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Chapter Χ 
General introduction 
In this introduction, the historical developments in organic synthesis design are 
briefly reviewed. In this historical context, the traditional approaches to synthesis 
planning are discussed, together with the first attempts to systematically improve 
the planning procedure, and the introduction of computer systems in this process. 
The introduction is concluded with an outline of this thesis and its objectives. 
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1.1 Organic synthesis 
Organic chemistry emerged in the first half of the 19"* century when chemists 
started to study the chemistry of compounds produced by living organisms,1 
which was in fact the definition of organic chemistry at that time, an idea which 
has survived in the name "organic" chemistry. The early organic chemical ex-
periments were purely explorative, a situation which did not change before the 
end of the 19t/l century. At that time, organic chemists started to perform their 
reactions with the aim of preparing compounds instead of exploring the nature of 
reactions or compounds. This development quickly led to the discovery of many 
useful synthetic methods, which have not lost their value in modern laboratory 
practice, e.g., Grignard additions, Friedel-Crafts coupling, and various condensa-
tion reactions. The rapidly growing set of experimental data led to mechanistic 
theories systematizing the synthetic results. This improved understanding of suc-
cess and failure of synthetic methods, together with the introduction of powerful 
spectroscopic methods, led to a gradual increase in the complexity of the com-
pounds that could be synthesized. However, the theoretical foundation of organic 
chemistry was mainly limited to general chemical concepts, such as constitutional 
isomerism, stereochemistry, and chemical bond theory. This theoretical basis was 
not set for the synthesis planning, an area that is unique to organic chemistry 
with its infinite number of target compounds, lengthy synthesis routes, and its 
highly three-dimensional nature. 
1.2 Traditional synthesis planning 
Despite impressive developments in mechanistic theory, many reactions still failed 
for unforeseen reasons in the 1950s and 1960s, and continue to do so. This trial-
and-error aspect of organic chemistry has become even more disturbing with the 
increasing complexity of the compounds to be synthesized, as a failure in one 
of the final reaction steps may destroy an entire long-term project. Organic 
chemists have learned to live with the inherent unreliability of their reactions, 
but they also try to increase the success rate using a well-considered synthesis 
plan. For major synthesis projects, this synthesis plan will be verified with several 
pilot studies testing and optimizing the key reaction steps on model molecules. 
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This approach significantly improved the results of modern total synthesis, but 
the key element of the procedure, the synthesis plan, is still obtained through a 
highly intuitive process, the result of which is to a large extent dependent on the 
chemist's experience and skill. The thought lines explored in this design process 
are of an associative nature: 
Association with molecules synthesized before. It is more efficient to 
modify a synthesis which has proven successful for a similar compound than 
to devise an entire synthesis plan from scratch. This tactic has substantially 
contributed to the improved efficiency in modern organic synthesis. 
Association with a starting material. A synthesis can be considerably 
simplified if part of the molecule can be derived from a readily available 
starting material, a so-called building block. This tactic is particularly 
popular with asymmetric building blocks to avoid difficult stereoselective 
syntheses or separation methods. 
Association with a reaction type. Certain substructures can logically be 
synthesized with certain reaction methods, e.g., a six-membered ring is an 
indication for a Diels-Alder reaction. 
1.3 Systematization of synthesis planning 
The traditional, associative approach to synthesis planning will generally produce 
suboptimal solutions to a synthesis problem. Admittedly, the "best" solution will 
probably always be hidden in the extreme complexity of the synthesis problem, 
but several factors can be identified which may negatively influence the quality 
of the traditional synthesis plan: 
1. The natural bias toward a few favorite methods. 
2. Failure of the human pattern recognition process, which precludes some 
potential synthesis methods or building-blocks, although the chemist is fa-
miliar with them. 
3. Synthesis methods or building blocks which are not familiar to the chemist, 
and which can therefore not be considered. 
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The first two factors have been suppressed with a simple thought process, called 
retrosynthetic analysis,2 which divides the synthesis problem into subproblems 
by first considering only reactions directly producing the target molecule. Each 
of the resulting precursor molecules can thereafter be submitted to the same 
thought process. This systematic analysis of the target compound highly im-
proves the chemist's pattern recognition and therefore increases the number of 
synthetic methods considered by the chemist. E.J. Corey, one of the pioneers 
of retrosynthetic analysis,3,4 also quickly recognized a further application of this 
thought process: the implementation in a computer program. This idea led al-
ready at the end of 1960s to a prototype,5 which thereafter evolved into the 
synthesis planning system LHASA. A second pioneer of computer assisted or-
ganic synthesis (CAOS) was G. Vladutz, who not only recognized the potential 
of computerized retrosynthetic analysis (as realized by E.J. Corey's group a few 
years later), but also discussed substructure recognition by computer programs as 
early as 1963.6 Surprisingly, it was not until the 1980s that the practical applica-
tion of this idea was realized; today's reaction retrieval systems use the immense 
storage and retrieval capacity of computers to provide organic chemists with easy 
access to the synthetic literature. This development significantly suppressed the 
third negative factor mentioned above. 
1.4 Outline of this thesis 
This thesis describes improvements in existing computer tools for organic syn-
thesis, and moreover, new concepts which were added to these tools. These 
contributions focus on several aspects of computer methods in organic synthesis 
design, and each aspect will be treated in a separate chapter. Most chapters also 
provide an introduction to the topic and a brief future outlook. 
Chapter 2 presents a literature review of the essentials of computerized syn-
thesis planning and reaction retrieval. It also provides a brief status report of 
the current programs, and an introduction to the main features of the LHASA 
system. 
In Chapter 3, reaction retrieval systems and their internal formats are treated. 
It emphasizes the need for a uniform access of reaction databases and presents 
the methodology and computer implementation of such a standardization. 
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Chapter 4 deals with the LHASA-assisted synthesis planning for polycyclic 
molecules, as exemplified by steroids. A sample analysis demonstrating LHASA'S 
inability to deal with chain reactions is discussed. Subsequently, the development 
and implementation of a new LHASA module to solve this problem are described. 
Chapter 5 describes revisions to the LHASA model builder, a tool needed to 
provide LHASA with a reasonable perception of the three-dimensional structure 
of molecules. 
Chapter 6 focuses on the incorporation of three-dimensional perception into 
LHASA'S treatment of stereoselective reactions. A model assessing stereoselec-
tivity has been applied to a model reaction: nucleophilic additions to carbonyls. 
The model uses two geometric variables: the steric accessibility at both faces of 
the carbonyl group and a torsional strain factor. 
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Chapter Δ 
Computer tools in organic synthesis: A brief 
review 
This chapter reviews the current status of computerized synthesis planning and 
reaction retrieval in a historical context, with emphasis on a few basic compu­
tational techniques which allowed the maturation of these computer aids. The 
chapter concludes with a discussion of the main features of the synthesis planning 
system LHASA. 
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2.1 Introduction 
The introduction of computer applications in synthesis design was originally wel-
comed with great enthusiasm and similar expectations. This positive climate 
was reflected in the introduction of various systems1"4 following the publication 
of the first description of a working prototype (OCSS).5 More than 20 years have 
passed since then, but still CAOS programs are not used routinely in everyday 
laboratory practice. As a result, the original uncritical and even jubilant atti-
tude toward CAOS has been replaced in some circles by scepticism and even pure 
disappointment.6 This negative view arises mainly from the expectation that syn-
thesis planning systems would become a machine substitute for organic chemists, 
allowing non-experts to design superior syntheses. Such an independent synthe-
sis problem solver has not yet been realized, but some computer systems can act 
as an excellent partner for the human synthesis expert. The lack of prejudice 
and the large memory capacity of computers provide significant, complementary 
extensions to human creativity and associative power. 
The efforts put into the development of synthesis programs7-10 paid off when 
the development of hardware capable of handling graphics set the stage for mas-
sive use of reaction databases. Many algorithms developed for synthesis planning 
systems could be applied directly to reaction retrieval systems, which rapidly 
became the leading computer tools in synthetic chemistry. 
The next sections summarize the fundamentals of CAOS programs and their 
underlying algorithms. Additionally, a basic introduction to the main features of 
a leading synthesis planning system, LHASA, is provided. 
2.2 Basic algorithms 
Traditionally, computers have been used most extensively as pure calculational 
devices; using these machines to speak and solve problems in the complex "lan-
guage" of organic chemistry required a formal description of many fundamental 
chemical concepts. Human chemists frequently use a graphical or even intuitive 
notion of these concepts, which could not be directly encoded in a computer 
program. Hence, major algorithmic developments were required, as discussed 
below. 
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Man-machine communication. Some of the older programs demanded al-
phanumeric structural input, encoded in a special notation scheme of chem-
ical structures, of which the Wiswesser line notation11 was the most widely 
used. This tedious and annoying keyboard input of structures could be 
abandoned with the development of the graphical user interface5 (GUI), 
which enabled man-machine interaction in the natural language of the 
chemist: the structural diagram. Modern synthesis programs all contain 
GUI's, which are continuously improved in line with the ongoing develop-
ments in computer graphics.12 
Structure storage. Chemical programs need to extract the chemical infor-
mation from the graphical structure input and to store it in a computer 
manageable form, usually a connection table.13,14 The connection table for 
a molecule contains a precise topological description in a well-established 
format. This information can usually also be written to a file, allowing not 
only permanent structure storage but potentially also structure exchange 
with other programs. Unfortunately, connection table formats differ from 
program to program, despite several attempts at standardization.15"18 
Structure comparison. Synthesis programs must be able to recognize that 
two structures are identical. A complete one-to-one comparison of all atoms 
and bonds in two molecules to be compared is extremely laborious, since all 
possible fits of the two molecules must be considered, i.e., N! permutations 
with N being the number of atoms in the molecules. This efficiency problem 
has been solved through canonicalization algorithms,14,19,20 which assign a 
unique numerical code to each structure. These codes are derived from a 
systematic ordering of the molecule's atoms based on properties such as con-
nectivity, atom type, and bond order. As a result, a full comparison of two 
structures is only required if two structures have identical canonicalization 
numbers, which usually means that they are identical. Canonicalization 
algorithms are still a topic of research, particularly the extension of their 
usage to entire reactions.21"23 
Substructure searching. Nowadays, a chemist can search reaction databases 
for reactions having only a resemblance to his or her current synthesis 
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problem. Such a search is usually done through a substructure search. 
The computational problems associated with substructure searching were 
enormous, since exhaustive mapping of the query substructure onto each 
database molecule is out of the question within an interactive time-frame.24 
The problem has been addressed through structural screens, which are small 
structural fragments pre-detected and stored separately for each database 
compound, usually with one bit coding for each screen. If the screens are 
properly chosen, i.e., mutually independent and with sufficient occurrence, 
then a rapid screen-search can eliminate the vast majority of the database 
entries. Only the remaining structures have to be searched with a map-
ping algorithm, which becomes more time consuming with increasing data-
base size. For this reason, there is a continuing interest in creating better 
searching algorithms,25"28 especially for the implementation of substructure 
searching in 3D-databases.29"31 
Ring identification. A key feature in organic chemistry is the ring and its 
ringsize, which has to be handled by all synthesis programs. Therefore, one 
of the early achievements in CAOS was the design of ring perception algo-
rithms.32,33 Polyfused and bridged molecules constitute a potential problem 
for such an algorithm, which can be illustrated by a 5,5-fused ring system. 
This system encloses also an eight-membered ring, but has chemically little 
resemblance to this ring, which therefore should not be perceived as such. 
This practical notion of ringsize has been translated into the concept of the 
so-called smallest set of smallest rings (SSSR), but the development of wa-
tertight and efficient algorithms to find the SSSR continues to the present 
day.34"36 
The discussion above refers only to the major topics which have been highlighted 
in the literature. Many more algorithms had to be devised to give computer pro-
grams a solid chemical basis: Algorithms to recognize tautomere,37"39 to perform 
valency checks in molecules, to perceive stereochemistry,40"44 to assess molecu-
lar stability,39 and to perceive aromaticity.39,45 Most of these concepts needed 
not only to be encoded in synthesis planning and reaction retrieval programs, 
but in fact in every program dealing with carbon-based structures, in particular 
molecular modeling packages. 
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2.3 Reaction databases 
The number of organic reactions published on a yearly basis is far too large for 
the average chemist to deal with by memory alone. Traditionally, this avalanche 
of information has been combatted with printed collective series summarizing 
the primary literature (e.g., Theilheimer,46 Cheminform,47 and Beilstein48). Al-
though the development of computer database systems to store and handle large 
quantities of data had been increasingly successful for nearly every conceivable 
application, the introduction of computerized compilations of reaction data did 
not occur until the early 1980s.49"52 Several new databases have been introduced 
following those pioneering efforts. Some of them are built to offer a complete lit-
erature coverage within certain boundary conditions, while others try to compile 
careful selections of useful reactions with no claim of completeness whatsoever. 
The main database of the former type is CASREACT,53 covering all organic 
reactions from more than 100 journals which publish papers related to organic 
chemistry. The most prominent database systems of the latter type are ORAC,54 
REACCS,55 and SYNLIB.56 These databases can be purchased for in-house use, 
while the "complete" databases can usually only be searched at external hosts 
(e.g., STN57) through the network. Both types of databases have their own spe-
cific uses. A database of the "complete" type can be used for questions of the 
type "Has this reaction ever been done before?", while selective databases are 
used for questions of the type "Which reaction conditions have been used in 
cases similar to the reaction I want to perform?" or "What is the scope of the re-
action I am interested in?" The selective databases are also indispensable for the 
development of synthesis planning systems, because they can supply answers to 
frequently arising questions of the type "What are the lead references describing 
the scope and limitations of this reaction?". 
2.4 Synthesis planning 
The ideas and concepts implemented in synthesis planning systems vary widely, 
but two dominant streams can be recognized, frequently designated as the logic-
oriented approach and the knowledge-oriented approach. The latter is character-
ized by the use of collected empirical data stored in a knowledge base, as applied 
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by Corey and Wipke5 in their first CAOS attempt, the OCSS program. This ap-
proach has not only been applied in the successor of this prototype, LHASA,58"60 
but also in SECS,2·40·61·62 CASP,63 SYNCHEM,4·64·65 and several others.66·67 A 
serious drawback of these systems is the massive manual effort required to incor-
porate sufficient empirical data into them, which is compounded by the additional 
effort to keep the system up-to-date. Therefore, a new generation of information-
oriented programs has replaced the manual input of empirical data by automatic 
input. These systems automatically generalize reactions from reaction databases 
to build a knowledge base without human interference. The main problem of this 
approach is the computerized recognition of the reaction center, which is required 
to cluster database entries representing identical reaction types. Furthermore, 
limitations to the applicability of synthetic methods, e.g., steric hindrance, in-
terfering functional groups, regioselectivity, etc., will not be included in such a 
knowledge base, due to the absence of failed reactions in reaction databases (and 
in most synthetic publications). Although these problems are still not addressed 
effectively, many groups have developed programs along this line,68-71 from which 
SYNSUP-MB7275 is probably the most successful. 
The other mainstream within CAOS, the logic-oriented approach, generates 
reactions from a general description of organic chemistry. Many of these pro-
grams use a mathematical description of chemical structures and reactions based 
on the Ugi-Dugundji matrix formalism,76'77 but several alternative structure and 
reaction descriptors have been devised,78,79 from which the half-reaction descrip-
tion of Hendrickson79-82 has attracted the most attention. The potential of the 
logic-oriented approach is in theory formidable, since it can exhaustively detect all 
possible reaction routes, which may even incorporate reactions still unknown to 
organic chemists.83 In practice, the problems are tremendous, since the theoret-
ical basis from which reactions are generated needs to be correct, complete, and 
consistent, which is hard to achieve with the current state of theory. Furthermore, 
the user of a synthesis planning system is not interested in all theoretical solu-
tions to his synthesis problem, but only in a few good ones. The unmanageable 
number of answers generated by a logic-oriented approach hides the useful sug-
gestions in an avalanche of impractical ones. These problems are too complex to 
expect the logic-oriented approach to rapidly replace the information-oriented ap-
proach in practical synthesis planning. However, promising results have been ob-
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tained by moderating the strict theoretical basis with empirical rules (EROS,84-86 
CAMEO87-89). These programs are able to predict the synthetic outcome of a 
reaction mixture. Other promising applications of the logic-oriented approach 
can be found in systems performing very specific tasks, such as the elucidation 
of reaction mechanisms (RAIN90-93) and the discovery of new (pericyclic) re-
actions (IGOR93-96). Many other logic-oriented programs and approaches have 
been described,89,97-99 but they all lack the experimental evidence proving their 
theoretical results. An interesting option to improve the performance of these 
systems is the introduction of artificial intelligence techniques to arrive at self-
learning systems.97,98 
Some programs deviate from the two CAOS mainstreams by exploring meth-
ods similar to one of the human types of reasoning. The CHIRON program42,100,101 
is able to map the target molecule onto a database of chiral compounds, thus 
computerizing the human association with starting materials. This approach can 
also be used within retrosynthetic synthesis planning systems, both knowledge-
oriented102,103 and logic-oriented6'104 ("bilateral search"), which could reduce the 
combinatorial explosion problem. A second way of human reasoning, the associa-
tion with syntheses proven successful, is also mimicked by a computer program.105 
2.5 The LHASA system 
The LHASA program,59·60 the successor of the first CAOS prototype OCSS,5 
has been under continuous development since the early 1970s. The program 
evolved from E.J. Corey's ideas about retrosynthetic synthesis planning.106-108 
Its main feature is the analysis of a target molecule in a rigorously retrosynthetic 
fashion, through the application of several retroreactions. The starting materials 
of these retroreactions ("precursors") are usually not directly available from the 
chemical suppliers but require further analysis instead. The user selects the 
precursors which look promising and submits them for further analysis. In this 
way, user and program interactively prepare a synthesis design. The complete 
analysis is summarized in a tree-shaped diagram (the retrosynthetic tree, shown 
in Figure 2.1) with the original target at the top and successive levels of precursors 
arrayed below. 
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Target 1 
Levai 1 precursors 2 3 4 5 6 
/Λ\ /l\\ 
Level 2 precursors g ю 11 12 13 14 15 16 
Figure 2.1: Simpliñed example of a. retrosynthetic tree: numbers represent struc-
tures, iines represent transforms, in this particuiar case, precursors 2 and 5 have 
been seiected for further analysis. 
LHASA is an "expert system" consisting of two parts: a controlling program, 
mainly written in FORTRAN and C, and a chemical knowledge base written in a 
"chemical English" language (CHMTRN). The knowledge base consists of a large 
number of retrosynthetic reaction definitions called transforms.109 A transform 
is not a compilation of literature precedents for a reaction, but a program-type 
reaction description in which the scope and limitations of the reaction have been 
translated into empirical rules written in CHMTRN. The special-purpose lan-
guage CHMTRN includes many chemical terms, as well as the usual programming 
constructions like block-ifs and subroutines. These special features of CHMTRN 
make it an excellent tool for the input of chemical knowledge. 
It is impossible to apply each theoretically possible transform to a given target 
molecule, as the tree would explode to numerous precursors within a few cycles 
of the analysis (combinatorial explosion). Clearly, some kind of a strategic screen 
has to be applied to cut down the number of branches in the retrosynthetic tree. 
The concept of simplifying transforms is used for this purpose, which implies that 
LHASA will only use transforms which simplify the target molecule. Transforms 
resulting in a precursor which is more complicated to synthesize than the tar-
get molecule need not be considered by the program. The main shortcoming of 
this approach is the lack of a clear-cut definition of the concept of simplification. 
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LHASA defines it eis a decrease in cyclic connectivity, removal of appendages, 
generation of easily-synthesized substructures and/or functional groups, discon-
nection of long chains, removal of stereocenters, etc. Within this concept, still 
many questionable and nonstrategic transforms will be applied; on the other 
hand, even the less strategic ideas suggested by the program can stimulate the 
imagination of the chemist using the program, so reactions of questionable strate-
gic importance usually get the benefit of the doubt. Within the interactive set-up 
of LHASA, this approach does not have to interfere with the synthesis design pro-
cess, because the user can discontinue most branches in the retrosynthetic tree, 
focusing on the most promising (retrosynthetic) reaction sequences only. 
In addition to the transforms which meet the goal of simplification, LHASA 
also contains a large number of nonsimplifying transforms. These so-called "sub-
goal" transforms110 perform mainly functional group interchanges and additions 
to adjust the target for a goal transform. Using subgoal transforms, LHASA is 
able to produce short reaction sequences without any user interference. However, 
an unlimited usage of subgoal transforms might again lead to an unmanage-
ably large number of precursors. Therefore, multistep subgoal usage is restricted 
during normal use of the program, leading to the need for a special device to 
create far-reaching subgoal sequences for some synthetically powerful reactions 
which would be suppressed otherwise. This special feature, called the "long-
range" transform,111"113 directs the subgoal sequences which eventually lead to 
the display of a particularly powerful reaction. Typical examples of long-range 
transforms are the Diels-Alder113 and the Robinson annulation.111 
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Chapter ó 
Standardization of the access to reaction data 
This chapter deals with organic reaction databases. It first discusses the desir-
ability of a simple and uniform access to all currently available organic reaction 
databases. This goal naturally requires the exchange of reaction data between 
databases that may differ significantly in internal structure. The approaches se-
lected to overcome these differences will be discussed on the basis of a large scale 
database translation between the two major reaction database systems, REACCS 
and ORAC. The knowledge acquired through this project will be used to discuss 
the internal structure of reaction database systems °. 
"This chapter is a revised version of a publication: 
Todd M. Miller, Jan-Willem Boiten, Martin A. Ott, Jan H. Noordik, Organic Reaction Database 
Translation from REACCS to ORAC. J. Chem. Inf. Comput. Sci. 34:653-660, 1994. 
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3.1 The need for database translations 
The subjectivity of the selection process that is an essential part of the abstracting 
for in-house databases leads obviously to a wide variety of databases. Moreover, 
these databases also differ systematically as a result of the variations in selec-
tion criteria used. The first in-house databases1-3 were simply meant to cover 
the highlights of the entire organic chemical literature with an emphasis on the 
current literature. In the subsequent years, special databases were developed cov-
ering the older literature, notably the Theilheimer4 database in both ORAC and 
REACCS, as well as databases entirely focussing on the newest literature. These 
latter databases are usually an off-spring of the computerization of the production 
process of printed literature awareness systems (e.g., Cheminform). In addition to 
these reaction databases which cover the literature abstracted through certain pe-
riods, many other databases have been compiled, each dedicated to a specialized 
field of organic chemistry (e.g., heterocyclic chemistry, organometallic chemistry, 
protective group chemistry, etc.). Many of these databases are only available in 
one database format, forcing the chemist either to use more than one database 
system or to limit himself to the data available in one system. The ability to 
exchange data between different organic reaction database systems would allow 
one to overcome these limitations. A translation of databases from one data-
base format to another would provide a standardization across the databases of 
organic reactions, which accomplishes a simplification of the database manage-
ment. From a user's point of view, these translations allow all reactions to be 
placed in a single reaction database system, and thus make them all accessible 
with minimal user actions. Furthermore, many features of these systems which 
will not be evident during normal use will be encountered during the translation 
process. 
A prototype for reaction database translations will be treated in detail in the 
remainder of this chapter. It concerns the transfer of a sizeable REACCS database 
to ORAC format. The knowledge gathered by overcoming the differences between 
those systems gives a deeper insight into the features required for a high-quality 
organic reactions database program. This insight has been summarized in the 
conclusions that can be found in the final paragraph of this chapter. 
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3.2 Database translation from REACCS to ORAC 
The content and quality of the organic reactions databases for both systems in-
volved in the translation described in this chapter (REACCS5 and ORAC) is 
substantial. A Theilheimer4 database of about 42,000 reactions, covering mainly 
the older (up to 1980) literature, is incorporated in both REACCS and ORAC. 
ORAC has 12 additional "boxes" of 5000 reactions each (60,000 reactions) cover-
ing mainly the literature of the period 1980-1991, and REACCS covers a similar 
period (1983-1991) in its 36,601 reaction Current Literature File (CLF). The most 
recent literature is accessible through both systems by the CSM (Current Syn-
thetic Methodology) based on the (printed) abstracting service of Chemlnform,6 
and MOS (Methods in Organic Synthesis)7 based on a similar publication of the 
Royal Society of Chemistry. Apart from these general databases, both systems 
offer additional databases dedicated to special branches of chemistry (e.g., hete-
rocyclic and organometallic) or based on well-known printed information sources 
(e.g., Organic Synthesis). 
The translation described in this chapter concerns the translation of the 
REACCS CLF file into ORAC format; of course, a program that is able to 
translate CLF should be able to translate other REACCS databases as well. 
The actual translation takes place between the two ASCII reaction file formats: 
RDfile8 (Reaction-Data file) used by REACCS and an ORAC version of SMD9 
(Standard Molecular Data) v4.3.10 These files constitute external file formats for 
REACCS and ORAC respectively; neither program writes the other program's 
format. The process of transferring organic reactions from one database to an-
other is therefore a three-step process as depicted in Figure 3.1. The first step 
is the write-out of the entire CLF database in RDfile format; subsequently this 
REACCS 
export 
RDfile 
Reactrans 
SMDfile 
import 
ORAC 
Figure 3.1: Overview of the database translation from REACCS to ORAC 
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file is translated into SMD format by a newly developed program (Reactrans) 
described in this chapter, and finally the SMD file is imported into ORAC. The 
export and import facilities are part of REACCS and ORAC, respectively. 
The key objective of this database translation was the creation of a high-
quality ORAC version of the CLF database with minimal manual interference 
during the translation process. Therefore, a careful analysis of the CLF data con-
tent was performed which highlighted many major and minor conflicts between 
the data structures of the two database management systems. This detailed anal-
ysis led to a design of the database conversion which has been translated into 
the algorithms implemented in Reactrans. The number one priority was not to 
translate as much of the data as possible, but to come to a high quality ORAC 
database. This design objective originates from the main goal of an in-house 
reaction database: the rapid generation of literature precedents of the reactions 
which the user wants to perform. The requirement that Reactrans by no means 
may lower the generally high-quality standard of ORAC databases conflicts with 
the wish to translate all CLF data. The amount of data did not allow manual 
interference when problems were detected, so the general approach of Reactrans 
was to discard information that was found to be incorrect or incomplete. Sec-
tion 3.2.2 and Section 3.2.3 will treat incompatibilities between the REACCS and 
ORAC data structures in detail for the structural and textual data, respectively. 
The approaches chosen in the translation design, which were subsequently coded 
in the Reactrans program, are discussed for each of these problems. The conse-
quences of the decisions made will be reviewed in Section 3.2.4, which provides 
the translation statistics. 
3.2.1 Overview of the database structures 
REACCS: The main features 
The unique property that distinguishes one REACCS database entry from an-
other is the structural information for the reaction. If two or more reactions have 
the same products and reactants, but differ in reaction conditions, reagents, and 
literature references, then each reaction can be stored as a separate variation of 
the same database entry. Variations are a powerful feature for storing relation-
ships between datafields. This feature is most frequently used to put a literature 
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reference belonging to alternative reaction conditions into the same variation 
as those reaction conditions. The variations are the first level of a hierarchical 
structure for the textual data, which is shown for the REACCS CLF database in 
Figure 3.2. 
RXN* VARIATION" 
RXNTEXT* 
LITTEXT* 
RXNREF* 
LITREF* 
RXNY1ELD 
REACTANT* 
CATALYST* 
SOLVENT' 
PRODUCT* 
CONDITIONS* 
- WORKUP 
COMMENTS* 
- KEYWORDS 
KEYPHRASES 
L- MDLNUMBER 
EXTREG 
FOLDER 
PATH 
STEP 
AUTHOR 
JOURNAL 
GRADE 
REGNO 
GRADE 
REGNO 
GRADE 
YIELD 
GRADE 
ATMOSPHERE 
PRESSURE 
TIME 
TEMP 
REFLUX 
OTHER 
VOL. 
NO. 
PG. 
YEAR 
JRNL 
Figure 3.2: REACCS' CLF database hierarchy. The asterisks mark items that 
may occur more than once within the same parent. 
28 Chapter 3 
Below the variation level, a first level of datafields, which are frequently 
parent datafields for datafields of the second level, has been defined. An ex-
ample is LITREF, which is the parent datafield of AUTHOR and JOURNAL, the 
latter being the parent for a number of datafields of the third level. Many of 
the datafields at the top level may occur more than once within a single varia-
tion. A datafield of the second or third level cannot have multiple occurrences 
within a single top-level datafield, but only implicitly by multiple occurrences 
of the parent datafield. As an example, the full datafield name of YEAR is 
RXN(k):VARiATION(l):LlTREF(m):JOURNAL:YEAR for the mth reference of the fth 
variation of the fcth reaction in the database. So, each LITREF field can contain 
only one JOURNAL field, but nevertheless the journal field can occur more than 
once within a single variation via multiple LITREF fields. 
REACCS displays textual data within boxes using resizeable fonts, which are 
automatically selected according to the amount of data to be displayed. The 
location and size of these display boxes is user-definable inside an interactive 
menu (forms definition mode). Apart from the menu display, textual data can 
also be retrieved via a scrolling list of textual data. 
ORAC: The main features 
The ORAC databases have a sequential structure unlike the hierarchical structure 
of the REACCS databases. The textual data is stored in datafields which can 
contain only one data item, and in datatables which are arrays of datafields 
of the same type. For example, the author information is stored in a datatable 
AUTHORS, which consists of six text datafields AUTHOR which can hold one author 
name each. The size of the datatable, i.e., the number of datafields that it may 
hold, is predefined upon database definition. This size definition is actually the 
only real difference between datatables and the multiple occurrences in REACCS. 
For some datafields (e.g., JOURNALS, SOLVENT-KEYS), a thesaurus, which 
is a collection of all permitted values for that datafield, has been defined. For 
instance, the SOLVENT-KEYS datafield can contain the value 'Benzene', because 
this is a keyword defined in the SOLVENT thesaurus. Searches for 'C6H6' and 
for 'Benzene' give identical results, since these words are defined as synonyms 
in the SOLVENT_KEYS thesaurus. The thesauri are user-accessible through menu 
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screens, displaying alphabetically all existing keywords with their synonyms. 
ORAC displays its data only through menu screens. There is no method in 
ORAC for displaying textual data from the database without previously defining 
the appropriate menu from outside ORAC. These menu definitions are generally 
not accessible by the user, and are not adjusted to the data quantity. The position 
on the display screen of each data item is fixed by the definitions of the display 
forms. 
3.2.2 Structural data translation 
Formats 
A reaction entry in a REACCS RDfile starts with an internal registry number 
and the number of reactants and products, followed by a number of MOLfile8 
blocks, one for each reactant or product molecule. Each MOLfile contains the 
following information: 
Atom information: Bond information: 
Number of atoms Number of bonds 
Atom type (atomic symbol) Bond type (bond order) 
Formal charge Attached atoms 
Radical status Bond stereo 
Atom stereo parity Bond change 
Isotope 
2D atom coordinates 
Atom mapping index number 
A reaction entry in an SMD file is logically organized, with separate blocks for 
each item of information. The reactant and product molecules are put together 
into one reactant and one product connectivity table, each constituting a so-called 
CT block. The atom-to-atom mapping is implicit in the sequence numbers of the 
atoms in the CT blocks. Atoms that are lost or added in the reaction, and thus 
have no counterpart on the opposite side, are mapped onto a dummy atom on the 
opposite side. Separate blocks are provided for atom coordinates and reaction 
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centers. Together, the CT, atom coordinate, and reaction center blocks contain 
the following information: 
Atom information: Bond information: 
Number of atoms Number of bonds 
Atom type (atomic symbol) Bond type (bond order) 
Formal charge Attached atoms 
Radical status Bond stereo 
Atom stereo parity 
2D atom coordinates 
Reaction center status 
Molecular structures 
The reactant and product connectivity tables (CT blocks) to be supplied to 
ORAC may contain more than one structure. However, ORAC does not ac-
cept more than three reactant molecules or more than two product molecules. 
The translation program (Reactrans) discards reaction entries violating this limit. 
Some structures (e.g., alkali metal salts) which REACCS treats as one structure 
are treated by ORAC as consisting of two molecules, causing additional entries 
to be refused by ORAC during import. Reactrans also discards entries in which 
the total number of atoms or bonds in a reactant or product connectivity table 
exceeds the ORAC limit of 128. The effect of these decisions will be discussed in 
Section 3.2.4. 
In a number of cases, REACCS uses the atomic symbol 'X' to denote attach-
ment to a polymer support, a feature for which ORAC has no representation. 
Reactrans converts these atoms to carbon atoms for simplicity. Although the 
RDfile format allows special bond types such as aromatic and generic, these 
do not occur in the CLF database, so no provisions had to be made for them. 
Stereochemical features are easily translated. Both REACCS and ORAC use 
the same representation for stereochemistry: the parity number for stereocen-
ters and the bond code for stereo bonds adhere to the same standard, so these 
values are simply copied. In both REACCS and ORAC, the stereochemistry of 
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double bonds is usually derived from the 2D coordinates. Therefore most double 
bond stereochemistry is also easily translated. Alternatively, double bonds can 
be specifically marked as cis or trans, but the incidence of this representation in 
the CLF database is so small (eight), that it might be unintentional. Because 
there is no explicit representation for cis or trans double bonds in the SMD file, 
these bonds were marked as 'either'. 
Since ORAC does not use isotope information, Reactrans ignores this infor­
mation in the RDfile. It was found that REACCS misuses the notion of radical to 
represent π-coordination (e.g. cyclopentadienyl ligands were given radical marks 
on all five carbon atoms). No attempt was made to identify or correct such 
structures. 
Atom mapping and reaction centers 
The atom-to-atom mapping can be performed automatically by ORAC during 
import of a reaction, or can alternatively be translated from the information 
in the RDfile. Because ORAC's automatic mapping procedure does not always 
give correct results and is rather CPU time-consuming, the translation of the 
mapping information was preferred. This translation proved to be computation­
ally straightforward, with one provision: in the RDfile it is possible to map the 
reactant(s) onto more than one product (e.g., the product of a side reaction). 
This option does not exist in SMD version 4.3. To avoid the reactant(s) being 
mapped onto a minor product, the product with the highest yield is chosen (in 
cases where there are no product yields, the first product is taken). The mapping 
is translated by changing the atom sequence numbers, using REACCS' mapping 
index numbers,11 for the new atom sequence numbers in the reactant and product 
connectivity tables. For each unmapped atom, a dummy atom is added on the 
opposite side. This addition may cause the total number of atoms in a reactant 
or product connectivity table to exceed 128, in which case the reaction entry has 
to be discarded. 
Reaction center atoms are transmitted to ORAC by way of a reaction center 
block in the SMD file. The RDfile, however, contains only bond changes.12 So, 
the reaction center atoms have to be determined, which is done in the following 
way: an atom is a reaction center atom if it is on a bond that has changed, 
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or if there is a change in charge, radical status, or stereochemistry. Reactions 
without reaction center atoms cannot be imported into ORAC and are therefore 
discarded. This may happen when the major "product" is unchanged starting 
material. 
3.2.3 Textual data 
General approach 
The transfer of textual data from REACCS to ORAC is hampered by the dif-
ference in data structure between the two databases. The hierarchical structure 
of REACCS would explode into numerous datafields if an attempt were made 
to translate it directly into the sequential data structure of ORAC. Difficulties 
arise at several levels; one of the more serious ones is illustrated by Table 3.1, 
which shows the high frequency of multiple occurrences of datafields within one 
CLF database entry. This effect will be further reinforced by the variable length 
text strings used by REACCS for some datafields, particularly COMMENTS and 
KEYPHRASES. As a consequence, each occurrence of these datafields may consist 
of lines up to several hundred characters, which must be split into several lines 
(i.e., several ORAC datafields in a datatable) to conform to the maximum string 
length in ORAC (70 characters). 
The hard truth is that a one-to-one functional translation of all textual data 
from a complete CLF database entry to ORAC is neither possible nor practical. 
TabJe 3.1: Frequencies of multiple occurrences for some important datafields in 
REACCS CLF. 
Datafield 
COMMENTS 
RXNTEXT 
SOLVENTS 
CATALYST 
JOURNAL 
1 
13249 
6404 
19327 
16481 
31952 
2 
3184 
7742 
4353 
8087 
4030 
Number of occurrences 
3 
1014 
6595 
745 
2662 
956 
4 
321 
5877 
143 
872 
203 
5 
167 
3114 
40 
299 
79 
within 
6 
75 
2504 
4 
133 
22 
a single variation 
7 8 
43 19 
283 224 
1 1 
58 30 
9 12 
9 
12 
78 
15 
19 
10 
8 
79 
11 
0 
11 
7 
31 
4 
6 
>11 
7 
42 
9 
4 
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It is not the bulk of the information which causes the problem but its organiza-
tion. The data are organized according to rules determined by one system and 
these rules do not comply with those of the other system. Therefore, several 
adaptations had to be made and priorities set to enable the conversion. 
The explosion of the number of datafields required for a complete transla-
tion of a CLF-entry to SMD format (as described above) originates from a single 
variation. The presence of multiple variations would augment this problem, but 
fortunately the number of entries in the CLF database having more than one vari-
ation is rather limited. As a consequence, it was decided to split every CLF entry 
with multiple variations into separate ORAC database entries (called datacards). 
Another consideration is the display of the data in ORAC. To show data from 
a datatable one has to know beforehand how many lines to display. If too few 
lines are shown the data will be incompletely displayed, but if too many lines 
are reserved for a datatable this space would be lost for other datatables, as it is 
impossible in ORAC to scale the display space to meet the display needs. The 
space on the first two menu pages in ORAC is too limited to show all data, so 
choices had to be made. 
It is important to note that the datafields to be used in the SMD file should 
preferably correspond to existing datafields in the ORAC system, as far as search-
able data are concerned. The reason behind this is the correlation between search-
able datafields and query options in the ORAC search menus. At present these 
menus are defined, more or less uniformly, across all databases. The correspond-
ing uniformity of datafields throughout all databases within ORAC is desirable 
from a user's point of view, as a single query is then sufficient to search all data-
bases. It is not possible to use a single query to search a field in database X and 
the same field in database Y if they are of a different datatype or are attached 
to different thesauri. Therefore, ORAC's existing data definitions of searchable 
datafields determine those of the searchable datafields in the ORAC version of 
CLF. As a consequence, as many of CLF's searchable data as possible must be fit 
into the existing (searchable) datafields of the ORAC database. The remainder 
of CLF's data will be transferred to non-searchable datafields in ORAC that may 
be newly created. 
Not all searchable CLF fields could be transferred to searchable ORAC data-
fields. In order to display all of the reaction data for these cases, a large non-
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searchable ORAC datatable (called CUME JNFO) was defined to hold most REACCS 
textual datafields to avoid potential loss of data. Headers are added to the data 
in this datatable to indicate the original REACCS datafield. The CUMEJNFO 
datatable simply contains all the data for display only, which can be viewed by 
the user via newly defined menu pages. 
Reactrans contains several routines to translate textual data. Which routine 
is used depends on the datatype of the datafield and the destination in ORAC 
(Table 3.2 shows all CLF datafields with their datatype and ORAC destination). 
The handling of each CLF datafield during the translation is governed by a special 
input file, which mentions for each datafield the output datafield name and the 
type of conversion needed, e.g., 'Integer', 'Keyword', or 'Var .text' (variable length 
text string). This approach guarantees a high flexibility in the composition of 
the output database without the need to change the translation program. 
The remainder of this section will discuss the manipulations to which each 
individual datafield is subjected during the translation. 
Referencing Data 
The first occurrence of the CLF VOL., NO., PC, and YEAR fields can be read 
directly into corresponding datafields which exist in ORAC. The AUTHOR field 
is processed into individual lines per author and those lines are parsed into last 
name, initials which is the format used in other ORAC databases. This processing 
of author names is complicated by the variety of formats used in the CLF author 
fields. These variations originate from the way punctuation is used, from the 
usage of full first names instead of initials, and from the occurrence of suffixes 
such as Jr. or III, etc. The ORAC AUTHOR field is not only used for queries 
on author name, but also to fill a special datafield, called AUTHOR_TITLE. This 
field is automatically formatted by the ORAC program. The output is a string 
of maximum length 50 characters, having commas between the authors, and 
which is closed with 'et al' if the length is about to exceed the 50 characters. 
AUTHOR-TITLE is used to display the authors on the first page of the ORAC 
data display menu (see Figure 3.3 for an example of this screen). A similar 
special datafield exists for the bibliographic part of the reference. This datafield 
(CITATION) compiles a nice looking reference from the JOURNAL, VOLUME, PAGE, 
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Table 3.2: Description and destination of all CLF dataßelds. 
REACCS Name 
RXNTEXT 
LITTEXT 
EXTBEG 
FOLDER 
PATH 
STEP 
AUTHOR 
VOL 
NO 
PO 
YEAR 
JRNL 
RXNYIELD 
REACTANT ORADE(n) 
CATALYST REGNO 
CATALYST GRADE 
SOLVENT REGNO 
SOLVENT GRADE 
PRODUCT YIELD(n) 
PRODUCT GRADE(n) 
ATMOSPHERE 
PRESSURE 
TIME 
TEMP 
REFLUX 
OTHER 
WORKUP 
COMMENTS 
KEYWORDS 
MDLNUMBER 
KEYPHRASES 
Description 
Reaction conditions above arrow 
Literature reference 
External registry number 
Used internally in MDL databases 
Path of branching reaction senes 
Step in reaction senes 
Author 
Volume of journal 
Number of journal 
Page of journal 
Year of journal 
Journal name 
Reaction yield 
Reactant specifier (e g
 t 1 mmol) 
Name of reagent 
Reagent specifier 
Solvent name 
Solvent specifier 
Per product yield 
Product specifier 
Gas atmosphere 
Pressure (atm ) 
Reaction time (hrs) 
Reaction temperature (°C) 
Reflux or not 
Other conditions 
Reaction workup 
General comments 
Keywords 
MDL number (for each vanation) 
Keyphrases 
Datatype 
VT 
V T 
A12 
A12 
A3 
V T 
V T 
A16 
A16 
A16 
14 
V T 
RR 
V T 
RN 
V T 
RN 
VT 
RR 
V T 
A5 
RR 
RR 
RR 
A l 
V T 
VT 
V T 
VT 
A12 
VT 
ORAC destination 
CONDITIONS, CUMEJNFO 
CUMEJNPO 
Discarded 
Discarded 
Discarded 
Discarded 
AUTHORS, AUTHOR-TITLE 
VOLUME, CITATION 
JOURNAL J'ARTJIUMBER 
PAGE, CITATION 
YEAR, CITATION 
JOURNALS, CITATION 
YIELD 
REACTANT-ORADE-n (n=l ,2 ,3 ) 
ACTUALJiEAGENTJtEY 
Discarded 
SOLVENT -KEY 
Discarded 
PRODUCT.YIELD-n ( n = l , 2 ) 
PRODUCT-GRADE-n (n= l ,2 ) 
ATMOSPHERE, CUME-INFO 
PRESSURE, CUMEJNFO 
TIME, CUME-INFO 
TEMP, CUMEJNFO 
CUMEJNFO 
CUMEJNFO 
CUMEJNFO 
COMMENTS, CUMEJNFO 
REACTIONJCEYS, CUMEJNFO 
MDLNUMBER 
REACTIONJMME, REACTION-KEYS, 
CUMEJNFO 
In = Integer of size η An = Character stnng of size η VT = Variable length character string RR = Real 
Range RN = Registry number 
and YEAR datafields. Unfortunately, the JOURNAL datafield is thesaurus driven, 
meaning that only journals defined in the thesaurus can be read into this field. 
As a consequence, a failure to read the journal results in a datacard without 
a reference, which is in fact a useless datacard. For this reason, all journals 
appearing in CLF and not known in the ORAC thesaurus have been identified. 
The majority have been defined as new journals in the thesaurus, or as synonyms 
of existing ones. The remainder of the unknown journals were misspellings of 
36 Chapter 3 
known journals. It was not desirable to introduce spelling errors in the thesaurus, 
as this thesaurus can be browsed by the users. Therefore, a list was created 
containing the misspelled journals followed by their correct spelling, and this list 
was used by the translation program to correct the errors. 
ORAC V7 9 Pao« Daca Cord Mod« parching 
Card 16 BOUBIA B, MANN A, BELLAMY F D and MIOSKOWSKI С 
Box BOX13 
Skip 1 Anoow. Chen , Int Bd. Engl. . 1990, 29. 1454 
No 1 of. 1 
WITTIG OLEFINATION 
n-BuLi 
(1 6 M In Hexan«, 2.2 mol> 
THF 
(12 ml) 
НИРЛ 
(1 5 ml) 
С/ 
о* 
Cis — Isomer osa noe datacced. Piperonal alalo gava в 654 yield of 
purely trana-olefln The araonlum salt M a made from FhCH2Br, 
PhZAaH, and ethylene oxide The correapondlng phoaphonlum aalt did 
give some cls-laonar when ІСЯ ylide was condensed wich aldehydea 
MDL Number· RCLF00036246 
NEXT BACK SKIP KEEP DROP STOP KEYS PLOT SITE VIEW TEXT HELP 
Figure 3.3: First page of the ORAC data display denned for CLF featuring 
(among others) CONDITIONS (transited from RXNTEXTJ and COMMENTS. 
The special datafields CITATION and AUTHOR-TITLE take over the functional­
ity of the CLF datafield LITTEXT. However, LITTEXT cannot be ignored, because 
these ORAC datafields can display only one reference. Therefore, LITTEXT is read 
into CUMEJNFO to allow the user access to the subsequent literature references. 
Numerical data 
The numerical data cannot be passed directly, as REACCS exports either real 
numbers or ranges of real numbers for TIME (e.g., 0.1-0.2 h), PRESSURE, TEMP, 
and RXNYIELD, which are followed by a unit designator. ORAC has no such range 
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specification or unit handling. A real range is replaced with an average value 
for the TIME, YIELD, and PRESSURE fields in order to maintain its numerical 
attributes, TEMPERATURE ranges are replaced by the first value of the range, as 
this value usually seems to indicate the reaction temperature, while the second 
value is the temperature to which the reaction mixture is warmed up or cooled 
down; taking the average would lead to ridiculous results, e.g., -78-20 CC (reacting 
at -78 CC, warming up to room temperature) would be translated to -29 °C. YIELD 
and TEMPERATURE have to be converted to integer values to conform to the 
existing ORAC datafields. TIME and PRESSURE are rounded to two significant 
digits to obtain a more esthetic display (REACCS regularly shows times like 50 
minutes as 0.833333 h). 
Solvents and reagents 
The solvents and reagents data are translated in unprocessed form by Reactrans, 
but during import into ORAC the data is checked against the corresponding 
thesaurus. This results in frequent refusals due to solvents and reagents unknown 
to the thesaurus. Although the vast majority of the reagents could be read, it was 
still considered too laborious to add all the unknown reagents to the thesaurus. 
Some reagents, however, were abbreviated differently in ORAC than in REACCS 
and were therefore frequently refused. For these cases, new synonyms have been 
defined in the ORAC ACTUAL_REAGENT_KEY thesaurus. Typical examples are 
all solid metal reagents, which are referred to by their atomic symbol in ORAC, 
while REACCS uses representations of the form 'Na (m)'. The omission of some 
solvents and reagents data is not really a loss of information, as most of this data 
is also present in the RXNTEXT (its processing will be discussed under 'other 
datafields'); however, any data refused by the thesaurus is not searchable. 
There were not many undue refusals of solvents. Most refusals were caused 
by reagents erroneously assigned as solvents in the CLF database or by spelling 
errors. 
Reaction keywords and keyphrases 
In both REACCS and ORAC, reaction keywords are words characterizing reac-
tions or reaction types, such as 'halogenation', 'isomerization', 'stereoselective', 
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or 'cycloaddition'. Both systems have a fixed list of keywords; REACCS has 28 
keywords and ORAC 486. In ORAC, the REACTION_KEYS datafield is thesaurus-
driven. It is undesirable to add reaction keywords to the thesaurus only used in 
CLF, as these cannot be used to search reactions in existing databases. For-
tunately, practically all REACCS reaction keywords could be used directly as 
ORAC reaction keywords, so there was no need to expand the thesaurus. 
The "keyphrase" datafield in REACCS contains free-text information such 
as name reactions, compound classes, or reaction types. Many of the keyphrases 
used, such as 'epoxidation', 'desulfurization', 'rearrangement', or 'intramolecu-
lar', correspond to the 486 ORAC reaction keywords but not to the 28 REACCS 
reaction keywords. As a consequence, keyphrases can be used to generate addi-
tional reaction keywords for ORAC. This is very useful, as REACCS keywords can 
generate only a small fraction of the ORAC reaction keywords. Similarly, these 
keyphrases can be used to generate the field values for ORAC's REACTION-NAME 
datafield, such as 'Diels-Alder', 'Grignard', 'Shapiro', or 'Pictet-Spengler'. 
To speed up the processing of keyphrases, an index file was built to be used 
by the translation program. In this file, all keyphrases are listed together with 
the reaction keywords and the reaction name that can be derived from each of 
them. The index file was built automatically by a separate program using a 
list of (sub)strings that generate reaction keywords and/or a reaction name. For 
instance, the strings '(4+2)', '(2+4)', and 'Diels-Alder' all generate the ORAC re-
action keyword '[4+2] cycloaddition' and the reaction name 'Diels-Alder'. Strings 
that could not be handled reliably in this way (e.g., 'Wittig' or 'Claisen') were 
processed manually afterwards. This manual processing also produced additional 
ORAC keywords and/or reaction names from misspelled keyphrases, such as 
'Arndt-Eistert' from both 'Arndt-Eisert' and 'Arndt-Erstert'. The CLF database 
contains 41549 keyphrases; after conversion to uppercase the number of different 
keyphrases turned out to be 10514. From 3555 keyphrases reaction keywords 
and/or a reaction name could be derived. This number is much lower because 
about half of the keyphrases are compound names or classes. 
The total number of reaction keywords generated for a single reaction (varia-
tion) may easily exceed ORAC's datatable limit of six, especially because dupli-
cate keywords may be generated from different keyphrases or REACCS keywords. 
Therefore, a priority scheme for ORAC reaction keywords was used, in which a 
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high priority was given to specific keywords (such as '1,3-dipolar cycloaddition') 
and a low priority to rather general keywords (such as 'addition'). The list of 
reaction keywords generated for a single reaction was sorted according to decreas­
ing priority, at the same time eliminating duplicates. Only the first six keywords 
were written to the SMD file. 
All reaction names generated were written to the SMD file, although ORAC 
accepts only one (the first); no attempt was made to select one of the reaction 
names as the most appropriate. Figure 3.4 shows the second display page in 
ORAC featuring REACTIONJCEYS and REACTION_NAME. 
ORAC V7 9 
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MI O S K O W S K I С 
Reagent Keys 
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Reaction Keys 
REGIOSELECTIVE 
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N E X T ПАСК SKIP KEEP DROP STOP DAT 
Mode SearchIna 
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OLEFINATION 
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A PLOT TEXT VIEW HELP 
Figure 3.4: Second page of tbe ORAC data display showing (among others) 
the keyword fìeids. Below the structures the associated grades and yields (for 
products) are displayed. 
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Other datafields 
The remaining REACCS datafields could not be converted to searchable ORAC 
datafields, but the data in these datafields has been transferred to non-searchable 
ORAC datafields, which do not necessarily have to be kept in precise correspon-
dence with those found in the existing ORAC databases. Nevertheless, existing 
ORAC fields have been used as much as possible in order to minimize the com-
plexity of the ORAC database definitions. This was possible for RXNTEXT and 
COMMENTS, which could be translated to existing datafields in ORAC, CON-
DITIONS and COMMENTS, respectively. Both datafields are also read into the 
CUMEJNFO datatable, since the ORAC data display has no space for more than 
six lines for either datafield, this number being frequently exceeded by one of 
these two datafields. For RXNTEXT this is caused solely by multiple occurrences 
of the datafield, as can be seen from Table 3.1. COMMENTS usually consists of 
only a few Unes, but these lines tend to be (very) long. Reactrans cuts these 
lines into multiple lines at the first space before the 70"1 character. No refor-
matting is performed, since the COMMENTS regularly contain formatted texts, 
such as tables. The (rare) long RXNTEXT lines are truncated at 30 characters 
automatically by the ORAC display menu. Figure 3.3 shows an example of the 
first display page in ORAC featuring both RXNTEXT and COMMENTS. 
Apart from CUMEJNFO, which is a large non-searchable datatable (140 ele-
ments), seven other new non-searchable datafields have been derived from seven 
CLF fields: three for reactant grades, two for product grades, and two for product 
yields. These fields are displayed underneath the molecule they belong to, on the 
second menu page defined for ORAC CLF, as shown in Figure 3.4. The solvent 
and catalyst grades are not translated, as it is impossible to associate them with 
the solvent and reagent keys in the ORAC database. This was not considered 
as a major loss, as most information in these datafields is redundant with the 
RXNTEXT. 
CLF contains three datafields (EXTREG, STEP, and PATH) to show the rela-
tionship between the steps of a multi-step synthesis. Using the information in 
these datafields, other steps from the same synthesis can be searched in REACCS. 
This feature does not exist in ORAC and is therefore not translated. Similarly, 
the FOLDER datafield is not translated, as it is only used by MDL internally. 
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Three CLF datafields (REFLUX, WORKUP, and OTHER), do not have an equiv­
alent in the existing ORAC databases. The limited space on the ORAC display 
menus led to the decision not to include the information in these fields on either 
of the two display pages. Instead, the information collected in these fields is 
read into CUME J N F O , which is user-accessible through the text menu pages. The 
REFLUX field required special treatment; the only existing value in CLF was 'd' 
(meaning refluxed), which was translated to 'refluxed' in CUME J N F O . 
3.2.4 Results 
The CLF file before the translation process consisted of 36,601 reactions. By the 
expansion of 604 multiple-variation reactions into 1307 separate reactions, the 
number of reactions which were subjected to the translation algorithm of Reac-
trans increased to 37,304. The final result of the translation process is an ORAC 
database containing 35,059 reactions. Table 3.3 shows the resources needed for 
each translation step. Four individual steps are reviewed in the table: the export 
of the data from REACCS to an RDFile, the actual translation step from RDfile 
format to SMD format using the Reactrans program, the import of the SMD 
file into ORAC, and finally the generation of structural screens using the ORAC 
Screen utility. 
TabJe 3.3: Resources needed for each translation step. 
CPU time/reaction0 
Elapse time/reaction0 
Total CPU time" 
Total elapse time" 
Average CPU load0 
Disk space input file 
Disk space output file 
(Sec) 
(Sec) 
(Hrs) 
(Hrs) 
(%) 
(MB) 
(MB) 
RDfile export 
5.9 
12.0 
60 
122 
49 
70 
230 
Reactrans 
1.20 
1.52 
12.2 
15.5 
79 
230 
110 
SMD file import 
10.8 
21.4 
109 
215 
51 
110 
130 
Screen 
7.0 
8.7 
68 
85 
80 
130 
170 
a) Run on a μ-VAX 3300. 
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The 2245 reactions (including variations) which could not be translated were 
lost in the second and the third steps. Reactrans and ORAC import refused 1076 
(1047 not counting variations) and 1169 reactions, respectively. The frequencies 
of the various Reactrans refusals can be found in Table 3.4. Most of these failures 
(2.34% or 855 cards) were due to the ORAC upper limits in the number of 
reactants and products. Reactions with data exceeding one of these limits (>3 
reactants or >2 products) are refused by the Reactrans program. The different 
treatment of salts in REACCS (entities containing both a cation and an anion) 
and ORAC (two separate fragments) caused additional cards to exceed the limits 
to the number of reactants or products. These cases passed Reactrans unnoticed, 
but were duly refused by ORAC import; this occurred 1029 times. Two other 
problems were detected by ORAC import, accounting for the remainder of the 
1169 rejected cards: 28 cards were refused for 'incorrect valency', and 128 for 
'illegal stereocentre'. Remarkably, the total number of problems reported by 
ORAC import exceeds the number of refused datacards, which indicates that 
some cards contain more than one problem. 
ТаЫе 3.4: Summitry of the reasons datacards were refused by Reactrans. 
Number of cards Percentage of 
total cards 
27 
855 
11 
7 
54 
93 
0.07% 
2.34 % 
0.03% 
0.02% 
0.15% 
0.25% 
Too many atoms or bonds 
Too many reactants or products 
Atom mapping data absent 
Atom map number not on both sides 
Mapped atoms differ in atom type 
No reaction center atoms 
Total of untranslatable reactions 1047 2.86 % 
Reactrans does not check to see whether textual data will exceed ORAC 
limits, as ORAC import will check the data automatically. Nevertheless, some 
textual data is already rejected by Reactrans in order to cut down the resources 
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needed by the program. For this reason, Reactrans has an upper limit to the 
number of occurrences of datafields, which led to the refusal of 15 author data 
lines (more than 12 authors), and 16 refusals of a text line (more than 24 text 
lines of the same datafield). Obviously, these data would be refused by ORAC 
import otherwise. The only datafield that is really preselected by Reactrans is the 
REACTION_KEYS field, as Reactrans assigns priorities to keywords and selects the 
most specific keywords if the limit (>6 keywords) is exceeded. For 3142 reactions 
(out of the 36228 variations/reactions which were successfully translated) one or 
more of the generated keywords were discarded. 
Table 3.5: Import statistics of textual data. 
Datafield 
ATMOSPHERE 
AUTHOR 
COMMENTS 
CUMEJNFO 
JOURNAL 
REACTION-KEYS" 
MDLNUMBER 
JOURNAL.PART .NUMBER 
PAGE 
PRODUCT-GRADE-1 
PRODUCT.GRADE-2 
PRESSURE 
ACTUAL.REAGENT-KEY 
REACTANT-GRADE-1 
REACTANT-GRADE-2 
REACTANT-GRADE-3 
REACTION-NAME 
CONDITIONS 
YIELD 
SOLVENT-KEY 
TEMPERATURE 
TIME 
VOLUME 
PRODUCT-YIELD-1 
PRODUCT.YIELD-2 
YEAR 
Total number 
of data lines 
5722 
103255 
47191 
635862 
36216 
86242 
36228 
29852 
36216 
7126 
2207 
942 
46235 
12792 
6215 
267 
5478 
99389 
25342 
30237 
20068 
19388 
30731 
17030 
3343 
36216 
Refused 
data lines 
0 
660 
5 
0 
0 
0 
0 
0 
0 
2 
0 
0 
4102 
0 
0 
0 
374 
974 
0 
461 
0 
0 
0 
0 
0 
0 
(0 6%) 
(0 01 %) 
(0 03%) 
(8 9%) 
(6 8%) 
(0 9%) 
(15%) 
Number of cards 
having this field 
5722 
35872 
17458 
36228 
36216 
30408 
36228 
29852 
36216 
7124 
2207 
942 
28054 
12792 
6215 
267 
5115 
32051 
25342 
24009 
20068 
19388 
30731 
17030 
3343 
36216 
Cards with refusals 
of this field 
0 
400 
2 
0 
0 
0 
0 
0 
0 
2 
0 
0 
1556 
0 
0 
0 
333 
439 
0 
144 
0 
0 
0 
0 
0 
0 
(11%) 
(0 01 %) 
(0 03%) 
(5 5%) 
(6 5 %) 
(14%) 
(0 5%) 
a) The Burplus generated keywords have already been discarded in Reactrans 
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Table 3.5 gives an overview of the import of the CLF textual data into ORAC. 
Textual data can be refused by ORAC import for two reasons: an attempt is 
made to put data into a thesaurus-driven datafield but the data is not known to 
the thesaurus, or the upper limit to the number of datafields in a datatable is 
exceeded. The former reason accounts for all refused solvent data and the vast 
majority of the refused reagent data. The other refusals were all due to overflow 
of the maximum number of data for a datatable. The PRODUCT_GRADE_1 field 
(which is a datafield, not a datatable) also has two cases of overflow despite the 
fact that the field only consists of the first occurrence of the PRODUCT.GRADE 
field in REACCS. This is caused by two very long data lines which were exceeding 
the 70 characters and therefore split up into two lines by Reactrans. Obviously, 
the attempt to read a second line in a datafield was unsuccessful. The relatively 
high percentage of reaction names refused by ORAC import cannot really be 
considered a loss of data. The reaction name datafield does not exist in the 
REACCS version of CLF but was generated from the keyphrases field. The data 
refusals of this field all originate from datacards for which more than one reaction 
name was generated. 
3.2.5 Conclusions 
The main purpose of ORAC is its application as a browsing system for lead ref-
erences. A conversion of an external database to ORAC format already produces 
a database meeting this goal with the inclusion of the structural aspects and the 
lead references. In that respect, the database conversion described in this chapter 
can be considered successful. Not only were the structural data and references 
translated for 97.14% of the datacards, but also most of the textual data. The 
conversion of other REACCS databases can be accomplished relatively easily by 
applying the translation algorithm described in this chapter to other REACCS 
databases, which has in fact already been realized for the REACCS Orgsyn data-
base.13 Only the keyphrases datafield may require some manual processing in 
order to obtain a similar proportion of translated keyphrases as in the transfer 
of CLF. 
Both the ORAC and REACCS systems had to be studied in great detail to 
design the translation algorithm and to execute the translation process. Earlier 
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comparative evaluations14,15 of ORAC and REACCS focused merely on the con-
tent of the database and the user-friendliness. The current database translation 
provides an occasion to comment on the database structure of both databases 
and the quality of the data in REACCS. Generally, the textual data structure 
in REACCS is on a higher level when compared to that of ORAC. The most 
pronounced difference is the use of a hierarchical structure versus a sequential 
one but, remarkably, this distinction was not a major obstacle to the translation. 
REACCS' hierarchical structure could be flattened easily at the variation level. 
The real shortcomings of the ORAC database structure are the need to predefine 
datatable sizes and the strict and tight limits to many data items. Examples are 
the upper limits to the number of reactants, products, and atoms in a reaction 
and to the number of characters on a data line. These restrictions, leading to fre-
quent refusals of data, emerge from ORAC's use of fixed display menus which the 
program cannot automatically adapt to the data quantity. REACCS can allow 
longer lines because it is able to adapt the data display when necessary by using 
different fonts to resize the text on the screen, and by breaking long lines au-
tomatically. Naturally, this requires a more sophisticated terminal or emulation 
program. 
Another significant difference is the use of free-text searches versus thesauri-
driven searches. A thesaurus, as used by ORAC, allows the user to restrict 
himself to a single keyword search without bothering about synonyms or alter-
native spellings (a search for 'Diels-Alder' also finds 'Diels Alder' and '[4+2]-
cycloaddition'). A disadvantage of thesaurus-driven keywords is the extra effort 
demanded from database compilers to check their data against the thesaurus. 
On the other hand, input of free text is prone to spelling errors, which would 
immediately be found using a thesaurus. 
Spelling errors in searchable data (journals, authors, keyphrases) were the 
most frequent among the data errors found in CLF. Some additional problems 
were detected by Reactrans and ORAC import (such as mapping oxygens onto 
carbons, incorrect stereocenters, etc.), but the total number of errors found was 
certainly not outrageous. Therefore, REACCS' CLF database can be said to be 
of a sufficient high quality. Obviously, the described data transfer process did 
not give insight into the quality of the data in the existing ORAC databases, so 
no comparison could be made. 
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3.3 Future developments 
Reaction databases have nowadays achieved the status of mature research tools 
in synthetic organic chemistry. There is no reason to assume that this situation 
will change in the near future, as organic chemistry can be expected to main-
tain its strong position16 thanks to the constant demand for biologically active 
compounds. The recognition of reaction databases is also reflected in the rise 
of several new vendors in the area of reaction databases and programs (notably 
ChemSynth,17 Synopsys,18 and ChemRXS19) which became active in the last two 
years. The expertise acquired during the project described in this chapter can be 
used to transform reaction data from any source to whatever system is preferred. 
This opportunity offers a virtual independence from the reaction database man-
agement system that is actually used. This flexibility is highly desirable, since 
the future of the ORAC system is not guaranteed,20 although the system is still 
generally appreciated. The appearance of several new and independent commer-
cial suppliers of reaction database software diminishes the need for research on 
reaction databases, but still appreciable development work can be anticipated in 
order to synchronize the current data with future reaction database products. 
Furthermore, new tools have to be developed to evaluate and compare the prod-
ucts of external database suppliers.21,22 
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Synthesis planning on steroid-like molecules 
This chapter focuses on the LHASA-assisted synthesis planning of steroids and 
related polycyclic molecules. A brief summary of key reaction steps employed in 
steroid total synthesis is presented. Subsequently, the performance of LHASA 
with respect to steroid synthesis planning is discussed using the desogestrel 
molecule as a test case, with the literature overview as a reference for compar-
ison. This evaluation of LHASA'S performance reveals serious shortcomings of 
the program, particularly in the handling of polyene cyclizations. The design and 
implementation of a new LHASA module to improve the handling of this reac-
tion type is described." The chapter concludes with a brief overview of desirable 
future developments. 
"This part of the chapter has been published: 
Jan-Willem Boiten, Jan H. Noordik, Marinus B. Groen, Cationic Polyene Cyclizations. A 
Computer Assisted Synthesis Approach. J. Chem. Inf. Compvt. Sci., 33:727-735, 1993 
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4.1 Introduction 
Steroids and related molecules exert a major influence on biological processes 
via their hormonal activity.1 Among them are the human male and female sex 
hormones such as testosterone, progesterone, and estradiol. The discovery that 
the regulative function of steroids on the natural female cycle can be used to 
control that cycle2 has led to the development of oral contraceptives which have 
estradiol- and progesterone-like molecules as their active compounds.1 Nowa-
days, steroids used in birth-control pills are key pharmaceutical products. The 
relevance of steroids is further increased by the discovery of various therapeutic 
activities1,3 of these compounds, such as anti-tumor, anti-asthmatic, and anti-
rheumatic activities. The commercial applications of steroid molecules have led 
to a continuous demand for steroid total syntheses, which, despite many years of 
experience, are still a major challenge for the synthetic chemist. The resulting 
voluminous literature has adopted special conventions for the labeling of atoms 
and rings in the steroid skeleton (shown in Figure 4.1), which were derived from 
the relationship of steroids to terpenes. 
Figure 4.1: Conventions for atom and ring designations in the steroid nucleus. 
4.2 Main approaches to steroid total synthesis 
4.2.1 Overview 
The first successful steroid total syntheses had already been accomplished in the 
early 1950s.4-6 The number of steroid syntheses published since this pioneering 
work by the groups of Woodward and Sarett is substantial and has been reviewed 
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several times.7-10 The overview of steroid total synthesis presented here will be 
limited to the main methods in use with an emphasis on recent literature. 
A natural method for classifying steroid total syntheses is according to key 
reactions (usually ring formations).9 Alternatively, steroid total syntheses can be 
ranked according to the (carbon-carbon) connections achieved in the key steps.10 
This classification method is in line with a popular idea in computer-assisted syn-
thesis planning which says that the (retro)synthetic analysis of a target molecule 
should begin with a search for the best location(s) to cut the (carbon) skele-
ton.11,12 In this approach, one or more key carbon-carbon bond formations must 
be identified; these constitute the basis of the synthesis plan. This section will 
apply a variation of this disconnection-based approach to the presentation of 
steroid total syntheses. The syntheses will be ordered according to the num-
ber of carbon-carbon bonds created in the key step. This very general grouping 
distinguishes three main methods: 
• The stepwise approach via single carbon-carbon bond-forming reactions. 
• Approaches creating two carbon-carbon bonds simultaneously. 
• Chain reactions forming up to five carbon-carbon bonds in one step. 
The synthesis-planning-biased set-up of the overview given in this section nat-
urally demands a retrosynthetic presentation of all reaction schemes. This pre-
sentation also allows a direct comparison with LHASA results, thus improving 
the understanding of the problems met during the computer-assisted synthetic 
analysis. 
4.2.2 The stepwise approach 
The classical way to build the steroid skeleton is through a series of independent 
carbon-carbon connections. The condensation chemistry that is usually applied 
to actualize this approach can be either cationic or anionic. One of the first com-
mercially attractive syntheses following this synthesis plan, the Torgov synthesis13 
employing a cationic condensation as the key construction step (Example 1 in 
Figure 4.2); this approach has still not lost its relevance.14"18 The scheme used 
by the Torgov synthesis can be summarized as an AB+D—vABD—»ABCD syn-
thesis. An alternative scheme is the A+CD—>ACD—KABCD approach, shown by 
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Figure 4 2 Condensation reactions m steroid total syntheses Reagents used 
(a)P2Os, (b)OH-, (c)HCl/MeOH, (d)ZnCl2, (e)Raney-Ni, (f)NaOMe/MeOH, 
(g)L¡/NH3,MeI, (h) Me3SiCl/Et3N/ZnCh/A, (i)HC10t 
Example 2 19 This synthesis consists of two catiomc condensation steps of which 
the B-ring cychzation can regularly be found ш other syntheses 9,2° 
Condensations that add the A- and B-nngs to a pre-formed CD-ring system 
are frequently reported 1 9 > 2 b 2 5 The actual condensation step can be a cationic 
one,
1 9 , 2 1 2 2
 a conjugate addition,23,24 or a straightforward alkylation of an eno-
late 2 5 Both Example 32 4 and Example 42 5 show recent precedents of those con­
densation methods The former example shows a few key steps out of a synthesis 
which consists of a series of anionic condensations an aldol condensation creat­
ing the A-ring, a Robinson annulation to form the B-nng, and another Robinson 
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annulation to set-up the C-ring (not shown). A variation to the Robinson an­
nulation approach can be found in the double-Michael addition of Example 4, 
which is used to construct the AB-ring system. 
Figure 4.3: Other simple construction reactions in steroid total synthe­
sis. Reagents used: (a)p-TsOH (b) Pd(dba)2/PPh3; (с) Оз/МеОИ/М^Б; 
(d) NaOMe/MeOH (epimeiization); (e) TiCl3-Zn(Ag)/DME; (f) 2,6-dimethyl-
phenol/A: "Tandem Claisen-Ene"; (g) HCl. 
All reactions described thus far are condensation reactions (e.g., aldol con­
densation, Michael addition) or Priedel-Crafts-type cyclizations (e.g., in the Tor-
gov synthesis). However, virtually every known method to create cyclic carbon-
carbon bonds has been considered for utilization in steroid total synthesis. Most 
of these methods have never reached an appreciable popularity, but some are 
worth mentioning. The first example18 in Figure 4.3 shows a palladium-catalyzed 
AB+D coupling, which is followed by a Torgov-type cyclization of the C-ring. The 
second example shows an elegant combination of the Claisen rearrangement and 
the ene reaction,26 the so-called tandem Claisen-ene approach. 
4.2.3 Approaches creating two bonds simultaneously 
Diels-Alder reactions and related cycloadditions create simultaneously two carbon-
carbon bonds, thus forming a six-membered ring. These often highly stereose­
lective and regioselective reactions are specially suited for steroid total synthesis, 
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since common steroids have three six-membered rings, each of which may orig­
inate from a Diels-Alder reaction. The number of potential Diels-Alder routes 
toward steroids is further increased by the six different orientations that are pos­
sible for the dienophile and the diene in each ring. Many of the theoretically 
possible orientations of the two Diels-Alder components in a steroid skeleton 
have actually been attempted in practice. Figure 4.4 shows some representative 
examples. 
The first example27 shows an intermolecular Diels-Alder reaction that pro­
duces the C-ring. This AB+D reaction scheme has been thoroughly investi­
gated21,28,29 with particular emphasis on the optimization of the stereoselectiv­
ity.30 The second example shows an intramolecular Diels-Alder cycloaddition.31 
This scheme to create simultaneously the A and В ring has also been performed 
using a 1,3-dipolar cycloaddition.32 
The classical33,34 application of the intramolecular Diels-Alder reaction, shown 
by Example 3,35 involves the one-step formation of both the В and the C-ring. 
The diene needed to accomplish this connection is usually generated in situ using 
various methods.33"37 The same type of diene has also been used to construct 
the С and D-ring38-41 (Example 438). The missing Α-ring must be added af­
terwards via a Robinson annulation requiring a Birch reduction of the B-ring. 
A completely different and not so obvious synthesis strategy using Diels-Alder 
methodology is shown by Example 5.42 These intramolecular cycloadditions of 
macrocyclic compounds have been reported regularly.42-44 
Only a few non Diels-Alder cycloadditions have been reported; one of them 
is the cobalt-catalyzed [2+2+2]cycloaddition45 shown by Example 6. 
4.2.4 Chain reactions 
The enzymatic conversion of 2,3-Oxidosqualene to Lanosterol46 (Figure 4.5), a 
key step in the biosynthesis of steroids, is a beautiful example of a highly effi­
cient biosynthesis. In a single step, four rings are stereoselectively formed from 
an acyclic chain of olefinic bonds. This enzymatic reaction has inspired chemists 
in their biomimetic approach to the total synthesis of polycyclic natural prod­
ucts. These cyclizations have been extensively studied over the past 25 years, 
resulting in a number of useful synthetic methods47-51 which are illustrated by 
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Figure 4.4: Selected applications of cycloadditions to steroid total synthesis. 
Reagents: (a) TiCk/CH2Cl2; (Ъ) A /Methylene Blue cat.; (c)A/o-DCB; (d) Birch 
reduction; (e) reductive alkylation; (f) aldol condensation; (g) hydrolysis of ace-
tonide; (h) (^-C5H5)Co(CO)2 catalyst. 
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Figure 4.5: Biosynthesis of'Lanosterol from 2,3-Oxidosqualene. 
Example l 5 2 and 253 in Figure 4.6. Although this approach allows the one-step 
formation of up to five rings54'55 (e.g., Example 354), it has never reached the 
popularity of the condensation and cycloaddition methods. The main reasons for 
SiMe3 
Figure 4.6: Sample chain reactions applied to steroid total synthesis. Reagents 
used: (a) CF3CO^H/ethylenecarbonate; (b)t-bu Chromate; (c)SnCk/ CH2C¡2; 
(d) CF3C02H/CH2C¡2. 
Synthesis planning on steroid-like molecules 57 
this lower appeal are the modest yields and the complicated reaction conditions 
(high dilutions). Nevertheless, the concept of a controlled chain reaction is very 
attractive, as it potentially offers an extremely short synthesis route to polycyclic 
natural products. Therefore, applications of this concept have also been reported 
for several methods other than cation-induced cyclizations.56 Typical examples 
are cyclizations using radical conditions,57-59 palladium catalysts,60 and organo-
lithium reagents.61 None of these methods had ever reached the level of practical 
utilization in steroid total syntheses, but recently a series of publications proved 
the applicability of Mn(II)-promoted radical cyclizations on steroids.62-64 
4.3 The LHASA analysis of desogestrel 
4.3.1 Desogestrel 
Desogestrel (Figure 4.7) is the active compound of one of the leading oral con-
traceptives.65 The current commercial synthesis66 is not a total synthesis based 
on readily available starting materials, but a semi-synthesis starting from a rare 
natural product (diosgenin), also shown in Figure 4.7. As this dependance on 
Desogestrel Diosgenin 
Figure 4.7: Desogestrel and its starting material in the commercial semi-synthesis, 
diosgenin. 
a rare starting material is not a comfortable situation, continuous effort67 is on-
going to design an efficient total synthesis. This challenging synthetic problem 
seemed an excellent test case for a synthesis planning program. Therefore, an 
elaborate LHASA analysis of the molecule was performed, which will be discussed 
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in this section. Some selected synthetic sequences of the LHASA analysis will be 
treated in more detail to illustrate the type of results obtained from the program. 
Furthermore, the results will be reviewed using the overview of published steroid 
total syntheses presented in the preceding section. 
4.3.2 Experimental set-up 
An important aspect of a thorough LHASA analysis is the choice of the LHASA 
target, which is not necessarily identical to the synthetic target (i.e., desogestrel). 
Occasionally, a target molecule contains substructures for which the synthesis 
method appears completely obvious. In these cases, an early retrosynthetic sim-
plification can be achieved by replacing those substructures with synthetic equiv-
alents. For desogestrel, a manual inspection (reproduced by a superficial LHASA 
analysis) quickly identified three substructures which might be replaced by syn-
thetic equivalents: the 17-acetylene-alcohol moiety, the 13-ethyl appendage, and 
the 11-exo-methylene group. The acetylene-alcohol moiety can be obtained from 
a lithiumacetylide addition to a 17-ketone group. Since this addition is known to 
proceed in satisfactory yields and with correct stereoselectivity,68 and no other 
efficient methods to synthesize this substructure could be foreseen, it was de-
cided to replace the acetylene-alcohol substructure by a ketone in all further 
analyses. The adjacent ethyl appendage can apparently be introduced using a 
simple alkylation of an enolate. Unfortunately, this reaction leads to the unde-
sired cis-fusion product. Consequently, the ethyl group had to be carried along 
the analysis and removed later in the retrosynthetic analysis (i.e., an introduction 
earlier in the total synthesis). The third eye-catching reaction is the synthesis of 
the exo-methylene from a ketone using Wittig olefination methodology or similar 
reactions. This reaction is known to proceed satisfactorily,69 but the methylene 
is not automatically replaced by the ketone throughout all analyses, since re-
action routes toward the exo-methylene do not necessarily proceed through the 
corresponding ketone. 
Another choice involves the selection of the retrosynthetic strategy. Most of 
the analysis has been performed through the very general UNCONSTRAINED and 
DISCONNECTIVE tactics. More specific tactics such as the stereoselective ones 
did not yield more specific results. The only other strategies successfully applied 
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are long-range strategies dedicated to six-membered rings, i.e., Diels-Alder, Birch 
reduction, and Robinson annulation. 
Furthermore, not only computational and chemical issues had to be consid-
ered but also human factors. The usefulness of the LHASA results depends not 
only on the quality of the program, but also on the choices made by the user 
operating the program. The number of reaction routes that can theoretically 
be produced through the program is unlimited, but in practice many branches 
in the retrosynthetic tree will be discontinued by the user. The crucial role of 
this selection process makes an unprejudiced comparison with literature results 
troublesome. A user with a thorough literature knowledge will tend to direct the 
analysis toward known synthetic sequences. Therefore, it was decided to start the 
analysis with only a superficial knowledge of steroid total synthesis and earlier 
attempts for desogestrel synthesis. 
The LHASA program frequently displays synthetic suggestions of question-
able quality, based on the principle that even dubious suggestions may lead the 
chemist to a useful synthetic idea. Thus, effective LHASA usage requires active 
participation of the user, who is expected to contemplate all LHASA results in 
order to detect possible problems and find better analogies. An excellent tool to 
assist the chemist in this task is offered by the reaction retrieval system ORAC,70 
which was therefore used abundantly to back-up LHASA results with literature 
precedents. 
4.3.3 Results 
The entire LHASA analysis of desogestrel covered a few weeks of LHASA and 
ORAC runs. The extensive results generated through this analysis have been 
summarized with few representative key steps shown by Figure 4.8 in a retrosyn-
thetic manner. The selected sequences are discussed individually as to their 
feasibility, which is proven by literature precedents where possible. This critical 
evaluation is illustrative of the role expected from a LHASA user. 
Sequence 1: The first sequence consists of two aldol condensation steps and an 
alkylation step. This sequence reflects a well-known synthesis strategy for 
steroids,9 which is almost an exact copy of Route 3 in Figure 4.2.24 The 
order of the reaction steps in this synthesis plan may have to be changed to 
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Figure 4.8: Selected sequences from the LHASA analysis of desogestrel. Most 
experimental details (including protective groups) have been omitted to high-
light the key features of the syntheses. Individual reaction steps: (a) reductive 
alkylation; (b) Jones oxidation; (c) McMurry coupling; (d) aldol condensation; 
(e) Saturai reaction; (f) silyl enol ether formation; (g) reduction ofsiiyl enol ether; 
(h) conjugate addition; (i) Shapiro reaction; (j) reduction of enone trapped with 
sulfonate; (k) reduction of vinyl sulfonate; (1) Robinson annulation; (m) Raney-
Ni reduction of ketone; (n) Birch reduction; (o) enol ether hydrolysis; (p) Diels-
Alder reaction; (q) palladium-catalyzed cyclization; (r) alkylation of enolate; 
(s)EtAlCl2-catalyzed ene reaction; (t)Wittig reaction; (u)oleßn isomerization. 
avoid side reactions in the (retrosynthetic) second aldol step, since the 11-
methylene group constitutes a reactive Michael acceptor with its α-ketone. 
The methylene could be replaced by a synthetically equivalent group that 
can be converted to a methylene in a later stage of the synthesis, e.g., a 
protected ketone. 
Sequence 2: The olefin in the Α-ring can be (retrosynthetically) converted to 
a ketone through the reduction of the corresponding silyl enol ether. Sub­
sequently, an allyl-silane-assisted reaction, the Sakurai reaction,71 can be 
utilized. The required presence of the 11-methylene group may be responsi­
ble for the lack of literature precedents for this LHASA suggestion, although 
the questionable stereoselectivity may also be attributed. The second key 
step included in this sequence is a widely used9 conjugate addition. 
Sequence 3: This sequence shows a result from the Robinson annulation long-
range transform, which resembles Example 4 of Figure 4.2.25 The subse-
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quent steps in this synthesis plan could follow the same (condensation) lines 
as the synthesis summarized in that example. 
Sequence 4'· A second suggestion by the Robinson annulation long-range trans-
form apparently has no direct counterpart in real synthesis, possibly because 
of the lack of convergence of this method compared to other condensation 
routes {cf. Sequence 1). 
Sequence 5: The combination of the Birch reduction and Diels-Alder long-range 
transforms produced the classical9,33'34 Birch reduction/Diels-Alder route 
to steroids (see also Example 3 in Figure 4.4). 
Sequence 6: This is a remarkably efficient sequence, utilizing a palladium-
catalyzed cyclization72 as one of the key elements. Again, the lack of ex-
perimental reports of this synthesis could be explained by the essential role 
of the 11-exo-methylene. The second step shows another variation on the 
conjugate addition theme which has a few literature precedents.9 
Sequence 7: This key reaction features another palladium-catalyzed cyclization, 
which is unprecedented in the steroid total synthesis literature. This reac-
tion, as well as the next one, is included to demonstrate LHASA'S ability 
to suggest rather unusual synthetic options, as expected from a synthetic 
idea generator. 
Sequence 8: The first key step of this sequence is an EtAlCl2-catalyzed cy-
clization with a shift of the ethyl group (via an ene reaction) which is 
retrosynthetically followed by a Shapiro-type34 alkylation. The resulting 
precursor could be constructed using a Diels-Alder reaction. The problem 
with this sequence is the required shift of the ethyl group which has only 
been reported for methyl groups,73 although not explicitly known to fail for 
ethyl groups. This reaction is a typical example of the LHASA policy to 
give dubious suggestions the benefit of the doubt. 
4.3.4 Discussion of the LHASA results 
Section 4.2 provided the highlights of modern steroid total synthesis supple-
mented with a few classical methods with proven effectiveness. A synthesis plan-
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ning system like LHASA should be able to reproduce a significant number of 
these methods. The desogestrel analysis has been used to check this requirement 
in a real-life situation. This analysis demonstrated that LHASA could produce 
only a few sequences with resemblance to the published ones of Section 4.2. The 
sources of this seemingly disappointing result have been tracked down individu-
ally for each literature procedure discussed in the preceding section. The results 
are condensed in Table 4.1, which distinguishes four basic causes for LHASA'S 
failure to generate some sequences: 
Table 4.1: Summary of attempts to reproduce the total syntheses of Section 4.2 
with LHASA, and explanation of the failures. 
Synthesis 
Fig. 4.2 (1) 
Fig. 4.2 (2) 
Fig. 4.2(3) 
Fig. 4.2 (4) 
Fig. 4.3 (1) 
Fig. 4.3 (2) 
Fig. 4.4 (1) 
Fig. 4.4 (2) 
Fig. 4.4 (3) 
Fig. 4.4 (4) 
Fig. 4.4 (5) 
Fig. 4.4 (6) 
Fig. 4.6 (1) 
Fig. 4.6 (2) 
Fig. 4.6 (3) 
Found for 
desogestrel 
No 
No 
Yes 
Close 
No 
No 
No 
No 
Yes 
No 
No 
No 
No 
No 
No 
Found for 
lit. target 
Only step 2 
No 
Yes 
Yes 
No 
No 
No 
Yes 
Yes 
Yes 
No 
Yes 
Yes 
Yes 
No 
Causes for ^reproducibility 
Structural 
No 
No 
-
-
No 
No 
Yes 
No 
-
Yes 
Yes 
Yes 
No 
No 
No 
Cognitional 
Yes 
Yes0 
-
-
Yes 
No 
Yes6 
No 
-
No 
Yes 
No 
No 
No 
Yes 
Strategic 
No 
No 
-
-
No 
Yes 
No 
No 
-
No 
Yes 
No 
Yes 
Yes 
Yes 
Human 
No 
No 
-
-
No 
No 
No 
Yes 
-
Yes 
Yes 
No 
Yes 
Yes 
Yes 
a) A transform describing step 1 exists, but it is limited to endocyclic olefin forma-
tions. 
b) LHASA predicts the reversed regioselectivity, since the methoxy-group determin-
ing the regioselectivity is too remote to be taken into account by the program. 
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Structural causes. Desogestrel has a structural feature which distinguishes 
it from most steroids, the 11-exo-methylene group. This group could im­
pair many of the general methods, which is naturally a valid reason for 
LHASA not to show them. Alternatively, some of the literature methods 
require a substructure not present in desogestrel, particularly an aromatic 
Α-ring. Generally, this is an acceptable explanation for LHASA'S failure 
to reproduce the methods, although the program could have introduced 
the required substructure into desogestrel in some cases; e.g., an aromatic 
Α-ring can be obtained through a Birch reduction. 
Cognitional causes. A natural explanation for LHASA'S failure to reproduce 
literature sequences is the absence of chemical knowledge essential for that 
sequence. Obviously, LHASA cannot generate reaction steps which are not 
included in the knowledge base; a typical example is the cationic cyclization 
step in the Torgov synthesis. In a few other instances, the synthetic method 
was known to LHASA, but the transform description contained rules which 
disallowed the literature application. An example is the first sequence of 
Figure 4.4, which was not shown by LHASA for regioselectivity reasons. 
Strategic constraints. LHASA will not unconditionally display every func­
tional group manipulation that could be applied. Only cases that pave the 
road for simplifying transforms ('goal transforms') fulfilling the program's 
goal of molecular simplification are acceptable. This measure significantly 
suppresses the combinatorial explosion, but frequently turns out to be an 
oversimplification. Many practical synthesis routes contain several consec­
utive reaction steps without molecular simplification; hence, these routes 
cannot be reproduced by LHASA without significant human intervention. 
An illustrative example of such a route is the Claisen-ene route shown as 
sequence 2 in Figure 4.3. 
Preliminary human intervention. Even if the strategic constraints of LHASA 
allow a sequence of transforms, it is still not at all certain to be found. 
The program simply produces too many suggestions to allow an unlimited 
search; as a consequence, the user can select only a fraction of the routes for 
further consideration. This selection process kills many reaction sequences 
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which could have been found by the program. An example is the macro-
cyclic Diels-Alder reaction (e.g., Figure 4.4, Entry 5) which is allowed by 
the Diels-Alder transform, but was not recognized as strategic. 
Section 4.2 classified steroid total synthesis in three classes depending on the 
number of bonds broken. It is interesting to evaluate LHASA'S performance with 
respect to each of these reaction classes: 
Single carbon-carbon connections: Anionic condensations such as aldol condensa-
tions and Michael additions are clearly among the best-developed LHASA trans-
forms. These reactions appeared abundantly throughout the analysis, from which 
a few examples were shown in Figure 4.8. The high frequency of these transforms 
is certainly not overdone given the comparable frequency of these methods in the 
synthetic practice.9,13 Almost every steroid total synthesis published contains at 
least one anionic condensation step. On the other hand, the handling of cationic 
cyclizations was unsatisfactory; this omission could be ascribed to missing trans-
forms as well as transforms written too restrictively. Finally, the more unusual 
methods using one-bond construction reactions were found regularly, e.g., in Se-
quences 6 to 8. Thus, the LHASA treatment of single carbon-carbon connections 
is considered adequate in most respects; the unfavorable exception are the cationic 
cyclizations. 
Simultaneous creation of two bonds: This approach is fully dominated by Diels-
Alder methodology, which is usually considered one of the strengths of the LHASA 
system. Nevertheless, LHASA reproduced only one (Sequence 5 in Figure 4.8) of 
the general Diels-Alder schemes of Figure 4.4, which is on face value a poor result. 
However, Table 4.1 shows that this result can largely be attributed to the struc-
tural properties of desogestrel. Even the not-so-obvious cobalt-catalyzed method 
(Figure 4.4, Entry 6) would have been found without the 11-exo-methylene group. 
Therefore, there is no reason to doubt LHASA'S capabilities in creating synthetic 
suggestions involving cycloadditions. 
Chain reactions: The LHASA analysis did not produce any result that even re-
sembles a chain reaction. The causes for this deficiency have been studied in 
greater detail, which will be discussed in Section 4.4. This study yielded clear-
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cut conclusions how to improve LHASA'S behavior with respect to cationic chain 
reactions, which led to the development of a new LHASA approach. The design 
and implementation of this approach will also be discussed in Section 4.4. 
The evaluation of the desogestrel analysis cannot be complete without a com-
parison with laboratory attempts to perform a total synthesis of this molecule. 
The main attempt,74 which is summarized in Figure 4.9, follows the Claisen-ene 
approach described by Mikami et al.26 (Figure 4.3; Route 2). The product of 
Figure 4.9: Laboratory synthesis of a potential precursor of desogestrel. Reaction 
steps: (a) siiyl enol ether hydrolysis; (b) reduction of aldehyde; (c) ozonolysis; 
(d) nucleophilic substitution; (e) Wittig reaction; (f) epimerization. 
this synthesis is a potential precursor to desogestrel, as already proven by the 
conversion of the methyl analogue of this precursor to the methyl analogue of 
desogestrel.69 Recently,75 this multi-step conversion has also been accomplished 
for desogestrel itself. Although the flaws (stereoselectivity problems, difficult 
Wittig reaction) in this route are too serious to consider it a successful solution 
to the synthesis problem, it is still instructive to find out why this sequence is 
not found in the LHASA analysis. The most obvious (cognitional) explanation, 
a gap in LHASA'S knowledge, could easily be proven untrue; each of the final 
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reaction steps could be reproduced with LHASA. However, it still takes ten steps 
to obtain desogestrel from the final product shown in Figure 4.9. During these 
ten steps the entire carbon skeleton of the molecule is retained, which does not 
satisfy the program's criteria for molecular simplification. So, either the user 
or the program will discontinue this sequence before the entire ten-step path to 
the first disconnective transform (the Wittig reaction) has been completed. This 
early discontinuation may look silly, but can be justified by a simple calculation: 
if 30 potential retro-reactions are available for each compound (a conservative es-
timate), then ten reaction steps without pruning of the retrosynthetic tree would 
result in 6 * 1014 reaction routes. However, the effect of LHASA'S inability to 
reproduce many literature sequences due to strategic constraints should not be 
overdramatized. Retrosyntheses which do not fulfill the general goal of molecular 
simplification over several consecutive steps are of questionable efficiency and, 
therefore, demand for the design of more convergent alternatives. 
Summarizing, three conclusions could be drawn from the desogestrel analysis: 
• LHASA performs satisfactorily for cycloadditions and anionic condensation 
chemistry 
• Cationic cyclizations and particularly polyene cyclizations are insufficiently 
implemented. 
• Strategic discontinuations (either human or program-induced) regularly 
abort promising reaction routes. 
4.4 Polyene cyclization: A computer-assisted approach 
4.4.1 Introduction 
The analysis of desogestrel was the motivation for looking closer into LHASA'S 
approach to biomimetic polyene cyclizations. A detailed literature analysis re-
vealed that the mechanism of these chain reactions is still a major topic of dis-
cussion50'51,76; opinions vary from a more stepwise mechanism77,78 to a purely 
concerted reaction.79 Although the concertedness of the reaction is still open 
to debate, it is useful as a thought process to treat the reaction as a stepwise 
one. Such a stepwise mechanism may be divided into three stages: the initiation, 
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one or more ring closure steps, and the termination. The initiation involves the 
formation of a cation from suitable functionality, which starts the chain reaction. 
This chain reaction can propagate over several ring closure steps, but finally a 
cation will remain which must be trapped to terminate the polyene cyclization 
properly. The next sections will discuss an approach to deal properly with these 
chain reactions in a synthesis planning system. 
4.4.2 Development of a new long-range transform: Overview 
Polyene cyclizations: The retron problem 
The efficiency of an interactive synthesis planning system like LHASA is fully 
lost if there is no way to focus quickly on the few applicable transforms and to 
discard all transforms that cannot have any application in the synthesis of the 
target. For this purpose, a special substructure, the retron, has been defined for 
each transform in the knowledge base. LHASA will only contemplate a transform 
if the retron of that transform can be identified as a substructure of the target; 
i.e., the retron is the key to enter the heuristics of the transform. However, 
the wide range of polycyclic structures which can be synthesized using cationic 
polyene cyclizations seriously obstructs the definition of the retron for this type 
of reaction. The retron approach necessitates the definition of a different retron 
for each ring system accessible by a polyene cyclization. This problem, inherent 
to the traditional LHASA approach to polyene cyclizations, was recognized in the 
early days of LHASA development and was "solved" by a workaround. Instead of 
treating a polyene cyclization as a single step reaction, the reaction was treated 
as consisting of initiation, propagation, and termination steps; each step was 
described in a separate transform. Consequently, instead of having to develop 
a transform for each imaginable ring system, each with its own retron, only a 
limited number of transforms were coded in the LHASA knowledge base. 
On first sight, this stepwise approach offers a perfectly reasonable solution to 
the problem, but a closer look will change this view, as serious shortcomings will 
become apparent. The detailed LHASA analysis of desogestrel described in the 
preceding section showed that it was impossible to create a polyene cyclization 
sequence in LHASA without a more than average knowledge of this reaction type. 
Transforms showing termination steps came up each time a suitable termination 
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group was found in the target, resulting in a cationic precursor (the stepwise anal-
ysis of a polyene cyclization will necessarily begin from the termination site due 
to the retrosynthetic character of the program). The next step in the cyclization 
is displayed only if the user selects the precursor resulting from a termination step 
for further analysis, and the desired propagation steps will be found among many 
other retroreactions. Subsequently, all resulting precursors must be re-examined, 
and this process must be repeated until the final initiation step has been reached. 
This method has the serious drawback that many choices by the user are involved. 
LHASA usually produces a whole series of cationic cyclization steps, from which 
the user must select a precursor for further analysis. Some sample analyses of 
steroid molecules were performed resulting typically in 10-15 cationic precursors 
from termination steps. The selection of the precursor which eventually will lead 
to a complete polyene cyclization requires a thorough knowledge of this type of 
reaction. Consequently, the user will only find a useful polyene cyclization if he 
is familiar with this method; certainly not a situation acceptable for a synthe-
sis planning system which should be a generator of synthetic ideas. A second 
and related objection against the approach to polyene cyclizations consisting of 
three isolated steps is the incompatibility with subgoal transforms. The use of 
subgoals in a stepwise approach significantly reinforces the selection problem de-
scribed above, as it would increase the number of termination steps available to 
the user. 
This discussion of the main flaws in the stepwise approach to polyene cy-
clization leads to the requirements for a new approach to these cyclizations. Ap-
parently, it is insufficient to treat the cyclization as a chain of single reaction 
steps, so it will be necessary to consider the cyclization as an entity. Without 
any preselection, this would lead to a huge number of (retrosynthetic) cycliza-
tions, which are theoretically possible but practically useless, as they lead to 
inaccessible precursors. As a consequence, a strict selection must be made in the 
early stages of the analysis, to avoid this explosion of the number of cyclizations. 
Furthermore, the new LHASA approach must meet the requirements of a high 
quality transform: Firstly, it must contain a thorough description of the scopes 
and limitations of the reactions involved. This requirement demands an accurate 
description of allowed and disallowed features, particularly at the initiation and 
termination sites. Secondly, it must be able to efficiently use the subgoal power 
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of LHASA to remove unfavorable features and introduce desired substructures. 
To meet these requirements, a completely new module of the LHASA program 
has been developed, in which the obvious construction of the long-range trans-
form, offering a tremendous subgoal power, was used. This subgoal power must, 
however, be directed to useful cyclizations and must avoid the large number of 
theoretically possible, but practically useless, ones. The approach for meeting all 
of these goals will be outlined in the remainder of this chapter. 
Transform summary 
The layout of the long-range transform is shown in the flow chart of Figure 4.10. 
The main characteristics of the transform are discussed separately in the next 
paragraphs, but a brief introduction is needed to provide a picture of the data 
flow in the transform. The transform starts with a superficial check to exclude 
targets which can never be be synthesized through a polyene cyclization. If the 
target passes this first test, the skeleton (either carbocyclic or heterocyclic) of 
the molecule is examined for the best places to disconnect skeletal bonds. The 
result is a list of so-called reaction paths which range from the termination site 
to the initiation site, including all the bonds in between which participate in 
the reaction. These selected reaction paths are stored and subsequently recalled 
one by one. The paths are checked for interfering groups, and each interfering 
group is exchanged for an alternative and more acceptable one, using subgoal 
transforms. Subsequently, an attempt is made to introduce the first of the main 
termination sites using subgoal transforms, followed by a systematic search for 
suitable initiation sites. If all initiation sites have been considered in combination 
with a certain termination site, then the next termination site will be applied 
(the entire process is portrayed in Figure 4.10). Each successful result from this 
analysis will be displayed to the user immediately. 
4.4.3 Development of a new long-range transform: Details 
Evaluation of the target molecule 
It is by no means certain that the user-specified molecule, which is presented to 
the system as a target, can be the product of a polyene cyclization, even if this 
method is selected by the user. Thus, a filter is needed to eliminate all target 
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(Begin) 
Target suitable for polyene cyclizations? No 
Yes 
Preselection of reaction paths and storage 
Recall of one reaction path 
Failure 
Removal of the onpath interfering groups 
Success 
Failure 
Construction of the termination site 
Success 
Failure 
Construction of the initiation site 
Success 
Execution of the cyclization 
( E n d ) 
Figure 4.10: Flowchart of the polyene cyclizations transform. 
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molecules which are definitely unsuitable for polyene cyclizations (e.g., acyclic 
compounds). In most other long-range transforms the standard method for cod­
ing such a filter is the description of a required ring substructure in a specially 
developed syntax80 (similar to the retron description used in normal LHASA 
transforms). This method suffices for reactions producing a predefined substruc­
ture, but it will fail in the case of the cationic polyene cyclizations due to the 
variety of ring structures among the possible target molecules. As a consequence, 
the filter, or alternatively stated, the keying information for this long-range trans­
form, had to be programmed separately. It was decided to implement this code 
in the LHASA program (FORTRAN code) to allow direct access to this code by 
the LHASA user-interface, which is thus able to hide the transform in case of 
unsuitable targets. The few lines keying information constitute the only part of 
the transform not coded in CHMTRN. The chemical information for the keying 
of the transform is obtained from the LHASA perception module. Each target 
submitted to LHASA is perceived by scanning it for a variety of chemically im­
portant properties, such as rings, ring sizes, heteroatoms, aromaticity, etc. The 
information collected in this survey is stored bitwise. An 8-byte computer word 
(called a "set") is reserved for each property, with the nth bit turned on if atom 
η has the property of interest. Many properties require two sets to record unam­
biguously all the acquired information: one set for atoms having that property 
and one set for the bond information. An obvious consequence of this type of 
storage is the current upper limit of 64 for both the number of atoms and the 
number of bonds in a LHASA molecule. 
The observation that polyene cyclizations generally form fused ring systems is 
an important clue in selecting a filter for target molecules for polyene cyclizations. 
In practice, the size of the rings involved in the cyclization varies from 5 to 7; 
hence, the presence of a fusion between two five-to-seven-membered rings can 
be used as the criterion for identifying suitable targets foç a polyene cyclization. 
This criterion was implemented by using the sets with information about ring 
sizes and fusion bonds stored in the perception phase of the LHASA analysis. 
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Selection and storage of reaction paths 
The vast majority of theoretically possible cyclizations can be rejected because 
of the inaccessibility of the evolving precursors, as most of them are at best as 
difficult to synthesize as the target molecule. For program efficiency the few useful 
cyclizations should be identified as early in the analysis as possible, and therefore 
the transform initially virtually ignores the substitution pattern of the target and 
focuses entirely on the skeleton (either carbon or heterocyclic). A wide range of 
skeletons can be generated by polyene cyclizations, mainly depending on the type 
of initiating and terminating groups used. A survey of literature precedents53,81-84 
of polyene cyclizations which were successfully applied to the synthesis of natural 
products shows that these cyclizations produce an alternating chain of fusion 
and nonfusion bonds in the vast majority of the literature examples. The fusion 
bonds stem from the double bonds in the polyene, while the bonds in between 
are newly formed (see Figure 4.11). This observation gave a clue for identifying 
^ ^ 
^ш = reaction path 
Figure 4.11: Reaction path of a polyene cyclization (marked in bold). 
the reaction path for useful cyclizations. The bonds which are retrosynthetically 
broken in a polyene cyclization constitute an alternating chain with bonds to be 
doubled, and this feature of polyene cyclizations, translated into CHMTRN code, 
was used to find the reaction path. 
Because some structural features such as bridgeheads, fusions spanning small 
(three- or four-membered) rings, or large (eight-membered or more) rings obstruct 
the polyene cyclization, all fusions in the target molecule are examined to reject 
the ones containing one of these unfavorable features. The remaining fusions are 
stored in a CHMTRN set, an efficient way to store a number of atoms or bonds 
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in the molecule as an entity. These sets are similar to the sets created by the 
FORTRAN code in the perception phase. Only fusions included in the set of 
potential reaction path fusions will be used to construct reaction paths. Such a 
reaction path needs to be "grown" from one of its ends, either the initiation site or 
the termination site. Since termination sites frequently can be identified from the 
ring system (e.g., five-membered rings,47,51 aromatic rings57·85), the termination 
site was chosen as the starting point for the path-growing process. 
All fusions stored in the set of suitable ones are assessed on their merits 
as termination sites. The first consideration for finding a termination site is 
the ring size. Endocyclic cyclization at an olefin to form five-membered rings is a 
process which is disfavored according to the Baldwin rules86,87; a strong indication 
that five-membered rings cannot act as the central ring in polyene cyclizations, 
and exceptions are indeed not reported. However, exocyclic cyclization to five-
membered rings is an allowed process, but it terminates the polyene cyclization. 
Hence, fusions on a five-membered ring are obvious candidates for termination 
sites. A second consideration used to select a potential termination site is the 
length of the reaction path. A longer reaction path corresponds to a polyene 
cyclization that accomplishes a more significant simplification, although the yield 
decreases with increasing path length.88 Since six-membered rings,47"51 and to 
some extent seven-membered rings,53,89 are perfectly suitable to act as the central 
ring in a polyene cyclization, these rings are omitted from the set of termination 
sites if they contain a 1,3-difusion (and both fusions are included in the set of 
suitable ones). 
Each potential termination site, tracked down as described above, is the start-
ing point of a reaction path. With use of the knowledge about the topology of the 
target obtained during the perception phase, a straightforward CHMTRN proce-
dure was written to obtain the reaction path, although some targets containing 
doubly fused atoms (e.g., rings with 1,2-difusions or propellanes) required some 
extra attention. 
One more evaluation had to be carried out on the reaction path, since the 
actual termination site is not located on the fusion itself, but on an adjacent atom. 
Thus, each fusion selected as a potential termination site actually consists of four 
termination sites. Each of these sites corresponds to a reaction path growing in 
a different direction (shown as 1-4 in Figure 4.12). Fortunately, the previous 
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Figure 4.12: One fusion bond selected as initial termination site gives rise to four 
potential reaction paths (shown as 1-4). 
selection procedure of the termination sites resulted not only in a fusion bond, 
but also in the ring which has to contain the actual termination site. Thus, two 
of the four alternative paths can be ignored immediately (the ones indicated by 
3 and 4 in Figure 4.12). The other two may be equally reasonable, but usually 
one of them is by far more strategic than the other, as illustrated by Figure 4.12 
for the case of a steroid target. The precursor resulting from 2 is not significantly 
simpler than the target molecule itself, but the precursor resulting from reaction 
path 1 is a big step forward to simpler starting materials. Each reaction path 
resulting from this analysis is stored in CHMTRN sets to be converted to real 
chemistry in the remainder of the transform. 
Usually, the molecule skeleton analysis results in two reaction paths, which 
are the reverse of each other. A typical example is the steroid skeleton: one 
reaction path has the termination site at the Α-ring, while the other one has the 
termination site at the D-ring. This result corresponds with the literature, which 
shows examples of cyclizations of both types.57,84,90·91 
Recall of one reaction path 
The analysis described thus far has focused entirely on the topology of the target 
(ignoring the details of the reactions needed) to find the most strategic discon-
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nections. At this stage, it is time to restore separately each of the strategic paths 
stored in the first part of the transform and translate them into actual chemical 
reactions. This translation cycle will usually require some subgoal steps to set 
up the termination and initiation. For each reaction path, a perception of that 
path is performed and the resulting information is stored in several sets. The 
main result of this perception is the exact constitution of the path: the number 
of bonds on the path (path length), the stereochemistry of the fusions, and the 
location of the fusion bonds on the path. 
Removal of on path functional groups 
The reaction path must be free of functional groups except for the ones involved 
in the termination and initiation, since functional groups will usually interfere 
with the reaction. Only two exceptions to this rule are known. The first one is a 
fluoride,92 which surprisingly has a positive effect on the reaction instead of the 
inhibition that might be expected; the second one is an olefin, which is shown to 
be the product of some acetylenic polyenes81,93 (see Figure 4.13 for an example93). 
Usually, an acetylene will terminate the reaction, resulting in a five-membered 
j О 
Figure 4.13: Literature example of an olefìnic path bond. 
ring,51 but in some cases the reaction can be directed toward six-membered ring 
formation.81,93 If the center of the reaction path contains functional groups other 
than olefin or fluoride, some kind of a functional group removal will be necessary. 
However, a full (retrosynthetic) removal is usually not feasible, as synthetically 
it implies a selective introduction of a functional group on a certain position in 
the molecule. Thus, the only practical way to remove an interfering functional 
group is an exchange for either an olefin or a fluoride. The olefin has been chosen 
for this purpose, as the olefin group is more frequently a precursor in functional 
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group interchanges than the fluoride group is. Functional groups at both ends 
of the path are left unchanged, as they are expected to be interchangeable for a 
suitable initiation or termination group. 
Initiation and termination 
A successful polyene cyclization is virtually impossible without dedicated initi-
ating and terminating groups.47-51 The long-range transform described in this 
chapter meets this requirement by demanding accurately defined substructures 
at the termination and initiation sites. Usually, these substructures cannot be 
found in the target molecule itself, but subgoal transforms offer a powerful tool 
for converting the target molecule into a compound containing the desired sub-
structures. The management of the cascade of subgoals necessary for converting 
the target into a structure having a certain initiating or terminating site has 
been implemented in separate subroutines for each type of site. This approach 
was chosen to guarantee a well-ordered structure for the transform. Furthermore, 
it maintains the option to reuse the carbon skeleton analysis developed for the 
cationic polyene cyclizations for other types of polyene cyclizations (notably radi-
cal94 and palladium-catalyzed60 cyclizations). The specific methods for initiation 
and termination could then be described in a new set of subroutines. 
Each subroutine directing the transformations to a certain initiation or ter-
mination site does not include a complete description of all the subgoal steps 
involved. Such an approach would be highly inefficient and probably not even fea-
sible as the variety of substructures found in target molecules is virtually infinite. 
Instead, the subroutines mainly direct the existing subgoal system of LHASA 
to the desired result. Exact reaction descriptions have only been included for 
those methods which are not covered by the standard subgoal transforms, usu-
ally specific methods developed to convert the product of a polyene cyclization 
to popular natural products, such as progesterone. Methods which are missing 
from the existing subgoal system, but for which a broader use could be foreseen, 
have been written as new subgoal transforms. 
The details specific to the LHASA implementation of each termination or 
initiation site will be discussed in the next paragraphs. 
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Termination sites: Aromatic rings 
Termination by aromatic substructures has a widespread use81,84,85 with satis-
factory results, provided that the aromatic ring is not too deactivated. A regio-
selectivity problem has to be considered, as the polyene system has freedom of 
rotation around the bond indicated in Figure 4.14 to react on both ortho sites 
of the aromatic ring, resulting in different products in the case of asymmetric 
rings.57 Both the factors controlling the degree of deactivation and the factors 
> \ ¿¿Г> 
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Figure 4.14: Termination site oían aromatic-gToup-terminated polyene cycJiza-
tion. The freedom of rotation around the marked bond leads to reaction at both 
positions 1 and 2. 
determining the regioselectivity are similar to the factors which control analogous 
problems with electrophilic aromatic substitution reactions. These substitutions 
had already been treated in detailed CHMTRN subroutines performing Ham-
mett calculations, but a direct use of these subroutines in the new long-range 
transform was hindered by the fact that intramolecular reactions were originally 
not considered in the implementation of the Hammett equations. Intramolecular 
reactions require a different approach since the meta and para attack need not to 
be considered, as the resulting products, m- and p-cyclophane, respectively, are 
usually too strained. This limitation of the implementation of the electrophilic 
aromatic substitution reactions in LHASA was removed, allowing its use in the 
polyene cyclization transform. 
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Termination sites: Olefins 
The final intermediate in a fully stepwise description of polyene cyclizations will 
consist of a fully closed ring system containing a cation on the previously closed 
ring (see also Figure 4.15). A popular method for trapping this cation is the 
Figure 4.15: Termination by proton abstraction. 
abstraction of a proton from a neighboring carbon, leading to a double bond be­
tween these two centers.47'51 This olefin is the characteristic product of this type 
of termination and should therefore be present in the target molecule. Most tar­
get molecules, however, lack the essential olefin, so subgoal transforms are needed 
to introduce it. It is not always obvious where to introduce the olefin. Several 
positions on the terminating ring have to be considered, both endocyclic92'95 and 
exocyclic.83,88,96 All atoms α to the last atom of the reaction path (atom 1 in 
Figure 4.15) are possible hosts of the intermediate cation. Theoretically, each of 
the α atoms of this intermediate cation carrying a hydrogen (including atom 1) 
can be the source for the deprotonation. The (retro)reaction sequences to intro­
duce these olefins differ with the position of the olefin in the molecule, but it 
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would be annoying and confusing to show all these variations to the user. There-
fore, the long-range transform selects the most promising variations. For this 
purpose, a system has been devised which considers the retrosynthetic accessi-
bility of alternative olefins and the regioselectivity of the proton abstraction. A 
stability rating is assigned to each potential bond site for the olefin. The rating 
is computed based on the carbon substitution (primary vs secondary, etc.) and 
the olefin stabilization which can be expected through neighboring unsaturation 
(e.g., allylic and benzylic sites). Usually, it is not sufficient to compare only the 
stability of the possible olefins, as the olefin must be introduced using functional 
group manipulations (via subgoal transforms). The ease of this process differs 
considerably from one site to another. This factor is given the higher priority in 
the transform, as the olefin will be introduced at the spot already containing some 
functionality (if possible). If this site is not the same as the site with the highest 
calculated olefin stability rating, a trialkylsilyl group can be used to direct the 
regioselectivity of the reaction.88'96'97 Depending on the desired product, a vinyl 
silane or an allyl silane will be used. Sometimes, more than one of the possible 
precursors will have a high tactical value. In that case all solutions will be dis-
played, using trialkylsilyl groups in the case of the product that would otherwise 
not be expected to be the main product. 
Termination sites: Trapping by the solvent 
Termination of a polyene cyclization using olefins produces a fully ring-closed in-
termediate. This intermediate can be subjected to deprotonation as described in 
the preceding paragraph, or it can react with protic solvents like formic acid.98·99 
The resulting trifluoroacetate can be hydrolyzed to an alcohol. This method is 
somewhat more limited than the previous one and will usually be accompanied 
by olefin formation.98 For that reason, the long-range transform only uses this 
termination type in the case of functionalities which can easily be converted to 
the acetate moiety. 
Termination sites: Acetylenes 
Usually a cationic cyclization will lead to six-membered rings only, but cyclization 
with acetylenes has a high preference for cyclization to five-membered rings. The 
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(hypothetical) intermediate is a vinyl cation (see Figure 4.16) which can produce 
an exocyclic ketone on work-up with a protic solvent,82 as the resultant enol 
ether intermediate can be hydrolyzed to a ketone. On the other hand, the enol 
SiR3 ^ - X -
R 
Figure 4.16: Three different termination methods using acetylenes. 
ether can be oxidatively cleaved to produce an endocyclic ketone.100 A further 
contribution to the applicability of the acetylene termination method is obtained 
by the use of the trialkylsilyl group, as alkynylsilyl groups produce six-membered 
rings containing an endocyclic ketone90 (second reaction in Figure 4.16). All these 
variations have been implemented in the long-range transform. 
Initiation sites: Allylic alcohols 
Allylic alcohols are the most popular among the initiation groups.47,51 However, 
the differences between strongly initiating and nonreacting allylic alcohols are 
very subtle. Small structural differences determine the success or failure of the 
polyene cyclization. The allylic alcohols used successfully in polyene cyclizations 
can be divided into four classes,47 which are shown in Figure 4.17. 
The new long-range transform will use its subgoal power to reach one of these 
classes of allylic alcohols. It is important to note that charge derealization en-
ables reaction at either side of the allylic system. As a result, the first three types 
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Figure 4Л7: Four allylic alcohols implemented as initiating groups. R = the 
polyenic chain; Ri = alkyl; R¡ = H, alkyl. 
of allylic alcohols may suffer from a regioselectivity problem for asymmetrical al-
lylic cations. The long-range transform will notice this complication and display 
a warning to alert the user if no clear-cut selectivity is expected. 
Initiation sites: Other initiating groups 
Although the allylic alcohols are by far the most frequently used initiation groups, 
a few other groups have gained some degree of popularity. Four of them (shown 
in Figure 4.18) have been considered of sufficient importance to implement them 
in the long-range transform. The oldest one is the epoxide group, developed 
& ?> Q* 
Acetal Enone Epoxide Acytiminium 
Figure 4.18: Other functionalities implemented as initiating groups. 
primarily by van Tamelen et al.101·102 in the 1960s and the 1970s. The idea 
of this initiation was derived from the biosynthesis of lanosterol from squalene, 
already shown in Figure 4.5. Some examples in the syntheses of natural products 
have been reported,91 although the yields generally remain rather low. 
•ys 
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Apart from the work on the allylic alcohol groups, the Johnson group also 
developed the acetal group95 as an initiation site. The major limitation of this 
group is the same as for the previous one, the restriction to six-membered rings. 
The work of Cooper and Harding103 led to the introduction of the enone as an 
initiating group. The use of this group is limited to six-membered rings for 
unclear reasons. Nevertheless, this group was considered of sufficient relevance 
to justify implementation in the long-range transform. The fourth group is the 
acyl-iminium group (Figure 4.18) developed by Speckamp and co-workers,93,104 
which is an elegant way to build in a nitrogen atom in the cyclization product. It 
is the only well-established method of incorporating heteroatoms in the reaction 
path. 
4.4.4 Applications of the new transform 
Two typical examples of polycyclic molecules have been analyzed to show that 
the transform is able to reproduce literature syntheses of polycyclic compounds. 
The first example is the synthesis of serratenediol, a pentacyclic triterpenoid. 
The second example shows the synthesis of a precursor of norprogesterone. 
Example 1: Serratenediol 
Serratenediol (1), a pentacyclic triterpenoid, was one of the first natural products 
synthesized using polyene cyclization methodology. The original cyclization, pub-
lished in 1974,83 is shown in Figure 4.19. This molecule was analyzed in LHASA 
using the new cationic polyene cyclization transform, with the expectation that 
the transform would be able to produce a number of alternative sequences, one 
of which could be the literature synthesis. In fact, LHASA came up with three 
sequences (Figure 4.20), of which the first one (leading to the polyenic precursor 
4) is very similar to the original synthesis. This three-step sequence shows the 
smooth interaction between the long-range transform and the general LHASA 
subgoal transforms. The initiation is set up by the subroutine guiding allylic 
alcohol initiations, which calls subgoal transforms from the general knowledge 
base to perform functional group manipulations when possible. The first step is 
a typical example, showing the ketone reduction needed to convert alcohol 1 to 
ketone 2. Reactions too specific to be included in the set of subgoal transforms 
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Figure 4.19: Literature route to serratenediol using polyene cyclization method-
ology. 
have been included in the subroutine itself. The second step, the introduction of 
the isopropylidene group, is ал example of such an "in-table" subgoal. 
The termination does not require any change in the target, as the olefin 
termination can be applied directly, but the regioselectivity requires special at­
tention. The subroutine dealing with olefin terminations notices another likely 
proton abstraction which is the one leading to an olefin on the fusion marked 
with an asterisk in structure 1. For that reason, the right regioselectivity is en­
forced using a trialkylsilyl group. This concern about the regioselectivity is not 
supported by the original paper,83 as the regioisomer is not reported as a side 
product while the silicon stabilization is not used in practice. However, the yield 
is rather low (20 %) and no detailed analysis of the side products is given, while 
in some similar cases a mixture of products is observed,47 which could have been 
avoided using the trialkylsilyl group.88 
The second and third sequences show alternative initiation sites, the second 
one using an epoxide and the third one an enone. The epoxide can be used 
directly without any subgoal steps, but the enone requires some more work. 
The first step is the geminai dimethylation of a ketone, which can be performed 
directly with (СНз)2ТіСІ2.105 The precursor for this transform is ketone 6, which 
contains a potentially interfering α-hydroxy group. The subroutine governing the 
enone initiation notices this possible problem and calls a functional group removal 
transform, an oxidative hydroxylation, to (retrosynthetically) remove the alcohol. 
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Figure 4.20: LHASA analysis of serratenediol. 
No alternative termination sites were found since the seven-membered ring 
obstructs all other types of terminations. Three more reactions paths were found 
in the path selection procedure, but the transform could not find the actual 
chemical methods to convert the reaction path into real chemistry. Two paths 
have their initiations at the C-ring (and terminations at the A- and E-rings, 
respectively), but none of the initiating groups can operate on a seven-membered 
ring. For the other path (initiation at the Ε-ring and termination at the C-
ring) it was not possible to find an appropriate termination group. The only 
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method to terminate at a seven-membered ring, through olefin formation, fails 
as a consequence of the additional 8-methyl (marked with a # in structure 1). 
Example 2: A precursor of norprogesterone 
The biomimetic approach was designed originally as a synthetic method to obtain 
steroids and steroid-like compounds. Figure 4.21 shows the analysis of such a 
compound (structure 9), a precursor of norprogesterone. This analysis shows 
the effect of the reaction path selection, as implemented in the new transform. 
The transform selects two strategic paths in 9, one path having the initiation 
at the Α-ring and termination at the D-ring and the other one having them 
interchanged. LHASA finds sequences for both reaction paths when structure 9 
is analyzed and both reaction paths have been realized in syntheses of steroid­
like molecules.57,84,90,91 The first three sequences (the ones with structures 11, 
14, and 19 as first-step precursors) have the initiation site located at the D-
ring and differ only in the termination site. All three sequences need one or 
two subgoal steps to introduce suitable functionality for termination, which is 
accomplished by core knowledge base subgoal transforms directed by the new 
long-range transform. The initiation requires more work but is identical for the 
three sequences and is for that reason only drawn for the second sequence. The 
exocyclic ketone is removed using a Methoxy-Ylide Wittig transform. The 13-
methyl group is blocking the allylic alcohol initiation site and is removed using a 
dedicated method, the BF3-catalyzed rearrangement,57 which is described in the 
allylic alcohol subroutine itself. For the subsequent epoxidation, the transform 
from the core knowledge base can be used, which finally paves the road for the 
actual polyene cyclization. 
Once all solutions have been found for one reaction path, the transform goes 
over to the next reaction path. This means that the fourth and shortest solution 
(leading to precursor 10) is found as the last one. This route has been derived 
from the other reaction path with the initiating group at the Α-ring. This reaction 
is identical to the original one in the paper of the Johnson group.106 
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Figure 4.21: Analysis of a precursor of norprogesterone. Reagents used: 
(a) dehydration; (b) olefin isomerization; (c) polyene cyclization; (d)Grignard; 
(e) Wittig via methoxy-ylide; (f) BF3-catalyzed rearrangement; (g) epoxidation. 
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4.4.5 Conclusions 
Polycyclic compounds like steroids and terpenes are exactly the types of molecules 
for which LHASA was originally designed. Nevertheless, the LHASA analysis 
of desogestrel showed a serious shortcoming in the program's approach to the 
synthesis planning of these compounds. It was virtually impossible to create 
polyene cyclizations with the system, due to the absence of a strategic analysis 
for this type of reaction. This diagnosis of the problem led to the development 
of a long-range transform which determines, on the basis of the carbon skeleton, 
which polyene cyclizations are expected to realize the largest simplification of 
the molecule. Only after the assignment of these most strategic cyclizations the 
transform starts to look for actual chemical reactions which can perform the 
selected polyene cyclization. This translation to real chemical reactions required 
the introduction of a great deal of specific knowledge from the literature, to 
ensure that the transform focuses only on chemically realistic cyclizations without 
omitting important cyclization routes. The examples show that the transform 
not only is able to reproduce literature syntheses, but also can produce plausible 
alternative routes. 
The design of the transform easily allows the input of knowledge about newly 
developed initiating or terminating groups when they are described in future 
publications. Furthermore, the current approach can be applied to other types 
of chain reactions when these get widespread use in the synthesis of natural 
products. Most other than cationic polyene cyclization chain reactions currently 
known (notably radical reactions) have a preference for the formation of some-
what different ring systems. Hence, the detection of the strategic paths on the 
basis of an alternating chain of fusion and nonfusion ring bonds might not be 
sufficient for these cases. However, the general approach outlined in this chapter 
will still be applicable to other types of chain reactions. 
4.5 Future outlook 
The desogestrel analysis has demonstrated that many promising synthesis routes 
are not found by LHASA although the knowledge base contains information about 
each of the individual reaction steps. The branches of the retrosynthetic tree that 
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would lead to these reaction routes have been preliminary discontinued by the 
user. These erroneous user decisions are intrinsic to an interactive program, but 
could largely be avoided if the promising reaction routes were presented more ex-
plicitly by the program. A substantial improvement could be achieved if LHASA 
would have access to knowledge about longer synthetic sequences, which could be 
displayed entirely without user interference. Section 4.4 has demonstrated that 
this approach could be successfully applied to cationic polyene cyclizations. The 
same principle is encountered in the concept of tactical combinations, which re-
cently has been developed at Harvard University.107,108 However, a full coverage 
of the synthetic methods utilized in organic chemistry can never be achieved in 
such great detail. The number of reaction routes is simply too abundant. As a 
consequence, LHASA development should focus on more general solutions to the 
selection problem. LHASA could run without frequent user involvement if it had 
the functionality to evaluate and compare the transforms and their precursors. 
A first step toward this approach has been set by the objective assignment of 
transform ratings,109 which potentially allows a direct quantitative comparison 
of transforms. However, additional features are needed to evaluate the simplicity 
of the resulting precursors, i.e., whether the precursor is really closer to a readily 
available starting material than the target, and to evaluate the reactivity of the 
precursor in order to assess the danger of competing reactions. 
The package of to-be-developed evaluation algorithms suggested above will 
shift LHASA from an entirely interactive program to a more automated approach. 
This is a natural development following the tremendously increased computa-
tional power of modern computers. However, the human factor in the LHASA-
assisted synthesis design cannot be replaced entirely by procedures to evaluate 
transforms and their precursors. The program lacks the expertise of the user's 
specific synthesis problem, which must be obtained from the personal experience 
of the chemist. In addition, even the most sophisticated evaluation algorithms 
will overestimate some problems resulting in discontinuation of efficient synthesis 
routes and, at the other hand, will fail to recognize some problems in imprac-
tical routes. The number of factors influencing the efficiency and feasibility of 
a synthesis plan are simply too abundant to consider them all. Therefore, the 
interactive nature of LHASA remains one of the cornerstones of the system. For 
this purpose, the program should carefully document the motives to continue or 
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terminate reaction routes, allowing the user to review the decisions made inde-
pendently by the program. This new balance between the user and the computa-
tional contribution in the LHASA-aided synthesis plan can considerably improve 
the effectiveness and applicability of the LHASA program. 
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Chapter О 
3D model building integrated in LHASA 
This chapter deals with the expansion of the LHASA program toward a more 
three-dimensional approach to chemical structures. The emphasis is on the ac­
tual techniques used to generate three-dimensional models from two-dimensional 
starting structures. A brief review will be given of the 3D model building meth­
ods that have been developed since the early 1980s. Unfortunately, most of these 
techniques lack the quality/speed ratio necessary for implementation in an in­
teractive synthesis planning program. Therefore, a provisional internal LHASA 
model builder was developed at Harvard University a few years ago. The current 
study describes the further development of this basic model builder. A method 
was devised to analyze quantitatively the structures generated, which was used to 
test the 3D builder. The results revealed some fundamental shortcomings, which 
inspired several algorithmic improvements. Finally, a pilot study is presented to 
demonstrate how the unique features of the model builder can be exploited to 
further increase its quality/speed ratio. 
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5.1 Introduction to conformational searching 
An important reason for synthesizing new organic compounds is their (expected) 
bioactivity, a property strongly influenced by the three-dimensional structure of 
the compound. As a consequence, the determination of the molecular geometry 
has become a major objective in modern chemistry. Spectroscopic techniques, 
i.e., NMR spectroscopy and X-ray diffraction, are successfully exploited to estab-
lish unequivocally a compound's geometry. However, these techniques have been 
applied to only a fraction of the currently known structures and, moreover, are 
unable to predict the three-dimensional structure of compounds which have not 
been synthesized. Yet, modern chemistry requires reasonable molecular models 
without having to actually synthesize the compound: typical examples are the 
docking experiments in rational drug design,1 and the assessment of stereoselec-
tivities2 in rational synthesis planning. 
The first tools to meet this need for molecular geometries were the mechanic 
model building kits,3 which still find a widespread use. More detailed models can 
nowadays be obtained through computational techniques optimizing the molecu-
lar geometry.4 These optimization methods require a general, theoretical model 
describing chemical structures, which can be provided by an empirical force field 
("molecular mechanics"5-7), a semiempirical,8,9 or a quantum mechanical ("ab 
initio") approach.10 The structures obtained through these techniques are suf-
ficiently reliable for most organic compounds. Nevertheless, simple structure 
optimization will rarely suffice, since the resultant conformation depends on the 
starting structure of the optimization process. Most organic compounds have 
more than one low-energy conformation, separated by energy barriers, but stan-
dard geometry optimization techniques will create only one of these conforma-
tions. However, the energy barriers between the various conformations are easily 
overcome through the interaction with other compounds, which means that all 
low-energy structures are chemically relevant. This observation led to the devel-
opment of computational techniques that can search conformational space,11 i.e., 
find all low-energy conformations including the global minimum. Ideally, the con-
formational space is searched systematically, e.g., through the stepwise rotation 
around all rotatable bonds. A simple example illustrates the impeding combi-
natorial explosion: a molecule with only 3 independent rotatable bonds, which 
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are varied with the crude stepsize of 30 degrees, already requires optimization of 
1728 conformations. As a consequence, systematic search methods12 are limited 
to simple or rigid molecules, even though more sophisticated search techniques 
have been developed to reduce the conformational search space.12·13 
Less CPU-time-intensive methods search conformational space not systemat-
ically but randomly. The most straightforward implementation of this approach 
is a random variation of atomic coordinates14'15 or torsion angles.16 A more el-
egant random search is provided by the Metropolis Monte Carlo algorithm,17'18 
which simulates the real molecular motion. The molecule is exposed to a random 
change, which results in an accepted new structure if the energy of this structure 
is lower, or if the value of e~<-E"'w~Eold^ is below a random number. Extending 
this algorithm with a temperature factor, simulating the cooling-down process 
("simulated annealing"11,1Q), can be used to detect the global minimum. 
Alternatively, the molecular motion can be monitored using a classical me-
chanical model to calculate all atomic positions and velocities at regular time 
intervals. This molecular dynamics technique18,20 can be used to search confor-
mational space by regularly taking sample structures during the dynamics run, 
and minimizing them to the nearest-by conformational minimum. Unfortunately, 
the time span between recalculations of the atomic positions and velocities is lim-
ited by the highest molecular frequencies. The amount of CPU time required for 
these recalculations limits the duration of dynamics runs. 
A different approach is offered by the distance geometry method,21 which 
optimizes a distance matrix consisting of the upper and lower bounds for all 
inter-atomic distances in the molecule. This method can be particularly useful 
if distance information is known from other computational sources or NMR-
spectra.22 
All non-systematic search methods suffer from the danger that the global 
minimum is not found. This reflects the main dilemma of conformational search-
ing: higher search speeds will almost inevitably reduce search reliability. How-
ever, applications in interactive synthesis planning programs,2 or for the creation 
of huge three-dimensional structure databases,23 allow only a few seconds for 
the entire conformational search. These extreme constraints led to the develop-
ment of a new class of model building programs.24,25 This chapter will focus on 
the techniques utilized in these programs to create reasonable three-dimensional 
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structures within the shortest time span possible, and on the implementation of 
a module exploiting these techniques in the synthesis planning program LHASA. 
5.2 3D building techniques 
5.2.1 General concepts and background 
The basic axiom of all model building programs is the building block concept: 
three-dimensional structures can be built through the assembly of smaller struc-
tural units. The systems differ markedly in the type of structural units used: 
they can be as small as individual bonds up to entire ring systems. All sys-
tems recognize the special nature of ring atoms, which not only have to obey the 
general molecular preferences, such as those for bond lengths, bond angles, and 
torsion angles, but also the topological constraint of ring closure. As a result, 
small ring fragments have only a few low-energy conformations, which can be 
created accurately with most systems. 
The pioneering model building programs, SCRIPT26 and SCA27-29 were de-
veloped in the early 1980s. The concepts established in these programs evolved 
into the current generation of programs, in which three basic strategies can be 
distinguished: the rule-based approach, the computational approach, and the 
database-oriented approach. In practice, most systems do not strictly comply 
with one of these strategies, but major differences in emphasis justify this classi-
fication. 
5.2.2 Rule-based systems 
The best documented model builders are the WIZARD and COBRA systems30 of 
Dolata and Leach. The WIZARD project31"33 was originally meant to generate 
starting structures for conformational analyses using the MM234,35 force field; 
a method which was considerably faster than traditional grid search or random 
search methods. WIZARD decomposes the molecule into small subunits of which 
the system has some knowledge, as shown in Figure 5.1 for cyclazocine. This 
knowledge is stored as a template database, in which each template contains one 
or more conformations with their coordinates and energies. The units partially 
overlap (e.g., unit 5 and 6 of cyclazocine) to eliminate the torsional freedom 
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Figure 5.1: Units recognized by WIZARD in cyclazocine. The names underneath 
each structure give the template assigned to the unit. 
which would still exist if an ethyl chain was built from two methyl fragments. 
The program uses generalization rules if no template can be found for a structural 
element. These rules adjust templates to match units with different atom types 
or bond orders.36 This method allows the cyclohexane template to be used for 
piperidine, although with slightly adjusted bond lengths for the C-N bonds. 
The linkage of individual templates occurs first on a symbolic level, e.g., 
chair for cyclohexane, without considering the computationally costly numerical 
level, i.e., the atomic coordinates. The backtracking process, needed for searching 
conformational space through assembly of the conformational units, can be rep­
resented in a tree, as shown by Figure 5.2. The assembly starts from the crucial 
unit, which is the one with the highest connectivity. The other units are system­
atically added with each addition immediately appraised using a few important 
criteria: the fit (how well do the two templates overlap), the van der Waals strain, 
and electrostatic interactions (both repulsive and attractive). If a combination 
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Figure 5.2: Tree representation of the assembly of conformational units for a sim-
ple case with three units having three, two, and three conformations, respectively. 
does not pass these criteria, all underlying combinations in the tree will also be 
rejected. This measure is the first step in cutting down the number of nodes in 
the tree that have to be constructed. Still significant redundancy occurs in this 
backtracking procedure through "rediscovery" : one part of the molecule is varied 
while other parts are the same as in earlier conformations. This inefficiency has 
been combatted through the storage and reuse of earlier results.37 The WIZARD 
search procedures have been modified in COBRA using the A* algorithm,38 which 
allows the 'user to limit the number of conformations to a preset number. The 
algorithm attempts to only expand the nodes in the tree that will lead to the best 
conformations. The criterion to determine which branch of the tree will give the 
best result is the total energy of the templates involved. A systematic inaccuracy 
in these predicted energies is caused by inter-unit interactions, e.g., hydrogen 
bonds, which are not incorporated in the preliminary energy estimation. 
A further efficiency improvement would be obtained if WIZARD could learn 
from previous failures. A first step is the so-called short-term learning,39 which 
can be applied in the unit assembly process. The program remembers combina-
tions of units leading to a sudden problem, and will not allow such combinations 
in the remainder of the construction process for that compound. Ideally, WIZ-
ARD should remember the cause of previous failures and apply that knowledge to 
future problems.39 Unfortunately, it is very difficult to automatically distinguish 
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the structure elements responsible for a problem from the parts of the molecule 
that just happen to be there without any negative influence. 
5.2.3 Computational systems 
The commercially available CONCORD24'40,41 system is the most widely used 
system for the conversion of two-dimensional structural databases to three-dimen­
sional ones.42,43 The program does not use multiple-atom templates other than 
a very detailed table of bond lengths. This table allows bond length assignments 
to depend not only on the usual factors, such as atom types, bond order and hy­
bridization, but also on the immediate chemical environment: the atoms attached 
to the bond, whether the bond is in a ring, whether the bond is in a strained 
ring, etc. Ring systems undergo a detailed analysis to determine conformational 
incompatibilities, not only between adjacent rings, but also between rings fur­
ther apart. The actual conformation of the ring system is constructed through 
a strain relief function, which equally distributes the violation of standard bond 
angles and torsion angles over the ring. Acyclic parts of the molecule are added 
according to a table of bond angles. Dihedral angles are positioned in such a way 
that repulsive 1,4 interactions are minimized, but the atomic sizes used in this 
procedure also incorporate the neighboring atoms, thus implicitly even 1,6 inter­
actions are taken into account. Nevertheless, longer distance close-contacts will 
occur, which are currently countered with a full Tripos force field44 minimization, 
although fixed bond angles and bond lengths are used. 
The model builder CORINA25·45 has the special design objective that it 
should be able to deal with all organic and organometallic structures. It uses a 
table with bond lengths which depend on atom types, bond order, and hybridiza­
tion, but it is also able to estimate missing bond lengths using electronegativity 
and atom radii values. Bond orders are assessed from the configuration type 
(tetrahedral, trigonal, octahedral, etc.). Acyclic torsion angles are chosen in such 
a way that the longest chain will be in the zigzag shape. All basic conformations 
of small rings (up to size eight) are stored in internal coordinates (torsion angles). 
This approach is not feasible for larger rings. Their conformations are estimated 
using a circle with radius η/2π Â (n = ringsize), which is used to position the 
atoms: sp3 atoms are positioned alternately above and below the plane of this 
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circle, while sp2 atoms are placed in the plane. 
Polycyclic ring systems are built from the lowest-energy conformations of 
the individual rings constituting the system. If this approach fails, a back-
tracking mechanism is started to incorporate higher-energy conformations. Poly-
macrocyclic ring systems require special attention. All non-bridgehead atoms are 
removed, and the remaining atoms are connected through very long bonds. If 
the same two bridgehead atoms are connected through two of these long bonds, 
then two dummy atoms are inserted in the center of these bonds, as illustrated 
by Figure 5.3. The resulting structure is treated as a normal polycyclic structure, 
with exceptionally long bonds, thus creating a skeleton along which the omitted 
atoms can be reinserted. 
Figure 5.3: Sample polymacrocyclic structure, and tbe structure as reduced by 
CORINA. The ßiled balls mark bridgehead atoms, tbe dashed ones inserted 
dummy atoms. 
Another unique feature of CORINA is the pseudo force field method used to 
optimize the generated structures. The minimization includes contributions from 
stretching, bending, out-of-plane bending, and torsional bending, but the force 
field parameters are independent of the atom type. Only ring atoms and their 
exocyclic connections are optimized; chain atoms are only taken in consideration 
when the distance between two atoms is smaller than 75 % of the sum of their 
van der Waals radii. In that case, the saturated chain bond which is the farthest 
apart from both atoms is rotated to reduce this overlap. 
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5.2.4 Database-oriented methods 
The construction of ring systems from the individual ring templates is not a 
straightforward task, as discussed in the preceding sections. An obvious method 
to circumvent this difficult, time-consuming step is the usage of a considerably 
larger database containing entire structures instead of individual rings. The first 
report of such a system was the AIMB program of Wipke and Hahn.46,47 They 
created a database of three-dimensional structures based on X-ray structures. If 
the compound to-be-built cannot be found directly in the database, then AIMB 
allows deviations in atom type, bond order, stereochemistry, and charge. If this 
procedure still fails, the structure will be decomposed into subproblems; first 
into ring assemblies and chains and, if necessary, further subdivisions are made 
until the level of individual rings or bonds (for chains) is reached. Each subprob-
lem is extended with dummy atoms, which contain detailed information of the 
neighboring fragments. For each subproblem, a similarity search is performed 
for database structures having analogous substructures. The analogies found are 
ranked according to a similarity rating, which also accounts for the direct chemical 
environment of the fragments through the information contained in the dummy 
atoms. The best analogies for each subproblem are fused using the dummy atoms 
for alignment. 
The authors of AIMB subjected their program to a series of performance 
tests,46 which revealed interesting characteristics of the program. The search 
speed was shown to increase with increasing number of compounds in the data-
base. This efficiency improvement could be attributed to the lower number of 
divisions into subproblems needed if more analogies in the database could be 
found, while database search times do not increase. The highly efficient data 
access (hash-coding) offers virtual independence of the search speed from the 
number of compounds in the database. They also found that the search speed in-
creased approximately linearly with the number of subproblems in the target, in 
contrast with energy minimization methods which suffer from an exponential in-
crement. Occasionally, the program constructed models with overlapping atoms, 
due to the neglect of long-range interactions. No attempt was made to resolve 
these interactions, since one of the design objectives of AIMB was to show that 
optimization methods were not needed. 
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The database-oriented approach is also exploited by the commercial model 
builder ChemDBS-3D.48 Unfortunately, technical details of this model builder 
have not been disclosed, only performance reports have been published.49-51 
5.3 The LHASA 3D builder 
5.3.1 Main features 
The fundamental role of the third dimension in organic synthesis requires the 
introduction of 3D models in synthesis planning programs. For this purpose, a 
prototype for a LHASA model builder was developed a few years ago.52 It shows 
some characteristics of most of the systems discussed in the preceding section. 
Nevertheless, its highly efficient template storage surely qualifies the LHASA 3D 
builder as database-oriented. 
The model builder is fully integrated in the LHASA program. All user-
interfacing tasks, such as structure drawing, importing from structure files, etc., 
are performed by the general LHASA user interface. The basic chemical informa-
tion about the target compound (chemical connectivity, atom types, stereochem-
istry, etc.) is initially obtained by the general LHASA perception modules,53 
which pass their data to the model builder. Extensive additional perception is 
performed by the model builder, which is (surprisingly) partially redundant with 
the initial LHASA perception. The model builder identifies the following fea-
tures: rings, ring sizes, chains, rotatable bonds, and ring clusters. These ring 
clusters are perceived in such a way, that two rings belong to the same cluster if 
they share at least two atoms, i.e., they are either fused or bridged. The accu-
rate construction of conformations for ring clusters is the model builder's main 
objective. Chains are considered of little importance; they are put in their most 
extended form whenever possible. Only major infringements on an atom's van 
der Waals radius causes deviations from this simplified approach. 
The subdivision of the structure to-be-built into smaller fragments is handled 
initially at a symbolic level. The management of this symbolic decomposition pro-
cess is handled in a so-called fragment tree (Figure 5.4). The first subdivision step 
separates ring clusters from chains. Ring systems are searched for in a template 
database, which may contain entries for compound ring systems. Currently, the 
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Figure 5.4: Fragment tree: binary resolution of a ring system into its component 
rings that can be found in the template database. 
majority of the database templates are devoted to individual rings, although the 
database design would perfectly allow larger templates (vide infra). Therefore, 
most ring systems need to be further resolved to the level of individual rings. This 
entire process is recorded in a binary fashion, i.e., each node in the fragment tree 
has only two children, except for end nodes which correspond to fragments found 
in the template database. Hence, ring systems of more than two rings usually 
need multiple, subsequent divisions. The template assignment allows mismatches 
of the atom type, thus significantly reducing the size of the template database: 
each carbocyclic ring template is actually used for an entire family of (hetero-
cyclic) rings. If all fragments have been resolved to the level of individual rings 
without a successful assignment of a template to each ring fragment, then the 3D 
builder will reject the structure. This is currently true for all large rings (ringsize 
> 10). 
The symbolic representation of geometries in the fragment tree needs to be 
converted to actual conformations through a systematic assembly procedure. The 
end nodes take their atomic coordinates from the template database. Parent 
nodes obtain their geometry through a fusion of the two child geometries. Tem-
plates are equipped with more topological information than the coordinates of 
the constituting atoms, since the fusion of two of these templates could occur 
in any orientation. This torsional freedom is eliminated by vector atoms in the 
108 Chapter 5 
templates, which establish the orientation of substituents to the template. Two 
templates can be merged through superposition of the common atom(s), and 
alignment according to the vector atoms: the vector atom(s) to the common 
atom(s) in the first template will then be matched to the α-atom of the com­
mon atom(s) in the second template (Figure 5.5). Exocyclic fragments will be 
Figure 5.5: Fusion of two cyclohexane templates to a decalin guided by vector 
atoms. 
attached to both vector atoms of the ring, provided that this does not violate the 
stereochemical constraints. This method effectively generates the two conforma­
tions for methylcyclohexane with the methyl in the axial and equatorial position, 
respectively. 
Every assembly of two fragments is immediately examined for unacceptable 
van der Waals contacts. For cyclic fragments, only mild deformations are allowed 
to resolve such contacts, otherwise the fusion is considered to have a "bad fit", 
leading to the rejection of the fragment combination. If acyclic fragments are 
involved, then an attempt will be made to resolve the unfavorable interaction 
through rotation around a rotatable bond, i.e., an acyclic, single bond. 
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5.3.2 Internal structure 
The heart of the model builder is its template database, which is built around a 
shareware package, MetalBase.54 MetalBase is not a chemical database system, 
despite its name, but a general database manager designed to offer minimal ac-
cess times to its database entries, usually called relations. Database searching is 
speeded up through index files that allow direct-access to the database entries. 
Naturally, these indices have to be updated at each data addition. Data are 
added to the database by way of a normal (ASCII) file, which is converted to 
database relations by a separate off-line program to be written for each applica-
tion of MetalBase. In the application to the LHASA model builder, this dedicated 
off-line program is called SDB.55 It requires an ASCII input file containing the 
connectivity of the templates and their Cartesian atomic coordinates (obtained 
from molecular mechanics and semiempirical sources). The creation of.database 
relations and indices, as performed by SDB, is not a trivial task, as a great deal of 
chemical perception has to be performed, before the information can be stored in 
a general-purpose database. SDB checks each template structure for its chemical 
validity and converts it to a LHASA-type connection table. A canonical name 
comparison with existing database entries is performed to avoid duplications in 
the database. Furthermore, all internal permutations of the template are mapped 
onto the original template to determine its symmetry. The optimization of this 
mapping is performed through a least-squares fit. The non-equivalent orienta-
tions thus obtained are also stored in the template database. 
Though implemented as an integral part of the LHASA program, the 3D 
builder needed a few additional data structures to deal effectively with three-
dimensional templates and their assembly into entire molecules. Three of these 
data structures play a key role: the fragment tree, the geometry tree, and the 
geometry list. The fragment tree is a representation of the systematic (binary) 
subdivision of the target structure into fragments; an example of this approach 
was already given in Figure 5.4. Each node in the fragment tree contains a pointer 
to a geometry tree, as illustrated by Figure 5.6 for an end node in the fragment 
tree. The geometry tree records the assignment of geometries to a fragment tree 
node. This tree contains separate nodes for each template structure assigned 
to the fragment. One element of the geometry tree data structure is a linked 
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Figure 5.6: Geometry tree belonging to a cyclobexane fragment with one of its 
geometry lists. 
list, the 'geometry list', which contains a unique numerical key for each non-
equivalent orientation of the geometry tree node. The geometry list does not 
contain the 3D coordinates of each geometry; these are not kept in memory, but 
are written to and restored from a scratch-file. This coordinate information is 
obtained from the template database (for end nodes) or computed in the geometry 
fusion process (for parent nodes). The entire process of assembling the three-
dimensional structure of the fragments is handled by a highly recursive set of 
routines written in the С programming language. 
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5.4 3D builder evaluation and improvement 
5.4.1 General approach 
In its original form, the internal LHASA model builder was constructed as a 
potentially powerful prototype to be used in the synthesis planning process. Its 
database architecture is fully optimized in terms of speed, an important condition 
for a tool to be used in an interactive time scale. However, from the outset it was 
also clear that major improvements were necessary to upgrade the prototype to a 
mature geometry generator. Explorative qualitative evaluations indicated prob-
lems, which prompted a more systematic and detailed analysis. The following 
paragraphs describe three important steps of this process: (1) quantitative evalu-
ation procedures for structural quality assessment have been developed, and these 
procedures have been applied to the structures generated by the model builder; 
(2) algorithmic modifications have been made to the model builder to improve 
its behavior in several important aspects; (3) a trajectory is outlined for future 
development, which is supported by a pilot study. 
5.4.2 Quantitative model builder evaluation 
The quality of the prototype LHASA 3D builder was assessed through a compar-
ison with structures obtained from external sources. Two criteria are particularly 
important in such a comparison: speed and the "quality" of the structures gen-
erated. The first property can easily and indisputably be recorded,56 but the 
assessment of structural quality is not trivial. Recently, some performance stud-
ies of model builders have been published,49,57'58 but there is no unanimity about 
the preferred set-up for these comparisons. In this study, the quality of the gen-
erated structures will be judged by RMS deviations in atomic positions49,57,58 
and torsion angles58-60 with X-ray structures as a basic reference. These RMS 
deviations will not only be used to highlight deficiencies in the prototype LHASA 
model builder, but will also be used to comment on the effectivity of the quantities 
to measure conformational differences. Finally, the test set (20 structures) is also 
processed with two similar model builders to rate the performance of LHASA. 
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Computational methodology 
The geometry of a chemical structure can be expressed in either Cartesian coor-
dinates or internal coordinates (usually only torsional angles). Both descriptors 
can also be used to quantify the difference between two geometries (in Â or de-
grees, respectively), and were expressed in the common measure of deviation, the 
root mean square (RMS): 
ι—
n
 η = number of instances of property Ρ 
RMS = \ ———- - Pt(o) = instance i of Ρ in molecule a 
γ η 
Ρ, (6) = instance г of Ρ in molecule b 
In molecular comparisons one has to establish the one-to-one correspondence 
between all atoms or torsion angles in the two molecules. To avoid the neces­
sity of a canonicalization procedure in the present study, a common source of 
connection tables was used as input to the programs to be compared. In a few 
cases, a semi-automatic renumbering procedure was used.61 The RMS deviation 
of torsion angles could directly be calculated when the structural correspondence 
was assured. A special program was written for this purpose. The calculation 
of the RMS deviations using atomic positions is computationally more complex: 
the superposition of the two molecules was optimized with a least-squares fit pro­
cedure and subsequently, the distance between all corresponding atoms was sub­
stituted in the equation above as P,(a) — Pt(b). Fortunately, these tasks could be 
performed within the modeling and visualization program SYBYL,62 which also 
allowed automatization of most procedures by coding them into SPL macros.63 
RMS deviations based on atom positions and torsion angles were used simultane­
ously in this study, as the former was expected to be less accurate for molecules 
with a central flexible link. In those cases, RMS deviations based on torsional 
angles are to be preferred. Ring atom positions have been used as an additional 
indicator for important geometrical differences.64 Hydrogen atoms were excluded 
from all comparisons. 
X-ray structures, as retrieved from the CSD65,66 database, were used as a com­
mon basic reference for the comparison of structures generated with: the LHASA 
module67; two other model building programs (CONCORD68 and CORINA69); 
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Figure 5.7: Test set used [or a quantitative comparison of geometry generation 
methods. 
and structures minimized using the Tripos force field. 44,70 
Test structures 
A test set of 20 structures, mainly consisting of ring systems commonly found in 
natural products, was compiled from CSD substructure searches with an addi­
tional constraint for the structural quality (R-factor < 0.06). Figure 5.7 shows the 
selected structures with their CSD refcodes. The test set was intentionally kept 
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small to allow detailed manual inspection and analysis of the observed differences 
between the structures. 
The two-dimensional input structures were created in MDL MOLfile format71 
using chemical drawing packages. Each of the model builders (including LHASA) 
was able to read this file format, thus establishing a common atom numbering. 
Unfortunately, the input of stereochemistry into CONCORD required manual 
interference.72 The X-ray structures could be imported into SYBYL through an 
existing interface,73 and were renumbered.61 These structures were also used as 
starting geometries for minimizations with the Tripos force field. The import 
of CORINA and CONCORD generated structures into SYBYL was straight-
forward.74 The LHASA model builder was not able to write structures in any 
external file format, hence, an interface had to be written. The MDL MOLfile 
format was chosen for this purpose.75 
Discussion of structure comparison quantities 
The results of the comparison of the LHASA 3D builder structures with the X-ray 
structures are presented in detail in Table 5.1. The two basic structural prop-
erties compared were the atomic positions and the dihedral angles, which were 
equally accurate measures to signal major conformational deviations. Discrep-
ancies were only found in the rating of deviations between conformations which 
were indisputably different anyway (e.g., inverted rings show relatively large tor-
sional deviations). The torsional angle comparisons were expected to show less 
sensitivity for cases with one to a few rotated angles that cause a major shift 
of the atomic positions (e.g., two rings connected with an acyclic chain). This 
presumed advantage of this method was not observed, due to a characteristic 
property of RMS determinations: one significantly higher number will fully dom-
inate the final result, i.e., one strongly rotated torsion will already yield a large 
total RMS value. Therefore, the mathematical form of the quantitative compari-
son may need a modification. A first-order approach could be the simple average 
of the torsional deviations. 
The third quantity compared, the ring atom positions, proved a valuable 
instrument. The elimination of the inherent uncertainty caused by chain atoms 
moves the focus to the main purpose of a model builder applied to synthesis 
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planning, namely the generation of reasonable geometries for ring systems. This 
method might be refined by also taking the first exocychc atom into account. 
In conclusion, deviations of torsion angles and atomic positions provide similar 
information, and need not both be used, useful added-value is provided by the 
RMS deviations of ring atom positions. 
Tabie 5 1 Evaluation of the LHASA 3D builder using 20 X-ray structures. 
Refcode 
ADINOR02 
ANDIDO 
BIOTIN10 
BLONGF 
BOLKUI 
BRDEOC 
СABZUA 
CERMOB 
CIMHUB 
CYOCDL 
FEZDOD 
GICPOX 
GRYNTX 
MAMNAC 
MXNANO 
PURBOC10 
SAFWUR 
SAVBEW 
STYRAZ 
TBUCHO 
N 
0 
2 
8 
4 
4 
6 
1 
15 
3 
7 
2 
7 
1 
4 
1 
4 
2 
1 
5 
8 
1 
слота 
U 
2 
8 
2 
2 
3 
1 
15 
3 
7 
2 
7 
1 
2 
1 
4 
2 
1 
5 
5 
1 
α 
m 
2 
4 
2 
2 
3 
1 
7 
2 
5 
2 
7 
1 
2 
1 
4 
2 
1 
3 
2 
1 
T= 
18 
14 7 
32 
60 
215 
18 
86 
40 
50 
18 
60 
09 
40 6 
48 
72 
42 
14 
78 
14 9 
15 
RMS deviations'1 
Pos 
0 080 
0 34 
0 95 
0 23 
0 75 
0 047 
0 34 
0 40 
0 34 
0 63 
0 15 
0 43 
0 65 
0 82 
0 17 
153 
1 78 
0 68 
1 16 
0 18 
Ring 
0 044 
0 25 
OU 
0 14 
0 64 
0 034 
0 33 
0 32 
0 34 
0 50 
0 14 
0 43 
0 45 
0 12 
0 13 
0 45 
0 065 
0 48 
— 
0 036 
Tors 
45 
13 7 
36 4 
12 7 
39 0 
32 
23 8 
26 1 
35 1 
78 6 
57 
33 2 
27 8 
35 9 
80 
68 0 
87 0 
31 7 
20 4 
62 
Same'' 
Yes 
Yes 
No 
Yes 
No 
Yes 
Yes 
Yes 
No 
No 
Yes 
Yes 
Yes 
No 
Yes 
No 
No 
No 
Yes 
Yes 
Explanation of deviation6 
Rot env , puck cyclobexene 
Rotated chains 
Chair(7) too clean 
Chair(7) instead of boat 
Chair(7) vs twist-chair, rot env 
Rot env 
One boat instead of chair(6) 
Crown instead of boat chair 
More puckered cyclohexene 
Flat instead of puckered 
Rot chair(7), boat vs chair(6) 
Rotated chains 
Rot env 
Acyclic torsions, rot env 
Rotated acyclic bond 
All 3 rings have rot env 
Acyclic torsions, azulene not flat 
Incorrect exocychc angle 
a) о = number of geometries created by LHASA, u = number of conformations after elimination of 
duplicates, m = number of unique conformations after force field optimization 
b) Ров. = RMS in atom positions (in A), Ring = RMS in ring atom positions (in À), Tors. = RMS 
in torsion angles (in degrees) 
c) CPU time (s) used for model building, measured at a VAX 3800 
d) Same (conformation) means that the "best" LHASA and CSD conformations relax to the same 
minimum upon force field minimization 
e) The deviation of the "best" LHASA structure with respect to the CSD structure is characterized 
Chair(6) and (7) refer to the chair conformations of six- and seven-membered rings, respectively 
Rot env (rotated envelope) indicates different orientation of five-membered ring envelope 
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Performance of the LHASA model builder 
The first important aspect of Table 5.1 is the number of conformations gener-
ated, which is substantial, especially when considering that the model builder 
ignores all but the first applicable template for most fragments76 (as will be 
discussed in Section 5.4.3). Using a dedicated SPL procedure, which mutually 
matches all conformations (identity criterion: RMS in atom positions < 0.06 Â), 
it could be proven that some conformations were identical (e.g., for BIOTIN10 
and BLONGF). These duplicates could be attributed to the absence of symme-
try perception. The same SPL procedure was used after force field minimization 
to detect conformations located in the same energy well. These cases (e.g., for 
ANDIDO and CABZUA) could mostly be attributed to five-membered rings in 
different orientations of the envelope conformation. This conformation is known 
to lack distinct energy wells for its different orientations. This energy effect will be 
inevitably missed in the model builder as a result of the merely geometry-oriented 
template assembly approach. The CABZUA structure requires more attention: 
the seven-membered ring can adopt 14 different orientations of the chair confor-
mation, which can be fitted to one, and usually two, orientations of the fused 
envelope. In practice only 10 orientations were used. This behavior appeared to 
be general for seven-membered rings: some of the orientations are not generated. 
This problem seems to be located in the relation-creating program SDB, which 
does not store all non-equivalent orientations for the (seven-membered) chair 
conformation. Furthermore, some CABZUA conformations contained deformed 
5,7-fusions. This was caused by application of the deformation procedure needed 
for strained molecules, which is inappropriate in a case where a near-perfect fit 
could have been obtained. 
The RMS deviations of the atom positions, ring atom positions, and torsion 
angles have been given in Table 5.1 for the LHASA structure with the lowest 
RMS value in the atom positions. Differences between the LHASA structure 
and the CSD structure can have two principal reasons. Either LHASA and CSD 
have created different conformations, or cumulative minor deviations in torsion 
angles and bond angles give rise to the observed RMS. In the latter case, both 
structures should minimize to the same minimum upon force field optimization. 
The structures for which this was found to be true are marked with 'yes' in 
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the column 'same' in Table 5.1. Ideally, this should be true for all structures, 
as the model builder is designed to generate all low-energy conformations. The 
results show that this goal is not reached, which can be attributed to three 
causes: (1) the exclusion of all but the first template (e.g., for CIMHUB and 
CYOCDL); (2) failure77 to generate all template orientations; (3) simple bugs 
(e.g, the bended azulene ring in STYRAZ, and the incorrect exocyclic angle of 
TBUCHO). All significant RMS deviations have been briefly annotated in the 
last column of Table 5.1. 
Comparison with other model builders 
Table 5.2 summarizes the comparison of LHASA, CORINA, CONCORD, and 
the Tripos force field, based on the 20 test structures. Two structures were not 
ТаЫе 5.2: Summary of the performance of different 3D models generating meth­
ods when compared with structures originating from the CSD database. 
Number of structures 
RMS in atom positions" 
N with RMS 0-0.3 Â 
N with RMS > 1 Â 
RMS in ring atoms" (Á) 
RMS in torsion angles" ( 
(Â) 
°) 
LHASA 
20 
0.58 
6 
3 
0.26 
29.9 
CONCORD 
18 
0.77 
4 
5 
0.31 
41.1 
CORINA 
20 
0.63 
5 
7 
0.29 
34.4 
Tripos 
20 
0.38 
13 
2 
0.13 
13.4 
a) Deviations to the X-ray structures averaged over all structures. 
accepted by CONCORD (GRYNTX and BOLKUI) for (probably) stereochemical 
reasons.78 The figures in the table seem to be extremely favorable for the LHASA 
3D builder, but this is biased by the the experimental set-up. For LHASA, the 
conformation most similar to the X-ray structure is selected, while the other 
model builders preselect one geometry. Thus, the favorable figures when compar-
ing LHASA with the other model builders may be enhanced by this effect. The 
exact influence of this effect is difficult to assess, as LHASA does not contain a 
conformation selection mechanism. However, one aspect of structural quality, the 
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structure optimization method, could be evaluated objectively by comparing all 
structures with their nearest-by minimum conformation (as obtained from force 
field minimizations). For LHASA, the individual RMS deviations of each confor-
mation have been averaged to obtain one result per structure. The results are 
summarized in Table 5.3. The table shows that LHASA does not entirely match 
Tabie 5.3: Comparison between model builder-generated structures and their 
nearest-by energy minimum. 
Number of structures 
RMS in atom positions" (Ä) 
RMS in ring atoms" (Â) 
RMS in torsion angles" (°) 
LHASA 
20 
0.45 
0.24 
19.5 
CONCORD 
18 
0.40 
0.20 
17.0 
CORINA 
20 
0.30 
0.17 
12.3 
CSD0 
20 
0.38 
0.13 
13.4 
a) Deviations to the nearest-by minimum conformation averaged over all structures. 
b) Added as a reference. 
the performance of CONCORD, while CORINA is doing much better. This dif-
ference can be attributed to the additional crude force field minimization applied 
in CORINA, which will obviously improve the program's results in comparisons 
with other optimized structures, i.e., those obtained from the Tripos force field. 
The value of these results should not be over-estimated, as acyclic substructures 
have usually considerable conformational freedom. This even leads to the effect 
that CORINA partially "outperforms" CSD. 
Conclusions 
The LHASA 3D builder presented some major problems with respect to both 
speed and structural quality, despite its powerful database architecture allowing 
direct-access. These problems were highlighted by the evaluation described in the 
preceding section, which was intended to give directions to further development. 
The main shortcomings encountered were: 
• The number of conformations generated seriously endangers the model 
builder's efficiency. 
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• The lack of (structural) symmetry perception leads to duplicate conforma-
tions. 
• Poor symmetry perception in the template database compilation phase 
causes the model builder to miss valid conformations. 
• The structure optimization is not of the same standard as observed in other 
model building programs. 
• The fusion of templates with a poor fit is enforced even if better fitting 
alternatives are available. 
Algorithmic improvements for three of these problems will be discussed in the 
next sections: the symmetry perception of the structures to be built, the mediocre 
structure optimization, and the number of conformations generated. 
5.4.3 Algorithmic improvements to the model builder 
Compilation of a test set 
To judge the effects of algorithmic modifications on the structures produced by 
the model builder, both an evaluation method and a reliable test set of structures 
were required. The RMS deviations described in the preceding section could 
meet these requirements if applied to a set of test structures of a statistically 
significant size. Fortunately, a test set of 639 X-ray structures was obtained 
from a recent publication dealing with structure comparisons.58'79 Both the 3D 
reference structures (the X-ray structures) and the 2D input structures had been 
made available in MDL MOLfile format.71 The size of this test set did not 
allow manual manipulation of individual structures. Although LHASA is not 
equipped to handle a massive series of target structures, it possesses a mode to 
run unattended,80 and application of this mode was used to import the structures 
into the program, process them in the model builder, and write the 3D coordinates 
to a new MOLfile. The only non-trivial step in this procedure proved to be 
the import of stereochemistry (vide infra). The evaluation of the results was 
automated in SYBYL, using the procedures described in the preceding section. 
Not all structures in the test set could be used. Duplicate structures were 
eliminated, which led to the removal of 74 structures. The set was further reduced 
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to 510 structures for various reasons: uncommon elements,81 unusual charge dis-
tribution or tautomeric form, strained rings, valence violation, etc. In most cases, 
LHASA had no fundamental problems with these structures; it redraws them so 
they are complied with the LHASA rules. Nevertheless, these structures were 
discarded to maintain the fully automated nature of the test procedure. The re-
maining test set proved an excellent instrument for model builder development. 
Test set: Import of stereochemistry 
The large test set in MOLfile format required a reliable import facility of MDL 
MOLfiles in LHASA. Unfortunately, the existing input interface could not satis-
factorily deal with sp3 stereochemistry. This part of the MOLfile interface had 
to be rewritten as outlined below. The MOLfile format71 allows three ways to 
specify the configuration of stereocenters: (1) three-dimensional Cartesian coordi-
nates; (2) bond stereo designators, i.e., wedge or dash; (3) atom stereo designators 
through an atom parity number (vide infra). Because the LHASA user-interface 
and perception modules are entirely two-dimensional, the first method cannot be 
used to import stereochemistry in LHASA.82 The second method, which is closely 
resembling the LHASA stereochemical conventions, would be preferred, but the 
two-dimensional test structures file contained only atom parity numbers. Hence, 
this stereochemical representation had to be converted to LHASA'S wedge/dash 
descriptors with required presence of hydrogen atoms. Before the conversion algo-
rithm may be outlined, a short description of the concept of atom parity numbers 
as stereo descriptors is required: 
Atom parity numbers (see also Figure 5.871). The substituents to the 
asymmetric center are ranked in the order of their numbers in the 
connection table, with the exception that hydrogen should always be 
treated as the fourth substituent.83 Looking at the fourth substituent 
through the plane of the other three a atoms, these atoms will be 
arranged in either clockwise (parity 1) or counterclockwise (parity 2) 
direction with respect to ascending atom sequence numbers. Hence, 
the eye in Figure 5.8 is looking at a stereocenter with parity 2. 
The following algorithm was developed to convert atom parities to the LHASA 
stereochemical conventions: 
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Parity 2 
Figure 5.8: Atom parity as a stereo designator. 
1. Stereocenters with only three substituents (thus, having an implicit hydro-
gen) need an additional hydrogen substituent in LHASA. This additional 
hydrogen is positioned between the two substituents with the largest angle 
between them.84 
2. The preferred stereo bond is assigned, which is the bond to the substituent 
determined according to the following priorities: hydrogen > non-ring, het-
ero atom > non-stereo, chain carbon > non-fusion, non-stereo atom > 
fusion, non-stereo atom > stereocenter.85 
3. The fourth atom according to the MDL rules (hydrogen or atom with the 
highest number) is determined. The parity considering only the other three 
substituents is determined. If the parity is 1 (clockwise), a dash would 
be the proper stereo designator for the fourth atom, while for parity 2 
(counterclockwise) a wedge would be appropriate. 
4. If the fourth atom is not the one at the preferred stereo bond, then the 
nature of the stereo designator is flipped (wedge becomes dash and vice 
versa) if this atom is adjacent to the stereo bond, while the stereo designator 
is retained if the opposite atom has the highest priority. 
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Some extremely bad projections of three-dimensional structures will fail in this 
scheme, but this situation was not encountered in practice. All structures that 
passed the LHASA 3D builder were checked against their original structure,86 
but the MOLfile interface caused no inversions of stereocenters. 
Algorithmic developments: symmetry 
All conformations generated by a model builder should be unique. The most ele­
gant way to avoid duplicate structures is through a proper handling of symmetry 
in the early stages of the model building. This structural symmetry perception 
was introduced to the LHASA model builder, and could be used to eliminate two 
slightly different sources of duplicate geometries. The first one originates from 
><Α W ^ ; = 
1 
Figure 5.9: Three permutations of the boat conformation of a saturated six-
membered ring, which are identical in cycJoiiexane but different in piperidine. 
different orientations of the same template that are passed from the template 
database to the geometry list. These different orientations could lead to differ­
ent conformations depending on the symmetry of the molecule (as illustrated by 
Figure 5.9). The original set-up, however, did enter each entry in the geometry 
list to the structural assembly process, regardless of the structural symmetry. 
The second source of duplicate conformations occurs for compounds of the types 
shown in Figure 5.10. These duplicates do not stem from equivalent orientation 
stored in the geometry list, but from the fusion of identical geometries.87 
The core of the new symmetry perception is the compilation of a list of all 
equivalent atoms. The brute-force method to determine this list is a systematic 
test of all mappings of the molecule onto itself. This would require as many as 
N2/2 permutations for a molecule with N atoms. Fortunately, a major efficiency 
improvement was realized by the incorporation of readily available chemical in-
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Figure 5.10: Molecules giving rise to duplicate conformations due to fusion of 
symmetrically equivalent fragments. 
formation. Atoms with different properties, as atom type, stereochemistry, ring 
status, etc., cannot be equivalent. The list of non-equivalent atoms so obtained 
was used to reduce the number of permutations to be tested. Special care had 
to be taken for the bond order, as the occurrence of different bond orders means 
that not only the vertices (atoms) in the graph can differ in type, but also the 
edges (bonds). The determined list of equivalent atoms could easily be used to 
eliminate duplicate conformations originating from different orientations of the 
same template. All subsequent occurrences of the same template are only passed 
on to the geometry list if they are non-equivalent. 
The elimination of duplicates, arising from the fusion of equivalent fragments, 
required the addition of a new data structure, the template list. This list, accessed 
through a pointer in the geometry list, contains a unique key to identify each 
geometry. A straightforward extension of the automorphism determination on 
the atomic level (as described above) yields the symmetrically equivalent rings. 
If symmetrically equivalent rings are found, the fusion of the two geometries 
is only allowed, if the first template key is less than or equal to the second one. 
This procedure effectively eliminates duplicates for structures with symmetrically 
equivalent rings. Two minor shortcomings of the algorithm were noticed,88 but 
the frequency and seriousness of these problems were too limited, to justify further 
CPU time spent on their detection. 
The known instances of duplicate conformations (for example, in the 20 struc­
tures test set) were effectively suppressed by the new symmetry perception mod­
ule. Tests with the larger test set, however, detected still many duplicate con-
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formations. Closer examination revealed that this is another manifestation of 
a problem, which was already mentioned in Section 5.4.2: the symmetry han-
dling in the template database compilation phase is inaccurate. In that section, 
only cases with missing permutations were found, while in this case, the opposite 
problem is met.89 
Algorithmic improvements: structure optimizations 
The optimization procedure of acyclic fragments in a model builder should be 
designed with two basic aims: (1) close-contacts in common molecules should be 
resolved quickly and reliably, and (2) the optimization is terminated for insolvable 
cases within a reasonable time span. Two procedures, called fast-search and slow-
search, were responsible for the resolution of close-contacts in the LHASA model 
builder. The former procedure releases unfavorable90 van der Waals contacts by 
rotating a bond in small steps until no further improvement is observed. The lat-
ter performs a systematic (grid) search of conformational space, a method which 
is notorious for its search times (as already discussed in Section 5.1). Obviously, 
application of a different technique seemed mandatory. 
An attempt was made to replace the slow search by a simple and fast random 
search mechanism. All relevant91 torsions are subjected to a random rotation 
creating a new starting situation for the stepwise optimization. This process 
is controlled by a parameter that sets the maximum number of randomization 
steps allowed. If this threshold is reached, the procedure is canceled and the 
conformation is discarded, thus enforcing the termination for insolvable cases. 
The random search procedure still uses a method similar to the original fast-
search for the stepwise fine-tuning of the torsion angles. A modification was 
made to the selection criterion for the bond to be rotated. This is no longer 
the bond which could release the largest number of close-contacts, but the bond 
which can release the largest overlap volume. This modified method directly 
focuses on the most serious nonbonded interactions. 
The random search produced promising results for the originally known prob-
lem structures, however, the test suite results were less favorable for this proce-
dure (shown in Table 5.4). It indeed reduced the number of structures for which 
no termination was observed (an "infinite loop"), but did not decrease the num-
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Table 5.4: Evaluation of alternative implementations of chain optimization rou-
tines. 
Optimization method Total" Unfinish.11 CPU c (s) RMSd(À) 
Grid search (50/60)e 415 (81.4%) 13 7Λ55 072 
Random search (50/60)e 418 (82.0%) 7 9.09 0.75 
Grid search (60/70)e 395 (77.5 %) 19 6.75 0.70 
Random search (60/70)e 400 (78.4%) 17 7.85 0.73 
a) Number of structures successfully created within 15 min. CPU time; b) Number of 
structures with no appreciable termination, n.b., all other failures are terminated properly; 
c) Average CPU time used per compound (at a VAX 3800); d) Average (atom position) 
RMS deviation for best conformation; e) Between brackets, the percentage of the van der 
Waals radii is given which is inviolable for H H contacts and other contacts, respectively. 
ber of structures rejected by the model builder. Moreover, the procedure cost 
more than 1 0 % additional C P U time. A secondary problem involved the inher­
ently irreproducible nature of random search results, which may impede future 
software maintenance. This may be overcome using a random number generator 
with a fixed seed. Therefore, it was decided to implement the random search as 
an optional module of the model builder, which is not switched on in the default 
configuration. Table 5.4 also listed results with more realistic limits to the al­
lowable infringements on the van der Waals radii. The optimal choice may vary 
between applications; as a consequence, these numbers, which were originally 
hard-coded, have been converted to easily-accessible settings. 
Algorithmic developments: multiple conformations 
A 3D builder for a synthesis planning program should preferably be able to gen­
erate all low-energy conformations relevant to a reaction under consideration, 
without producing an excessive number of conformations. The original LHASA 
3D module limited the number of generated conformations by utilizing only the 
first (lowest-energy) template found in the database, except for some cases where 
this did not result in a stable 3D structure. The price of this limitation is paid in 
terms of a probable loss of relevant conformations. In an a t t e m p t to test this ef-
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feet, the higher-order templates were also made available for usage. Next, the test 
suite of 510 structures (Section 5.4.3) was processed with and without template 
usage restrictions. The results are shown in Table 5.5. As expected, both the 
Table 5.5: Effects of restraints on template usage. 
Set-up 
Restricted 
Unrestricted 
Total 
415 (81.4%) 
386 (75.7%) 
Nam/ 
4.1 
13.2 
CPU (s) 
7.4 
16.7 
RMSp (Â) 
0.72 
0.68 
RMSr (A) 
0.13 
0.11 
Total: Number of structures successfully created within 15 min. CPU time (at a VAX 
3800); Nconr: Average number of conformations per structure; CPU: Average CPU 
time per compound; RMSP: Average (atom position) RMS deviation for best confor-
mation; RMSr: Idem, for ring atoms only. 
number of conformations per structure and the average CPU time usage increased 
drastically when all available templates were used. In the most extreme case the 
number of conformations jumped from 8 to 958, while 31 additional structures 
could not even be modeled within the CPU limit of 15 minutes.92 These negative 
effects fully annul the considerable contribution to the structural quality, which 
justifies the original decision to use only the lowest-energy template for routine 
applications. As an option for application developers (or users), a parameter was 
implemented to switch off template usage restrictions. 
Even with the restrictions on template usage, the number of conformations 
generated frequently exceeds practical limits. A minor improvement in efficiency 
was reached by the implementation of the requirement that only target molecules 
with completely defined stereochemistry are accepted.93 A more drastic reduction 
could be reached by simply limiting the number of conformations to a preset 
number (as a parameter), using templates ordered by energy. Although such a 
parameter might seem a gross simplification, it is supported by the observation, 
e.g shown by X-ray crystallographic data (vide infra), that the geometries of 
the vast majority of these ring systems are combinations of the lowest-energy 
conformations of their constituent rings. However, implementation of such a 
parameter had not the anticipated advantageous effect on the speed of the model 
builder. This could be attributed to the (recursive) template assembly procedure, 
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which simultaneously generates all conformations. 
5.4.4 Future developments 
Pilot study for database enlargement 
The power of the direct-access database, the near independence between data­
base size and retrieval times, is not yet exploited. This characteristic would allow 
the addition of all ring systems frequently occurring in natural products. Fully 
implemented, the geometries generated would not anymore reflect all combina­
tions and orientations of individual ring templates, but be limited to the few 
conformations observed in practice. Such a database enlargement is not only 
expected to reduce the multi-conformations problem, but also to increase the 
speed of the 3D builder. To test this hypothesis, new template database entries 
for the steroid skeleton were introduced. A CSD substructure search for the ring 
system of common steroids produced over 500 hits, which were pruned94 and 
processed in SYBYL. Substituent removal, skeleton minimization with the Tri­
pos force field, and clustering (with atom position RMS < 0.06 Λ) resulted in 
20 clusters for the remaining 263 steroid structures. The 20 clusters consisted of 
13 different stereoisomers, leaving only 7 occurrences of different conformations, 
with 1 to 3 instances each. These 20 minimized X-ray structures were added 
to separate copies of the template database. The 20 new template databases 
were used in a performance test (using the alphabetically first sample structure 
of each cluster95). The results are summarized in Table 5.6. It is not surpris­
ing that the introduction of dedicated templates is very beneficial for the model 
building speed and the suppression of the multi-conformations problem. How­
ever, the low conversion ratio is disappointing. It should be noted that all rejected 
structures represented clusters with no more than three precedents. Nevertheless, 
these unusual, mostly strained structures should have been modeled in majority. 
The probable cause for these failures are internal close-contacts involving hydro­
gen atoms, which can currently not be included in templates. These impeding 
close-contacts should either be prevented by allowing inclusion of hydrogens in 
templates, or be resolved through an embedded force field. 
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Table 5.6: Effect of dedicated steroid templates on tbe performance of the model 
builder for 20 structures containing the common steroid skeleton. 
Set-up" 
Old templates; restricted 
Old templates; unrestricted 
Steroid templates; restricted 
Steroid templates; unrestricted 
N ь 
иесея« 
11 
8 
8 
8 
rw
c 
2.1 
54.3 
1 
1.6 
CPU* (s) 
43.9 
179.5 
3.45 
3.42 
RMS„e (A) 
0.38 
0.23 
0.35 
0.35 
a) Restricted: only first template is used; unrestricted: all templates are used; b) 
Number of structures (out of 20) for which no 3D model could be created within 
60 min. CPU time (at a VAX 3800); c) Average number of conformations per 
compound; d) Average CPU time per compound; e) Average RMS deviation for 
best conformation in the comparison to X-ray structures, using only positions of 
ring atoms and their adjacent atoms. 
Suggested future developments 
The architecture of the LHASA model builder with the improvements described in 
the preceding sections, offers a powerful mixture of techniques, and the potential 
of the direct-access template database is currently not even fully exploited. A 
small-scale test with steroid ring systems demonstrated, that the speed and the 
efficiency of the model builder can be improved substantially by extension of 
the database. Without this promising development, the model builder cannot 
match the performance of the currently leading model builders, neither in speed 
nor in structural quality. This observation suggests an alternative for further 
development of the LHASA model builder: one of the (semi)commercial model 
builders could be embedded into LHASA. The programming task to create a 
smooth exchange of chemical data between such a model builder and the LHASA 
program should not be underestimated, but may be more straightforward than 
the full development of the current LHASA module. Further development of this 
module implies at least attention for the following aspects: 
(1) Template database extension. As discussed above, database enlargement of 
the template database to several tens of thousands of structures constitutes 
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a vital improvement to the model builder. Special care is needed for the 
stereochemistry and the avoidance of internal close-contacts. 
(2) Internal structure. Each extension or modification to the 3D builder is non-
trivial due to the complexity of the internal structure and the lack of doc-
umentation. It could be considered to restructure the geometry assembly 
procedures to allow for more influence on the order of the geometry fusions, 
e.g., to generate only one conformation without additional overhead. 
(3) The SDB program. The database-creating program, SDB, should perceive 
all non-equivalent orientations of each template, and store them separately 
in the database. The current procedure has to be updated, as it is a fre-
quent source of both missed and duplicated geometries. Furthermore, the 
processing of stereochemistry in templates is only implemented in rudimen-
tary form. This will be a prerequisite when larger templates are included 
in the database. 
(4) Implementation of a force field. A simple force field using only a few param-
eters can already substantially improve the structure optimization. This 
feature could replace the fast-search in the van der Waals optimization pro-
cedure. Furthermore, it will be essential for the stereochemical perception 
routines outlined in Chapter 6. 
(5) Deformation of templates. The deformation of templates is a last-resort, 
implemented for strained structures. These compounds cannot always be 
created from the direct fusion of two standard ring templates. Preferably, 
this tactic should only be used when direct fusion has failed. Unfortunately, 
this is difficult to achieve in the current data structure with its simultaneous 
generation of all geometries. Alternatively, simple heuristics may substan-
tially improve the behavior of the program in this aspect. 
(6) Conversion ratio. The model builder is unable to generate structures for 
a considerable fraction of the test suite (around 20%). This is partially 
caused by "bugs" or poor algorithms, but for other structures, such as large 
rings, no reliable conformation-generating method can be foreseen within 
the template-oriented set-up. It is reasonable to accept that a 100 % conver-
sion ratio will not be achieved, as perception procedures applied to highly 
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questionable geometries would not positively contribute to the expertise of 
the LHASA program. 
(7) Miscellaneous problems. Many, still unidentified, problems have become 
apparent in test runs with the 510 structures test set, among them serious 
incidents such as infinite loops and program crashes. The elimination of 
these events is essential to make the model builder a reliable tool. 
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[76] Higher-order templates can be used in two cases: (1) if the first template failed to produce 
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[83] The special treatment of hydrogens allows to omit the hydrogen substituent at the asym-
metric center without influencing the atom parity number. 
[84] If a center already contains a stereo bond, then the hydrogen is placed in the largest 
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[89] Trivial reasons prevented closer examination of the SDB operations. The fuzzy structure 
of the program has caused failures of all recent attempts to recompile the program. This 
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[90] Unfavorable van der Waals interactions were those with contacts closer than 50 % of the 
sum of the van der Waals radii for hydrogen-hydrogen contacts, and closer than 60 % for 
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[91] Relevant torsions were those that are rotatable (rotation around a saturated, cyclic bond) 
and on the path between the two atoms constituting an unacceptable van der Waals 
contact. 
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[92] CPU limit at a VAX 3800. 
[93] Target compounds with undefined stereochemistry significantly increased the combinato-
rial explosion, as conformations had to be created for every stereoisomer. 
[94] Steroid skeletons which included unsaturated bonds were discarded, as well as structures 
with incomplete coordinate information. 
[95] The 20 test structures had the following CSD refcodes: ABBRCH10, ACNCHL, ACRDLD, 
ANDROL, AOHAND10, AXELUP, AZANDS, BEKHUU, BEPHIN, BIVKAS, COXDEY, 
CULXUC, DIFTAN, DNHOPN, DOHHEN, FIJKAK, HOPANH10, KOHBEO, SEVKIN, 
VIMCAV. 
Chapter Ό 
Automated assessment of stereoselectivity 
This chapter focuses on methods to predict the stereoisomeric product ratios of 
kinetically controlled reactions. Two approaches are considered for the applica­
tion to stereoselectivity assessment within LHASA: (1) predictions through an 
empirical expression based on inter-atomic distances and torsion angles, and (2) 
product ratios calculated by transition state energy comparisons using a force 
field adjusted for transition state optimization. The model reaction used in the 
present study is the hydride reduction of ketones. It is shown for this reaction 
that the force field approach gives the most promising results. The chapter con­
cludes with a concise discussion of the requirements for a LHASA implementation 
of this method. 
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6.1 Introduction 
The increased demand for stereochemically pure compounds has induced substan-
tial progress in modern stereoselective synthesis.1 These developments should be 
reflected in synthesis planning systems as LHASA. This requirement puts high 
demands on these programs for a number of reasons: 
• The geometry of a molecule is a three-dimensional property, which has 
decisive effects on the stereoselectivity of many reactions.2 Therefore, the 
purely two-dimensional perception of chemical structures does not suffice 
for rational assessment of the stereochemical outcome of chemical reactions. 
As a result, synthesis planning programs should be able to create three-
dimensional models from user-supplied structures. 
• For many reactions, no reliable theory is available to predict the expected 
ratio of the possible product stereoisomers. Moreover, the available ratio-
nalizations of stereoselectivity are often very specific for one set of reaction 
conditions, which could be modified or even reversed with a slight change 
of reaction conditions.3 This strong dependancy on details is troublesome 
for a system like LHASA which relies on generalized heuristics. 
• Important techniques such as resolution,4 epimerization, and biocatalysis5,6 
need to be added to the standard framework of chemical concepts. Synthesis 
planning programs should be able to envision the applicability of these 
techniques, as well as the danger of racemization. 
• The general principle of molecular simplification as a guideline for the ret-
rosynthetic analysis may not be accurate for the synthesis of stereochemi-
cally unique compounds. A popular strategy uses readily-available starting 
materials that already contain the desired configuration at the asymmetric 
center.7,8 These ('chiral pool') precursors need not to be significantly sim-
pler than the target compound. Molecular simplicity as the main selection 
criterion for useful precursors is replaced by a few other criteria: chemical 
distance to the target, availability and price. 
LHASA already contains several features to accommodate to the special demands 
of the stereochemical aspect of synthesis planning. The starting material oriented 
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module9"12 can use a chiral pool to direct the analysis toward readily-available 
chiral starting materials. Many well-known dedicated stereoselective methods 
(e.g., Sharpless epoxidation13,14) have been described in detailed LHASA trans-
forms. A more general approach has been initiated with the development of a 
3D builder, as discussed in Chapter 5, which provides LHASA with approximate 
3D models of input structures and relevant precursors. This chapter investigates 
the options available for the exploitation of this 3D information in the rational 
assessment of stereoselectivities. The model reaction is the reduction of cyclic 
ketones with metal hydrides, a reaction with a rather complex stereochemical 
behavior. The next section will review this behavior, as well as a few promising 
models to predict quantitatively the stereochemical outcome. The remainder of 
this chapter will deal with two of these models in more detail, and modify them 
where needed, to arrive at a simple and fast model that could be used in a future 
implementation in LHASA. 
6.2 A model reaction: hydride reduction of ketones 
6.2.1 Stereoselectivity at cyclic substrates 
Reductions of cyclic ketones by hydrides, as sodium borohydride and lithium alu-
minum hydrides, belong to the best studied reactions in organic chemistry.15-18 
The stereoselectivity is remarkable: the favored product for unhindered cyclo-
hexanones involves the sterically more crowded axial transition state instead of 
the more accessible equatorial transition state. This has been demonstrated with 
Axial 
JL H OH 
Equatorial Axial approach: 86% Equatorial approach: 14% 
Figure 6.1: Preference for the sterically disfavored axial approach for unhindered 
cyclobexanones. Conditions: NaBÜ4 /iPrOH/25°. 
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cyclohexanones locked into one chair conformation by a bulky íerí-butyl group 
(Figure 6.119). The product ratio can be shifted to the equatorial product when 
the 1,3-interaction is increased through the addition of (axial) methyl groups at 
the 3 and 5 positions (Figure 6.220,21). These observations are general for hy-
dride reductions of cyclohexanones: unhindered ketones are reduced through the 
sterically disfavored axial transition state, while more hindered ketones are re-
duced through the equatorial transition state.22-24 The main question is which 
jo Л. Д Д 
NaBH4(ax:eq) 86:14 73:27 38:62 
LTBA(ax:eq) 87:13 11:89 5:95 
Figure 6.2: Ratio axial/equatorial approach under influence of increasing steric 
interactions. Conditions: NaBH4 / iPrOH / 25° and LiAl(0-t-Bu)3H/ THF/25°. 
effect overrules the steric disadvantage of the axial transition state.25,26 Many 
hypotheses27"30 have been proposed to rationalize the stereoselectivity of nucle-
ophilic additions. Three basic explanations invoking electronic interactions with 
neighboring σ-bonds (illustrated in Figure 6.3) have survived; other explanations 
based on orbital polarization31'32 and orbital tilting33,34 are sometimes employed. 
Nevertheless, stereoselectivity in nucleophilic additions to ketones,35-37 as well as 
some other reactions,38-40 is usually explained with these three basic interactions: 
Felkin. Felkin and Chérest proposed a repulsive interaction between the incip-
ient bond and the neighboring bonds to β substituents.30,41 This torsional 
interaction with the partially formed bond is more eclipsed for the equa­
torial than for the axial transition state. This difference arises from the 
slight deviation from the perfect chair effected by the trigonal carbonyl 
carbon.42,43 
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WNUCI. VNUCI. 
Ш П- ^ 
Figure 6.3: Orbital interaction in nucleopbilic additions to ketones: repulsive and 
attractive interactions between the incipient bond and an adjacent C- Ή bond. 
Anh. Anh and Eisenstein performed a detailed MO study of the transition 
states of hydride reductions.44-46 They stressed the importance of transi­
tion state stabilization by donation of the incipient bond into the adjacent 
antibonding orbitale (a σ + - σ ^ interaction). This favorable derealization 
can only be reached by an approach periplanar to the vicinal σ bond (Fig­
ure 6.3). Reagents approaching along the axial trajectory are periplanar 
with respect to the (axial) vicinal C-Η bonds, while equatorial approach 
is periplanar with respect to the vicinal C-C bonds. The better stabilizing 
capacities of the former would explain the preference for axial approach; 
this preference is controversial,42 but alternatively, axial approach may be 
favored for its better periplanar orientation with respect to the σ„» bond.42 
The Anh and Felkin effects are supportive, as torsional strain is minimal at 
a periplanar approach. Therefore, this preference is commonly referred to 
as the Felkin-Anh model. 
Cieplak. Cieplak42,47-49 introduced another stabilizing orbital interaction which 
may influence the stereoselectivity: the σ 0 α-σΐ delocalization, an interac­
tion between neighboring occupied σ orbitale and the antibonding orbital 
belonging to the incipient bond (see Figure 6.3). The observed stereose­
lectivity in cyclohexanones would emerge from a better electron donating 
capacity of vicinal C-Η bonds (stabilizing the axial transition state) than 
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C-C bonds (stabilizing the equatorial transition state). This assumption is 
disputed,43·50 although some experimental evidence has been obtained.48 
Both the Felkin-Anh and the Cieplak interpretation of the preference for axial 
attack, have been supported with experimental evidence. Experiments with 2-
adamantanones51 and 7-norbornanones52 with substituents too remote to cause a 
steric effect, demonstrated a slight preference for anti approach toward the better 
donating vicinal bonds (see Figure 6.4). These results were interpreted in terms 
" syn anti |\ svn 
R syn : anti \ T R syn : anti 
R 
P-C6H4NH2 3 4 : 6 6 s^\ \ С(0)ОСНз 84:16 
62:38 / ^ Д ^ /\ CH2OCH3 40:60 
R 
Figure 6.4: influence of remote electron withdrawing and releasing groups on the 
ratio syn/anti approach in JVaBH4/MeOH reductions of (1) 2-adamantanones and 
(2) 7-norbornanones. 
of the Cieplak theory: donating vicinal bonds are better electron donors to the in­
cipient σ'-orbital (see also Figure 6.3). However, it has been pointed out, 3 5 · 5 0 , 5 3 , 5 4 
that the influence of remote electron withdrawing and releasing groups could also 
be explained with simple electrostatic effects, i.e., dipole-dipole interactions. 
Anh46 derived from his model the so-called ring flattening rule: axial ap­
proach is enhanced by ring flattening. Figure 6.5 illustrates the effect by compar­
ing nucleophilic additions to cyclohexanone with those to cyclohexenone. The 
equatorial approach in the flatter cyclohexenone is largely eclipsed, while the 
the axial approach is still staggered. This effect is supported by experimental 
data4 3 , 5 6 showing that nucleophilic additions to cyclohexenones exhibit stronger 
preference for axial attack. It should be noted that the ring flattening rule has 
also been explained in terms of the Cieplak effect.56 
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Figure 6.5: Consequences of ring Battening for the ratio of equatorial vs axial 
approach. 
The stereoselectivity is influenced by several other factors than the substrate 
structure, but only the choice of the reducing agent can drastically influence 
the stereochemical outcome of the reduction. Dedicated reagents can sometimes 
enhance or reverse the stereoselectivity if compared to common hydrides.57"59 
The choice of solvent,24 metal ion,16 reaction temperature,60 and reactant ratio24 
were all shown to have appreciable but limited effects. 
6.2.2 Predictive models for the stereoselectivity 
Incorporation of stereochemistry into rationalized synthesis planning requires 
semiquantitative predictions of stereoisomeric product ratios. A few early at­
tempts1 9 , 6 1 assessed the product ratio from tabulated contributions of individual 
cyclohexanone substituents, resembling the Hammett approach to nucleophilic 
aromatic substitutions. The validity of the results was only demonstrated within 
the training set of experimental data. More sophisticated, though computation­
ally complex, methods to predict quantitatively the stereochemical outcome of 
chemical reactions, have been published.31,62,63 However, application in a syn­
thesis planning program puts high demands on the a model's simplicity, since 
the available computation time is limited. This requirement is fulfilled by a few 
empirical models based on a linear combination of steric and torsional effects 
(i.e., the Felkin model). The first publication of such a model was by Wipke and 
Gund,64 who compared the steric congestion at both faces of a carbonyl (vide 
infra). Despite the wide recognition65 of their work, they never published the an-
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nounced subsequent developments. Only recently, their approach has been taken 
up by an implementation66 in the reaction prediction system CAMEO67,68 and a 
model by Olsson and Lagerstedt.69 A brief explanation of the models is in place: 
Wipke/Gund64: They defined the congestion at each face as the reciprocal of 
the accessibility to the reaction center allowed by each hindering atom » (see 
Figure 6.6). They assumed nucleophilic attack perpendicular to the plane 
of the carbonyl with an infinitesimal reagent. Around this perpendicular 
Wipke/Gund . „ _ CAMEO 
Figure 6.6: Wipke/Gund model: steric accessibility allowed by atom i defined as 
the surface formed by the cross section of a sphere around the carbonyl carbon 
and the access cone of the reagent. CAMEO model: the steric interaction caused 
by atom i defined as the part of the diameter of the access cone which is covered 
by the van der Waais radius of the hindering atom. 
axis a cone is positioned which is tangent to the van der Waals radius of the 
hindering atom : (see also Figure 6.6). The accessibility allowed by atom t 
is defined as the cross section of this approach cone with a sphere of unit 
radius (r) centered at the carbonyl carbon. The facial congestion {Cxjace) 
was obtained from the summation of the congestion contributions of each 
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individual hindering atom at that face of the molecule: 
c
xjace = ZCzjUi) = ΣΑ—Q = Ç27r7.2(1_cos<?) 
If a hindering atom fully overlaps the perpendicular, the congestion would 
become infinite. In practice, the reaction would still be possible through 
non-perpendicular pathways, thus a different equation is needed (used for 
free access angles (Θ) smaller than 14c): 
ClJace{i) = 5.32 + e12'0·25"'-'' with r' = (fe, - r,)/A, 
Finally, eclipsing interactions between the incoming reagent and β sub-
stituents with torsion angle φ are accounted for with an additional contri­
bution to the total facial congestion: 
Ct0rs,face = 65 cos(90</>/35) for φ < 35° 
Product ratios were expressed as the ratio between the two facial conges­
tions, which were in reasonable correspondence with experimental values, 
although the torsional correction resulted in some incorrect predictions for 
substrates that were not simple cyclohexanones. 
CAMEO66: A cone is defined around the preferred reaction path (reagent ap­
proach angle > 90° for nucleophilic additions) with a cone angle depending 
on the reaction type. The steric interference involving hindering atom i 
is defined as the part of the cone diameter included in the van der Waals 
radius of i. The summation of these overlap percentages over all atoms 
at one face yields the steric interaction of that face. The torsional strain 
determination has been copied from Wipke & Gund (cos(9O0/35)). The 
product ratio к is computed from the difference in steric interaction and 
torsional strain calculated for each side of the plane: 
The parameters C\ and Ci have been obtained from a fit with experimental 
data, and are reagent dependent. 
146 Chapter 6 
Lagerstedt/Olsson69: A transition state is assumed at a distance of 1.25 
times the bonding distance of the bond being formed, and with a reagent-
dependent approach angle. All atoms i with a distance d¡ to the reagent 
trajectory, which is within the sum of the van der Waals radii of » (Ri) and 
the reagent [Rreag), are numbered according to decreasing infringement 
of the van der Waals radius. The contribution to the total infringement 
is weighed using this ranking number, thus suppressing the impact of sec-
ondary steric effects. The total congestion Cu,t at a face of the carbonyl was 
determined from this infringement combined with the torsional correction 
known from the previous studies: 
Ctot = he-kil + k3 cos(9O0/35) with I = £ 2~\<и - r¿ - rreag) 
i 
The reagent dependent parameters k\ to A3 were determined through a fit 
procedure on experimental data. The thus calculated congestions for face 
A and В were transformed to a product ratio S with the following equation: 
5 = 1 + \Ctat,A — CÍOÍ.BI 
Not only the global minimum energy conformation was considered, but also 
conformations within 2 kcal/mol above this minimum. The conformation 
with the lowest congestion was used for the determination of the selec-
tivity. The model was tested on an impressive number of test structures 
(223), most of which were also used for the fitting procedure. Generally, 
the preferred product was predicted correctly with a few remarkable excep-
tions, e.g, the NaBH4 reduction of camphor, which was predicted to yield 
predominately the endo-alcohol. 
All models described above base their product ratio estimation on a pseudo tran-
sition state energy difference. These energy assessments are based on two geo-
metric variables: inter-atomic distances and torsion angles, both involving the 
incoming reagent. The relative weight of these factors was obtained from fits 
onto experimental data. These ad hoc empirical functions can be replaced by the 
more general empirical force fields,2 providing more tunable geometric variables. 
A pioneering effort was already made in the 1970s,70 but the most promising work 
has been done in more recent years by Houk et al.,2·43,55 who added parameters to 
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the MM2 force field.71 These parameters were needed to enable optimization of 
transition states, which are not minima on the energy surface, but saddle points 
(by definition). The calculated energy difference between the transition states 
at either face of the carbonyl yielded the product ratio (using the Boltzmann 
distribution). 
6.3 Reliability of geometric models 
Stereoselectivity assessment of kinetically controlled reactions in LHASA requires 
a reliable and fast model. Independent and comparative studies of models were 
not known; so, a strong need was felt for an experimental set-up in which varia-
tions of model parameters could easily be tested. In this section, the applicability 
of the two main empirical models in LHASA is discussed: a program was writ-
ten to provide a test environment for the Wipke/Gund model and its variations, 
and an existing modeling package was used to test variations of the force field 
based approach. The basis of both studies was a carefully selected set of reliable 
literature precedents of the model reaction studied, the reduction of ketones by 
metallohydrides. 
6.3.1 Test structures 
The number of published examples of hydride reductions of ketones is formidable. 
Prom this wealth of experimental data, a representative set of cyclic test struc-
tures was selected. Open chain compounds were not included for two reasons: 
(1) the stereoselectivity is generally less pronounced; (2) an implementation in 
LHASA cannot be foreseen in the near future, as the model builder is unable 
to reliably generate these structures. Structures with functionalities as alco-
hols and amines were generally not accepted in order to exclude chelation-driven 
stereoselectivity. Also excluded were structures which could give rise to equilib-
rium effects between multiple low-energy conformations. All selected precedents, 
shown in Figure 6.7, were carefully checked in the original reference.72 
Reliable three-dimensional models were obtained with the modeling package 
SYBYL73 using the integrated Tripos force field.74 All generated structures were 
checked manually for correct configuration and conformation. 
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Figure 6.7: Test compounds for evaluation of stereoselectivity assessments for 
nucleophihc additions to carbonyk. Original references can be found ш Table 6.4. 
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6.3.2 Simple geometrical models 
The Wipke/Gund model has a few basic problems: the torsion correction cannot 
be applied to all structures, the angle of attack is not considered, and the size 
of the reagent is ignored. Furthermore, it seems incorrect to consider steric 
interactions with all atoms at both faces, as the largest infringement on the van 
der Waals radius will largely determine the steric contribution to the transition 
state energy. Therefore, a search for possible improvements was started, as this 
approach is highly attractive for the simplicity of the model. 
Test program 
A program, "Stereo", was written to assess transition state parameters from the 
Tripos force field optimized structures. Using basic geometric mathematics, both 
preferred approach trajectories for the incoming reagent were calculated. The 
approach angle could be varied through an input parameter to the program. All 
atoms on each face were projected onto the reagent trajectory, which allowed the 
determination of all close-contacts along the two reagent trajectories. The needed 
van der Waals radii were take from the Tripos force field,74 as listed in Table 6.1; 
the van der Waals radius of the reagent was programmed as an input parameter. 
Symmetrical, freely rotatable groups, i.e. methyl and iert-butyl, were replaced by 
a single superatom. The chlorine radius was used as an approximation for methyl, 
while the iert-butyl radius was estimated from the methyl radius. Torsion angles 
between the incoming reagent and the β atoms were determined as the angles 
Table 6.1: Van der Waals radii used to analyze and modify models for stereose­
lectivity assessments (source: Tripos force fìeld). 
"atom" 
Η 
С 
Ν 
О 
radius(Â) 
1.18 
1.53 
1.48 
1.36 
"atom" 
Si 
Ρ 
S 
Cl 
radius (Â) 
2.10 
1.75 
1.70 
1.65 
"atom" 
Br 
I 
Me 
íBu 
radius (Â) 
1.80 
2.05 
1.65 
1.90 
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between the appropriate planes.75 For each face, only the two most eclipsing 
interactions were considered, involving two substituents at either α atom of the 
carbonyl.76 
Effects other than the nature of the substrate and the size of the reagent were 
not considered relevant for models which are candidates for implementation in 
LHASA. It is known16,24'60 that experimental conditions, such as choice of solvent, 
temperature, metal ion, and reagent ratio can cause changes in the product ratio 
which are equivalent to energy differences of up to 1 kcal/mol, e.g., for the ІЛАШ4 
reduction of structure 10 (Table 6.4). Effects of this order of magnitude are 
appreciable, but need not to be considered in a system like LHASA, where one 
is only interested in product ratios showing significant excess of one product. 
Results and discussion 
Basic geometric parameters for a few representative molecules from the test set 
were calculated with Stereo for varying approach angles. The results are given 
in Table 6.2. Although the appreciable angle dependance of the transition state 
interactions for structures 34 and 36 may be worrying, these results appear to 
show the desired trends. The torsion effect is clearly present, while a strong steric 
TabJe 6.2: Basic geometric transition state parameters estimated for a few typical 
ketone reductions. The structures are shown in Figure 6.7. 
Mol. 
1 
4 
7 
10 
1Θ 
34 
36 
Pref. face" 
cis 
cis 
axial 
equatorial 
trans 
exo 
endo 
Approach 95° 
Δ D6 (A) 
0.034 
-0.231 
-0.225 
0.716 
0.523 
0.227 
0.373 
Δ Tc(°) 
10.2 
8.4 
8.5 
-5.2 
11.7 
5.0 
-15.3 
Approach 100° 
Δ D6 (A) 
-0.045 
-0.278 
-0.270 
0.731 
0.553 
0.115 
0.517 
Δ Tc(°) 
10.3 
7.8 
9.5 
-6.2 
11.8 
23.9 
-16.0 
Approach 105° 
Δ D» (A) 
-0.036 
-0.305 
-0.296 
0.711 
0.554 
-0.032 
0.692 
Δ TCC) 
10.3 
8.3 
9.5 
-6.2 
11.7 
31.7 
-32.9 
a) Preferred face for reagent approach; b) Difference in largest calculated infringement on the van der 
Waals radu between the preferred face and the other face A positive value means that the stenc effect 
promotes approach from the preferred face, c) Difference in most eclipsed torsion angle between preferred 
face and other face A positive value means that the toreion effect promotes approach from the preferred 
face. 
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effect was observed for molecules where it is known to be dominant, i.e., structures 
10 and 34. However, all attempts77 to weigh these two effects by relating them 
to the energy difference calculated from the product ratio through the Boltzmann 
relation were fruitless. This failure was attributed to an oversimplification in the 
model: if steric interference occurs in the transition state, then automatically 
a proportional infringement on the van der Waals radii of the reagent and the 
interfering atom is assumed. In practice, the transition state crowding will be 
relieved through some simultaneous processes: partial violation of the van der 
Waals radii, deviation from the preferred angle of reagent approach, and back-
bending of the carbonyl. These simultaneously occurring processes are difficult 
to model in a two-variable equation as used by Wipke and Gund. Nevertheless, 
when refined as in the Lagerstedt/Olsson approach, still reasonable results can 
be obtained. An alternative model particularly suited for weighing effects like 
van der Waals repulsion, angular strain, and torsional strain, is offered by an 
empirical force field. Although more CPU time consuming, a force field based 
approach was therefore studied, which will be presented in the next section. 
6.3.3 Force field based approach 
Methods 
The SYBYL optimized test set (Figure 6.7) was used as the source of starting 
structures. From each structure, approximate models of the two facial transition 
states could be created, using reagent coordinates calculated with the Stereo pro­
gram discussed in the preceding section. The modeling package MacroModel78,79 
was used to optimize the MM2 force field parameters, which required a file con­
version of the transition state structures. The public domain package Babel80,81 
was used for this purpose. Two new (MacroModel) atom types were defined82: 
HT, the hydride in the transition state, and ОТ, the carbonyl oxygen in the tran­
sition state. The transition state was built with an alcohol-like oxygen, i.e., with 
a single C-0 bond. This set-up eliminates the need for charges in the transition 
state. The force constants in all parameters involving the artificial sp3 configu­
ration of the oxygen were kept very small or zero. Most of the other torsional 
and bending parameters could be taken from published values for similar nu-
cleophilic additions.55 The other parameters were optimized manually on basis 
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of four structures (7, 10, 32, and 35). The resulting parameters are given in 
Table 6.3. 
ТаЫе 6.3: Additional MM2 parameters needed to optimize the transition states 
of hydride reductions. 
Stretching to k, moment 
C3 - HT 2.00 2.7 0.00 
С З - О Т 1.25 7.5 1.50 
О Т - H l 0.94 0.5 -1.0 
ОТ - Lp 0.60 0.5 0.90 
Bending о к/ 
СЗ - СЗ - HT 113.0 0.36 
С 2 - С З - Н Т 113.0 0.36 
СЗ - СЗ - ОТ 120.0 0.60 
ОТ - СЗ - HT 98.0 0.70 
С З - О Т - Lp 105.2 0.01 
Lp - ОТ - Lp 131.0 0.01 
С З - О Т - Hl 106.9 0.01 
Stretch bend k„g 
HT - СЗ - 00 0.09 
HT - СЗ - 00 0.09 
Torsion VI V2 З 
Hl - СЗ - СЗ - HT 0.00 0.00 0.30 
СЗ - СЗ - СЗ - HT -0.20 -0.20 0.40 
С2 - СЗ - СЗ - HT 0.00 0.00 0.50 
СЗ - СЗ - СЗ - ОТ -0.40 0.50 -0.20 
ОТ - СЗ - СЗ - HI 0.00 0.00 0.18 
С2 - С2 - СЗ - HT 0.00 0.00 0.40 
С2 = С2 - СЗ - HT 0.00 -3.0 0.00 
00 - СЗ - ОТ - Lp 0.00 0.00 0.00 
Hl - СЗ - ОТ - HI 0.00 0.00 0.00 
HT - С З - О Т - Hl 0.00 0.00 0.00 
СЗ - СЗ - ОТ - HI 0.00 0.00 0.00 
Out of plane bending в кв 
СЗ * ОТ * 00 * 00 0.00 0.40 
Van der Waals R' e Offset 
HT 1.50 0.047 -0.085 
ОТ 1.74 0.050 0.00 
Force ñeld expressions: 
stretching: E. = 71.94Jt,(¿ - í0)2(' - 200(/ - /0)); bending: O.O21914*í(0 - 90)2{l + 
7.O(lO)-8(0 - So)4); stretch-bend: 2.51124fc,»(9 - 0o)(f - í0)0(i - ¿0)ь; van der Waals: 
Ε
υ
 = e(2.90(10)5eip(-12.50/P) -2.25Ρ«) (Ρ = ( Σ Γ ' / Γ ) ; out of plane bending: identical 
to bending relation; torsion: Vi/2(1 + cosw) + V2/2(l - соз(2ш)) + V3/2(l + соз(Зш)). 
Results and discussion 
Table 6.4 shows the results of calculations with the modified MM2 force field for 
the test set of Figure 6.7. The published product ratios for the three reagents un­
der consideration, viz. NaBbLj, L1AIH4, and ІЛА1(0-£-Ви)зН, do not differ enough 
to require different parameter sets, although somewhat lower force constants for 
NaBH4 might be considered. Generally, the stereoselectivity observed for this 
reagent is somewhat lower. Stereoisomeric product ratios were calculated from 
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transition state energy differences according to the following equation: 
-^— = e ^ (with ΔΕ in kJ/mol; R = 8.31 J K'1 mol~l; Τ = 298 К) 
1 — η 
Overall, the predictions are satisfactory, particularly those for the steroid series 
and for compounds 53 and 54. These predictions are especially encouraging, as 
none of these types of compounds were included in the parameter selection. 
It should be noted that exact predictions of product ratios is neither feasible 
nor necessary for a LHASA implementation. The main objective is to assess the 
stereochemical result semiquantitatively, for which a scheme will be outlined in 
Section 6.4. Deviations of up to 25 % were considered as acceptable within this 
scheme; predictions fulfilling this aim are highlighted in Table 6.4, the others will 
be discussed in the remainder of this section. 
Several failures to reproduce literature values are for compounds having an 
electronegative group (structures 15, 43, and 45). It has already been demon­
strated53'54 that the effect of electronegative groups could be calculated using 
electrostatic effects, which were excluded in the current study. This simplifica­
tion was for both practical83 and computational reasons. Electrostatic calcula­
tions are computationally costly, and are preferably excluded from a simplified 
force field calculation, as intended for LHASA. This study suggests the use of 
a set-up which includes electrostatic terms only if neighboring electronegative 
groups are detected. A second class of test structures aiming at a specific effect 
are those with a neighboring unsaturation. Nearby olefins and phenyl rings are 
known84-86 to promote reagent approach to their face of the carbonyl. The test 
structures selected to test the model for this effect, e.g., structures 42, 44, and 
52, show that the model fails to appreciate the influence of nearby unsaturation. 
This effect might be properly described with adjusted parameters for the elec­
trostatic and van der Waals interactions between the reagent and unsaturated 
carbons. Attempts to adjust the van der Waals parameter between sp2 carbons 
and the reagent had some effect, but the parameter adjustments needed were 
rather drastic. 
Another problem is observed for five-membered rings (structures 1 to 3), 
which do not seem to fit the model very well. Closer examination of the opti­
mized transition states (Figure 6.8) gives an indication of the possible underlying 
problem. The transition state leading to the cis product has a ring geometry 
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Table 6.4: Comparison between stereoisomers yields calculated with the force 
ßeld model and literature values. The structures comprising the test set are 
shown in Figure 6.7. 
Compound Approach" Predicted (%) NaBH«' LiAlH/ 1ЛА1(0-<-Ви)зНь 
1 
2 
3 
4 
5 
β 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
26 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
cis 
cis 
trans 
cis 
trans 
axial 
axial 
axial 
axial 
equatorial 
trans 
equatorial 
trans 
axial 
axial 
trans 
trans 
axial 
axial 
axial 
exo 
axial 
axial 
axial 
а 
а 
а 
а 
ß 
а 
β 
exo 
exo 
endo 
exo 
40 
50 
66 
80 
37 
83 
83 
82 
72 
61 
81 
92 
75 
81 
77 
70 
71 
79 
74 
74 
50 
82 
88 
88 
65 
89 
87 
83 
60 
96 
84 
91 
89 
75 
73 
60 e-73' 
72» 
76"-89' 
83»-86* 
76 e-88' 
76е-8У 
50>-94* 
73-87e 
71е 
50> 
60P 
71P 
88* 
92' 
90r 
91-93' 
43' 
94-96' 
80"-86ш 
95ω 
86ш 
76c-84d 
71-73'' 
90 d 
74 c-81 d 
58c 
83' 
90-92" 
84' 
85' 
55-89'' 
84* 
83-891 
60° 
100° 
90 r 
90-91' 
58« 
90' 
93' 
94' 
55' 
100' 
96" 
89C-94 I 
91" 
эо'-эг* 
901 
72е 
64 d-70 c 
54C-58A 
85 h 
88'-91 m 
87л 
81' 
77n-96* 
83*-89m 
95" 
91' 
87' 
9Г-93' 
921 
91 л 
93е 
77» 
90-96" 
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Compound 
3Θ 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
Approach" 
endo 
exo 
exo 
endo 
exo 
exo 
syn to olefin 
syn to phenyl 
syn to phenyl 
trans 
CIS 
syn to phenyl 
anti to phenyl 
anti 
trans 
trans 
anti to olefin 
endo 
anti to diene 
Predicted (%) 
53 
82 
83 
62 
89 
88 
42 
23 
35 
25 
50 
54 
50 
56 
57 
57 
42 
96 
100 
NaBH/ 
86ш 
85ш 
85ш 
95* 
81* 
61 o c 
73"c 
50 a d 
82ш 
100 a ' 
LiAüV 
91* 
931 
901 
67* 
921 
94» 
92-95* 
62-81* 
50a6 
35-36о с 
73-86°с 
50-65л е 
77-85" 
89е 
LiAl(0-t-Bu)3Hb 
98* 
100* 
93* 
55 о а 
58а Ь 
52 о с 
46 а с 
84е 
a) Yields are given for this side of reagent approach, b) Stereoisomenc yield in %, variations between 
reported values can mostly be attnbuted to differences m solvents or reactant ratios, c) J Am Chem 
Soc 1965, 87, 5620, d) J Org Chem 1976, 41, 2890, e) J Am Chem Soc 1970, 92, 6894, f) J 
Org Chem 197β, 41, 2396, g) fluii Soc Chtm Fr 1972, 2814, h) J Org Chem 1980, 45, 653, i) 
J Am Chem Soc 1970, 92, 709, j) Can J Chem 1979, 57, 2823, k) TetroAairon 1970, 26, 2411, 
1) Tetrahedron Lett 197S, 2627, m) Tetrahedron Lett 1968, 6127, n) J Org Chem 1978, 1126, o) J 
Am Chem Soc 1988, 110, 3328, p) J Am Chem Soc 1991, 113, 5018, q) Tetrahedron Lett 1973, 
3295, r) Tetrahedron 1990 46, 6053, a) Tetrahedron 1979, 35, 969, t) J Am Chem Soc I960, 78, 3752, 
u) J Chem Soc 1950, 687, v) J Am Chem Soc 19Θ5, 87, 379, w) J Am Chem Soc 19ββ, 88, 
2811, χ) Chem Ber 1Θ5Θ, 89, 2738, y) J Am Chem Soc I960, 82, 627, z) Bull Chem Soc Jpn 
1989, 62, 459, aa) Can J Chem 1981, 59, 459, ab) J Am Chem Soc 1986, 108, 1598, ac) Bull 
Chem Soc Jpn , 1989, 62, 2342, ad) J Chem Soc , Chem Commun 1992, 1711, ae) Tetrahedron 
Lett 1974, 1233, of) J Am Chem Soc 1972, 94, 5366, 
which is different from the transition state leading to the trans product This 
is a result of the absence of distinct energy barriers between the different ori­
entations of the envelope conformation, an effect also discussed in the previous 
chapter If the two facial transition states relax to different geometries, the va­
lidity of the model is doubtful, because it is based on a comparison of two effects 
a nonbonded repulsion and a (torsional) interaction with the vicinal bonds. In 
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trans approach cis approach 
Figure 6.8: MM2 optimized transition states of 2-metbylcyclopentauone. 
(entirely) different transition state geometries, these interactions may not be com-
parable anymore. A possible method to detect the occurrence of this problem 
is to perform a least-squares fit of the ring atom positions (or internal torsions) 
after force field optimization. Both transition states should still have the same 
basic ring conformation. 
Finally, two isolated deviations between model and practice deserve some 
comments. First, the extremely high yield of equatorial attack observed for 
structure 17 with respect to 16 is puzzling. Although the facial preference is 
correctly predicted, the difference is not reproduced by the model. As this effect 
is based on only one experiment,87 it should not be given too much attention. 
The second case concerns structure 5 for which the model overestimates the steric 
interactions caused by the íerí-butyl group. This interaction may be tuned down 
by the introduction of a <ert-butyl superatom with its own van der Waals radius. 
In summary, the model gives reliable results for several important classes of 
compounds.88 Most of the poor results can be recognized in advance (electroneg-
ative functionalities or neighboring unsaturation), or afterwards (deviating ring 
geometry). It was found that minor modifications of structures or force field pa-
rameters only marginally influence the predictions of the stereochemical result of 
the reaction. This is an important observation in the context of the application 
of the force field based method within the interactive set-up of LHASA. To reach 
the required high speed, structures with a lower level of optimization will have 
to be used. 
Automated assessment of stereoselectivity 157 
6.4 Proposed implementation in LHASA 
Force field based models for stereoselectivity predictions axe usable for implemen­
tation in LHASA. They are preferred over the Wipke/Gund approach for three 
reasons: (1) the effect of parameter modifications is more predictable; (2) the 
scope and limitations of the model axe more clearly defined; and (3) recently, the 
force field approach has been applied to various reactions,2,89,90 which allows the 
utilization of literature parameters. Cases for which the current force field model 
predicts erroneous results are easily recognized, and for these cases predictions 
might be improved by the introduction of electrostatic terms and modified van 
der Waals parameters. However, even with the simplest (fastest) model, the easy 
recognition of problem structures already prevents fully incorrect predictions. For 
many compounds, the literature values are satisfactorily reproduced to allow a 
LHASA implementation of semiquantitative predictions through a five-step scale: 
Predicted yield product A AE (kcal/mol) LHASA interpretation 
> 8 0 % 
60-80% 
40-60% 
20-40% 
< 2 0 % 
> 1.47 
0.24-1.47 
-0.24-0.24 
-1.47—0.24 
< -1.47 
only product A 
predominately product A 
mixture of stereoisomers 
predominately product В 
only product В 
Knowledge base transforms must be able to access the stereoselectivity prediction 
through a new CHMTRN keyword. This keyword, when used in a transform, 
will prompt the stereochemical analysis. This analysis yields the feasibility of 
stereoselective generation of the current target molecule, expressed as one of the 
five possibilities mentioned above. The transform can then be killed if the other 
product is expected, and an appropriate warning can be sent to the user if a 
mixture of products is expected. The cases which are known not to be predicted 
with sufficient reliability, e.g. five-membered rings in the current model, could 
also be handled through such a user warning. 
Any stereochemical perception routine in LHASA dealing with kinetically 
controlled reactions will depend on structural models generated with a 3D builder. 
As discussed in Chapter 5, a model builder is still being developed for LHASA, 
but it will certainly benefit from the implementation of a force field. The inclusion 
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of the full MM2 parameter set will probably turn out to be computationally too 
expensive, while limited force fields will require generation of new parameters 
(reported values are usually for MM2). Fortunately, parameter optimization can 
be simplified using a program which generates force field parameters by fitting 
them to experimental values.91 
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Samenvatting 
Binnen de organisch-chemische synthese zijn de grenzen steeds verder verlegd 
in de richting van complexere moleculen. Dit is mede te danken aan de steeds 
betere en meer systematische planning voorafgaand aan de werkelijke synthese. 
Het aantal theoretisch mogelijke syntheseroutes is vaak formidabel, maar slechts 
enkele zullen werkelijk op efficiënte wijze tot succes leiden. Traditioneel gebruiken 
chemici (vaak onbewust) associatieve denkprocessen om snel een kansrijke synthe-
seroute op te stellen. Deze op zich vaak succesvolle benadering heeft als nadeel 
dat het syntheseplan in belangrijke mate bepaald wordt door de persoonlijke 
voorkeur en expertise van de chemicus. Door het syntheseplan systematisch on-
der te verdelen in subproblemen, kan het in hoge mate worden gerationaliseerd. 
Dit gedachtenproces, de retrosynthetische analyse, overweegt in eerste instantie 
constructiereacties die direct tot het doelmolecule leiden. Vervolgens wordt een 
selectie van de resulterende uitgangsstoffen aan dezelfde analyse onderworpen. Zo 
wordt het molecule op de tekentafel stapsgewijs ontleed tot eenvoudig verkrijgbare 
uitgangsstoffen. Deze benadering leent zich goed voor computer-implementatie, 
hetgeen reeds rond 1970 met een prototype werd gedemonstreerd: het begin van 
de computer ondersteunde organische synthese. Dit proefschrift beschrijft de ont-
wikkeling en implementatie van een aantal nieuwe algoritmen op dit vakgebied. 
Hoofdstuk 2 geeft een literatuuroverzicht van de computer-ondersteunde or-
ganische synthese. Het beschrijft de fundamentele ontwikkelingen die ten grond-
slag liggen aan de hedendaagse organisch-chemische software, zoals grafische user 
interfaces die structuurformules kunnen hanteren, methoden voor de compacte, 
eenduidige opslag van structuren, alsmede algoritmen voor het herkennen van 
identieke structuren, substructuur-zoeken en ringherkenning. Met name de ont-
wikkeling van efficiënte substructuur-zoekalgoritmen heeft geleid tot de opkomst 
van reactiedatabases, waarvan de verschillende toepassingen besproken worden. 
Daarnaast wordt aandacht besteed aan de hoofdlijnen in de synthese-plannings-
software en wordt het LHASA systeem, waarvoor de nieuwe procedures wer-
den ontwikkeld die in hoofdstuk 4, 5 en 6 worden beschreven, in meer detail 
doorgelicht. LHASA is een project dat rond 1970 werd geïnitieerd door Prof. 
E. J. Corey aan de Harvard University en dat tegenwoordig in een internationale 
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samenwerking verder ontwikkeld wordt. Het voert steeds één of enkele stappen 
uit in de retrosynthetische analyse van een doelmolecule op basis van een knowl-
edge base die reactiebeschrijvingen bevat in de vorm van algemene vuistregels. 
LHASA heeft een belangrijk interactief element: de gebruiker selecteert uit alle 
voor het doelmolecule gegenereerde uitgangsstoffen de meest veelbelovende. Deze 
worden dan de nieuwe doelmoleculen in de volgende cyclus van LHASA's retro-
synthetische analyse. 
Hoofdstuk 3 richt zich op de moderne "in-house" reactiedatabases, die in ver-
schillende formats beschikbaar zijn. Zowel vanuit gebruikersoogpunt, als vanuit 
het database-onderhoudsperspectief, is een uniforme toegang tot deze databases 
wenselijk. Hiervoor is het noodzakelijk dat reactiedata uitgewisseld kunnen wor-
den tussen de verschillende database-systemen. Met dit oogmerk is een volledige 
conversie uitgevoerd tussen de twee belangrijkste systemen, REACCS en ORAC 
De grote verschillen in interne structuur leidden tot uiteenlopende problemen, 
waarvoor de gekozen oplossingen zijn beschreven. Tot slot wordt met de ver-
gaarde kennis de interne structuur van reactiedatabases becommentarieerd. 
Hoofdstuk 4 houdt zich bezig met de LHASA-ondersteunde synthese plan-
ning van Steroiden, een belangrijke klasse van hormonale verbindingen. Het 
begint met een overzicht van de hoofdstromingen in de steroïdsynthese, waar-
bij drie substrategieën worden onderscheiden: (1) stapsgewijze opbouw van het 
steroïdskelet via enkelvoudige constructiereacties (meest condensatiereacties), (2) 
gelijktijdige vorming van twee skeletbindingen (cycloaddities) en (3) vorming van 
het skelet in een "ritssluitings"-reactie (polyeencyclisaties). Ter beoordeling van 
de prestaties van LHASA voor elk van deze strategieën, werd een gedetailleerde 
LHASA analyse uitgevoerd van een belangrijk steroide, namelijk desogestrel. De 
gegenereerde syntheseroutes bleken alleen gebruik te maken van condensatie- en 
cycloadditiechemie; echter polyeencyclisaties werden niet gevonden. De oorzaak 
hiervan is specifiek voor dit reactietype: LHASA beslist aan de hand van vaste 
substructuren of een reactie toepasbaar is, terwijl polyeencyclisaties een scala aan 
ringsysternen kunnen genereren. Dit werd ondervangen met een nieuwe LHASA 
module, die niet alleen in staat is strategische polyeencyclisaties te onderkennen 
in ringsysternen van variabele omvang, maar ook om meerstaps reactiesequen-
ties te genereren ter introductie van de voor polyeencyclisaties essentiële initiatie 
en terminatie functionaliteiten. Een meer algemeen probleem, dat geconstateerd 
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werd in de desogestrel analyse, was de vroegtijdige onderbreking van analyses 
die naar een efficiënte syntheseroute geleid zouden hebben. Het probleem dat 
hieraan ten grondslag ligt is de combinatorische explosie: LHASA is in staat om 
meer (retro)reacties te genereren dan de gebruiker ooit zal kunnen overzien. In 
de beperkingen die de gebruiker en het programma zich dus moeten opleggen 
sneuvelen vaak goede syntheseroutes. Het hoofdstuk wordt afgesloten met een 
aantal suggesties om dit probleem terug te dringen. 
Het centrale thema in hoofdstuk 5 is de expansie van LHASA naar de derde 
dimensie. Recent is LHASA (aan de Harvard University) uitgebreid met een pro-
totype van een 3D builder een routine die platte invoerstructuren kan omzetten 
in drie-dimensionale modellen. Voor praktische toepassingen in met name de 
stereochemische perceptie-routines was dit prototype nog ongeschikt, hetgeen 
aanleiding was voor het werk beschreven in dit hoofdstuk. Daartoe werd eerst 
een studie opgezet naar de initiële kwaliteit van de structuren verkregen met de 
3D builder. De benodigde evaluatie-procedures voor de vergelijking van door 
LHASA gegenereerde modellen met conformaties afkomstig van andere bronnen 
(met name kristalstructuren) moesten ontwikkeld worden. De toepassing van 
deze procedures leidde tot de vaststelling van een vijftal knelpunten in de 3D 
builder. Algoritmische verbeteringen werden uitgevoerd ter bestrijding van drie 
van deze tekortkomingen: de symmetrie-behandeling, de gebrekkige optimalisatie 
van acyclische fragmenten en het buitensporige aantal conformaties dat gecreëerd 
wordt. Het hoofdstuk besluit met suggesties voor verdere ontwikkelingen, met 
name in de richting van een substantiële uitbreiding van de template database. 
Ter ondersteuning van deze suggestie is een pilot-studie met steroïd-conformaties 
uitgevoerd. 
Hoofdstuk 6 beschrijft een studie naar de mogelijkheden om, binnen de in-
teractieve tijdsschaal van LHASA, de stereochemische uitkomst van kinetisch 
bepaalde reacties in te schatten. Hierbij worden op puur empirische wijze de 
effecten gesimuleerd die optreden in de beide overgangstoestanden behorend bij 
de twee mogelijke stereoisomeren van het product. Het sterische effect wordt 
uitgedrukt als een functie van een afstand, namelijk de grootste inbreuk op de 
van der Waals straal die zich voordoet in het reactietraject. Het electronische 
effect wordt gesimuleerd als een functie van enkele torsiehoeken, hetgeen geratio-
naliseerd wordt met een gedeeltelijke eclipsing van de zich vormende binding(en) 
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met naburige bindingen. Twee literatuurmethoden om deze parameters om te 
zetten in pseudo-energiewaarden en een bijbehorende productverhouding, zijn 
onderzocht. De eerste methode fit de van der Waals overlap en de relevante 
torsiehoeken op de literatuurwaarden voor de productverhoudingen waaruit een 
empirische relatie ontstaat. De tweede methode introduceert nieuwe parameters 
in een force field die het mogelijk maken de overgangstoestand te optimaliseren. 
Dit hoofdstuk vergelijkt beide methoden aan de hand van een representatieve 
set literatuurwaarden voor een modelreactie (de hydride reductie van ketonen). 
Deze vergelijking laat zien dat de tweede aanpak tot betere resultaten leidt. Het 
hoofdstuk besluit met suggesties voor de integratie van deze aanpak in LHASA. 
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Summary 
Organic synthesis has shown substantial progress in the last couple of decades, 
which can be partly attributed to the improved and systemized planning prior to 
the actual synthesis. For a given synthesis, only a few of the theoretically possible 
routes turn out to be feasible and efficient in practice. Traditionally, chemists 
each use their own highly associative reasonings to develop effective synthesis 
plans. Despite the successes reached with this approach, it still has the serious 
disadvantage that personal knowledge and preferences largely determine and so, 
limit the scope of the ultimate synthesis plan. A proven approach to enlarge the 
scope of synthesis design has been to rationalize the problem by systematically 
dividing the synthesis problem into subproblems. This thought process, the ret-
rosynthetic analysis, considers initially only the one-step syntheses toward the 
target molecule. Next, a selected subset of the starting materials is subjected 
to the same analysis. This procedure is repeated until readily available starting 
materials are obtained. This systematic approach can be implemented in a com-
puter program, which was demonstrated with a prototype at the end of the 1960s; 
this marked the start of computer-assisted organic synthesis. Contributions to 
this field are described in this thesis, in particular, new algorithms and their 
implementation in reaction retrieval systems and synthesis planning programs. 
Chapter 2 presents a brief literature review of the computer-assisted organic 
synthesis. It describes the fundamental developments on which modern organic 
chemical software is founded: graphical user interfaces to deal with chemical 
structures; methods for compact, unambiguous storage of structures; and algo-
rithmic developments for structure comparison, substructure searching, and ring 
perception. The design of efficient substructure searching algorithms has espe-
cially enabled the maturation of modern reaction databases, a class of systems 
which is discussed in more detail. Furthermore, the two mainstreams in synthe-
sis planning systems are discussed, the logic-oriented and the knowledge-oriented 
approach, with a special focus on the LHASA system as an example of the latter 
approach. Several newly developed procedures specific to the LHASA program 
are discussed in Chapter 4, 5, and 6. LHASA is a project initiated in the early 
1970s by Professor E. J. Corey at Harvard University, and is continuously devel-
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oped via a world-wide collaborative research effort. The program executes one 
or a few steps in the retrosynthetic analysis of the target molecule, based on a 
knowledge base with heuristics-driven reaction descriptions. The interactive as-
pect of LHASA is very important; the user selects the most promising ones from 
all potential starting materials for the target molecule. Only these selected pre-
cursors will be the target molecules in the next cycle of LHASA'S retrosynthetic 
analysis. 
Chapter 3 deals with the modern "in-house" reaction databases, which are 
commercially available in several data formats. A uniform access to these data-
bases is highly desirable, as it simplifies database usage and management. This 
objective requires exchange of chemical data between these different database 
systems. To meet this goal, a full conversion between the two leading systems, 
REACCS and ORAC was completed. The approaches chosen to overcome the 
major differences in internal structure are described. The in-depth knowledge 
gained about both the REACCS and ORAC internal database structures is used 
to briefly discuss the desirable features of reaction database structures in general. 
Chapter 4 discusses the LHASA-aided synthesis planning of steroids, an im-
portant class of hormonal compounds. It distinguishes three basic synthesis 
strategies: (1) the synthesis of the steroid skeleton through single-step construc-
tion reactions (mostly condensation reactions); (2) simultaneous generation of 
two skeleton bonds (cycloadditions); and (3) one-step generation of the steroid 
nucleus in a zipper-type reaction (polyene cyclizations). The performance of 
LHASA with respect to each of these strategies was evaluated based on a detailed 
LHASA analysis of an important steroid, viz. desogestrel. All generated synthe-
sis routes were found to be representatives of the condensation or cycloaddition 
approach; no polyene cyclizations were found. This disappointing result could be 
attributed to LHASA'S use of predefined substructures to decide on the applica-
bility of a reaction, which conflicts with the flexibility of the polyene cyclization 
method. This shortcoming of LHASA was remedied with a new module, which 
could not only recognize strategic polyene cyclizations in various ring systems, 
but also generate the required powerful initiation and termination functionalities. 
A more general problem observed in the desogestrel analysis, was the premature 
interruption of analyses that would have led to efficient synthesis routes. This re-
grettable behavior is a result of attempts to suppress the so-called combinatorial 
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explosion, i.e., the fact that LHASA, in theory, could generate more synthetic 
suggestions than the user can possibly deal with. As a consequence, both the 
user and the program must cancel many analyses to cut down the number of 
results. The chapter is concluded with a few suggestions on how to reduce this 
problem. 
The central theme in Chapter 5 is the expansion of LHASA in the third dimen-
sion. Recently, LHASA was extended with a prototype model builder (at Harvard 
University), which is a module to convert two-dimensional input structures into 
three-dimensional structural models. The quality of the models was still insuffi-
cient for application in stereochemical perception routines, prompting the work 
described in this chapter. First, an overview of the performance of the prototype 
was needed. Therefore, evaluation procedures were developed to compare the 
generated molecular geometries with structures obtained form external sources 
(in particular, crystal structures). Application of these procedures led to the 
determination of five main deficiencies in the 3D builder. Algorithmic improve-
ments have been developed and implemented for three of these shortcomings: the 
lack of symmetry perception, the poor optimization of acyclic fragments, and the 
unmanageable number of conformations generated. The chapter concludes with 
detailed suggestions for further developments, the foremost suggestion being a 
major database extension. This important proposal is supported with a pilot 
study using steroid conformations. 
Chapter 6 describes models to assess the stereochemical outcome of kinetically 
controlled reactions within the interactive time scale of LHASA. These models 
simulate empirically the effects important in the transition states toward the 
two stereoisomeric products. The steric effect is expressed as a distance, the 
largest infringement(s) on the van der Waals radii occurring along the reaction 
trajectory. The electronic effect is considered to be a function of a few torsion 
angles, which is rationalized with an eclipsing interaction between the incipient 
bond and the neighboring bonds. Two literature models are considered that use 
these geometric variables to calculate pseudo transition state energies, which are 
easily converted to a product ratio. The first model uses an empirical relation 
obtained from a fitting procedure of the van der Waals overlap and relevant 
torsion angles onto a set of published product ratios. The second model uses a 
force field adjusted for transition state optimization. Both methods are compared 
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using a set of representative literature-derived results for a model reaction (the 
hydride reduction of ketones); it is concluded that the force field based model is 
to be preferred. The chapter concludes with suggestions for the integration of 
this approach into LHASA. 
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