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ALGEBRAIC DE RHAM COHOMOLOGY OF LOG-RIEMANN
SURFACES OF FINITE TYPE
KINGSHOOK BISWAS
Abstract. Log-Riemann surfaces of finite type are certain branched cover-
ings, in a generalised sense, of C. They have finitely generated fundamental
group and finitely many ramification points, but ramification points of infi-
nite order are allowed (in which case the map has infinite degree). Biswas and
Perez-Marco showed that any such log-Riemann surface is given by a meromor-
phic function pi on a punctured Riemann surface S′ (i.e. a compact Riemann
surface S minus finitely many punctures) such that the differential dpi has ex-
ponential singularities at the punctures (for example in the case of genus zero
with one puncture these are given by functions of the form pi =
∫
R(z)eP (z)dz,
where R is a rational function, and P is a polynomial of degree equal to the
number of infinite order ramification points). Let R be the set of infinite
order ramification points and let S∗ = S′ ⊔ R. We define an algebraic de
Rham cohomology group H1
dR
(S∗) (given by certain differentials with expo-
nential singularities modulo differentials of certain functions with exponential
singularities) for which we show that integration along curves gives a nonde-
generate pairing with the relative homology group H1(S∗,R;C). In particular
the dimension of H1
dR
(S∗) is 2g + #R + (n − 2), where g is the genus of
S and n the number of punctures. The periods of these differentials along
curves joining the infinite order ramification points can be written in the form∫
γ
R1(z, w)e
∫
R2(z,w)dzdz, where z,w are meromorphic functions generating
the function field of S, R1, R2 are rational functions of z,w, and γ is a curve
such that z →∞ along certain directions at the two endpoints of γ.
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1. Introduction
We recall that for a nonsingular projective algebraic curve S over C (Riemann
surface), the algebraic de Rham cohomology group H1dR(S) may be defined as the
quotient of the space of differentials of the second kind (meromorphic 1-forms with
1
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all residues equal to zero) by the subspace of exact differentials (differentials of
meromorphic functions). Integration along closed curves gives a nondegenerate
pairing of H1dR(S) with the homology H1(S,C) of S, so that the dimension of
H1dR(S) is 2g, where g is the genus of S.
A choice of nonconstant meromorphic function z on S realizes S as a finite
sheeted branched covering of the Riemann sphere Cˆ. In this article we define an
algebraic de Rham cohomology group and a period pairing for certain branched
coverings, in a generalized sense, of C, namely log-Riemann surfaces of finite type,
which are given by transcendental functions of infinite degree. A log-Riemann
surface consists of a Riemann surface together with a local holomorphic diffeomor-
phism π from the surface to C such that the set of points R added to the surface,
when completing it with respect to the path-metric induced by the flat metric dπ,
is discrete. Log-Riemann surfaces were defined and studied in [BPM15a] (see also
[BPM06]), where it was shown that the map π restricted to any small enough
punctured metric neighbourhood of a point w∗ in R gives a covering of a punc-
tured disc in C, and is thus equivalent to either (z 7→ zn) restricted to a punctured
disc {0 < |z| < ǫ} (in which case we say w∗ is a ramification point of order n)
or to (z 7→ ez) restricted to a half-plane {ℜz < C} (in which case we say w∗ is a
ramification point of infinite order).
A log-Riemann surface is said to be of finite type if it has finitely many ram-
ification points and finitely generated fundamental group. We will only consider
those for which the set of infinite order ramification points is nonempty (otherwise
the map π has finite degree and is given by a meromorphic function on a compact
Riemann surface). In [BPM15b], [BPM13], uniformization theorems were proved
for log-Riemann surfaces of finite type, which imply that a log-Riemann surface
of finite type is given by a pair (S′ = S − {p1, . . . , pn}, π), where S is a compact
Riemann surface, and π is a meromorphic function on the punctured surface S′
such that the differential dπ has essential singularities at the punctures of a specific
type, namely exponential singularities.
Given a germ of meromorphic function h at a point p of a Riemann surface, a
function f with an isolated singularity at p is said to have an exponential singularity
of type h at p if locally f = geh for some germ of meromorphic function g at p,
while a 1-form ω is said to have an exponential singularity of type h at p if locally
ω = αeh for some germ of meromorphic 1-form α at p. Note that the spaces of
germs of functions and 1-forms with exponential singularity of type h at p only
depend on the equivalence class [h] in the space Mp/Op of germs of meromorphic
functions at p modulo germs of holomorphic functions at p.
Thus the uniformization theorems of [BPM15b], [BPM13] give us n germs of
meromorphic functions h1, . . . , hn at the punctures p1, . . . , pn, with poles of orders
d1, . . . , dn ≥ 1 say, such that near a puncture pj the map π is of the form
∫
gje
hjdz,
where gj is a germ of meromorphic function near pj and z a local coordinate near
pj. The punctures correspond to ends of the log-Riemann surface, where at each
puncture pj , dj infinite order ramification points are added in the metric completion,
so that the total number of infinite order ramification points is
∑
j dj . The dj
infinite order ramification points added at a puncture pj correspond to the dj
directions of approach to the puncture along which ℜhj → −∞ so that e
hj decays
exponentially and
∫ z
gje
hjdz converges. In the case of genus zero with one puncture
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for example, which is considered in [BPM15b], π must have the form
∫
R(z)eP (z)dz
where R is a rational function and P is a polynomial of degree equal to the number
of infinite order ramification points.
For a log-Riemann surface of finite type we would like to define a period pair-
ing between differentials and curves on the surface which takes into account the
extra structure coming from the infinite order ramification points. It is natural to
consider then, in addition to closed curves, also curves joining the infinite order
ramification points. As the infinite order ramification points correspond to direc-
tions of approach to the punctures, we need to consider differentials whose integrals
along curves asymptotic to these directions converge.
Let S∗ := S′ ⊔R be the space obtained by adding the infinite order ramification
points to the punctured surface S′. Let Ω(S∗) be the space of 1-forms meromor-
phic on S′ and with exponential singularities at the punctures p1, . . . , pn of types
h1, . . . , hn, and let ΩII(S
∗) be the subspace of such 1-forms whose residues at all
points of S′ vanish (this will be the analogue of the differentials of the second kind).
LetM(S∗) be the space of functions f which are meromorphic on S′ with exponen-
tial singularities at the punctures p1, . . . , pn of types h1, . . . , hn. For f in M(S
∗)
the differential df lies in ΩII(S
∗), and f vanishes at all the infinite order ramifi-
cation points, thus so do the integrals of df over curves joining the infinite order
ramification points. We let dM(S∗) ⊂ ΩII(S
∗) be the space of such differentials,
and define the algebraic de Rham cohomology group of the log-Riemann surface to
be the quotient space
H1dR(S
∗) := ΩII(S
∗)/dM(S∗)
The integrals of cohomology classes along closed curves in S and along curves
joining infinite order ramification points are then well-defined, giving a bilinear
pairing between H1dR(S
∗) and the relative homology H1(S
∗,R;C).
Theorem 1.1. The period pairing H1dR(S
∗)×H1(S
∗,R;C)→ C is nondegenerate.
In particular
dimH1dR(S
∗) = dimH1(S
∗,R;C) = 2g+(n−1)+
∑
j
(dj−1)+(n−1) = 2g+#R+(n−2)
We can also consider the subspaces O(S∗) ⊂ M(S∗) and Ω0(S∗) ⊂ ΩII(S
∗)
of functions and 1-forms respectively in these spaces which are holomorphic on
S′. The differential of any f in O(S∗) lies in Ω0(S∗) and we can define another
cohomology group H1dR,0(S
∗) := Ω0(S∗)/dO(S∗).
Theorem 1.2. The period pairing H1dR,0(S
∗)×H1(S
∗,R;C)→ C is nondegenerate.
In particular
dimH1dR,0(S
∗) = dimH1(S
∗,R;C) = 2g +#R+ (n− 2)
The proofs of the above theorems will be given in section 5.
We note that all the spaces of functions and differentials defined above only
depend on the types h1, . . . , hn of the exponential singularities of dπ, which are
unaltered if the differential dπ is multiplied by a non-zero meromorphic function. It
is natural then to consider a less rigid structure than that of a log-Riemann surface.
Namely we declare two maps π1, π2 inducing log-Riemann surface structures of finite
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type on a surface S to be equivalent if the function dπ1/dπ2 is meromorphic on S,
and define an exp-algebraic curve to be an equivalence class of such finite type log-
Riemann surfaces. Then exp-algebraic curves correspond precisely to the data of a
compact Riemann surface S together with a Mittag-Leffler distribution of principal
parts (h1, . . . , hn) of meromorphic functions at punctures p1, . . . , pn.
Periods of differentials with exponential singularities have also appeared in the
work of Bloch-Esnault ([BE04]), who define homology and cohomology groups asso-
ciated to an irregular connection on a Riemann surface, and show that an associated
pairing is nondegenerate. It is not clear however how the groups defined in [BE04]
are related to the ones defined in this article.
Certain functions with exponential singularities, namely the n-point Baker-
Akhiezer functions ([Bak28], [Akh61]), have been used in the algebro-geometric
integration of integrable systems (see, for example, [Kri76], [Kri77a] and the sur-
veys [Kri77b], [Dub81], [KN80], [DKN85]). Given a divisor D on S′, an n-point
Baker-Akhiezer function (with respect to the data ({pj}, {hj}, D)) is a function
f in the space M(S∗) satisfying the additional properties that the divisor (f) of
zeroes and poles of f on S′ satisfies (f) +D ≥ 0, and that f · e−hj is holomorphic
at pj for all j. For D a non-special divisor of degree at least g, the space of such
Baker-Akhiezer functions is known to have dimension degD − g + 1.
In section 3 we show how to naturally associate to the data H = {hj} a degree
zero line bundle LH together with a meromorphic connection ∇H and a single-
valued horizontal section sH. These can be used to construct a non-zero mero-
morphic function f0 on S
′ with the prescribed types of exponential singularities
h1, . . . , hn at the punctures p1, . . . , pn, so that all the spaces of functions and 1-
forms defined above associated to the data {hj} are non-trivial.
Finally we remark that functions and differentials with exponential singularities
on compact Riemann surfaces have also been studied by Cutillas ([Cut84], [Cut89],
[Cut90]), where they arise naturally in the solution of the Weierstrass problem
of realizing arbitrary divisors on compact Riemann surfaces, and by Taniguchi
([Tan01], [Tan02]), where entire functions satisfying certain topological conditions
(called ”structural finiteness”) are shown to be precisely those entire functions
whose derivatives have an exponential singularity at ∞, namely functions of the
form
∫
Q(z)eP (z) dz, where P,Q are polynomials.
Acknowledgements. The author would like to thank R. Perez-Marco for nu-
merous helpful discussions. The author was partly supported by Department of
Science and Technology research project grant DyNo. 100/IFD/8347/2008-2009.
2. Log-Riemann surfaces of finite type and exp-algebraic curves
We recall some basic definitions and facts from [BPM15a], [BPM15b], [BPM13].
Definition 2.1. A log-Riemann surface is a pair (S, π) where S is a Riemann
surface and π : S → C is a local holomorphic diffeomorphism such that the set of
points R added to S in the completion S∗ := S ⊔R with respect to the path metric
induced by the flat metric |dπ| is discrete.
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The map π extends to the metric completion S∗ as a 1-Lipschitz map. In
[BPM15a] it is shown that the map π restricted to a sufficiently small punctured
metric neighbourhood B(w∗, r) − {w∗} of a ramification point is a covering of
a punctured disc B(π(w∗), r) − {π(w∗)} in C, and so has a well-defined degree
1 ≤ n ≤ +∞, called the order of the ramification point (we assume that the order
is always at least 2, since order one points can always be added to S and π extended
to these points in order to obtain a log-Riemann surface).
Definition 2.2. A log-Riemann surface is of finite type if it has finitely many
ramification points and finitely generated fundamental group.
For example, the log-Riemann surface given by (C, π = ez) is of finite type (with
the metric |dπ| it is isometric to the Riemann surface of the logarithm, which has
a single ramification point of infinite order), as is the log-Riemann surface given by
the Gaussian integral (C, π =
∫
ez
2
dz), which has two ramification points, both of
infinite order, as in the figure below:
1
1
1
1
−1 1
−1
−1
−1
−1
Log-Riemann surface of the Gaussian integral
In [BPM13], it is shown that a log-Riemann surface of finite type (which has
at least one infinite order ramification point) is of the form (S′, π), where S′ is a
punctured compact Riemann surface S′ = S−{p1, . . . , pn} and π is meromorphic on
S′ and dπ has exponential singularities at the punctures p1, . . . , pn. Let h1, . . . , hn
be the types of the exponential singularities of dπ at the punctures p1, . . . , pn. As
described in [BPM13], each puncture pj corresponds to an end of the log-Riemann
surface where dj infinite order ramification points are added, dj being the order of
the pole of hj at pj.
Let w∗ be an infinite order ramification point associated to a puncture pj . An
ǫ-ball Bǫ around w
∗ is isometric to the ǫ-ball around the infinite order ramifica-
tion point of the Riemann surface of the logarithm (given by cutting and pasting
infinitely many discs together), and there is an argument function argw∗ : B
∗
ǫ → R
defined on the punctured ball B∗ǫ . While the function π, which is of the form
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π =
∫
ehjαj in a punctured neighbourhood of pj for some meromorphic 1-form αj ,
extends continuously to w∗ for the metric topology on S∗, in general functions of
the form f =
∫
ehjα (where α is a 1-form meromorphic near pj) do not extend
continuously to w∗ for the metric topology ([BPM06]). Limits of these functions in
sectors {p ∈ B∗ǫ : c1 < argw∗(p) < c2} do exist however and are independent of the
sector; we say that the function is Stolz continuous at points of R.
Definition 2.3. Define spaces of functions and 1-forms on S∗:
M(S∗) := {f meromorphic function on S′ : f has exponential singularities at
p1, . . . , pn of types h1, . . . , hn}
O(S∗) := {f ∈M(S∗) : f holomorphic on S′}
Ω(S∗) := {ω meromorphic 1− form on S′ : ω has exponential singularities at
p1, . . . , pn of types h1, . . . , hn}
ΩII(S
∗) := {ω ∈ Ω(S∗) : Residues of ω at all points of S′ vanish}
Ω0(S∗) := {ω ∈ Ω(S∗) : ω holomorphic on S′}
Functions inM(S∗) are Stolz continuous at points of R taking the value 0 there.
The integrals of 1-forms ω in ΩII(S
∗) over curves γ : [a, b] → S∗ joining points
w∗1 , w
∗
2 of R converge if γ is disjoint from the poles of ω and tends to these points
through sectors {p ∈ B∗ǫ : c1 < argw∗1 (p) < c2}, {p ∈ B
∗
ǫ : c1 < argw∗2 (p) < c2}
(since any primitive of ω on a sector is Stolz continuous).
The definitions of the above spaces only depend on the types {[hi] ∈Mpi/Opi}
of the exponential singularities of the 1-form dπ, which do not change if dπ is
multiplied by a meromorphic function. It is natural to define then a structure less
rigid than that of a log-Riemann surface of finite type.
Definition 2.4 (Exp-algebraic curve). Given a punctured compact Riemann sur-
face S′ = S − {p1, . . . , pn}, two meromorphic functions π1, π2 on S
′ inducing log-
Riemann surface structures of finite type are considered equivalent if dπ1/dπ2 is
meromorphic on the compact surface S. An exp-algebraic curve is an equivalence
class of such log-Riemann surface structures of finite type.
It follows from the uniformization theorem of [BPM13] that an exp-algebraic
curve is given by the data of a punctured compact Riemann surface and n (equiva-
lence classes of) germs of meromorphic functions H = {[hi] ∈ Mpi/Opi} with poles
at the punctures.
We can associate a topological space Sˆ to an exp-algebraic curve, given as a set
by Sˆ = S′∪R, where R is the set of infinite ramification points added with respect
to any map π in the equivalence class of log-Riemann surfaces of finite type, and
the topology is the weakest topology such that all maps π˜ in the equivalence class
extend continuously to Sˆ.
Finally, for a meromorphic function f on S′ (respectively meromorphic 1-form ω
on S′) with exponential singularities of types h1, . . . , hn at points p1, . . . , pn we can
define a divisor (f) =
∑
p∈S np ·p (respectively (ω) =
∑
p∈S mp ·p) by np = ordp(f)
if p ∈ S′ and np = ordpi (g) if p = pi, where g is a germ of meromorphic function
ALGEBRAIC DE RHAM COHOMOLOGY OF LOG-RIEMANN SURFACES OF FINITE TYPE7
at pi such that f = ge
hi (respectively mp = ordp(ω) if p ∈ S
′ and np = ordpi (α) if
p = pi, where α is a germ of meromorphic 1-form at pi such that ω = αe
hi).
Note that the divisor (f) can also be defined by np = Res(df/f, p), so it follows
from the Residue Theorem applied to the meromorphic 1-form df/f that the divisor
(f) has degree zero.
3. Exp-algebraic curves and line bundles with meromorphic
connections
Let (S,H = {[h1], . . . , [hn]}) be an exp-algebraic curve, where S is a compact
Riemann surface of genus g and h1, . . . , hn are germs of meromorphic functions at
points p1, . . . , pn. Let Ω(S) be the space of holomorphic 1-forms on S. The data
H defines a degree zero line bundle LH together with a transcendental section sH
of this line bundle which is non-zero on the punctured surface S′ as follows:
Solving the Mittag-Leffler problem locally for the distribution {h1, . . . , hn} gives
meromorphic functions on an open cover such that the differences are holomorphic
on intersections, and hence gives an element of H1(S,O). Under the exponential
this gives a degree zero line bundle as an element of H1(S,O∗). Explicitly this is
constructed as follows:
LetB1, . . . , Bn be pairwise disjoint coordinate disks around the punctures p1, . . . , pn
and let V be an open subset of S′ intersecting each disk Bi in an annulus Ui = V ∩Bi
around pi such that {B1, . . . , Bn, V } is an open cover of S. Define a line bundle
LH by taking the functions e
−hi to be the transition functions for the line bundle
on the intersections Ui. Define a holomorphic non-vanishing section of LH on S
′
by:
sH :=
1 on V
e−hi on Bi − {pi}
Define a connection ∇H on LH by declaring that ∇H(sH) = 0. Then for any
holomorphic section s on V , s = fsH for some holomorphic function f , and
∇H(s) = dfsH, so ∇H is holomorphic on V . On each disk Bi, letting si be the
section which is constant equal to 1 on Bi (with respect to the trivialization on Bi),
for any holomorphic section s on Bi, s = fsi for some holomorphic function f , and
si = e
hisH, so
∇H(s) = ∇H(fsi)
= ∇H(fe
hisH)
= (df + fdhi)e
hisH
= (df + fdhi)si
thus the connection 1-form of ∇H with respect to si is given by dhi, so ∇H is
meromorphic on Bi with a single pole at pi of order di + 1 ≥ 2.
Let s∗H be the unique section of the dual bundle L
∗
H on S
′ such that sH⊗s
∗
H = 1
on S′. Then for any non-zero meromorphic section s of LH, the function f := s⊗s
∗
H
is meromorphic on S′ with exponential singularities at p1, . . . , pn of types h1, . . . , hn,
and the divisors of s and f coincide. Thus the line bundle LH has degree zero. In
summary we have:
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Theorem 3.1. For any log-Riemann surface of finite type S∗, the line bundle
LH has degree zero and the maps s 7→ s ⊗ s
∗
H, f 7→ f · sH (respectively α 7→
α ⊗ s∗H, ω 7→ ω · sH) are mutually inverse isomorphisms between the spaces of
meromorphic sections of LH and M(S
∗) (respectively the spaces of meromorphic
LH-valued 1-forms and Ω(S
∗)) preserving divisors.
In particular the vector spaces M(S∗),O(S∗),Ω(S∗),ΩII(S
∗),Ω0(S∗) are non-
zero.
Proof: Since the isomorphisms above preserve divisors, the spaces O(S∗),Ω0(S∗)
correspond to the spaces of meromorphic sections of LH and meromorphic LH-
valued 1-forms which are holomorphic on S′, both of which are non-empty. ⋄
Proposition 3.2. The correspondence H 7→ (LH,∇H) gives a one-to-one corre-
spondence between exp-algebraic structures on S and degree zero line bundles on S
with meromorphic connections with all poles of order at least two, zero residues,
and trivial monodromy.
Proof: Since the connection 1-form of ∇H is given by dhi on Bi, all residues of ∇H
are equal to zero, while the monodromy of ∇H is trivial since sH is a single-valued
horizontal section.
Conversely, given such a meromorphic connection ∇ on a degree zero line bundle
L, if p1, . . . , pn are the poles of ∇ and ω1, . . . , ωn are the connection 1-forms of ∇
with respect to trivializations near p1, . . . , pn, then each ωi has zero residue at pi
and pole order at least two, hence there exist meromorphic germs h1, . . . , hn near
p1, . . . , pn such that ωi = dhi. We obtain an exp-algebraic curve (S,H(L,∇)).
It is clear for an exp-algebraic curve (S,H) that H(LH,∇H) = H, so the corre-
spondences are inverses of each other. ⋄
Finally we remark that by Serre Duality, the degree zero line bundle LH, given as
an element of H1(S,O), can also be described as an element of H0(S,Ω)∗ = Ω(S)∗
using residues, as the linear functional
ResH : Ω(S)→ C
ξ 7→
∑
i
Res(ξ · hi, pi)
4. The local period pairing
Let p = pi be one of the punctures of the exp-algebraic curve (S,H), and let
(U,w = 1/z) be a coordinate disk near p such that z(p) =∞ and h = hi is given by
h = zd, where d = di is the order of the pole of hi at pi. The completion U
∗ of the
punctured disk U ′ = U−{p} with respect to the metric |ez
d
||dz| is given by adding d
infinite order ramification points w∗0 , . . . , w
∗
d−1 to U
′, U∗ = U ′ ∪{w∗1 , . . . , w
∗
d}, such
that z ∈ U ′ converges to w∗j if z →∞ along any ray arg z = θ with |θ−(2j−1)π/d| <
π/2d.
Definition 4.1. Let Op([h]),Ωp([h]) be the spaces of holomorphic functions and
1-forms respectively on U ′ with exponential singularities of type h at p.
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Let γ ⊂ U ′ be a small circle around p traversed anticlockwise, and let γ1, . . . , γd−1 :
R → U ′ be curves such that γk(t) → w
∗
0 as t → −∞, γk(t) → w
∗
k as t → +∞ (so
that γk is a curve joining the infinite order ramification points w
∗
0 and w
∗
k). Then
the curves γ, γ1, . . . , γd−1 form a basis for H1(U
∗, {w∗0 , . . . , w
∗
d−1};C), and integra-
tion along curves gives a pairing of this space with the space Ωp([h])/dOp([h]), the
’local period pairing’ at p. We show in the following sections that this local period
pairing is nondegenerate.
First we show:
Theorem 4.2.
dimΩp([h])/dOp([h]) = d
.
4.1. Differentials of the form ω = zkez
d
dz. Let g(z)ez
d
dz be a differential in
Ωp([h]) with g meromorphic at infinity. In the case when g is a polynomial we have:
Proposition 4.3. (1) For d = 1,
C[z]ezdz = d(C[z]ez)
(2) For d ≥ 2,
C[z]ez
d
dz = d
(
C[z]ez
d
) d−2⊕
j=0
C · zjez
d
dz
Proof: For d = 1, ezdz = d(ez) and for k ≥ 0, zk+1ezdz = d(zk+1ez)−(k+1)zkezdz
(integration by parts), so the result follows by induction.
Let d ≥ 2. For 0 ≤ k ≤ d − 2 there is nothing to prove, for k = d − 1 we have
zd−1ez
d
dz = (1/d)d(ez
d
), and for k ≥ d− 1, zk+1 = zd−1zk−d+2 so
zk+1ez
d
dz =
1
d
d
(
zk−d+2ez
d
)
−
k − d+ 2
d
zk−d+1ez
d
dz
(integration by parts) so the result follows by induction. ⋄
For g a Laurent polynomial we have:
Proposition 4.4. For d ≥ 1,
C[z, 1/z]ez
d
dz = d
(
C[z, 1/z]ez
d
) d−2⊕
j=−1
C · zjez
d
dz
Proof: Let 1 ≤ k ≤ d, consider (1/zk)ez
d
dz. If k = 1 there is nothing to prove. If
1 < k ≤ d, then
ez
d
zk
dz = d
(
−ez
d
(k − 1)zk−1
)
+
d
k − 1
zd−kez
d
dz
(integration by parts) and we are done by the previous Proposition since d−k ≥ 0.
For k > d the result follows by induction since k − d < k. ⋄
Let Mp be the space of germs of meromorphic functions at p. Theorem 4.2
follows immediately from the following proposition:
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Proposition 4.5. For d ≥ 1,
Mp · e
zddz = d(Mp · e
zd)
d−2⊕
j=−1
C · zjez
d
dz
Proof: A straightforward induction using the proof of Proposition 4.4 above shows
that for k > 1,
ez
d
zk
dz =
k−1∑
j=1
αj,kd
(
ez
d
zj
)
+
d−2∑
j=−1
βj,kz
jez
d
dz
where the constants αj,k, βj,k are given by
αj,(j+kd)+1 =
(
−1
j
)(
d
j + d
)(
d
j + 2d
)
. . .
(
d
j + kd
)
, j ≥ 1, k ≥ 0,
βd−j,d+kj =
(
d
j − 1
)(
d
j − 1 + d
)(
d
j − 1 + 2d
)
. . .
(
d
j − 1 + kd
)
, 2 ≤ j ≤ d+1, k ≥ 0
and αj,k = βj,k = 0 otherwise.
Given ω = g(z)ez
d
dz ∈ Ωp([h]) with g a convergent Laurent series g(z) = gnz
n+
gn−1z
n−1 + · · ·+ g0 + g−1z
−1 + . . . , by Proposition 4.3
(gnz
n + . . . g0 + g−1z
−1)ez
d
dz ∈ d (Op)
d−2⊕
j=−1
zjez
d
dz
while for the remaining terms, using the above formula for z−kez
d
dz, we have an
equality of formal power series(
∞∑
k=2
g−k
zk
)
ez
d
dz = d



 ∞∑
j=1

 ∞∑
k=j+1
αj,kg−k

 1
zj

 ezd

+ d−2∑
j=−1
(
∞∑
k=2
βj,kg−k
)
zjez
d
dz
It suffices to show that the series on the right above are convergent:
Let C,R > 0 such that |g−k| ≤ CR
k. Choose k0 − 1 > d · (2R)
d. Then it is easy
to see from the above formulae that
|αj,k| ≤
(
1
j
)(
1
(2R)d
)(k−k0)/d
, j ≥ 1, k ≥ k0
|βd−j,k| ≤
(
1
(2R)d
)(k−k0)/d
, 2 ≤ j ≤ d+ 1, k ≥ k0
so ∑
k≥j+1
|αj,kg−k| < +∞
∑
k≥2
|βd−j,kg−k| < +∞
and moreover for j > k0,
∑
k≥j+1 |αj,kg−k| < C
′/j (for some C′ > 0), so the
power series with coefficient of zj equal to
∑
k≥j+1 αj,kg−k has a positive radius of
convergence. The proposition follows. ⋄
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4.2. Nondegeneracy of the local period pairing. Define a ”local period map-
ping” by
Φ : Ωp([h])→ C
d
ω 7→
(∫
γ
ω,
∫
γ1
ω, . . . ,
∫
γd−1
ω
)
The nondegeneracy of the local period pairing follows from the following Theo-
rem:
Theorem 4.6. For ω ∈ Ωp([h]),Φ(ω) = 0 if and only if ω ∈ dOp([h]).
For the computations which follow, it will be convenient to take the local coor-
dinate w = 1/z for this section only such that h(z) = −zd. As before we let γ be
a small circle going anticlockwise around p, and let γ1, . . . , γd−1 be curves joining
the ramification point w∗0 to w
∗
1 , . . . , w
∗
d−1 respectively.
By Proposition 4.5, it suffices to consider the periods of the differentials zje−z
d
dz, j =
−1, . . . , d− 2. Let Π be the ”period matrix”
Π =


∫
γ
z−1e−z
d
dz
∫
γ
e−z
d
dz . . .
∫
γ
zd−2e−z
d
dz∫
γ1
z−1e−z
d
dz
∫
γ1
e−z
d
dz . . .
∫
γ1
zd−2e−z
d
dz
...
...
. . .
...∫
γd−1
z−1e−z
d
dz
∫
γd−1
e−z
d
dz . . .
∫
γd−1
zd−2e−z
d
dz


Then Theorem 4.6 follows from:
Proposition 4.7. Π is nonsingular.
Proof: The first row of Π is (2πi, 0, 0, . . . , 0). It suffices to show then that the
(d− 1)-by-(d− 1) minor
Π1 =


∫
γ1
e−z
d
dz . . .
∫
γ1
zd−2e−z
d
dz
...
...
. . .
...∫
γd−1
e−z
d
dz . . .
∫
γd−1
zd−2e−z
d
dz


is nonsingular. Let ωk = e
2πik/d and vk be the row vector
vk = (
∫ ωk·∞
0
e−z
d
dz, . . . ,
∫ ωk·∞
0
zd−2e−z
d
dz)
Then the rows of Π1 are v1 − v0, v2 − v0, . . . , vd−1 − v0.
A change of variables z = ωkt
1/d gives∫ ωk·∞
0
zje−z
d
dz =
1
d
ωk
j+1Γ
(
j + 1
d
)
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for 0 ≤ k ≤ d− 1, j ≥ 0. Let Π2 be the matrix with rows v1, . . . , vd−1, then
detΠ2 =
∣∣∣∣∣∣∣∣∣
1
dΓ
(
1
d
)
ω1
1
dΓ
(
2
d
)
ω21 . . .
1
dΓ
(
d−1
d
)
ωd−11
1
dΓ
(
1
d
)
ω2
1
dΓ
(
2
d
)
ω22 . . .
1
dΓ
(
d−1
d
)
ωd−12
...
...
. . .
...
1
dΓ
(
1
d
)
ωd−1
1
dΓ
(
2
d
)
ω2d−1 . . .
1
dΓ
(
d−1
d
)
ωd−1d−1
∣∣∣∣∣∣∣∣∣
=
(
1
d
)(d−1)2
Γ
(
1
d
)
Γ
(
2
d
)
. . .Γ
(
d− 1
d
)
∣∣∣∣∣∣∣∣∣
ω1 ω
2
1 . . . ω
d−1
1
ω2 ω
2
2 . . . ω
d−1
2
...
...
. . .
...
ωd−1 ω
2
d−1 . . . ω
d−1
d−1
∣∣∣∣∣∣∣∣∣
=
(
1
d
)(d−1)2
Γ
(
1
d
)
Γ
(
2
d
)
. . .Γ
(
d− 1
d
)
(ω1 . . . ωd−1)Π1≤i6=j≤d−1(ωi − ωj)
6= 0
(using the formula for the Vandermonde determinant). It is easy to see that (−v0) =
v1 + v2 + · · ·+ vd−1, giving
detΠ1 = det(v1 − v0, . . . , vd−1 − v0)
= det(v1, v2, . . . , vd−1) + det(−v0, v2, . . . , vd−1) + det(v1,−v0, v3, . . . , vd−1)+
· · ·+ det(v1, . . . , vd−2,−v0)
= d detΠ2
so detΠ = 2πi detΠ1 = 2πid detΠ2 6= 0. ⋄
4.3. Local periods as residues of Borel transforms. In this section we show
that the local periods of a differential ω ∈ Ωp([h]) can also be represented as residues
of the Borel transform Bdf of order d of a certain function f = fω associated with
ω (where d is the order of the pole of h at p), and use it to give another proof of
the fact that ω is ’exact’ (ω ∈ dOp([h])) if all its local periods vanish.
We recall the definitions of Borel and Laplace transforms of order d ([Bal00] §5.1,
§5.2):
Definition 4.8 (Borel transform of order d in the direction θ). Given d ≥ 1
and f holomorphic in a small sector V = {0 < |w| < ρ, | argw − θ| < α/2}
centered around the direction θ ∈ R of opening α > π/d which is bounded near
the origin, let γ(θ) denote a closed curve starting out from the origin along a ray
argw = θ + (π + ǫ)/2d going up to a point w0 with |w0| < ρ, then going clockwise
along the circle {|w| = |w0|} till a ray argw = θ−(π−ǫ)/2d, and then going back to
the origin along this ray, where ǫ is chosen small enough so that γ(θ) is contained
in the sector V .
The Borel transform of order d of f in the direction θ is defined by
(Bdf)(ξ) =
1
2πi
∫
γ(θ)
wdf(z) exp((ξ/w)d)d(w−d)
ALGEBRAIC DE RHAM COHOMOLOGY OF LOG-RIEMANN SURFACES OF FINITE TYPE13
for ξ in an infinite sector W = {ξ 6= 0, | arg ξ − θ| < ǫ/2d} centered around the
direction θ.
Note that for ξ in W the integral converges absolutely and uniformly on compacts
(the exponential term decays rapidly along the radial parts of γ(θ) for ξ in W ), and
so Bdf is holomorphic in the sector W . Moreover by Cauchy’s Theorem the integral
is independent of the choices of w1, ǫ.
Definition 4.9 (Laplace transform of order d in the direction θ). Given d ≥ 1 and a
function g holomorphic in an narrow infinite sector W = {ξ 6= 0, | arg ξ−θ| < ǫ/2d}
centered around the direction θ of opening ǫ/d < 2π, such that g has exponential
growth of order at most d near ∞ (|g(ξ)| = O(exp(k|ξ|d)) for some constant k > 0),
the Laplace transform of order d of g in the direction θ is defined by
(Ldg)(w) := w
−d
∫ θ·∞
0
g(ξ) exp(−(ξ/w)d)d(ξd)
for w in a small sector V = {0 < |w| < ρ, | argw − θ| < α/2}. Note that the inte-
gral converges absolutely and uniformly on compacts (the exponential term decays
rapidly enough along the ray [0, θ · ∞] for w in V if ρ is small enough), so Ldg is
holomorphic in the sector V .
Then the following inversion theorem holds ([Bal00], §5.3):
Theorem 4.10. Let f be holomorphic and bounded near the origin in a small
sector V centered around the direction θ of opening α > π/d. Then
g = Bdf
is holomorphic and of exponential growth at most d in a narrow sector W centered
around the direction θ, and
f = Ldg
Let ω ∈ Ωp([h]). As before, let w = 1/z be a local coordinate near p such that
z(p) = ∞ and h(z) = zd, and let w∗0 , . . . , w
∗
d−1 be the infinite order ramification
points added when completing a punctured neighbourhood of p with respect to the
metric |ez
d
dz|.
Note that in any small sector V with vertex at w = 0 which contains a ray
towards the origin along which w tends to a ramification point w∗j , we can always
write ω in the form
ω = d
(
f · wdeh
)
where f = fω is holomorphic in V and given by
f =
1
wd
·
1
eh
·
∫ w
w∗
j
ω = zd ·
1
eh
·
∫ z
w∗
j
ω
Then ω ∈ dOp([h]) if and only if f extends to a meromorphic function in a neigh-
bourhood of w = 0.
In what follows, it will be convenient to work with f as a function of the z-
variable, in which case the sector V will be a small sector with vertex at z =∞. In
this variable, if we take the sector V centered around the direction arg z = 0, then
the integral defining the Borel transform is over a curve γ going from z = ∞ to
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some point z1 (with |z1| large) along a ray arg z = −π/2d− ǫ, then going clockwise
along the circle {|z| = |z1|} up to the ray arg z = π/2d+ ǫ and then going back to
z = ∞ along this ray. Note that the curve γ is a curve joining w∗0 to w
∗
1 . In this
sector, we take f to be given by
f = zd ·
1
ezd
·
∫ z
w∗1
ω
Theorem 4.11. Let ω = ez
d
φ(z) dz ∈ Ωp([h]) with φ(z) dz holomorphic near
z =∞. Then:
(1) The Borel transform Bdf of order d in the direction θ = 0 of fω extends to a
meromorphic function on C which is holomorphic outside the finite set of dth roots
of unity ξ = e2πik/d, and has exponential growth of order at most d near ξ =∞.
(2) The Borel transform Bdf has at most simple poles at the dth roots of unity, and
the residues of Bdf at these points are given in terms of periods of ω:
Res(Bdf, ξ = e
2πik/d) =
(
1
de2πik(d−1)/d
)(
−1
2πi
)∫ w∗k+1
w∗
k
ω
Proof: We compute:
(Bdf)(ξ) =
1
2πi
∫
γ
1
zd
f(z)e(ξz)
d
d(zd)
=
1
2πi
∫
γ
(∫ z
w∗1
φ(t)et
d
dt
)
e−z
d
e(ξz)
d
d(zd)
=
−1
2πi
∫
γ
(∫ w∗1
z
φ(t)et
d
dt
)
e(ξ
d−1)zdd(zd)
At this point we note that the inner integral from z to w∗1 can be taken along
the curve γ as well, so that the integral above becomes an integral over a triangle
{0 ≤ x ≤ y ≤ 1} ⊂ [0, 1] × [0, 1], taking [0, 1] × [0, 1] to be the domain of γ × γ :
(x, y) 7→ (γ(x), γ(y)) ∈ U∗. Applying Fubini’s Theorem gives
(Bdf)(ξ) =
−1
2πi
∫
γ
(∫ t
w∗0
e(ξ
d−1)zdd(zd)
)
φ(t)et
d
dt
=
−1
2πi
∫
γ
1
ξd − 1
e(ξ
d−1)tdφ(t)et
d
dt
=
(
−1
2πi
∫
γ
φ(t)eξ
dtddt
)
·
1
ξd − 1
=
A(ξ)
ξd − 1
where
A(ξ) =
−1
2πi
∫
γ
φ(t)eξ
dtddt
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Now the function A is holomorphic in an infinite sector centered around the positive
real axis in the ξ-plane. However it can be analytically continued to all of C∗ by
the standard device of ’rotating’ the contour γ. Namely, if λ · γ denotes the curve
γ multiplied by λ ∈ S1, then we can extend A to all of C∗ by defining
A(ξ) :=
−1
2πi
∫
(ξ/|ξ|)·γ
φ(t)eξ
dtddt
for all ξ ∈ C∗. Moreover the isolated singularity of A at ξ = 0 is removable
since A(ξ) → 0 as ξ → 0, because the integrand converges to φ(t)dt and φ(t)dt is
holomorphic near t = ∞. Thus A is entire, and it is not hard to show from the
above equation that A is of exponential growth of order at most d near ξ = ∞.
This proves (1). For (2), we have
Res(Bdf, ξ = e
2πik/d) =
A(e2πik/d)
d · (e2πik/d)d−1
=
(
1
de2πik(d−1)/d
)(
−1
2πi
)∫ w∗k+1
w∗
k
ω
⋄
As a corollary we obtain another proof of Theorem 4.6:
Proof of Theorem 4.6: Clearly all periods vanish if ω ∈ dOp([h]). For the con-
verse, assume all periods of ω vanish. By Proposition 4.5, ω ≡ ez
d
P (z)dz(mod dOp([h]))
for some polynomial P of degree at most d − 2, and from the proof of Propo-
sition 4.4 and the fact that Res(ω, p) = 0 it follows that ez
d
P (z)dz ≡ ω1 =
ez
d
φ(z)dz(mod dOp([h])) for some 1-form φ(z)dz which is holomorphic near z =∞.
Letting f = fω1 , by the previous Theorem Bdf is entire (since its residues are mul-
tiples of the periods of ω1 which vanish by hypothesis) of exponential growth at
most d, so by the Inversion Theorem for Borel-Laplace transforms, f = Ld(Bdf)
defines a holomorphic germ near z =∞, thus ω ≡ ω1 ≡ 0(mod dOp([h]). ⋄
5. The global period pairing
Let (S,H = {hj}) be an exp-algebraic curve, where h1, . . . , hn are germs of
meromorphic functions with poles of order d1, . . . , dn ≥ 1 at points p1, . . . , pn and
S is a compact Riemann surface of genus g. Let S∗ = S ⊔ R be the completion
of S′ = S − {p1, . . . , pn} with respect to some log-Riemann surface structure of
finite type given by a meromorphic map π : S′ → Cˆ such that dπ has exponential
singularities at p1, . . . , pn of types h1, . . . , hn.
For each puncture pi, let w
∗(i)
j , 0 ≤ j ≤ di − 1 be the infinite order ramification
points associated to the puncture pi, so that R = {w
∗(i)
j , 0 ≤ j ≤ di−1, 1 ≤ i ≤ n}.
Let γ(i) be a small circle around pi, and let {γ
(i)
j : 1 ≤ j ≤ di − 1} be curves, as in
the previous section, joining the ramification point w
∗(i)
0 to the ramification points
w
∗(i)
j , 1 ≤ j ≤ di − 1 and disjoint from γ
(i).
We fix a standard homology basis a1, . . . , ag, b1, . . . , bg of S, choosing these closed
curves so that they are disjoint from the punctures p1, . . . , pn and intersect at only
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one point q0, so that cutting the surface open along these curves gives a polygon P
with 4g-sides containing the points p1, . . . , pn in its interior.
Let βi, i = 2, . . . , n, be curves joining w
∗(1)
0 to w
∗(i)
n , i = 2, . . . , n, such that the
curves βi are contained in the interior of the polygon P (and so are disjoint from
a1, . . . , ag, b1, . . . , bg), any two such curves intersect only at w
∗(1)
0 , the curves βi
intersect the curves {γ
(i)
j } only at their endpoints w
∗(1)
0 , w
∗(i)
n , and only intersect
the curves {γ(i)} at one point each, in γ(1) and γ(i).
The relative homology H1(S
∗,R;C) is generated by the curves in the union
C := C1 ∪ C2 ∪ C3 ∪ C4 of the following four finite families of curves, modulo the
single relation γ(1) + · · ·+ γ(n) = 0:
1) The 2g closed curves C1 := {a1, . . . , ag, b1, . . . , bg}.
2) The (n− 1) curves C2 := {βi : 2 ≤ i ≤ n}.
3) The
∑
i(di − 1) curves C3 := {γ
(i)
j : 1 ≤ i ≤ n, 1 ≤ j ≤ di − 1}.
4) The n closed curves C4 := {γ
(i) : 1 ≤ i ≤ n}.
These curves give a well-defined period mapping
Φ : H1dR(S
∗)→ CN
sending a 1-form ω to the vector of integrals over these curves, where N = 2g +
(n− 1) + (
∑
i(di − 1)) + n.
To prove Theorem 1.1, it suffices to prove the following two propositions:
Proposition 5.1. The period mapping Φ : H1dR(S
∗)→ CN is injective.
Proposition 5.2. The period mapping Φ : H1dR(S
∗) → CN maps onto the codi-
mension one subspace W = {(x1, . . . , xN ) : xN−(n−1) + xN−(n−2) + · · ·+ xN = 0}.
Proof of Proposition 5.1: Given [ω] ∈ H1dR(S
∗) such that all periods of ω
vanish, in particular the integrals over a1, . . . , ag, b1, . . . , bg vanish and the residues
at p1, . . . , pn vanish (since the integrals over the curves γ
(i) vanish), hence ω has a
primitive F on S′ which is meromorphic on S′. Moreover since dF = ω ∈ Ω(S∗), F
has a Stolz continuous extension to S∗ which we may assume satisfies F (w
∗(1)
0 ) = 0.
Since the integrals of ω over the curves {γ
(i)
j } vanish, for each i = 1, . . . , n, by
Theorem 4.6 there is a germ fi ∈ Opi([hi]) and a constant ci such that F = fi + ci
in a punctured neighbourhood of pi. Since the integrals of ω over the curves βi
vanish, F (w
∗(i)
0 ) = F (w
∗(1)
0 ) = 0 for all i, hence ci = F (w
∗(i)
0 ) = 0 for all i. Thus
F ∈M(S∗) and [ω] = 0. ⋄
For the proof of Proposition 5.2, we will make use of the following Mergelyan
type Theorem for compact Riemann surfaces due to Gusman ([Gus60]):
Theorem 5.3. Let S be a compact Riemann surface and E ⊂ S a closed subset
such that S−E has finitely many connected components V1, . . . , Vm, and for each i
let qi be a point of Vi. Then any continuous function f on E which is holomorphic
in the interior of E can be uniformly approximated on E by functions meromorphic
on S with poles only in the set {q1, . . . , qm}
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We fix an auxiliary point q in the interior of the polygon P and a small circle γ
around q such that q, γ are disjoint from all curves in C. We let C′4 = C4 ∪{γ}, C
′ =
C ∪ {γ}, and let ΩII,q(S
∗) be the space of all 1-forms in Ω(S∗) whose residues are
zero at all points of S′′ := S − {p1, . . . , pn, q}. We define another period mapping
Ψ : ΩII,q(S
∗)→ CN+1
taking a 1-form ω to the vector of its integrals over all curves in C′.
From Theorem 3.1, we can choose a function f0 ∈ O(S
∗) − {0}. Multiplying
f0 by a meromorphic function g which is holomorphic on S
′ if necessary, we can
assume that near each pi the function f0 is of the form f0 = gie
hi where gi is
meromorphic near pi and has a pole at pi (existence of such a meromorphic function
g holomorphic on S′ with poles of high enough order at the points pi follows from
the Riemann-Roch Theorem). We can also assume that the (finitely many) zeroes
and critical points of f0 on S
′ are disjoint from all curves in C′ and from {q}. Then
the differential ω0 := df0 lies in Ω
0(S∗), is holomorphic and non-zero on all curves
in C′ and at q, and near each pi takes the form ω0 = kie
hidw where w is a local
coordinate near pi and ki = dgi/dw + gidhi/dw is a meromorphic function with a
pole of order at least di + 2 at pi.
We fix a compact subset E given by the union of the curves in C1, C2 and small
pairwise disjoint closed disks Ui around the points pi such that Ui contains the
curves {γ
(i)
j : 1 ≤ j ≤ di − 1} and γ
(i). Then S − E is connected and contains the
point q.
Lemma 5.4. Given c ∈ C1 and ǫ > 0, there exists ω ∈ ΩII,q(S
∗) such that |
∫
c ω −
1| < ǫ and |
∫
c′
ω| < ǫ for all c′ ∈ C′ − {c}.
Proof: Let f be a continuous function on E such that f is supported in a small
arc in the interior of the curve c ∈ C1,
∫
c
fω0 = 1, and f is zero elsewhere on E.
Then by Theorem 5.3, we can find a meromorphic function R on S holomorphic
on S − {q} such that the 1-form ω := Rω0 ∈ ΩII,q(S
∗) satisfies |
∫
c
ω − 1| < ǫ and
|
∫
c′
ω| < ǫ/n for all c′ ∈ C−{c}. It follows that |
∫
γ
ω| < ǫ since the sum of residues
of ω at p1, . . . , pn, q is zero. ⋄
Lemma 5.5. Given c ∈ C2 and ǫ > 0, there exists ω ∈ ΩII,q(S
∗) such that |
∫
c ω −
1| < ǫ and |
∫
c′ ω| < ǫ for all c
′ ∈ C′ − {c}.
Proof: Let f be a continuous function on E which is supported on a small arc
of c disjoint from the disks U1, . . . , Un, such that
∫
c
fω0 = 1. Again by Theorem
5.3, we can find a meromorphic function R on S holomorphic on S−{q} such that
the 1-form ω := Rω0 ∈ ΩII,q(S
∗) satisfies |
∫
c
ω − 1| < ǫ and |
∫
c′
ω| < ǫ/n for all
c′ ∈ C−{c}. It follows that |
∫
γ ω| < ǫ since the sum of residues of ω at p1, . . . , pn, q
is zero. ⋄
Lemma 5.6. Given c ∈ C3 and ǫ > 0, there exists ω ∈ ΩII,q(S
∗) such that |
∫
c ω −
1| < ǫ and |
∫
c′
ω| < ǫ for all c′ ∈ C′ − {c}.
Proof: Let c = γ
(i)
j for some 1 ≤ i ≤ n, 1 ≤ j ≤ di − 1. By Proposition 4.5 we
can choose a 1-form ωi ∈ Ωpi([hi]) such that ωi = φie
hidw for some meromorphic
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function φi on Ui with only pole on Ui at pi of order between 1 and di such that∫
γ
(i)
j
ωi = 1,
∫
γ
(i)
j′
ωi =
∫
γ(i) ωi = 0 for all j
′ 6= j. We then take f to be a continuous
function on E such that fω0 = ωi on Ui, f = 0 on all other disks Ui′ , i
′ 6= i, f = 0
on all curves in C1, and such that the integral of fω0 over all curves in C2 is zero.
Note that f is holomorphic on the disc Ui since φi has a pole of order at most di
at pi and ki has a pole of order at least di + 1 at pi.
Again by Theorem 5.3, we can find a meromorphic function R on S holomorphic
on S − {q} such that the 1-form ω := Rω0 ∈ ΩII,q(S
∗) satisfies |
∫
c
ω − 1| < ǫ and
|
∫
c′ ω| < ǫ/n for all c
′ ∈ C−{c}. It follows that |
∫
γ ω| < ǫ since the sum of residues
of ω at p1, . . . , pn, q is zero. ⋄
Lemma 5.7. Given y1, . . . , yn ∈ C such that y1 + · · · + yn = 0 and ǫ > 0, there
exists ω ∈ ΩII,q(S
∗) such that |
∫
γ(i)
ω − yi| < ǫ for i = 1, . . . , n, |
∫
γ
ω| < ǫ and
|
∫
c
ω| < ǫ for all other curves in C′.
Proof: As in the proof of the previous Lemma, for each i we choose a 1-form
ωiφie
hidwi ∈ Ωpi([hi]) (where wi is a local coordinate at pi) such that the integrals
of ωi over the curves γ
(i)
j vanish while the integral of ωi over the circle γ
(i) equals
yi. Let f be a continuous function on E such that fω0 = ωi on Ui (then as before
f is holomorphic on Ui), f = 0 on all curves in C1, and the integrals of f over all
curves in C2 vanish.
Again by Theorem 5.3, we can find a meromorphic function R on S holomorphic
on S − {q} such that the 1-form ω := Rω0 ∈ ΩII,q(S
∗) satisfies |
∫
γ(i)
ω − yi| < ǫ/n
and |
∫
c
ω| < ǫ/n for all other curves c ∈ C. It follows that |
∫
γ
ω| < ǫ since the sum
of residues of ω at p1, . . . , pn, q is zero. ⋄
Proof of Proposition 5.2: It follows from Lemmas 5.4-5.7 that the image of the
period mapping Ψ is dense in the codimension two subspace W ′ of CN+1 given by
W ′ := {(x1, . . . , xN+1) ∈ C
N+1|x(N+1)−(n−1) + · · · + x(N+1)−1 = 0, xN+1 = 0},
hence W ′ is contained in the image of Ψ. Let V := Ψ−1(W ′) ⊂ ΩII,q(S
∗), then
it follows from the second equation defining W ′ that the residue of any ω in V
at the point q vanishes, thus V ⊂ ΩII(S
∗) and Ψ(V ) = W ′. It follows that
Φ(V ) =W ⊂ CN . ⋄.
Theorem 1.1 follows immediately from Propositions 5.1 and 5.2.
For the proof of Theorem 1.2, we consider a similar period mapping (keeping the
same notation as before)
Φ : H1dR,0(S
∗)→ CN .
As before it suffices to show that Φ is injective and that Φ surjects onto the codi-
mension one subspace W . The proof of injectivity is the same as before, observing
that if F ∈ M(S∗) is the primitive of a 1-form ω ∈ Ω0(S∗) then F ∈ O(S∗). We
proceed to the proof of surjectivity.
As before we fix the point q and the function f0 and 1-form ω0 = df0. The
following lemma is a straightforward consequence of the Riemann-Roch Theorem:
Lemma 5.8. Given an integer l and a point p 6= q, there exists a meromorphic
function R on S such that R is holomorphic on S − {p, q} and the order of R at q
is equal to −l.
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Proof: For N a large enough positive integer, there exists R ∈ OD −OD′ , where
D = pNql+1, D′ = pNql. ⋄
Lemma 5.9. Given ω ∈ Ω(S∗) such that ω is holomorphic on S′′ = S−{p1, . . . , pn, q},
there exists f ∈ M(S∗) such that f is holomorphic on S′′ and ω + df has at most
a simple pole at q.
Proof: Let α be the logarithmic differential df0/f0, which is a meromorphic 1-form
on S, and fix a local coordinate z at the point q such that z(q) = 0. We may assume
that ω has a pole at q of order m ≥ 2 (otherwise we can take f = 0 and we are
done). Then, f0 is non-zero at q, so near q we have
ω =
(
b−m
zm
+ · · ·+
b−1
z
+O(1)
)
· f0 · dz
for some constants {bk}. By Lemma 5.8 we can choose a function R meromorphic
on S − {p1, q} such that R has a pole of order (m− 1) at q, and multiplying by a
constant if necessary we may assume that
R(z) =
c−(m−1)
zm−1
+O
(
1
zm−2
)
near q, where c−(m−1) = −b−m/(m− 1). Then R · f0 ∈ M(S
∗) is holomorphic on
S′′, and d(Rf0) = (dR +Rα)f0, where α is holomorphic near q, so
ω + d(Rf0) =
[(
b−m
zm
+O
(
1
zm−1
))
+
(
−(m− 1)c−(m−1)
zm
+O
(
1
zm−1
))
+O
(
1
zm−1
)
· O (1)
]
· f0 · dz
= O
(
1
zm−1
)
· f0 · dz
Thus ω + d(Rf0) has at most a pole of order (m − 1) at q, so we are done by
induction on m. ⋄
Proof of 1.2: Let Ψ : ΩII,q(S
∗)→ CN+1 be as before.
It follows from the proof of Proposition 5.2, that for any vector ~v ∈W ′ and any
ǫ > 0 there is an ω ∈ Ω(S∗) which is holomorphic on S′′ such that ||Ψ(ω)−~v|| < ǫ.
By the previous lemma, we can find a 1-form ω′ = ω+ df such that ω′ ∈ Ω(S∗), ω′
is holomorphic on S′′, has at most a simple pole at q, and Ψ(ω′) = Ψ(ω). Letting
Vq denote the subspace of Ω(S
∗) consisting of 1-forms which are holomorphic on
S′′ with at most a simple pole at q, it follows that Ψ(Vq) is dense in, and hence
contains, W ′. Letting V ′ ⊂ Vq be the subspace of Vq such that Ψ(V
′) = W ′, we
have V ′ ⊂ Ω0(S∗) (since 1-forms in V ′ have at most a simple pole at q and their
residue at q vanishes) and Φ(V ′) =W , so Φ : H1dR,0(S
∗)→W is surjective. ⋄
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