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Abstract
The production cross-sections of Υ (1S), Υ (2S) and Υ (3S) mesons in proton-proton
collisions at
√
s = 13 TeV are measured with a data sample corresponding to an
integrated luminosity of 277± 11 pb−1 recorded by the LHCb experiment in 2015.
The Υ mesons are reconstructed in the decay mode Υ → µ+µ−. The differential
production cross-sections times the dimuon branching fractions are measured as
a function of the Υ transverse momentum, pT, and rapidity, y, over the range
0 < pT < 30 GeV/c and 2.0 < y < 4.5. The ratios of the cross-sections with respect
to the LHCb measurement at
√
s = 8 TeV are also determined. The measurements
are compared with theoretical predictions based on NRQCD.
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1 Introduction
The study of heavy quarkonium (cc and bb) production in high-energy hadron collisions
provides important information to better understand quantum chromodynamics (QCD).
Thanks to theoretical and experimental efforts in the past forty years, the comprehension of
hadronic production of heavy quarkonia has been improved significantly. The production
of heavy quarkonium in proton-proton (pp) collisions at the Large Hadron Collider (LHC)
is expected to start with the production of a heavy quark pair, QQ, followed by its
hadronization into a bound state. The heavy quark pair QQ is produced mainly via
Leading Order (LO) gluon-gluon interactions. Several models have been proposed to
describe the underlying dynamics, such as the colour-singlet model (CSM) [1–7] and non-
relativistic QCD (NRQCD) [8–10]. In the CSM the intermediate QQ state is supposed to
be colourless and has the same quantum numbers as the quarkonium final state, while in
NRQCD the calculations also include the colour-octet contribution. However, at present no
model can describe both the heavy quarkonium production cross-section and polarisation
simultaneously.
The production of Υ (1S), Υ (2S) and Υ (3S) mesons has been studied at LHC by
ATLAS [11,12] and CMS [13,14] collaborations at centre-of-mass energies of 7 TeV and
13 TeV. The measurements have also been performed by LHCb at centre-of-mass energies
of 2.76 TeV [15], 7 TeV [16–19] and 8 TeV [17–20]. The NRQCD calculations can describe
the trends of the differential production cross-sections in data for all three Υ states within
uncertainties. The measured production cross-section ratios between 7 TeV and 8 TeV [18]
as a function of transverse momentum, pT, are consistently higher than the next-to-leading
order NRQCD theory predictions [21], and the ratios as a function of rapidity show
a different trend than the predictions [22, 23]. The measurement performed at 13 TeV
presented here provides valuable input to study the quarkonium production at a higher
centre-of-mass energy, enabling ratios to be determined with respect to data taken at a
lower centre-of-mass energy. Most of the theoretical and experimental uncertainties cancel
in the ratios, and more stringent constraints on the theoretical models can be obtained.
This paper presents a measurement of the differential production cross-sections times
dimuon branching fractions of Υ (1S), Υ (2S) and Υ (3S) mesons, as functions of pT, and
rapidity, y, over the range 0 < pT < 30 GeV/c and 2.0 < y < 4.5. Ratios between the cross-
section measurements at 13 TeV and 8 TeV [18] are also presented. The measurements are
compared with theoretical predictions based on NRQCD [24].
2 The LHCb detector and event selection
The LHCb detector [25, 26] is a single-arm forward spectrometer covering the
pseudorapidity range 2 < η < 5, designed for the study of particles containing b or
c quarks. The detector includes a high-precision tracking system consisting of a silicon-
strip vertex detector surrounding the pp interaction region [27], a large-area silicon-strip
detector located upstream of a dipole magnet with a bending power of about 4 Tm, and
three stations of silicon-strip detectors and straw drift tubes [28] placed downstream of
the magnet. The tracking system provides a measurement of momentum, p, of charged
particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at
200 GeV/c. The minimum distance of a track to a primary vertex, the impact parameter, is
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measured with a resolution of (15 + 29/pT)µm, where pT is expressed in GeV/c. Different
types of charged hadrons are distinguished using information from two ring-imaging
Cherenkov detectors [29]. Photons, electrons and hadrons are identified by a calorimeter
system consisting of scintillating-pad (SPD) and preshower detectors, an electromagnetic
calorimeter and a hadronic calorimeter. Muons are identified by a system composed of
alternating layers of iron and multiwire proportional chambers [30].
The data sample used in this measurement corresponds to an integrated luminosity
of 277 ± 11 pb−1 of pp collisions at a centre-of-mass energy of 13 TeV collected during
2015. The online event selection is performed by a trigger system [31] that consists of a
hardware stage selecting dimuon candidates with the product of the transverse momenta
of the muons greater than (1.3 GeV/c)2, followed by a two-stage software selection based
on the information available after full event reconstruction. In the software trigger, two
muons with p > 6 GeV/c, pT > 300 MeV/c are selected to form a Υ candidate. These
two muon candidates are required to form a common vertex [32] with an invariant mass
M > 4.7 GeV/c2. To reject high-multiplicity events with a large number of pp interactions,
a set of global event requirements [31] is applied, which includes the requirement that the
number of hits in the SPD subdetector be less than 900. In between the first and second
stages of the software trigger, the alignment and calibration of the detector is performed
nearly in real-time [33] and updated constants are made available for the trigger. The same
alignment and calibration information is propagated to the offline reconstruction, ensuring
the consistency and high-quality of the tracking and particle identification information
between the trigger and offline software. The identical performance of the online and
offline reconstruction offers the opportunity to perform physics analyses directly using
candidates reconstructed in the trigger [31, 34] as done in the present analysis.
After the trigger, the Υ candidates are further selected offline by requiring two well
identified muon candidates with transverse momentum larger than 1 GeV/c, and momentum
larger than 10 GeV/c. The invariant mass of the two muon candidates is required to be in
the range 8.5 < M < 11.5 GeV/c2. Furthermore, the muons are required to form a vertex
with good fit quality.
The event-selection efficiencies are determined using simulated samples, which are
generated using Pythia 8 [35] with a specific LHCb configuration [36]. The three Υ
states are assumed to be produced unpolarised in this analysis. The decays of hadrons are
described by EvtGen [37], in which final-state radiation is simulated using Photos [38].
The Geant4 toolkit [39] is used to describe the interactions of the generated particles
with the detector and its response.
3 Cross-section determination
The double-differential production cross-section times dimuon branching fraction (B) is
defined as
d2σ
dydpT
× B(Υ → µ+µ−) = N(pT, y)L × εtot(pT, y)×∆y ×∆pT , (1)
where N(pT, y) and εtot(pT, y) are respectively the signal yields and the total efficiencies for
Υ (1S), Υ (2S) and Υ (3S) states in the given kinematic bin, L is the integrated luminosity,
and ∆pT and ∆y are the bin widths.
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Figure 1: Dimuon invariant mass distribution of Υ candidates with 0 < pT < 30 GeV/c and
2.0 < y < 4.5. The fit result with the Crystal Ball functions plus an exponential function is also
shown. The black dots refer to the data, the blue dashed line refers to the three signals and the
green dotted line refers to the background.
To determine the signal yields in each kinematic bin, an extended unbinned maximum-
likelihood fit is performed to the dimuon invariant mass distribution of the selected
candidates. The dimuon mass distribution is described by three Crystal Ball functions [40],
one for each of the three Υ states, and the combinatorial background is described by an
exponential function. In each bin, the tail parameters of the Crystal Ball functions are
fixed as done in the previous analysis [16]. The mass and mass resolution of the Υ (1S)
state are free parameters. For the Υ (2S) and Υ (3S) states, the mass differences with
respect to the Υ (1S) state are fixed to the current world averages [41] and the ratios of
the mass resolutions with respect to that of the Υ (1S) state are fixed to those in the
simulated samples.
The invariant mass distribution of Υ candidates after all the selections in the range
0 < pT < 30 GeV/c and 2.0 < y < 4.5 and the fit results are shown in Fig. 1. The total
signal yields are 397 841± 796 for the Υ (1S) state, 99 790± 469 for the Υ (2S) state and
50 677± 381 for the Υ (3S) state.
The total efficiency, εtot, in each bin is computed as the product of the detector
geometrical acceptance and of the efficiencies related to particle reconstruction, event
selection, muon identification and trigger. The detector acceptance, selection and trigger
efficiencies are calculated using simulation. The tracking efficiency is obtained from
simulation and corrected using a data-driven method [42] to improve its modelling in
simulation samples. The muon identification efficiency is determined from simulation
and calibrated with J/ψ → µ+µ− and φ → µ+µ− data using a tag-and-probe method.
The calibration samples in data are not sufficient to give precise tracking and muon
identification efficiencies for the whole kinematic region.
4 Systematic uncertainties
Several sources of systematic uncertainties are associated with the determination of the
signal yields, efficiencies, and integrated luminosity. They are reported in Table 1 and
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Source Υ (1S) Υ (2S) Υ (3S) Comment
Fit models 1.9 1.8 2.5 Correlated
Simulation statistics 0.4− 4.6 0.5− 5.1 0.5− 4.4 Bin dependent
Global event requirements 0.6 0.6 0.6 Correlated
Trigger 3.9− 9.8 3.9− 9.8 3.9− 9.8 Bin dependent
Tracking
(0.1− 6.6) (0.2− 6.4) (0.2− 6.5)
Correlated⊕(2× 0.8) ⊕(2× 0.8) ⊕(2× 0.8)
Muon identification 0.1− 7.9 0.1− 7.6 0.2− 8.5 Correlated
Vertexing 0.2 0.2 0.2 Correlated
Kinematic spectrum 0.0− 1.1 0.0− 2.2 0.0− 2.5 Bin dependent
Radiative tail 1.0 1.0 1.0 Correlated
Luminosity 3.9 3.9 3.9 Correlated
Total 6.2− 14.3 6.2− 14.6 6.4− 14.9 Correlated
Table 1: Summary of the relative systematic uncertainties (in %) on the Υ production cross-
sections times dimuon branching fractions. Some of the uncertainties are correlated between
intervals. For the trigger, track reconstruction and muon identification efficiencies, the uncertain-
ties are larger in the high rapidity region. The uncertainties on the tracking efficiency account
for both the limited size of the control samples (first parenthesis) and the impact of different
multiplicity between data and simulation on each track (second parenthesis).
described below. The dominant uncertainties are due to the trigger efficiency and the
luminosity.
The uncertainty related to the fit model predominantly originates from the description
of the signal tails caused by final-state radiation, and from the description of the background
line shape. The former is studied by using the same fit model to describe the dimuon
invariant-mass distribution of a mixed sample in which the signal is from the full simulation,
and the background is generated with pseudoexperiments using the same shape and fraction
as in the data. The latter is studied by replacing the exponential function with a second-
order Chebyshev polynomial function. A combined relative uncertainty of 1.9% for the
Υ (1S) state, 1.8% for the Υ (2S) state and 2.5% for the Υ (3S) state is assigned.
The efficiency of the global event requirements is found to be 100% in simulation, and
99.4% in data, with negligible statistical uncertainty. The difference, 0.6%, is assigned as
systematic uncertainty.
The trigger efficiency uncertainty is computed using the same method as in the 7 TeV
and 8 TeV analyses [18]. The dimuon hardware-trigger efficiency is studied with events
triggered by the single-muon hardware trigger. The difference of this efficiency in data
and simulated samples divided by that in simulation is assigned as the relative systematic
uncertainty. The systematic uncertainty related to the global event requirements applied
in the single-muon trigger, as well as other sources of uncertainties are assumed to be equal
to those estimated in the inclusive bb¯ cross-section measurements at 7 TeV and 13 TeV [43].
In total, the systematic uncertainty coming from trigger efficiencies is 3.9− 9.8% for the
three Υ states, depending on the kinematic bin.
The tracking efficiencies in simulation are corrected with a data-driven method using
J/ψ → µ+µ− control samples. The number of SPD hits distributions in simulated samples
are weighted to improve the agreement with data and an uncertainty of 0.8% per track is
4
assigned to account for a different multiplicity between data and simulation. The tracking
efficiencies determined from simulated samples are corrected with the ratio of efficiencies
in data and simulation. The uncertainty due to the finite size of the control samples is
propagated to the final systematic uncertainty using a large number of pseudoexperiments
and is 0.1− 6.6% for the Υ (1S) state, 0.2− 6.4% for the Υ (2S) state and 0.2− 6.5% for
the Υ (3S) state, depending on the kinematic bin. In total, the systematic uncertainty
originating from the tracking efficiency is 1.6− 6.8% for the Υ (1S) state, 1.6− 6.6% for
the Υ (2S) state and 1.6− 6.7% for the Υ (3S) state, depending on the kinematic bin.
The muon identification efficiency is determined from simulation and calibrated with
data using a tag-and-probe method. The single-muon identification efficiency is measured
in intervals of p, η and event multiplicity. The statistical uncertainty due to the finite size
of the calibration sample is propagated to the final results using pseudoexperiments. The
uncertainty related to the kinematic binning scheme of the calibration samples is studied
by changing the bin size. The uncertainty due to the kinematic correlations between the
two muons, which is not considered in the efficiency calculation, is studied with simulated
samples. The correlation is found to be negligible except for the most forward region,
in which the two muons from the Υ decays have smaller opening angle. In total, the
systematic uncertainty assigned to the muon identification efficiency is 0.1− 7.9% for the
Υ (1S) state, 0.1− 7.6% for the Υ (2S) state and 0.2− 8.5% for the Υ (3S) state, depending
on the kinematic bin.
The systematic uncertainty on the signal efficiency of the vertex fit quality requirement
is studied by comparing data and simulation. A relative difference of 0.2% is assigned for
the three Υ states.
The kinematic distributions of Υ mesons in simulation and in data are slightly different
within each kinematic bin due to the finite bin size in pT and y, causing differences in
efficiencies. This effect is studied by weighting the kinematic distributions of Υ states
in simulation to match the distributions in data. All efficiencies are recalculated, and
the relative differences of the total efficiency between the new and the nominal results
are assigned as systematic uncertainties, which vary between 0.0 − 1.1% for the Υ (1S)
state, 0.0− 2.2% for the Υ (2S) state and 0.0− 2.5% for the Υ (3S) state, depending on
the kinematic bin.
A systematic uncertainty of 1.0% is assigned as a consequence of the limited precision
on the modelling of the final-state radiation in the simulation, estimated as in the previous
analysis [20].
The integrated luminosity is determined using the beam-gas imaging and van der
Meer scan methods [44]. A relative uncertainty of 3.9% is assigned on the luminosity and
propagated to the cross-sections.
5 Results
5.1 Cross-sections
The double-differential cross-sections multiplied by dimuon branching fractions for the
Υ (1S), Υ (2S) and Υ (3S) states are shown in Fig. 2. The corresponding values are listed
in Tables 2−4. By integrating the double-differential results over pT (y), the differential
cross-sections times dimuon branching fractions as functions of y (pT) are shown in Fig. 3
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for the three Υ states, with the theoretical predictions based on NRQCD [24] overlaid.
The NRQCD predictions are in agreement with the experimental data at high pT.
The total cross-sections multiplied by dimuon branching fractions for the three states
integrated over the ranges of 0 < pT < 15 GeV/c and 2.0 < y < 4.5 are measured to be
B(Υ (1S)→ µ+µ−)× σ(Υ (1S), 0 < pT < 15 GeV/c, 2 < y < 4.5) = 4687± 10± 294 pb,
B(Υ (2S)→ µ+µ−)× σ(Υ (2S), 0 < pT < 15 GeV/c, 2 < y < 4.5) = 1134± 6± 71 pb,
B(Υ (3S)→ µ+µ−)× σ(Υ (3S), 0 < pT < 15 GeV/c, 2 < y < 4.5) = 561± 4± 36 pb,
where the first uncertainty is statistical and the second is systematic. The corresponding
results as a function of pp centre-of-mass energy are shown in Fig. 4.
In this paper, results are obtained under the assumption of zero polarisation. The
effects of possible Υ polarisation based on the LHCb measurements [19] in pp collisions at
7 TeV and 8 TeV are studied. The measurements show no large transverse or longitudinal
polarisation over the accessible phase-space domain. The cross-sections increase up to
2.8% for the three Υ states when assuming the transverse polarisation of α = 0.1, where
α is the polarisation parameter in the helicity frame [45].
5.2 Cross-section ratios
The ratios of the differential production cross-sections multiplied by dimuon branching
fractions between Υ (2S) and Υ (1S), R2S/1S, and that between Υ (3S) and Υ (1S), R3S/1S,
are shown in Fig. 5.
In these ratios, the statistical uncertainties of the cross-sections and those due to
the finite size of the simulated samples are assumed to be uncorrelated. The systematic
uncertainties related to the signal yields and the efficiencies of the global event requirements,
the trigger and the tracking are assumed to be 100% correlated between the different
states.
The cross-sections times dimuon branching fractions measured at a centre-of-mass
energy of 13 TeV presented in this paper are compared with the measurements at 8 TeV [18].
The ratios of double-differential cross-sections between 13 TeV and 8 TeV measurements,
R13/8, are shown in Fig. 6. The corresponding values are listed in Tables 5−7. The
cross-section ratios between 13 TeV and 8 TeV versus pT integrated over y, and versus y
integrated over pT are shown in Fig. 7.
In the ratios, the systematic uncertainties originating from the fit model, global event
requirements and kinematic spectrum are assumed to be uncorrelated. Those from trigger,
muon identification, tracking correction and luminosity are partially correlated. The
systematic uncertainty from final-state radiation is assumed to be 100% correlated.
6 Conclusion
A study of the production of Υ (1S), Υ (2S) and Υ (3S) mesons in proton-proton collisions
at the centre-of-mass energy
√
s = 13 TeV is reported. The differential cross-sections
times dimuon branching fractions of Υ mesons are measured as functions of pT and y, in
the kinematic range 0 < pT < 30 GeV/c and 2.0 < y < 4.5. The production cross-section
ratios of Υ (2S) and Υ (3S) mesons with respect to the Υ (1S) meson are given in intervals
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Figure 2: Double-differential cross-sections multiplied by dimuon branching fractions as a
function of pT in intervals of y for the (a) Υ (1S), (b) Υ (2S) and (c) Υ (3S) mesons. Statistical
and systematic uncertainties are added in quadrature.
of pT and y. The ratios of the production cross-sections with respect to those measured
at
√
s = 8 TeV are also presented.
The results of differential cross-sections times dimuon branching fractions as a function
of pT integrated over y between 2.0 and 4.5 are compared with predictions based on
NRQCD. These predictions provide a good description of the experimental data at high
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pT for all the three Υ states.
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