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Summary 
In an electrostatic powder coating process, charged plastic 
particles of high resistivity are transported in an air jet to be 
deposited on an earthed object. The trajectory of a particle is 
determined by the interaction of various aerodynamic and electrostatic 
forces. The objective of this study is to identify the forces involved 
and to obtain a complete understanding of these forces affecting the 
particle trajectories in a spray booth. It is vitally important to 
understand the fundamental mechanisms of the process as the first step 
towards improving the deposition efficiency. 
Particle trajectories were calculated by solving numerically the 
equation of motion which was formulated by performing a force balance. 
A computer program was developed to, 
predict the particle trajectories and particle velocities. 
(ii) demonstrate the effects of the various parameters at every 
stage of the particle flight. 
Initially, various mathematical models were developed to describe 
these forces. The air flow from the spraying device was found to be the 
most important particle transporting mechanism and could be suitably 
described by an axisymmetric turbulent submerged jet solution. To verify 
the accuracy of'the theory measurement of the air velocity 
ýistribution 
in the test section using a hot wire anemometry system was compared with 
calculated data. The electrical forces considered were due to the 
external applied field, image force field and the space charge field. 
*Poisson's equation was solved for a simple conical geometry and*the 
theory compared favourably with published experimental data of field 
iniensity distribution. The importance of another-phenomenon - 'corona 
wind' was also examined. It was shown that the field enhancement near the 
object was due to the space charge effect and this led to the 
establishment of a criterion to assess the space charge contribution. 
Experimentally, the motion of particle with size ranging from 
45 to 120 pm was recorded using a photographic technique. The 
calculated trajectories were found to compare reasonably well with the 
experimental data. With reduction in particle size the discrepancy 
became more severe as the particle turbulent diffusion mechanism 
became increasingly significant. 
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1. 
CHAPrER I 
INTRODUCTION 
1.1 ELECTROSTATIC POWDER COATING IN INDUSTRY 
Electrostatic powder coating (EPC), a process very similar 
to electrostatic precipitation, has been used since early 1960 
in the metal finishing industry. The basic feature of the process 
is that polymer particles are given a net charge and are deposited 
on a grounded, conducting substrate. The coating is then fused 
and cured to form the protective film. 
There are basically two EPC systems, namely the electrostatic 
fluidised bed (EFB) and electrostatic powder spraying (EPS) 
(2,3,29,61). The fluidised bed system, invented by Irwin Gemmer 
in 1950 uses polymer powders of particle size, ranging from 
30 - 300[tm to produce coating thickness of about 100 - 200ýLm. It 
is a hot dip process in which heated objects to be coated are 
dipped in af luidised bed of powder. This process however suffers 
from marked disadvantages. The main one is the thicknesses 
produced are much greater than the 30 - 150pm films to which the 
paint industry is accustomed. The process did prove however the 
practicality of powder coating and led the way towards a newer 
and more versatile process - the electrostatic powder spraying 
technique. 
In 1962, as an extension to the idea of electrostatic paint 
spraying, the French spray equipment manufacturers S. A. M. E. S. 
developed the electrostatic powder gun. Since that time, the 
powder process has made a great impact upon the traditional paint 
markets mainly because thin coatings (< IOOVm) of good quality 
finishing are easily obtained. The advantages of this process 
2. 
are listed in Table 1.1 
The process has been successfully employed in many areas of 
the metal working industries, notably hardware, tools, domestic 
appliances, outdoor furniture and automobile components. In 1975 
it was estimated that powder coating held a 2% share of the 
industrial painting market. It was estimated that by 1980 the 
share wouldincrease to 207o(4). The figure will improve if the 
automotive industry decides to produce powder coated car bodies. 
At present, several components for underbody, underbonnet and 
interior fitments are powder coated. In the United States and 
Japan great progress has been made in using acrylic powder top 
coats, whereas elsewhere development is proceeding on the lines of 
powder coating as a primer coat. The industry is, nevertheless, 
actively pursuing the eventual idea of complete powder coated car 
body. 
TABLE 1.1 THE ADVANTAGES OF EPC 
---------------------------------------- ---------------------- 
Application Qualities 
I 
Film Qualities 
no solvents and reduce hazards risk 
suitable for automation because of 
the natural self limiting mechanism 
of the process 
low material wastage because overspray 
can be re-used. Powder utility can be 
98-99% efficiency (with recirculation) 
10 1 fast application 
uniform powder distribution 
application by semi-skilled 
operators 
very good adhesion 
high scratch resistance 
high abrasive resistance 
uniform thickness 
good impact resistance 
good flexibility 
very good eiýctrical 
insulation 
good chemical corrosion 
resistance 
high heat resistance 
3. 
1.2 Basic Arrangement of the Process 
The typical electrostatic powder spraying process is as 
shown in Figure 1.1. General descriptions of the process have 
been reported by Levinson(l), Korf(29), Stribley(77), Miller(7) and 
Bright(31). Basically the EPC method comprises of four stages 
and they are: 
(i) Powder charging 
(ii) Powder transport from the charging region to the substrate 
(iii) Powder adhesion 
(iv) Fusion of Powder 
Powders are pneumatically fed from a fluidised hopper to a 
spray gun. Located at the nozzle of the gun is a pointed electrode 
producing a corona discharge generated by a high voltage supply 
(60-100 Kv). Usually a negative voltage is applied to produce a 
negativq corona. The particles passing through the region are 
therefore charged by bombardment with ions produced by the corona 
discharge. The charged particles are directed towards the object 
to be coated by the combined action of the carrier air jet and the 
electrostatic field developed between the gun and the earthed 
substrate. As in conventional spray gun, although the transfer of 
powder is due largely to the air flow, the field reduces the over- 
spray by concentrating the powder towards the object. Also 
distribution of the field lines will allow a uniform coating to be 
produced. 
The deposited powder particles form a multi-layer until a 
limiting thickness is reached. Further particles arriving will be 
rejected by the layer due to the back ionisation phenomena. The 
next stage is the stoving stage where the deposited layer is fused and 
cured by baking in an oven at about 180 
0C to form a coating. 
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Oversprayed powder is collected by the recovery system and may 
be recycled. 
The first two stages of the EPC process are most important 
in determining the efficiency of the process. The next two 
stages will determine the quality of the coatings. 
1.3 Deposition Efficiency 
One of the main attractions of powder coating process is the 
possible efficient utilisation of materials. Accomplished by the 
recycling of oversprayed powder, powder utilisation can be greater 
than 957o efficient with good design (78). Without the recycling 
process, the powder utilisation efficiency known as deposition 
efficiency or transfer efficiency is defined as follows, 
Deposition Efficiency -- 
weight of powder deposited on object 
weight of powder sprayed 
Generally, the deposition efficiency is restricted to a 
comparatively low figure of about 60% (106). Despite the high 
utilisation efficiency that is achievable, Cowley (79), Lever (106) 
and Winter (78) believed that low transfer efficiency is hindering 
further progress in the use of powder coating. 
There are various obvious reasons why the transfer efficiency 
needs to be improved considerably especially when multi colour 
operations are involved. 
(1)., 
.'., 
Iq. singlq. colopr. operation,,. the. deposition. efficiaacy 
will determine the number of recycles necessary to obtain high 
utilisation of powders. Depending on the efficiency of reclamation 
equipment, the recovery and transport of oversprayed powder can 
pose severe operational problems. 
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(2) With multi-colour operation, there are generally 
three methods of colour changes. 
(i) If powder is to be recovered for recycling in its 
original colour, avoidance of cross contamination is vital, and 
therefore each colour must be reclaimed separately. The use of 
separate booths, spray guns and recovery systems for each colour 
is one solution(107) but for big installation involving a few 
colour changes, the capital equipment cost can be very high. 
(ii) Alternatively, after each colour application, the booth 
and the recovery system are cleaned. This is only feasible if 
the equipment can be cleaned with relative ease. With conventional 
equipment, the time required can vary from 1.5 to 8 hours (78) 
although equipment is now available which reduces this time from 
between 10 - 30 mins. 
(iii) The simplest solution is to achieve higher transfer 
efficiency and to reclaim oversprayed powder as a mixture of 
colours. The small amount of mixed material can either be 
discarded or used for non-decorative functional coatings. This 
method is reckoned to be practical if transfer efficiency of 80% 
can be achieved (107). In some automotive top coat applications, 
this method is adopted even with a transfer efficiency of 60% (108). 
Therefore, if powder coating is to develop at an increasing 
rate, it is essential to maximise the transfer efficiency of the 
process. Of the four stages of EPC listed, the first two, i. e. 
powder charging and powder transport are most relevant to the 
transfer efficiency and are subjects of investigation in this 
study. 
7. 
1.4 Assessment of Problems and How to Evaluate Them 
There are generally two methods of studying the deposition 
efficiency, one is a direct method and the other is indirect. 
1.4.1 Direct Measurement of Overall Deposition Efficiency 
Whether a charged particle will be deposited will 
depend on the resultant of the interaction of aerodynamic and 
electrostatic forces. The powder coating process is thus 
controlled by both electrostatic and aerodynamic factors such as 
particle size, electrode voltage, resistivity and others. The 
influence of some of these parameters on the deposition efficiency 
has been studied experimentally by various people and are listed 
in Table 1.2. In most of these experiments the overall deposition 
efficiency is measured by the amount of powder deposited on the 
substrate to produce a certain thickness. The results summarised 
in Table 1.2 indicate the significance of the variable with 
respect to the deposition efficiency. 
Most of the experimental results were obtained (109) by moving 
the spray gun over the substrate to achieve uniform coating 
thickness. Since deposition efficiency depends on the gun 
position, and also the way the gun is moved relative to the surface, 
the results therefore show only the general trend of the effects 
of various parameters on deposition efficiency. 
In order to examine the influence of one variable, experimental 
conditions have to be standardised and strictly controlled. Its 
realisation with respect to the numerous parameters'therefore can 
be quite doubtful. An exercise of examining a few variables can 
8. 
TABLE 1.2 
SUMMARY OF RESULTS OF INVESTIGATIONS OF DEPOSITION 
EFFICIENCY y 
------------------------------------------------------------------- 
Variable General Conclusions References 
Gun voltage For a certain coating thickness 8,54, log, llo 
an increase in charging voltage 
results in increasing y. As 
coating film thickness increases, 
the effect becomes less pronounced. 
The smaller the feed rate, the 
higher the y with increasing 
voltage. 
Powder Feed Increase in powder flow rate 54 
Rate lowers Y. 
Substrate Size Y is dependent on the ratio 109,110 
of substrate size to the spray 
diameter but there is a limiting 
value. 
Booth air Both absolute booth air velocity 109 
Velocity and its direction relative to 
spraying direction affect Y 
Film thickness Generally, y decreases with 8,109 
increase in film thickness at 
a fixed charging voltage. 
Spraying distance Generally, Y decreases with 109,110 
an increase in spraying distance 
Particle Size Spherical particles deposit more 109. 
efficienty than irregularly 
shaped particles. Y in general 
increases with increasing particle 
size. 
Surface Resist- For optimum y, surface resist- 109 
ivity. ivity should be in the range of 
10 8_ Id4 ohm -meter. 
Gun air Y depends on the ratio between 110 
velocity carrying air velocity at gun exit 
and spraying distance. 
Electrode types Configuration of the field deter- 11.1 
mined by the shape of electrode 
has remarkable influence. 
-------------------------------------------------------------------- 
9. 
lead to difficult statistical analysis and also many experiments 
are required. The direct measurement of deposition efficiency 
although indicates the significance of various operating variables, 
the results may be difficult to interpret and have to be treated 
4s just correlations. 
1.4.2 Study of Particle Trajectories 
This is a more fundamental approach and it involves 
studying the pathlines of particles. Unlike the first method 
which tends to be mainly experimental, the study of trajectories 
can be both experimental and theoretical. The trajectory of a 
particle into any precisely defined flow can be calculated if the 
entry conditions are known and the forces encountered during its 
flight are taken into account. The equation of motion can then 
be formulated. The method suffers from two drawbacks. Firstly 
calculation is only possible under certain conditions and assumptions 
have to be made. Secondly, the precision of the calculation will 
depend on how precisely the various forces can be described 
mathematically. 
For the study of powder coating process, the choice of this 
method seems most logical for a few reasons. 
(i) Instead of looking at the influence of individual variable, 
a package incorporating most of the variables is required for the 
calculation of particle trajectories. With the aid of present 
computer resources, it is possible to study the effect of the 
variables theoretically instead of performing many experiments. 
(ii) A survey of the literature shows the scarcity of 
theoretical studies in powder coating process. The users of 
powder coatings are still largely restricted to rules of thumb 
10. 
when attempting to control the process. This also invariably 
involves many trial and error experiments. For example there 
is no powder coating literature available to estimate the effects 
of gun nozzle diameter, spraying distance and other operating 
variables. Therefore any theoretical development for the 
trajectory study can be used for prediction of influence of a 
variable. 
(iii) The design of spray booth is of great importance 
since the transfer of charged particles to the object takes place 
in it. A properly designed spray enclosure aids the deposition 
process and collects oversprayedpowderfor recycling back into 
the feed system. There are various methods of providing a 
controlled air flow which serves both functions (30,113). Other 
innovations to improve the-deposition include the use of an 
electric curtain of electrodes (112,114), use of 'booster' 
electrodes (106)and the use of 'cloud' chamber (30). All these 
design features serve the same purpose of attempting to 'focus' 
the powder onto the object either electrostatically or aer6dynamically. 
Provided the regions of the forces and boundary conditions are 
defined, the trajectory method will enable theoretical study of 
introducing various focussing forces possible. Results derived 
from trajectory study can therefore be applied in the design of 
spray booth. 
1.5 Resume 
The following steps summarise the approach in this thesis to 
investigate particle trajectories in electrostatic powder coating. 
(1) Analysis of forces involved. 
11. 
(2) Force balance to produce equation of motion 
(3) Mathematical models to describe the flow and electro- 
static fields and comparison with experimental data 
(4) Computer program to solve the equation of motion 
(5) Comparison of experimental and theoretically predicted 
trajectories. 
To formulate the equation of motion for the calculation of 
particle trajectories, it is essential first to identify the 
forces involved in the powder coating process. Once the charged 
particles leave the gun nozzle, they move towards the object along 
the resultant of the aerodynamic and electrostatic forces and are 
also subjected to the gravitational force. 
The air flow pattern is comparatively simple and are due to 
two components, 
, i) the transport air used for transferring particles from 
the gun to the object and 
(ii) the secondary air (extraction air) drawn by the dust 
filtration unit. 
The electrostatic forces are more complex. The main 
deposition force is due to the applied field due to the 'presence 
of the electrode and the earthed object. As will be discussed in 
Chapter 4, this inter-electrode field distribution is time 
dependent which makes an analysis of field distribution very 
difficult indeed. The growth of the deposited layer creates a 
field of opposing strength which varies with the thickness of 
the layer. The presence of a cloud of ions and charged particles 
will also greatly influence the field distribution. The arrival 
12. 
of free ions causes an increase in the field strength of the 
deposited layer. When this field reaches the breakdown strength 
of the layer, a phenomenonknown as 'back-ionisation' occurs (48). 
Emission of positive ions (for system employing negative electrode) 
will neutralise the charges of the oncoming powder. Hence 
decreasing the deposition rate. 
Another important velocity component is that due to the 
corona or ionic wind. This is a phenomenonof air motion induced 
by the movement of ions. Little literature has been published on 
this topic mainly because of the experimental difficulties of 
measurements. 
Clearly, with the presence of so many inter-relating forces, 
a complete description of the field distribution incorporating all 
these forces is almost impossible. Also primarily due to experi- 
mental difficulties, there is a scarcity of available literature 
on the study of individual force. Therefore in this study many 
simplifying assumptions have to be made before mathematical models 
can be proposed. 
The equation of motion of a particle is obtained by doing a 
force balance. The equation is solved numerically to calculate 
the particle trajectories in two dimensions. The general 
requirements of the program include, 
It 
(i) calculation of the particle trajectories with and 
without the influence of electrostatic fields and 
(ii) the facility to introduce the appropriate forces 
with the defined boundary conditions when required. 
A photographic technique known as chronophotography was 
13. 
chosen for the experimental study of particle trajectories. 
Against the drawback that this method is only capable of studying 
dilute suspensions its two major assets are: 
(i) the complete trajectory of a particle can be recorded 
giving rise to the particle velocity components. 
(ii) the method is suitable to study time dependent process 
by taking photographs at regular intervals. 
The experimental and theoretical results were then compared. 
A further investigation was conducted to measure the air 
velocity profile in the experimental region. Although it is common 
knowledge that transport air is the predominant force in powder 
transfer, its study has always been overlooked in the literature 
but its importance acknowledged. This exercise is to verify the 
accuracy of the air flow field model. 
The main objective of this study is to set the precedence 
for investigation of particle trajectories in electrostatic 
powder coating. Although the study has been centred mainly on 
the onset of the process which seems a very unsatisfactory. 
approach, the theoretical consideration, experimental technique, 
and computer program have been designed to be used to describe 
the full industrial process. 
11) 
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CHAPrER 2. 
TRAJECTORY CALCULATION 
The trajectory of a particle can be calculated by solving 
the equation of particle motion. This method has been adopted 
in numerous recent studies in flow of gas - solid suspensions in 
topics such as designs in classifier (11) , spray dryer (12) 
and in aerosol filtration (13,14). 
Study of charged particles trajectories in electrostatic 
fields has attracted attention mainly in electrostatic precipitation 
(18,19), aerosol collection (20,21,22,23) and electrostatic 
powder coating (24). The fundamentals of electrohydrodynamic 
flow are considered by Boothroyd (17) and Soo (25). Most of 
these studies are only-possible under ideal conditions where 
often potential flow and viscous flow models are used and particle 
inertia is neglected. Also very simple electrostatic force models 
are used because of difficulties in defining the boundary 
conditions and field configuration. Abuaf(24) has studied 
theoretically and experimentally the behaviour of a jet of 
charged polyethylene particles of 250 - 350Vm in an EFIC process. 
There was less disengagement of particles from the air stream 
and the presence of electric field confined the particles within 
the jet. 
2.2 Trajectory Calculation 
2.2.1 Equation of Motion 
Consider flow of a suspension of particles in a fluid, 
under the influence of an electric field and gravity, the equation 
is. 
of motion is obtained by doing a force balance. The general 
Lagrangian vector equation is as follows: 
2 
m 
dV 
pC 7r 
d Pf v 
pD -P- - 
JVrel 
rel dt 42 
IL 
inertial force drag force 
d34. 
+ 7r pppg+EF 
6 
gravitational force electrical 
field forces 
-b 
where V = absolute particle velocity p 
P = density of solid particle S 
P = density of fluid f 
vector of gravity constant g 9 
CD drag coefficient 
M mass of a single particle 
p 
d particle diameter 
p 
V = relative velocity of particle rel 
F = electric field force e 
(2.1) 
Consider a particle at point P (x, y) in two dimensional flow 
field as shown in Figure 2.1, 
VpV-V 
rel 
(2.2) 
k= ! A-x =u-v dt rel x 
(2.3) 
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1.0 
v rel x 
V 
P%, x, y) 
VpVV 
rel 
v 
rel 
v 
rel y 
k U- v 
rel x 
ý=v 
ýel 
v 
relý x) 
Figure 2.1 Schematic Representation of the Flow Field 
d 
y . 
2-y- v-v (2.4) 
dt rel y 
U )2 4. (V _ j)2] 
(2.5) 
re 1 
[( 
where V= fluid velocity 
U=x component of fluid velocity 
Vy component of fluid velocity 
17. 
v 
rel x=v rel 
in x direction 
V 
rel 
-y- IV rel 
in y direction 
In order to solve equation (2.1), the following assumptions 
are made# 
particlesare spherical and monosized, 
(ii) the suspension is dilute and particle/particle interaction 
can be ignored, 
(iii) each particle is considered a point mass and does not 
affect the flow pattern of the stream and the electric 
field. 
2.2.2. - Drag Coefficient 
The drag coefficient CD for a particle depends 
primarily on the Reynolds number based on the fluid particle 
relative velocity, 
Re 
----- 41 
PS 1v rei 
1 
(2.5) 
11 
where p is the fluid viscosity. Stokes determined the drag 
on a spherical particle by solving the Navier - Stokes equation 
and neglecting the inertial term. The drag coefficient for 
Stokes range (Re 
p< 
1) is given by, 
cDý 24/Re (2.6) 
The drag coefficient is influenced by shape, roughness and 
v 
orientation of the particle, together with the rotation and 
18. 
traverse motion. Torobin (15) summarised these effects by a 
series of correlations. Generally most of these effects are too 
complex to be considered and therefore drag coefficient for 
spherical particle is used. A series of empirical formulae of 
drag coefficients for spheres expressed as a function of Reynolds 
number is listed in References 11,12, and 17. The formulae are 
for stationary flow conditions and the drag on an accelerating 
particle is not necessarily the same. Therefore for an irregularly 
shaped particle the experimental drag values and the calculated 
ones may vary considerably. Some of the formulae with their 
maximum relative errors are summarised by Kurten et al (11). 
One possible method of achieving high degree of accuracy is to 
feed the computer with the experimental drag values for the 
entire range of Reynolds number during the integration. 
For the Reynolds number under consideration, the drag 
coefficient is expressed by equation (2.7) (16)t 
cR(1. o + 0.15 Re 
0.687) 
Dý( 2e4p) p 
for Re < 1000 
p 
(2.7) 
2.2.3. Trajectory equations for Re 
p 
ý" I and Re 
2<1 
Resolving equation (2.1) in the x and y directions, for 
Re > 1, 
I. p 
dxCpfV (U - dx. )+ ZF 
dt 
2D -T rel 7t ex 
(2.8) 
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14 
md2y 
P dt 
and for Re 
p 
2 
cd 
D 7r -P- 4 
- (m p -M 
)g 
v 
rel 
(V -dy )+ EF ey dt 
d2x dx 
-p 
dt 
23 wij dp (U- ä-t )+ZF ex 
(2.9) 
(2.10) 
M. 3 TrP d (V- 
ly- 
+ZF 
p 
dt 2p 
dt ey 
(2.11) 
(M 
P-mf)g 
Equations (2.10) and (2.11) can be reduced to dimensionless 
form by using the following substitutions of dimensionless parameters 
to give equations (2.12) and (2.13). 
X 
X* =d 
dimensionless co-ordinates 
Y* 
Y- 
d 
U 
U* 
U 
0 dimensionless velocities 
V 
V* 
U 
0 
tu 
0 dimensionless time 
d 
F*Y, 
F 
ex 
ex 3TLVd U* 
F*= 
SF 
ey 
p 
dimensionless forces 
ey 3TE[td 
pU0 
G (m -mf)g 
3TEV dPo 
NU0PSdp Stokes number 
st =- 18 It d 
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where d= characteristic dimension of substrate 
Uo= exit fluid velocity 
2 
U* dx* E* N st 
d-x TL ex (2.12) dT7- 
N d2yý = V* + EF G* 
st d -L. 
2d ey (2.13) 
N 
st 
is an inertial parameter which accounts for mass inertia 
of the particles. 
The range of Reynolds number considered is approximately 
between Re 
p= 
21 ( for dp= 50pm and U0=6.0 m/s) and Re 
p= 
80 
( for dp = 115 [tm and U0= 10.0 m/s). Although equations (2.12) 
and (2.13) are strictly applicable for creeping flow ( i. e. Re 
p<0.1) 
as revealed widely in literature for low Reynolds number consideration 
they often produce good agreement with experimental results. This 
is probably due to the fact that the drag coefficient of a 
particle is dependent on its own motion and structure. It may 
actually attain a drag value of similar magnitude as that of a 
sphere in similar flow conditions. As a first approximation, 
equations (2.12) and (2.13) were solved with a potential source 
flow solution. They were considered for two other reasons, 
(i) In most powder coating processes, Stokes law is assumed 
valid in estimation of velocities. Solving equations ý2.12) and 
(2.13) will show the deviation of an ideal flow condition to that 
representing practical spraying conditions. 
(ii) Equations (2.12) and (2.13) are shown later (Chapter 4) to 
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include a dimensionless electrostatic parameter N. Like the 
app 
Stokes number Nst which considers the inertia, N 
app 
considers the 
influence of electrical forces. Under ideal condition, the 
importance of both parameters can be compared and assessed. 
Equations (2.8) and (2.9) were solved using turbulent jet 
theory. 
2.3 Prediction Procedure 
. 
2.3.1 Method of Solution 
The numerical integration 
'is 
performed using a fourth- 
order Runge -, Kutta technique (26,27) for the set of equations 
for -q-x . 
ýIx 
, 
ýX 
and 
dViy 
V and V are particle dt, dt dt dt ix iy 
velocities in the x and y directions respectively. Equations (2.8) 
and (2.9) can be reduced to a set of four first order differential 
equations: 
dx = Vix , dy =V ly j -t dt 
d2x= dV 
ix =1 (X$ Yi, v) 
dt 
2 
dt ix 
d2y= dV 
ly f (XvYq v 
dt 2 dt 2 iy 
(2.14) 
Similarly a set of dimensionless equations can be deduced for 
equations (2.12) and (2.13). 
To initiate the calculation, the boundary conditions required 
are: 
at t-0, x=x op Y, YO I 
V 
ix 
V ixo' v iy .v iyo 
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Equations (2.14) are solved numerically on an ICL 1904A 
digital computer with small constant interval of time At. 
Constant time interval is preferred as opposed to an increment 
in distance to allow for more trajectory points as the particle 
approaches the substrate. The particle generally deccelerates 
away from the gun nozzle mainly because of the diminishing 
velocity component due to the transport air. At the same time, 
the build up of charged particles deposited will considerably 
modify the velocity component due to the electrical forces. 
Therefore, the choice of constant time increment will increase 
the accuracy of the calculation and will also allow better 
interpretation of the influence of electrostatic forces in the 
viscinity of the target. 
2.3.2. Description of the Computer Program 
In general, the method for determining the particle 
trajectory is as follows: 
(i) A particle is assigned specific starting position (x 
0 'Y 0 
and with some given particle velocities V ixo and V iyo* 
The 
values of x0 9yot V ixo and 
V, 
yo 
are obtained from expe 
. 
rimental 
data. 
(ii) The physical boundaries of the aerodynamic flow field 
and the electrical force fields must be defined (Section 2.4), i. e. 
determining the zones of influence. At a particular point in 
space, a series of YES/NO decisions are made to determine the 
nature of forces encountered. A positive response will result 
in the magnitude of the appropriate forces to be calculated. 
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(iii) The equations are then integrated simultaneously 
with a time interval of At (0.0017 see < &t < 0.0025 see). 
The At value for such a numerical integration procedure must 
be chosen within the framework of two conflicting requirements. 
It must be small enough to preserve accuracy and to prevent the 
occurrence of numerical instability yet not too small to incur 
large solution times. Although rules are available to indicate 
the stability limits, a trial and error approach was chosen. The 
At value chosen was of the same magnitude as the flashing rate 
of the stroboscope used during experiments. A check of different 
time intervals (tit ± 0.25 At) showed that the maximum differences 
of result were within 5%. As the solution time was reasonable 
and the results differed slightly, it was decided that the step 
size was acceptable. 
(iv) The new position (xl, y 11 
) of the particle is checked 
and successive steps are calculated until the target is reached 
or the particle,, arrives at a similar target x co-ordinate. 
Figure 2.2 is a simplified flow chart of the program. Several 
programs were produced to solve equations (2.8) - (2.9) and 
(2.12) - (2.13). Listing of a program is given as an example 
in Appendix lwhich will also include samples of comput3r results. 
A GINO graph plotting routine (28) is incorporated to plot 
the predicted trajectories. The computer result print-out will 
include: 
(i) Calculation of particle trajectories with and without the 
presence of electrostatic forces with subsequent plotting of two 
predicted trajectories on the same set of axes. 
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Figure 2.2 Simplified Flow 
Chart for Computational 
Scheme. 
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are considered 
tan 6 (x - D2) 
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Figure 2.3 Schematic Representation of Process 
(ii) the values of the various components of the trajectory 
equations during each step of calculation. 
2.4 Aerodynamic and Electrostatic Forces Analysis 
Figure 2.3 is a schematic representation with defined 
boundaries for the various regions of operation of the forces. 
I The air flow field is the resultant of essentially three flows: 
(1) The air jet from the spray nozzle for transporting 
particles to the substrate, typically of the order of 8- 15 m/s. 
(2) Flow around the object 
(3) The secondary air flow due to the suction of the 
filtration system, normally about 0.3 m/s (30). 
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Figure 2.4 shows the secondary air flow'round a flat 
plate at main stream velocity of 0.3 m/s. The flow visualisation 
photograph shows that ignoring the region behind the object the 
flow can be considered uniform laminar flow. There was no 
significant change in the air flow pattern for velocities from 
0.3 ( Re = 1140) to 0.7 (Re = 3010) m/s in the visualisation 
experiments. In this study, this flow is neglected due to its 
low magnitude. However, a uniform flow solution can be easily 
superimposed on the other air flows if required. 
A cloud of charged particles when they emerge from the 
source are subjected to a number of forces analysed by Bright (31) 
as shown in Figure 2.5. In calculating the electric field one 
must consider, 
(i) th 
.e 
applied field E 
app 
produced by the electrode system 
(point/plane or, cone/plane electrode system), 
(ii) the space charge field E 
sp 
due to the charged particles 
and the ions, 
(iii) the image field of the charged particle Ei and 
(iv) the field En due to the deposited layer. 
In addition, the 'ionic' wind is generated due to interaction 
of W and (ii). 
The scheme shown in Figure 2.3 using a conical geometry 
assumes that the earthed electrode acts as a perfect sink. It is, 
within this conical space that the forces apart from the particle 
image force are experienced. The choice of geometry seems logical 
as the use of point/plane electrode (or cone/plane electrode) 
system primarily determines the shape of the applied field which 
Figure 2.4 Flow Visualisation of Secondary Air Flow Due to 
Filtration System (Air Velcoity = 0.3 m/sec) 
Electrode 
app 
E 
app 
= applied field 
IE 
G= image field of charged 
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particle 
= field due to deposited 
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E 
sp 
= space charge field of 
charged particies and ions 
I earthed substrate 
Figure 2.5 The electrical fields of EPC Process 
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is conical. The total space charge consists of the particulate 
space charge and the ionic space charge. Although experimentally 
particles emerge outside the conical region, this will not 
significantly modify the space charge effect because very few 
particles are used. Therefore the space charge essentially is 
only due to the ionic component. Without particles microammeter 
reading was 12 x 10-6 amp and showed a change of 1.0-1.5 x 10- 
6 
amp with the introduction of charged particles. Ions generated 
by the electrode are assumed to stream towards the 'perfect sink' 
and therefore confined within the cone. Consequently the ionic 
wind is only felt in the cone. The field En due to deposited 
layer is neglected when using a very dilute suspension. 
The image field is assumed to extend within the width of 
the plate electrode for simplicity since most particle 
trajectories examined are within this space. The magnitude of 
the image force only becomes important when the particle is in 
the vicinity of the object since the image force is inversely 
proportional to the square of the distance from the object; All 
these forces are examined in greater detail in Chapter 4. If 
other forces (e. g. introduction of further air flows and 
electrostatic fields) are to be considered similar procedure of 
defining the boundaries is required. The choice of using a flat 
plate as the coating object is for ease of experimental manipulation. 
2.5 Summary 
For the prediction of particle trajectories, a computational 
procedure is described. The method aims to combine simplicity 
and speed with the inclusion of the dominant influences affecting 
28. 
these trajectories. The complexity of the interaction of 
forces particularly regarding the electrical components results 
in requiring many simplifying assumptions. Before solving the 
equations the 'spheres' of influence for the forces must be 
defined. 
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CHAPTER 3 
Air Flow Distribution Study on an EPS System. 
3.1. Introduction 
For the common EPS system, the air flow field in the spray 
booth is the resultant of two separate air flows, one due to the 
powder recovery system and one due to the powder feed system via 
the powder spray gun. The success of the prediction of the particle 
trajectories depends very much on the knowledge of the flow patterns 
in the different regions of the spray booth and also the accuracy 
of the value of drag coefficient to be used in the equations of 
motion. The air flow contribution due to the powder recovery unit 
can be neglected for reasons discussed in Chapter 2 and this 
chapter. Figure 3.1 shows a typical industrial hand spraying device 
(7) and there is great variation in design and configuration from 
manufacturer to manufacturer (29,61). The spray gun used in 
conjunction with the powder feed system performs three basic functions, 
(i) activation of the powder feed pump 
(ii) activation of the high voltage power supply and 
(iii) control of spray size and pattern. 
The gun illustrated in figure 3.1 includes a distribution disc (also 
known as deflector or diffuser) which 'spreads' out the emerging 
powder suspension, i. e. conversion of the axial velocities to radial 
velocities. 
Spray patterns are generally cone shaped or rod shaped and there 
are three common methods used industrially to adjust the size and 
shape of the powder spray pattern. The deflector can be either 
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Figure 3.1 Industrial Electrostatic Powder Spray Gun 
stationary or rotating type. Another method is the use of secondary 
air blowing tangentially or radially into the powder suspension. 
Complete control of the spray pattern can therefore be obtained 
at the gun trigger assembly using these devices. 
The emerging air velocity from the spray gun ranges normally 
of the order of 8- 15 m/s and is controlled by the powder delivery 
assembly. The powder feed system is responsible for a constant 
delivery of powder and the flow must not be subjected to great 
fluctuation during the stopping and starting of operation. There 
are numerous designs of powder feed system and most of them can 
be classified-as hopper - venturi. -feeder or fluidised-bed venturi - 
system. 
The air flow pattern is not just a simple emerging jet flow from 
the spraying nozzle. A complete description of the resultant air 
flow field of an EPS process will involve the study of the following 
f lows: 
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(i) an air jet impinging on the object 
(ii) wake formation due to the presence of deflector at the 
nozzle 
(iii) the co - flowing external secondary stream giving rise to a 
compound jet 
(iv) wake development behind the object and 
(v) the presence of particles creating a two phase jet. 
Depending on the magnitude of the initial air jet and the secondary 
stream the flows listed above can make significant'contribution in the 
deposition process. With the great variation in the design of the 
spraying device, theoretical and experimental studies to simulate this 
much varied resultant air flow would present a daunting task. 
Furthermore the simulation would also be hampered by a lack of 
theoretical development in most of the areas listed. 
The approach adopted in this study therefore is where possible 
the literature appertaining to the study of these flows is briefly 
reviewed and the importance of the individual contribution is 
assessed accordingly with experimental or theoretical justification. 
The two phase jet flow despite its importance is only described 
briefly for two reasons. Firstly the experimental scheme for tracking 
of particle trajectories has the prerequisite of using a dilute 
suspension and secondly as shown widely in the literature, there is 
Is a 
scarcity of two phase turbulent jet studies. 
A simplified and generalised system involving the use of an 
air jet issued from a nozzle with inclusion of simple electrodes is 
used. From the flow visualisation experiment, the theoretical model 
of the source type seems most appropriate. Initially air flow from 
a nozzle was studied theoretically and experimentally and later with 
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the inclusion of electrodes near the nozzle. Two types of 
electrodes were used, a point electrode and a conical electrode. 
The use of a point electrode primarily is to allow assessment of 
contribution of particle velocity due to the aerodynamic forces 
and the electrical forces whilst the use of conical electrode 
is to simulate to some extent the action of a deflector. The shape 
and positioning of the electrodes are consistent with the 
theoretical model described in Chapter 4. 
Initially there were two solutions available for velocity 
calculation, one of the turbulent round jet and the other a potential 
source flow. The theoretical calculation for velocity distribution was 
compared with experimental results obtained using a hot wire 
anemometer. The turbulent round jet solution was found to be 
adequate but the potential flow model led to an overestimation of air 
velocities. 
3.2 Theory of Turbulent jet Flow. 
3.2.1. The Turbulent jet Model. 
The literature on single phase 
-axially 
symmetrical submerged 
turbulent jet is voluminous and as in most studies of turbulent 
flows, the analytical solutions are not complete and are generally 
based on phenomenological theories supplemented by experimental 
observations. Extensive reviews of most of the studies are 
presented by Abramovich (6), Hinze (62) and Rajaratnam (63). 
For the present trajectory calculation, only the time average 
velocities are required and solutions pertaining to estimate these 
quantities are discussed. The other important quantities associated 
with the turbulent transport, e. g. the fluctuating velocity components 
and the Lagranian integral time scale are neglected. The main 
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difficulty in solving turbulent flows invariably is to model the 
Reynolds stresses. The current state of art for modelling 
turbulent jet flows is to seek a general transport model capable 
of predicting accurately the full range of flows from discharge to the 
fully established flow region. The model must also take into account 
a wide range of effects like buoyancy, crossflow and surface 
interaction. Various models have been reported (64,65,66) 
achieving varying degree of success. Better agreement was obtained 
for plane jet than for round jet. These models are complex and not 
easily applied. The first theoretical treatment of a circular jet 
was given by Tollmien (67) who based his study on Prandtl's mixing 
length hypothesis and his solution is used for velocity calculation. 
The jet model as shown in Figure 3.2 is divided into three parts 
the initial region (or flow development region), the transitional 
region and the main region (or fully developed flow region). In the 
initial region as the turbulence penetrates inwards towards the jet 
axis there is a region of undiminished mean velocity known as the 
potential core. The core is surrounded by a mixing layer. Further 
downstream the core vanishes as the turbulence penetrates to the axis 
and the jet is considered fully developed. The dimensionless velocity 
profiles in different cross sections are self similar and this property 
is exhibited in a large number of turbulent jet flows. The transitional 
10 region (6) is. assumed to exist for a short lengttk and is normally 
neglected. 
3.2.2. The Impingement of a Circular Jet. 
In EPC spraying, the jet of suspended particles is directed at 
the object to be coated. The presence of the object will introduce 
further complication in the velocity calculation. 
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Depending on the velocity of spraying, the size of spray and the 
nature of the object, this influence may be significant. Poreh (68) 
defined the following zones of a circular submerged jet impinging 
normally on a smooth boundary as shown in Figure 3.3, 
ZONE I initial region 
ZONE II free jet region 
ZONE III a deflection zone 
ZONE IV a wall jet zone 
To estimate the upstream influence of the 
mean flow, the free jet and impinging jet 
were compared in several experimental stu 
The general conclusion is that the effect 
(or stagnation zone) 
stagnation plate on the 
velocity distributions 
dies (68,69,70,71). 
of the presence of a 
plate is felt by a free jet when the distance from the nozzle is greater 
than 70 - 9076 of the nozzle - plate distance for a wide range of 
velocities. Figure 3.4 illustrates the radial wall jet profile produced 
by a circular impinging jet and Figure 3.5. shows the variation of 
centreline velocity. 
Various theoretical relationships (63,68) are available for 
velocity calculation and they invariably involve evaluating some 
virtual quantities (e. g. virtual origin or velocity) by experimentation. 
However for this study and spraying under general EPS operating 
conditions, the wall jet development can be ignored for two reasons, 
W FigUre 3.27 shows that variation of velocitk brofile's of an 
impinging jet and air jet is negligible. 
The trajectory experiments showed a dominance of electrical 
forces in the vicinity of the object, overcoming the effect 
of the jet. 
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Figure 3.5 Variation of centreline velocity for circular impinging 
jet (reproduced from Reference 63) 
3.2.3. Theory of jet for the fully developed region. 
The flow can be modelled as a growing incompressible, turbulent, 
axisymmetric shear layer, the growth being attributed to surrounding 
fluid entraining into the jet. Also the flow is of boundary layer 
nature, i. e. the region of space in which a solution is being sought 
does not extend far in a transverse direction, as compared with the 
00 :0 12 14 16 
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main flow direction and that the traverse gradients are large. 
Consequently it is permissible to study such problems using time 
mean boundary layer equations. 
The continuity equation is, 
(UY) +a (vy) =0 
3x ýy 
(3.1) 
where u, v are the velocity components of the axial and radial 
(x, y) components. Neglecting the axial pressure gradients results 
in the following simplified axial mementum. equation (63), 
3u 
+v 3u 13 Yu (3.2) 
ýx TY p 
-Y 6y 
I 
where t is the shear stress. Equations (3.1) and (3.2) are the 
simplified equations of motion for circular jet. 
To integrate the two equations involving three unknowns 
(u, v, I)a third equation must therefore be constructed to 
express the turbulent shear stress in terms of the main flow 
parameters. There are several theories of free turbulence modelling 
this quantity T. and are well documented in several books (e. g. 6. 
62# 72). The main ones are briefly described in this section. 
Boussinesq's concept that a turbulent fluid could be treated 
as obeying the Newtonian viscosity law defines thb effective 
viscosity by, 
lief f ý- 
#t / /du\ 
ýdy ) (3.3) 
The first evaluation of it 
eff 
was due to Prandtl guided by the kinetic 
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theory of gases proposed the well known 'Mixing-length' hypothesis 
expressed as, 
Pef fp2 
(3.4) 1 
dy 
I 
Therefore, 
Z=2 Idu du 
dy 
1 
g-y (3.5) 
where 1 is the mixing length. Using this original concept, 
Tollmien proceeded to obtain the solution for an axisymmetric jet. 
Other proposals imply that peff aresubstantially uniform 
across sections through the boundary layer. Prandtl later proposed 
for at any section across a free jet, 
ýte ff "'ý const pd(U max -u min 
) (3.6) 
where d is some measure of the width of the jet and U max 
and 
U 
min 
are the maximum and minimum velocities in the cross section. 
Gortler solved the problem of a submerged jet using Prandtl's 
new theory. Taylor's physical model assumes that tangential 
stresses are caused by vorticity transfer and not momentum, 
resulting in, 
%L121 du 1 
du 
2w u-y 97 
(3.7) 
where 1 V2 
w 
In addition, there is Von Karman's similarity hypothesis stating, 
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4 
-L =2 
(du/ 
dy 
)/(d2 
u/ dy 
2)2 (3.8) 
,X being an empirical constant. 
The theories of Boussinesq, Prandtl, Von Karman and Taylor 
are 'deductive', i. e. a hypothesis is made concerning the turbulent 
shear stress and with the equations of continuity and motion, velocity 
distributions are deduced. As against this deductive concept Reichardt 
proposed an inductive theory of turbulence. The theory (6,62) 
although very widely used has been severely criticised for the 
purely phenomenological approach. For free turbulent flows, 
experiments have shown that the velocity distributions across the 
mixing zones follow closely Gaussian error or relate-d functions. 
Therefore assuming that a turbulent process is a statistical process 
and using the 'momentum - transfer' law, Reichardt transformed the 
equation of motion to a form of which its solution would be a 
Gaussian error function. Although the theory does not give a true 
picture of the turbulence-flow mechanism, its wide acceptance is due 
to its good agreement with experimental results. But this is not 
really surprising since the equation of motion has been transformed 
artificially to agree with experimental evidence. The velocity 
distribution of a free jet according to Reichardt's theory is 
given by, 
u2 
exp -( (3.9) 
um F2 Cm X 
where Cm is an experimental coefficient known as the spreading 
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coefficient. 
The three most widely used turbulent jet theories are those 
due to Prandtl - Tollmien, Prandtl - Gortler and Reichardt and 
comparison with experimental results (6,72) all three have shown 
good agreement. The slight discrepancy generally occurs near 
the jet axis and the outer region of the jet. Tollmien's solution 
is adopted in this study because it has been well tested and also 
it is physically a more realistic model as compared to Reichardt's. 
3.2.4. Tollmien'ssolution (6.67 . 
For a fully developed jet, the velocity profile at any cross 
section is similar and contours of equal dimensionless velocity are 
straight lines. If these straight lines are extended downstream 
the jet will have the appearance of a flow from a source - the 
point of intersection of the straight lines. 
Let, 
ff( %L ) (3.10) UM (ý) = 
where um is the centre line velocity in the corresponding cross 
section as the local velocity u. The axial velocity variation can 
be shown to be, 
U= (3.11). 
where m is a dimensionless factor independent of x. The Stokes 
stream function + for an axisymmetric flow is defined as, 
I ýLp 
y ýy 
y 
(3.12) 
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Therefore, 
J? =Iuy dy 
mx f(Vt_) ntdqt 
mxF 04 ) 
(3.13) 
qL 
where Ff (qL) ntdkt 
0 
With equation (3.13), equation (3.12) can be rewritten as, 
F 100 (3.14) 
F (qt) -F A) ) (3.15) 
By doing a momentum balance for a control surface of area 2TCydx 
symmetrical about the axis gives, 
y 
2T[ p uvydx + 27L Pdu2y dy *t 2T[ydx (3.16) 
Equation (3.16) reduces to, 
y 
2 
uv +du dy L 
. (1ý 
(3.17) 
ap 
"V 
Using Prandtl mixing length hypothesis forTwith 1= Cx from equation 
(3.5), 
uv + d' u2 dy +C2x2( du `ý 0 (3.18) 
dx dy) 
where C is a constant. 
Combining with equations (3.14) and (3.15), equation (3.18) is 
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transformed to, 
2 
c2 
ýV' 
( 14") - F# (=F( At) F '(&t ) (3.19) 
Ilt 
Equation (3.19) can also be obtained by substituting the various 
expressions into equation (3.2). 
To eliminate the constant C, a quantity(fis defined as, 
y (3.20) 
ax 
where aC 
V3 
Consequently, 
.F (3.21) 
x 
am 
[F 
1F (3.22) 
x ii 
2 
ýTl 
I= 
(3.23) 
To solve the differential equation, Tollmien defined 
p (ý )= (3.24) 
Substitution of the above definitions, equation (3.23) is reduced 
to a first order equation, 
Z2_Z0.5 
le 
(3.25) 
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The equation was solved by Tollmien using a series expansion 
and the solution is of the forms 
Z z' =2-2 
1-2 2+ ý-2 7 /2 + 37 
5 
7 245 1715 240100 
+ 0.0000 14 
T 
13/2 (3.26) 
Integrating equation (3.26) 
ln (f 
2_0.27 
tf 
1.5 
- 0.001ý 
3+0.00018 4.5 
2 
+ 0.000025 
6+0.0000011c 7.5 (3.27) 
From equation (3.24) 
zI ez (3.28) 
The dimensionless velocity equations from equations (3.21) and 
(3.22) become, 
(3.29) 
1vFF (T )' 
a um It (3.30) 
I 
For a circular jet issuing into a stagnant environment and 
expanding under zero pressure gradient, since there is no external 
force involved, the momentum of the jet in the axial direction is 
preserved. The conservation of the momentum flux is expressed by, 
11 27C y dy pu 
2 
dx 
0 
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Hence, 
a222 
21Up 
ýo 
uy dy =M0pU0=m0 (3.31) 
where R0 is the nozzle radius and U0 is the initial velocity. 
Rewriting equation (3.31) with the inclusion of equation (3.20), 
21a2 x2 (f dtu2F '( =R2U2 
lf 
Um 
=11 u0 4-2 . 2. X- (F (, f )3 2 dý R (3.32) 
0 
The integral of equation (3.32) was evaluated to be, 
2 
dT = 0.536 
0 
Hence , 
4n 
= 0.96 7- 
ax 
0R 
0 
(3.33) 
Equation (3.33) is used to calculate the axial velocity distribution of 
a circular jet. 
At the initial section of the fully developed jet, where 
um /U 
0= 
11 
ax 0.96 
R 
0 
x is the axial position from the source and to locate this virtual 
origin, 
x=S0+S 
where S is the distance from the nozzle and S0 is the separation 
of the nozzle and the source pole. 
Comparison of the theory and experimental data was very good 
(6). The value of the coefficient a from various experimental 
studies ranges from 0.066 to 0.27 and is found to be dependent on the 
ratio of the average to the maximum velocity at the nozzle, i. e. the 
shape of the initial velocity profile. 
3.2.5. The initial region 
When a jet is issued into a stagnant mass of fluid, at the 
nozzle the generation of shear stresses due to velocity discontinuity 
leadstothe development of shear layer. This turbulent layer penetrates 
inwards into the potential core and outwards into the ambient fluid. 
The end of the potential core is situated where the inner boundary of 
the annular shear layer meets the axis of the jet. To date there are few 
experimental and theoretical studies concerning the developing region 
mainly due to the lack of application and also the flow structure is 
very complex. The early studies on this transition zone of flow are 
summarised by Albertson et al (115). Recent experimental examination 
of the, flow structure of the initial region led to several suggestions 
of flow mechanisms (73,74,75). Crow (74) reported that within the 
first four diameters the core is surrounded by a wedge-shaped mixing 
subregion with short interfacial waves and up to ten diameters the flow 
is oscillatory. Other theory (75) suggested that the mixing layer 
consisted of an axial array of toroidal vortices. Not surprisingly 
therefore few theoretical studies emerged during the last few years. 
There is no analytical expression of time average velocities in which 
the mixing layer and the jet main region are'smoothly joined together. 
46. 
The effort is now centred on modelling of the complete jet flow instead 
of describing each region. For the time being, velocity calculation 
is restricted to using various empirical formulae. A summary of 
some theoretical expressions and experimental results from various 
investigations is presented by Abramovich (6) and Rajaratnam (63). 
This zone extends for a limited distance from the jet origin. 
The length of the initial region L can be estimated by a number of 
empirical relationships, normally expressed as a function of the 
ratio of the velocity of surrounding fluid to the initial jet velocity 
US /U 
0 
), e. g. 
L4+ 121 (62) (3.34) 
2H 
1J 
1-0.214 + UM1441 (6) (3.35) 
R1=0.95 
- 0.097 ; (63) (3.36) 
RR 
00 
For a submerged jet (i = 0) L is calculated to be about four or 
five jet diameter long according to the above equations but experiments 
have disclosed much greater values. The experimental data indicated 
that generally the zone extends to a distance of about nine jet 
diameters. 
The presence of a diffuser in the initial region of the jet flow 
from a gun therefore creates an even more complex flow picture. A 
survey of the literature to date shows that there is no investigation 
of flow past an object in the initial region of a jet flow from a 
nozzle. Therefore with the lack of theoretical and experimental 
data for this configuration, the following simplifications are made 
47. - 
for the trajectory calculation in the initial flow development region, 
(i) The velocity distribution between the nozzle and the diffuser/ 
electrode is neglected since in the particle tracking experiments 
there was a temporary loss of particle trajectory in this region. 
The first trajectory point recorded after passing the electrode 
I was used 
to initiate the calculation. This temporary loss 
results from either, 
(a) For the rate of flashing of the stroboscope used, a particle 
with high initial velocity traversing a short distance would 
not produce sufficient number of images. 
or (b) This initial region is overexposed because of the shiny 
appearance of the electrode and therefore the images tend to be 
masked. 
(ii) For the region between the fully developed jet and the electrode, 
lineax; velocity relationships derived from measurements are used. 
3.2.6. Compound jet 
When the surrounding fluid is also in motion in the direction of 
the jet, the jet is known as a compound jet (6,63). Therefore the 
secondary air flow and the main jet air flow in EPC can be treated 
as one flow entity and analysed using the compound jet theory. 
Alternatively as suggested previously, due to its low magnitude the 
secondary flow can be treated as a uniform flow to be superimposed onto 
the main. _jet- flow. However --if .. the velocity is -increased -further, the. - - 
main jet flow undoubtedly will be affected. 
Similar to the other jet flow problems various correlations 
are available for velocity distribution calculation. Examples are, 
(i) Squire and Trouncer's expression for U0/. U >1 
48. 
u=1(1+ Cos It y 
um22b 
(3.37) 
where b=y for u=u 
2 
Us= secondary air stream velocity 
(ii) Forstall and Shapiro's expression for um, 
u4+12U /U 
M- s0 
u-u x/2P. 0 
(3.38) 
-b 
(iii) Bradbury's expression for 4 MP 
um 12.6 
. R 0 (3.39) 
For whenI (U /U 11 Abramovich (6) derived the following 
relationships to calculate the axial velocity um and radius of any 
cross section of an axially sy=etric jet. 
221.5 
+ 0.69 (r p) 
p21 
and 
u Au n- 
In 
mm 2u lu 
u 
0 
A, (1 
where c=0.22 for axisymmetric jet 
x x 
r0 r 
;3-p21 
(3.40) 
(3.41) 
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x and r are axial and radial distances 
00 
for the initial cross section 
2 
p 8.1 (n 2u 
in 
lu) 
2 
1 
nlu p0u0 dF 0 
pUF 
0 om om 0 
n 2u p0U02 dF 0 
0pU2F om om 0 
A 0.258 
U 
om 
is the axial velocity at the initial 
cross section of area F 
0 
(9.76 +21+ 
J1 
+8 
4.16 J1 (1 -+ fl + 
1.92 
,&5m 
For calculation, a graphical plot of the auxiliary function 1-2. (ý 
is available. Curves for various values of 
i 
calculated from the 
above relationships are given in Figure 3.6. In the present trajectory 
investigation because of the low magnitude of 
1(1=0.03 
for US= 
0.3 m/s and Uo = 8.0 m/s), as shown in Figure 3.6 the compound jet 
can be treated as a simple submerged jet 0). In a typical 
powder. coating-process (U 0 
of-g, -. -15-. m/s) the velcoityý-of-the 
secondary stream must be greater than about 1.5 - 3.0 m/s to 
significantly modify the air flow from the spray gun. 
3.3 The two phase turbulent jet. 
When a second phase is introduced into a fluid changes in flow 
characteristics occur. The theoretical prediction of the changes are 
So. 
.01 
. tq i 
4a 4w 
4.1 
Figure 3.6 Variation of the dimensionless axial velocity in 
an axisymmetric jet for m <1 ( 
j= 
m). 
hindered since for the simpler case of one phase flow there are no 
complete solutions and the interaction between the turbulence of the 
mainstream and the dispersed phases presents a problem of great 
complexity. Also until the recent availability of laser Doppler 
anemometry system there is a lack of suitable measurement technique 
leading to a scarcity of experimental data. Although the applications 
of two phase Jet are numerous, as reflected in the literature there 
is a lack of basic understanding of the underlying phenomena. Soo 
(25) and Boothroyd (17) summarised various early experimental and 
theoretical studies in multiphase flow systems. However there is no 
general theory that can be applied directly to sol. VP the flow 
characteristics of a two phase turbulent jet. In EPS system which 
i-Irvolve the use of 'heavily-loaded' jets, the effect of particle 
concentration on flow is critical. Although in the current analysis, the 
solids loading is sufficiently low that particle fluid interaction can 
be discounted, a survey of the current state of art in two phase 
Si. 
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turbulent round jet is included, with emphasis on the experiment'al 
studies. Table 3.1 lists the very few experimental investigations of two 
phase axisymmetric jet. The indication is that further extensive 
investigations are required to assess the loading effects on turbulent 
jet flow . 
3.3.1 Expelimental studies 
(a) Lightly loaded jets 
Most of the published literature on two phase turbulent jet 
studies centre on lightly loaded jets. Popper et al (80) presented 
an extensive experimental study of the effect of oil droplets 
(d 
p< 
50 [tm) dispersed in an axially symmetric jet. The particle 
velocity was measured for volume concentration of oil in air of 
-6 10 , using a 
laser Doppler ýqrtemometer. The experimental results 
are in good agreement with other studies with the following main 
conc7lusions: 
(i) Two phase jets are narrower that single phase jet under 
similar conditions. 
(ii) The velocity distributions of the droplets are self 
similar with a lower spreading coefficient CM of equation 
(3.9) of 0.050 - 0.058. For a single phase jet Cm 
normally is of the range 0.071<C 
m<0.080. 
(iii) Near the nozzle the particle velocities are lower than the 
free jet velocity whilst in the fully developed jet region 
x/2R 
0> 
8) the rate of decay of the axial particle velocity 
is lower than the corresponding air jet. 
Golds'chmidt et al (81) and Hestroni et al (82) studied lightly 
loaded jets using the hot wire anemometry. The particle loading 
ratio ). 
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nozzle to the density of the suspending fluid. For lightly loaded 
jets, X0 <4 1.0. Their results have been treated with caution as the 
impingement of droplets on the hot wire probe could lead to erroneous 
data. Hetsroni and Sokolov (82) measured the velocity distributions 
for the time average and fluctuating components, and the probability 
-6 
density functions (volumetric concentration of 3.08 x 10 - 7.79 x 
10- 
6 
). They found that the droplets (d 
p- 
13pm) flux distribution can 
be described by a Gaussian curve with a spreading coefficient of 0.05. 
Similarly a Gaussian curve can also represent the time average velocity 
profile of the two phase jet with spreading coefficients of 0.05 - 0.06. 
The magnitude of the coefficients is similar to results obtained by 
Popper and his colleagues (80). Also in the range of investigation 
the coefficient is different from that for a single phase jet and is 
inversely proportional to the droplet flux. They further concluded that 
the droplets cause suppression of turbulence in the dissipation range. 
In the two phase round jet the centre line velocity decreases as 
x 
-1.2 to x -1.3 instead of (x for single phase 
FR- 
0) 
( 
ý'Ro ýRo) 
jet. For lightly loaded jet, the fluid mean velocity field is 
sensibly unchanged from that of a clean jet. Also the measured 
particle mean mass flux profiles generally attain a self similar 
form. 
Abuaf et al (83) examined large particles of 250 - 400 pm in 
air jet using photographic technique and found that their motion 
was almost unaffected by the main fluid. The experimental results 
are essentially in agreement with other studies. 
For small particle, the main concern is the study of turbulent diff- 
usion mechanism of particle in the jet. Shinichi et al (76) studied the 
S4. 
diffusion experimentally and theoretically using a very dilute 
suspension of 15 - 20 Vm diameter particles (volumetric concentration 
of 4.0 x 10-7 to 2.0 x 10-6 ). The fluid properties of a single phase 
jet would apply to the two phase jet. The particle inertia and the 
fluid large eddies, which are expressed by the Stokes number and the 
Lagrangian integral time scale respectively, play an important role 
in the diffusion transport mechanism. The results indicate that the 
particle diffusivity decreases with the increase of particle inertia. 
Mc Comb et al (84,85) presented a theory which describes the 
diffusion of tracer particles in a turbulent jet. The motion is 
2 
characterised by a dimensionless perturbation parameter AU 
OL 
(d) 
dx 
TL is the particle momentum relaxation time, d is the diameter of the 
jet nozzle with U0 the nozzle velocity and A is a constant with a 
value of 7.02 for a round free jet. The relaxation time is a function 
of density and size of the particle and the viscosity of the medium. 
The mean particle concentration and particle velocity profile can be 
described using power series in E. The limit E- 0 represents the 
case of infinitesimal particles which move as part of the fluid. The 
study was extended to E 0.3 using the laser Doppler anemometer 
dp *- 6 Vm) and there was good agreement of theoretical and 
experimental results. 
(b) The heavily loaded jets. 
Laats and Frishman (86,87,88) presented most of the very few 
studies of heavily loaded jets for loading ratio of up to 1.4 with 
20 - 80 Vm diameter particles. - The experimental results show that the 
axial velocity decay is smaller and the velocity profiles are narrower 
than for a single phase jet at the corresponding point. The main 
findings are confirmed by the results of Popper et al (80). Also the 
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decays are proportional to the loading ratio. 
Melville and Bray (89) using the experimental results of Laats 
and Frishman obtained good correlations of the mean fluid velocity 
and particle mass flux fields in terms of initial particle loading 
by using dimensional analysis and physical arguments. The two 
phase jet is divided into two regions :a near field region in which 
essentially there is no net momentum transfer between the phases and 
a far field region in which all the momentum has been transferred to 
the suspending fluid. For the near field region exponential functions 
of initial particle loading is used to correlate with the experimental 
data of the corresponding single phase jet. A power law function 
is used for the far field region. The dynamics of the fluid phase" 
of the far field region are equivalent to that of a single phase 
jet with a virtual origin, the position of which is dependent on the 
particle size and the initial particle loading. The dependence of the 
virtual origin on loading ratio is well predicted whilst the dependence 
on particle size is less certain. 
3.3.2 Models of two phase jet. 
To date there are only a few attempts to model the two phase 
turbulent jets to study the effects of the particles on fluid 
turbulence and the reciprocal response of the particles to turbulence. 
Danon et al (90) solved the mean flow equations with first order closure 
scheme using a turbulence energy model to calculate the eddy viscosity. 
Additional dissipation was hypothesised as caused by the relative. 
velocity between the particle and the fluid. The predicted reduction 
in the turbulence energy level was low when compared with experimental 
results. They concluded that the particles bring about a change in 
the structure of turbulence affecting the production and dissipation 
56. 
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of turbulent energy. By relating and adjusting the length scale 
which represented the turbulence structure to the particle 
concentration, good agreement was obtained. 
Melville and Bray (91) presented the most comprehensive study 
so far with a review of the previous modelling attempts. Instead 
of considering the suspension as a single inhomogeneous continuum, 
the concept used is to treat the suspension as two interpenetrating 
continua maintaining their own identities. A set of differential 
equations with a first order closure scheme was used with various 
models to describe the transport coefficients I i. e. the eddy viscosity 
and eddy diffusivity of both fluids. There were good agreement for the 
mean velocity and the mean flux of particles data. 
3.3.3 Two phase Jet in EPS 
For EPS, the general requirement for a good spray gun design 
is smooth powder delivery of 0.002 kg/s. However most commercially 
available hand guns are generally capable of a delivery rate of 
0-0.01 kg/s (29). A survey of the powder delivery rate and air 
volumetric, flow rate of various makes of commercial guns (29) shows 
maximum loading ratio of 2-4.4. The powder spraying is furthermore 
complicated by the presence of diffusers of differing shapes and 
sizes with the diffusers either stationary or rotating. Several 
immediate problems are encountered when applying two phase jet 
knowledge to EPS. 
(i) The two phase jet results obtained by the various investigators 
to date are quite inconclusive. With the loading ratio shown to 
be the critical factor, its effect on the main flow is not yet 
fully r ealised. 
(ii) The loading ratio for EPC is considerably more than what has 
57. 
been investigated so far. 
(iii) The results so far are for simple jet geometry without the 
presence of diffuser of any kind in the jet stream. 
Therefore further extensive investigations with emphasis on collecting 
experimental data are required before assessment can be made about the 
loading effect on the flow characteristics in EPC spraying. 
The only known experimental study of particle velocity distribution 
of powder spraying in EPC process is that of Singh (116). Using epoxy 
powder of 15 - 70 pm and a powder feed rate of 2 gm/s he produced 
velocity profiles very similar to those of Popper et al (80). This 
suggests that despite the high loading ratio, the approach of Popper 
may be adopted, i. e. the particle velocity distribution can be 
described by the single phase jet equation with modification of the 
spreading coefficient and location of different virtual origin. 
Therefore if the self similar property can be established for two phase 
flow from a spray gun, this approach for the time being may be adequate 
for prediction of particle velocity distribution. 
3.4 Potential flow solution 
Another solution which seems appropriate to describe the flow 
from a spray gun is to use an ideal potential flow of some source 
type. To solve equations (2.12) and (2.13), the potential flow model 
adopted is as shown in Figure 3.7, consisting of 
(a) a potential source flow and 
(b) potential flow past a vertical flat plate 
Near the object, the source flow velocity profile is assumed to approach 
that of streaming flow. This solution was the first to be used in the 
trajectory calculation because of its simplicity. 
3.4.1. Flow past a vertical plate 
The solution for potential flow normal to a vertical plate (92) 
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A VERTICAL PLATE 
Figure 3.7 Potential flow model 
is derived using conformal transformation technique - an analytical 
I 
method of determining patterns of irrotational flow. The succesive 
transformations leading to the final solution are shown in Figure 3.9. 
First a set of elliptic coordinates (t .I, z) as shown in Figure 
3.8 are defined as follows. Using the transformation, 
Z=C cosh 
ý 
(3.42) 
where Z and -9 are complex variables given by, 
x iy 6=ý 
the following relationships are defined, 
x=C, cosh cos 
y=C sinh sin qL (3.44) 
x2+y21 
c2 cosh 
2C2 
sinh 
2 (3.45) 
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Figure 3.8 Elliptic co-ordinates t, J. z 
22 
xy1 (3.46) 
c Cos C2 sin 
2 
It 
a=C cosh 
0 
(3.47) 
b=C sinh so (3.48) 
2b2c2 
(3.49) 
The curves of constant values of are ellipses and are confocal 
with a distance of 2C between the foci. For constant values of 
the curves are hyperbolas confocal with one another and with the 
ellipses. 
t=%0 
corresponds to an ellipse in the Z plane with 
semi major axis C cosh 
% 
and semi minor axis C sinh 
0. 
For streaming flow past a cylinder, the complex potential W 
is, 
w=U(z+a2 (3.50) 
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Figure 3.9 Flow normal to a vertical wall 
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with U the main stream velocity and -W =40+ i+ , where 4P is the 
velocity potential and 'ý is the stream function. If the stream 
makes an angle cc with the real axis the complex potential in the Z, 
plane is, 
Z, (a b )2 
icr 
4Z, 
With the Joukowski transformation, 
Z=Z+C2 
4Z 
(3.51) 
(3.52) 
concentric circles in the Z1 plane map into confocal ellipses in 
the Z plane. 
The inverse of the tr, -msformation, 
ZI=1 
(Z + C2) (3 . 53) R- 2 
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with C=a -b therefore maps the region outside the ellipse of 
semi-axes a, b in the Z plane on the region outside the circle of 
radius 1 (a + b) in the Z1 plane. Substituting equation (3.53) into 
equation (3.51), results in, 
, 
[Z2 
C2 
ia (Z_ 
/(-ýýC2) 
c2 WU (a + b) e-'OC(z +(»+e 21a+ba-b 
(3.54) 
Further substitution with expressions for elliptic. coordinates gives, 
W=U (a + b) cosh (6 - 
to 
- ia) (3.55) 
Equation (3.55) is the complex potential for flow past an ellipse in 
elliptical coordinates. If b-*O, thd ellipse becomes a plate with 
62. 
0. Therefore equation (3.55) becomes 
W=Ua cosh (ý - ia) 
=U (Z cosce -i 4(Z- - a-) sin a) (3.56) 
When the stream is normal to the plate 900) and therefore, 
2 2) 
WU J(Z -a (3.57) 
To obtain horizontal flow normal to a vertical plate the Z plane 
is rotated through 90 
0 by using the transformation, 
i iz (3.58) 
Using the definitions 
-d4' d4 
dx dy 
and by expanding the right side and equating the real and imaginary 
parts, the following equations for calculation of the velocity 
components u and v are obtained, 
22t41? 2 (X 22+2 (3.59) 
UyU2 (+2 - U2 y2) 
ý (2 ý2 _u2 Y2 + U2 x2 + U2 a2 
(3.60) 
2 
(+2 + U2 x2) 
(2 t2_U2y2+U2x2+ U2 a 
2) 
where I (-B 
+ 
IB 
4 Cl 
2 
BU2(x2Y2+ a2) 
1422 
C _U xy 
This is an ideal solution but it does not represent the complete 
a 
F(Z 
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motion past an actual plate since the speed becomes infinite at the 
edges of the plate. For the trajectory calculation the flow after the 
plate is not considered and therefore this potential solution is used 
in the present calculation. 
3.4.2 Potential source flow 
The stream function of an axisymmetric potential source flow 
(93,94) is given by, 
4-1 =n1-x 'i 
( 
(x 2 +Y 
2A (3.62) 
where m is the strength. The velocity components u and v are 
expressed as, 
1 d+ 
2T[y dy 
2 1.5 (3.63) (+y) 
1 dP 
2T[y dx 
M- (y 
47C (x 2+ Y2 ) 
1.5 
) 
(3.64) 
Two solutions are therefore available to describe the flow from a 
nozzle. A series of experiments using the hot wire anemometer was 
conducted to measure the air velocity distribution and to assess the 
validity of both the theories. 
3.5 Experimental investigation of air velocity distribution 
3.5.1. Experimental set up and techniqu 
The experimental set up for the velocity profile measurement 
is as described in Chapter 6 with the measurement instrumentation 
as shown in Figure 3.10. The measurements were made for two 
reasons, 
To test the validity of both the theories discussed earlier and 
64. 
to compare the experimental results with the documented results 
of free jet measurements. 
(ii) To examine whether the theory would still apply with the 
presence of small electrodes in the jet. 
The time average velocities were measured by means of a constant 
temperature hot wire anemometer (DISA type 55AO1) employing a sensing 
element of 1.25 mm, long. Prior to measurement, the anemometer was 
calibrated in a low speed wind tunnel using Furness micromanometer. 
During the measurement, the calibration was constantly checked at the 
nozzle exit with a pitot tube connected to the micromanometer. The 
micromanometer with a range of 0.002 mm. - 10 mm wg had an accuracy 
of 2% of the scale chosen. The fluid velocity could be determined 
to within 0.1 m/s. 
Axial velocity distributions were recorded at x/2RO = 12,17 
and 24. The plate was located at x/2RO = 26.3. The axial velocity 
distribution along the centreline was also measured up to a distance of 
24 jet diameters. Similar measurements were made using a pitot tube 
connected to the Furness micromanometer and the results were 
consistent with the hot wire measurement. The pitot tube measurements 
enabled quick check of the correctness of the positioning and 
calibration of the hot wire anemometer. The jet emerged from a nozzle 
of 0.6 cm diameter with exit velocities ranging from 7- 11 m/s. The 
experiments were conducted for a round free jet and round jets with the 
presence of . point and conical electrodes, impinging on a square flat 
plate of 5.3 cm. The plane of measurement was located using similar 
laser arrangement described in Chapter 6 for the location of the 
focussing plane for the photographic system. The measurement points 
were located using a grid mounted on an optical bench. As shown in 
Figure 3.10 fine vertical movement was possible using a micrometer 
ýo 
10 
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arrangement to which a perspex holder which firmly held the hot 
wire anemometer was attached. 
3.5.2 Results and discussion 
Figures 3.11 - 3.14 show the decay of the jet centreline 
velocity as a function of axial distance from the exit. For a free 
jet, the result of Figure 3.11 shows the existence of a potential 
core of length of nine jet diameters downstream from the nozzle and 
thereafter, the decay rapidly assumes the x- 
1 
type of behaviour 
characteristic of a self preserving axi-symmetric jet. With the 
presence of electrodes, Figures 3.12 and 3.13 show a region of 
reduced velocity extending for about five jet diameters after the 
electrodes and thereafter, the x- 
1 
response is evident. 
Equation (3.33) can be written as, 
u0 (X S0) /R 
0 (3.65) 
where C=0.96/a, S0 is the distance of the source pole from the 
nozzle and x is the axial distance from the source. A summary of the 
various calculated values of the terms of equation (3.65) obtained 
from curves best fitting the experimental data is given in Table 
3.2. 
Note: For the trajectory calculation, the origin of the 
co-ordinate system is at the nozzle and not from 
the source pole. 
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Table 3.2 Calculated values of various terms of the jet 
centreline velocity equation 
C a s (M) 
0 
Free jet 9.40 0.10 0.025 
jet with point electrode 5.81 0.165 0.016 
jet with conical electrode 6.47 0.148 0.015 
Figure 3.14 shows that the presence of electrodes reduces the jet 
centreline velocity considerably but the comparison of results of the 
experiments with electrodes shows insignificant variation. The 
region behind the electrode presents difficulty in both measurement 
and theoretical analysis for the flow of thin jet with the presence of 
small object in the initial region of the jet. No known study of this 
configuration could be found in the literature. The measurement 
would require more sophisticated instrument with small spatial 
resolution. For the present analysis, for the region betweem the 
electrodes and the fully developed jet zone the velocity profiles are 
found to be adequately described by the following expressions derived 
from curve fitting. For point electrode, 
_U = 
0.11 x-0.108 (3.66) 
u 2R 
0 
and forconical electrode, 
u 0.12 x-0.597 (3.67) U- 2R 
00 
For an axisymmetric Jet, the values of a obtained by various 
investigators (6) ranged from 0.06 - 0.27 with the values typically 
of 0.06 - 0.08 for naturally turbulent jets. The higher coefficients 
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were obtained with artificial free jet generated by using turbulence 
producing grids and guide vanes. The slightly higher value of a=0.1 
obtained may be due to, 
(i) All the studies employed wide jets as compared with the present 
jet of initial diameter of 0.6 cm. The difficulty of measurement 
with a hot wire anemometer in thin jet would introduce higher 
experimental error. 
(ii) In all jet studies the jet nozzle was designed specially to 
produce homogenous turbulence and smooth velocity profile at the 
outlet. No special design was made in this study to ensure the 
production of jet of homogenous turbulence. Furthermore, the intake 
of air through the powder feeder as described in Chapter 6 would possibly 
disrupt the homogeneity of the pipe flow and consequently would enhance 
the turbulence. There is no available experimental data for comparing 
the values of a obtained with the presence of electrodes. The 
smaller values of S0 compared with the free jet value is consistent 
with the idea of the electrode also functioning as a diffuser. 
Figures3.15 - 3.26 present 'the axial velocity distributions 
recorded at x/2R 0 
of 12,17 and 24. The theoretical curves were 
obtained using calculated values obtained from the measurement of the 
centreline velocity. All the results show that the dimensionless 
velocity distributions in different cross sections are self similar 
and self preservation commences at x/2R 
0 
of 10. The agreement of 
the free jet results of Figures 3.15 - 3.17 with Tollmien's solution 
is good with a maximum deviation of 6% of the jet exit- velocity. 
The predicted jet is slightly wider. 
With the introduction of electrodes the prediction is 
surprisingly consistent. The decay of the predicted curves is not as rapid 
as the experimental values and as the jet spreads radially the 
85. 
disagreement becomes more pronounced. With the conical. electrode, 
Figures 3.23 - 3.26 show a maximum deviation of about 1376 of the jet 
exit velocity. Also the width of the jet is considerably overestimated. 
The consistent overestimation of the width of the jet for all cases is 
probably due to the poor convergence of equations (3.26)-(3; 27) when 
approaching the jet boundary. Therefore for the boundary of the jet an 
alternative solution (6) is available by setting the function Z with 
the requirement that it vanishes at the boundary resulting in, 
Z=z . 41 
(f 
rp 
1 
rp 
3 
rp 
4 
8 frp 64 t2 
rp 
+13-ý)5 19 + 133 
64 128 T3 
rp 
(T 
rp 1280 T 
rp 
10240 T4 
rp 
(T 
rp 
T) 
(3.68) 
Equation (3.68) converges well near the boundary where equation (3.26) 
is useless. In the trajectory calculation this complication was 
avoided by imposing a suitable physical limit of velocity after which 
the jet was assumed to be no longer felt. 
This use of thin jet presented considerable difficulty in 
measurement and location of position to be measured. With the initial 
jet diameter of 0.6 cm and maximum jet width of about. 5 ems, a reading 
was taken at 3 mm interval with a hot wire of length 1.25nim to provide the 
number of data points. Using a micrometer for position adjustmpnt for 
the anemometer every precaution was made to. ascertain of the location 
of velocity to be measured. As shown in the experimental results, the 
decay of velocity with respect to the radial distance from the 
86. 
centreline is rapid and errors incurred from position measurement 
will undoubtedly mean imparting errors to the velocity magnitude. 
The error due to location of measurement point was estimated to be 1 lmm 
and a probable maximum error in the velocity measurement due to this 
was about 1076 of the jet outlet velocity. 
Figure 3.27 shows that with the presence of a plate the centreline 
velocity profile does not depart from the values for when the plate is 
absent. Compared with the results of other investigations of 
impinging jet flow the maximum jet exit velocity of 10.6 m/s is 
considerably lower and therefore the development of wall jet is 
possibly insignificant. As for the region behind the plate the 
velocity was found to be negligible. 
Finally, as shown in all figures, the use of potential source 
solution will lead to gross overestimation as expected since it 
represents an ideal flow and the solution lacks the ability to *damp' 
rapidly. 
3.5.3 Conclusions 
The velocity distributions for a free round jet with and without 
the presence of electrodes were measured using a hot wire anemometer 
and the following conclusions could be derived: 
(i) Using the Tollmien solution for an axisymmetric jet, the agreement 
between the experimental and theoretical results is good. The results 
also agree qualitatively with results of other investigators. The main 
difficulty involved in the experiment was to extract sufficient data 
points from a thin jet. 
(ii) With the presence of electrodes the use of the solution with 
different virtual sources surprisingly gave reasonable agreement. The 
calculated velocity values and the widths of jets were overestimated. 
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In view of the lack of studies on the effect of the presence 
of simple objects in the jet initial region as in the case of a 
spray gun, using Tollemien solution with a different virtual 
source to describe the jet flow seems a satisfactory approach. 
(iii) For the range of velocities considered in this study, the 
effect on velocity due to presence of object to be coated can be 
discounted. Also there is no apparent flow behind the object. 
(iv) The use of potential flow solution led to overestimation of the 
velocity distribution and thickness of the jet. 
3.5.4 Implication of the experimental results 
In. most commercial powder spray guns the one common feature 
is the positioning of the charging electrode. As shown in Figure 
3.1 the electrode is situated at the end of the diffuser. From the 
experimental results, by using simple and small electrodes, it is 
shown that there exists a region of several jet diameters in length 
where the velocity is very much less than that for a free jet. Depending 
on the exit velocity and the shape and size of the diffuser this region 
may be considerably, extended. During the spraying process there is the 
unlikelihood of particles emerging from the jet with certain inertia 
to enter this vortex zone. This has two important implications as 
regards to particle charging. Firstly at the immediate neighbourhood 
of the electrode where the field intensity is highest the particles 
t can be most efficiently charged. Secondly if the effici6ni mixing 
of the particles and ions occurs further downstream the residence time 
in this high field region is significantly reduced. As will be 
discussed in the next chapter both the residence time and the 
magnitude of field intensity are of great importance in achieving 
maximum particle charging. This electrode - deflector design in 
as. 
the industrial spray gun is perhaps a contributor of the reported 
poor charging of particles in EPS process. To overcome this 
problem, for the particle trajectory experiments the electrode 
design is modified bearing in mind the prime functions required 
of the electrode - to provide the deposition field and to charge 
the particles efficiently. The modification is discussed in Chapter 6. 
3.6 Resume 
Due to the much varied design of industrial spray guns, the air 
flow study was conducted using a simplified spray gun consisting of just 
the spray nozzle and attached electrode. The air jet flow was studied 
both theoretically and experimentally. Other possible jet flow 
I problems associated with the actual spraying process, e. g. two phase 
jet flow and the effect of secondary air stream, were examined and the 
literature reviewed. Comparing with experimental results obtained from 
hot wire anemometer measurement, the Tollmien solution was found to 
give satisfactory agreement. 
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CHAPTER 4 
THE ELECTRICAL FORCES 
4.1 INTRODUCTION 
A preliminary analysis of the electrostatic forces involved 
in the powder coating process was included in Chapter 1. The 
role of the corona electrode is dual purpose. It produces the 
ions required for the particle charging and it also determines the 
deposition field between the target and the electrode. The 
electric field is the result of two major components; 
(i) The applied field due to the applied voltage and the 
particular geometry of the electrode arrangement. 
(ii) The space charge field'due to the presence of ions and 
charged particles. 
There is an existing difference of opinion as to the relative 
importance of these two fields. An attempt is therefore made to 
investigate this and to establish a criterion to determine whether 
the space charge influence can be neglected. 
A model is proposed to describe the electric field and, to test 
its validity, theoretical predictions are compared with Corbett's 
experimental data (10). The agreement is found to be good. 
4.2 The Electric Field E 
Industrial powder spray guns generally employ three main 
categories of charging devices. They are: 
(i) Annular charging zone, 
(ii) Internal charging system and 
(iii) Point charging zone (needle electrode) 
Figure 3.1 shows the most commonly used type, one of the third 
90. 
category using an electrode with a sharp profile. The geometry 
system chosen in this study is confined therefore to a point 
electrode - plane collecting electrode (i. e. one with a large 
radius of curvature) system. Also the bulk of Corbett's (10) 
field measurement data which would provide comparison for the 
theoretical study is that of point-plane system. 
A survey of the literature revealed a scarcity of information on 
studies of electric field distribution in point-plane system. There 
is a distinct lack of experimental data mainly because of lack of 
suitable measuring device. Corbett's thesis presented the major 
experiimntal study. 
With a given space charge density p, the differential equation 
of the field is, 
v2vp 
c0 (4.1) 
where V= voltage 
co = permittivity of free space 
Equation (4.1) is the Poisson's equation which governs all 
electrostatic phenomena. The potential field E is related to the 
voltage by: 
E VV (4.2) 
When the space charge effect can be neglected, equation (4-1) 
. 
reduces-to the Laplace equation: 
v 2V 0 (4.3) 
The general techniques of solving these equations with reference 
to the appropriate boundary conditions are given in most electro- 
magnetic texts (e. g. 32,33) and good. examples can be found in 
electrostatic precipitation studies (19). The problem is essentially 
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14 
a three dimensional case and seeking a solution is quite 
difficult. Thus in most studies, various assumptions are 
invariably made to simplify the problem. 
Adachi et al (34) in the study of ionic wind generation 
between a needle and plane electrodes solved equations (4.1) and 
(4.2) using a computational relaxation method. The Laplace field 
as a solution of equation (4.3) was used as a crude approximation 
of the field to initiate the numerical calculation. Wu (35) 
presented the most comprehensive and up to date survey of various 
aspects of EPC process. His solutions for a one dimensional Poisson's 
equation describe the field distribution by: 
(V 
a-vpp( R' - C' ,Pr 
4E 
0+ (4.4) 
r In 
(EC 2c 
0 
and the potential variation by: 
VtV, - 
2- (R 2_ C2) 
) ln (r /R) Vp ln (ý /r) 
4c +c 
0 ln(C/R) ln ( /R) 
+p (R 2_r2 (4.5) 
4c 
0 
where Va= electrode potential 
Vp = potential of deposited layer on collecting electrode 
C= radius of curvature of point electrode 
R= point/plane electrode separation 
r= radial co-ordinate 
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The choice of cylindrical co-ordinate system by Adachi 
and Wu however gave a physical representation of describing a 
line-plane system rather than that of a point-plane geometry. 
Abuaf (24) in his study of trajectories of charged particles 
I 
ignored the effect of the charge density assuming the use of 
dilute suspension. By an image analysis method, the equations 
obtained in Cartesian co-ordinates are, 
(4.6) 
k1 
CX2 +y2)i 
and 
dV =kx 
(4.7) 
T2 x 
72 
+ Y2)3/2 xx 
where kI and k2 are experimental constants. The constants were 
determined by the electrode geometry and applied voltage. As 
shown later, the neglection of charge density is valid only if 
certain criterion is complied. 
The main obstacle to most field studies has been the difficulty 
of electrical measurement in ionic clouds. The introduction of any 
I 
measurement probe must be avoided as undoubtedly it will. disturb 
the electric field. A ballistic probe technique was developed by 
Pauthenier (38) in his classical study of field charging theory. 
Corbett extended. the., technique, ancL pres-ented. ý a, series-of -experimental 
data of electric field distribution in the inter-electrode gap for 
a point/plane system. The space charge density could be determined 
independently by the variable speed probe system.. 
The method involved firing ball bearings through the air space 
to be investigated from a specially designed air gun and were 
caught in a Faraday cage. Along the same line of firing several 
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charge measurements were made at different measured velocities. 
From a plot of charge against velocity, values of field and ion current 
density could be calculated. The probe technique was found 
unsuitable for field measurement in a mixed ionic and charged 
particulate system. The serious limitation was due to complex 
powder - probe interaction. The charged powder interacted with 
the probe to reduce the charge measurement by an amount which was 
independent of probe velocity. 
His main experimental finding in ionic cloud measurement was 
that of a rise in the field intensity near the earthed surface as 
shown in Figures 4.2 - 4.4. Although it was shown that the ionic 
space charge density considerably modified the applied field, the 
idea that it was entirely due to the space charge was dismissed. 
Using a simple one dimensional model, the following equations were 
derived from Poisson's equation, 
E2+2Jx (4.7) 
0 r: ck 0 
dE=_1 (4.8) 
dx 2E3 
where J= current density 
k= ionic mobility 
E0-f teld"ititensity at kx0 
Equation (4.8) shows a negative d2 E/dx 
2 
contrary to experimental 
evidence of. a positive dE dx: 
2, 
i. e. there is a rise of field 
gradient as the plane electrode is approached. fie postulated that 
the discrepancy was due to the formation of insulating film on the 
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electrode. Using different electrodes it was found that the 
electrode effects could alter appreciably the field distribution 
particularly-near the collecting surface. The model suggested 
however seems unrealistic since equation (4.7) suggests an 
increasing value of E with x whereas Figures 4.2 - 4.4 show trough 
shaped curves. 
Wu's theoretical analysis attributed the field enhancement of 
the collecting surface as due entirely to space charge effect. The 
space charge also played a vital role of suppressing the corona 
elec. trode field. His theoretical result was consistent with various 
studies of electric field distribution in electrostatic precipitation 
process (19,36). The theoretical model adopted in this study is 
similar to Wu's approach and one of the main objectives is to 
apply the theoretical predictions to Corbett's experimental data 
to assess the validity of the model. 
4.3 Theory of a Simplified Model of the Electric Field 
Figure 4.1 shows the basic arrangement of the model in 
spherical co-ordinates. The earthed substrate is positioned at a 
distance R away from the point (or conical) electrode at the 
origin. Both. the target and the electrode surfaces are a! pproximated 
by spherical shells with the appropriate spherical radii. The model 
assumes that potential is experienced only within the confinement 
of a cone determined by the electr, odp, arrangement.,,.,,.,. 
Corbett's off axis field measurements showed only a, slight 
change of values (except in the viscinity of the coron a point) and 
therefore a one dimensional analysis is logical. Also all quantities 
within the cone are symmetrical with respect to the polar and cone 
angles and a narrow angle cone (20 is used in the study. 
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x 
I 
substrate 
mical 
Lectrode 
y 
Figure 4.1 Schematic Representation of Electrostatic Field Model 
The variation with 0 and 8 is assumed minimal. 
The Poisson's equation is given by: 
r (4.9) 2 
The field intensity is related to the potential by: 
E(r) 
ýv (4.10) 
Fr 
The assumption of an uniform space charge density p is again 
consistent with Corbett's experimental evidence. Tho off axis 
ionic number density data showed that except near the point electrode, 
the assumption is reasonable. Equation (4.9) is iniograted. to, - 
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and 
r2 Vp3 -=-- r+ 3e0 (4.11) 
pr2_a+y (4.12) 6c r 0 
Two special cases are considered in the evaluation of equations 
(4.11) and (4.12). 
4.3.1 Electric Field with Space Charge 
If there is charged particulate layer deposition on the object, 
the layer exerts a potential of Vp with field strength of En. The 
boundary conditions are: 
V(R) =V p 
V(C) =Va 
PP 
Substitutions of quantities in equations (4.13) into equation (4.12) 
give, 
V=V+p (C 
2_r2)+ 
(4.14) 
a- 6cCr 
0 
where 
(v vp (R 
2_c2 
ap6 -E: 
0 
(4.15) 
v+pc2+ 
a 6E: 
0 
Combining equations (4.10) and (4.11), thelield strength distribution 
is, 
p E(r) Tr c0 r2 
(V Vp (R 2_c2 pr+ap 6c 3c 
002 
(4.16) 
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The field on the electrode surface E is derived from 
0 
equation (4.16) when r= Cp 
p 
3E: c 
(4.17) 
The radial field intensity is therefore related to the corona 
electrode by combining equations (4.16) and (4.17) to give, 
E Eo C2 +a (r 
3_ C3 )12 
1r 
(4.18) 
where P 
3e 
0 
When V 0, the grounded substrate becomes a perfect sink. 
P 
4.3.2 Electric Field without Space Charge 
In the absence of space charge, i. e. when there is no corona, 
the boundary conditions for equations (4.9) and (4.10) are, 
P0 
V(R) Vp (4.19) 
V(C) va 
E(C) E 
0 
Using similar procedure as in the preceding section, the 
following equations are obtained, 
VVaC (r R) +VpR (C. r) (4.20) 
r- (C - R) 
E RC (V 
avp (4.21) 
r2 (R C) 
2 
EE Cy (4.22) 
o2 r 
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Table 4.1 is a summary of the equations derived. Before comparing 
the equations with Corbett's experimental data, the importance 
of space charge effect in EPC process is first examined. 
TABLE 4.1 EQUATIONS FOR ELECTRIC FIELD AND POTENTIAL DISTRIBUTIONS 
V 22 =V+ a(C _r+0 a 
11 (Z- -i C 
(4.14) 
7 
E = ar 
a2 (4.16) 
With space r 
charge p E C2 +a (r3 C3 ) = 
[E 12 I (4.18) 
o r 
aP 3E: 
0 
(V 
a 
V )- -R-(R 
2 
6c 
C2 
P o 
1 
V =VaC (r R) +VpR C-r) (4.20) 
Without space r 
(C R) 
charge E = RC (V a- 
VP (4.21) 
r2 (R C) 
C E =E 2 (4.22) 0 r 
4.4 Space Charge Phenomena 
The space charge field can be of great significance in 
determining powder coating performance. Yu (39) and Faith et al (40) 
investigated both theoretically and experimentally precipitation of 
charged particles by their own space charge. In EPC process, 
inside surfaces of objects, which are electrostatically screenod 
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areas, the space charge field E sp 
is the principal electrostatic 
force responsible for deposition. To get good penetration it 
is important to project a dense cloud of charged particles into 
the screened areas by air transport. For a spherical cloud of 
radius R, E sp 
is estimated by a radial field description (9), 
= 2R (4.23) sp 3c 0 
The expression is similar to the space charge density part 
of equation (4.16) 
4.4.1 Ionic and Particulate Space Charge 
The curkent flow between the corona electrode and the object 
is carried by three different speties of charge carriers: electrons, 
ions and charged particles. The space charge for a single species 
is related to the current density and electric field by equation 
(4.24), 
NepEppE (4.24) 
where j= current density 
N= number density 
e= electrical charge 
= carrier electrical mobility 
(ratio of field and particle velocity) 
IT The-total--current-density. - is- -the - sunm, &t. ion--f or, -the --three-specles: -1. -'.. I 
jt je + ji +jp 
Nee ji eE+Nie ui 
E+NpePE (4.25) 
where e, i, p denote electrons, ions and particles respectively. In 
powder coating, sufficient quantity of electronegative gas moleculos 
are present to strip essentially of all the free electrons. 
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Therefore, 
Veq E= Pi pi E+ppvpE (4.26) 
Pi +pp (4.27) 
is the equivalent mobility for the total space charge p "eq 
By manipulation of the various equations listed above and 
supplemented with experimental data, Oglesby (36,37) indicated 
the techniques of estimating the various ratios of charge 
densities. The expressions (4.26) and (4.27) also enable one 
to derive current - voltage electric field relationships as 
compared with charge density voltage - field expressions listed 
in Table 4.1 
4.4.2. Space Charge Effect in Powder Coating 
Corbett experienced great difficulty in determining directly 
charge density and field intensity distribution in particulate 
clouds. Hence an alternative indirect method is required to 
estimate the particulate charge density. Wu (35) estimated(calculation 
based on IOýLm particles) that in EPC the effect of ion space 
charge can be neglected. The calculation procedure is similar 
to Oglesby's (36,37) approach. 
The ratio of particle charge density to ion charge density is 
expressed by: 
Pl ii lip 
(4.28) 
The ratio jP /J i can 
be determined experimentally.. This ratio, 
under typical spraying conditions was found to bo about 0.1(35). 
lol.. 
InCheever! s (41) study of charge acceptance and decay of powder coating 
particles, a ratio of similar magnitude was obtained. 
The mobility of a particle is defined as the ratio of the 
particle velocity Vp to the electric field E. 
v (4.29) up p 
E 
The mobility of ions Pi , typified by negative oxygen ions in air 
is generally of the order of 2.2 cm 
2 /V sec. For a: charged particle, 
11 
p. 
can be estimated from the value of the migration velocity w, 
given by Stoke's Law as, 
= w* =-qE (4.30) 
p 31Tli dp 
In an electric field of 3 Kv/cm, for a 10ýtm particle w is calculated 
to be 44 cm/sec. Equation (4.29) becomes 
lip = 44 
3-1.46 x 
10-2 cm 
2 /V sec- 
3x10 
and 
Ili 2.2 1.5 x 10 
2 
-2 11 P 
1. x0 
and .- . 11 .1. - 
P2 
LE 0.1 x, 1.5 x 10 15 
Pi 
For the example cited above the ionic charge density can therefore 
be neglected. However, a 5(4tm particle will result in a five fold 
increase in w with a consequent reduction in the value of PP /Pi 
Thus, the size distribution is important in determining the ratio. 
With a knowledge of the ratio and Pi. the magnitude of PP can be 
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estimated. In thisstudy, using a dilute suspension, the quantity 
p is ignored. 
4.5 Comparison of theory with Extracted Experimental Data 
Corbett using the high speed ballistic probe studied the 
electric field distribution for different type of collecting 
electrodes. Typical measured field value was between 10 
5 
-10 
6vM. 
Figures (4.2) - (4.4) show experimental results using copper, 
aluminium and gold plated electrodes. The main observation was the 
enhancement of the field intensity near the earthed electrode. For 
the different plane electrodes under similar experimental conditions, 
i. e. same electrode spacing, point current and applied voltage 
there was appreciable variation in the rise of various electric 
fields. This discrepancy was found to be caused by the formation 
of insulation layers of different chemical composition (e. g. alumina 
layer on the aluminium electrode, oxide layer on the copper electrode) 
resulting in inefficiency of ion discharging. The concept of the 
electrode acting as a perfect sink is questionable since there was 
a build up in the ionic charge density in its neighbourhood. The 
electrode effect can therefore influence considerably the electric 
field distribution. 
Figures 4.2 - 4.4 show comparisons of experimental data with 
theoretical curves predicted by equation (4.16). For a particular 
set of experimental data the first experimental point was used*to 
obtain the space charge density to initiate the calculation. A 
perfect sink situation is assumed, i. e. Vp= 
4.5.1 Results and Discussion 
(i) The theoretical curves are found to be generally in good 
agreement with the experimental data results considering the 
10 
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6 
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Figure 4.4 Comparison of experimental and 
theoretical data 
106. 
simplicity of the theoretical model. The maximum variation 
between experimental and calculated points is about 20%. 
(ii) Comparison is more favourable for the lower applied 
voltages i. e. lower point currents. The prediction for experiments 
of 250[j A point current is a bit exaggerated especially near the 
plane. 
(iii) This discrepancy in experimental and theoretical 
results may be due to several factors. Besides the many assumptions 
used in the theoretical derivation, it may also be due to the 
electrode experimental set up. A centimeter long electrode was 
mounted on a hemispherical end of a polished brass rod of diameter 
1.27 cm. The brass rod would undoubtedly contribute to the field 
distribution of a strictly point - plane system. 
(iv) Equation (4.16) consists of two parts. The first part 
ar is responsible for the ascent in field after the minima and 
0 
-/r 
2 describes the decay before'the minima. From the experimental 
curves the decay would be more aptly described by O/r * Wu's 
solution represented by equation (4.4) has a decay proportional 
to 1/r and a linear rise in field. Equation (4.4) therefore seems 
to offer a more accurate prediction. However the calculated charge 
density values are considerably lower than experimental data. 
If instead, V has a finite value, i. e. an imperfect sink 
p 
situation, the value of 042 decreases since (Va VP ) decreases. 
This will lead to better agreement with Corbett's data. The 
existence of an imperfect sink was proved using'different 
electrodes. A better agreement could be obtained if a value of V 
P 
can be estimated. 
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(v) Only limited information of charge density values could 
be extracted from Corbett's data. From this data, the calculated 
values are in good agreement. For the gold plated electrode data 
except in the close viscinity of the electrode the mean measured 
value was 2.5 x 10-4 c/m3 as compared with a calculated value of 
1.6 x 10-4 c/m3. Wu's solution yielded a figure of 1.1 x 1074 c/m3. 
(vi) The field rise exhibits a positive gradient (i. e. 
d2 E/dx 
2 *> o) but the theoretical curve is linear. This is not 
surprising since a deposited layer is found to modify the field 
considerably and it is not possible to take this effect into 
account without using a more sophisticated model. The small 
scatter of the experimental points of Figures 4.2 - 4.4 show that 
a linear curve fitting will indeed give -,, ood prediction. 
(vii) Figure 4.4 shows that with decreasing value of applied 
voltage the experimental curves begin to level off. The prediction 
exhibits the same trend. 
The theoretical model therefore despite its simplicity seems 
to describe the field intensity distribution for a point-plane 
system adequately. The value of the ionic charge density is 
responsible for the enhancement of the field near the electrode 
surface. As shown in Figure 4.4 as the density value decreases, 
the enhancement diminishes accordingly. The next questions to be 
resolved are the importance of the magnitude of the charge density 
and also whether it is possible to dismiss the charge density 
effect in the powder coating operation. 
4.6 The Enhancement and Suppression of Electric Field 
By denoting the field intensity without and with space charge 
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by Ep and E 
sp 
respectively, equations (4.16) and (4.21) are 
combined to produce, 
E 
(V -VP (R 
2_c2 
CR pr 
sp ap 
6c 
0r2+ Te- 
(R C) 
E-pCR (R 2c2+ pr 
p 
6c r2 (R C) 
3e 
0 
E+6 
p 
where 61 
pCR2 (R 
2_c2 
6e r (R - C) 
= pr 
0 
6 describes the contribution of the space charge effect to the 
field distribution and its impottance can now be examined. 
When r is small, i. e. near the corona point, 6 is negative 
since 61 is much greater than 
.6 2* 
Near the substrate, 6 is 
positive since 62 is predominant. Therefore, 
<o when rc 1 >> 62 
>0 when rR 1 << 62 
In the viscinity of the corona electrode, the electric field 
suffers a suppression by a value of 6 Near the earthed electrode 
E 
sp 
is increased by 62. Figure 4.5 illustrates the augmentation and 
suppression effects of the space charge. Theoretical . curves for 
varying magnitudes of space charge density are plotted. By reducing 
the magnitude by an order (P0.18 x 1074 cjm3 ) the'field 
distribution is effectively that of field devoid of space charge 
as shown by curves 2 and 4. Curve 3 shows that halving the value 
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( 0.60 x 10- 
4 
C/m 
3), 
the rise in field is minimal. This 
calculation is consistent with Corbett's experimental result 
shown in Figure 4.4. Therefore space charge influence can be 
insignificant if its value is less than a critical value. 
4.6.1. Criterion for Assessing the Importance of Space Charge Effect 
From equation (4.16) if, 
(Va -vp (R 
2_ C2) 
P 67c 2r 02 >> 3e Ir 
it follows that the relationship, 
(v v) >> p (R 
2c2 
ap 6EO 
is true. When the relationship is satisfied, the effect of space 
charge density can be neglected. The magnitude of V -V )-R-- (R 
2_ 
C 
21] 
1( 
aP 6e 
can be used as a criterion to gauge the significance of p. 
P22 For the various graphs of Figure 4.5, the values of7; - (R -C 
0 
are tabulated in Table 4.2 to illustrate this point. For curve 4 
the criterion is satisfied and it is identical with curve 2. Curve 3 
shows that the criterion is partially true and the field is modified. 
For the 'present work (V - 60 Kv, R 0.15 m) fo 
P (R 2_C2 
a 
1-6E - 
0 
to equal' 1.4-ic " 10 - 
4-6Zin3. 'From t1f6'bip'eirlmiý-eintal 
data, p is estimated to be 10 -5 C/M 
3 
which will effectively yield 
a curve of the nature of curve 3 of Figure 4.5. In the trajectory 
prediction, calculations are performed for the applied electrostatic 
field and the space charge influence is considered as a correction 
for the applied field strength. 
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TABLE 4.2 COMPARISON OF (V -V ) and 
0 (R 2 -C 
2 
ap_- 6en 
Graph v-v (V) 
ap 
P( C/M 
3 P (R 2_c2 6c 
1 
1 
0.18 x 10 
3 33.9 x 10 
3 
2 0 0 
53 x 10 
3 
3 0.60 x 10-4 11.30 x 10 
3 
4 0.18 x 10-4 3.4 x 10 
3 
4.7 Particle Charging 
There are two main charging mechanisms relevant to powder 
coating technology, viz, corona charging and triboelectric charging 
(9,35). Corona charging is by far the most popular method. With 
the presence of strong applied electric field, ion bombardment charging 
(field charging) is the dominant corona charging mechanism. Ion diffusion 
charging is neglected since it is importaht only for particles smaller 
than 0.2 Um diameter. 
The charge q for a spherical particle of diameter dp, acquired 
af ter- t., sewnds, - i-a-a-. -cons tant-electric" E- * -is, -given- by-, thv-, ýelass ical 0 
Pauthenier's equation (38), 
q= 3Tr Cc0d2 Eo t: (4.32) 
, 
(ý-+ 
2) Pt+T 
where c= relative permittivity of powder 
particle charging time constant 
is the time in which half the limiting charge is attained and is 
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given by, 
4e 
0 7 (4.33) Pi Ill. 
where p is the ionic charge density and 11 1 
the ionic mobility. 
Equation (4.32) can also be expressed as, 
q= 31r d2E0+ 
4r- 
0E0 (4.34) 
c+2 it 
( r- 
-):, D p 
The saturation charge for when t=a is, 
q= Ir 
(c)Cd2E (4.35) 
c+2 0p0 
For polymer particle e is of the order of 2.0 
Equatiori (4.35) is for spherical particles. Powder coatin. - 
particles are normally irregularly shaped and will thus theoretically 
acquire highercharges than equivalent spheres because of the larger 
surface area. Smith (42) studying non-spherical particle charging 
in a corona discharge concluded that the increase in saturation 
charge was unlikely to be of any practical significance. -If the 
charge was expressed as per unit surface area the shape factor 
could be neglected. Pech (43) also stated that any charge deviation 
could. be. ignored. -if.. the., particle. did .. nQt--di-f-fe-r- too -auzh-An--t. hO 
three dimensions, a condition largely satisfied by plastic powders. 
The value of T is of the order of 16-3_ 1074 see (19). Therefore 
for saturation charge, a particle must stay in a charge zone of 
field E for 1073 _10-4 see. Equation (4.34) shows that to obtain 0 
maximum charge it must be large. Bright (9) suggested that 
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j ;: t: 10-2 A/m 
2 
and t_ 10-3 see for well designed spray guns. 
In the current study of particle trajectories, particles emerged 
with maximum velocity of about 5 m/s. A calculated residence time 
of 1.0 x 1073 see was required to traverse aI cm long electrode 
charging zone ( for conical electrode, residence time is 5x 10- 
3 
see) with longer flight time for smaller particle velocity. Also 
an internal electrode was employed to effectively increase this 
time. As the particles streamed towards the target, further 
charging would result. Therefore every effort was taken to attain 
the saturation charge. 
Measurement of corona charging of particles has been the 
subject of various investigators <35,41,44,45,46,47). Most of 
the data reported however were obtained from conditions quite 
different from the real coating process. Zabel (44) using single 
polymer particle of diameter 0.1 mm-to 0.2 mm concluded that the 
2 
limiting charge was proportional to dp Anstead of dp. Lacchia's 
measurement of net charge to mass ratio showed that generally the 
magnitude was 10 to 20 times lower than the predicted value . 
(45) and 
particles were not uniformly charged. For a 40Wn diameter particle, 
a measured value of approximately 3x 10- 
15 
c/particle as compared 
with a calculated value of 6x 10714 c/particle was obtained. Cheever (41) 
using a commercial powder of 21pm mean particle diameter obtained 
-b 
16-13' _'ý x lo; 
--14 - ýpar a value of c ticle. Wu (35) examined primary 
and secondary charging using two experimental techniques. Primary 
charging is, defined as the charging during flight and secondary 
charging after deposition. The study was conducted for various 
operational variables (e. g. heat, humidity, powder feed rates, 
spray distance, etc. ) and a series of governing relationships were 
defined. 
114. 
i Despite the much varied experimental conditions and techniques, 
several general conclusions can be derived from the various studies. 
(i) Though equation (4.35) tends to overestimate the charge 
acceptance, it remains the best available solution for estimation. 
(ii) It is difficult to simulate the practical charging 
conditions in EPS especially with a decreasing charging field towards 
the target and varying particle velocity. 
(iii) The charge per particle data is normally derived from 
measurement of charge per unit mass of powder using a known value 
of powder density. This therefore would invariably introduce error 
in estimating the charge per particle. The error may be considerable 
when considering using'a mean size to represent a size distribution. 
(iv) The rate of charge decay can be ignored during the first 
few minUtes of coating operation. 
4.8 The Deposited Layer 
The growth of the powder layer with its related properties has 
been an area of early intensive research with a concerted effort of 
finding a mechanism to explain the 'self-limiting layer' phenomenon. 
The mechanism is back ionisation (48). Due to the high resistivity 
(10 14 -10 
16 
ohm-m) of coating powder, the deposited particles do not 
discharge quickly. With the growth of layer, the voltage and the 
electric.. fie ld.. increase,. until,. theý-onset-;. of. -baclo., corona. -. with- the 
attainment of a limiting coating thickness. The value of the surface 
potential VP in equation (4.18) therefore is time dependent and its 
magnitude considerable. 
Makin et al (49), Hardy (8), Wu (35) and Golovoy (50) have all 
investigated the surface potential of a chargedpowder layer and the 
implication of critical coating thickness. The first three studies 
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adopted a similar model by solving a one dimensional Poisson's 
equation for the deposited layer prior to occurrence of back ionisation. 
The surface potential V expression for a layer of thickness Z 
p 
according to Wu and Hardy in various forms is given by, 
2 
VPIz 
p 2KE 
3Em2 
KBP 
ps 
d (4.36) 
SP 
BQ 
2E 
where P volume charge density 
K effective diaelectric constant of layer 
E 
ps 
field at particle surface 
m mass/unit area of substrate 
B bulk density 
Ps particle 
density 
Q charge/unit mass of powder 
Equation (4.36) shows that the voltage increases with the square 
of layer thicknessandthis was substantiated by experimental evidence. 
In addition, Makin et al (491 derived an expression d escribing 
the time dependence of the growth of powder layer and the saturated 
coating thickness The expression is, 
0 
AD 
tanh 
/a t (4.37) 
with 
Cl n5pUVa 
RP (4.381 
0 (4.39) 
0 
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i- (4.40) 
En nj. L 
Pq 
where U particle volume 
p= porosity 
Up = particle mobility 
Va= applied voltage 
R= electrode separation 
E= electrode field 0 
n= particle number density 
J, = ion current density 
E= field immediately outside layer 
n 
q= particle charge 
t= time 
The theoretical treatment showed quantitative agreement with 
experimental results. The theory also suggested non-dependence of 0 
limiting coating thickness on cloud density, exposure time and gun to 
substrate distance as shown by equation (4.39). The model adopted 
by all studies assumed a simple packing of layer after layer of 
spherical particles. This indeed is oversimplification and particle 
packing in electrostatic deposition is an area which has been 
overlooked. However, the simple derivation does include a particle 
packing parameter, viz, the bulk density B. 
In the current study with the use of dilute suspension and also 
experimentally particle build up was not permitted, the value of Vp 
was neglected. If required, the estimation of Vp using the above 
expressions could be incorporated in the electric field calculation. 
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4.9 The Image Force Field 
If a charged particle is at a distance. L from the earthed 
object its image force is expressed as, 
F 
Ix q22 
(4.41) 
41re L 
0 
In EPS this is one of the major forces responsible for powder 
adhesion (31). In the trajectory calculation the magnitude of 
this force is however insignificant when compared with the applied 
field force as illustrated by a simple calculation. At a corona 
field of 1x 10 
6 
V/m, the saturation charge q for a 40ý= diameter 
particle is 6x 10 -14 C/particle. At a distance of 1 cm. from the 
target, the particle image force F Ix according 
to equation (4.41) 
is 3x 10713 N whilst the force due to the applied field (assuming 
E=1x 10 
5 
V/m) is 6x 10- 
9 
N. For agglomerates F. - can 
become 
important for q is proportional to d2 (31). p 
For completeness of the forces analysis, this force is included 
in the computer program and the boundaries defined as shown in Figure 
2.3. 
4.10 The Dimensionless Trajectory Equations with Inclusion-of 
Electrical Number 
Equation (4.20) which is the applied field potential. equation 
without space charge, when with VP=0 reduces to, 
V- Va C (r R) (4.42) 
r (C R) 
Therefore the electric field components are, 
ERCVax 
x22Y 
(X +y )2 (R-C) (4.43) 
iie. 
Ey=RCVaY 
(4.44) 
(x 2+y2)3/2CR-C) 
From the dimensionless trajectory equations given by equations (2.12) 
and (2.13) the dimensionless applied field forces components F appx' 
F 
appy are 
defined as, 
FF 
appx appx 
B1 
FF 
appy appy 
BI 
x (4.45) 
31rlid 
pU0 
qEy (4.46) 
37rp dpU0 
Combining equations (4.43) and (4.45) and with the dimensionless 
distance quantities x and y 
F* qRCVax 
appx 
B1d2 (R-C) (X *)2+ (y 2) 3 
/2 (4.47) 
F*-=N1 (4.48) 
appx app appx 
where 
NqRCVax 
app -2 appx 22 3/ 
Similarly, 
B1d (R-C) (IX +(Y 2 
F*=N*. 1 (4.49) 
appy app'. appy 
where 
Y* 
appy ((x*)2+(Y*)2) 3 12 
The term qRC 
Va isequivalent to an electric force whereas 
d2 (R-C) 
BI is representative of inertial force. N app generally'known as 
the 
electrical number (21) therefore is a parameter to assess the importance 
of electrical forces. I app 
is the positionalparameter. - 
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For the image force, equation (4.41) can be written as, 
2 
ix q. 2 
B140 
(4.50) 
=NI, I Ix 
where L=L, the dimensionless distance from the object. 
-j I 
The final dimensionless trajectory equations look like, 
N 
st 
dx= u* - dx 
dZ 
2 
N 
st 2 
d T- 
app appx. 
+NI 
Ix 
t (4.51) 
F* 
ex 
. 
de +N app 
I 
apW - G* do 4 
F (4.52) 
ey 
Similarly, the other electrical forces equations can be 
1, 
manipulated to yield dimensionless quantities. Equations(4.51) 
and(4.52) were used in the trajectory calculation. The calculation 
of the Stokes number N 
st 
and the electrical number enablesone to. 
consider the influence of electrical forces in an electrodynamic 
f low. 
4.11 Summary 
For the trajectory calculation, at a specific point under 
consideration, the evaluation of the field strength is required for 
calculation of the electrostatic forces. Using a simple model for 
a point-plane electrode geometry equations for field intensity and 
potential with and without space charge effect were derived. Three 
of the electrical force fields analysed in Chapter 1 were considered. 
To test the validity of the model, theoretical predictions were 
I 
compared with experimental result for ionic clouds obtained by 
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Corbett (10). The prediction agreed reasonably whilst the shape 
and behaviour of the experimental curves were well predicted. 
Also the space charge effect was shown to be responsible for 
the suppression of field strength at the corona region and enhancement 
near the object. The value 6f the space charge density calculated was 
of similar magnitude as the measured value. 
It was demonstrated that with decreasing space charge density, 
its effect on the applied field distribution correspondingly became 
less pronounced. This led to the establishment of a criterion which 
would assess the importance of the space charge effect. If it is 
satisfied the charge density influence can be ignored. 
There was no experimental data available for the comparison of 
charged particulate clouds. However, if the total charge density 
due to the contribution of the ionic and the charge particulate 
components can be evaluated, the model should adequately describe 
the modified field distribution. 
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CHAPTER 5 
CORONA WIND EFFECT 
5.1 INTRODUCTION 
When ions in a partially ionised medium (gases and insulating 
liquids) move under the influence of an electric field, there is 
momentum transfer to the carrier medium due to friction. The 
resulting air movement is variously known as the electric wind, 
corona wind or electric aura. This mechanical force produced is 
appreciable if ions of only one sign are present. 
The corona wind was one of the earliest manifestations of 
gaseous discharge. Although it attracted the attention of a host 
of eminent scientists including Faraday, Maxwell and Newton, the 
literature on this topic is scarce indeed. In 1962 Robinson (51) 
gave the most complete historical account of applying this ion 
drag phenomenonto fluid pumps, high voltage generators, loudspeakers, 
thermoelectric convertors and other devices. Then there was a lull 
in this research until recently when this mechanical wind 
I 
was found 
\ 
to be of significant influence in electrostatic precipitation and 
electrostatic powder coating processes. The published experimental 
data showed a great variation in magnitude depending on the experimental 
conditions. 
The literature is reviewed in this section and a model based on 
Robinson's study is adopted to estimate the effect of corona wind in EPS. 
5.2. PREVIOUS STUDIES OF CORONA WIND 
Stuetzer (52,53) gave one of the earliest complete accountsof 
theoretical and experimental investigation of an ion drag pump for 
insulating fluids. The first investigation (52) of static pressure 
generation showed that pressure of the order of 10 mm of water in gases 
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under atmospheric pressure and of 1000 mm. of water in insulating 
liquids could be obtained in a single stage device. The experiments 
were conducted with short corona point - earthed electrode distance 
with a maximum value of 4 cms. 
In EPS, Singh (54) using the energy conservation principle, 
obtained an expression by equating the kinetic energy and energy 
stored in unit volume of material in an electric field. The corona 
wind velocity Vc is approximated by, 
VcE 
Pa 
where pa 'ý air density 
For E=2.4 x 10 
5 
V/m, Vc is of the order of 0.67 m/s. 
Experimental measurements (55) showed that generally in powder 
coating process, Vc assumed a value of about I m/s Near the 
corona point, where the field strength was highest, Vc could, attain 
a maximum value of about 5 m/s . Experiments were conducted using 
both hot wire anemometer and laser Doppler anemometer and Figure 5.1 
shows schematically the experimental set up. The introduction of a wire 
screen for removal of ions generated by the corona point might however 
lead to a generation of a secondary stream of corona wind due to the 
interaction of the corona point and the screen. The experimental 
value obtained therefore could be an overestimation of the true 
electric wind velocity. The magnitude of the wind velocity was 
found to be consistent between the corona point and the collecting 
electrode. 
Recently various studies were c. ondu. cted to examine the ionic 
wind effect in electrostatic precipitation. Adachi (56) first 
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introduction of sensing particles 
for laser Doppler anemometer 
object measurement 
corona 
needle 
screen for ions removal 
Figure 5.1. Schematic representation of ionic wind velocity 
measurement experiment (55) 
10 
introduced the use of Schlieren photography as an effective method 
of measuring ionic wind. Schlieren photography is an optical 
technique for showing up in visible form any local variation in 
refractive index in a transparent field of view, usually invisible to 
the naked eye. The objective was to establish the usefulness of the 
technique by obtaining Schlieren photographs for needle-plate, wire- 
plate and wire-net electrode geometries. Using a wire-net electrode 
arrangement with a 2.0 cm separation, a value of about 2 m/s was 
obtained for an applied voltage of 18 KV. Various types of ionic 
wind, viz positive, negative, secondary, alternating current and 
reverse ionisation ionic winds were identified (57). The distributions 
of positive and negative winds were studied for a needle/plate electrode 
geometry and Figure 5.2 illustrates some of the experimental results. 
Masuda et al (58) using the laser Doppler anemometer, showed that 
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Figure 5.2 Ionic wind distribution 
(figures reproduced from Reference (57)) 
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Figure 5.4 Negative ionic wind distribution (58) 
the electric wind velocity could be important in the transport of 
fine particles of'several microns in electrostatic precipitation. 
Figure 5.3 shows the wind velocity distribution for negative corona 
with an electrode separation of 5 cms. The maximum velocity of 
lom/s occurred in the vicinity of the needle tip and for the most 
part the value was between 6-7 m/s . Near the electrode a 
relatively high value of 4m/s was measured. Figure 5.4 illustrates 
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the dependence of the velocity on V the voltage. Near the electrode 
the velocity was proportional to V2 whilst further away it was 
proportional to V. With the occurrence of back ionisation, 
magnitude of 7-10 m/s . near the object surface was observed. 
To date Adachi et al (34) presented the most detailed 
calculation of ionic wind velocity. Briefly described here is the 
theoretical treatment which involves solving Navier-Stoke's equation 
with inclusion of the Coulombic force for two dimension. The 
Coulomb force density is defined as, 
pE (5.2) 
where F has the dimension of force per unit volume. The distribution 
of field E is obtained from solving Poisson's equation using a 
Relaxation method. With the inclusion of equation (5.2), Navier- 
Stoke's equation is, 
6u+ 6u 
2u2+ 6uw 
6t 6r r 6z 
2 p- Fr + 'y u+r+2u 
pa 
6r r2 6r u6 z2 
6w +6 uw uw w2 
t6rrz 
=-1 
-ýu - 'y 
2w 
+1d. W +2w 
Pa2rrz2 
(5.3) 
where u, w= velocities in (r, z) respectively 
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pa= 
air density 
p= pressure 
'Y = kinematic viscosity 
10 
Also the Continuity equation is described by, 
-6W 
z 
(5.4) 
Using a Eulerian cell method, a set of difference equations 
are generated by combining equations (5.3) and (5.4). Coupled 
with the difference equations, a special numerical technique, 
"delta -p" method is used to consider the pressure difference 
at each step to calculate the wind velocity distribution. The 
experimentally measured value of wind velocity at the needle 
tip was used as the boundary condition. Figure 5.5 shows the 
comparison of calculated values and experimental data obtained 
using Schlieren method and laser Doppler amemometer. 
The main arguement against the use of laser Doppler technique 
is the measured velocities of the submicron particles required to 
produce the 'Doppler shift effect' may be exaggerated. The particles 
are charged and consequently are subjected to the electrostatic 
field forces as described in Chapter 4. Calculation of the 
migration velocity w (equation (4.30)) shows that for a 0.3 lim 
DOP (dioctylphthalate) particle in a field of 6.0 x 10 
5' 
v/m( t= 8.5), 
w has a value of 0.04 m/s. For 0.3 pm particle diffusion charging 
is the more important mechanism and the charge acquired is several 
times that due to ion bombardment charging process (59). Therefore 
the magnitude of w may be considerably higher. Provided the ionic 
wind velocity is significantly higher than about 1 m/s, the laser 
Doppler data may accurately represent the ionic wind velocity. 
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Figure 5.5. Comparison of theoretical prediction and 
experimental data for ionic wind velocity 
distribution along the axis (34) 
Figure 5.5 shows that generally there is a difference of about 1 m/s 
between the results of laser Doppler method and Schlieren method. 
This can be attributed to the influence of the applied field forces. 
Under typical: EPS-conditions, the ionic wind velddity measured was 
about 1 m/s (55). Although the laser Doppler technique was employed, 
the particle charging was minimised by introducing a screen to 
effectively remove the ions. However, the screen would distort the 
original electric field and could also lead to secondary corona wind 
generation. Therefore although the laser Doppler anemometry is a very 
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11) 
accurate technique, the Schlieren method appears to be a more 
suitable method bbeause of its non-electrical interference. 
Robinson (60) in the study of electrostatic blower proposed 
an approximate theory which is discussed in the next section. The 
ionic wind velocity was found to be a linear function of the 
voltage and this is consistent with the result shown in Figure 
5.3. The velocity was also found to be proportional to the square 
root of the current. With an electrode separation of about 4 cms 
a maximum value of 4 m/s. was measured (maximum applied voltage of 
60 kv and maximum current of 600 p A). The potential of the 
blower was found to be very limited with a very low electrokinetic 
efficiency of about 1%. There was good agreement between the 
experimental and theoretical values. The theory, very similar 
to Stuetzer's (52,53) although appeared oversimplified when 
compared with Adachi's (34) sophisticated approach was found to 
be widely applicable to a variety of geometries. 
5.3 THEORY OF CORONA WIND 
The Coulombic force density of equation (5.2) represents 
the electrical force exerting on a unit volume of charged air. 
The force per unit volume has to be balanced by an ion drag 
pressure gradient of equal amount, resulting in 
P. (5.5) 
The total ionic velocity V consists of two components, viz the t 
velocity of the charge movement with ion mobility of p and the 
electric wind velocity Vc 
vt =Vc+ it E (5.6) 
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Equation (4.24) which describes the current density j is modified 
to, 
j=pVt=p (v 
c+ 
IiE ) (5.7) 
Combining equations (5.5) and (5.7) leads to, 
VP =(i-pvc )/It (5.8) 
PV C 
represents the passage of current due to the mechanical 
wind generated by ion movement. 
In gases, pVC can be neglected although in liquids, pV C 
is 
comparable to j. To emphasise the point, for air ttE assumes a 
value of 22 m/s when E= 10 
5 
v/m and 2.2 x 10-4 m2 /v/s and 
pE for liquid is significantly less since p is of the order of 
10-7 m2 /v/s. Therefore the neglection of Vc term in equation (5.7) 
is justified. 
Therefore, 
VPzJ (5.9) 
If r is the distance from the corona point, 
dp (5.10) 
dr 
Thus , 
r 
dr 
r 
c 
where rC is the coordinate of the discharge point. 
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tl 
r 
Without the simplifying "sumption of neglecting the VC 
term, Stuetzer'S(53) derivation gives, 
2jrVC2jV2 
p d, -2 
rd 
+ 
(E 
+ C) 
2C [L p I. L 11 
- 
(Eo 
+ 
ve 
(5.13) 
ti 
where rd collecting electrode distance 
E discharge electrode field 
0 
Equation (5.. 13) reduces to equation (5.12) when Vc=o and r=rd 
with r=o. 
c 
The aerodynamic back pressure with air velocity V due to the 
electrical pressure is, 
L Pa V2 /2 
where L= loss factor 
Pa= air density 
Combining equations. (5.11) and (5.10-yields, 
V2rJ dr 
L Pa 
Equation (5.15) is Robinson's equation and defipes the relationship 
between the, corona wind velocity and the current density. 
132. 
Using equation (5.15), an equation for corona wind 
velocity and the field strength is derived as follows. With 
Poisson's equation, 
V. E (5.16) 
and equation (5.7), 
V. E (V 
c+ 
pE ) (5.17) 
Again neglecting Vc the equation becomes, 
=c iE V"E (5.18) 
Substituting equation (5.18) into equation (5.15), 
Vc2cE dE dr 
4 (5 19) 
Lp 
a 
dr 
Integration of equation (5.19) yields, 
VEE (5.20) rd 
Lpa 
1. - -4 
At the collecting surface, assuming a perfect sink situation Ed _-O 
and equation (5.20) becomes 
' 
V E 
c 
( ) 
r P 
a 
(5.21) 
f 
This i's the same expression as equation (5.1) with a loss coefficient 
of unity and it represents the maximum corona wind velocity in 
a system when Er=E0, i. e. the corona point field. 
133. 
5 
For the present work E0=3x 10 v/m with a resultant Vc of 
0.81 m/s in the corona region. Although the calculated value is not 
experimentally verified, the low magnitude is evident by two observations, 
(i) There was no significant difference in the velocities of emerging 
charged and uncharged particles near the corona region in the 
experimental particle trajectories. Otherwise a high ionic wind 
velocity would undoubtedly enhance the velocity of emerging charged 
particles. 
(ii) Professor Kinnersley (51) in 1952 stated " you may feel the 
fire .... 
(a point) discharges blow on your hand as a cool wind". 
By utilising the sensation of feel, the relative magnitude of the 
"cool wind" and an air jet with known emerging jet velocity could 
be crudely compared. This experiment eliminated the possibility 
of occurrence of high ionic wind velocity. 
ýquation (5.21) is used in this work to estimate the wind velocity 
and the sphere of influence is confined to the same boundaries as 
the other electrical forces present. 
5.4 CONCLUSION 
Although the ionic wind phenomenonhas been known for a long 
while, there is a distinct lack of literature on the subject. 
Without entailing complex computational analysis Robinson's (60) 
simplified theory was found to be widely applicable to a variety 
of simple geometries. The approach of Adachi (34) should be 
pursued since it gives a more detail ana'lysis of the ionic wind 
distribution. Published experimental data showed that the velocity 
could be considerable under certain experimental conditions and its 
importance as regards to influencing the performance of the process 
must be examined. In EPS the velocity is typically about 1 m/s and 
its affect on the particle trajectories is assessed in Chapter 7. 
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CHAPTER 
Experimental Investigation of Particle Trajectories 
6.1 Introduction 
In the experimental study of particle trajectories in the EPS 
process, one must bear in mind the several constraints in the choice 
of the experimental technique and the design of the experimental system: 
M The technique must afford high resolution of the particle 
trajectories in both time and space. 
(ii) For the comparison with calculated particle trajectories, 
the quantities required are positional variation with time and 
particle velocities. 
(iii) The introduction of measurement probe must be avoided as 
both the electrostatic field and air flow must remain undisturbed. 
Also in the high voltage enviropent, unprotected sensitive 
measurement probe may suffer damages because of possibility of 
corona discharges especially if the instrument contains sharp edges. 
A survey of the literature showed that there are two particle 
tracking techniques viz. laser Doppler anemometer and photography 
conforming to the conditions listed above. A brief review of other 
local particle velocity measurement techniques is given by Birchenough 
(97). Although the laser Doppler system is capable of producing a 
continuous and instantaneous accurate particle velocity display, the 
photographic'method is preferred in this study because: 
(i) The complete 'history' of the flight of a particle can be 
recorded unlike the laser technique where information is derived 
only for-a focussed spot at any instant. Consequently with the 
laser Doppler method many measurements are required at various 
locations to assemble the particle velocity distribution. 
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(ii) With the laser Doppler system, information of the two 
velocity components can only be obtained at great expense since 
two signal processing units are required. 
However the photographic technique suffers from some drawbacks 
notably 
(i) dilute suspension has to be used 
(ii) due to the optical resolution of the photographic system 
currently employed, only particles greater than 40 Vm can be 
successfully tracked. 
The advantages and disadvantages of the photography method are 
listed in Table 6.1 
Table 6.1 Advantages and disadvantages of photography 
for particle velocity measurement 
Advantages Disadvantages 
relatively cheap equipment use of dilute suspension 
cost 
size range of particles 
two component velocity limited 
measurement 
complete history of particle 
flight 
no need to determine individual 
position for measurement 
6.2 Chronophotography 
The use of photography as a technique of fluid velocity 
measurement by tracer particle tracking and a direct measurement 
technique of particle velocity is reviewed by Somerscales (95). The 
practical details and the quantitative aspects of accuracy of the 
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various mathads ware discussed. Broadly there are three categories 
and they are photography with interrupted illumination or chrono- 
photography, whých is adopted in the present study, multiple frame movie 
and stzex! t-potat image photography. The principle of operation of 
chronophotography is as follows. When the field of view of the fluid 
containing suspended particles is subjected to interrupted 
illumination, depending upon their position, successive images are 
recorded on a photographic plate. The velocities of the particles can 
be calculated from the distance travelled by the particles and the 
time interval between consecutive bursts of illumination. The angle 
of flight can also be measured directly from the enlarged photographs. 
Measurement techniques based on this principle have been used in 
various particle trajectory studies by Abuaf and Gutfinger (24,83), 
Chigier (96), Tyler and Salt (98), Finlay and Welsh (99). Dombrowski 
and Tyler (100), Gubenskii and Fuchs (101,102). Briffa and Dombrowski 
(103), Chandok and Pei (104) and Kane et al (105). 
The intermittent illumination can be obtained by two methods. 
A source of regularly flashing light, like a stroboscope may be used 
to virtually tfreeze* the motion of the particle. Using this method 
Tyler and Salt (98) studied the trajectories of spheres being accelerated 
from rest behind a shock wave in a shock tube. Alternatively the 
interruption canbeobtained either by regulated shielding of the beam 
from a continuous light source or by interrupting the view of the 
camera. This is achieved by using a sectored wheel which rotates 
across the incident light beam or across the line of-sight of the 
camera. Abuaf and Gutfinger (24,83) using a light 'chopper' studied 
the entrainment of solid particles in a turbulent air jet. A high 
power stroboscope was used for the present experimental investigation. 
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6.3 Exoerimental DesiZn 
6.3.1 General set up 
A flow diagram of the apparatus for trajectory measurements is as 
shown in Figure 6.1 and Figure 6.2 is a photograph of the experimental 
rig. The set up consisted basically of: 
(i) spray booth 
(ii) the illumination and observation system 
(iii)the powder spraying and powder charging system 
6.3.2 The spray booth 
The design of the spray booth which housed the test section 
was primarily governed by several factors with the first two the 
most important: 
M the area of the field of view 
(ii) the depth of field of the photographic system 
(iii) the anticipated range of particle velocities 
(iv) the photographic system 
(V) the particle size 
In EPS system, the spray gun/object separation is generally 
of the order of 0.3 m and in various investigations the separation was 
between 0.1 - 0.3 m (e. g. references 8,24,74). The compatibility 
with the theoretical analysis in two dimension would require the 
smallest achievable depth of field with thephotographic system. A 
10 series of experiments were conducted to determine the optimý6-jý of the 
size of the spray booth and the area of the test section taking all the 
factors listed above into consideration. The results were: 
size of spray booth - 0.72m x 0.72m x 0.72m 
area of visual field - 0.22m x 0.22m 
field of view/cameral distance - 0.36 m 
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With the anticipated particle velocities, the area of view was 
considered to yield sufficient number of trajectory points for 
analysis. Also the position of the camera was far enough away from 
the test section to prevent the interference with the high voltage 
field. The determination of the depth of field is described in 
the next section. 
The spray booth as shown in Figure 6.2 was constructed 
with wood with four glass windows to facilitate three dimensional 
particle tracking if required and for flexibility of the placement 
of the illumination system. The conical section was designed to 
permit smooth exit of the secondary air flow. To prevent stray light 
reflection from the walls reaching the observation system, the spray 
booth was appropriately lined with black velvet cloth or painted 
with black matt paint. 
The objects to be coated were stainless steel plates of 
5.3cm x 5.3cm with the dimension determined so as to conform to the 
conical geometry for the experimental separation distance. The target 
was held by an adjustable table mounted on an optical bench. The 
object position could be finely manipulated in all three directions 
with an accuracy of 
t 2mm. In the design of the adjustable table 
every precaution was taken to insulate the metallic parts with 
polythene tubing, perspex and PTFE sheets. Also the object- was 
held as far away as possible from the main part of the holder to 
minimise the field distortion. All sharp edges were covere'ý -thinly 
with silicone rubber to prevent the formation of corona points. 
Generally for safety purposes, where appropriate the experimental 
parts in the spray booth were constructed of non conducting material. 
Otherwise the parts were carefully earthed. 
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6 Particle feeding unit. 
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Figure 6.3 General arrangement for chronophotography 
Compressed air after-passing through a clean air filter 
and d drying- . column containing silica-gei, flowed through a-rotampter 
and was'issued as a free jet. ' The rotameter was calibrated using 
a gas meter and 4 calibration graph enabled direct-reading of the 
air exit velocity. - The velocity was also checked using a hot wire 
anemometer. The nozzle exit velocities were between 6.80 - 10.60 m/s. 
6.3.3 The photographic and illumination system 
A schematic layout of the photographic and illumination system 
is as shown in Figure 6.3. 
The light source 
The interrupted illLIMLnation was provided by a high power high 
speed short duration stroboseope (EMEST TUMER model HSS/4/K-3). 
A high voltage power pack of output supplies enorgy through a 
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suitable charging and smoothing system to a storage capacitor 
which is discharged through a special form of Xenon filled lamp 
controlled by a hydrogen thyratron switch. The flash repetition 
rate can be controlled by an internal three range oscillator, calibrated 
for between 400 and 16000 flashes/see. Two alternative energy storage 
capacitors of . 05 mfd and . 025 mfd are provided. giving flash energies 
of approximately 2 Joules and 1 Joule respectively. The flash duration 
is about 2.5ps. 
The flashing rate of 400 - 600 flashes/see was found to be 
adequate for this trajectory study. The internal oscillator is a 
multivibrator of high stability with an initial calibration of 
better than 0.1%. It was recalibrated using a digital counter and was 
found to give a maximum error of 0.6%. The precise flashing rate 
for the experiments was set with the digital counter. To obtain a 
maximum illumination over the particle trajectories a projector lens was 
used for focussing the light on the experimental region. The lens/. 
mirror arrangement used is as shown in Figure 6,1. 
The running time should always be kept to the minimum to avoid 
overheating and so obtain the maximum life from the discharge lamp. 
Under normal conditions the maximum number of consecutive flashes 
should not exceed 2000 at 2 Joules or 4000 at 1 Joule, and the 
maximum period of continuous operation should not exceed 
4000 
see. 
Joules x repetition rate 
The number of consecutive flashes and running time may be extended 
by a further 50% with some reduction in the life of both the discharge 
lamp and the thyratron. A. period of at least one minute should be 
given between runs to allow the flash discharge tube to cool. A small 
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fan was installed in the lamp housing as shown in Figure 6.1 
to help the cooling process. For the trajectory studies, a 
flashing duration of 0.5 second was sufficient. A complete detailed 
description of the stroboscope assembly and its operation is given 
in the instruction manual (117). 
(b) Photographic system 
The choice of the photographic equipment was governed by its 
depth of field at the plane of focus. Two conflicting factors have 
to be considered: 
(i) For two dimensional study, the smallest achievable depth of 
field is desirable. Also if the depth of field is not 
sufficiently reduced many 'in focus' trajectories would be 
recorded making analysis difficult. 
(ii) A very small depth of field will allow only a few. particles, 
if, any, -to, be in focus at any instant and therefore a large 
number of photographs are required. Therefore with the use of 
the conical electrode where the flow is more divergent the 
number of photographs needed would be even higher. 
Many experiments were conducted with different camera-lens combinations 
and object-camera distances to produce a system with an acceptable. depth 
of field which also afforded a high resolution of the particle 
trajectories. Initially particles of 180-210 pm were used and with 
refinement of,, the experimental design., trajectories,, for.., particles 
of 45-53 pm could be recorded. 
The variables examined were different combinations of camera 
and lenses, neutral density filters, film types and flashing rates. 
A Yashica TL Electro X camera, equipped with a 35 mm, f/2.8 Zeiss 
Flektogen lens with a2x teleconvertor was used for the initial 
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Figure 6.4 Experiment for location of plane of symmetry and 
determination of depth of field 
photographic work. The experiments progressed later with a Nikon 
FD2 camera with a 35 mm f/2.0 Nikkor lens and a2x teleconvertor. 
PAN F film (ASA 50) was used and the film was overdeveloped in 
MICROPHEN. PAN F was chosen for its fine grain structure for 
good defination and the overdevelopment was to improve the contrast. 
A bolting arrangement was designed for the heavy duty tripod so that 
camera would be slotted into its original position after film 
reloading to avoid any readjustment. 
I 
Figure 6.4 shows the experimental set up for th -e determi I nation 
of the depth of field and the location of the plane of symmetry of 
the jet 'system. A Spectrophysics 10 mW He - Ne laser was used to 
align the obj6ct with a pin hole at its centre and the tip of the 
electrode. The camera was focussed precisely onto a graticule 
mounted at the located axiAl plane. The depth of field was 1-1.5 cm 
ý, Le 
lee t rode 
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and was determined by photographing a graticule used for calibration. 
The depth of field of a lens D is given by (96)9 
2 (M + 1) M 
where M= magnification 
c= circle of confusion (focal length/1000) 
X= the f number of lens 
The calculated values are D=1.1 cm for the Nikon system and 
D=1.6 cm for the Yashica system. These values agree well with the 
experimental results. 
6.3.4. Feed material and particle feeder 
A commercially available epoxy powder as shown in Figure 6.5 
was used for this study. Separation into close size fractions was 
done by hand sieving with the following sieve fractions prepared : 
105 - 125 pm, 75 - 90 gm and 45 - 53 pm. For the experimental set 
up, determined by the spraying distance and the depth of field 
prerequisites, the sieve size of 45 - 53 pm was found to be the 
bottom limit to yield acceptable photographic records of trajectories 
for analysis. Satisfactory trajectories for smaller particle (42,100) 
could be obtained if there is a reduction in the field of view. 
The particle feeder as shown in Figure 6.1 consisted of a 
vibratory spoon feeder and an Edwards water jet pump (PLASTIC MODEL 
01-C047-02-000). The arrangement was such that only a few particles 
could be dropped and sucked into the air stream at any instant and 
the vibratory spoon feeder could maintain a steady flow of particles 
for entrainment. The number of particles emerging could further be 
restricted by the pin and ball valve assembly of the ejector. 
6.3.5 The powder charging system 
(a) Power generator 
The power generator which provided the source of high tensiori 
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was part of an Aerostyle electrostatic powder coating system, 
capable of a maximum output of 80 - 90 Kv at 50 pA. The polarity 
of the output was negative. Using ten resistances of 10 GJL 
connected in series the voltage supply was calibrated to an 
accuracy of 
ý2 Kv. The one safety feature of the power generating 
system is the use of Piezo - Ceramic materials in the rf transformer 
stage whereby the collapse of the high tension output occurs in the 
event of a short circuit. 
(b) The electrode design 
In a conventional electrostatic powder spray gun as shown in 
Figure 3.1, the electrode serves two purposes: 
(i) to provide a source of ions for powder charging and 
(ii) to provide the field for directing the charged powder to the 
object to be coated. The most important factor in the design of the 
electrode system is to try to achieve saturation charge by maximising 
the residence time in the charging region. Two other systems which- 
use the space charge deposition method are by tribocharging (9) and 
by the electrogasdynamic method (118,119). Triboelectric charging 
method does not employ an electrode and the charge-transfer takes 
place when different materials are rubbed against one another. 
Electrogasdynamic (EGD) gun as shown in Figure 6.5 utilises a low- 
applied voltage within a spray gun to charge the particles and the 
induced space charge field causes precipitation on the target. The 
principle of 'operation is as follows: two internal electrodes (a- 
corona electrode and a grounded electrode) with a potential difference 
between them are placed inside the gun. Whilst the particles are 
charged when passing through the space between the electrodes, the 
ions generated by the corona electrode are stripped by the positive 
electrode which also prevents the applied field emerging from the gun. 
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Figure 6.5 An electrogasdynamic gun (35) 
The EGD coating method is claimed to be more efficient than the 
conventional spraying technique in several ways including higher 
deposition efficiency, higher particle charge, more uniform coating 
and also overcoming the Faraday cage effect. It is doubtful however 
if better charging of particles can be achieved with the EGD gun 
since with a shorter separation of the electrodes the charging time 
is much less than a conventional spray gun. Due to the proximity of 
the two electrodes, the problem of charged powder accumulation on the 
passive electrode is encountered. To overcome this an Air source is 
normally used to keep the surface clean with the undesirable effect 
of increasing the particle velocity and hence reducing further the 
residence time. As discussed in Chapter 3, in the conventional spray 
gun, the attachment of the electrode at the end of the powder cloud 
deflector may cause-inefficient charging because of inadequate mixing 
of the particles and the ions at the corona region where the field is 
highest. An electrode system was therefore designed to overcome. 
these problemý. 
An electrode system as shown in Figure 6.6 comprising of two 
passive e lectrodes and a corona electrode was employed for'the 
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trajectory experiments. It utilises the 'counter stream' principle 
and the mode of operation is as follows. Particles moving towards the 
nozzle exit after passing the internal earthed ring electrode are 
charged by ions streaming from the corona electrode. The charging 
is further enhanced when passing through the corona region. The 
residence time in an ionic atmosphere is therefore improved substan-- 
tially with this electrode system. Also the attachment of the 
corona electrode at the tip of the deflector would allow good mixing 
of ions and particles. The configuration of the conical electrode is 
as shown in Figure 6.6 with a needle (1 mm) protruding from the end 
0 
of a cone (20 , 2.1 mm) made of brass. The point electrode was a 
short needle of 3 mm and the objects to be coated were square stain- 
less steel plates. 
Various experiments were conducted to optimise the separation of 
the corona electrode and the earthed ring electrode to achieve stable 
operation and to prevent charged particle deposition.. The optimum 
distance was found to be 4 cms with a measured current of the ring 
electrode of 0.3 1A and there was little fluctuation. A reduction, 
of the gap would cause sparkover resulting in fluctuating current 
measurement with a maximum of 2 pA was obtained. 
With the use of a dilute suspension it was difficult to eval te U), 
the contribution made by the presence of the extra passive ring 
electrodL-- Htywever-. -Uuring, tile" experiments-gotTd'depusi tkon- wa-S 
obtained with no deposition of particles on the ring electrode. A 
similar electrode system was used by Sibbett (5) in experiments with 
'powder delivery rate of about 4 gms/sec and good deposition was obtained. 
6.4 Experimental procedure 
Using a travelling microscope and the laser-mirror arrangement 
ISO. 
shown in Figure 6.4 the object and the electrode were aligned to 
conform with the conical arrangement requirement. After the 
location of the axial plane a graticule was mounted and the camera 
was focussed precisely on the graticule. With a negative of the 
graticule, small variations: in the magnification due to the optical 
distortions in the system or uneven film shrinkage could be detected 
enabling compensation for these errors to be made.. Throughout the 
trajectory experiments coupensation for these errors was found un- 
necessary. Prior to any experimentation, the power supply was 
switched on in darkness to observe the occurrence of any corona 
point. The corona points were eliminated either with the application 
of silicone rubber or by smoothening of the sharp edges. 
The trajectory experiments were conducted for, 
(i) three particle size ranges 
(ii) two air exit velocities 
F)or each exit velocity experiments were performed for with and 
without applied voltage and using the point and conical electrodes. 
The applied voltage was set at 60 Kv. Generally the range of experimen- 
tal conditiolis used corresponded to typical coating conditions. 
Also the experiments were designed in such a way as to s how clearly 
the effect of the electrid field on the trajectories of the particles. 
The stroboscope was synchronised to flash when the vibratory spoon 
feeder was activated and the'camera shutter opened. 'Stroboýcope 
flashing of 0.5 see duration was found to be sufficient. 
6.5 Trajectory measurement 
For tracing of the particle trajectories the negatives obtained 
were projected on to a wall using an ýlmo slide projector with a 
good quality enlarging lens. The magnification of the experimental 
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area was 2.5 times. The nozzle and the object were drawn together 
with the trajectories to determine the spatial relationship and 
the origin of the coordinate system. With the positional 
measurement result using the travelling microscope this would 
allow any error due to optical distortion to be rectified. Several 
negatives could be superimposed to produce an overall trajectory 
picture for a set of known experimental conditions. For analysis only 
complete trajectories in focus were considered. The theoretically 
predicted trajectories were then superimposed for comparison. The 
experimental particle velocity destribution was determined using the 
VANGUARD (P. C. D. Ltd. type ZAE I/B) - digital X-Y data reader. Using 
a slide wire potentiometer device, the coordinates of a particle could 
be located accurately and the regult was output on a teletype 
connected to the reader. 
6.6. Results 
The results are presented and discussed in Chapter 7. Examples 
of experimental particle trajectories are shown in Figures 6.7 
6.12. Figure 6.7 shows trajectories of two uncharged particles (150 
180 11m, uo = 10.6 m/s) and demonstrates the usefulness of the photo- 
graphic technique for accurate description of particle flights. 
Figure 6.8 shows a denser jet of charged particles (75 - 90 lim, U0 
10.6 m/s) with good deposition. Using particles of similar size range 
and for the same air velocity Figures 6.9 - 6.12 show the outcome using 
two different electrodes and experimentation with and without the 
presence of an applied field. The use of a conical electrode withia 
secondary function as a particle cloud deflector is amply demonstrated 
by Figures 6.11 - 6.12 showing the more divergent spray pattern. An 
interesting observation of results of Figures 6.8.6.10,6.12 is that 
152. 
near the earthed substrate, there is particle acceleration due to 
increasing field intensity. This supports Corbett's (10) experimental 
measurement of field enhancement near the object. Throughout the 
experiments there was good deposition (results typified by Figures 
6.8,6.10, and 6.12) which suggested that good particle charging 
was achieved using the electrode system described previously. 
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CHAPTER 7 
Comparison of experimental and theoretical trajectories 
- Results and Discussion. 
The results of comparison of experimental data and the corresponding 
predicted values are presented by Figures 7.1 - 7.39 with a summary of 
the figures given in Table 7.1. The results are presented in three groups: 
(i) Figures 7.1 - 7.23 show the direct comparison of experimental and 
theoretical pathlines for the three particle size ranges (45 - 53ýLm, 
75 - 90 Vm, 105 - 125 pm) using two different electrodes. The trajectories 
were recorded using two exit air velocities (9.15 m/s, 10.60 m/s) and also 
for with and without the presence of an electric field. For the results 
with field, comparison was also made with computed trajectories obtained 
under identical conditions but without field. 
(ii) The experimental particle velocity profiles for the 103 - 125 Pm 
partibles are plotted in Figures 7.24 - 7.31. 
(iii) In Figures 7.32 - 7.39 results of comparison of experimental particle 
velocities and predicted values for some particle trajectories of the 105 - 
125 ttm particles are shown. 
The third group of result includes only those of 105 - 125 ýtm 
particles mainly just to emphasise the shortcoming of the prediction 
program and 'also since some 150 trajectories were examined it was not 
possible to include all the data. Furthermore as will be discussed later 
the discrepancy between comparison becomes more severe with decreasing 
particle size because particles begin to 'drift'. 
The configuration of the experimental set up is as shown in Figure 
7.40., For ease of result processing a magnification factor (2.45 x-2.6 x 
was included in the computer program to produce particle trajectories scaled 
154. 
to the same magnitude as the traced trajectories obtained using the slide 
projector. 
Table 7.1 Summary of Results 
Description Figure number Particle Size Electrode Magnification 
( ILM Type factor 
7.1 - 7.4 105 
f 
125 
Point 2. 
f6 
Comparison 7.5 - 7.8 Conical 
between t 
experimental 7.9 - 7.12 75 90 
Point 2! G 
and 7.13 - 7.16 4 Conical 4 
theoretical 7.17 - 7.20 Point 2.45 trajectories 7.21 - 7.23 
45 53 
Conical 2.6 
Experimental 7.24 - 7.27 105 
t 
125 
Point 
particle 7.28 - 7.31 Conical 
velocity 
distribution 
Comparison 7.32 - 7.37 105ý125 
Point 
between 7.38 - 7.39 Conical 
experimental 
and calculated 
particle 
velocities 
7.1 Discussion of experimental results 
7.1.1. General Discussion 
The photographic technique has successfully proved to be an effective 
charged particle trajectory tracking method giving accurate quantitative 
data produced with moderate labour. Examination of Figures 6.7 - 6.12 
unfolds much interesting information like particle acceleration, particle 
drift, wrap-round, particle's own motion during flight and other features, 
information that would otherwise be difficult to assemble without extensive 
experimental effort. 
As expected the presence of the electric field resulted in less 
disengagement of particles from the air jet and achieved a more uniform 
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flow of particles. The gravitational effect became less pronounced 
with decreasing particle size and with the use of conical electrode the 
spray pattern became more divergent. Throughout the experiments very 
good deposition was achieved indicating effective charging of the particles. 
For particles emerging below the centreline, except for wide angle 
of emergence generally the field was sufficiently strong to overcome the 
gravitational effect as illustrated by the following three trajectories of 
105 - 125 ýLm particles. The angle of emergence is defined as the angle 
subtended by the initial part of the trajectory with the horizontal 
centreline. As shown in Figure 7.6 (2) trajectory 4 emerging with an 
angle of - 30 
0 succumbed to the gravitational force whilst trajectory 4 
of Figure 7.8 (2) with an emergence angle of - 18 
0 
was deposited at the back 
of the object (not shown in figure). Trajectory 4 of Figure 7.8 (1) with 
an intermediate value of -26 
0 
showed an attempt by the field to 'lift' 
and attract the particle. Generally the result showed that if the exit 
angle did not exceed - 20 
0 deposition would occur. For charged particles 
emerging above the axis deposition was good even for particles emerging with 
high positive angle of emergence since re-entrainment in the air jet was 
possible as illustrated by trajectories 1 of Figures 7.2(2) and 7.4 (2). 
Figures 7.41-7.43 show the resultant deposition on the front and back 
of the object after each experiment. One interesting feature is the use 
of the conical electrode resulted in better coverage of the back of the 
plate and the edge of the front. The distribution became more uniform with 
the smaller particles. 
7.1.2. Particle velocities. 
... A 
The particle exit velocities of the recorded trajectories were 
generally between 3- 5 m/s# representing 30-50% that of the exit air velocity. 
Surprisingly there was no significant difference between the particle velocities 
for the three size ranges although higher values for the smaller particles 
(a) Front of object (b) Back of object 
Use -of POINT electrode 
Use of CONICLE electrode 
FIG. 7- 41. PARTICLE DEPOSITION USING POINT AND CONICLE ELECTRODES 
(105 -125 p m) 
(c) Front of object (d) Back of object 
Use of POI NT etectrode 
(c ) Front of object (d) Back of object 
Use of CONICAL electrode 
FIG. 7-42. PARTICLE DEPOSITION USING POINT AND CONICAL ELECTRODES 
(75 -90pm ) 
(a) Front of object (b) Back of object 
Use of POINT etectrode 
Use of CONICAL electrode 
FIG. - 7 43 PARTICLE DEPOSITION USING POINT AND CONICAL ELECTRODES 
(45 - 53 mm) 
(a) Front of object (b) Back of object 
(d) Back of object (c ) Front of object 
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were anticipated. The slip between the air and particle velocities 
obviously must be attributed to the loss of momentum due to collision 
with the tube wall. Using this photographic technique, the accuracy of 
particle velocity determination was estimated to be 
t 0.08 m/s. 
The choice of the magnitude of air velocity to demonstrate the effect 
of the electric field is well exemplified by the results using 105 - 125 Pm 
particle when the conical electrode was employed (Figures 7.5 - 7.8). 
The effect of using two air velocities however was not clearly demonstrated 
by the results. Although desirable, it was not possible to reduce the air 
exit velocity further because the lower value of 9.15 m/s was found to be 
the minimum value capable of ensuring a smooth constant deli I very of particles 
during the experiments. The main constraint was due to the internal 
structure of the particle feeder which comprised several constrictions 
restricting smooth particle flow. To overcome this problem would require 
the redesigning of the particle feeder system. 
The experimental particle velocity distributions of Figures 7.24 - 
7.31 for the 105 - 125 jLm particles show the higher values resulted with 
the presence of electrostatic field especially when the'conical electrode was 
used. The charged particles generally emerged with higher velocitiesý 
embracing a velocity component contributed by the high voltage field. 
Though the field effect was apparent it was not possible to quantify 
precisely the velocity component due to the field effect when compared with 
the data obtained without field because particle trajectories were emerging 
with different velocities from different positions. The contribution of the 
electrostatic field was better shown by the result using the conical 
electrode. While without field invariably the particle velocity decayed 
rapidly the ones with field showed a slower decay and later attained 
constancy near the substrate. The electric*field component near the object 
was generally between 1-2 M/S. 
208. 
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While it is difficult to determine the exact velocity component 
due to the electrical forces at various positions it can be concluded that 
the air flow from the spraying device is responsible for conveying the 
particles to the object with increasing electrical field forces domination 
near the object. Using laser Doppler anemometry system for particle velocity 
determination and with a gun-target distance of 25 cm, at a distance of 12 cm 
from gun Singh-(122) concluded that the electrostatic forces contributed an 
additional component of 1 m/s at an applied voltage of 60 Kv. The velocity 
also increased linearly with increasing applied voltage. The laser 
technique is particularly useful in this aspect for assessing the 
electrostatic field contribution at a particular point in the spraying system. 
For the 105 - 125 pm particles when using the point electrode, nearly' 
all the recorded trajectories showed acceleration near the substrate 
ýy 4-1 - 
The same trend however was not consistently 
shown by the smaller particles and also when using the conical electrode. 
The one plausible explanation is as stated in equation(4.35)the charge 
increases as the square of the particle radius and therefore with the same 
field intensity the electrical force exertion for a bigger particle is 
greater than for a small one. The particle velocity distribution for the 
smaller particles showed that the resultant electrical force was only 
sufficient to maintain the particle momentum and not to cause an 
acceleration. With the use of the concial electrode, the result implied 
that the field enhancement effect was exhibited to a lesser degree than 
the point electrode. There is no field measurement data available for 
thiý configuration and further experimental study of field intensity 
distribution would be useful. 
7.1.3. Effect of particle size. 
During the experiments it became apparent that with decreasing particle 
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size the particles begin to 'dance' about. This meandering motion 
is well illustrated by several trajectories in Figures 7.17 - 7.23 
for the 45 - 53 Vm particles. Whilst for the larger particles of 105- 
125 tim range the particle inertia maintained an unwavering path, the 
75 - 90 gm particles showed some tendency to drift, examples of which can 
be seen in Figure 6.12 and other trajectories in Figures 7.9 - 7.16. This 
drifting in powder coating process was first reported by Singh (108) 
spraying with epoxy powder of between 2- 70 tim. With the presence of the 
electric field the diffusiveness seemed to have been restrained because of 
the imposition of electrical forces on the charged particles. The drifting 
of particles is fundamentally induced-by turbulence of the fluid and the 
turbulent diffusivity of particles in two phase flow has recently been 
investigated by several people (85,76,91,124). The presence of an 
electrode, in an air jet would greatly enhance the fluid turbulence and 
would consequently lead to an increase in diffusivity for the small particles. 
7.1.4 Edge effects 
With an applied voltage many particles with wide angle of emergence 
have resulted in deposition (eg. trajectory 5 of Figure 7.4 (1)). All 
these particles were outside the sphere of influence of the electrical forces 
confined to the conical geometry defined in Chapter 4. These particles 
always preferably deposited around the edges of the plate. C*alculation of 
the particle image force showed that it was too insignificant to overcome 
the gravitational effect and to maintain the particle course. This is 
solely an'-eldetrostatic effect since uncharged particles'with similar position. 
of emergence would result in disengagement from the jet. This suggested 
the presence of some form of electrical field other than the ones analysed. 
One possible explanation of this extra field is-that due to the edge 
effect of the object It has been confirme. d by Ting (120) that edge effects 
are always present on non-spherical substrates and would result in some 
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degree of field enhancement because of the non-uniform field around the 
edges. For a flat plate, not unexpectedly the edge effects would result 
in different powder behaviour around the edges. This is further complicated 
that. in the presence of a high voltage field a sharp edge or point would 
go into corona resulting in further field distortion. During the experiments 
every attempt was made to minimise the edge effect by smoothening the 
edges of the plate and also by application of thin coating of silicone 
rubber. This edge effect is an area requiring further investigation 
particularly the degree of enhancement and also its directional effect. 
7.1.5. Effect of booth air flow 
Several experiments were conducted with the filtration system 
switQhed on which effectively introduced a uniform flow of air of about 
0.3 m/s in the test section. Not une9pectedly this air flow did not make 
any noticeable difference in the particle velocity distribution or 
trajectories for the particle size ranges concerned. 
7.2 Theoretical prediction 
The prediction program has included many simple models and concepts 
and the scheme generally produced reasonable agreement with the experimental 
data. The calculation showecLeffectively the spreading of charged particles 
in the two phase jet under the influence of a high voltage field and overcoming 
the gravitational effect. Agreement is good in the vicinity of the centreline 
but away from it there is marked deviation between the experimental and 
theoretical comparison. This discrepancy generally becomes more severe with. 
increasing value of angle of emergence with the experimental particle velocity 
data showing a faster decay that the theoretical value, It was assumed that 
the. y direction variation in various components (eg. air and particle 
velocities) was small compared with the x direction variation and consequently 
the comparison was confined only to the x components. The trajectory 
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comparison has shown that this assumption is generally valid for the near 
centreline data. 
There were very few trajectory studies of two phcLse flow where there 
was direct comparison of experimental pathlines and calculated ones and 
Abuaf et al (24,83) presented the only trajectory study relevant to the 
powder coating process. In their study excellent agreement was obtained 
because the experimentsinvolved simpler geometry without the presence of an 
electrode in the jet stream. Also bigger particles of 250 - 417 Pm were 
used where the inertial effect would be predominant and only particle 
trajectories that appeared to emerge from a common point source were chosen 
for comparison. Many of the findings in this study are in good agreement 
with'the results of Abuaf et al. 
Comparison of the theoretical and experimental particle velocity 
distributions of Figures 7.32 - 7.39 showed that generally the level of 
magnitude was correctly predicted. The calculation showed satisfactorily 
the dominance of electrostatic forces near the object with a maximum predicted 
value of the particle velocity component due to field effect of 1 m/s. 
In the-following sections the main discrepancies of comparison and 
shortcomings of the prediction procedure are discussed and with possible 
improvement suggested. The deviations between theory and experimental values 
may be attributed to uncertainties in evaluation of various factors like 
drag coefficient, particle size/shape and the modelling deficiencies in the 
description of air flow and electrostatic field intensity,.,, 
7.2.1. Drag Coefficient 
The drag coefficient calculated for the trajectory prediction was based 
on an equation applicable to only spherical particles. The off centreline 
experimental data showed consistently significantly higher drag coefficient 
values than the calculated ones, clearly indicating the inadequacy of 
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equation (2.7) to deal 'with non-spherical particles. The epoxy particles 
used in this study are angular as shown in Figure 6.5. One good 
illustration is trajectory 1 of Figure 7.4 (2) where no air flow would 
be encountered by the particle. The rapid decay of particle velocity 
shown experimentally was generally under predicted. The drag coefficient 
would further be affected by tumbling and rotation motion of the particle 
exhibited by the trajectories in Figure 6.7. 
Although a fundamental parameter in particle motion studies there 
is a distinct lack of information on drag coefficient evaluation taking 
into account several important aspects eg. shape effect, rotation, roughness 
and others. Torobin and Gauvin (15) presented an extensive series of results 
examining the various complicating effects which rotation and shape would 
impose on the motion and drag of singýe particle entrained in a fluid. 
Generally for spheres rotation appeared to hardly affect the drag coefficient 
but was found to influence the linearity of the motion and there was no 
available information on non-spherical particles. The effect of shape is 
more complex as there is confusion as regards to the best method of 
characterising the shape of a particle. Experimental results of comparison 
of drag coefficients for various shapes using spheres, coal, anthracite, 
sandstone, Pyrites and shale particles for a range of Reynolds number 
showed much higher values for the non spherical particles. Typically for 
1.0 < Re <10000, drag coefficients of 1.5 - 0.35 for spherical particles 
were obtained compared with values of 3.6 - 1.8 for the other particles. 
The"accuracy of prediction can only be as accurate as the description of the 
mathematical models for field simulation and drag coefficient. Therefore 
undoubtedly considerable improvement in prediction can be made with more 
accurate evaluation'of drag'coefficient for non-spherical particles. This 
precise information for the present moment can only be obtained with ' 
experimental measurement of the drag coefficient of epoxy particles for a 
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range of Reynolds number. 
7.2.2. The air flow description of region behind the electrode. 
In Chapter 3 it was pointed out that in most jet flow studies reported, the 
main emphasis has been centred on the fully developed region whereas the 
initial region has not commanded the same attention (73,121). The presence 
of a small electrode in the initial region resulted in the shift of the virtual 
source of the jet and the existence of a region of rising velocity before 
the fully developed flow section. This was verified with hot wire 
anemometer measurement. In the prediction scheme a very simple approach 
was adopted describing the velocity distribution with an expression derived from 
the experimental measurement of the centreline velocities. As emphasised 
earlier the turbulent process would be greatly enhanced by the presence of 
electrode and the turbulence was only crudely represented by the Prandtl mixing 
length concept. Another assumption was made for this small region that the 
y component air velocity was unvarying and unimportant. This region behind 
the electrode not surprisingly provided the major source of discrepancy in 
the trajectory calculation. 
This deficiency is well shown by. the particle velocity distribution 
of Figures 7.32 - 7.39 where an initial sudden particle deceleration was 
predicted and a recovery was staged further downstream. Some experimental 
particle trajectories did show this deceleration though not consistently 
and certainly not to 'the magnitude predicted. Further downstream the 
velocities compared reasonably. Since at the initial region the aerodynamic 
force is the predominant force for the particle transport, sub86quept 
improvement in trajectory calculation is possible if more accurate air velocity 
prediction can be obtained. As indicated by the pathlines comparison the 
predicted ones invariably fell below the experimental ones mainly due to 
the excess loss of particle momentum predicted after particle emergence from 
the spraying device. 
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The present approach is over simplified and a better understanding 
of the flow behaviour of this region with the presence of an electrode is 
only possible with a thorough experimental survey of the mean velocity profile 
and the associated turbulent quantities. From these measurements it is then 
possible to develop some satisfactory empirical models for air velocity 
prediction. 
7.2.3. Prediction of trajectories for small particles. 
As described earlier, with reduction in particle size, particle would 
I 
be strongly influenced by the turbulence process and began to drift. This 
diffusion phenomenon was not anticipated and its unaccountability led to 
poor prediction of the pathlines. Nonetheless prediction results of 
Figures 7.17 - 7.23 show that for majority of the trajectories the eventual 
position of deposition was satisfactorily predicted despite using the 
very simple flow models. The calculation improved with the application 
of the high voltage field. To date there is generally a lack of studies 
of particle diffusion in a turbulent jet (eg. 85,76) and much further work 
is required to understand this fluid/particle interaction process better. 
The turbulent flow field is represented by a sequence of eddies and the, 
particle interaction with these eddies would be difficult to model. It is 
doubtful with the current knowledge of fluid/particle interaction whether it 
is possible to predict accurately this drifting movement exhibited by the 
s mall particles. Whatever improvement can be maae would require 
sophisticateeL modelling beyond the scope of this work. 
7.2.4. The Potential flow solution 
Using the potential source flow model and the potential flow past a 
vertical plate model resulted in very high particle velocity predictiont 
very often of two to three times the order of magnitude using the jet flow 
solution. Result in Chapter 3 showed that the air velocity distribution was 
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overpredicted and the decay away from the source and centreline of jet 
was too insignificant. This gross overestimation was transmitted in the 
particle velocity results. Hence the dimensionless Electrical number and 
Stokes number of Chapter 4 could not be suitably used to characterise, the 
electrical and inertial effects. 
7.2.5. Corona wind effect. 
The corona wind as described simply by equation (5.21) was also 
included in the program and subsequent calculation compared to the one 
excluding corong wind effect showed insignificant change of1pathline and 
charged particle velocity. Experimental evidence in various particle , 
velocity measurement studies in powder coating process (116,123) suggested 
that the velocity component contributed by corona wind effect was negligible 
especially near the substrate. 
7.2.6 Space charge effect 
As discussed in Chapter 4 with an estimated charge den 
sity 
of 10-5 C'm 
3# 
using the space charge density criterion as guideline, equation (4.21) 
was chosen for field intensity calculation. From the results of comparison 
of data using the point electrode it seems that equation (4.16) with 
space charge consideration perhaps would be the appropriate expression to 
demonstrate qualitatively the field enhancement effect near the object 
causing particle acceleration. For the conical electrode geometry the use 
of equation (4.21) resulted in slight overestimation of the particle 
velocity and further deviation would incur if equation (4.16) was used. 
7.3 Summary and conclusions 
For the comparison between the experimental and theoretical calculation 
of particle trajectories the following important conclusions can be made: 
(i) Both theoretical and experimental analysis have'shown that the 
aerodynamic force due to the air flow from the spraying device was the 
predominant force responsible for the particle transport and the electrostatic 
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forces became important near the substrate mainly due to the space 
charge effect. 
(ii) With a reduction of particle size, the turbulent mechanism became 
important resulting in particle drifting. The present knowledge in turbulent 
particle diffusion modelling would not significantly improve the prediction. 
Overall the prediction of the final position of deposition was reasonable 
especially when the presence of the electrostatic field was considered. 
(iii) Generally, despite the simplicity of models employed the calculated 
trajectories compared favourably with the experimental data. The degree of 
accuracy of prediction depended on the initial particle exit conditions. 
The deviation became significant away from the jet centreline. As for 
particle velocity prediction'the magnitude was satisfactorily predicted. 
(iv) Edge effect was postulated to play a significant role for particle 
deposition for particles outside the conical zone where the electrical 
forces were assumed to be operating. This required further experimental 
verification-. 
(v) Chronophotography has shown to be a good particle tracking technique 
giving vivid details of particle motion and several important aspects like 
particle drift, acceleration and wrap round - information that would be 
difficult to envisage using other techniques. - 
(vi) Two major sources of discrepancy were due to poor prediction of 
particle drag coefficient and the air flow field for the region between'the 
electrode and the fully developed jet region. 
(vii) The influence due to the secondary air flow from the 'filtration 
system on particle trajectories was minimal for the size ranges considered. 
Theoretically it was shown that the corona wind effect was unimportant as 
a particle transport mechanism. 
217. 
CHAPTER 8 
General Discussion and Summary 
8.1. Objective of investigation 
The electrostatic powder coating process has been widely used 
during the last few years in the metal finishing industry. Despite 
its many obvious advantages, it is generally believed that the process 
will be economically more attractive if the deposition efficiency can 
be significantly improved. Various studies have shown that during 
the spraying process the deposition efficiency would progressively 
deteriorate and would eventually result in back ionisation where there 
would be a continual rejection of charged powder sprayed on the surface. 
Although the concept of the process is simple, it is a time dependent 
operation embracing complicatecL, interactionsbetween several 
electrostatic and aerodynamic forces. The first step towards improving 
the deposition efficiency therefore is to improve understandin. - of the 
fundamental mechanisms. 
A survey of the literature. showed that while some aspects of 
powder coating process were extensively investigated and well 
understood, eg. back ionisation phenomenon and effect of powder resistivity 
other areas received relatively little attention, e. g. air flow 
distribution from a spray gun. Certain important variables had been 
examined but the results were inconclusive, e. g. corona wind effect and 
field measurement of a dense cloud of charged particles. There is 
also a lack of published information on fundamental particulate 
properties notably the effect of shape irregularity on the charging 
mechanism and the drag coefficient of particles6 Most studies on 
deposition efficiency adopted a direct approach whereby a varying 
parameter was chosen to examine its influence while constancy for 
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other operating variables was maintained. With so many interacting 
forces involved an extensive experimental programme would be required 
to examine the individual contribution. Furthermore the time of 
spraying would be a critical factor. 
This study adopted an indirect approach whereby the trajectories 
of particles were studied. The theoretical analysis involved 
performing a balance of the forces involved and calculating the 
variation of particle velocity and position due to the exertion of 
the resultant force. It is conceivably a more difficult method as 
it requires formulating various mathematical expressions to model the 
forces. However it has a notable feature of possibility of incorporating 
all the varying parameters associated with the spraying process in one 
prediction package and enabling*the study of their interactions. The 
objectives in this study are twofold: 
(i) to demonstrate the feasibility of using the computer facility 
to study this tý, o phase process and to obtain good qualitative 
agreement with the experimental data. 
(ii) to identify the relative importance of the aerodynamic and 
electrostatic forces involved. The literature has indicated that most 
studies so far have been experimental in nature with a distinct lack 
of theoretical treatment and theory should be developed to simulate 
the phenomena and where possible verified by experiments.. 
The present investigation is restricted to using dilute suspension 
and the theory is applicable to the initial coating process. With 
further improvement the trajectory technique will be a potentially 
useful tool for studying the process. The state of art of the various 
other aspects associated with the coating process that would be 
required for further development of the program (eg. concentration 
effect and charge density distribution) was included in the literature 
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review. Further development will also require the introduction of 
time dependent quantities (eg. field variation of deposited layer 
and ionic current distribution) and good prediction will be possible 
if the physical mechanism of these quantities can be accurately 
modelled. With the inclusion of these variables described, the 
deposition efficiency can be predicted. With such a prediction scheme, 
the advantages are many. The influence of the various operational 
parameters on the d6position efficiency can be demonstrated (eg. spray 
size, spray distance and applied Voltage). Also it is possible to get 
indication of means of improving deposition, eg. introduction of 
further electrostatic or air flow fields for focussing in the spray 
booth. 
The result of this investigation showed that trajectories of 
particles were -reasonably accurately predicted using simple models 
to describe the various force fields. Future improvement of the 
program would only ue possible with extensive research on several 
aspects of the coating process. 
8.2. Overall scheme of investigation 
The overall plan of investigation is as follows: 
Identify the electrostatic and aerodynamic forces 'involved. 
(ii) Trajectory calculation - 
(a) Perform a force balance and define the bounddries of operation 
of these forces. 
(b) Obtain mathematical expressions to describe theý6 forces and 
where possible experimentally verify the theories or compare-with 
published experimental data. 
(iii) Design an experiment to record the particle trajectories. 
(iv) Comparison of experimental and calculated particle trajectories 
and. particle velocities. 
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8.3 Summary of results of investigation 
8.3.1. Study of aerodynamic forces. 
The air flow field in the spray booth is the resultant of two 
air flows one due to the extraction system and the other due to the 
air flow from the spraying device. The component due to the filtration 
system was insignificant and for the particle size ranges considered 
the experimental trajectories were unaffected. Two solutions were used 
to describe the air flow from the spray gun - Tollmien's turbulent 
jet theory and a potential flow solution. Experimentally the air 
velocity distribution was determined using hot wire anemometry system 
to verify the accuracy of the models. Good agreement was*obtained 
using Tollmien's solution but the potential flow solution which 
represented an ideal flow situation led to overestimation. The effect 
of a deflector was simulated using a conical electrode and with a 
virtual origin determined experimentally reasonable agreement was 
obtained. Two electrodes -a point and a cone were used. The 
calculated air velocities and width of jet were found to be overestimated 
with the presence of electrodes. Unfortunately the measurement of 
turbulent quantities especially the turbulent intensity was neglected 
and the information would have been useful in the particle trajectory 
analysis. The development of other jets due to a direct jet impingement 
on a plate was found to have insignificant effects. 
For the region between the electrode and the fully developed jet 
region, the air velocity wa's found to be significantly lesS than that-, 
of the air jet. This has an important implication that due to bad 
mixing of powder particles and ions and a reduction in charging time 
in this region of high field intensity the particles may not be 
efficiently charged. For the present study the design of the electrode 
system was modified to include an internal electrode. This assembly 
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essentially prolonged the particle charging time. In the powder 
coating process, the size of the diffuser and the exit air velocity 
will determine the flow pattern in this region and can make a 
significant difference in the coating performance. The air velocity 
distribution for this domain was approximated by an expression derived 
from experimental data of centreline air velocity. This was a major 
source of discrepancy for the trajectory comparison. 
As for modelling the effect of particle concentration in the 
spray, the indication from literature is that it can still be described 
by turbulent jet solution with modified virtual origin and spreading 
coefficient derived experimentally. 
For the evaluation of the field intensity and potential, a 
simple model for point - plane electrode geometry was derived taking 
into consideration the space charge effect. To test the validity of 
the theory, Corbett's data for ionic cloud field distribution was used 
for comparison. The results compared favourably and the bahaviour of 
the experimental curves was well'predicted. The theory is also 
applicable for the conical electrode system but there is no experimental 
data available for this geometry for comparison. An expression to 
calculate the particle image force was also derived. 
This'space charge effect was known to be responsible for the 
suppression of field strength at the corona region and enhancement 
near the object. The field enhancement was confirmed by Corbett's 
experimental data and also the charged particle acceleration of the 
present study. Calculation showed that with'decreasing magnitude of 
space charge density, its effect on the applied field became less 
significant. A criterion was therefore established to assess the 
importance of space charge effect. 
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Method of evaluation of ionic and charged particulate components 
of the charge density was suggested. The literature indicated that 
further progress of dense charged particulate cloud study will only 
be possible with development of suitable instrumentation. 
8.3.3. The corona wind effect. 
Several recent studies have shown that under certain experimental 
conditions the corona wind contribution can be considerable. The 
literature however is scarce and inconclusive. For the current 
analysis Robinson's theory (60) was extended and a simplified expression 
was used in the computer program to calculate the contribution of 
corona wind velocity. The calculation showed a maximum value of about 
1 m/s and the recent experimental investigations in EPS indicated 
that the magnitude was of similar order. Further research in this field 
is desirable to examine the effects of electrode geometry and electrode 
separation on the magnitude of this ionic wind. 
8.3.4. Experimental design 
A photographic technique using intermittent illumination was 
chosen as the particle tracking technique. The technique yields 
accurate quantitative data of positional variation and particle velocities 
with moderate effort. The notable feature is-the capability of this 
method to record the complete history of particle flight from the gun 
to the target. Also the results revealed some interesting information 
like particle acceleration, particle drift, wrap round and the rotatory 
motion of the particles. However it suffers the main drawback of 
only able to deal with dilute suspension. With an area of field of 
view of 22 cm x 22 cm. due to the optical resolution of the 
photographic system the minimum size limit yielding acceptable 
photographic records was about 50 pm. To obtain efficient particle 
charging, an electrode system was designed to include an internal 
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electrode and utilised the 'countercurrent stream' principle. 
8.3.5. Computer program and result of comparison of trajectori(s 
For the prediction of particle trajectories, a computational 
procedure based on Runge - Kutta integration technique was used. This 
approach required initially the setting up of a force balance of the 
various aerodynamic and electrostatic forces involved with the 
'boundaries' of influence of these forces clearly defined. With the 
involvement of several interacting forces assumptions had to be made 
to simplify the prediction scheme. 
The theoretical trajectories overall compared favourably with 
the experimental results despite the simplicity of the calculation 
procedure. The results demonstrated the effect of superimposing 
electrical forces on a jet of charged particles emerging from a spray 
gun. The magnitude of particle velocity distribution was generally 
correctly predicted. 
The accuracy of the prediction depended on the initial particle 
exit conditions with better agreement for particles emerging near the 
jet centreline. Air flow from the spraying device was found to be the 
dominant particle transport mechanism with the electrostatic force 
becoming more important near the substrate. The main weaknesses of the 
calculation procedure were identified and the two major sources of 
discrepancy in comparison were due to poor description of 
(i) particle drag coefficient 
(ii) air flow model for the intermediate region between the electrode 
and the fully develdped jet. 
With the reduction in particle size, the flow turbulence mechanism 
became important resulting in particle drift. It is doubtful 
with the current knowledge of turbulent particle diffusion modelling 
if this meandering motion can be satisfactorily predicted. Theoretically 
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it was shown that the contribution from corona wind and booth air 
flow could be discounted. For particles emerging away from the 
centrelinq edge effect was postulated to play a significant role 
in deposition. but this would require verification. 
8.4. Recommendations for further work. 
In order to improve and extend the calculation method, several 
areas have been identified that would require further investigation. 
(a) Measurement in charged particulate cloud 
There are three problems that will require experimental 
studies: 
I 
- The effect of concentration of charged particles on the 
applied field. 
- The space charge density. distribution of charged particulate 
cloud. - 
- The edge effect. 
With the experimental data the applicability of the theory 
derived in Chapter 4 to charged particulate cloud can be 
examined. 
e devised by Corbett (10) was found to The ballistic prob 
be unsuitable measurement system in mixed ion and particulate 
cloud due to probe - particle interaction. Therefore there was' 
no experimental data available for comparison with the equations 
derived. There is certainly the need for further development 
of an instrument for charged particulate cloud measurement. 
Corbett suggested the development of a low speed rotary ballistic 
probe could be the answer. The examination Of the field 
distribution behind the object would be useful to study the wrap 
round deposition. 
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(b) Examination of air velocity distribution. 
The inaccuracy of air flow description for the region 
between electrode and the fully developed jet region was found 
to contribute the major source of error in the prediction. The 
air velocity distribution for this region would require detailed 
analysis so that a suitable model may be formulated. The 
investigation should incorporate the measurement of turbulence 
quantities. It would be useful to survey the turbulence intensity 
further downstream to substantiate the experimental measurement 
presented in this study. The experimental programme should include 
using an industrial spray gun and also the use of other electrode 
geometries. 
The velocity distribution in a dense two phase jet should 
be pursued to study the concentration effect. The laser Doppler 
anemometer is more suitable for this purpose since the hot wire 
technique suffers from calibration changes in a two phase jet. 
(c) Particle drag coefficient 
The off centreline data showed that a higher degree of drag 
was experienced by the particles as compared to predicted 'values 
assuming sphericity of particles. The shape factor is 
undoubtedly responsible for the difference but the phenomenon 
is still not clearly understood. For the present purpose it 
would be beneficial to measure the drag coefficients of the 
particles for a range of Reynolds numbers. To achieve a high 
degree of accuracy the computer should be fed t. he correct 
experimental drag values for the relevant Reynolds number during 
the integration. 
(d) Study of field due to growing deposited layer 
With the growth of the deposited layer during coating the 
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layer electric field and potential would vary until the onset of 
back ionisation with the attainment of a limiting coating 
thickness. This time dependence behaviour therefore has to be 
incorporated in the program to fully describe the process. 
The results from various studies on this topic have been summarised 
in Section 4.8 and initially Makin's (49) approach may be 
adopted. Experimentally particles can be sprayed at regular 
intervals and in between dilute suspension can be sprayed to study 
the effect of growth of deposited layer on trajectories. 
(e) Miscellaneous 
There are several areas that have been examined but the 
results are inconclusive and require further extensive theoretical 
and experimental investigations: 
- the particle charging of non-spherical particles 
- the corona wind effect 
- the turbulent particle diffusion process 
8.5 Concluding remarks. 
This thesis in attempting to describe the trajectories of charged 
particles in an air jet and electrostatic field for electrostatic 
powder spraying process has had reasonable success. The theoretical 
model suffers from the lack of understanding of some important physical 
parameters. - eg. aerodynamic drag of non spherical particles, corona 
wind, small particle diffusion and equilibrium charging for non 
spherical particles but despite this the model predicted trajectories 
remarkably well. The prediction program could be used in its present 
state to develop a better understanding of the interactions in a spray 
booth. To do better will require much detailed research into areas 
which have much wider significance and application that just electrostatic 
powder spraying and even then, the predictions may not be significantly 
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improved. This thesis has achieved its objective and a useable 
mathematical model has been produced which will predict particle 
trajectories at the initial stages of the coating process. This 
model can and should be used in further studies. 
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Appendix 1 
Included in this appendix are the listing of a program for single 
trajectory calculation, results of two calculations and an explanation 
of the symbols used. -Several programs were used for calculation with 
variation of electrode geometry and for single or two trajectory 
calculation. The program Used as an example in this section can easily 
be extended for two trajectory calculation. The various subroutines - 
AXISCA, AXIDRA, GRAMOV, GRALIN are graph plotting routines and are 
described in Reference 28. 
Program symbols 
FORTRAN symbol Meaning Equation of 
first mention 
T t 2.1 
EPSI 4.32 
EPSIO 4.1 
0 
VA V 4.4 
a 
VIS P 2.5 
GRAV 9 2.1 
ROSr ROF PS Pf 2.1 
PLA d Figure 2.3 
ANGLE 0 Figure 2.3 
C C 4o'14 
EO E 4.19 
0 
Dl, D2, D4 Dl, D2, D4 Figure 2.3 
DP d 2.1 
P 
z Z0 or 1 specifying 
calculation without and with 
consideration of electrostatic 
forces 
DT time interval for integration 
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FORTRAN symbol Meaning Equation of 
first mention 
SOURU U 3.31 
0 
Vix, VIY V ix ,Vi 
2.14 
y 
x (1), Y (1) X$ y 2.14 
A a 3.33 
DJET 2xR 3.65 
0 
CON Constant for calculation of 
length of region between 
electrode and fully developed 
jet section 
P S 3.65 
0 
SLOPE, CEPT Gradient, intercept 3.66 - 3.67 
CHARGE q 4.32 
FAPP N 4.48 
app 
FI N 4.50 
VELl., VEL2 up V 2.3 2.4 
XP x coordinate from jet source 
Q 3.20 
Al - A6, Bl B6 components of jet equations 3.26 3.27 
zi z 3.27 
Z2 z 3.26 
CMEANU U 3.33 
m 
EAPPX, EAPPY E E 4.48 4.49 
appy appx 
APPX, APPY F F 4.45 4.46 
appx , appy 
EMAGEX F 4.50 
ix 
FORM, FORCEY IF ' 
IF 2.8 - 2.9 
ey ex 
REYN Re 2.5 
CDRAG Cd 2.7 
AK1 - AK4, BK1 - BK4 incremental components in 
Runge - Kutta integration 
method 
XMAG, YMAG magnified x, y coordinates 
GAM magnification factor for graph 
plotting 
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