Introduction
[2] Various techniques exist to determine cloud top height from space measurements, such as lidar [Winker and Trepte, 1998 ], as well as a number of passive methods, which, for example, make use of information contained in thermal infrared radiances [e.g., Smith and Platt, 1978; Stowe et al., 1989; Rossow and Schiffer, 1999] , employ the depth of the oxygen A band [e.g., Fischer and Grassl, 1991; O'Brien and Mitchell, 1992] , make use of stereoscopy [Prata and Turner, 1997] , exploit the strength of the ring effect [Joiner and Bhartia, 1995] , or employ polarization of light scattered by molecules above the cloud deck [Knibbe et al., 2000] . At present, the most common method to obtain cloud top height information from satellites employs measured thermal infrared radiances, which are converted to cloud top height or pressure using an atmospheric temperature profile that is known or assumed from another source. For example, this method is used by the International Satellite Cloud Climatology Project (ISCCP) [Rossow and Schiffer, 1999] . Cloud top pressures determined from the thermal infrared are sensitive to the assumed temperature profile. In this paper we make use of the oxygen A band method, which has the advantage that the retrieved cloud top pressures are insensitive to the assumed temperature profile [O'Brien and Mitchell, 1992; Bréon and Bouffiès, 1996] . The principle of the oxygen A band method is that the depth of the O 2 A band depends on the amount of O 2 above the cloud deck, and, since O 2 is a well-mixed gas, the pressure at the top of the cloud deck can be derived. Since the first space-based retrievals with the O 2 A band method [Saiedy et al., 1967] , aircraft experiments as well as theoretical studies have been performed [e.g., Fischer and Grassl, 1991; O'Brien and Mitchell, 1992; Kuze and Chance, 1994] . These studies conclude that accurate retrievals of cloud top pressure are feasible in principle, the main problems being the treatment of multiple scattering and absorption inside clouds, uncertainties in the surface albedo, and instrumental spectral resolution limitations. The O 2 A band method received new attention through measurements of the Global Ozone Monitoring Experiment (GOME) [Burrows et al., 1999] and POLDER [Vanbauce et al., 1998 ] satellite instruments.
[3] GOME is a grating spectrometer covering the spectral range 237-794 nm with a resolution of 0.2-0.4 nm. The primary goal of GOME is to measure trace gas column densities in the Earth's atmosphere, most notably O 3 and NO 2 . Because of the large pixel size of GOME, which can be selected to be 40 Â 80 km 2 or 40 Â 320 km 2 , GOME pixels are often partly covered by clouds. Clouds influence the depth of gaseous absorption lines, particularly if the trace gas concentration is high in the troposphere. Therefore, for accurate trace gas column density retrievals, the presence of clouds must be taken into account. This can be done by exploiting cloud properties derived from the O 2 A band measurements from GOME. The most important cloud parameters needed to correct trace gas column density retrievals for the presence of clouds are cloud fraction, cloud optical thickness, and cloud top pressure [Koelemeijer and Stammes, 1999a] . However, it is almost impossible to derive uniquely both cloud fraction and cloud optical thickness from the measured spectral reflectivity of a single GOME pixel. This is because cloudy scenes with the same cloud top pressure may possess different cloud fractions and cloud optical thicknesses which give rise to nearly the same reflectivity in and around the oxygen A band. For cloudy scenes differing in this sense, however, cloud effects on the ozone column density retrieval are almost the same [Koelemeijer and Stammes, 1999b] . Therefore it is useful and necessary to introduce an effective cloud fraction, which is the cloud fraction derived from the satellite measurements, assuming an a priori chosen cloud optical thickness or cloud albedo (see section 2.2). Then, the most relevant cloud parameters for trace gas column density retrieval reduce to effective cloud fraction and cloud top pressure.
[4] The current record of GOME ozone data has been processed using effective cloud fractions derived by the Initial Cloud Fitting Algorithm (ICFA) [Deutsches Zentrum für Luft-und Raumfahrt (DLR), 1994] and cloud top pressures taken from the ISCCP climatology [Rossow et al, 1993; Rossow and Schiffer, 1999] . However, considerable errors of 0.2 ± 0.2 are present in the ICFA effective cloud fractions, and the actual cloud top pressure may differ significantly from the climatological mean value [Koelemeijer and Stammes, 1999c] . Therefore, in an earlier paper, we have described an improved cloud retrieval method, called Fast Retrieval Scheme for Clouds from the Oxygen A Band (FRESCO), to derive effective cloud fraction and cloud top pressure simultaneously from the GOME measurements in and around the O 2 A band [Koelemeijer et al., 2001] (hereinafter referred to as paper 1). In that paper, a sensitivity study was performed regarding the main assumptions in our retrieval method. In addition, we compared the cloud parameters derived using FRESCO with corresponding quantities derived from colocated Along Track Scanning Radiometer 2 (ATSR-2) measurements over Europe, but only for a few hundreds of GOME pixels. This showed an average difference (FRESCO -ATSR-2) in effective cloud fraction of 0.04 (standard deviation 0.09) and in cloud top pressure of 65 hPa (standard deviation 92 hPa). The aims of the present paper are (1) to validate the FRESCO monthly average cloud parameters globally by comparing them to monthly average values from the ISCCP climatology and (2) to provide the first global distributions of cloud top pressure derived from GOME measurements of the O 2 A band.
Retrieval Method

Overview of FRESCO
[5] The FRESCO method is described in detail in paper 1; here a brief overview is given. Figure 1 shows normalized reflectivities measured by GOME for a cloud-free and a cloudy scene over the Atlantic Ocean. For this figure the reflectivities were normalized to unity at 758 nm (in the continuum), to compare the shapes of the spectra; at 758 nm the reflectivities are 0.053 and 0.84 for the two scenes. Here, the reflectivity is defined as p times the Earth's reflected radiance divided by the incident solar irradiance at the top of the atmosphere through a horizontal surface unit. Clearly, the O 2 A band is less deep for the cloudy scene, because of screening of O 2 inside and below the cloud. Therefore the depth of the band provides information on cloud top pressure, whereas the reflectivity in the continuum provides information on the effective cloud fraction.
[6] Our retrieval method is based on minimizing the difference between a measured and a simulated spectrum. To simulate the spectrum of a partly cloudy pixel, a simple atmospheric transmission model is used, in which the atmosphere above the ground surface (for the clear part of the pixel) or cloud (for the cloudy part of the pixel) is treated as a purely absorbing, nonscattering, medium. Reflection occurs only at the surface or cloud top, which are both assumed to be Lambertian reflectors. The reflectivity R(l, q, q 0 ) at a wavelength l, for a viewing zenith angle q and a solar zenith angle q 0 , is then given by
where c is the effective cloud fraction, P s is the surface pressure, A s is the surface albedo, P c is the cloud top pressure, and A c is the cloud albedo. T(l, P, q, q 0 ) is the direct atmospheric transmittance for light entering the atmosphere from the solar direction, propagating down to pressure level P and then propagating to the top of the atmosphere in the direction of the satellite. The transmittance calculations were performed in two steps. First, based on spectroscopic parameters from the 1996 high-resolution transmission molecular absorption database (HITRAN'96) [Gamache et al., 1998 ], oxygen A band absorption cross sections were calculated, which yielded line-by-line transmittances. Second, the line-by-line transmittances were convoluted with the GOME slit function. Temperature and pressure profiles were assumed for a midlatitude summer atmosphere [Anderson et al., 1986] .
[7] The surface albedo, the cloud albedo, and the surface pressure have been chosen a priori. The surface albedo is fixed to 0.02 for ocean. For land it is deduced from a global minimum reflectivity database which we generated from two months of GOME data (a January and a July month) at a wavelength of 758 nm. The minimum of both months is taken; that is, seasonal variation of the surface albedo is not (yet) taken into account. We have chosen a fixed cloud albedo of 0.8 and derive an effective cloud fraction, pertaining to an optically thick cloud (the cloud optical thickness that pertains to a spherical albedo of 0.8 is $33). The reasons for choosing a high cloud albedo of 0.8 are as follows. First, by choosing the rather extreme value for the cloud albedo of 0.8 the effective cloud fraction is able to span a large range of cloudy situations which occur in reality; if, for example, 0.6 were chosen, large fitting errors would occur for cases with optically thick clouds. Second, in the FRESCO method we assume that absorption below the cloud may be neglected, which can be justified for optically thick clouds. Choosing a high cloud albedo ensures that the model assumptions are internally consistent. Third, the choice A c = 0.8 is optimized for ozone column density retrievals from GOME ultraviolet measurements; see Koelemeijer and Stammes [1999b] . In paper 1 it is shown that the ambiguity in cloud fraction and cloud optical thickness does not lead to significant errors in the derived cloud top pressure for most cases. In section 2.2 we show that for clouds above dark surfaces this conclusion also holds for clouds much thinner than those discussed in paper 1. This extension to thinner clouds is particularly relevant for this global comparison, because the global average cloud optical thickness is $4 [Rossow and Schiffer, 1999] .
[8] The effective cloud fraction and cloud top pressure are derived by iteratively minimizing the chi-square difference between the measured and simulated reflectivity spectra. In the minimization we assume that errors in the measured and modeled reflectivities do not depend on wavelength. Furthermore, since the signal-to-noise ratio is high, we expect that the total error is not dominated by noise but by systematic errors.
Effective Cloud Fraction Concept
[9] It is almost impossible to uniquely derive both cloud fraction and cloud optical thickness for an individual pixel from the measured spectral reflectivity in and around the oxygen A band, because cloudy scenes with the same cloud top pressure but with different cloud fractions and cloud optical thicknesses may give rise to (almost) the same spectral reflectivity. To illustrate this, we performed multiple-scattering calculations in and outside the oxygen A band with a doubling-adding radiative transfer model [de Haan et al., 1987; Stammes, 2000] . In these calculations a Rayleigh scattering midlatitude summer atmosphere was assumed, bounded by a Lambertian ground surface. Cloud layers with a geometrical thickness of 1 km and different optical thicknesses, b c , were inserted at various heights in the atmosphere. For the cloud particles a Henyey-Greenstein phase function was assumed with an asymmetry parameter of 0.85 and a single-scattering albedo of 1. To simulate the reflectivity of a partly cloudy scene, the reflectivities of a cloud-free and fully cloudy atmosphere were added, weigh-ted with the fractional coverage of the cloud-free and cloudy parts of the pixel. Instead of performing a complete sensitivity study that would involve lengthy line-by-line calculations for all atmospheric scenarios, we have chosen to perform calculations for four oxygen absorption optical thicknesses, namely for b o2 = 1.62, 0.35, 0.026, and 0, which span a relevant range in oxygen (total column) optical thicknesses in the wavelength region 758-766 nm. This is sufficient to demonstrate the effective cloud fraction concept.
[10] We varied b c between 0 and 100, c between 0 and 1, and P c between 280 and 900 hPa. For each P c value we considered cases with different values of b c and c but with the same nadir reflectivity at the top of the atmosphere in the continuum, R con . For these cases, referred to as (b c ,c)-equivalent cases, we investigated the variation in the reflectivity at absorbing wavelengths. R con was varied from 0.2 to 0.8, or a smaller range if these values could not be obtained for a given scenario.
[11] Figures 2a and 2b show nadir reflectivities inside the oxygen A band as functions of cloud top pressure, for R con = 0.2, A s = 0.02, and q 0 = 30°and 75°. In Figures 2a  and 2b , different pairs of curves pertain to different oxygen absorption optical thicknesses. Within a pair the solid curve pertains to the cloudy case with maximum cloud fraction and minimum cloud optical thickness yielding R con = 0.2, denoted by (b c,min , c max ), and the dashed curve pertains to the cloudy case with minimum cloud fraction and maximum cloud optical thickness yielding R con = 0.2, denoted by (b c,max , c min ). Thus the most extreme (b c ,c)-equivalent cases are shown. Clearly, for most cloud top pressures the variation in the reflectivity inside the O 2 A band due to (b c ,c) variation is small if the reflectivity outside the O 2 A band is the same. As a consequence, simultaneous retrieval of both b c and c from a single O 2 A band spectrum is almost impossible. However, this does not lead to large errors in the retrieved P c in general. Table 1 shows the average cloud top pressure difference between the most extreme (b c ,c)-equivalent cases, ÁP c . Here we averaged over all cloud top pressures, and we considered absolute values of the differences to avoid canceling of positive and negative differences. This serves as an estimate for the maximum cloud top pressure retrieval error due to ambiguity in b c and c. Also, Table 1 presents c min pertaining to b c = 100, and b c,min pertaining to c = 1. Results are given for A s = 0.02, which is representative for ocean, and for A s = 0.3, which is representative for vegetated area. The results shown here are an extension toward smaller cloud optical thicknesses of calculations presented in paper 1. From our calculations we conclude that for surfaces with a low albedo, cloud top pressure retrieval errors due to ambiguity in b c and c are smaller than 20 hPa. Hence P c can be retrieved quite accurately although b c (or A c ) is chosen a priori. For surfaces with high albedo the error increases, particularly when the reflectivity is close to the surface albedo, as can be observed in Table 1 .
Results of Sensitivity Analysis
[12] In paper 1 a sensitivity study was performed regarding the main assumptions in FRESCO. Eight sensitivity experiments were described, quantifying the effects of errors Table 1 (first row). Other cloud properties are mentioned in the text (section 2.2). Results are shown for solar zenith angles (SZA) of (a) 30°and (b) 75°.
in (1) wavelength calibration, (2) radiometric calibration, (3) atmospheric profile, (4) surface pressure, (5) surface albedo, (6) cloud albedo, (7) cloud anisotropic reflection, and (8) fitting method. From this, we concluded that the most notable errors in the derived c and P c are due to errors in the assumed surface albedo and cloud albedo and due to the choice of the fitting method. Regarding uncertainties in the assumed surface albedo, we found that, assuming errors in the ocean albedo of ±0.02 and in the land albedo of ±0.05, the average absolute errors in c are 0.02 and 0.05, respectively, and the average absolute errors in P c are 15 hPa and 53 hPa, respectively. We found that the assumed value of A c does not influence the derived value of P c for surfaces with low albedo, such as ocean, consistent with the results presented here; for land surfaces the choice A c = 0.8 may lead to smaller P c values (22 hPa on average) as compared to the choice A c = 0.6. Whether or not assuming the radiometric error to be wavelength dependent in the fitting gives rise to an average difference of 26 hPa for P c , for c no difference is found. The assumed temperature profile has negligible influence on the values of P c and c derived by FRESCO, in line with results of Bréon and Bouffiès [1996] .
Comparison With ISCCP-D2 Data
[13] Two months of GOME data were processed with FRESCO, namely July 1995 and January 1997. These months were selected according to two criteria: (1) Sufficient data should be available to calculate a representative monthly average, and (2) the El Niño -Southern Oscillation should not be extreme, in order to allow a meaningful comparison to climatological values.
[14] In order to better compare the effective cloud fractions of FRESCO with the cloud fractions from ISCCP the latter were converted to effective cloud fractions, by multiplying them with the ratio A 1 /A 2 . Here, A 1 is the spherical albedo of a cloud with the optical thickness reported in the ISCCP D2 data set (calculated for each ISCCP grid cell), and A 2 = 0.8 is the cloud albedo value used in FRESCO. We have chosen the spherical albedo for this conversion, because the ISCCP satellite data were acquired under many different solar and viewing geometries for the same location. The spherical albedo has been calculated off-line as a function of cloud optical thickness using the doublingadding model described in section 2.2. We assumed a two-parameter gamma cloud droplet size distribution with an effective radius of 6 mm and an effective variance of 1/9 (the C1-cloud model of Deirmendjian [1969, p. 78] ), and a single-scattering albedo of unity. We could not convert the FRESCO effective cloud fractions to independent values of cloud fraction and cloud optical thickness, because of lack of information on subpixel cloud variability in the GOME spectra. Globally averaged, the ratio A 1 /A 2 is 0.45 for July and 0.47 for January; thus the real ISCCP cloud fractions are more than 2 times larger than the ISCCP effective cloud fractions considered in this paper. Because the ISCCP data are not yet available for the years after the launch of GOME (in 1995), we compared with January and July averages of ISCCP data, averaged over 1989 -1993 (5 years).
[15] The FRESCO monthly average values of effective cloud fraction and cloud top pressure have been calculated for grid cells of 2.5°Â 2.5°, corresponding to the grid size used in the ISCCP D2 data product. The maps of July 1995 are shown in Figures 3a and 3e . The corresponding quantities from the ISCCP-D2 data set averaged over the July months of 1989 -1993 are shown in Figures 3b and 3e . The FRESCO method has not been used over snow/ice-covered surfaces and for solar zenith angles larger than 85°. Areas pertaining to such conditions and areas with missing data are shown in black. Figure 3c shows the zonally averaged effective cloud fractions obtained from FRESCO and ISCCP, as well as their differences. Figure 3f shows the zonally averaged cloud top pressures and their differences. Figures 4a -4f are the same as Figures 3a -3f , but for January instead of July. Clearly, as can be observed from Figures 3 and 4 , there is agreement between the FRESCO and ISCCP results regarding the main global cloud features, such as low-altitude marine stratus clouds off the west coasts of continental land masses and high-altitude convective clouds in the intertropical convergence zone.
[16] For a quantitative comparison between the FRESCO and ISCCP results we calculated various averages and standard deviations of their differences, to be specified below. We compared these averages and standard deviations to the interannual variability, as estimated from the ISCCP data, and to the error in the ISCCP data. If the differences between FRESCO and ISCCP are much larger than what might be expected from interannual variability and errors in the ISCCP data, we have attributed these differences to errors in FRESCO. In the following, the symbols hci and hP c i are used to denote the monthly average value of effective cloud fraction and cloud top pressure in a grid cell of 2.5°Â 2.5°, respectively. ] would vanish (by definition). We also calculated spatially averaged temporal standard deviations of hci I and hP c i I based on the 5 years of ISCCP data; these standard deviations are of the same order of magnitude as the values of s(d hci * ) and s(d hPci * ).
[18] Table 2 lists statistics of the monthly average effective cloud fractions of FRESCO and ISCCP and statistics on the interannual variability of the monthly average effective cloud fraction. The results have been presented separately for land and ocean, and for both hemispheres, and have been weighted according to the area of the grid cells. Similarly, Table 3 lists the statistics for the monthly average cloud top pressures. From histogram analysis we verified that the statistics of the difference between FRESCO and ISCCP are Gaussian, both for the effective cloud fractions and for the cloud top pressures.
[19] A detailed review of error sources in the ISCCP cloud products is given by Rossow and Schiffer [1999, and references therein]. Here, only a short summary of the main error sources relevant for our study is given. Comparison of ISCCP (stage D) cloud fractions to surface observations shows that the former are in excess of the latter by 0.05 both over land and over ocean, for all seasons, and for most of the globe. Cloud fraction errors are larger in the polar regions. Regarding the effective cloud fractions, which we deduced from the ISCCP cloud fraction and cloud optical thickness products, probably the largest error source is due to the limited absolute accuracy of the visible reflectances used by ISCCP, which is estimated to be $10% [Brest et al., 1997] . Therefore we estimate that the error in the effective cloud fractions deduced from ISCCP may also be about 10%, i.e., about 0.03. It is, however, important to note that the calibration error is a systematic error, independent of geographical location (although discontinuities may occur between adjacent portions of the globe viewed by different satellite instruments). Cloud top pressures are derived in ISCCP by converting cloud top temperatures to pressures using the TIROS Operational Vertical Sounder (TOVS) temperature profiles. The ISCCP cloud top temperatures have biases of 2 -4 K, depending on cloud type. Errors in the TOVS temperature profiles are known to introduce additional biases in the derived cloud top pressures. Generally speaking, errors in monthly average cloud top pressures are typically of the order of 25-50 hPa for low and midlevel clouds, and may be larger for optically thin high clouds.
Effective Cloud Fraction
[20] The global average effective cloud fraction values of FRESCO and ISCCP agree very well (see Table 2 ), and their difference is smaller than the estimated error of 0.03 in the ISCCP effective cloud fractions. For both FRESCO and ISCCP the global average effective cloud fraction is slightly higher in January than in July. Also, both data sets report more clouds in the summer hemisphere than in the winter hemisphere, and more clouds over ocean than over land. However, the land-ocean difference is larger in absolute value for ISCCP than for FRESCO. The largest differences between FRESCO and ISCCP are over the Sahara desert in both months, and over land areas in Europe and North America in January 1997, when large areas were covered by snow. Globally averaged, the standard deviation related to interannual variability is 50% (July) to 70% (January) of the standard deviation of the effective cloud fraction difference between FRESCO and ISCCP. The standard deviation of the effective cloud fraction difference is slightly smaller for clouds over ocean than for clouds over land, and the value over ocean is closer to that expected from interannual variability. This indicates that the agreement between hci I and hci F is better over ocean than over land. The reason why the discrepancy between hci I and hci F is larger than expected from interannual variability and errors in ISCCP is probably that the albedo of land is generally chosen too low in our analysis, leading to an overestimate of the effective cloud fraction in FRESCO.
Cloud Top Pressure
[21] The global maps of cloud top pressure from FRESCO and ISCCP correlate reasonably well. For both FRESCO and ISCCP the cloud top pressure is higher over ocean than over land (see Table 3 ). However, the cloud top pressure difference between land and ocean is much more pronounced in ISCCP than in FRESCO. The standard deviation of the difference between hP c i F and hP c i I is much larger for clouds over land than for clouds over ocean. For clouds over land it is about 3 times larger than that expected from interannual variability. This indicates that the agreement between FRESCO and ISCCP is better for clouds over ocean than for clouds over land. Furthermore, it is apparent in Figures 3f and 4f that zonally averaged hP c i F values are systematically higher than the hP c i I values in the summer hemisphere.
[22] We can identify four reasons to explain the fact that the differences between hP c i F and hP c i I are larger than expected from interannual variability considerations and from errors in the ISCCP cloud top pressures. First, if the effective cloud fraction is overestimated by FRESCO, which occurs over land more often than over ocean, the derived cloud top pressure will be overestimated as well. The reason is that similar amounts of O 2 may be screened by high clouds with small effective cloud fraction and by low clouds with large effective cloud fraction. In particular, areas with a small effective cloud fraction and high surface albedo are sensitive to such errors. Second, clouds are more opaque at thermal infrared wavelengths used by ISCCP than at near-infrared wavelengths used by FRESCO. Consequently, the cloud top pressure values derived by FRESCO will be biased toward higher values, because absorption associated with penetration of light into the cloud is not taken into account in the FRESCO retrieval model. Third, differences between the assumed and real cloud albedos may give rise to errors in the derived cloud top pressure, particularly for clouds above surfaces with high albedo, as explained in section 2.2. Fourth, diurnal variations may explain part of the differences between FRESCO and ISCCP cloud top pressures. The FRESCO results are acquired in the morning (GOME crosses the equator at 1030 local solar time), whereas the ISCCP results are 24 hour averages. Above ocean, cloud fractions are near their 24 hour average value near the time of the GOME overpass, both for low-and high-altitude clouds. Over land, however, high clouds are less frequent, and low clouds are more frequent around the GOME overpass time [Cairns, 1995; Rossow and Schiffer, 1999] .
Concluding Remarks
[23] We have analyzed spectra of the O 2 A band measured by GOME to derive effective cloud fractions and cloud top pressures on a global scale. These are the first global cloud top pressure distributions obtained from the O 2 A band which have been published. Although our methrod (FRESCO) to derive effective cloud fractions and top pressures from the oxygen A band is relatively simple, the monthly average effective cloud fractions and cloud top pressures show a reasonably good agreement with the ISCCP D2 data. The FRESCO method may be improved in the future by taking into account the effect of multiple scattering on absorption by O 2 in the cloud in the forward modeling. Another improvement would be the implementation of a seasonally dependent surface albedo climatology at 758 nm, which is presently being developed at the Royal Netherlands Meteorological Institute (KNMI). The cloud top pressures retrieved from the oxygen A band are insensitive to the assumed temperature profile and thus can provide independent information on cloud top pressures as compared to the brightness temperature method of ISCCP.
[24] The FRESCO effective cloud fractions and cloud top pressures are presently being used for near-real-time ozone column density retrieval at KNMI [Piters et al., 1999] (see also data available from KNMI at http://www.knmi.nl/ gome_fd). Under conditions, the FRESCO source code is available from the authors upon written request. The FRESCO method may also be useful for column density and profile retrievals of ozone and other trace gases from Scanning Imaging Absorption Spectrometer for Atmospheric Cartography (SCIAMACHY) (to be launched on board Envisat in 2002) and the GOME 2 series (to be launched on board of the Metop satellites from 2005 onward). Furthermore, the monitoring of effective cloud fractions and cloud top pressures by these instruments can be a useful contribution to climate studies of clouds, as these instruments will be accurately calibrated and have smaller pixel sizes than GOME. 
