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Abstract. The McMillan map is a one-parameter family of integrable sym-
plectic maps of the plane, for which the origin is a hyperbolic fixed point
with a homoclinic loop, with small Lyapunov exponent when the parameter is
small. We consider a perturbation of the McMillan map for which we show
that the loop breaks in two invariant curves which are exponentially close one
to the other and which intersect transversely along two primary homoclinic
orbits. We compute the asymptotic expansion of several quantities related to
the splitting, namely the Lazutkin invariant and the area of the lobe between
two consecutive primary homoclinic points. Complex matching techniques are
in the core of this work. The coefficients involved in the expansion have a
resurgent origin, as shown in [14].
1. Preliminaries and main results.
1.1. Introduction. This article and its companion [14] are devoted to the study
of the exponentially small splitting of separatrices in a particular family of maps of
the plane: a two-parameter family of analytic symplectic maps, which contains a
one-parameter subfamily composed of integrable maps known as the McMillan map.
The McMillan map was introduced in [15] in connection with the modelization of
particle accelerator dynamics; it has a hyperbolic fixed point at the origin, for which
there is a homoclinic loop. We prove that, generically, for the perturbed McMillan
map (i.e. for our two-parameter family) the homoclinic connection is destroyed:
it splits in two invariant curves (stable and unstable manifolds of the hyperbolic
fixed point) which intersect transversely. We obtain an asymptotic formula for the
area of the lobe delimited by the two curves between two consecutive intersection
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points and for the Lazutkin invariant, a quantity related to the angle of intersection,
introduced in [10] and commonly used in the literature about splitting. Our results
generalize and improve those of [4].
In the problem considered, the two parameters play very different roles. One
of them, which we will call ε, is a regular parameter. It measures the size of the
perturbation (the integrable McMillan map corresponds to ε = 0), and all the
quantities and geometric objects under consideration will depend analytically on
it; this parameter will not be assumed to be small. The other parameter, h, is
precisely the Lyapunov exponent of the origin for the McMillan map. Hence, when
this parameter tends to zero, the origin is a weakly hyperbolic fixed point; as a
consequence, a well-known result in [6] shows that the splitting of the curves must
be exponentially small with respect to h.
The problem of exponentially small splitting has been addressed by several au-
thors (e.g. [19, 5, 1, 23, 13, 16, 2]), because of its relevance for the non-integrability
of Hamiltonian systems (see [24] for its relation with Poincare´’s mistake in his 1889
memoir) and for the Arnold diffusion mechanism in the case of at least three degrees
of freedom. The problem was studied in detail mainly for flows, but there are rela-
tively few works dealing with symplectic maps. The famous Lazutkin paper of 1984
(see [12] for the English translation) was the first work concerning the exponentially
small separatrix splitting for a one-parameter family of maps, namely the standard
map. Although important ideas where already present in that work, the complete
proof of the results did not appear till fifteen years later, in [9]. Some asymptotic
computations related with the problem of the exponentially small splitting of the
standard map were done in [11, 21] and for the He´non map in [22].
The two-parameter family of maps considered in the present paper is essentially
the same as in the article [4]. That article provided a rigorous asymptotic formula
for the separatrix splitting in the case where the regular perturbation parameter ε
is small enough with respect to the singular parameter h, validating the prediction
of the Melnikov formula adapted for maps given by [3] (the possibility of taking
ε = O(hp) with p > 0 is an advantage of the presence of two parameters which has
no analogue in a one-parameter family like the standard map). We shall remove
the smallness assumption on ε, thus reaching a situation which displays the same
complexity as the standard map. We shall see that in the non-perturbative case
the Melnikov formula does not predict the correct size of the splitting, whereas it
does when ε and h are small but independent. Furthermore, the formula we obtain
provides the full asymptotic expansion in h of the first exponentially small term in
the splitting.
We now give a brief description of our method and its innovative features. Our
study splits in two parts, corresponding to “outer” and “inner” domains; we found
it convenient to devote a separate article [14] to the inner part.
As in [12, 9, 4], the detection of the exponentially small splitting relies on con-
sidering suitable parametrizations of the invariant curves. These parametrizations
will be analytic in a complex strip whose size is limited by the singularities of the
unperturbed homoclinic orbit. When the perturbation parameter ε is small with
respect to h, the manifolds are well approximated by the unperturbed homoclinic
even off the real line, as in [4]. However, when ε is of order one, we need to deal with
different approximations of the parametrizations of the invariant curves in different
zones of the complex plane; the leading terms in the asymptotic expansion will be
found as solutions of the so-called “inner equation”. This equation needs its own
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study, using Borel resummation techniques and resurgence theory, and this is done
in [14]. (A study of an inner equation of the same kind but for the He´non map can
be found in [7].) “Complex matching” techniques are then needed to conclude.
In order to have access to the whole asymptotic expansion with respect to h in
the first exponentially small term of the formula of the splitting, we need to study
not only the “first inner equation” but all the “inner equations” involved in the
problem, related to higher order powers in h. This entails the use of resurgence
theory in equations with parameters in [14] and matching procedures at any order
in the present article.
One of the main differences between our work and the previous ones is the fact
that we do not use “complex flow box variables” to obtain a good “splitting func-
tion” which measures the distance between both manifolds. Instead, we provide a
formula for the difference of the parametrizations of the manifolds directly in the
original variables of the problem—see formula (25) below. The key idea, that was
already used in [18] in the case of flows, is to exploit a linear difference equation
which is satisfied by this difference and for which a basis of solutions can be de-
scribed precisely enough; the difference has to be a linear combination of the basis
solutions with h-periodic coefficients and one can then resort to a classical lemma
about periodic functions of a complex variable (Lemma 3.2) to obtain exponentially
small bounds on the real line from larger bounds in a complex strip.
1.2. The unperturbed and perturbed McMillan maps. The McMillan map
is defined by the formulas
Fh,0 : (x, y) 7→ (x∗, y∗)
∣∣∣∣∣∣
x∗ = y
y∗ = −x+ 2(coshh)y
1 + y2
,
where h > 0 is a parameter. It is a symplectic transformation of R2 (for the
standard structure dx ∧ dy), which is integrable in the sense that it admits the
following polynomial first integral:
H0(x, y) = x2 − 2(coshh)xy + y2 + x2y2.
The origin is a hyperbolic fixed point, with characteristic exponents ±h. Its stable
and unstable manifolds coincide: the level curve {H0 = 0 } is formed of the origin
and two homoclinic loops, one of which lies in the first quadrant and is explicitly
given by W0 = {z0(t), t ∈ R}, with z0(t) = (ξ0(t− h/2), ξ0(t+ h/2)) and
ξ0(t) = ξ0(t, h) =
γ
cosh t
, γ = sinhh, (1)
in such a way that Fh,0
(
z0(t)
)
= z0(t+h). We usually shall not write explicitly the
dependence of ξ0 on h. We shall refer to W0 as “the unperturbed separatrix”; the
other loop is obtained by symmetry with respect to the origin—see Figure 1.
Observe that for small h the homoclinic loops are small: ‖z0(t)‖ is O(h) uniformly
in t. See [20] and [4] for more on the McMillan map.
From now on, we shall use the notation
f(y) =
2y
1 + y2
, µ = coshh. (2)
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Figure 1. Unperturbed separatrix (ε = 0, h = 2)
The perturbation of the McMillan map that we consider is
Fh,ε : (x, y) 7→ (x∗, y∗)
∣∣∣∣∣x
∗ = y
y∗ = −x+ µf(y) + εV˜ ′(y), (3)
where the “perturbative potential”
V˜ (y) =
∑
k≥2
Vky
2k
is an even analytic function, which is defined in a neighborhood of 0 and supposed
to be O(y4), and ε ∈ R is a new parameter (not necessarily small). The maps Fh,ε
are defined in a neighborhood of the origin and symplectic. The only difference
with [4] is that we do not assume V˜ to be entire.
Since V˜ ′(y) = O(y3), the origin is still a hyperbolic fixed point with characteristic
exponents ±h; its stable and unstable manifolds are curves which have no reason
to coincide any longer. The aim of this paper is precisely to show that, generically,
for nonzero ε and small h the stable and unstable curves intersect transversely,
and to measure the way they depart one from the other; the homoclinic loops are
broken, this is the so-called “separatrix splitting” phenomenon—see Figure 2. As
is well-known, the existence of a transversal homoclinic intersection has dramatic
dynamical consequences, even though the phenomenon is exponentially small.
We shall focus on the part Wsh,ε, resp. Wuh,ε, of the stable curve, resp. unstable
curve, which lies in the first quadrant. Anyway, since the function µf + εV˜ ′ is odd,
the dynamics of Fh,ε is symmetric with respect to the origin. The analysis will
be simplified by another kind of symmetry: the map Fh,ε and its inverse F
−1
h,ε are
conjugate by the involution R : (x, y) 7→ (y, x) (the map is “reversible”); this implies
that
Wsh,ε = R(Wuh,ε). (4)
Moreover, at least for small |ε|, both curves intersect the symmetry line ∆R = {x =
y} because they are close to the unperturbed separatrix W0 and, by (4), a point of
Wuh,ε ∩∆R is necessarily a homoclinic point (i.e. it also belongs to Wsh,ε).
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1.3. Main theorem, geometrical version. The article [4] shows that, when V˜
is entire and ε = o
(
h6/| lnh|), there are generically two primary homoclinic orbits
in the first quadrant for small h (one of which has a point on ∆R), and it yields
an estimate of the lobe area enclosed by Wuh,ε and Wsh,ε between two successive
intersection points (this area is invariant under the dynamics of Fh,ε). We shall see
that the same result holds generically in our case with independent parameters ε
and h (we shall assume h small but remove the smallness assumption on |ε|).
We shall estimate the algebraic lobe area A (with the same convention for its sign
as in [4]—see below) and another quantity: the Lazutkin homoclinic invariant ω [10],
the definition of which we now recall.
It is known that there must exist a “natural parametrization” for Wuh,ε, i.e. this
curve can be injectively parametrized by a solution t 7→ zu(t) of
Fh,ε
(
zu(t)
)
= zu(t+ h), zu(t) −−−−→
t→−∞ (0, 0) (5)
(see e.g. [4], p. 328, or [10], and also Proposition 1.4 below). We shall see that there
exists t∗ such that zu(t∗) ∈ ∆R. We can assume that this occurs for t∗ = 0 (by
shifting the parametrization if necessary: t 7→ zu(t + t∗) is also solution of (5)).
Using reversibility and defining
zs(t) = R
(
zu(−t)), (6)
we then get a natural parametrization of Wsh,ε and zs(0) = zu(0) is a homoclinic
point. In this situation, the Lazutkin homoclinic invariant is
ω = det(z˙s(0), z˙u(0)). (7)
This is an intrinsic quantity, related to the splitting angle.
Here is the convention for the definition of the algebraic lobe area A: if the
intersection of the curves is transversal, i.e. if ω 6= 0, the preservation of orien-
tation by Fh,ε implies that there must exist another homoclinic point between
zu(0) = zs(0) and its image zu(h) = zs(h); we say that there are only two pri-
mary homoclinic orbits if there is only one such other point, say zs(t∗) = zu(t∗∗)
with 0 < t∗, t∗∗ < h; we then have1
zs(t∗) = zu(h− t∗) (8)
and we call A the area enclosed by the simple loop made of the path t ∈ [0, t∗] 7→
zs(t) followed by t ∈ [t∗, h] 7→ zu(h− t), counted positively if and only if this loop
is traveled anticlockwise (as on Figure 2).
Theorem 1.1 (Main Theorem, geometrical version). Let ε0 be positive < 1/|2V2|
and
V̂ (ζ) =
∑
k≥2
Vk
ζ2k−1
(2k − 1)! . (9)
There exist constants h0, c > 0 and real analytic functions B
+
k (ε), k ∈ N, holomor-
phic for complex ε of modulus < 1/|2V2|, such that
B+0 (ε) = 4pi
2V̂ (2pi) +O(ε), (10)
satisfying the following:
1because (6), (5) and the property of zs analogous to (5) deduced from reversibility imply that
zu(h− t∗) = R(zs(t∗−h)) = R◦F−1h,ε(zs(t∗)) = R◦F−1h,ε(zu(t∗∗)) = R(zu(t∗∗−h)) = zs(h− t∗∗)
and, since 0 < h−t∗, h−t∗∗ < h, the uniqueness of the other primary homoclinic orbit implies (8).
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– If 0 < h < h0 and −ε0 < ε < ε0, then Wsh,ε and Wuh,ε have an intersection point
on the half-line {x = y > 0} at which the Lazutkin homoclinic invariant admits the
following asymptotic expansion with respect to h:
ω ∼ 4piε
α2h2
e−
pi2
h
∑
k≥0
h2kB+k (ε), (11)
where α is the positive constant defined by
α2 = 1− 2εV2
coshh
. (12)
– If moreover
0 < h2 < c|B+0 (ε)|, (13)
then the aforementioned intersection is transversal, there are only two primary ho-
moclinic orbits in the first quadrant and the lobe area admits the following asymp-
totic expansion with respect to h:
A ∼ 2ε
piα2
e−
pi2
h
∑
k≥0
h2kB+k (ε). (14)
Theorem 1.1 will be proved in Section 1.5, as a consequence of Theorem 1.5
below.
Remark 1.2. In fact, we shall see in Section 1.5 that condition (13) can be replaced
by a more technical but also more general one: there are constants c0, c1, . . . such
that the result holds as soon as there exists an integer N0 such that
0 < h2N0+2 < cN0
∣∣B+0 (ε) + h2B+1 (ε) + . . .+ h2N0B+N0(ε)∣∣ (15)
(still with 0 < h < h0 and −ε0 < ε < ε0). Thus in principle, by an appropriate
choice of N0, one may increase the range of validity of the result. In particular, if
condition (13) fails becauseB+0 (ε) happens to be zero, one can still try condition (15)
with N0 = 1, and so on. However, notice that we have little information on the
numbers B+k (ε) (apart from the value of B
+
0 at ε = 0—see Remark 1.3).
In (11) and (14), the symbol “∼” means that the series in the right hand sides
are asymptotic to the left hand sides in the classical sense, i.e. truncating the series
at order N provides an expression for the left hand side with an error that is of
the order of the first neglected term within the range h ∈ (0, h0) uniformly with
respect to ε ∈ (−ε0, ε0), with the restriction (13) or (15) in the case of A. However,
the series in the right hand sides need not be convergent. In fact, numerical studies
in [8] indicate that these series are Gevrey-1, i.e. that there exist constants C,M > 0
such that the coefficient B+k (ε) of h
2k is bounded by CMk(2k)!.
The function V̂ defined by (9) is an entire function (because of the Cauchy
estimates for the Taylor coefficients of V˜ at the origin); it is the Borel transform
of V˜ with respect to 1/y (see [14] for more on the Borel transform).
Remark 1.3. Suppose V̂ (2pi) 6= 0 (which is true for generic V˜ ). Then there exists
ε1 < ε0 such that B
+
0 (ε) 6= 0 for |ε| ≤ ε1; thus condition (13) is fulfilled for
−ε1 < ε < ε1 and 0 < h < h1 with a value of h1 independent of ε. This is thus
an improvement of the range of validity of the result obtained in [4]: the Melnikov
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approximation
ω ∼ 16pi3V̂ (2pi) ε
h2
e−
pi2
h
[
1 +O(h2) +O(ε)
]
,
A ∼ 8piV̂ (2pi)ε e−pi
2
h
[
1 +O(h2) +O(ε)
]
is valid for ε and h small and independent—one can relax the assumption ε =
o
(
h6/| lnh|). But our result is at the same time an extension to the case when ε is
not small; then the Melnikov approximation is no longer correct: one must use the
coefficient α−2B+0 (ε)ε instead of 4pi
2V̂ (2pi)ε.
Another improvement is the fact that Theorem 1.1 provides the full asymptotic
expansion, involving the new coefficients B+k (ε), k ≥ 1, for the Lazutkin invariant
and the lobe area.
Furthermore, the appearance of the Borel transform V̂ in the Melnikov approxi-
mation will receive a very natural explanation in our proof; this proof indeed relies
on the Borel-Laplace summation process, which is at the basis of resurgence theory,
and it attributes to the coefficients B+k (ε) a resurgent origin. The reader is referred
to Section 2.7 and [14].
1.4. Rephrasing in terms of solutions of a second-order difference equa-
tion. Analytic version of the theorem. To study the stable and unstable
curves, we shall use natural parametrizations as alluded above, i.e.
Wuh,ε = {zu(t)}, Wsh,ε = {zs(t)},
with zu and zs particular solutions of the system of first-order difference equations
z(t+ h) = Fh,ε
(
z(t)
)
. (16)
The property x∗ = y in (3) implies that t 7→ z(t) is solution of (16) if and only if it
can be written
z(t) =
(
ξ(t− h/2), ξ(t+ h/2))
with t 7→ ξ(t) solution of the second-order difference equation
ξ(t+ h) + ξ(t− h) = µf(ξ(t)) + εV˜ ′(ξ(t)). (17)
For instance, for the McMillan map (ε = 0), the function ξ0 defined in (1) satisfies
ξ0(t+ h) + ξ0(t− h) = µf(ξ0(t)). (18)
Finding a parametrization zu of Wuh,ε which satisfies (5) is thus equivalent to
finding a solution of (17) which satisfies
lim
t→−∞ ξ
u(t) = 0 and ξu(t) > 0 for −t large enough (19)
and writing zu(t) = (ξu(t − h/2), ξu(t + h/2)) (the positivity condition in (19) is
meant to distinguish the part of the unstable curve which starts in the first quadrant;
the symmetry of this curve with respect to the origin is reflected in the fact that
−ξu is solution of (17) if ξu is).
Proposition 1.4. For any h > 0 and ε ∈ R, there exists a solution ξ˜u of equa-
tion (17) which satisfies the boundary condition (19) and which is real-analytic and
2pii-periodic in a half-plane {Re t < −T ∗}, with a constant T ∗ > 0 (which de-
pends on h and ε). Moreover, such a solution ξ˜u(t) is unique up to a translation
ξ˜u(t)→ ξ˜u(t− τ) with arbitrary τ ∈ R (which may depend on h and ε).
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Proof. With the change of variable ζ = et, this corresponds to seeking a solution
ζ 7→ Z(ζ) of the equation Z(eh ζ) = Fh,ε
(
Z(ζ)
)
, the components of which are
holomorphic real-analytic near ζ = 0 and positive for small ζ > 0, with Z(0) = 0
(indeed, the 2pii-periodicity, the holomorphy in a half-plane and (19) imply the
existence of a convergent Fourier expansion
∑
n≥1 e
ntZn). It is easy to see that
this problem has a solution which is unique up to rescaling Z(ζ) → Z(cζ) with
arbitrary c > 0 (this is the analytic version of the stable manifold theorem for F−1h,ε ;
it is sufficient to look at the equations obtained by expanding a solution in the
form Z(ζ) =
∑
n≥1 ζ
nZn, one finds Z1 proportional to (1, e
h) with an arbitrary
positive proportionality factor, the other terms are determined inductively and easy
to bound). 2
From now on, we denote by ξ˜u(t) one of the solutions given by Proposition 1.4.
We shall see that it has an analytic continuation to any real interval (−∞, T ],
provided h is small enough,2 and choose τ ∈ R (depending on h and ε) so that
ξu(t) = ξ˜u(t− τ) (20)
satisfies the condition
ξu(−h/2) = ξu(h/2). (21)
Equation (21) corresponds to the condition zu(0) ∈ ∆R which was introduced at
the beginning of Section 1.3.
The reversibility property of Fh,ε is reflected in the fact that t 7→ ξ(−t) is solution
of (17) whenever t 7→ ξ(t) is. Once ξu is found, the formula ξs(t) = ξu(−t) defines
a solution ξs of (17) which satisfies the boundary conditions (21) and
lim
t→+∞ ξ
s(t) = 0 and ξs(t) > 0 for t large enough, (22)
hence zs(t) = (ξs(t− h/2), ξs(t+ h/2)) is a natural parametrization of Wsh,ε which
intersects Wuh,ε at t = 0. The splitting problem is thus reduced to studying the
difference
D(t) = ξu(t)− ξs(t) = ξu(t)− ξu(−t).
Theorem 1.5 (Main Theorem, analytical version). Let ε0 < 1/|2V2| and T > 0.
There exist h0, C0 > 0 such that, for any h and ε ∈ R with 0 < h < h0 and |ε| < ε0,
there exists a unique τ ∈ R such that ξu(t) = ξ˜u(t − τ) extends analytically to
(−∞, T ], satisfies (21) and |ξu(t)− ξ0(t)| ≤ C0|ε|h3 for all t ∈ (−∞, T ].
Moreover, there exists a sequence (ξN,out)N≥0 of even real-analytic functions
defined on R, with ξ0,out = ξ0, and constants CN > 0 such that, for any N ≥ 0,∣∣ dj
dtj
(ξu − α−1ξN,out)(t)∣∣ ≤ CN |ε|h2N+3, t ∈ (−∞, T ], j = 0, 1, 2, 3, (23)
where α is the constant defined in (12).
Consider the function
D(t) = ξu(t)− ξu(−t). (24)
2 No smallness condition on h is needed for this when V˜ is defined on the whole of the real
axis: the function F = µf + εV˜ ′ is then defined on R and the definition of ξ˜u can be propagated
from (−∞,−T ∗) to (−∞,−T ∗+h) and then to any interval (−∞,−T ∗+nh), n ≥ 1, by rewriting
equation (17) as ξ˜u(t) = F(ξ˜u(t − h)) − ξ˜u(t − 2h). In the general case, the smallness of h
ensures that ξ˜u(t) remains in the domain of definition of V˜ ′ for t ∈ (−∞, T ] when using the same
argument.
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Figure 2. Invariant curves for V˜ ′(y) = y3, h = 2 and ε = 0.025.
Thanks to A. Delshams and R. Ramı´rez-Ros.
There exist real analytic functions c1, c2, ν1, ν2 defined in [−T, T ] such that
D = α−1(c1ν1 + c2ν2) on [−T, T ] (25)
and
• c1 and c2 are h-periodic and
sup
t∈R
∣∣ dj
dtj
c1(t)
∣∣ ≤ C0|ε|
h4+j
e−
pi2
h , j = 0, 1, 2, (26)
sup
t∈R
∣∣ dj
dtj
(
c2(t)− cN2 (t)
)∣∣ ≤ CN |ε|e−pi2h h2N+1−j , j = 0, 1, 2, (27)
where
cN2 (t) = −
2ε
h
e−pi
2/h
(
N∑
k=0
h2kB+k (ε)
)
sin
2pit
h
, (28)
with real-analytic functions B+k , holomorphic for |ε| < ε0, satisfying (10),
• ν1 and ν2 satisfy ∣∣∣∣ ν1(t) ν2(t)ν1(t+ h) ν2(t+ h)
∣∣∣∣ = 1, t ∈ [−T, T − h], (29)
sup
t∈[−T,T ]
∣∣ dj
dtj
(
ν1 − d
dt
ξN,out
)
(t)
∣∣ ≤ CN |ε|h2N+3, j = 0, 1, 2, N ∈ N, (30)
sup
t∈[−T,T ]
∣∣ dj
dtj
ν2(t)
∣∣ ≤ C0
h2
, j = 0, 1, 2. (31)
The proof of Theorem 1.5 will start in Section 2. Observe that, in view of (23),
the defect of evenness measured by D(t) has to be O(hn) for any n; in fact it is
exponentially small, as shown by the exact formula (25) and the information on
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c1, c2, ν1, ν2 provided in (26)–(31), and α
−1cN2 (t) will account for the dominant part
of the splitting phenomenon.
The functions ν1 and ν2 will be obtained as particular solutions of a certain linear
second-order difference equation. In the theory of linear difference equations, the
determinant
Wh(φ1, φ2)(t) :=
∣∣∣∣ φ1(t) φ2(t)φ1(t+ h) φ2(t+ h)
∣∣∣∣ (32)
is called discrete Wronskian (or Casoratian), and it is constant for a pair of solutions
of the kind of equations we are interested in—see Section 4.
1.5. Deduction of Theorem 1.1 from Theorem 1.5. Let h ∈ (0, h0), ε ∈
(−ε0, ε0) and ξu(t) be as in Theorem 1.5 and set ξs(t) = ξu(−t). We denote by
zu = (xu, yu) and zs = (xs, ys) the natural parametrizations of the unstable and
stable invariant manifolds defined by
xu,s(t) = ξu,s(t− h/2), yu,s(t) = ξu,s(t+ h/2). (33)
In view of (7) the Lazutkin invariant at the homoclinic point zu(0) = zs(0) can
be written
ω =
d
dt
det(zs − zu, z˙u)|t=0.
On the other hand, since ξu − ξs = D, (33) yields
det(zs − zu, z˙u)(t) = Wh(ξ˙u, D)(t− h/2), (34)
whence
ω =
d
dt
Wh(ξ˙
u, D)(t)|t=−h/2. (35)
Lemma 1.6. For any N ∈ N,
Wh(ξ˙
u, D) = α−2cN2 + EN (36)
with a function EN (depending on N,h, ε) such that
EN = O
(
εh2N+1e−pi
2/h
)
, E˙N = O
(
εh2Ne−pi
2/h
)
on [−T, T ], (37)
where the notation g = O(f) means that there exists a constant CN > 0, that
may depend on N but it is independent of h and ε, such that |g| ≤ CN |f | on the
considered interval.
Proof. For any N ∈ N, writing the estimates (23) and (30) at N + 1, we have
dj
dtj
(ξ˙u − α−1ν1) = O(εh2N+5) on [−T, T ], j = 0, 1, 2. (38)
We thus define
E = Wh(ξ˙
u − α−1ν1, D)
and, using (25), (29) and the h-periodicity of c1 and c2, we get
Wh(ξ˙
u, D)(t) = α−2c2(t) + E(t).
Let N ∈ N. Formula (36) holds with EN = E + α−2(c2 − cN2 ) and, since (27)
yields c2 − cN2 = O(εh2N+1e−pi
2/h) and c˙2 − c˙N2 = O(εh2Ne−pi
2/h), it is sufficient to
control E and E˙.
We have
djD
dtj
= O
(
εh−3−je−pi
2/h
)
on [−T, T ], j = 0, 1, 2 (39)
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as a consequence of the bounds d
jc1
dtj = O
(
h−4−je−pi
2/h
)
(as stated in (26)), d
jν1
dtj =
O(εh) (which follows from (1) and (30) with N = 0), d
jc2
dtj = O
(
εh−1−je−pi
2/h
)
(which follows from (27) and (28) with N = 0) and d
jν2
dtj = O(h
−2) (as stated
in (31)). Together with (38), this implies
djE
dtj
= O
(
ε2h2N+2−je−pi
2/h
)
on [−T, T ], j = 0, 1, 2, (40)
and the conclusion follows. 2
The asymptotic expansion (11) for ω follows from (35) and Lemma 1.6, since
we can write ω = α−2c˙N2 (−h/2) + E˙N (−h/2) and (28) shows that c˙N2 (−h/2) =
4piεh−2e−pi
2/h
∑N
k=0 h
2kB+k (ε).
We now assume that there exists N0 such that (15) holds, with a constant cN0
that we shall specify later, and we proceed to show that there is only one primary
homoclinic orbit other than the orbit of zu(0) = zs(0) and compute the lobe area.
To this end, we shall use a linear change of variables, so as to make the manifolds
appear as graphs over the first coordinate, and a reparametrization of Wsh,ε.
Figure 1 suggests the linear symplectic change of variables
x˜ =
√
2
2
(x− y), y˜ =
√
2
2
(x+ y). (41)
We define z˜u = (x˜u, y˜u) and z˜s = (x˜s, y˜s) by means of the above relations. By (33)
and (1), at first order in ε one finds
x˜s|ε=0(t) = x˜
u
|ε=0(t) =
√
2
2
(ξ0(t− h/2)− ξ0(t+ h/2)) = γ
√
2
sinh h2 sinh t
cosh2(h2 ) + sinh
2(t)
.
(42)
Since ˙˜xu−α−1 ˙˜xu|ε=0 and ˙˜xs−α−1 ˙˜xs|ε=0 are O(εh3) (because of (23) with N = 0),
we can find K > 1 and t0 > 0 independent of h and ε such that, for t ∈ [−t0, t0],
K−1h2 < ˙˜xu(t) < Kh2, K−1h2 < ˙˜xs(t) < Kh2. (43)
In particular, x˜u and x˜s are invertible in [−t0, t0] and the manifolds z˜u, z˜s are
graphs over the x˜ variable. Moreover, setting t1 = t0/K
2,
x˜u
(
(−t1, t1)
) ⊂ (−Kh2t1,Kh2t1) = (−K−1h2t0,K−1h2t0) ⊂ x˜s((−t0, t0)),
consequently, the function
φ = (x˜s)−1 ◦ x˜u (44)
is well defined in (−t1, t1) and a piece of Wsh,ε can be reparametrized as
z˜s
(
φ(t)
)
=
(
x˜u(t), y˜s
(
φ(t)
))
.
Observe that x˜u(0) = x˜s(0) = 0, thus φ(0) = 0 (and more generally φ(kh) = kh for
k ∈ Z, |kh| < t1, since x˜u and x˜s coincide on hZ).
Homoclinic points correspond to solutions of the equation
y˜u(t)− y˜s(φ(t)) = 0. (45)
We know that any t ∈ hZ ∩ (−t1, t1) is solution of this equation, and we need to
prove that (45) admits only one solution in the interval (0, h). If this is the case and
if we denote by t∗ the unique solution of (45) in (0, h), then there will be exactly
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two primary homoclinic orbits, the orbits of zu(0) = zs(0) and zu(t∗) = zs
(
φ(t∗)
)
,
and according to the definition of Section 1.3 the lobe area will be given by
A =
∫ t∗
0
∆(t)dt, ∆(t) =
(
y˜u(t)− y˜s(φ(t))) ˙˜xu(t) (46)
(because the change of variables (41) preserves algebraic area; notice that we’ll have
φ(t∗) = h− t∗ as a consequence of the computation of Section 1.3).
Let us study equation (45) or, equivalently, the equation ∆(t) = 0.
Lemma 1.7. For any N ∈ N, there exist a positive constant CN (independent of h
and ε) and a function FN (depending on N,h, ε) such that
∆(t) = α−2cN2 (t− h/2) + FN (t) (47)
with
|FN | ≤ CN |ε|h2N+1e−pi2/h, |F˙N | ≤ CN |ε|h2Ne−pi2/h on [−t1, t1]. (48)
Proof. We first compute ψ = φ− Id in terms of the functions
f =
(
x˜s
)−1
and D˜(t) = x˜u(t)− x˜s(t) =
√
2
2
(
D(t− h/2)−D(t+ h/2)) (49)
(the latter function is exponentially small, according to (39)). By Taylor’s formula,
since f ′ ◦ x˜s = 1˙˜xs = 1˙˜xu + D˜
2
˙˜xs ˙˜xu
, we have
ψ = f ◦ (x˜s + D˜)− Id = D˜
˙˜xu
+ χD˜2,
χ =
1
˙˜xs ˙˜xu
+
∫ 1
0
(1− θ) f ′′ ◦ (x˜s + θD˜) dθ.
Thus, again by Taylor’s formula,
∆ =
(
y˜u − y˜s ◦ (Id + ψ)) ˙˜xu = (y˜u − y˜s) ˙˜xu − ˙˜ysD˜ −G,
G = ˙˜xu ˙˜ysχD˜2 + ˙˜xuψ2
∫ 1
0
(1− θ) ¨˜ys ◦ (Id + θψ) dθ.
Now, (y˜u − y˜s) ˙˜xu − ˙˜ysD˜ = det( ˙˜zu, z˜u − z˜s) = det(z˙u, zu − zs) because (41) is
symplectic and, by (34) and Lemma 1.6, for any N ∈ N the value at a point t
of this determinant coincides with the value of α−2cN2 + EN at t − h/2. We thus
get (47) with
FN (t) = EN (t− h/2)−G(t).
The term EN (t − h/2) and its derivative are controlled by (37). We are thus left
with the question of estimating G and its derivative; the result will follow from
G = O
(
ε2h−6e−2pi
2/h
)
, G˙ = O
(
ε2h−7e−2pi
2/h
)
on [−t1, t1]. (50)
To derive (50), we first bound ψ, χ and their derivatives. By (39) and (49), we
have
D˜ = O
(
εh−3e−pi
2/h
)
, ˙˜D = O
(
εh−4e−pi
2/h
)
.
Inequalities (23) with N = 0 entail d
j
dtj
(
x˜s,u−α−1x˜s,u|ε=0
)
= O(εh3) for j = 0, 1, 2, 3,
together with (42) this yields
dj x˜s,u
dtj
= O(h2), j = 0, 1, 2, 3.
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Then, because of (43), f ′′ = − ¨˜xs
( ˙˜xs)3
◦ f = O(h−4) and f ′′′ = O(h−6). This yields
χ, χ˙ = O(h−4), ψ = O
(
εh−5e−pi
2/h
)
, ψ˙ = O
(
εh−6e−pi
2/h
)
.
Thus, (50) is a consequence of the definition of G and of the bound d
j y˜s
dtj = O(h
2)
(j = 0, 1, 2, 3) for y˜s(t) =
√
2
2
(
ξs(t− h/2) + ξs(t+ h/2)). 2
In view of (28), Lemma 1.7 yields, for any N ∈ N,
∆(t) = bN sin
2pit
h
+ FN (t),
bN = 2εα
−2h−1e−pi
2/h
(
B+0 (ε) + · · ·+ h2NB+N (ε)
)
. (51)
Moreover, ∆(0) = ∆(h) = 0 (in fact, ∆ vanishes on all integer multiples of h). By
choosing appropriately N , we shall be in a position to apply next lemma, whose
proof is an exercise.
Lemma 1.8. Suppose ∆(t) = b sin 2pith + F (t) for t ∈ [0, h] with a C1 function F
such that F (0) = F (h) = 0 and
|F | < b/2 and [F˙ | < pib/h on [0, h].
Then ∆ has a unique zero in (0, h); this zero t∗ satisfies |t∗ − h2 | < h8 .
Assuming that condition (15) holds for a certain integer N0 with the constant cN0
defined as
cN0 :=
1
2CN0
,
we get |bN0 | > 2CN0 |ε|e−pi
2/hh2N0+1 (because α2 < 2) and we can apply Lemma 1.8
to (51) with N = N0: inequalities (48) guarantee the existence and uniqueness of a
zero of ∆ in (0, h).
Now, for any N ∈ N, the zero t∗ ∈ ( 3h8 , 5h8 ) of ∆, which depends on h and ε but
not on N , satisfies ∣∣∣(t∗ − h
2
)
bN
∣∣∣ < CN |ε|e−pi2/hh2N+2, (52)
since 2
√
2
pi
∣∣ 2pi
h
(
t∗− h2
)∣∣ ≤ ∣∣ sin 2pih (t∗− h2 )∣∣ and bN sin 2pih (t∗− h2 ) = FN (t∗). The lobe
area is thus given by
A =
∫ h/2
0
bN sin
2pit
h
dt+
∫ t∗
h/2
bN sin
2pit
h
dt+
∫ t∗
0
FN (t)dt
and (14) follows, since the value of the first integral is precisely 1pi bNh, the second
integral has absolute value < |bN (t∗− h2 )| = O
(
εh2N+2e−pi
2/h
)
and the third integral
is O
(
εh2N+2e−pi
2/h
)
.
1.6. Description of the proof of the analytic Theorem 1.5. The rest of the
paper is devoted to the proof of the Analytic Theorem 1.5. Here we give an informal
description of the proof, pointing out the main steps.
The lengthiest and most cumbersome part consists in proving the existence of a
suitable solution of the invariance equation (17) satisfying boundary conditions (19)
and (21), ξu, and obtaining a meaningful asymptotic formula for the difference
between ξu(t) and ξs(t) = ξu(−t). This is accomplished in several steps, which are
listed in the form of theorems, in Section 2. The proof of those theorems, for the
sake of clarity, is postponed to subsequent sections and [14].
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The scheme of this first part of the proof is the following.
First of all, in Proposition 2.1 we perform a scaling which allows to assume that
the perturbation V˜ ′ is of order 5 instead of 3. This amounts for the constant α in
the formulas of Theorems 1.1 and 1.5.
Next, in Section 2.2, we introduce the different domains where we shall work. It is
clear that, in order to measure the area between the unstable and stable manifolds,
the domains where their natural parametrizations are defined need to have a large
enough intersection. On the other hand, the arguments to obtain an exponentially
small term in the asymptotic formula rely on finding these natural parametriza-
tions in the widest possible complex strip in t in which these parametrizations are
holomorphic. The width of this strip is limited by the functions that appear in the
approximations we use. Since the first term in these approximations will be the
function ξ0 defined by (1), whose singularities closest to the real line are located at
±ipi/2, the largest strip we shall be able to deal with is {|Im t| < pi/2}.
We divide the domain in which we need to find ξu in two parts, the outer domain
and the inner domain (see Sections 2.2 and 2.8). The outer domain comprises points
up to a distance δ of ipi/2, with some δ > h. The inner domain contains the points
at a distance between δ and h of ipi/2. (We will choose δ =
√
h in the end.)
The good approximations of ξu in the outer domain will be given by its as-
ymptotic expansion in powers of h. We find it indirectly by first expanding in an
auxiliary parameter in Section 2.4 (see Proposition 2.2) and expanding in h each
coefficient of this auxiliary series, in Section 2.5, by means of the Euler-MacLaurin
formula.
It turns out that the asymptotic series in h for ξu is the same as the one for ξs,
which implies that the difference between the invariant manifolds is smaller than
any power of h (see Corollary 2.9). However, these approximations are not longer
accurate at points close to ipi/2. To study the behavior of ξu there, we need to use
different approximations.
The formal approach, in Section 2.6, consists in introducing a new variable
t = ipi/2 + hz,
and expand again in h and z, reordering the series obtained in the outer part. This
procedure yields a new formal series
ξu(ipi/2 + hz) ∼
∑
j≥0
h2j φ˜j(z),
where φ˜j(z) are well-defined formal power series in z.
The tool we use to give rigor to these formal expansions is the so-called resur-
gence theory. After the introduction of the new variable z, suggested by the above
expansions, we expand the invariance equation (17) in powers of h to obtain a family
of inner equations. In Section 2.7 we claim the existence of two families of solutions
of the full hierarchy of equations, with prescribed expansions in z, φ˜j , one corre-
sponding to ξu and the other to ξs, and an asymptotic formula for their difference
(see Theorem 2.17). This study relies on very different techniques than those used
here, and the proofs of the results we quote here are given in [14].
Once we have the solutions of the inner equations, in Section 2.9 we find the
continuation of the function ξu up to points with Im t = pi/2 − h by matching the
outer and inner series (see Theorem 2.18).
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At this point, we shall have obtained two different approximations of ξu and ξs.
The outer one will be good enough in the outer region, but without enough precision
in the inner region to capture the exponentially small phenomena we want to study.
The inner one will be more accurate; moreover, in the inner region, we shall have
refined information on the difference between ξu and ξs at our disposal.
In parallel to this work, we will claim in Theorems 2.4 and 2.20 the existence
and list some properties of an appropriate set of solutions of equation (69), which
is the linearization of the invariance equation (17) around ξu.
In Section 3 we prove Theorem 1.5. We use the results of Section 2 to obtain the
asymptotic formula for D = ξu − ξs on the real line. Instead of introducing flow
box coordinates as in [4, 9], in Section 3.1 we take advantage of the fact that D
satisfies a linear homogeneous second order difference equation
D(t+ h) +D(t− h) = m(t)D(t).
We find a suitable set of fundamental solutions of this equation, {ν1, ν2}, using
the fact that it is close to equation (69), and we estimate D(t) using that D(t) =
c1(t)ν1(t) + c2(t)ν2(t), where c1 and c2 are h-periodic functions. We will use the
already known asymptotic formula for D to obtain an asymptotic expression of the
functions c1, c2. Finally, since c1 and c2 are analytic and periodic, we will bound
their Fourier coefficients to obtain the desired formula.
The proof of several technical results is placed after Section 3.
2. Approximation of the manifolds. In this section we find a particular solution
ξu of equation (17) satisfying boundary conditions (19) and (21), as well as three
different approximations of this function. The first two are related to the asymptotic
expansion of ξu in powers of h and give arbitrarily good approximations of ξu
at points far from ipi/2, but they fail when t is O(h) close to ipi/2. The third
approximation, which formally appears from a suitable reordering of the asymptotic
expansion in h of ξu, will provide the necessary approximation at points t close to
ipi/2.
2.1. Rescaling. We first perform a scaling in order to make the perturbative terms
in ε of order five in ξ instead of order three. A straightforward computation yields
the following (we use the notation V ′′ for ∂∂yV
′):
Proposition 2.1. Let ε0 < 1/|2V2|. Define α as in (12) and
V ′(y, h, ε) =
1
ε
(
µαf(y/α)− µf(y))+ αV˜ ′(y/α). (53)
Then there exist h0, y0, C > 0 such that V
′ extends holomorphically to
B = {(y, h, ε) ∈ C3 | |y| < y0, |ε| < ε0, |h| < h0},
the function V ′ is odd with respect to y and even with respect to h,
|V ′(y, h, ε)| ≤ C|y|5, |V ′′(y, h, ε)| ≤ C|y|4
for all (y, h, ε) ∈ B, and the change ξ˜ = αξ transforms equation (17) into
ξ˜(t+ h) + ξ˜(t− h) = µf(ξ˜(t)) + εV ′(ξ˜(t), h, ε). (54)
Hereafter, we shall write again ξ instead of ξ˜.
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Figure 3. The outer domain Du,outδ .
2.2. Outer domain. Let T > 0. We are interested in finding a solution ξu(t) of
the equation (54) with boundary conditions (19) and (21) in some large complex
domain, Du, which contains the real interval (−∞, T ]. By reversibility, this will
yield a solution ξs(t) = ξu(−t) of the equation (54) with boundary conditions (22)
and (21) in Ds = −Du and the intersection Du ∩Ds will contain [−T, T ].
The domain Du for ξu splits in two domains
Du = Du,outδ ∪Du,inh
in which ξu will have different approximations. The outer domain Du,outδ depends
on a parameter δ ∈ (0, pi/2) and is depicted on Figure 3. It is defined as follows:
Du,outδ ={t ∈ C | Re t ≤ −1}
∪ {t ∈ C | −1 ≤ Re t ≤ 0, −pi
2
≤ Im t ≤ pi
2
,
∣∣∣t− pi
2
i
∣∣∣ ≥ δ, ∣∣∣t+ pi
2
i
∣∣∣ ≥ δ}
∪ {t ∈ C | 0 ≤ Re t ≤ T + 1, 0 ≤ Im t ≤ pi
2
− δ, arg
(
t− pi
2
i
)
< −β}
∪ {t ∈ C | 0 ≤ Re t ≤ T + 1, −pi
2
+ δ ≤ Im t ≤ 0, arg
(
t+
pi
2
i
)
> β}
where β = arctan pi2(T+1) (so that (−∞, T ] is well inside Du,outδ ).
The inner domain Du,inh = D
u,in
h (R) will be rigorously defined in Section 2.8 for
any R > 0 such that Rh < δ (this domain will also depend on δ).
In the end, δ will be chosen
√
h and R will be chosen after Theorem 2.14.
2.3. Unperturbed linearized invariance equation. It will be crucial for us to
control the solutions of the linearization of equation (17) around ξu. See Section 4
for basic techniques to deal with linear second order difference equations.
For ε = 0, the linearization of (18) around ξ0 is
η(t+ h) + η(t− h) = f ′(ξ0(t))η(t). (55)
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A fundamental set of solutions of this equation is {η1, ηc2} for any c ∈ C, with
η1(t) =
d
dt
ξ0(t) = −γ sinh t
cosh2 t
, (56)
ηc2(t) =
A1 +A2 sinh
2 t+A3(t− c) tanh t
γ2 cosh t
, (57)
where
A1 = µ
2, A2 = −1
2
, A3 = −3γµ
2h
(see [4, p. 335]). We remark that ηc2 = η
0
2 + c
A3
γ3 η1 and that Wh(η1, η
c
2) = 1 for all
t, independently of c, where this Wronskian is defined according to (32).
We will be particularly interested in η02 , since it is real analytic, but also in
η
ipi/2
2 = η
0
2 +Aη1, A = −
3ipiµ
4hγ2
, (58)
because η
ipi/2
2 has better bounds around ipi/2.
2.4. Outer approximation. Here we deal with the approximation of ξu in Du,outδ .
Equation (54) can be written ξ(t+ h) + ξ(t− h) = F(ξ(t), h, ε) with
F(y, h, ε) = µf(y) + εV ′(y, h, ε). (59)
We introduce a new parameter ε and replace F by
F(y, h, ε, ε) = µf(y) + εV ′(y, h, ε) (60)
We shall find a solution of the new equation
ξ(t+ h) + ξ(t− h) = F(ξ(t), h, ε, ε) (61)
and restore the relation ε = ε at the end. From now on, we will not write explicitly
the dependence on h, ε and ε.
Looking for a solution of (61) of the form ξ =
∑
k≥0 ε
kξk, we get equation (18)
for the first term and an inductive system of equations for the coefficients ξk, k ≥ 1:
ξk(t+ h) + ξk(t− h)− µf ′
(
ξ0(t)
)
ξk(t) = fk(t) (62)
with fk depending only on ξ0, . . . , ξk−1:
f1 = V
′ ◦ ξ0 (63)
fk = µ
k∑
r=2
1
r!
f (r) ◦ ξ0
∑
j1+···+jr=k
1≤j1,...,jr≤k
ξj1 · · · ξjr (64)
+
k−1∑
r=1
1
r!
V (r+1) ◦ ξ0
∑
j1+···+jr=k−1
1≤j1,...,jr≤k−1
ξj1 · · · ξjr , k ≥ 2.
Let us use the notation D(0, ρ) = {z ∈ C | |z| < ρ}.
Proposition 2.2. Consider the sequence of equations given by (18) and (62), for
k ≥ 1. Let ε0 < 1/|2V2|. There exists h0 > 0, such that for any h ∈ (0, h0) and
δ ∈ (h, pi/2), there exists a unique sequence of real analytic functions (ξuk )k≥0 defined
for (t, ε) ∈ Du,outδ × D(0, ε0) and ipi-antiperiodic in t such that
(i) ξu0 is a solution of (18) satisfying limt→−∞ ξ
u
0 (t) = 0, ξ
u
0 (t) > 0 for −t large
enough and ξu0 (−h/2) = ξu0 (h/2),
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(ii) for k ≥ 1, ξuk is a solution of (62), limt→−∞ ξuk (t) = 0 and ξuk (−h/2) =
ξuk (h/2).
In fact, ξu0 = ξ
0, given in (1), and, for each k ≥ 0, there exists Ck > 0, independent
of h and δ, such that, for any (t, ε) ∈ Du,outδ × D(0, ε0),
|ξuk (t, h, ε)| ≤

Ckh
2k+1eRe t for Re t ≤ −1,
Ck
h2k+1
| cosh t|2k+1 for Re t ≥ −1.
(65)
The proof of this proposition can be found in Sections 5.3 and 5.4.
Now, we put ε = ε and define the first outer approximation of order N as
ξu,N =
N∑
k=0
εkξuk (t, h, ε), N ∈ N. (66)
Theorem 2.3. Let ε0 < 1/|2V2|. There exist h0, ρ0, C0 > 0 such that, for any
h ∈ (0, h0) and δ ∈ (ρ0h, pi/2), there exists a unique real analytic function ξu,
holomorphic for (t, ε) ∈ Du,outδ × D(0, ε0), pii-antiperiodic in t, solution of (54),
verifying boundary conditions (19), (21) and
|ξu(t, h, ε)− ξ0(t, h)| ≤ C0|ε|h3eRe t for Re t < −1.
Moreover, for any N ≥ 1, there exist hN , ρN , CN > 0 such that, for h ∈ (0, hN ),
δ ∈ (ρNh, pi/2) and (t, ε) ∈ Du,outδ × D(0, ε0),
|ξu(t, h, ε)− ξu,N (t, h, ε)| ≤

CN |ε|N+1h2N+3eRe t for Re t ≤ −1,
CN |ε|N+1 h
2N+3
| cosh2N+3 t| for Re t ≥ −1.
(67)
The proof of this theorem is placed in Sections 5.5–5.7.
At this point, we can define
ξs(t, h, ε) = ξu(−t, h, ε), (68)
which will provide a parametrization of the invariant stable manifold, being solution
of the invariance equation (54) and satisfying the boundary conditions (22) and (21).
The linearization of the invariance equation (54) around ξu is the equation
η(t+ h) + η(t− h) =
(
µf ′
(
ξu(t, h, ε)
)
+ εV ′′
(
ξu(t, h, ε), h, ε
))
η(t). (69)
In the forthcoming arguments, we will need the two systems of fundamental solu-
tions of this equation provided by the following
Theorem 2.4. Let ε0, h0, ρ0 as in Theorem 2.3. For h ∈ (0, h0) and δ ∈ (ρ0h, pi/2),
there exist functions ηu1 , η
u,0
2 , η
u,ipi/2
2 holomorphic for (t, ε) ∈ Du,outδ × D(0, ε0), so-
lutions of (69), satisfying the following properties:
• ηu1 = ddtξu, ηu,ipi/22 = ηu,02 +Aηu1 with A as in (58).
• Wh(ηu1 , ηu,02 ) = Wh(ηu1 , ηu,ipi/22 ) = 1.
• For any N ≥ 0, consider
ηu,N1 =
d
dt
ξu,N , (70)
where ξu,N is given in (66), and the functions η02, η
ipi/2
2 defined by (56)
and (57). Then, there exist hN , C, CN > 0, independent of h and δ, such
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that, for h ∈ (0, hN ), δ ∈ (ρNh, pi/2) (where ρN is given in Theorem 2.3) and
(t, ε) ∈ Du,outδ × D(0, ε0) with Re t ≥ −1,
|ηu1 (t, h, ε)− ηu,N1 (t, h, ε)| ≤ CN
|ε|h2N+3
| cosh2N+4 t| , (71)
|ηu,02 (t, h, ε)− η02(t, h)| ≤ C
|ε|
| cosh4 t| . (72)
If moreover Im t ≥ 0, then
|ηu,ipi/22 (t, h, ε)− ηipi/22 (t, h)| ≤ C
|ε|
| cosh2 t| . (73)
The proof of this theorem is placed in Sections 5.6–5.7.
Remark 2.5. All the results in this section, in particular the existence of ξu, ηu1 ,
ηu2 and inequalities (65), (67), (71), (72) and (73) will be established in a sectorial
domain U(β1, β2, r1, r2, δ) which is larger than D
u,out
δ —see Figure 6 and Section 5.1
for its precise definition.
2.5. Outer expansion of ξu and ξs. In this section and the next ones we compute
the asymptotic expansion in h of the function ξu,N (t, h, ε) of (66). In view of (67)
this provides an asymptotic expansion for ξu(t, h, ε) up to order 2N + 1. It turns
out that the coefficients of this asymptotic expansion are even functions of t, thus
the approximation properties are equally valid for the stable solution ξs(t, h, ε).
We will construct a finite sequence of functions (ξNk )k=0,...,N holomorphic in
Uoutε0,h0 = { (t, h, ε) ∈ C3 | h ∈ D(0, h0), dist(t, ipi2 + ipiZ) > |h|, ε ∈ D(0, ε0) }, (74)
which will contain the asymptotic expansion of the functions ξuk (t, h, ε) of Proposi-
tion 2.2 up to order h2N+1. Even though ξNk (t, h, ε) will have an infinite expansion
in powers of h which depends on N , the terms of degree ≤ 2N + 1 will not depend
on N (provided 0 ≤ k ≤ N).
Proposition 2.6. Let ε0, h0 as in Theorem 2.3. For any N ≥ 0, there exist a
constant CN > 0 and a sequence of real analytic functions
(
ξNk (t, h, ε)
)
k=0,...,N
such
that
• ξN0 (t, h, ε) = ξ0(t, h),
• each ξNk is holomorphic in Uoutε0,h0 , even and ipi-antiperiodic with respect to t,
odd with respect to h and satisfies
|ξNk (t, h, ε)| ≤

CN |h|2k+1eRe t, |Re t| ≥ 1,
CN
|h|2k+1
| cosh t|2k+1 , |Re t| ≤ 1,
(75)
• if h is real, with 0 < h < hN , and δ ∈ (ρNh, pi/2) (with ρN and hN as in
Theorem 2.3), then, for (t, ε) ∈ Du,outδ × D(0, ε0),
|ξuk (t, h, ε)− ξNk (t, h, ε)| ≤

Ckh
2N+2k+1eRe t, Re t ≤ −1,
Ck
h2N+2k+1
| cosh2N+2k+1 t| , Re t ≥ −1.
(76)
The proof of this proposition is placed in Section 6, where explicit expressions
are given for the functions ξNk (see formulas (190) and (191)). They are obtained
by solving approximately the sequence of equations (18) and (62).
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Corollary 2.7. Defining the outer expansion as
ξN,out =
N∑
k=0
εkξNk (t, h, ε), (t, h, ε) ∈ Uoutε0,h0 , (77)
we have that
|ξu,N (t, h, ε)− ξN,out(t, h, ε)| ≤

CN |ε|h2N+3eRe t, Re t ≤ −1
CN |ε| h
2N+3
| cosh2N+3 t| , Re t ≥ −1
(78)
for h ∈ (0, hN ) and (t, ε) ∈ Du,outδ × D(0, ε0), with δ ∈ (ρNh, pi/2). Furthermore,
the function
ηN1 =
d
dt
ξN,out (79)
satisfies ∣∣∣ dj
dtj
(
ηu1 (t, h, ε)− ηN1 (t, h, ε)
) ∣∣∣ ≤ j!CN |ε|h2N+3, j ∈ N, (80)
for real t ≤ T , 0 < h < hN and for ε ∈ D(0, ε0).
Proof. The first part is obtained by plugging inequalities (76) into ξu,N − ξN,out =∑N
k=1 ε
k(ξuk − ξNk ), using the condition |t± ipi/2| ≥ δ > ρNh to control the negative
powers of | cosh t|. The second part is an immediate consequence of inequalities (71),
(78) and Cauchy estimates. 2
Remark 2.8. The first statements of Theorem 1.5 about ξu are proved, as a con-
sequence of Theorem 2.3 and Corollary 2.7, taking into account the scaling by α
performed in Section 2.1. Inequality (23) follows from (67) and (78) (the passage
from 0 < h < hN to 0 < h < h0 is innocuous, since the ratio of the left-hand side
of (23) with |ε|h2N+3 is bounded for h ∈ [hN , h0] and ε ∈ D(0, ε0)).
We remark that in the first statement of Proposition 2.6 the parameter h is
complex, while inequality (78) only makes sense if h is real, since the functions ξuk
which are involved in ξu,N are only defined for real and positive h.
In fact, the function ξN,out(t, h, ε) in (77) collects all the terms up to order 2N+1
of the asymptotic expansion in h of the first outer approximation ξu,N . Moreover,
by Theorem 2.3, ξN,out(t, h, ε) also contains all the terms up to order 2N + 1 of the
asymptotic expansion in h of the function ξu. Since ξN,out is even in t and ξs is
defined through ξs(t, h, ε) = ξu(−t, h, ε), we have that the asymptotic expansions
of ξu and ξs coincide up to order 2N + 1. As N can be any natural number, ξu
and ξs have the same asymptotic expansion in powers of h.
Corollary 2.9. Let ε0 < 1/|2V2| as in Theorem 2.3. For any N ≥ 0 there exist
hN > 0, ρN ≥ 0 and CN ≥ 0 such that, for any ε ∈ D(0, ε0), 0 < h < hN , if
ρNh < δ < pi/2, the difference between ξ
u and ξs can be bounded as
|ξu(t, h, ε)− ξs(t, h, ε)| ≤ CN |ε| h
2N+3
| coshN+3 t| , t ∈ D
u,out
δ ∩ (−Du,outδ ). (81)
Proof. This is an immediate consequence of inequalities (67), (78), the fact that
ξN,out is even with respect to t and that ξs(t, h, ε) = ξu(−t, h, ε). 2
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In the analytic context, this contact beyond all orders is related to exponentially
small phenomena. In order to compute an asymptotic formula of the difference
between ξu and ξs we will need to have good approximations of the two functions
up to distance O(h ln(1/h)) of ±ipi/2.
2.6. Asymptotic expansions and inner equations. The functions ξNk (t, h, ε)
are holomorphic in the domain Uoutε0,h0 and, with respect to t, ipi-antiperiodic and
even. We shall expand them in Taylor series with respect to h around 0, and then
in Laurent series with respect to t around ipi2 .
Proposition 2.10. Let N ≥ 0. Then the functions (ξNk )k=0...N given in Proposi-
tion 2.6 verify:
ξNk (t, h, ε) =
∑
m≥0
h2m+2k+1ΞNk,m(t, ε), (t, h, ε) ∈ Uoutε0,h0 ,
with real analytic functions ΞNk,m(t, ε), even, ipi-antiperiodic and meromorphic in
t ∈ C, with poles located in ipi2 + ipiZ. Moreover:
ΞNk,m(t, ε) =
∑
`≥−m−k−1
aNk,m,`(ε)(t− ipi2 )2`+1,
the coefficients aNk,m,` being holomorphic in ε ∈ D(0, ε0) and purely imaginary when-
ever ε is real. Equivalently, for h ∈ D(0, h0), 1 < |z| < pi|h| − 1 and ε ∈ D(0, ε0),
ξNk (
ipi
2 + hz, h, ε) =
∑
n≥0
h2nφNk,n(z, ε), (82)
with φNk,n(z, ε) =
∑
m≥0
aNk,m,n−k−m−1(ε)z
−2(m+k−n)−1 holomorphic in {|z| > 1} ×
D(0, ε0). Furthermore, for 0 ≤ k ≤ N ,
m < N < N ′ ⇒ ΞNk,m = ΞN
′
k,m, (83)
N < N ′ ⇒ φN ′k,n(z, ε)− φNk,n(z, ε) = O(z−2(N+k−n)−1) for all n. (84)
For example, since ξN0 = ξ
0 = sinhhcosh t , we get Ξ
N
0,m(t, ε) =
1
(2m+1)! cosh t for every m,
hence φN0,0(z) = −iz−1 in (82).
The proof of Proposition 2.10 is given in Section 7.1.
By (83) we can define, for each k,m ≥ 0, the meromorphic function
Ξk,m = Ξ
N
k,m for any N ≥ max{k,m+ 1}, (85)
which, in view of (76), turns out to be a coefficient of the asymptotic expansion
of ξuk (t, h, ε) with respect to h:
Corollary 2.11. For each k ≥ 0 and δ ∈ (0, pi2 ), the function ξuk of Proposition 2.2
admits the asymptotic expansion
ξuk (t, ε, h) ∼
∑
m≥0
h2m+2k+1Ξk,m(t, ε), h→ 0
where the coefficients Ξk,m are defined by (85) and the asymptotic property is uni-
form with respect to (t, ε) ∈ Du,outδ × D(0, ε0).
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Proof. Let N ≥ k, so that Ξk,m = ΞNk,m for 0 ≤ m ≤ N − 1. On the one hand,
Proposition 2.6 yields ξuk (t, h, ε) − ξNk (t, h, ε) = O(h2N+2k+1) uniformly in t and ε
(using the fact that eRe t and 1/ cosh t are bounded in Du,outδ ). On the other hand,
ξNk (t, h, ε) −
∑N−1
m=0 h
2m+2k+1Ξk,m(t, ε) = O(h
2N+2k+1) in view of the Taylor h-
expansion of ξNk in Proposition 2.10. 2
Property (84) shows that, for each k, n ≥ 0, the sequence of Laurent series
(LaurφNk,n)N≥0 is “formally convergent”. That is, denoting by Laurφ
N
k,n(z, ε) ∈
z2(n−k)−1C[[z−1]] the Laurent expansion around ∞ of the meromorphic function
φNk,n, we observe that for each p ∈ Z the coefficient of z−p in this formal series does
not depend on N provided N is large enough; in fact, only odd powers are needed,
and if p = 2(m+ k − n) + 1 we get a well-defined coefficient
Ak,n,m(ε) = a
N
k,m,n−k−m−1(ε) (86)
as soon as N > m; the formal limit3 can thus be defined as
φ˜k,n(z, ε) =
∑
m≥0
Ak,n,m(ε)z
−2(m+k−n)−1 ∈ z2(n−k)−1C[[z−1]],
and it is characterized by the fact that
φ˜k,n(z, ε)− LaurφNk,n(z, ε) ∈ z−2(N+k−n)−1C[[z−1]], N ≥ 0.
These formal series φ˜k,n(z, ε) need not be convergent for any value of z. The analysis
of their divergence will be performed through resurgence theory (see next section).
We can also set
φ˜n(z, ε) =
∑
k≥0
εkφ˜k,n(z, ε) ∈ z2n−1C[[z−1]]. (87)
Indeed, this series of formal series makes sense since the coefficient of each power z−p
is made up of finitely many terms only (because the valuation of φ˜k,n(z) increases
with k). More concretely, from (87),
φ˜n(z, ε) =
∑
`≥0
B`,n(ε)
z2(`−n)+1
(88)
where
B`,n(ε) =
∑`
k=0
εkAk,n,`−k(ε), (89)
which thus depend holomorphically on ε in D(0, ε0). For instance,
φ˜0(z, ε) = −iz−1 + (A0,0,1(ε) + εA1,0,0(ε))z−3 + · · · (90)
with coefficients which are purely imaginary when ε ∈ R. The variable z is called
“inner variable” and the series φ˜k,n(z, ε) or φ˜n(z, ε) are the “inner expansions”. We
now introduce the “inner equations” inherited from the invariance equation
ξ(t+ h) + ξ(t− h) = F(ξ(t), h, ε),
with F defined in (59). Introducing the new unknown φ(z) = ξ(ipi2 + hz), we get
φ(z + 1) + φ(z − 1) = F(φ(z), h, ε). (91)
3 This is simply convergence in the sense of the Krull topology of z2(n−k)−1C[[z−1]] (the
topology induced by a metric which can be defined from the valuation of the formal series).
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We have
F(y, h, ε) =
∑
n≥0
h2nFn(y, ε) (92)
(expanding µ = coshh and V ′(y, h) in powers of h). Setting now
φ(z) =
∑
n≥0
h2nφn(z) (93)
and inserting this expansion into (91), we obtain a sequence of equations; the first
one is non-linear:
φ0(z + 1) + φ0(z − 1) = F(φ0(z), 0, ε) = 2φ0(z)
1 + φ0(z)2
+ εV ′(φ0(z), 0, ε) (94)
and is called the first inner equation, while the subsequent ones read:
φn(z+1)+φn(z−1)−∂yF(φ0(z), 0, ε)φn(z) = fn[φ0, . . . , φn−1, ε](z), n ≥ 1, (95)
where the right-hand sides are determined inductively:
fn[φ0, . . . , φn−1, ε] = Fn(φ0, ε) +
∑ 1
r!
F (r)n0 (φ0, ε)φn1 . . . φnr (96)
summing over n0 ≥ 0, r ≥ 1, n0+r ≥ 2, 1 ≤ n1, . . . , nr ≤ n−1, n0+n1+· · ·+nr = n.
In fact, fn is the coefficient of h
2n in F(φ0 +h2φ1 +· · ·+h2(n−1)φn−1, h, ε). Thus,
the nth of these secondary inner equations (95) is linear non-homogeneous in the
nth unknown φn, with a right-hand side determined by φ0, . . . , φn−1.
The first inner equation (94) makes sense in the differential ring z−1C[[z−1]]. If
a solution φ0(z) ∈ z−1C[[z−1]] is given, the secondary inner equations (95) make
sense in the field of fractions of this ring, C[[z−1]][z]. Indeed, the only operations
involved in the equations are multiplication, substitution of φ0 in the F ′ns (or rather
in their Taylor expansions in y) and their derivatives, and the shift operator
φ(z) 7→ φ(z + 1) :=
∑
r≥0
1
r!φ
(r)(z),
which is well-defined in C[[z−1]][z] because the above series of formal series is for-
mally convergent (the valuations increase).
Proposition 2.12. The formal series φ˜0(z), φ˜1(z), . . . defined by (87) are odd for-
mal solutions of the system of inner equations (94)–(95). Their coefficients are pure
imaginary whenever ε is real.
The proof of this proposition is given in Section 7.2.
Remark 2.13. These formal series are not the only odd formal solutions: it turns
out (see [14]) that φ˜0 and −φ˜0 are the only odd formal solutions of the first inner
equation, and that, for each of these choices and for any sequence of complex num-
bers (bn)n≥1, there is a sequence of odd formal solutions (φn)n≥1 such that bn is
the coefficient of z3 in φn(z) (by (87), the coefficient of z
3 in φ˜1(z) is zero).
2.7. Solutions of the inner equations. The present section is devoted to state-
ments about the inner equations, the proofs of which rely on E´calle’s resurgence
theory and are given in the article [14]. Roughly speaking, the approach of [14]
consists in checking the Borel summability of the formal series φ˜n(z) and, more
than this, studying the analytic continuation of their Borel transforms φ̂n(ζ) and
analyzing their singularities by means of the so-called alien calculus. The presence
of singularities in the ζ-plane implies that the φ˜n(z)’s do not converge for any value
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of z, because of a “factorial” divergence (the modulus of the coefficient of z−p is
larger than Mp+1p! for some M > 0). In particular, the φ˜n(z)’s are Gevrey-1 se-
ries and the asymptotic expansion properties satisfied by their Borel sums φun(z)
are of Gevrey-1 type. In the present section, we content ourselves with asymptotic
expansions in the ordinary (Poincare´) sense and extract from [14] the minimum
information which is needed for the proof of Theorem 1.5.
The angle β ∈ (0, pi2 ) was fixed in the definition of Du,outδ in Section 2.2.
Theorem 2.14. Consider the sequence of odd formal solutions (φ˜n(z, ε))n≥0 of
the inner equations defined by (87). Then there exist an increasing sequence of
numbers Rn ≥ 1 and a unique sequence of functions φun(z, ε) which are holomorphic
in Duin(Rn)× D(0, ε0), where
Duin(Rn) = { z ∈ C | |z| ≥ Rn, β/2 < arg(z) < 2pi − β/2 }, (97)
which satisfy the system of inner equations (94)–(95) for n ≥ 0 and for any (z, ε) ∈
Duin(Rn)× D(0, ε0) such that z − 1, z + 1 ∈ Duin(Rn), and which satisfy
φun(z, ε) ∼ φ˜n(z, ε), |z| → ∞, z ∈ Duin(Rn), uniformly in ε ∈ D(0, ε0).
Remark 2.15. It is shown in [14] how to obtain the function φun from φ˜n by Borel
Laplace summation around the direction of R−: by (88), we can write
φ˜n(z, ε) =
∑
1≤m≤n
Bn−m,n(ε)z2m−1 +
∑
p≥0
Bn+p,n(ε)z
−2p−1
and it turns out that the Borel transform φ̂n(ζ, ε) =
∑
p≥0Bn+p,n(ε)ζ
2p/(2p)! de-
fines a holomorphic function for ζ near 0 which extends analytically to the half-
planes {Re ζ < 0} and {Re ζ > 0}, and that one can define
φun(z, ε) =
∑
1≤m≤n
Bn−m,n(ε)z2m−1 +
∫ eiθ∞
0
φ̂n(ζ, ε) e
−zζdζ
with θ ∈ (pi/2 + β, 3pi/2− β) chosen according to arg z. Since, by Proposition 2.12,
B`,n(ε¯) = −B`,n(ε) for any `, n, this entails
φun(z¯, ε¯) = −φun(z, ε), z ∈ Duin(Rn). (98)
Later, in Section 2.8, we shall introduce the inner domain Du,inh (Rn) in such a way
that t ∈ Du,inh (Rn) ⇒ t−ipi/2h ∈ Duin(Rn) and the function
∑N
n=0 h
2nφun(
t−ipi/2
h , ε)
will be the relevant approximation of ξu(t, h, ε) for t ∈ Du,inh (RN ). We set
Dsin(Rn) = −Duin(Rn) = { z ∈ C | |z| ≥ Rn, −pi + β/2 < arg(z) < pi − β/2 }
(see Figure 4). The symmetries of the problem imply that the formulas
φsn(z, ε) = −φun(−z, ε), 0 ≤ n ≤ N (99)
define a sequence of solutions which are holomorphic in Dsin(Rn) × D(0, ε0). We
also define, for any N 6= 0, the functions
φu,N (z, h, ε) =
N∑
n=0
h2nφun(z, ε), φ
s,N (z, h, ε) = −φu,N (−z, h, ε), (100)
which are holomorphic in the domains Du,sin (RN )× C× D(0, ε0), with φu,N (z¯, ε¯) =
−φu,N (z, ε) and φs,N (z¯, ε¯) = −φs,N (z, ε) for real h.
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Since the formal solutions we started with are odd in z, the functions φsn(z, ε) will
have the same asymptotic expansions φ˜n(z, ε), but one should not believe that they
coincide with the functions φun(z, ε) (i.e. that the φ
u
n’s are odd in z). On the contrary,
there is a discrepancy, exponentially small with respect to z and thus invisible from
the viewpoint of the usual asymptotic expansion theory, which resurgence theory
will allow us to analyze.
The difference φs,N − φu,N is defined in the intersection Dsin(RN ) ∩ Duin(RN ),
which has two connected components; we shall study it in the lower one, which we
denote Din(RN ) (see Figure 4). To state our main result about this difference, we
first introduce the solutions of the linearization of the first inner equation (94).
Proposition 2.16. The linear difference equation
ψ(z + 1) + ψ(z − 1) = ∂yF(φ˜0(z, ε), 0, ε)ψ(z) (101)
admits formal solutions in C[[z−1]][z] (with coefficients depending holomorphically
on ε ∈ D(0, ε0)) of the form
ψ˜1(z, ε) = φ˜
′
0(z, ε) = iz
−2 +O(z−4), ψ˜2(z, ε) = − i5z3 +O(z), (102)
such that ψ˜1(z, ε) is even, ψ˜2(z, ε) is odd and W1(ψ˜1, ψ˜2) = 1.
Moreover, the linear difference equation
ψ(z + 1) + ψ(z − 1) = ∂yF(φu0 (z, ε), 0, ε)ψ(z),
where φu0 (z, ε) is the Borel sum of φ˜0(z, ε) described in Theorem 2.14, admits solu-
tions ψu1 (z, ε) and ψ
u
2 (z, ε) which are holomorphic in Duin(R0)×D(0, ε0) and satisfy
W1(ψ
u
1 , ψ
u
2 ) = 1 and, for j = 1, 2,
ψuj (z, ε) ∼ ψ˜j(z, ε), |z| → ∞, z ∈ Duin(R0), uniformly in ε ∈ D(0, ε0).
Since φ˜0(z, ε) satisfies (94), it is obvious that its derivative ψ˜1(z, ε) is a solution
of the linearized equation (101). The reader is referred to Section 4 for the theory
of linear second-order difference equations, in particular for the construction of an
independent solution ψ˜2(z, ε) and for the properties of the Wronskian
W1(ψ1, ψ2) =
∣∣∣∣ ψ1(z) ψ2(z)ψ1(z + 1) ψ2(z + 1)
∣∣∣∣ .
The functions ψu1 =
d
dzφ
u
0 and ψ
u
2 are Borel sums of ψ˜1 and ψ˜2.
Theorem 2.17. 1) There exist functions ψu1,n(z, ε), ψ
u
2,n(z, ε), holomorphic in
Duin(Rn)× D(0, ε0), such that
a) ψui,0 = ψ
u
i , i = 1, 2, are the functions given by Proposition 2.16,
b) ψu1,n =
d
dzφ
u
n, n ≥ 0, where the functions φun are given by Theorem 2.14,
c) for z ∈ Duin(Rn) and for n ≥ 0,
|ψu1,n(z)| = O(z2n−2) (103)
|ψu2,n(z)| = O(z2n+3), (104)
d) W1(ψ
u
1,0, ψ
u
2,0) = 1,
∑n
k=0W1(ψ
u
1,n−k, ψ
u
2,k) = 0 if n ≥ 1.
2) There exist complex numbers A+n and B
+
n , n ≥ 0, which depend holomorphi-
cally on ε ∈ D(0, ε0), such that
B+0 = 4pi
2V̂ (2pi) +O(ε) (105)
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Figure 4. The domains Duin(R), Dsin(R) and Din(R).
(with the entire function V̂ (ζ) introduced in (9)) and, for any N ≥ 0, the function
DN,inn(z, ε) = −ε e−2piiz
N∑
n=0
h2n
∑
n1+n2=n
(
A+n1ψ
u
1,n2(z, ε) + iB
+
n1ψ
u
2,n2(z, ε)
)
(106)
satisfies the following: if one denotes by Din(RN ) the lower connected component
of Dsin(RN )∩Duin(RN ), then, for any θ ∈ (0, 1), the difference of the functions φu,N
and φs,N defined by (100) can be written
φu,N (z, ε, h)− φs,N (z, ε, h) = DN,inn(z, ε) +O(ε e−2pi(1+θ)|Im z|), (107)
uniformly in z ∈ Din(RN ), h ∈ D(0, 1), ε ∈ D(0, ε0).
The proofs of Theorems 2.14 and 2.17 and of Proposition 2.16 are in [14].
The constants B+n are the ones appearing in Theorems 1.1 and 1.5. The constants
A+n andB
+
n have a resurgent origin: the Borel transforms of the formal series φ˜n(z, ε)
give rise to holomorphic functions in the ζ-plane which extend analytically to the
universal cover of C \ 2piiZ, with singularities at 2pii which account for the main
part of the asymptotic expansion of φsn(z, ε)−φun(z, ε) when z lies in Din(Rn), while
the singularities at −2pii are related with the asymptotic expansion in the upper
part of Dsin(Rn) ∩ Duin(Rn) (the singularities at 2piim with |m| ≥ 2 correspond to
exponentially small corrections of higher orders).
2.8. Inner domain. We now define the inner domain, a region in the complex
plane closer to the singularities ±ipi/2 of ξ0(t, h) than the outer domain Du,outδ ,
where the functions ξu(t, h, ε) and ξs(t, h, ε) will be well approximated by making
z = (t− ipi/2)/h in the functions φu,N (z, h, ε) and φs,N (z, h, ε) defined in (100).
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Figure 5. The upper half of the inner domain Du,inh (R).
Given R > 0, for any δ ∈ (Rh, pi2 ), we set
Du,inh (R) = {t ∈ C | Re t ≤ 0, Im t ≤
pi
2
, Rh ≤ |t− pi
2
i| ≤ δ}
∪ {t ∈ C | Re t ≥ 0, pi
2
− δ ≤ Im t ≤ pi
2
−Rh, arg (t− pi
2
i) < −β}
∪ {t ∈ C | Re t ≥ 0, −pi
2
+Rh ≤ Im t ≤ −pi
2
+ δ, arg (t+
pi
2
i) > β}
∪ {t ∈ C | Re t ≤ 0, Im t ≥ −pi
2
, Rh ≤ |t+ pi
2
i| ≤ δ}.
(108)
Observe that this domain is symmetric with respect to the real axis and that, if
R ≥ RN and t ∈ Du,inh (R), then t−ipi/2h ∈ Din(RN ).
2.9. Matching of the outer and inner approximations. In this section we
use the information obtained from the study of the first inner equation (94) and
the full hierarchy of equations (95) to improve our knowledge of the functions ξu
and ξs given by Theorem 2.3 and formula (68). This will be achieved by matching
the approximation of these functions found in the outer domain Du,outδ with the
appropriate approximations in the inner domain Du,inh (R).
Theorem 2.18. Let ε0 < 1/|2V2| and consider the function ξu of Theorem 2.3,
solution of (54) verifying boundary conditions (19) and (21). For any N ≥ 0,
besides the constants ρN and RN introduced in Theorems 2.3 and 2.14, there exist
constants hN , κN , CN > 0 such that, if |ε| < ε0, 0 < h < hN , max{ρN , 2RN}h <
δ < pi/2 and
ANδ =
(h
δ
)2N+1
+
δ2N+3
h
< κN , (109)
then ξu admits an analytic continuation to
Du(2RN ) = D
u,out
δ ∪Du,inh (2RN ) (110)
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and, for t ∈ Du,inh (2RN ), Im t > 0,∣∣ξu(t)− φu,N( t−ipi/2h )∣∣ ≤ CN |ε| ANδ∣∣ t−ipi/2
h
∣∣2 , (111)
where φu,N is the function introduced in (100).
The proof of this Theorem is placed in Section 8. Observe that if we choose
δ = h1/2 (which is licit, if h is small enough), then ANδ = 2h
N+1/2.
Corollary 2.19. With the same hypotheses as in Theorem 2.18, the function ξs
defined in (68) satisfies
|ξs(t)− φs,N( t−ipi/2h )| ≤ CN |ε| ANδ∣∣ t−ipi/2
h
∣∣2 , (112)
for t ∈ Ds,inh (2RN ) = −Du,inh (2RN ), Im t ≥ 0.
Proof. Take h real and t ∈ Ds,inh (2RN ). By (100), ξs(t, h, ε)− φs,N
( t−ipi/2
h , h, ε
)
=
ξu(−t, h, ε) + φu,N(−t+ipi/2h , h, ε), and this quantity is the complex conjugate of
ξu(−t¯, h, ε¯) − φu,N(−t¯−ipi/2h , h, ε¯). We have −t¯ ∈ Du,inh (2RN ); if Im t ≥ 0, then
Im (−t¯) ≥ 0 and, by Theorem 2.18, the modulus is bounded by CNANδ
∣∣−t¯−ipi/2
h
∣∣−2 =
CNA
N
δ
∣∣ t−ipi/2
h
∣∣−2. 2
We will need the extension to the inner domain of the functions ηu1 , η
u,0
2 and
η
u,ipi/2
2 , solutions of the linearized equation (69), given in Theorem 2.4.
Theorem 2.20. Let ε0 < 1/|2V2| and consider the functions ηu1 , ηu,02 and ηu,ipi/22 of
Theorem 2.4. For any N ≥ 0, under the same conditions as in Theorem 2.18 for ε,
h, δ and ANδ , these functions admit an analytic continuation to D
u,out
δ ∪Du,inh (2RN )
and there exist C > 0 and CN > 0 such that, for t ∈ Du,inh (2RN ), Im t > 0,
|ηu1 (t, h, ε)−
1
h
ψu,N1
( t−ipi/2
h , h, ε
)| ≤ CN ANδ h2| cosh t|3 , (113)
|ηu,ipi/22 (t, h, ε)− hψu2
( t−ipi/2
h , ε
)| ≤ C 1| cosh t|2 , (114)
where
ψu,N1 =
N∑
n=0
h2nψu1,n and ψ
u
2 = ψ
u
2,0 (115)
(with the notation of Theorem 2.17).
The proof of Theorem 2.20 is given in Section 8.
Corollary 2.21. There exists C > 0 such that, for t ∈ Du,outδ ∪Du,inh (R0),
|ηu1 (t)| ≤ C
h
| cosh t|2 , |η
u,0
2 (t)| ≤
C
h2| cosh t|2 . (116)
Proof. In Du,outδ , we can use Theorem 2.4: inequality (71) with N = 0 yields
ηu1 = η1 + O(εh
3/ cosh4 t) while ηu,02 = η
0
2 + O(ε/ cosh
4 t) by (72), and η1 and η
0
2
are easy to bound in view of (56)–(57); in Du,inh (R0) we use Theorem 2.20. The
condition |t± ipi/2| ≥ R0h allows one to control the negative powers of cosh t. 2
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3. Proof of the analytic Theorem 1.5. We introduce
D(t) = ξu(t)− ξs(t), (117)
which is the function defined in (24), scaled by α (see Proposition 2.1). By Theo-
rem 2.3, it is real analytic, holomorphic in
R = Du(R0) ∩Ds(R0), (118)
where Ds(R) = −Du(R) and Du(R) were introduced in (110). Since ξu and ξs sat-
isfy the invariance equation (54), we get the linear second order difference equation
D(t+ h) +D(t− h) = m(ξu(t), ξs(t))D(t), (119)
where
m(χ1, χ2) =
∫ 1
0
(
µf ′(sχ1 + (1− s)χ2) + εV ′′(sχ1 + (1− s)χ2, h, ε)
)
ds. (120)
If ν1 and ν2 are two solutions of (119) such that Wh(ν1, ν2) = 1, then
D(t) = c1(t)ν1(t) + c2(t)ν2(t), (121)
with c1 = Wh(D, ν2) and c2 = Wh(ν1, D) h-periodic. If moreover ν1 and ν2 are real
analytic and satisfy certain bounds in R, then the fact that D(t) is bounded in R
and Lemma 3.2 below will provide exponentially small bounds for the real analytic
h-periodic functions ci(t) and then for D(t) for real t.
3.1. Solutions of the linear equation (119). The definition (120) implies that
m(ξu(t), ξu(t)) = µf ′(ξu(t)) + εV ′′(ξu(t), h, ε), (122)
thus equation (119) is close to equation (69). By Theorems 2.4 and 2.20, we have a
fundamental system of real analytic solutions, {ηu1 , ηu,02 }. We look for the solutions
ν1, ν2 of equation (119) as small perturbations of η
u
1 and η
u,0
2 .
However, we will not be able to find them in the whole domain R. We define
Rσ = R∩ {|Im t| ≤ pi2 − σ2pih| lnh|} (123)
for σ > 0. Notice that Rσ ∩ R = R ∩ R = (−T − 1, T + 1) does not depend on σ,
nor does Rσ ∩ {|Im t| ≤ 1} = R∩ {|Im t| ≤ 1}.
Theorem 3.1. Let ε0 < 1/|2V2|. For any σ > 13 and N ≥ 0, under the same
conditions as in Theorem 2.18 for ε, h, δ and ANδ , there exist ρ˜N , CN > 0 such
that, if ANδ < ρ˜Nh
13, then there exist ν1, ν2 : Rσ → C, real analytic solutions of
equation (119) satisfying Wh(ν1, ν2) = 1.
Moreover, for t ∈ R such that |Im t| ≤ 1,
|ν1(t)− ηu1 (t)| ≤ CN |ε|
( ANδ
h3| lnh|3 + h
σ−3| lnh|2
)
, (124)
|ν2(t)− ηu,02 (t)| ≤ CN |ε|
( ANδ
h6| lnh|3 + h
σ−6| lnh|2
)
, (125)
with ηu1 and η
u,0
2 as in Theorem 2.4, while for t ∈ Rσ with Im t = pi/2− σ2pih| lnh|,
|ν1(t)− 1
h
ψu,N1
( t−ipi/2
h
)| ≤ CN( ANδ
h12| lnh|12 +
hσ−12
| lnh|7
)
(126)
|ν2(t)− hψu2
( t−ipi/2
h
)
+
A
h
ψu,N1
( t−ipi/2
h
)| ≤ CN
h2| lnh|2 , (127)
where ψu,N1 and ψ
u
2 are defined in (115) and A is the constant introduced in (58).
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Theorem 3.1 is proven in Section 9.
We define the h-periodic functions c1 = Wh(D, ν2), c2 = Wh(ν1, D) and (121)
holds. In view of Remark 2.8 and Theorem 3.1, only inequalities (26)–(27) about ci
and (30)–(31) about νi remain to be proved to complete the proof of Theorem 1.5
(the passage from 0 < h < hN to 0 < h < h0 can be dealt with as in Remark 2.8).
3.2. Proof of inequalities (26)–(27) of Theorem 1.5. We wish to apply to the
h-periodic coefficients ci (after subtracting the dominant terms) the following
Lemma 3.2. Let 0 < h ≤ r, M > 0 and f be a real analytic h-periodic function
holomorphic in the complex strip {t ∈ C | −r < Im t < r} and continuous in the
closure of this strip, with |f(t)| ≤M on the line {Im t = r}. Then, for any t0, t ∈ R,
|f(t)− f(t0)| ≤ 5M exp
(
− 2pir
h
)
,∣∣∣ dj
dtj
f(t)
∣∣∣ ≤ 50M 2jj!
hj
exp
(
− 2pir
h
)
, j ∈ N∗.
Proof. We expand f in Fourier series, f(t) =
∑
k∈Z fke
2kpiit/h. Since f is holomor-
phic in a strip, we can compute the coefficients of the Fourier series along different
horizontal lines {Im t = ρ}: for any ρ ∈ [−r, r],
fk =
1
h
∫ iρ+h
iρ
f(τ)e−2piikτ/hdτ =
e2pikρ/h
h
∫ h
0
f(t+ iρ)e−2piikt/hdt. (128)
By choosing ρ = r for k ≤ −1, we get |fk| ≤Me−2pi|k|r/h, and this inequality holds
as well for k ≥ 1, since fk = f−k. Thus, for any t ∈ R,
|f(t)− f0| =
∣∣∣ ∑
k∈Z∗
fke
2kpiit/h
∣∣∣ ≤ 2M∑
k≥1
e−2kpir/h ≤ 2Me−2pir/h
∑
k≥0
e−2kpi,
1
j!
∣∣∣ dj
dtj
f(t)
∣∣∣ ≤ 2M
hj
∑
k≥1
(2pik)j
j!
e−2kpir/h
≤ 2
j+1M
hj
∑
k≥1
epik−2pikr/h ≤ 2
j+1M
hj
epi−2pir/h
∑
k≥0
e−kpi,
whence the conclusion follows. 2
From now on we fix θ = 1/2 in Theorem 2.17 and δ = h1/2, hence ANδ = 2h
N+1/2.
In particular, for any N ≥ 13, there exists hN > 0 such that all the hypotheses of
Theorems 2.3–3.1 are satisfied for any 0 < h < hN . The following estimate of D(t)
will be used to control the coefficients ci(t) when Im t = pi/2− σ2pih| lnh|.
Lemma 3.3. Let ε0 < 1/|2V2|. For any σ > 13 and N ≥ 13, there exist hN , CN > 0
such that, if 0 < h < hN , |ε| < ε0 and t ∈ Rσ with Im t = pi/2− σ2pih| lnh|, then∣∣D(t)−DN,inn( t−ipi/2h )∣∣ ≤ CN |ε|(hN+1/2| lnh|2 + h3σ/2), (129)
where the function DN,inn was defined in Theorem 2.17.
Proof. Using that ANδ = 2h
N+1/2, Theorem 2.18 and Corollary 2.19 imply∣∣D(t)− (φu,N − φs,N )( t−ipi/2h )∣∣ ≤ KN |ε|hN+1/2| lnh|2
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with a suitable KN > 0. Since Im
( t−ipi/2
h
)
= − σ2pi | lnh| and θ = 1/2, formula (107)
of Theorem 2.17 yields∣∣(φu,N − φs,N )( t−ipi/2h )−DN,inn( t−ipi/2h )∣∣ ≤ K˜N |ε|h3σ/2
with a suitable K˜N > 0 and the conclusion follows. 2
Inequalities (26)–(27) now follow from
Lemma 3.4. Let ε0 < 1/|2V2|. For each N0 ∈ N there exist hN0 , CN0 > 0 such
that, for any j ∈ N,
• if 0 < h < h0, −ε0 < ε < ε0 and t ∈ R, then∣∣∣ dj
dtj
(
c1(t) +
3piεB+0 µ
2(hγ)2
e−
pi2
h
(
cos 2pith + 1
))∣∣∣ ≤ 2jj!C0|ε|e−pi2h h−2−j | lnh|3, (130)
• if N0 ∈ N, 0 < h < hN0 , −ε0 < ε < ε0 and t ∈ R, then∣∣∣ dj
dtj
(
c2(t) +
2ε
h
e−
pi2
h
(
sin 2pith
) N0∑
k=0
h2kB+k
)∣∣∣ ≤ 2jj!CN0 |ε|e−pi2h h2N0+1−j (131)
where the B+k ’s are the coefficients given by Theorem 2.17.
Proof. First we note that, since both ξu and ξs satisfy the boundary condition (21),
we have D(−h/2) = D(h/2) = 0, hence c1(h/2) = c2(h/2) = 0.
We begin with choosing any N ≥ 15 and σ = N−3/2. Inequality (130) will follow
from the fact that, on the segment
{
0 ≤ Re t ≤ h and Im t = pi/2− σ2pih| lnh|
}
,∣∣c1(t) + iεB+0 A
h
exp
(− 2pii( t−ipi/2h ))∣∣ ≤ KN |ε|hσ−2| lnh|3, (132)
for a suitable KN > 0, where A is the constant introduced in (58); indeed, since
iεB+0 A
h exp
( − 2pii( t−ipi/2h )) = 3piεB+0 µ4(hγ)2 e−pi2h e−2piit/h and Im t = pi/2 − σ2pih| lnh| ⇒
|e2piit/h| = hσe−pi2h (exponentially smaller than e−2piit/h), inequality (132) will entail
|c1(t) + 3piεB
+
0 µ
2(hγ)2
e−
pi2
h cos 2pith | ≤ KN |ε|hσ−2| lnh|3
on the same segment, and it will then be sufficient to apply Lemma 3.2 with t0 = h/2
and r = pi/2− σ2pih| lnh| (so that e−2pir/h = h−σe−pi
2/h).
To prove (132), since c1 = Wh(D, ν2), we use the estimates given in Lemma 3.3
for D(t) and in Theorem 3.1 (with δ = h1/2) for ν2(t), with t such that
− h ≤ Re t ≤ h, Im t = pi/2− σ
2pi
h| lnh|. (133)
We get
D(t) = DN,inn(z) +O(εhN+1/2| lnh|−2 + h3σ/2), (134)
ν2(t) = −A
h
ψu,N1 (z) + hψ
u,N
2 (z) +O(h
−2| lnh|−2), (135)
with z = t−ipi/2h ; our assumption on t implies |Re z| ≤ 1 and Im z = − σ2pi | lnh|, thus
the estimates (103) and (104) yield
ψu1,n(z) = O(| lnh|2n−2), ψu2,n(z) = O(| lnh|2n+3), (136)
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which implies, together with |e−2piiz| = hσ and A = O(h−3),
D(t) = −εe−2piiz(A+0 ψu1,0 + iB+0 ψu2,0) + |ε|O(hσ+2| lnh|5 + hN+1/2| lnh|−2 + h3σ/2)
ν2(t) = −A
h
ψu1,0(z) +O(h
−2).
Inequality (132) follows from σ + 2 = N + 1/2 < 3σ/2, e−2piiz
(
A+0 ψ
u
1,0(z) +
iB+0 ψ
u
2,0(z)
)
= O(hσ| lnh|3), Ahψu1,0(z) = O(h−4| lnh|−2) and W1(ψu1,0, ψu2,0) = 1.
Let us now prove inequality (131). Given N0 ∈ N, we choose N = 6N0 + 21
and σ = 4N0 + 19. Inequality (131) will follow from the fact that, on the segment
{0 ≤ Re t ≤ h and Im t = pi/2− σ2pih| lnh|},
|c2(t) + i ε
h
e−2piiz
N0∑
k=0
h2kB+k | ≤ |ε|KNhN−1, (137)
for a suitable KN > 0, with z =
t−ipi/2
h ; indeed, using that e
2piit/h is exponentially
smaller than e−2piit/h on this segment, one can replace ie−2piiz = ie−pi
2/he−2piit/h
with 2e−pi
2/h sin 2pith in (137) and then apply Lemma 3.2 with t0 = h/2 and r = pi/2−
σ
2pih| lnh| as previously: the right-hand side of (137) gets multiplied by e−2pir/h =
h−σe−pi
2/h and N − 1− σ coincides with 2N0 + 1.
To prove (137), since c2 = Wh(ν1, D), we use (134) and the estimate for ν1 given
by (126) in Theorem 3.1, for any t in the range (133). We get
ν1(t) = h
−1ψu,N1 (z) +O(h
σ−12| lnh|−7),
D(t) = DN,inn(z) +O(εhN+1/2| lnh|−2),
with z = t−ipi/2h for which the estimates (136) still hold (we used σ < N+1/2 < 3σ/2
to simplify the error terms). Since h−1ψu,N1 (z) = O(h
−1| lnh|−2) and DN,inn(z) =
O(εhσ| lnh|3), we obtain
c2(t) = W1(h
−1ψu,N1 , D
N,inn)(z) +O(εhN−1/2| lnh|−4).
We can write DN,inn(z) = −εe−2piizχN (z) with
χN =
N∑
n=0
h2nχn, χn =
∑
n1+n2=n
(
A+n1ψ
u
1,n2 + iB
+
n1ψ
u
2,n2
)
,
while ψu,N1 =
∑N
n=0 h
2nψu1,n and, by (1.d) in Theorem 2.17,
0 ≤ n ≤ N ⇒
∑
0≤n′,n′′≤n
n′+n′′=n
W1(ψ
u
1,n′ , χn′′) = iB
+
n ,
hence
W1(ψ
u,N
1 , χ
N ) =
N∑
n=0
ih2nB+n +
2N∑
n=N+1
h2n
∑
0≤n′,n′′≤N
n′+n′′=n
W1(ψ
u
1,n′ , χn′′).
Since χn(z) = O(| lnh|2n+3), we have W1(ψu1,n′ , χn′′) = O(| lnh|2n+1), therefore
W1(h
−1ψu,N1 , D
N,inn)(z) = −i ε
h
e−2piiz
N∑
n=0
h2nB+n +O(εh
2N+1+σ| lnh|2N+3),
which is sufficient to conclude. 2
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3.3. Proof of inequalities (30)–(31) of Theorem 1.5.
Lemma 3.5. Let ε0 < 1/|2V2|. For each N0 ∈ N there exist hN0 , CN0 > 0 such
that, if N0 ∈ N, 0 < h < hN0 , −ε0 < ε < ε0 and t ∈ [−T, T ], then∣∣∣ dj
dtj
(
ν1 − ηN01
)
(t)
∣∣∣ ≤ CN0j!|ε|h2N0+3, j ∈ N,
where ηN01 =
d
dtξ
N0,out as in (79).
Proof. Let N0 ∈ N. We choose N = 2N0 + 6 and σ = 2N0 + 13. By virtue of
Cauchy inequalities and inequality (124) in Theorem 3.1, we have
dj
dtj
ν1(t) =
dj
dtj
ηu1 (t) + |ε|j!O
(
hN−5/2| lnh|−1 + hσ−3| lnh|),
while inequality (80) in Corollary 2.7 yields
dj
dtj
ηu1 (t) =
dj
dtj
ηN01 (t) + j!O(εh
2N0+3).
The conclusion follows since both N − 5/2 and σ − 3 are larger than 2N0 + 3. 2
This gives inequality (30). Finally, inequality (31) follows from Cauchy inequal-
ities, (125) and (116).
4. Some notes on linear second order difference equations.
Definition 4.1. Given h > 0, we define the first order difference operator ∆h by
∆hf(t) = f(t+ h)− f(t).
In view of (32), the Wronskian of two functions can be written
Wh(f, g) =
∣∣∣∣ f g∆hf ∆hg
∣∣∣∣ .
For f, g defined in a subset U of C, ∆hf(t) and Wh(f, g)(t) are defined for all t ∈ U
such that t+ h ∈ U . In what follows, we shall consider only two types of domains:
(I) Given a function r+ : (a, b) ⊂ R→ R, we define
Uur+ = {t ∈ C | a < Im t < b, Re t < r+(Im t)},
Usr+ = {t ∈ C | a < Im t < b, Re t > r+(Im t)}
For λ > 0, if t ∈ Uur+ , then t− λ ∈ Uur+ . If t ∈ Usr+ , then t+ λ ∈ Usr+ .
(II) Given two functions r+, r− : (a, b) ⊂ R→ R such that r− < r+, we define
Ur−,r+ = {t ∈ C | a < Im t < b, r−(Im t) ≤ Re t < r+(Im t)}.
Observe that the closure of the domain Du,outδ defined in Section 2.2 is the closure
of a domain of type (I), while the closure of the domain Du,inh of Section 2.8 is the
disjoint union of the closures of two domains of type (II).
Given some complex function g, we will need to solve the equation
∆hf = g. (138)
If g is defined on a domain Uur+ , then the formula
∆−1h,ug(t) =
∞∑
k=1
g(t− kh) (139)
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defines a solution ∆−1h,ug of equation (138) which tends to 0 as Re t→ −∞ provided
that this series is normally convergent. We can consider ∆−1h,u as a right inverse of
operator ∆h when both operators are well defined.
If g : Usr+ → C, a right inverse of ∆h is given by
∆−1h,sg(t) =
∞∑
k=0
g(t+ kh), (140)
provided this series is normally convergent.
The next three lemmas summarize some elementary results whose proofs we omit
(see however Section 2.1 and Appendix A.2 of [14]).
Lemma 4.2. Given a domain of type (I), U = Uur+ , resp. U = U
s
r+ , on which a
function G is defined, consider the linear second order difference equation
u(t+ h) + u(t− h)−G(t)u(t) = 0, t ∈ U, (141)
where the unknown u is required to be defined on Uur++h, resp. U
s
r+−h. Then:
1. For any two solutions u1 and u2, the function Wh(u1, u2) is h-periodic.
2. If u1 is a solution which does not vanish, then
u2 = cu1 solution such that Wh(u1, u2) ≡ 1 ⇔ ∆hc(t) = 1u1(t+h)u1(t) .
3. For any two solutions u1 and u2 such that Wh(u1, u2) does not vanish, the set
of solutions of (141) is
{u = c1u1 + c2u2, c1 and c2 h-periodic functions}.
Once the solutions of a homogeneous difference equation are found, it is possible
to obtain the solutions of the non-homogeneous one. In the case of an unbounded
domain extending to the left, we have the following
Lemma 4.3. Let r+ : (a, b) → R be a function and consider the corresponding
unbounded domain Uur+ of type (I), on which two functions G and H are supposed
to be defined. Assume that u1, u2 : U
u
r++h
→ C are two solutions of (141) such that
Wh(u1, u2) ≡ 1. Then a solution of the equation
u(t+ h) + u(t− h)−G(t)u(t) = H(t), t ∈ Uur+ , (142)
is given by
t ∈ Uur++h 7→
∞∑
k=1
(
u1(t− kh)u2(t)− u1(t)u2(t− kh)
)
H(t− kh) (143)
if this series is absolutely convergent.
In Section 8, we shall have to deal with bounded domains and to find solutions
that satisfy some given initial conditions:
Lemma 4.4. Let r−, r+ : (a, b) → R be functions and consider the corresponding
domain Ur−,r+ of type (II), on which two functions G and H are supposed to be
defined. Assume that u1, u2 : Ur−−h,r++h → C are two solutions of (141) (for
t ∈ Ur−,r+) such that Wh(u1, u2) ≡ 1 (on Ur−−h,r+). Then, for any function
u∗ : Ur−−h,r−+h → C, the equation
u(t+ h) + u(t− h)−G(t)u(t) = H(t), t ∈ Ur−,r+ (144)
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admits a unique solution which is defined on Ur−−h,r++h and satisfies
u(t) = u∗(t), t ∈ Ur−−h,r−+h. (145)
This solution is u = up + uh, where
uh(t) = c1(t)u1(t) + c2(t)u2(t), t ∈ Ur−−h,r++h,
c1, c2 are the h-periodic functions uniquely determined by
c1(t) = Wh(u
∗, u2)(t)
c2(t) = Wh(u1, u
∗)(t)
}
, t ∈ Ur−−h,r− ,
and
up(t) =

0 for t ∈ Ur−−h,r−+h,
k∗(t)∑
k=1
(
u1(t− kh)u2(t)− u1(t)u2(t− kh)
)
H(t− kh) for t ∈ Ur−+h,r++h,
with k∗(t) =
⌊Re t−r−(Im t)
h
⌋
(so that t− k∗(t)h ∈ Ur−,r−+h in the last case).
Observe that, in this lemma, the existence and uniqueness of the solution u is
obvious, since equation (144) can be written
u(t) = −u(t− 2h) +G(t− h)u(t− h) +H(t− h), t ∈ Ur−+h,r++h,
so that the values of u∗ on Ur−−h,r−+h uniquely determine the values of u on
Ur−+h,r−+2h, and then on Ur−+2h,r−+3h, and so on until the domain Ur−+h,r++h ∩⋃
k≥1 Ur−+kh,r−+(k+1)h is covered. We call the domain Ur−−h,r−+h a “boundary
layer”. In fact, the function uh is the unique solution of the homogeneous equa-
tion (141) whose restriction to the boundary layer is u∗, while up is the unique
solution of the non-homogeneous equation (144) whose restriction to the boundary
layer vanishes identically.
Remark 4.5. If G, H and u∗ are analytic, this does not imply that the solution u
is itself analytic: there are possible failures of analyticity (or even discontinuities)
on the curves {Re t = r−(Im t) + kh}, k ≥ 1. However the above chain of reasoning
shows that
if G and H admit a continuation which is holomorphic in a neigh-
borhood of Ur−,r+ and if u
∗ admits a continuation which is holo-
morphic in a neighborhood of the closure of Ur−−h,r++h and which
satisfies equation (144) in a neighborhood of the curve {Re t =
r−(Im t)}, then the solution u admits a continuation which is holo-
morphic in a neighborhood of Ur−−h,r++h.
We shall give more details when using a non-linear variant of this in Section 8.5.
5. Proof of Proposition 2.2 and Theorems 2.3 and 2.4.
5.1. Extended domains. Our intention is to find analytic functions defined in the
domain Du,outδ introduced in Section 2.2. In fact, as announced in Remark 2.5, we
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Figure 6. The extended outer domain U(β1, β2, r1, r2, δ). It is
symmetrical with respect the real axis.
shall find these functions in larger domains: given β1 ∈ (0, β], β2 ∈ [0, pi2 ), r1 ∈ [0, 12 )
and r2 ∈ ( 12 , 1], we set T1 = pi2 cot(β1)− 1 and
U(β1, β2, r1, r2, δ) = {t ∈ C | Re t ≤ −1 + r1}
∪ {t ∈ C | −1 + r1 ≤ Re t ≤ 0, |Im t| ≤ pi
2
,
∣∣∣t− pi
2
i
∣∣∣ ≥ r2δ, ∣∣∣t+ pi
2
i
∣∣∣ ≥ r2δ}
∪ {t ∈ C | −1 + r1 ≤ Re t ≤ −r2δ, Im t ≥ pi
2
, −pi − β2 ≤ arg
(
t− pi
2
i
)
≤ −pi}
∪ {t ∈ C | 0 ≤ Re t ≤ T1 + 1, 0 ≤ Im t ≤ pi
2
− r2δ, arg
(
t− pi
2
i
)
≤ −β1}
∪ {t ∈ C | −1 + r1 ≤ Re t ≤ −r2δ, Im t ≤ −pi
2
, pi ≤ arg
(
t+
pi
2
i
)
≤ pi + β2}
∪ {t ∈ C | 0 ≤ Re t ≤ T1 + 1, −pi
2
+ r2δ ≤ Im t ≤ 0, arg
(
t+
pi
2
i
)
≤ β1}.
(146)
Observe that Du,outδ = U(β, 0, 0, 1, δ)  U(β˜1, β˜2, r˜1, r˜2, δ)  U(β1, β2, r1, r2, δ)
for β1 < β˜1 < β, 0 < β˜2 < β2, 0 < r˜1 < r1 and r2 < r˜2 < 1; see Figure 6. Moreover,
for any t ∈ U(β˜1, β˜2, r˜1, r˜2, δ), if we use the notation τ = min{|t− ipi/2|, |t+ ipi/2|}
and D(t, ρ) for the disc of radius ρ centered at t, we have
D(t, κτ) ⊂ U(β1, β2, r1, r2, δ) if Re t > −1 + r˜1,
D(t, κ) ⊂ U(β1, β2, r1, r2, δ) if not,
with a certain κ > 0 depending on β1, β˜1, β2, β˜2, r2, r˜2. This will allow us to use
Cauchy inequalities to estimate the derivatives of the functions we want to describe
at the price of passing from one of these domains to a smaller one (such a reduction
of domain will be performed N times, where N is fixed but arbitrary).
5.2. The linearized equation. To prove the existence of a solution ξu of the
invariance equation (54), satisfying the boundary conditions (19) and (21) and the
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properties of the sequence of approximating functions given by Proposition 2.2, and
also to find suitable solutions of the linearization of (54) around ξu, we need to
solve equations of the form L(η) = g, where
L(η)(t) = η(t+ h) + η(t− h)− µf ′(ξ0(t))η(t). (147)
By Lemmas 4.3 and 4.4, the solutions of L(η) = g can be obtained from a funda-
mental system of solutions of the homogeneous equation, as the one provided by
the next lemma, which we borrow from [4].
Lemma 5.1. The functions η1 and η
c
2 of (56)–(57) satisfy
L(η) = 0, W (η1, ηc2)(t) = 1.
For any β1 ∈ (0, β], β2 ∈ [0, pi2 ), r1 ∈ [0, 12 ), r2 ∈ ( 12 , 1], there exists C > 0 such that
|η1(t)| ≤ CheRe t, t ∈ U(β1, β2, r1, r2, 0), Re t ≤ −1, (148)
|η1(t)| ≤ C h| cosh t|2 , t ∈ U(β1, β2, r1, r2, 0), −1 ≤ Re t. (149)
If c = 0, then η02 is real analytic and satisfies
|η02(t)| < C
e−Re t
h2
, t ∈ U(β1, β2, r1, r2, 0), Re t ≤ −1. (150)
If α = ipi/2, then η
ipi/2
2 = η
0
2 +Aη1, with the constant A of (58), and
|η±ipi/22 (t)| < C
| cosh t|3
h2
, t ∈ U(β1, β2, r1, r2, 0), −1 ≤ Re t. (151)
Furthermore, η1 is ipi-antiperiodic and odd, while η
0
2 is even. Both are meromorphic,
with singularities at i(pi/2 + kpi), k ∈ Z.
5.3. Banach spaces and technical lemmas. We will say that g1 = O(g2) in
some domain U if there exists some positive constant C, that may depend on β, N
and other constants, but does not depend on δ nor h, such that |g1| ≤ C|g2| in U .
For l,m ∈ R, we define the spaces Xl,m = Xl,m(β1, β2, r1, r2, δ) by
Xl,m = {ξ : U(β1, β2, r1, r2, δ)→ C real analytic, such that ‖ξ‖l,m <∞}, (152)
‖ξ‖l,m = max
{
sup
Re t≤−1
e−lRe t |ξ(t)|, sup
−1≤Re t
| cosh t|m |ξ(t)|}. (153)
With this norm, they are Banach spaces. We shall not write explicitly the depen-
dence of Xl,m on β1, β2, r1, r2 and δ, unless when it is essential.
Lemma 5.2. Let R > 0, δ > Rh, β1 ∈ (0, β), β2 ∈ (0, pi2 ), r1 ∈ (0, 12 ), r2 ∈ ( 12 , 1).
(a) If ζ1 ∈ Xl1,m1 and ζ2 ∈ Xl2,m2 , then ζ1ζ2 ∈ Xl1+l2,m1+m2 and
‖ζ1ζ2‖l1+l2,m1+m2 ≤ ‖ζ1‖l1,m1‖ζ2‖l2,m2 .
(b) If ζ ∈ Xl1,m1 and l2 ≤ l1, m2 ≤ m1, then ζ ∈ Xl2,m2 and
‖ζ‖l2,m2 ≤ O(δm2−m1)‖ζ‖l1,m1 .
If moreover m1 ≤ m3, then ζ ∈ Xl1,m3 and ‖ζ‖l1,m3 ≤ O(1)‖ζ‖l1,m1 .
(c) If ζ ∈ Xl,m, with ‖ζ‖l,m = O(hm), and g(y) = O(yk) is an analytic function
around the origin, then g ◦ ζ ∈ Xkl,km and
‖g ◦ ζ‖kl,km = O(hkm).
(d) If ζ ∈ Xl,m(β1, β2, r1, r2, δ) and β˜1 ∈ (β1, β), β˜2 ∈ (0, β2), r˜1 ∈ (0, r1), r˜2 ∈
(r2, 1), then ζ
(j) ∈ Xl,m+j(β˜1, β˜2, r˜1, r˜2, δ) and ‖ζ(j)‖l,m+j ≤ O(1)‖ζ‖l,m for all j.
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Proof. Part (a), (b) and (c) are straightforward. Part (d) is obtained by means of
Cauchy inequalities in sectorial domains. 2
Remark 5.3. In part (d) of the preceding lemma we have not explicitly written the
constant O(1) involved because we will use it at most N times, with N arbitrary
but fixed. Hence, the resulting derivative will still be defined in Du,outδ .
Following (143) in Lemmas 4.3, with a view to solving equations of the form
L(η) = g, we define two linear operators G˜ and G by
G˜(g)(t) =
∞∑
k=1
Vk(t)g(t− kh), (154)
where
Vk(t) = η
0
2(t)η1(t− kh)− η02(t− kh)η1(t), (155)
and
G(g) = G˜(g) + ∆−1h,u(η02g)(h/2)η1. (156)
The functions η1 and η
0
2 were defined in (56) and (57) and ∆
−1
h,u in (139). Notice
that Vk is real analytic and pii-periodic. Since η
ipi/2
2 = η
0
2 +Aη1,
Vk(t) = η
ipi/2
2 (t)η1(t− kh)− ηipi/22 (t− kh)η1(t). (157)
Lemma 5.4. Let l > 1, m > 4 and R, δ, β1, β2, r1, r2 as in Lemma 5.2.
(a) G˜ : Xl,m → Xl,m−2 is a right inverse of L, i.e. L ◦ G˜ = Id , and ‖G˜‖ = O(1/h2).
If g ∈ Xl,m is ipi-antiperiodic, then so is G˜(g).
(b) ∆hG˜(g)(−h/2) = −∆hη1(−h/2)∆−1h,u(η02g)(h/2),
|∆−1h,u(η02g)(h/2)| = O(h−3)‖g‖l,m.
(c) G : Xl,m → X1,m−2 is a right inverse of L and ‖G‖ = O(1/h2). Moreover,
for any ipi-antiperiodic g ∈ Xl,m, G(g) is the only ipi-antiperiodic solution of the
equation L(η) = g which is analytic in U(β1, β2, r1, r2, δ) and satisfies the boundary
conditions lim
t→−∞ η(t) = 0 and η(−h/2) = η(h/2).
Proof. (a) Since Vk is ipi-periodic G˜ preserves ipi-antiperiodicity. Next, (148), (149),
(150) and (151) yield C > 0 such that, for any t, t− kh ∈ U(β1, β2, r1, r2, δ),
|Vk(t)| ≤

Cekh/h, if Re t ≤ −1,
Cekh/(hτ2), if Re t− kh ≤ −1 and −1 ≤ Re t,
C
1
h
(τ3
τ2k
+
τ3k
τ2
)
, if −1 ≤ Re t,Re t− kh,
(158)
where τ = | cosh t| and τk = | cosh(t− kh)|. On the other hand,
|g(t)| ≤
{
elRe t‖g‖l,m, if Re t ≤ −1,
| cosh t|−m‖g‖l,m, if −1 ≤ Re t.
(159)
The series defining G˜(g) is thus uniformly convergent (hence G˜ is a right inverse by
Lemma 4.3) and for Re t ≤ −1,
|e−lRe tG˜(g)(t)| ≤ C
∑
k≥1
e−lRe t
ekh
h
elRe te−lkh‖g‖l,m ≤ C
h2
‖g‖l,m,
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while for −1 ≤ Re t,
|τm−2G˜(g)(t)| ≤ τm−2( ∑
−1≤Re t−kh
|Vk(t)||g(t− kh)|+
∑
Re t−kh≤−1
|Vk(t)||g(t− kh)|
)
≤ C
h2
‖g‖l,m,
which proves that G˜ : Xl,m → Xl,m−2 with ‖G˜‖ = O(h−2).
(b) Using inequalities (150) and (159),
|∆−1h,u(η02g)(h/2)| ≤
∑
k≥1
|η02(h/2− kh)g(h/2− kh)| ≤ O(h−3)‖g‖l,m.
Moreover, using that η1 is odd and η
0
2 is even, we have that
∆hG˜(g)(−h
2
) = −2η1(h
2
)η02(−
h
2
)g(−h
2
)− 2η1(h
2
)
∞∑
k=2
η02(
h
2
− kh)g(h
2
− kh)
= −2η1(h
2
)
∞∑
k=1
η02(
h
2
− kh)g(h
2
− kh)
= −∆hη1(−h
2
)∆−1h,u(η
0
2g)(
h
2
).
(c) Using η1 ∈ X1,2, ‖η1‖1,2 = O(h), m > 4 and Lemma 5.2, we get
‖∆−1h,u(η02g)(h/2)η1‖1,m−2 ≤
C
h3
‖g‖l,m‖η1‖1,m−2 ≤ O(h−2)‖g‖l,m.
Together with (a) this implies that G : Xl,m → X1,m is a right inverse of L with
‖G‖ ≤ O(1/h2). Since η1 is ipi-periodic, G preserves ipi-antiperiodicity. Moreover,
for any g ∈ Xl,m, by (b),
G(g)(h/2)− G(g)(−h/2) = ∆hG˜(g)(−h/2) + ∆−1h,u(η02g)(h/2)∆hη1(−h/2) = 0.
As for the uniqueness: let g ∈ Xl,m be ipi-antiperiodic; by Lemma 4.2, the
set of solutions of L(η) = g is {G(g) + c1η1 + c2η02 | c1, c2 h-periodic}. Let η =
G(g) + c˜1η1 + c˜2η02 be an analytic ipi-antiperiodic solution of L(η) = g, satisfying
the boundary conditions lim
t→−∞ η(t) = 0 and η(−h/2) = η(h/2). The analyticity of
η, G(g), η1 and η02 implies that c˜1 and c˜2 are analytic, since c˜1 = Wh(η − G(g), η02)
and c˜2 = −Wh(η − G(g), η1). Because of the growth of |η02 | as Re t → −∞, the
first boundary condition implies c˜2 ≡ 0. Since G(g) and η1 are ipi-antiperiodic, c˜1
is ipi-periodic; having already a real period, c˜1 must be constant. Since η1 is odd,
the second boundary condition implies c˜1 ≡ 0. 2
5.4. Proof of Proposition 2.2. We can rewrite Proposition 2.2 as
Proposition 5.5. Consider the sequence of equations given by (18), for k = 0,
and (62), for k ≥ 1. There exist ρ0 > 0 and a unique sequence of functions (ξuk )k≥0
such that, for any δ > ρ0h,
(i) ξuk is an ipi-antiperiodic solution of (18) for k = 0 and of (62) for k ≥ 1;
(ii) limt→−∞ ξuk (t) = 0, ξ
u
k (−h/2) = ξuk (h/2), ξu0 (t) > 0 for −t large enough;
(iii) if β1 ∈ (0, β), β2 ∈ (0, pi2 ), r1 ∈ (0, 12 ), r2 ∈ ( 12 , 1), then ξuk ∈ X1,2k+1.
Moreover, for any N ≥ 0, for 0 ≤ k ≤ N ,
‖ξuk‖1,2k+1 ≤ O(h2k+1). (160)
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Proof. We start by considering equation (18). It is, in fact, the invariance equation
for the integrable McMillan map. In [4], it is proven that ξu0 = ξ
0 is its only solution
satisfying (i), (ii) and (iii). It clearly verifies inequality (160) for k = 0.
For k ≥ 1, we proceed by induction and rewrite equations (62) as
L(ξk) = fk, (161)
where L is defined in (147) and fk are given by (63) and (64).
We start by checking the case k = 1. Let ρ0 > B
−1, where B is the radius of
convergence of the function V defined in (53). We have f1 = V
′ ◦ ξ0 ∈ X5,5 and
‖f1‖5,5 = O(h5); indeed, this follows from the fact that ξ0 ∈ X1,1, with ‖ξ0‖1,1 ≤
O(h), the composition is well defined for t ∈ Du,outδ if δ > ρ0h, V ′(y) = O(y5) and
(a) in Lemma 5.2. Moreover, f1 is ipi-antiperiodic. Then, by (c) in Lemma 5.4, ξ
u
1 =
G(f1) is the only solution of L(ξ) = f1 satisfying (i), (ii), (iii) and inequality (160).
Now we prove the step k of the induction process. We assume, by induction, that
there exists a unique sequence of functions, (ξuj )j=0,...,k−1, ξ
u
j ∈ X1,2j+1, verifying
(i), (ii), (iii), and inequality (160).
Then, we claim that fuk = fk(ξ0, ξ
u
1 , . . . , ξ
u
k−1) ∈ X3,2k+3 and ‖fuk ‖3,2k+3 =
O(h2k+3). Indeed, we recall that
fuk =
k∑
n=2
1
n!
f (n)◦ξ0
∑
j1+···+jn=k
1≤j1,...,jn≤k
ξuj1 · · · ξujn+
k−1∑
n=1
1
n!
V (n+1)◦ξ0
∑
j1+···+jn=k−1
1≤j1,...,jn≤k−1
ξuj1 · · · ξujn .
By the induction hypothesis, fuk is ipi-antiperiodic. Now, using (a) in Lemma 5.2,
we have that in the first sum in n above, for i1 + · · ·+ ij = k, the product ξuj1 · · · ξujn
belongs to Xn,2k+n and ‖ξuj1 · · · ξujn‖n,2k+n = O(h2k+n).
On the other hand, if n = 2, since f ′′(y) = O(y), by (c) in Lemma 5.2 we have
that f ′′ ◦ ξ0 ∈ X1,1, with ‖f ′′ ◦ ξ0‖1,1 = O(h), and if n ≥ 3, f (n)(y) = O(1).
Hence, for n = 2 and j1 + j2 = k, (f
′′ ◦ ξ0)ξuj1ξuj2 belongs to X3,2k+3 and
‖(f ′′ ◦ ξ0)ξuj1ξuj2‖3,2k+3 = O(h2k+3).
For n ≥ 3, (f (n) ◦ ξ0)ξuj1 · · · ξujn belongs to Xn,2k+n, with norm
‖(f (n) ◦ ξ0)ξuj1 · · · ξujn‖n,2k+n = O(h2k+n).
By (b) in Lemma 5.2, we have that ‖(f (n) ◦ ξ0)ξuj1 · · · ξujn‖3,2k+3 = O(h2k+3).
The terms in the second sum in n can be treated analogously. In this case,
V (n+1)(y) = O(y5−n), for 0 ≤ n ≤ 5, and, hence V (n+1) ◦ ξ0 belongs to X5−n,5−n,
with norm ‖V (n+1) ◦ ξ0‖5−n,5−n = O(h5−n). When n ≥ 5, V (n+1)(y) = O(1).
Then, since j1 + · · · jn = k− 1, we have that ‖ξuj1 · · · ξujn‖n,2k+n−2 = O(h2k+n−2).
Since n ≥ 1, by (a) and (b) of Lemma 5.2, ‖(V (n+1) ◦ ξ0)ξuj1 · · · ξujn‖3,2k+3 =
O(h2k+3), which proves the claim. Hence, by (c) in Lemma 5.4, ξuk = G(fuk ) is the
unique function we are looking for. 2
5.5. Fixed point equation for ξu. For any N ≥ 0 and provided that δ > ρ0h,
from the functions ξuk , k = 0, . . . , N , given by Proposition 5.5, we define the first
outer approximation, ξu,N =
∑N
k=0 ε
kξuk (see also (66)). Now we claim
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Proposition 5.6. Let N ≥ 0, β1 ∈ (0, β), β2 ∈ (0, pi2 ), r1 ∈ (0, 12 ), r2 ∈ ( 12 , 1).
There exist hN > 0 and ρN > 0 such that, for δ > ρNh and 0 < h < hN , equa-
tion (54) has a unique ipi-antiperiodic solution ξ˜u ∈ X1,1 verifying
‖ξ˜u − ξu,N‖3,2N+3 ≤ O(εN+1h2N+3).
The proof of this proposition will require the technical lemmas 5.8, 5.9 and 5.10.
Remark 5.7. Notice that, although the function ξ˜u given by Proposition 5.6 sat-
isfies inequality (67) and the boundary condition (19), it is not the one claimed in
Theorem 2.3 because it does not necessarily satisfy the boundary condition (21).
We introduce the new unknown η defined by ξ = ξu,N + η. The invariance
equation (54) now reads
η(t+ h) + η(t− h) = F ◦ (ξu,N + η)(t)− (ξu,N (t+ h) + ξu,N (t− h)), (162)
where F(y, h, ε, ε, ) was defined in (60). We rewrite this equation as
L(η) = H(η), (163)
where
H(η) = GN + `(η) +N (η), (164)
GN (t) = F ◦ ξu,N (t)− ξu,N (t+ h)− ξu,N (t− h), (165)
`(η) = (DF ◦ ξu,N − µDf ◦ ξ0)η, (166)
N (η) = F ◦ (ξu,N + η)−F ◦ ξu,N −DF ◦ ξu,Nη. (167)
Lemma 5.8. Let N, β1, β2, r1, r2 as in Proposition 5.6. There exists ρ˜N > 0 such
that, if δ > ρ˜Nh, GN ∈ X3,2N+5, is ipi-antiperiodic, ‖GN‖3,2N+5 = O(εN+1h2N+5).
Proof. By Propositions 5.5 and 5.2(b), ‖ξu,N‖1,1 ≤ O(h), hence ∃ρ˜N > 0 such that,
if δ > ρ˜Nh, F ◦ξu,N is well defined. By definition of ξu,N , we have ∂kGN∂εk (t)|ε=0 = 0,
for k = 0, . . . , N . Hence we can bound GN (t) by ε
N+1 sup|ε|<ε |∂
N+1GN
∂εN+1
(t)|. Notice
that ξu,N is a polynomial of degree N in ε. Thus
∂N+1GN
∂εN+1
= µ
∂N+1
∂εN+1
(f ◦ ξu,N ) + ε ∂
N+1
∂εN+1
(V ′ ◦ ξu,N ) + ∂
N
∂εN
(V ′ ◦ ξu,N ).
Since ∂N+1ξu,N/∂εN+1 = 0, we have
∂N+1
∂εN+1
(f ◦ ξu,N ) =
N+1∑
j=2
f (j) ◦ ξu,N
∑
i1+···+ij=N+1
1≤i1,...,ij≤N
σNi1,...,ij
∂i1ξu,N
∂εi1
· · · ∂
ijξu,N
∂εij
(168)
where σNi1,...,ij are combinatorial coefficients. Notice that, for 0 ≤ k ≤ N ,
∂kξu,N
∂εk
=
N∑
l=k
l!
(l − k)!ε
l−kξul .
Hence, by Proposition 5.5 and (a) and (b) in Lemma 5.2, we have that ∂kξu,N/∂εk
belongs to X1,2k+1, if 0 ≤ k ≤ N , with norm bounded by O(h2k+1), which implies
that, in (168), for 2 ≤ j ≤ N + 1,∥∥∥∂i1ξu,N
∂εi1
· · · ∂
ijξu,N
∂εij
∥∥∥
j,2N+2+j
= O(h2N+2+j). (169)
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Since f(y) = y−y3+O(y5), we have that by (c) in Lemma 5.2, ‖f ′′◦ξu,N‖1,1 = O(h).
Then, if we set j = 2 in the sum in (168) and in (169), by (b) in Lemma 5.2, we have
that, for i1 + i2 = N + 1,
∥∥∥f ′′ ◦ ξu,N ∂i1ξu,N∂εi1 ∂i2ξu,N∂εi2 ∥∥∥3,2N+5 = O(h2N+5). Moreover,
for j > 2 in (168), since f (j) ◦ ξu,N = O(1), we also have that, by (b) in Lemma 5.2,∥∥∥f (j)◦ξu,N ∂i1ξu,N∂εi1 · · · ∂ij ξu,N∂εij ∥∥∥3,2N+5 = O(h2N+5). which proves the claim for (168).
The terms ε ∂
N+1
∂εN+1
(V ′ ◦ ξu,N ) and ∂N
∂εN
(V ′ ◦ ξu,N ), using that V ′(y) = O(y5), are
bounded analogously in X3,2N+5 by O(h2N+5). 2
Lemma 5.9. Under the hypotheses of Lemma 5.8, the operator ` in (166) is a
bounded linear map from X3,2N+3 to X3,2N+5, and ‖`‖ = O(h4/δ2). Moreover, if
η ∈ X3,2N+3 is ipi-antiperiodic, so is `(η).
Proof. The fact that ` preserves ipi-antiperiodicity follows immediately from its
definition. By (60), we have
DF ◦ ξu,N − µDf ◦ ξ0 = µ(Df ◦ ξu,N −Df ◦ ξ0) + εV ′′ ◦ ξu,N .
Also, D2f(y) = O(y), V ′′(y) = O(y4), ‖ξu,N‖1,1 ≤ O(h) and ‖ξu,N−ξ0‖1,3 ≤ O(h3).
Combining these facts with Lemma 5.2, we have DF ◦ ξu,N − µDf ◦ ξ0 ∈ X4,4 and
‖DF ◦ ξu,N − µDf ◦ ξ0‖4,4 ≤ O(h4). Hence, by Lemma 5.2(b),
‖`(η)‖3,2N+5 ≤ ‖DF ◦ ξu,N − µDf ◦ ξ0‖0,2‖η‖3,2N+3
≤ O(δ−2)‖DF ◦ ξu,N − µDf ◦ ξ0‖4,4‖η‖3,2N+3 ≤ O(h4δ−2)‖η‖3,2N+3.
2
Lemma 5.10. Let Bκ ⊂ X3,2N+3 denote the ball of radius κ. Under the hypotheses
of Lemma 5.8, there exists 0 < κN < h such that for any 0 < κ < κN , the map N
in (167) is well defined and Lipschitz from Bκ to X3,2N+5. Its Lipschitz constant is
bounded by O(κh/δ2N+2). Moreover, N preserves ipi-antiperiodicity.
Proof. The preservation of ipi-antiperiodicity follows from the definition of N .
We write N as
N (η) =
∫ 1
0
(
DF(ξu,N + tη)−DF(ξu,N ))dtη.
Notice that DF(y + z)−DF(y) ≤ O(y)O(z). Since ‖ξu,N‖1,1 ≤ O(h), there exists
κN < h such that for all 0 < κ < κN , if ‖η‖3,2N+3 ≤ κ and t ∈ [0, 1], DF(ξu,N + tη)
is well defined and ‖DF(ξu,N + tη)−DF(ξu,N )‖4,2N+4 ≤ O(hκ). Hence, if η ∈ Bκ,
‖N (η)‖3,2N+5 ≤
∥∥∥∫ 1
0
(
DF(ξu,N + tη)−DF(ξu,N ))dt∥∥∥
0,2
‖η‖3,2N+3
≤ O(hκ/δ2N+2)‖η‖3,2N+3 ≤ O(hκ2/δ2N+2).
We finally compute the Lipschitz constant of the map N . For η, η˜ ∈ Bκ,
N (η)−N (η˜) =
∫ 1
0
(
DF(ξu,N + tη)−DF(ξu,N + tη˜))ηdt
+
∫ 1
0
(
DF(ξu,N + tη˜)−DF(ξu,N ))(η − η˜)dt. (170)
Since D2F(y) = O(y) and ‖ξu,N‖1,1 ≤ O(h), by Lemma 5.2, if η, η˜ in Bκ,
‖DF(ξu,N + tη)−DF(ξu,N + tη˜)‖4,2N+4 ≤ O(h)‖η − η˜‖3,2N+3
PERTURBED MCMILLAN MAP 343
Then we can bound the first integral in (170) by∥∥∥∫ 1
0
(
DF(ξu,N + tη)−DF(ξu,N + tη˜))ηdt∥∥∥
3,2N+5
≤ O(h)‖η‖0,1‖η − η˜‖3,2N+3 ≤ O
( hκ
δ2N+2
)
‖η − η˜‖3,2N+3.
Analogously, we obtain the same bound for the second integral in (170). 2
Proof of Proposition 5.6. Since G˜, defined in (154), by Lemma 5.4, is a right
inverse of L, we can rewrite equation (163) as a fixed point equation as η = G˜ ◦
H(η). We claim that the this equation has a unique ipi-antiperiodic fixed point
in the ball of radius O(εN+1h2N+3) in X3,2N+3, which implies the proposition.
We prove the claim by checking that G˜ ◦ H is a contraction in the in the ball of
radius O(εN+1h2N+3) in X3,2N+3. Since, by Lemmas 5.8, 5.9 and 5.10 and (a) in
Lemma 5.4, G˜ ◦ H sends the subspace of ipi-antiperiodic functions in X3,2N+3 to
itself, the fixed point of the contraction will be ipi-antiperiodic.
By Lemmas 5.4 and 5.8, we have that G˜ ◦ H(0) = G˜(GN ) ∈ X3,2N+3, and
‖G˜ ◦ H(0)‖3,2N+3 ≤ O(εN+1h2N+3). (171)
Also, by Lemmas 5.9, 5.10 and 5.4, if 0 < κ < h, we have that G˜ ◦ H : Bκ ⊂
X3,2N+3 → X3,2N+3 is well defined and lip G˜ ◦H ≤ max{O(h2/δ2), O(κ/(hδ2N+2))},
where Bκ denotes the ball of radius κ. We take κ = 2‖G˜ ◦H(0)‖3,2N+3. There exists
ρN ≥ ρ˜N such that if δ > ρNh, lip G˜ ◦ H|Bκ ≤ max{O(h2/δ2), O(h2N+2/δ2N+2)} <
1. By (171), there exists hN > 0 such that, if 0 < h < hN , G˜ ◦ H(Bκ) ⊂ Bκ. 2
5.6. Linearized invariance equation around ξ˜u. This section is a preliminary
step in the proof of Theorem 2.4. Here we look for solutions of the invariance
equation (54) linearized around ξ˜u, the function given by Proposition 5.6,
η(t+ h) + η(t− h) = (µf ′(ξ˜u(t)) + εV ′′(ξ˜u(t), h, ε))η(t). (172)
Proposition 5.11. Let h0 and ρ0 be the constants given by Proposition 5.6. Then,
for any 0 < h < h0 and ρ0h < δ < pi/2, equation (172) has three solutions, η˜
u
1 ,
η˜u,02 , and η˜
u,ipi/2
2 such that, for β1 ∈ (0, β), β2 ∈ (0, pi2 ), r1 ∈ (0, 12 ), r2 ∈ ( 12 , 1),
a) η˜u1 , η˜
u,0
2 : U(β1, β2, r1, r2, δ) → C are real analytic, η˜u1 = (ξ˜u)′ and η1 − η˜u1 , η02 −
η˜u,02 ∈ X3,4 with
‖η1 − η˜u1 ‖3,4 ≤ O(εh3), ‖η02 − η˜u,02 ‖3,4 ≤ O(ε), (173)
where η1 and η
0
2 are defined in (56) and (57),
b) η˜
u,ipi/2
2 : U(β1, β2, r1, r2, δ) → C is an analytic function and, if −1 ≤ Re t,
0 ≤ Im t and t ∈ U(β1, β2, r1, r2, δ),
|ηipi/22 (t)− η˜u,ipi/22 (t)| ≤
O(ε)
| cosh t|2 , (174)
with η
ipi/2
2 defined in (57),
c) η˜
u,ipi/2
2 = η˜
u,0
2 +Aη˜
u
1 , where A is the constant introduced in (58),
d) Wh(η˜
u
1 , η˜
u,0
2 )(t) = Wh(η˜
u
1 , η˜
u,ipi/2
2 )(t) = 1, for t ∈ U(β1, β2, r1, r2, δ).
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We introduce the new unknown u by setting η = η02 +u. Equation (172) becomes
L(u) = H1(u), (175)
where
H1(u) = (mε(ξ˜u)−m0(ξ0))(η02 + u) (176)
with
mε(ξ)(t) = µf
′(ξ(t)) + εV ′′(ξ(t), h, ε). (177)
Lemma 5.12. For any β1 < β, 0 < β2 < pi/2, 0 < r1 < 1/2, 1/2 < r2 < 1 the
function mε(ξ˜
u)−m0(ξ0) ∈ X4,4(β1, β2, r1, r2, δ) and
‖mε(ξ˜u)−m0(ξ0)‖4,4 ≤ O(εh4). (178)
Proof. Indeed, we remark that
mε(ξ˜
u)−m0(ξ0) =
∫ 1
0
µf ′′(ξ0 + s(ξ˜u − ξ0) ds (ξ˜u − ξ0) + εV ′′(ξ˜u, h, ε).
By Proposition 5.6, ξ0, ξ˜
u ∈ X1,1 with ‖ξ0‖1,1, ‖ξ˜u‖1,1 ≤ O(h), ξ˜u − ξ0 ∈ X3,3 and
‖ξ˜u − ξ0‖3,3 ≤ O(εh3). Hence, since f ′′(y) = O(y), by (c) in Lemma 5.2 we have
that f ′′(ξ0(t) + s(ξ˜u(t)− ξ0(t))) ∈ X1,1 with norm bounded by O(h) and, hence,∥∥∥∫ 1
0
µf ′′(ξ0(t) + s(ξ˜u(t)− ξ0(t)) ds (ξ˜u(t)− ξ0(t))
∥∥∥
4,4
= O(εh4).
Finally, since V ′′(y, h, ε) = O(y4), the claim follows. 2
Lemma 5.13. For any β1 < β, 0 < β2 < pi/2, 0 < r1 < 1/2, 1/2 < r2 < 1, the
map H1 defined in (176) is affine from X3,4(β1, β2, r1, r2, δ) to X3,6(β1, β2, r1, r2, δ),
‖H1(0)‖3,6 ≤ O(εh2) and lipH1 ≤ O(εh4δ−2).
Proof. First notice that, as a consequence of Lemma 5.12, since η02 ∈ X−1,2 with
‖η02‖−1,2 ≤ O(h−2), we have H1(0) = (m(ξ˜u)−m0(ξ0))η02 ∈ X3,6 and ‖H1(0)‖3,6 ≤
O(εh2). If u1, u2 ∈ X3,4, by Lemmas 5.12 and 5.2, H1(u1),H1(u2) ∈ X7,8 and
‖H1(u1)−H1(u2)‖3,6 ≤ O(δ−2)‖H1(u1)−H1(u2)‖3,8 ≤ O(εh
4
δ2
)‖u1 − u2‖3,4.
2
To find a solution of equation (172) close to η
ipi/2
2 , we redefine u by η = η
ipi/2
2 +u.
Then, η has to satisfy
L(u) = H2(u), (179)
where
H2(u) = (mε(ξ˜u)−m0(ξ0))(ηipi/22 + u) (180)
and mε(ξ) was defined in (177).
For any β1 < β, 0 < β2 < pi/2, 0 < r1 < 1/2, 1/2 < r2 < 1, δ > 0, we introduce
X˜l,m(β1, β2, r1, r2, δ) =
{u : U(β1, β2, r1, r2, δ) ∩ {Im t > 0} → C | analytic, ‖u‖l,m <∞}, (181)
where ‖ ·‖l,m was defined in (153) and U was introduced in (146). They are Banach
spaces. If u ∈ Xl,m, its restriction to {Im t > 0} belongs to X˜l,m, with smaller
or equal norm. Lemma 5.2 also holds for X˜l,m, and we will use it without further
notice. It is not difficult to see that Lemma 5.4 holds in X˜l,m, that is, the operator
G˜ defined in (154) satisfies G˜ : X˜l,m → X˜l,2, with norm bounded by O(h−2).
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Lemma 5.14. For any β1 < β, 0 < β2 < pi/2, 0 < r1 < 1/2, 1/2 < r2 < 1,
the map H2 in (180) is affine from X˜3,2(β1, β2, r1, r2, δ) to X˜3,6(β1, β2, r1, r2, δ),
‖H2(0)‖3,2 = O(1), ‖H2(0)‖3,6 ≤ O(εh2) and lipH2 = O(εh4).
Proof. By inequalities (150) and (151), η
ipi/2
2 ∈ X˜−1,−3 and ‖ηipi/22 ‖−1,−3 ≤ O(h−2).
Hence, by Lemma 5.12, H2(0) = (mε(ξ˜u) −m0(ξ0))η02 ∈ X˜3,1, with ‖H2(0)‖3,1 ≤
O(εh2). Therefore, H2(0) belongs to X˜3,2 and X˜3,6 with the same norm. If u1 and
u2 belong to X˜3,2, by Lemma (5.12), we have that
‖H2(u1)−H2(u2)‖3,6 ≤ O(εh4)‖u1 − u2‖3,2.
2
Proof of Proposition 5.11. Clearly, a solution of equation (172) is simply η˜u1 =
(ξ˜u)′. This function, by Propositions 5.5 and 5.6, satisfies inequality (173). Indeed,
by Proposition 5.6 and, by (d) in Lemma 5.2 we have that, for any smaller 0 < β2,
0 < r1 and larger β1 < β, r2 < 1,
‖η1 − η˜u1 ‖3,4 = ‖ξ′0 − (ξ˜u)′‖3,4 = O(εh3).
Now we prove the existence of a solution η˜u,02 of equation (172) close to η
0
2 . By the
introduction of u by η = η02 +u, it is equivalent to find a solution of equation (175).
By Lemmas 5.4 and 5.13, G˜ ◦ H1 is a well defined map from X3,4 to itself with
lip G˜ ◦ H1 ≤ O(εh2δ−2) < 1. Hence, it has a unique fixed point, u˜02. Moreover,
since ‖G˜ ◦ H1(0)‖3,4 ≤ O(ε), the fixed point also satisfies ‖u˜02‖3,4 ≤ O(ε). Hence,
η˜u,02 = η
0
2 + u˜
0
2 is a solution of equation (172) satisfying inequality (173).
Now we proceed to prove the existence of a solution of equation (172) close to
η
ipi/2
2 . We start by considering the new unknown u defined by η = η
ipi/2
2 + u and
finding a solution of equation (179) in X˜3,2. Afterwards, we will extend the solution
thus obtained to U(β1, β2, r1, r2, δ).
To obtain a solution of equation (179), notice first that G˜ ◦ H2 is a well defined
map from X˜3,2 to X˜3,2. Indeed, if u ∈ X˜3,2, then H2(u) belongs to X˜3,6 and, hence,
by Lemma 5.4, G˜ ◦ H2(u) belongs to X˜3,4, which, by Lemma 5.2, is continuously
injected into X˜3,2. Moreover, when we consider G˜ ◦ H2 as a map from X˜3,2 to X˜3,2,
it satisfies that lip G˜ ◦H2 ≤ O(εh2δ−2): if u1, u2 ∈ X˜3,2, using Lemmas 5.2 and 5.4,
‖G˜ ◦ H2(u1)− G˜ ◦ H2(u2)‖3,2 ≤ O(δ−2)‖G˜ ◦ H2(u1)− G˜ ◦ H2(u2)‖3,4
≤ O(εh2δ−2)‖u1 − u2‖3,2.
In particular, G˜ ◦ H2 is a contraction in X˜3,2. Let u˜ipi/22 be its unique fixed point.
Since ‖G˜ ◦ H2(0)‖3,2 = O(ε), we have that ‖u˜ipi/22 ‖3,2 = O(ε). Hence η˜u,ipi/22 =
η
ipi/2
2 + u˜
ipi/2
2 is a solution of equation (172), satisfying inequality (174). However,
up to this point, η˜
u,ipi/2
2 is defined only in U(β1, β2, r1, r2, δ) ∩ {Re t ≥ 0}.
Now we prove that Wh(η˜
u
1 , η˜
u,0
2 ) = 1. Indeed, since Wh(η1, η
0
2) ≡ 1, we have that
|Wh(η˜u1 , η˜u,02 )(t)− 1| ≤ |Wh(η˜u1 , u˜02)(t)|+ |Wh(ξ0 − (ξ˜u)′, η02)(t)|
≤ O(εh2e4Re t) +O(εh2e2Re t),
which implies limRe t→−∞Wh(η˜u1 , η˜
u,0
2 )(t) = 1. But, by Lemma 4.2, Wh(η˜
u
1 , η˜
u,0
2 ) is
a h-periodic function. Hence, it is constant 1. The same holds for Wh(η˜
u
1 , η˜
u,ipi/2
2 )(t).
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To prove that η˜
u,ipi/2
2 = η˜
u,0
2 + Aη˜
u
1 , in U(β1, β2, r1, r2, δ) ∩ {Im t ≥ 0}, where
A was the constant introduced in (58), notice that, by Lemma 4.2, we can write
η˜
u,ipi/2
2 = c1η˜
u
1 +c2η˜
u,0
2 , with c1 and c2 are h-periodic functions. Since Wh(η˜1, η˜
u,0
2 ) =
1, we have that c2 = Wh(η˜1, η˜
u,ipi/2
2 ) = 1, and, since Wh(η
ipi/2
2 , η
0
2) = A, we have
that, also for t ∈ U(β1, β2, r1, r2, δ), Im t ≥ 0,
|c2(t)−A| ≤ |Wh(η02 , u˜ipi/22 )(t)|+ |Wh(u˜02, ηipi/22 )(t)|+ |Wh(u˜02, u˜ipi/22 )(t)|
≤ O( ε
h
e2Re t) +O(ε2he6Re t),
which implies that c2(t) = A. Hence, η˜
u,ipi/2
2 = η˜
u,0
2 + Aη˜
u
1 in U(β1, β2, r1, r2, δ) ∩
{Im t ≥ 0}, and the same formula provides an analytic extension of η˜u,ipi/22 to
U(β1, β2, r1, r2, δ). 2
5.7. Proof of Theorems 2.3 and 2.4. Up to this point, in Propositions 5.6
and 5.11, we have established the existence of a solution of the invariance equa-
tion (54), ξ˜u, and, related to this solution, three solutions of equation (172), the
linearized invariance equation around ξ˜u, which we called η˜u1 , η˜
u,0
2 and η˜
u,ipi/2
1 . Fur-
thermore, this solution ξ˜u is real analytic, pii-antiperiodic, and satisfies the boundary
condition (19) but not necessarily the boundary condition (21).
Notice that, for any real T , the function ξ˜u(t−T ) is also a pii-antiperiodic real an-
alytic solution of the invariance equation that satisfies the boundary condition (19).
Hence, we look for T such that
ξ˜u(h/2− T ) = ξ˜u(−h/2− T ). (182)
Lemma 5.15. There exists a real number, T (h, ε) = O(εN+1h2N+2), such that
equation (182) is satisfied. Moreover, T (h, ε) is the unique solution of equation
(182) in the ball of radius min{O(1), O(εN+1h−2N−1)}.
Proof. Equation (182) is equivalent to
ξu,N (−h/2− T )− ξu,N (h/2− T ) = vu(h/2− T )− vu(−h/2− T ), (183)
where vu = ξ˜u−ξu,N . In order to solve equation (183), we consider some fixed small
neighborhood of the origin, B, the ball of radius 1/2, for instance. Let p(T ) denote
the left hand side of (183), and q(T ) the right hand side. In this way, equation (183)
can be written as p(T ) = q(T ), which we will treat as a fixed point equation after
inverting p.
We recall that
p(T ) = ξ0(−h/2− T )− ξ0(h/2− T ) + p˜(T ),
where ξ0(t) = γ sec t was introduced in (1).
By Proposition 5.6, we have that supt∈B |p˜′(t)| = O(εh3). Hence, |p′(t)| is
bounded by below by O(h2). Besides, since p(0) = 0, we have that p−1 is defined
in the ball of radius O(h2), and (p−1)′ is bounded by O(h−2).
On the other hand, |q′(t)| is bounded from above in B by O(εN+1h2N+3) and
q(0) = O(εN+1h2N+4). Therefore, the composition p−1 ◦ q is well defined in the
ball of radius min{O(1), O(εN+1h−2N−1)} to itself and its derivative (p−1 ◦ q)′ is
bounded by O(εN+1h2N+1). Since it is a contraction, it has a unique fixed point,
T (h), which is the solution of equation (182).
Moreover, and p−1 ◦ q sends the ball of radius O(εN+1h2N+2) to itself, which
implies that the fixed point satisfies T (h, ε) = O(εN+1h2N+2). 2
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We define ξu(t) = ξ˜u(t − T (h, ε)). By Proposition 8.10 and Lemma 5.15, it
satisfies boundary conditions (19) and (21). To finish the proof of Theorem 2.3, we
need to check that ξu satisfies inequality (67). Indeed, by Proposition 8.10,
‖ξu − ξu,N‖1,2N+3 = ‖ξu,NT − ξu,N‖1,2N+3 + ‖ξ˜u − ξu,N‖1,2N+3
≤ ‖ξu,NT − ξu,N‖1,2N+3 +O(εN+1h2N+3),
where ξu,NT (t) = ξ
u,N (t− T ). Finally, since ξu,N ∈ X1,1, with ‖ξu,N‖1,1 ≤ O(h), by
(d) in Lemma 5.2, we have that
‖ξu,NT − ξu,N‖1,2N+3 ≤ ‖ξu,N
′‖1,2O(εN+1h2N+2) ≤ O(εN+1h2N+3).
It is analogously checked that the functions ηu1 , η
u,0
2 and η
u,ipi/2
2 defined by η
u
1 (t) =
η˜u1 (t− T ), etc., satisfy bounds (71), (72) and (73), respectively.
6. Outer asymptotic expansion. Proof of Proposition 2.6.
6.1. Euler-MacLaurin Formula and first order difference operators. The
Euler-MacLaurin summation formula states that, given a C∞ function g : [0,∞)→
R, with g(k) ∈ L1(R) for all k ≥ 0, for any N ≥ 1,
∞∑
n=0
g(n) =
∫ ∞
0
g(x)dx+
1
2
g(0)−
N∑
j=1
B2j
(2j)!
g(2j−1)(0)
−
∫ ∞
0
B˜2N (x)
(2N)!
g(2N)(x)dx,
(184)
where B2j are the Bernoulli numbers and B˜2N (x) are periodic functions related to
the Bernoulli polynomials (see, for instance, [17]).
We apply the Euler-MacLaurin formula to obtain integral expressions of the
operators ∆−1h,u and ∆
−1
h,s, defined in (139) and (140), respectively.
Lemma 6.1. If φ is a C∞ function with exponential decay at −∞, then, for any
N ≥ 1,
∆−1h,uφ(t) = −
1
2
φ(t) +
1
h
∫ t
−∞
φ(x)dx+
N∑
j=1
B2j
(2j)!
h2j−1φ(2j−1)(t)
− h2N
∫ ∞
0
B˜2N (x)
(2N)!
φ(2N)(t− xh)dx.
(185)
If φ is a C∞ function with exponential decay at ∞, then, for any N ≥ 1,
∆−1h,sφ(t) = −
1
2
φ(t)− 1
h
∫ ∞
t
φ(x)dx+
N∑
j=1
B2j
(2j)!
h2j−1φ(2j−1)(t)
+ h2N
∫ ∞
0
B˜2N (x)
(2N)!
φ(2N)(t+ xh)dx.
(186)
If φ is an even C∞ function with exponential decay at −∞, then, for any N ≥ 1,
∆−1h,uφ(h/2) =
1
h
∫ 0
−∞
φ(x)dx
− h
2N
2(2N)!
∫ ∞
0
B˜2N (x)
(
φ(2N)(−h
2
− xh) + φ(2N)(−h
2
+ xh)
)
dx
(187)
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The proof is a straightforward computation.
6.2. Introducing the asymptotic expansion. We will obtain the asymptotic
expansion of the outer approximation of order N , ξu,N =
∑N
k=0 ε
kξuk , computing
the asymptotic expansion of the functions ξuk . We recall that these functions were
constructed in the following way:
1. ξu0 = ξ0 is the function defined in (1),
2. for k ≥ 1,
ξuk = G(fuk ), (188)
where fuk is obtained by substituting recursively ξ
u
0 , . . . , ξ
u
k−1 into (63), for
k = 1, and into (64), for k ≥ 2, and G, defined in (156), is a right inverse of
the operator L given by (147). We remark that we can write operator G in
formula (188), using the operator ∆−1h,u defined in (139), as
G(g)(t) = η02∆−1h,u(η1g)(t)− η1∆−1h,u(η02g)(t) + η1∆−1h,u(η02g)(h/2). (189)
In order to obtain the asymptotic expansion in h of ξuk , we modify the above
scheme by substituting G by its asymptotic expansion in h up to order h2N , provided
by the Euler-MacLaurin formula.
More concretely, for a fixed N ≥ 0, we define the sequence of functions ξN0 , . . . ,
ξNN as follows:
1. ξN0 = ξ0 is the function defined in (1),
2. for k ≥ 1,
ξNk = TN (fNk ), (190)
where fNk is obtained by substituting recursively ξ
N
0 , . . . , ξ
N
k−1 into (63), for
k = 1, and into (64), for k ≥ 2, and TN is defined by
TN (g)(t) = 1
h
η02(t)
∫ t
−∞
η1(x)g(x)dx− 1
h
η1(t)
∫ t
0
η02(x)g(x)dx
+
N∑
j=1
B2j
(2j)!
h2j−1
(
η02(t)(η1g)
(2j−1)(t)− η1(t)(η02g)(2j−1)(t)
)
.
(191)
TN is obtained formally replacing in (189) the operator ∆−1h,u by formula (185),
computing ∆−1h,u(η
0
2g)(h/2) with formula (187) and dropping the error terms.
We remark also that the operator TN , unlike the operator G in (189), is defined
for complex h. In Lemma 6.3 we will give a precise description of the dependence
of TN with respect to h.
6.3. The operator TN and its approximating properties. In this section we
will prove that the operator TN is well defined between suitable Banach spaces and
that it is indeed a good approximation of the operator G used in the recurrence (188)
that defines the functions ξuk .
We introduce, for l,m ∈ R, the spaces
X el,m(β1, β2, r1, r2, δ) = {ξ ∈ Xl,m(β1, β2, r1, r2, δ) | ξ is even}. (192)
They are Banach spaces with the norm defined in Xl,m (see (152) and (153)). It is
clear that X el,m ⊂ Xl,m, with the same norm.
Analogously to the function Vk(t) introduced in (155), we define
V (t, s) = η02(t)η1(t+ s)− η1(t)η02(t+ s). (193)
We remark that, like Vk(t), the map t→ V (t, s) is ipi-periodic.
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Using this function V and performing the change of variables x = t+ s in (191),
the operator TN can be written as
TN (g)(t) = 1
h
∫ 0
−∞
V (t, s)g(t+ s)ds+
1
h
η1(t)
∫ 0
−∞
η02(s)g(s)ds
+
N∑
j=1
B2j
(2j)!
h2j−1
∂2j−1
∂s2j−1
(
V (t, s)g(t+ s)
)
|s=0,
(194)
which is the equivalent expression to G in (156) with integrals instead of sums and
the correcting term given by the Euler-MacLaurin formula (see also (154)).
Lemma 6.2. We denote τ = |t − ipi/2|, τs = |t − s − ipi/2|. Given β1 < β,
0 < β2 < pi/2, 0 < r1 < 1/2, 1/2 < r2 < 1, δ > 0, for any N ≥ 0, β1 < β˜1 < β,
0 < β˜2 < β2, 0 < r˜1 < r1, r2 < r˜2 < 1, there exists CN > 0 such that for any
g ∈ X el,m(β1, β2, r1, r2, δ), any 0 ≤ j ≤ 2N , |h| < h0, any t ∈ U(β˜1, β˜2, r˜1, r˜2, δ),
Im t ≥ 0, and any s ∈ R+, we have that
| ∂
j
∂sj
V (t, s)g(t+ s)| ≤

CNe
lRe te(l−1)Re s‖g‖l,m/|h|, Re t,Re t+ s ≤ −1,
CNe
lRe te(l−1)Re s‖g‖l,m/(|h|τ2), Re t+ s ≤ −1 ≤ Re t,
CN
|h|
( τ3
τm+j+2s
+
1
τ2τm+j−3s
)‖g‖l,m, −1 ≤ Re t,Re t+ s,
Proof. We remark that V (t, s) = η
ipi/2
2 (t)η1(t + s) − η1(t)ηipi/22 (t + s). Then, from
Lemma 5.1, we have that, for t ∈ U(β1, β2, r1, r2, δ), Im t ≥ 0, s ∈ R+
|V (t, s)| ≤

KNe
−Re s/|h|, if Re t,Re t+ s ≤ −1,
KNe
−Re s/(|h|τ2), if Re t+ s ≤ −1 ≤ Re t,
KN
|h|
(τ3
τ2s
+
τ3s
τ2
)
, if −1 ≤ Re t,Re t+ s,
(195)
for some suitable constant KN > 0, which implies the claim. 2
Lemma 6.3. Assume that l > 1 and m > 4. For any N ≥ 0, β1 < β˜1 < β,
0 < β˜2 < β2, 0 < r˜1 < r1, r2 < r˜2 < 1, TN is a bounded linear map from
X el,m(β1, β2, r1, r2, δ) to X e1,m−2(β˜1, β˜2, r˜1, r˜2, δ), and ‖TN‖ = O(h−2). Moreover, if
g ∈ X el,m(β1, β2, r1, r2, δ), depends also on (ε, h) and is analytic in the domain Uoutε0,h0
defined in (74), then h2TN (g) is analytic in Uoutε0,h0 . Furthermore, TN preserves
oddness with respect to h and ipi-antiperiodicity with respect to t.
Proof. It is clear that if g is real with respect to t, so is TN (g). On the other hand,
since η1 is odd and η
0
2 is even, we deduce from (191) that TN preserves evenness
with respect to t.
Since the function t→ V (t, s) is pii-periodic and η1 is pii-antiperiodic, from (194)
we have that TN preserves pii-antiperiodicity.
Now we check that TN is a well defined operator from X el,m(β1, β2, r1, r2, δ) to
X e1,m−2(β˜1, β˜2, r˜1, r˜2, δ), with norm bounded by O(h−2). We introduce IN and JN ,
with TN = IN +JN , where IN is the first line of the right hand side in (194), that
is, is the integral part of TN , while JN is the second line of the right hand side
of (194).
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We claim that both IN and JN are bounded and linear from X el,m(β1, β2, r1, r2, δ)
to X e1,m−2(β˜1, β˜2, r˜1, r˜2, δ) with norm bounded by O(h−2). We prove this claim for
each operator separately.
We deal with first with IN . Since real analyticity is preserved, we only need to
consider t with Im t ≥ 0. The claim follows using the arguments in the proof of
Lemma 5.4 to obtain, if Re t ≤ −1,
|e−Re tIN (g)(t)| ≤ O(h−2)‖g‖l,m,
and, if −1 ≤ Re t,
|τm−2IN (g)(t)| ≤ O(h−2)‖g‖l,m,
which proves the claim for IN .
Now we check that JN also satisfies the claim.
Using (195), if g ∈ X el,m(β1, β2, r1, r2, δ), we have ∂
2j−1
∂s2j−1
(
V (t, s)g(t + s)
)
|s=0 ∈
X el,2j+m−2(β˜1, β˜2, r˜1, r˜2, δ) and
∥∥∥ ∂2j−1∂s2j−1 (V (t, s)g(t+s))|s=0∥∥∥l,2j+m−2 ≤ O( 1h )‖g‖l,m.
Hence, by Lemma 5.2, ∂
2j−1
∂s2j−1
(
V (t, s)g(t + s)
)
|s=0 ∈ X e1,m−2(β˜1, β˜2, r˜1, r˜2, δ) and∥∥∥ ∂2j−1∂s2j−1 (V (t, s)g(t+ s))|s=0∥∥∥l,m−2 ≤ O(h−2)‖g‖l,m, which proves the claim for JN .
Finally, if g is analytic in Uoutε0,h0 , since h2η1(t)η02(t) is meromorphic with respect
to t and entire with respect to h, TN (g) is analytic in Uoutε0,h0 . Moreover, since
η1(t)η
0
2(t)/h is even with respect to h, TN preserves parity with respect to h. 2
Lemma 6.4. Let l > 1, m > 4. For any N ≥ 0, β1 < β, 0 < β2 < pi/2, 0 < r1 <
1/2, 1/2 < r2 < 1, 0 ≤ k ≤ N , 0 < h < h0 and for any g ∈ X el,m(β1, β2, r1, r2, δ),
‖G(g)− TN (g)‖1,m+2N−2 = O(h2N−2)‖g‖l,m.
Proof. For g ∈ X el,m, using (185), (187), and the function V (t, s) introduced in (193),
we can write the difference of the operator as
G(g)− TN (g) = E1(g) + E12(g) + E22(g), (196)
where
E1(g)(t) = −h2N−1
∫ 0
−∞
B˜2N ((t− s)/h)
(2N)!
∂2N
∂s2N
(
V (t, s)g(t+ s)
)
ds, (197)
E12(g)(t) = −
h2N
2
η1(t)
∫ ∞
0
B˜2N (x)
(2N)!
(η2g)
(2N)(−h/2− xh)dx, (198)
E22(g)(t) =
h2N
2
η1(t)
∫ ∞
0
B˜2N (x)
(2N)!
(η02g)
(2N)(−h/2 + xh)dx, (199)
We consider each term of the right hand of (196) separately. Moreover, since both G
and TN preserve real analyticity, it is enough to compute their bounds for Im t ≥ 0.
Now we bound ‖E1(g)‖1,m+2N−2. We recall that B˜2N is a bounded periodic func-
tion. Hence, we can assume that |B˜2N (x)/h)/(2N)!| is bounded by some constant
C. Using Lemma 6.2, we have that, for Re t ≤ −1,
|e−Re tE1(g)(t)| ≤ Ce−Re th2N−1
∫ 0
−∞
elRe te(l−1)Re s‖g‖l,m
h
ds ≤ Ch2N−2‖g‖l,m,
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and, for −1 ≤ Re t,
| E1(g)(t)
τ2−m−2N
| ≤ C h
2N−1
τ2−m−2N
∫
Re t+s≤−1
| ∂
2N
∂s2N
(
V (t, s)g(t+ s)
)|ds
+ C
h2N−1
τ2−m−2N
∫
−1≤Re t+s
| ∂
2N
∂s2N
(
V (t, s)g(t+ s)
)|ds
≤ 2Ch2N−2‖g‖l,m.
Consequently, ‖E1(g)‖1,m+2N−2 ≤ O(h2N−2)‖g‖l,m. Now we obtain a suitable
bound for E12(g). From (150), since g ∈ Xl,m, we have that, for Re t ≤ −1,
|η02(t)g(t)| ≤ C e
2Re t
h2 ‖g‖l,m and, consequently, for −1 ≤ Re t, |(η02(t)g(t))(2N)| ≤
C e
2Re t
h2 ‖g‖l,m. Hence, since the integral in E12(g) is computed along the real line,
using (148) and (149), we have that ‖E12(g)‖1,m+2N−2 ≤ O(h2N−2)‖g‖l,m. The
same bounds apply to E22(g). 2
6.4. The outer asymptotic expansion.
Lemma 6.5. For any N ≥ 0, β1 < β, 0 < β2 < pi/2, 0 < r1 < 1/2, 1/2 < r2 < 1,
the sequence (ξNk )k=0,...,N , obtained by the recurrence (190), is indeed well defined
and ξNk belongs to X e1,2k+1(β1, β2, r1, r2, δ) with ‖ξNk ‖1,2k+1 = O(h2k+1). Moreover,
they are analytic in Uoutε0,h0 (see (74)), odd with respect to h and ipi-antiperiodic with
respect to t.
Proof. Since ξN0 = ξ
0 is the function defined in (1), the claim is trivial for k = 0.
We prove the claim for k ≥ 1 by induction.
First we consider the case k = 1. Let β∗1 < β1, β2 < β
∗
2 < pi/2, r1 < r
∗
1 < 1/2,
0 < r∗2 < r2. By (64), we have that f
N
1 = V
′ ◦ ξN0 . Since V ′(y) = O(y5), by
(c) in Lemma 5.2, fN1 ∈ X e5,5(β∗1 , β∗2 , r∗1 , r∗2 , δ), fN1 is odd with respect to h and
‖fN1 ‖5,5 ≤ O(h5). Furthermore, fN1 is analytic in Uoutε0,h0 . Hence, by Lemma 6.3,
ξN1 = TN (fN1 ) belongs to X e1,3(β˜1, β˜2, r˜1, r˜2, δ), for any β∗1 < β˜1 < β1, β2 < β˜2 <
β∗2 < pi/2, r1 < r˜1 < r
∗
1 < 1/2, 0 < r
∗
2 < r˜2 < r2 and ‖ξN1 ‖1,3 = O(h3), and is
analytic in Uoutε0,h0 and odd with respect to h.
We assume, by induction, that the functions ξNk , defined by the above recurrence,
exist and verify the claimed properties for k = 1, . . . , j − 1. We recall that
fNj = µ
j∑
n=2
1
n!
f (n) ◦ ξ0
∑
j1+···+jn=j
1≤j1,...,jn≤j
ξNj1 · · · ξNjn+
+
j−1∑
n=1
1
n!
V (n+1) ◦ ξ0
∑
j1+···+jn=j−1
1≤j1,...,jn≤j−1
ξNj1 · · · ξNjn .
Note that, since, by the induction hypothesis, ξNk , k = 0, . . . , j−1, are even with re-
spect to t, so is fNj . Besides, since by the induction hypotheses, ξ
N
k , k = 0, . . . , j−1,
are odd with respect to h and f(y) and V ′(y) are odd with respect to y, fNj is odd
with respect to h. Moreover, as was already pointed out in Section 5.3, in the
proof of Proposition 5.5, when we proved analogous properties of the sequence
of functions fuk , we have that f
N
j ∈ X e3,2j+3(β˜j1, β˜j2, r˜j1, r˜j2, δ), for β∗1 < β˜j1 < β1,
β2 < β˜
j
2 < β
∗
2 , r1 < r˜
j
1 < r
∗
1 , r
∗
2 < r˜
j
2 < r2 and ‖fNj ‖3,2j+3 = O(h2j+3).
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It is clearly analytic in Uoutε0,h0 . Then, by Lemma 6.3, ξNj = TN (fNj ) belongs
to X e1,2j+1(β˜j+11 , β˜j+12 , r˜j+11 , r˜j+12 , δ), with β˜j1 < β˜j+11 < β1, β2 < β˜j+12 < β˜j2,
r1 < r˜
j+1
1 < r˜
j
1, r˜
j
2 < r˜
j+1
2 < r2 and ‖ξNj ‖1,2j+1 = O(h2j+1), and analytic in
Uoutε0,h0 and odd with respect to h. 2
Lemma 6.6. Under the hypothesis of Proposition 2.6, the functions (ξuk )0≤k≤N and
(ξNk )0≤k≤N verify
‖ξuk − ξNk ‖1,2k+2N+1 = O(h2N+2k+1), k = 0, . . . , N. (200)
Proof. We use induction. The case k = 0 is trivial, since ξu0 = ξ
N
0 = ξ0.
Now we consider the case k = 1. By recurrences (188) and (190), we have that
ξu1 = G(fu1 ), ξN1 = TN (fN1 ),
where, in this case fu1 = f
N
1 = f1(ξ
0) = V ′ ◦ ξ0. Since V ′(y) = O(y5), f1(ξ0) ∈ X5,5
and ‖f1(ξ0)‖5,5 ≤ O(h5). Hence, by Lemma 6.4 with l = m = 5,
‖ξu1 − ξN1 ‖1,2N+3 ≤ ‖G(f1)− TN (f1)‖1,2N+3 ≤ O(h2N+3),
which proves the claim for k=1.
We assume now that, for 0 ≤ j ≤ k−1, the functions ξuj and ξNj satisfy (200). We
recall that ξuj ∈ X1,2j+1, ξNj ∈ X e1,2j+1 and ‖ξuj ‖1,2j+1 = ‖ξNj ‖1,2j+1 = O(h2j+1).
We claim that, under the induction hypothesis, the functions fuk and f
N
k obtained
by substituting (ξuj )0≤j≤k−1 and (ξ
N
j )0≤j≤k−1, respectively, into (64) satisfy
‖fuk − fNk ‖3,2N+2j+3 ≤ O(h2n+2j+3). (201)
Indeed, we have that
fuk − fNk = µ
k∑
n=2
1
n!
f (n) ◦ ξ0
∑
j1+···+jn=k
1≤j1,...,jn≤k
(ξuj1 · · · ξujn − ξNj1 · · · ξNjn)+
+
k−1∑
n=1
1
n!
V (n+1) ◦ ξ0
∑
j1+···+jn=k−1
1≤j1,...,jn≤k−1
(ξuj1 · · · ξujn − ξNj1 · · · ξNjn).
By the induction hypothesis, in the first sum, since j1 + · · ·+ jn = k, ‖ξuj1 · · · ξujn −
ξNj1 · · · ξNjn‖n,2k+2N+n = O(h2k+2N+n). On the other hand, for n = 2, ‖f ′′ ◦ ξ0‖1,1 =
O(h), which implies that ‖f ′′ ◦ξ0(ξuj1 · · · ξujn−ξNj1 · · · ξNjn)‖3,2k+2N+3 = O(h2N+2k+3).
For n ≥ 2, by Lemma 5.2, we have that ‖f (n)◦ξ0(ξuj1 · · · ξujn−ξNj1 · · · ξNjn)‖3,2k+3 =
O(h2k+2N+3). The terms in the second sum can be bounded analogously taking into
account that ‖V (n+1) ◦ ξ0‖5−n,5−n = O(h5−n), for n = 1, . . . , 5, and V (n+1) ◦ ξ0 is
bounded for n ≥ 5. Hence inequality (201) is proven.
Finally, using Lemma 5.4, inequality (201), Lemma 6.4 and the fact that fNk ∈
X e3,2k+3, with ‖fNk ‖3,2k+3 = O(h2k+3), we have that
‖ξuk − ξNk ‖1,2k+2N+1 = ‖G(fuk )− TN (fNk )‖1,2k+2N+1
≤ ‖G(fuk )− G(fNk )‖1,2k+2N+1 + ‖G(fNk )− TN (fNk )‖1,2k+2N+1
≤ O(h2k+2N+1)
2
Proposition 2.6 follows immediately from Lemmas 6.5 and 6.6.
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7. Asymptotic expansion in the inner variable. Here we give the proofs of
Propositions 2.10 and 2.12, which are closely related.
7.1. Proof of Proposition 2.10. We recall that, by Proposition 2.6, the functions
(ξNk )k=0,...,N are analytic in Uoutε0,h0 with respect to (t, h, ε), even and pii-antiperiodic
with respect to t and odd with respect to h. We expand ξNk in powers of h
ξNk (t, h, ε) =
∑
j≥0
h2j+1χNk,j(t, ε), χ
N
k,j(t, ε) =
1
2pii
∫
γH
ξNk (t, h, ε)
h2j+2
dh, (202)
where γH is the positively oriented circumference of radius H around h = 0, with
0 < H < h0.
By the definition of Uoutε0,h0 in (74), the coefficients χNk,j can be computed by
formula (202) for any t such that H < |t − ipi/2| < pi. It is clear that they are
ipi-antiperiodic and even with respect to t. Moreover, since they do not depend
on h, their only singularity in {t | |t− ipi/2| < pi} is ipi/2.
By Lemma 6.5, for any t with H < |t− ipi/2| < pi, 0 < H < h0,
|χNk,j(t, ε) cosh2k+1 t| ≤
1
2pi
∣∣∣ ∫
γH
ξNk (t, h, ε) cosh
2k+1 t
h2j+2
dh
∣∣∣ ≤ O(H2(k−j)).
Hence, if 0 ≤ j < k, χNk,j ≡ 0.
With the same argument, if k ≤ j, for 0 < H < |t− ipi/2| < 2H, we have that
|χNk,j(t, ε) cosh2j+1 t| ≤ O(H2(k−j))| cosh2(j−k) t| ≤ O(1),
which implies that χNk,j has a pole of order at most 2j + 1.
Defining ΞNk,m = χ
N
k,k+m, we have proven the first part of Proposition 2.10.
Formula (82) follows from the Laurent expansion of ΞNk,m,
ΞNk,m(t, ε) =
∑
l≥−m−k−1
aNk,m,l(ε)(t−
ipi
2
)2l+1,
making the change t = ipi/2 + hz, and reordering the absolutely convergent series
ξNk (
ipi
2
+ hz, ε, h) =
∑
m≥0
h2m+2k+1ΞNk,m(
ipi
2
+ hz, ε)
=
∑
n≥0
h2n
∑
m≥0
aNk,m,n−k−m−1(ε)z
−2(m+k−n)−1.
We finally check claim (83). We fix N < N ′. Assume that there exists m such
that m ≤ N − 1 and ΞNk,m − ΞN
′
k,m 6= 0 and take m minimal. In particular, there
exist t, C ∈ R such that, for 0 < h < h0,
|ξNk (t)− ξN
′
k (t)| ≥ Ch2m+2k+1.
But, by Lemma 6.6, we have that
|ξNk (t)− ξN
′
k (t)| ≤ |ξNk (t)− ξuk (t)|+ |ξuk (t)− ξN
′
k (t)| ≤ O(h2N+2k+1).
Hence, ΞNk,m = Ξ
N ′
k,m, for all 0 ≤ m ≤ N − 1.
(84) follows from substituting t by ipi/2 + hz and reordering the series.
The fact that the coefficients aNk,m,l are purely imaginary whenever ε is real is an
immediate consequence of ipi-antiperiodicity and real analyticity. 2
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7.2. Proof of Proposition 2.12. By Proposition 2.6, the outer asymptotic ex-
pansion ξN,out =
∑N
k=0 ε
kξNk in (77) is analytic in Uoutε0,h0 , even and pii-antiperiodic
with respect to t, odd with respect to h and ‖ξN,out‖1,1 ≤ O(h).
We define EN as
EN (t, ε, h) = ξN,out(t+ h/2, h, ε) + ξN,out(t− h/2, h, ε)−F(ξN,out(t), h, ε), (203)
where F was introduced in (59).
We first remark that, since ξN,out is analytic in Uoutε0,h0 , EN is analytic in
U˜out = {(t, h, ε) ∈ C3 | |ε| < ε0, dist(t, ikpi/2) > 32 |h|, k ∈ Z, |h| < h0}. (204)
Moreover, since ξN,out is even and ipi-antiperiodic with respect to t and F(y, h, ε)
is odd with respect to y and even with respect to h, EN is even and ipi-antiperiodic
with respect to t, and odd with respect to h. Hence
EN (t, ε, h) =
∑
k≥0
h2k+1ENk (t, ε), E
N
k (t, ε) =
1
2pii
∫
γH
EN (t, h, ε)
h2k+2
dh, (205)
where γH is the positively oriented circumference of radius H around h = 0 and
0 < H < h0.
Using that the function ξu, given by Theorem 2.3, is a solution of the invariance
equation (54) and inequalities (67) and (78), we have that, for 0 < h < h0 and
t ∈ Du,outδ (skipping the dependence on ε),
|EN (t, h)| ≤ |ξN,out(t+ h/2, h)− ξu(t+ h/2)|+ |ξN,out(t− h/2, h)− ξu(t− h/2)|
+ |F(ξN,out(t, h), h)−F(ξu(t), h), h)| ≤ C(t)h2N+3,
which implies that ENk ≡ 0 for k = 1, . . . , N .
On the other hand, since ‖ξN,out‖1,1 ≤ O(h), we have that ‖EN‖1,1 ≤ O(h).
Hence, we have that, for 0 < H < |t− ipi/2| < 2H,
|ENk (t, ε) cosh2k+1 t| ≤ O(H−2k)| cosh2k t| ≤ O(1),
from which we can deduce that ENk has a pole of order at most 2k + 1 at ipi/2.
Therefore, we can write EN in the form
EN (t, ε, h) =
∑
k≥N+1
h2k+1
∑
`≥−k
ENk,`(ε)(t− ipi/2)2`−1. (206)
Hence, by substituting t = ipi/2 + hz into (206), we have that
EN (i
pi
2
+ hz, ε, h) =
∑
n≥0
h2nENn (z, ε)
where
ENn (z, ε) =
∑
k≥N+1
ENk,n−k(ε)
1
z2k−2n+1
. (207)
Finally, the formal series φ˜n introduced in (87) are the formal limit of
φNn (z, ε) =
N∑
k=0
εkφNk,n(z, ε) (208)
the functions φNk,n given by Proposition 2.10. “Formal limit” means that each
coefficient of the z-expansion of φNn is a finite sum of holomorphic functions in ε.
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The function ENn is the error when substituting φN0 , . . . , φNn into equations (94),
for n = 0, and (95), for n ≥ 1. Hence, by equation (207), we have that ENn (z, ε) =
O(1/z2(N−n)+3), which implies that ENn (z, ε) tends formally in the above sense to 0,
when N → +∞, and, consequently, that φ˜n are formal solutions of equations (94),
for n = 0, and (95), for n ≥ 1. 2
8. Matching inner and outer approximations. Proofs of Theorems 2.18
and 2.20.
8.1. Starting point and domains in the inner variable. Let N ∈ N∗, h ∈
(0, hN ) and δ ∈ (max{ρN , RN}h, pi/2), so that we can apply Theorem 2.3: the
solution ξu of equation (54) is known to be holomorphic for t ∈ Du,outδ and ε ∈
D(0, ε0) and is well approximated by ξu,N (see (67)), while ξu,N is well approximated
by ξN,out =
∑N
k=0 ε
kξNk (t, h, ε) (see (78)).
According to Remark 2.5, all this is valid for t in a domain larger than Du,outδ .
Let us use the inner variable and set
φu(z) = ξu(ipi/2 + hz). (209)
The function φu satisfies equation (91) and is holomorphic at least in the domain
D˜out =
{
z ∈ C | Re z ≤ 0, δ
h
≤ |z| ≤ 3 δ
h
, −pi − β
2
≤ arg (z) ≤ −pi
2
}
∪
{
z ∈ C | Re z ≥ 0, −3 δ
h
≤ Im z ≤ − δ
h
, −pi
2
≤ arg (z) ≤ −β
2
}
,
(210)
which is only a part of the domain which corresponds to U(β/2, β/2, 0, cos(β/2), δ)
by the change of variable t 7→ z = t−ipi/2h .
Our aim is to follow the analytic continuation of ξu in Du,inh (RN ). Since ξ
u is
real analytic, we can restrict ourselves to the upper half-plane {Im t > 0}; we thus
need to show that φu admits an analytic continuation in
D˜∗in =
{
z ∈ C | Re z ≤ 0, Im z ≤ 0, 2RN < |z| ≤ δ
h
}
∪
{
z ∈ C | Re z ≥ 0, − δ
h
≤ Im z ≤ −2RN , −pi
2
≤ arg (z) < −β
}
(observe that D˜out ∪ D˜∗in is connected—see Figure 7). Moreover, we want to esti-
mate φu − φu,N in D˜∗in, with φu,N =
∑N
n=0 h
2nφun(z, ε) holomorphic in Duin(RN )
(according to (100) and Theorem 2.14—observe that both D˜out and D˜∗in are con-
tained in Duin(RN )). Up to the factor |ε| in the right-hand side of inequality (111),
Theorem 2.18 is a consequence of
Proposition 8.1. The holomorphic in D˜out function
Ψ = φu − φu,N ,
admits an analytic continuation in D˜out ∪ D˜∗in which satisfies
|Ψ(z)| = O(ANδ |z|−2), |
d
dz
Ψ(z)| = O(ANδ |z|−3), z ∈ D˜∗in, (211)
provided that h and ANδ are small enough.
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Figure 7. The domains D˜out and D˜∗in.
The following pages until Section 8.5 are devoted to proving this proposition and,
finally, incorporating the missing factor |ε| in the right-hand side of (211), so as to
complete the proof of Theorem 2.18. The proof of Theorem 2.20 will be addressed
using similar tools in Sections 8.6–8.7.
In view of Section 4, we introduce a domain which is larger than D˜∗in:
D˜∗∗in =
{
z ∈ C | Re z ≤ 0, RN < |z| ≤ 2 δ
h
, −pi − β
4
< arg (z) ≤ −pi
2
}
∪
{
z ∈ C | Re z ≥ 0, −2 δ
h
< Im z ≤ −RN , −pi
2
≤ arg (z) < −3
4
β
}
.
(212)
This is a domain of type (II), which we can write as
D˜∗∗in = Ur−,r+ , (213)
with certain piecewise analytic functions r±. We also introduce
D˜in = Ur−−2,r+ . (214)
The domain
U = D˜in \ D˜∗∗in = Ur−−2,r− (215)
will play the role of a boundary layer: since U ⊂ D˜out ∩ D˜in ⊂ Duin(RN ), the
function φu is holomorphic in a neighborhood of the closure of U = Ur−−2,r− ,
while φu,N is holomorphic in a neighborhood of D˜in = Ur−−2,r+ , and the difference
equation (91) will provide the continuation of φu in D˜in (see Figures 7 and 8).
The starting point for the matching method is
Lemma 8.2. Let ψ∗ denote the restriction of the function φu−φu,N to the boundary
layer U . Then
|ψ∗(z)| = O((hδ )2ANδ ), | ddzψ∗(z)| = O((hδ )3ANδ ), z ∈ U.
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Figure 8. The domain D˜in = D˜∗∗in ∪ U superimposed over D˜out ∪ D˜∗in.
Moreover, ψ∗ admits a continuation which is holomorphic in a neighborhood of the
closure of U and which satisfies the nonlinear difference equation
ψ(z + 1) + ψ(z − 1) = F ◦ (φu,N + ψ)(z)− (φu,N (z + 1) + φu,N (z − 1)) (216)
in a neighborhood of the curve
{
z ∈ C | Re z = r−(Im z)− 1
}
.
Notice that equation (216) makes sense for z ∈ Ur−−1,r+−1 provided that the
unknown function ψ has a sufficiently small modulus in this domain (so that F ◦
(φu,N + ψ) be defined) and is defined in D˜in = Ur−−2,r+ . We will prove that there
is a unique such solution whose restriction to U is ψ∗; this function will necessarily
be analytic and it will provide the continuation of Ψ.
Proof of Lemma 8.2. Equation (216) is just a rephrasing with the unknown
ψ = φ− φu,N of the invariance equation (91), which is indeed satisfied by φu.
By (67) and (78), for z ∈ D˜out,
|φu(z)− ξN,out(ipi/2 + hz)| ≤ O(ε(hδ )2N+3) (217)
and
(
h
δ
)2
ANδ =
(
h
δ
)2N+3
+hδ2N+1. It remains to bound |ξN,out(ipi/2+hz)−φu,N (z)|.
On the one hand, by Theorem 2.14, φun ∼ φ˜n, where φ˜n is given in (88). Hence
|φun(z)−
N∑
l=0
B`,n
z2(`−n)+1
| ≤ O( 1
z2(N−n)+3
),
where B`,n are defined in (89). Consequently,
|φu,N (z)−
N∑
n=0
h2N
N∑
l=0
B`,n
z2(`−n)+1
| ≤ O( 1
z2N+3
). (218)
On the other hand, by Proposition 2.10 and formula (86),
|φNk,n(z)−
N∑
m=0
Ak,n,m
z2(m+k−n)+1
| ≤ O( 1
z2(N+k−n)+3
). (219)
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In particular,
|φNk,n(z)| ≤ O(
1
z2(k−n)+1
). (220)
Hence, by (77) and (82), and using (220) with n = N + 1, we have that
|ξN,out(ipi/2 + hz)−
N∑
n=0
h2n
N∑
k=0
εkφNk,n(z)| ≤ O(h2N+2z2N+1).
Now, using this last inequality and (219), we get
|ξN,out(ipi/2+hz)−
N∑
n=0
h2n
N∑
k=0
εk
N∑
m=0
Ak,n,m
z2(m+k−n)+1
| ≤ O(h2N+2z2N+1)+O( 1
z2N+3
).
(221)
Finally, by (89), we have
|
N∑
n=0
h2n
N∑
k=0
εk
N∑
m=0
Ak,n,m
z2(m+k−n)+1
−
N∑
n=0
h2n
N∑
`=0
B`,n
z2(`−n)+1
| ≤ O( 1
z2N+3
). (222)
Hence, by (218), (221) and (222), we obtain
|ξN,out(ipi/2 + hz)− φu,N (z)| ≤ O(h2N+2z2N+1) +O( 1
z2N+3
).
The bound for |ψ∗| follows since z ∈ D˜out ⇒ δ/h ≤ |z| ≤ 3 sec(β/2) δ/h.
Moreover, z ∈ U ⇒ D(z, sin(β/4)|z|) ⊂ D˜out, hence the Cauchy inequalities yield
the claimed bounds for | ddzψ∗|. 2
8.2. Definition of the operators involved in the matching method. Let us
introduce the intermediary set
D˜′in = Ur−−1,r+−1. (223)
As already mentioned, the matching method will rely on considering equation (216),
to be satisfied in D˜′in by an unknown ψ defined in D˜in, with boundary condition
ψ|U = ψ∗ (224)
(forgetting for a while that the function ψ∗ already has a continuation to a neigh-
borhood of U).
Equation (216) can be written
Lin(ψ) = Hin(ψ), (225)
with a linear map
Lin(ψ)(z) = ψ(z + 1) + ψ(z − 1)− ∂yF(φu0 , 0, ε)ψ(z) (226)
(where φu0 is the solution of the first inner equation (94) given by Theorem 2.14)
and a functional
Hin(ψ) = Gin,N + `in(ψ) +Nin(ψ), (227)
where
Gin,N (z) = F(φu,N (z), h, ε)− φu,N (z + 1)− φu,N (z − 1), (228)
`in(ψ) = (∂yF(φu,N , h, ε)− ∂yF(φu0 , 0, ε))ψ, (229)
Nin(ψ) = F(φu,N + ψ, h, ε)−F(φu,N , h, ε)− ∂yF(φu,N , h, ε)ψ. (230)
We shall have to solve equations of the form Lin(ψ) = Φ, with a given function Φ
defined in D˜′in. As for the homogeneous equation Lin(ψ) = 0 in D˜′in, we already
PERTURBED MCMILLAN MAP 359
know, by Proposition 2.16, a fundamental set of solutions {ψu1 , ψu2 } defined in D˜in
with Wronskian 1. We can thus apply Lemma 4.4 and get
Lemma 8.3. Let
ψh = c1ψ
u
1 + c2ψ
u
2 , (231)
where c1 and c2 are the unique 1-periodic functions whose restrictions to U
′ =
Ur−−2,r−−1 are given by
c1|U ′ = W1(ψ
∗, ψu2 )|U ′ , c2|U ′ = W1(ψ
u
1 , ψ
∗)|U ′ .
Then, for any function Φ defined in D˜′in, there is a unique function ψ defined in D˜in
which satisfies the linear difference equation Lin(ψ) = Φ in D˜′in and the boundary
condition (224). This solution is
ψ = ψh + Gin(Φ),
where
Gin(Φ)(z) =
k∗(z)∑
k=1
(
ψu1 (z − k)ψu2 (z)− ψu1 (z)ψu2 (z − k)
)
Φ(z − k), z ∈ D˜in,
with k∗(z) = bRe z−r−(Im z)+1c ≥ −1 and with the convention that Gin(Φ)(z) = 0
when k∗(z) = −1 or 0 (i.e. when z ∈ U).
Observe that the function ψh does not depend on Φ: it is the unique solution of
the homogeneous equation which satisfies the boundary condition (224).
As a result, the problem of finding ψ defined in D˜in satisfying equation (216)
in D˜′in and the boundary condition (224) is equivalent to the fixed point problem
ψ = ψh + Gin ◦ Hin(ψ). (232)
We shall prove that the right hand side of this equation defines a contraction of a
certain Banach space Y2.
8.3. Banach spaces and technical lemmas. For m ∈ Z, we define the spaces
Ym = {φ : D˜in → C such that ‖φ‖m <∞},
Y ′m = {φ : D˜′in → C such that ‖φ‖m <∞},
(233)
where
‖φ‖m = sup |zmφ(z)|. (234)
With this norm, they are Banach spaces. Since D˜′in ⊂ D˜in and
z ∈ D˜in ⇒ 1 < |z| ≤ max{2 + 2δ/h, 2 sec(3β/4) δ/h} ≤ cδ/h
with c = max{4, 2 sec(3β/4)}, we have the following lemma, whose proof is straight-
forward, analogous to Lemma 5.2.
Lemma 8.4. Let ζ, ζ1, ζ2 be functions defined on D˜in, resp. D˜′in, and m,m1,m2 ∈ Z.
Then
‖ζ1ζ2‖m1+m2 ≤ ‖ζ1‖m1‖ζ2‖m2 ,
and
m1 ≤ m2 ⇒ ‖ζ‖m1 ≤ ‖ζ‖m2 ≤ (cδ/h)m2−m1‖ζ‖m1 .
If moreover ‖ζ‖m = O(hm) and g(y) ∈ ykC{y}, then for h small enough the func-
tions g ◦ ζ is well defined on D˜in, resp. D˜′in, with
‖g ◦ ζ‖km = O(hkm).
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The linear map Gin and the function ψh defined in Lemma 8.3 satisfy the following
Lemma 8.5. For m ∈ Z, Gin induces a bounded linear map Gin : Y ′m → Y2, with
m ≤ 3 ⇒ ‖Gin‖ = O
(
(δ/h)4−m
)
, m ≥ 5 ⇒ ‖Gin‖ = O(1).
On the other hand, ψh ∈ Y2 and ‖ψh‖2 = O(ANδ ).
(One could deal with the case m = 4 as well: an adaptation of the proof shows
that ‖Gin‖ = O(ln(δ/h)) in this case.)
Proof. By Proposition 2.16, ψu1 ∈ Y2 and ψu2 ∈ Y−3 with constants C1, C2 > 0 such
that ‖ψ1‖2 ≤ C1 and ‖ψ2‖−3 ≤ C2. Thus, for Φ ∈ Y ′m and z ∈ D˜in,
|z2Gin(Φ)(z)| ≤ C1C2‖Φ‖m
k∗(z)∑
k=1
ak(z), ak(z) = |z − k|−m−2|z|5 + |z − k|3−m.
We take into account that, for 1 ≤ k ≤ k∗(z),
|z − k| ≥ |z| sin(3β/4), 1 ≤ |z|, |z − k| ≤ cδ/h, k∗(z) ≤ c′δ/h
with c′ = 2 + 2 cot(3β/4) (the first inequality is obtained by distinguishing the case
Re z ≤ 0, for which it is obvious, from the case Re z > 0, for which |z−k| ≥ |Im z| ≥
|z| sin(3β/4)) and we distinguish three cases:
1. If m ≤ −3, then −m− 2 > 0 and 3−m ≥ 0, hence ak(z) ≤ 2(cδ/h)3−m,
‖Gin(Φ)‖2 ≤ 2c3−mc′C1C2(δ/h)4−m‖Φ‖m.
2. If −2 ≤ m ≤ 3, then −m− 2 ≤ 0 and 3−m ≥ 0 imply
ak(z) ≤ |z|3−m(sin(3β/4))−m−2 + |z − k|3−m ≤ cm(δ/h)3−m
with cm = c
3−m(1 + (sin(3β/4))−m−2), whence
‖Gin(Φ)‖2 ≤ cmc′C1C2(δ/h)4−m‖Φ‖m.
3. If m ≥ 5, then −m − 2 < 0 and 3 −m ≤ −2 imply ak(z) ≤ |z − k|3−m
(
1 +
(sec(3β/4))5
)
, whence
‖Gin(Φ)‖2 ≤
(
1 + (sec(3β/4))5
)
C1C2‖Φ‖m
k∗(z)∑
k=1
|z − k|3−m
and we can write Re z = ρ + K with − 12 < ρ ≤ 12 and K ∈ Z, |z − k| ≥
|ρ+K − k| ≥ |K − k| − 12 and
k∗(z)∑
k=1
|z − k|3−m ≤ 1 +
∑
k∈N∗, k 6=K
(|K − k| − 12)3−m <∞.
As for ψh, we use the formulas (231) and the bounds on ψ
∗ and ddzψ
∗ in the
boundary layer U given in Lemma 8.2: for z ∈ U ′,
|ψ∗(z)| ≤ C∗ANδ (δ/h)−2, |∆1ψ∗(z)| ≤ C∗ANδ (δ/h)−3
and (using Proposition 2.16, Cauchy inequalities and the fact that |z|, |z + 1| ∈
[δ/h, 3δ/h])
|ψu1 (z)| ≤ C1(δ/h)−2, |∆1ψu1 (z)|≤ C1(δ/h)−3
|ψu2 (z)| ≤ C2(δ/h)3, |∆1ψu2 (z)| ≤ C2(δ/h)2,
(235)
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with suitable constants C1, C2, whence
‖c1‖0 ≤ C∗C2ANδ , ‖c2‖0 ≤ C∗C1ANδ (δ/h)−5,
by periodicity of c1 and c2. Now, ‖ψu1 ‖2 ≤ C1 and, in view of Lemma 8.4, ‖ψu2 ‖2 ≤
c5C2(δ/h)
5 thus ‖ψh‖2 ≤ (1 + c5)C∗C1C2ANδ . 2
8.4. Solution of the fixed point equation (232) in D˜in. We shall look for a
solution of (232) with small enough norm in Y2. For this, we shall study separately
the three terms which form Gin ◦ Hin(ψ) = Gin(Gin,N ) + Gin ◦ `in(ψ) + Gin ◦ Nin(ψ).
Lemma 8.6. The function Gin,N defined in (228) belongs to Y ′−2N+1 and satisfies
‖Gin,N‖−2N+1 = O(h2N+2). As a consequence
Gin(Gin,N ) ∈ Y2, ‖Gin(Gin,N )‖2 = O(ANδ ). (236)
Proof. Since φu,N =
∑N
n=0 h
2nφun and the functions φ
u
n are solutions of the first and
secondary inner equations up to order N , we have that
∂kGin,N
∂(h2)k
(z)h=0 = 0, k = 0, . . . , N.
Hence, we can bound Gin,N (z) by
h2N+2
(N+1)! suph¯∈[0,h] |∂
N+1Gin,N
∂(h2)N+1
(z)|. We remark that
φu,N is a polynomial of degree ≤ N in h2. Hence,
∂N+1Gin,N
∂(h2)N+1
=
∂N+1
∂(h2)N+1
F(φu,N , h, ε) = ∂
N+1
∂(h2)N+1
∑
`≥0
h2`F`(φu,N , ε),
where the functions F` where introduced in (92).
In order to bound this derivative, first we observe that, by Theorem 2.14 and
by formula (88), ∂
i
∂(h2)i
(
φu,N
)
= O(φui ) ∈ Y−2i+1, and that ‖ ∂
i
∂(h2)i
(
φu,N
) ‖−2i+1 is
bounded independently of h.
We remark that the functions F` verify:
∂j
∂zj
F`(z, ε) = O(1), if j is odd, (237)
∂j
∂zj
F`(z, ε) = O(z), if j is even. (238)
Using the Faa-di-Bruno formula,
| ∂
k
∂(h2)k
(F` ◦ φu,N )| ≤
k∑
j=1
|∂
kF`
∂zk
◦ φu,N ||z|2k−j
taking into account that, since φu,N = O(z−1), the largest term corresponds to
j = 1, we have, if k ≤ N , | ∂k
∂(h2)k
(F` ◦ φu,N ) ≤ |z|2k−1. In the case k = N +
1, one needs to take into account that ∂N+1φu,N/∂(h2)N+1 = 0, so, the term
corresponding to j = 1 is zero and the largest term corresponds to j = 2, obtaining
| ∂k
∂(h2)k
(F` ◦ φu,N ) ≤ |z|2N−1.
Once we have bound the derivatives of the functions F` ◦ φu,N , one can apply
the Leibnitz rule obtaining
| ∂
N+1
∂(h2)N+1
(
h2`F` ◦ φu,N
) | ≤ {|z|2N−1 if ` ≤ N + 1|z|2N−1h2(`−N−1) if ` > N + 1
which gives the final bound on Gin,N .
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Then, by Lemma 8.5 with m = −2N + 1 < 3, we get Gin(Gin,N ) ∈ Y2 and
‖Gin(Gin,N )‖2 ≤ O(δ2N+3/h) ≤ O(ANδ ). 2
Lemma 8.7. The operator `in defined in (229) induces a bounded linear map from
Y2 to Y2 with ‖`in‖ = O(h2). As a consequence, Gin ◦ `in induces a bounded linear
operator of Y2 with ‖Gin ◦ `in‖ = O(δ2).
Proof. We write `in as
`in(ψ) = (∂yF(φu,N , h, ε)− ∂yF(φu,N , 0, ε)− ∂yF(φu,N , 0, ε)− ∂yF(φu0 , 0, ε))ψ.
Taking into account that, by Theorem 2.14, |φu0 (z)| ≤ C|z| , and |φu,N (z)− φu0 (z)| ≤
O(h2|z|), and using again formula (92) and inequalities (237) and (238), we have
that
|`in(ψ)(z)| ≤ CNh2|ψ(z)|, z ∈ D˜in
with a suitable constant CN > 0.
Then, Lemma 8.5 with m = 2 shows that the operator Gin ◦ `in : Y2 → Y2 has
norm O(δ2). 2
Lemma 8.8. There exists λN > 0 such that, for any 0 < λ < λN , the functional Nin
of (230) induces a Lipschitz map from the closed ball B2(λ) = {ψ ∈ Y2 | ‖ψ‖2 ≤ λ}
to Y5, with Lipschitz constant O(λ). As a consequence, Gin ◦Nin induces a Lipschitz
map from B2(λ) to Y2 with Lipschitz constant O(λ).
Proof. Let be ψ ∈ B2(λ) ⊂ Y2. We write Nin as
Nin(ψ) =
∫ 1
0
(
∂yF(φu,N + tψ, h, ε)− ∂yF(φu,N , h, ε)
)
dt ψ.
Since ‖φu,N‖1 ≤ O(1) and ‖ψ‖2 ≤ λ, using (92), (237) and (238), we have that
‖∂yF(φu,N + tψ)− ∂yF(φu,N )‖3 = O(λ). Hence, if ψ ∈ B2(λ),
‖Nin(ψ)‖5 ≤ O(λ)‖ψ‖2 ≤ O(λ2).
We finally compute the Lipschitz constant of the map Nin. For ψ, ψ˜ ∈ B2(λ),
Nin(ψ)−Nin(ψ˜) =
∫ 1
0
(
∂yF(φu,N + tψ, h, ε)− ∂yF(φu,N + tψ˜, h, ε)
)
ψdt
+
∫ 1
0
(
∂yF(φu,N + tψ˜, h, ε)− ∂yF(φu,N , h, ε)
)
(ψ − ψ˜)dt
Since D2F(y) = O(y) and ‖φu,N‖1 = O(1), by Lemma 5.2, we have that for ψ and
ψ˜ in B2(λ), ‖DF(φu,N + tψ)−DF(φu,N + tψ˜)‖3 = O(1)‖ψ − ψ˜‖2. Then∥∥∥∫ 1
0
(
DF(φu,N + tψ)−DF(φu,N + tψ˜))ψdt∥∥∥
5
= O(λ)‖ψ − ψ˜‖2.
With the same argument, we obtain the same bound for the last integral.
Then Lemma 8.5 with m = 5 shows that the map Gin ◦ Nin : B2(λ) → Y2 has
Lipschitz constant O(λ). 2
Collecting the results of Lemmas 8.5–8.8, we arrive at the solution of our fixed
point problem:
Lemma 8.9. If h and ANδ are small enough, then equation (232) admits a solu-
tion ψ in D˜in, with
|ψ(z)| = O(ANδ |z|−2), z ∈ D˜in.
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Proof. We first observe that h/δ < A
1
2N+1 by definition of ANδ , hence δ < (A
N
δ )
αN
with αN =
1
2N+2 (1+
1
2N+1 ) (because A
N
δ > δ
2N+2 · δh ) and δ can be made arbitrarily
small by requiring ANδ to be small enough.
Let E(ψ) be the map ψ 7→ ψh + Gin ◦ Hin(ψ). Then, by Lemmas 8.5 and 8.6,
E(0) = ψh + Gin(Gin,N ) ∈ Y2, ‖E(0)‖2 ≤ CNANδ
and E induces a Lipschitz map from B2(λ) to Y2 with Lipschitz constant ≤ C ′N (δ2 +
λ) for any positive λ < λN (using Lemmas 8.7 and 8.8). We impose CNC
′
NA
N
δ ≤
1/8, C ′Nδ
2 ≤ 1/4 and choose λ = 2CNANδ , so that the Lipschitz constant of E
on B2(λ) is ≤ 1/2,
‖ψ‖2 ≤ λ ⇒ ‖E(ψ)‖2 ≤ 12‖ψ‖2 + ‖E(0)‖2 ≤ λ
and we get a unique fixed point ψ =
∑
k∈N
(Ek+1(0)−Ek(0)), which satisfies ‖ψ‖2 ≤
2‖E(0)‖2 (because ‖Ek+1(0)− Ek(0)‖2 ≤ 2−k‖E(0)‖2 for each k). 2
8.5. Proof of Proposition 8.1 and end of the proof of Theorem 2.18. The
function ψ that we just found in Lemma 8.9 is defined in D˜in = Ur−−2,r+ and,
by definition of ψh,Gin,Hin, it satisfies the boundary condition ψ|U = ψ∗ with
U = Ur−−2,r− and equation (216) in D˜′in, which can be rewritten
ψ(z) = −ψ(z−2) +F ◦ (φu,N +ψ)(z−1)− (φu,N (z) +φu,N (z−2)), z ∈ Ur−,r+
(239)
(in particular, it follows from our computations that, for all z ∈ Ur−,r+ , |ψ(z − 1)|
is so small that |(φu,N + ψ)(z − 1)| < y0).
Knowing that
• the function φu,N is analytic in Ur−−2,r+ ,
• the function F(y) is analytic for |y| < y0,
• the function ψ∗ admits a continuation which is analytic in a neighborhood of
the closure of Ur−−2,r− and satisfies equation (239) for z in a neighborhood
of the curve {Re z = r−(Im z)} (as claimed in Lemma 8.2),
we deduce that ψ admits a continuation which is analytic in a neighborhood of
Ur−−2,r+ .
Indeed, denoting by S(ψ) the right-hand side of (239), we can argue by induc-
tion and suppose that, for a k ∈ N, the restriction ψ|Ur−−2,r−+k∩Ur−−2,r+ admits a
continuation ψk which is analytic in an open set
Wk ⊃
{
r−(Im z)− 2 ≤ Re z ≤ min{r−(Im z) + k, r+(Im z)}
}
and satisfies ψk = S(ψk) in an open set
Vk ⊃
{
r−(Im z) ≤ Re z ≤ min{r−(Im z) + k, r+(Im z)}
}
.
The function ψ˜k = S(ψk) is then analytic in an open set
W˜k ⊃
{
r−(Im z) ≤ Re z ≤ min{r−(Im z) + k + 1, r+(Im z)}
}
(choosing W˜k small enough so that |(φu,N + ψk)(z − 1)| < y0 there) and coincides
with ψk in Vk; by gluing ψk and ψ˜k we obtain a function ψk+1 analytic in the open
set
Wk ∪ W˜k ⊃
{
r−(Im z)− 2 ≤ Re z ≤ min{r−(Im z) + k + 1, r+(Im z)}
}
.
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Moreover, the restrictions of ψk+1 and ψ to Ur−,r−+k+1 ∩Ur−,r+ coincide (because
ψk+1 = S(ψk) = S(ψ) = ψ in this domain) and
S(ψk+1)|W˜k = S(ψk+1|Wk) = S(ψk) = ψk+1|W˜k ,
i.e. S(ψk+1) = ψk+1 on Vk+1 := W˜k, which yields the next step of the induction.
The claim on Ψ of Proposition 8.1 follows, since the functions ψ and Ψ = φu −
φu,N both coincide with ψ∗ in the boundary layer U = Ur−−2,r− and D˜∗in ⊂ D˜in =
Ur−−2,r+ .
The claim on ddzΨ follows from applying Cauchy estimates to Ψ for z ∈ D˜∗in and
the bounds of Ψ on D˜in.
Moreover, the above arguments show that Ψ thus extended is also holomor-
phic in ε: in fact, Ψ(z, ε) is holomorphic for (z, ε) ∈ (D˜out ∪ D˜∗in) × D(0, ε0), with
|Ψ(z, ε)| ≤ CNANδ |z|−2 in this domain. But Ψ(z, 0) = 0, hence the Schwarz lemma
yields
|Ψ(z, ε)| ≤
(
max
ε˜∈D(0,ε0)
|Ψ(z, ε˜)|
) |ε|
ε0
≤ CNA
N
δ |ε|
ε0|z|2 ,
which is equivalent to the desired inequality (111).
8.6. Rephrasing of Theorem 2.20 in the inner variable. Proof in the case
of ηu1 . We define the functions
Ψu1 (z) = η
u
1 (ipi/2 + hz), Ψ
u,ipi/2
2 (z) = η
u,ipi/2
2 (ipi/2 + hz), (240)
which are holomorphic at least for z ∈ D˜out. According to the first statement in
Theorem 2.4, ηu1 =
d
dtξ
u, hence
Ψu1 = h
−1 dφ
u
dz
, (241)
while the function ηu,02 differs from η
u,ipi/2
2 by Aη
u
1 . Proving Theorem 2.20 is thus
equivalent to following the analytic continuation of Ψu1 and Ψ
u,ipi/2
2 in D˜∗in (this will
provide the analytic continuation for ηu1 and η
u,ipi/2
2 in D
u,in
h (RN ), and thus for η
u,0
2
as well) and verifying that in this domain
|Ψu1 (z)−h−1ψu,N1 (z)| ≤ const h−1ANδ |z|−3, |Ψu,ipi/22 (z)−hψu2 (z)| ≤ const h−2|z|−2
(taking into account that | cosh(ipi/2 + hz)| ≥ const h|z| for z ∈ D˜∗in).
The existence of the analytic continuation of Ψu1 in D˜in follows from formula (241)
and Proposition 8.1. Moreover, since ψu,N1 =
d
dzφ
u,N ,
|Ψu1 (z)− h−1ψu,N1 (z)| = h−1
∣∣ d
dz (φ
u − φu,N )(z)∣∣ ≤ const Aδ
h|z|3 , z ∈ D˜
∗
in,
still by Proposition 8.1. The case of Ψu1 is thus settled.
In the case of Ψ
u,ipi/2
2 , we can use a linear difference equation to find the analytic
continuation: Ψ
u,ipi/2
2 is holomorphic at least in a neighborhood of the closure of
the boundary layer U = Ur−−2,r− and, since η
u,ipi/2
2 is solution of the linearized
equation (69), it satisfies
Ψ(z + 1) + Ψ(z − 1) = G(z)Ψ(z), G(z) = ∂yF
(
φu(z), h, ε
)
, (242)
for z in a neighborhood of the curve {Re z = r−(Im z)−1}. Since G is holomorphic
in D˜in = Ur−−2,r+ (by virtue of Proposition 8.1), we can define a continuation
of Ψ
u,ipi/2
2 which is holomorphic in D˜in by reasoning as in Remark 4.5 or Section 8.5.
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Therefore, also Ψ
u,ipi/2
2 is holomorphic in D˜out ∪ D˜∗in and what remains to be
proved in Theorem 2.20 can be rewritten in the variable z as
Proposition 8.10. The restriction of Ψ
u,ipi/2
2 to D˜∗in satisfies Ψu2 − hψu2 ∈ Y2 and
‖Ψu,ipi/22 − hψu,ipi/22 ‖2 = O(1/h2)
provided that h and ANδ are small enough.
This will be proved in Section 8.7 along the lines of the proof of Proposition 8.1.
8.7. End of the proof of Theorem 2.20: the case of η
u,ipi/2
2 . All we need to
do is to prove Proposition 8.10. Let us consider
ϕ = Ψ
u,ipi/2
2 − hψu2
as new unknown, so that equation (242) becomes
ϕ(z + 1) + ϕ(z − 1) = ∂yF(φu(z), h, ε)(hψu2 (z) + ϕ(z))− ∂yF(φu0 (z), 0, ε)hψu2 (z)
which we write as
Lin(ϕ) = Hin,1(ϕ), (243)
where
Hin,1(ϕ) = (Mh(φu)−M0(φu0 ))(ϕ+ hψu2 ), (244)
with the notation
Mh(φ)(z) = ∂yF(φ, h, ε). (245)
Denoting by ϕ∗ the restriction of Ψu,ipi/22 −hψu2 to the boundary layer U , we can
view the analytic continuation of Ψ
u,ipi/2
2 − hψu2 to D˜in as the unique solution of
equation (243) satisfying the boundary condition
ϕ|U = ϕ∗.
Equivalently, it can be obtained as the unique solution of the fixed point problem
ϕ = Gin ◦ Hin,1(ϕ) + ϕh,
where ϕh = c1ψ
u
1 + c2ψ
u
2 in D˜in and the 1-periodic functions c1 and c2 are uniquely
determined by their restriction to U ′ = Ur−−2,r−−1,
c1|U ′ = W1(ϕ
∗, ψu2 )|U ′ , c2|U ′ = W1(ψ
u
1 , ϕ
∗)|U ′ .
We shall see ϕ 7→ Gin ◦Hin,1(ϕ)+ϕh as a map from Y2 to itself. To estimate ‖ϕh‖2,
we begin by controlling |ϕ∗|.
Lemma 8.11. The function ϕ∗ satisfies
|ϕ∗(z)| ≤ O( 1
δ2
), z ∈ U.
Proof. If z ∈ U , then δ/h ≤ |z| ≤ 3δ/h and, by Theorem 2.4,
|Ψu,ipi/22 (z)− ηipi/22 (ipi/2 + hz)| ≤ C
ε
(h|z|)2 ≤ C
ε
δ2
. (246)
From the exact formula for η
ipi/2
2 given in (57), we can compute the asymptotic
behavior of η
ipi/2
2 (ipi/2 + hz) for z ∈ U : since |hz| << 1 in this domain, we get
η
ipi/2
2 (ipi/2 + hz) = −
i
5
hz3 +O(zh,
h3
z
, h3z5),
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hence
|ηipi/22 (ipi/2 + hz) +
i
5
hz3| ≤ O(δ + h4
δ
+
δ5
h2
)
, z ∈ U. (247)
On the other hand, by Proposition 2.16,
|ψu2 (z) +
i
5
z3| ≤ O(z) ≤ O( δ
h
)
, z ∈ U. (248)
Putting together (246), (248) and (247), we get
|Ψu,ipi/22 (z)− hψ2(z)| ≤ O
( ε
δ2
+ δ +
h4
δ
+
δ5
h2
) ≤ O( 1
δ2
)
, z ∈ U.
2
Lemma 8.12. The function ϕh (which is the unique solution of the homogeneous
equation Lin(ϕ) = 0 such that ϕ|U = ϕ∗) verifies ϕh(z) ∈ Y2 and ‖ϕh‖2 ≤ O(h−2).
Proof. Using Lemma 8.11 and Cauchy estimates in U , we have |ϕ∗(z+1)−ϕ∗(z)| =
O(h/δ3) for z ∈ U ′. Then, by (235),
|c1(z)| = |W1(ϕ∗, ψu2 )(z)|= O
(
1
δ2
( δ
h
)2)
= O
( 1
h2
)
|c2(z)| = |W1(ψu1 , ϕ∗)(z)|= O
(
1
δ2
(h
δ
)3)
= O
(h3
δ5
)
Now, for z ∈ D˜in, we use RN ≤ |z| ≤ δ/h and get
|ϕ∗(z)z2| ≤ O
( 1
h2
)
+ |z|5O
(h3
δ5
)
≤ O
( 1
h2
)
.
2
We now need to study the operator Hin,1, which is defined with the help ofMh.
Lemma 8.13. Mh(φu)−M0(φu0 ) ∈ Y3 and ‖Mh(φu)−M0(φu0 )‖3 ≤ O(A0δ).
Proof. We recall that F(y, h, ε) is even with respect to h. Hence,
Mh(φu)(z)−M0(φu0 )(z)
=Mh(φu)(z)−M0(φu) +M0(φu0 )−M0(φu0 )
= h2
∫ 1
0
D2(h2)yF(φu, hs, ε)ds+ (φu − φu0 )
∫ 1
0
∂2yyF(φu + sφu0 , 0, ε)ds.
Using formula (92), inequalities (237) and (238) and Theorem 2.18 for N = 0, we
obtain
|Mh(φu)(z)−M0(φu0 )(z)| ≤ O(h2 +
A0δ
|z|3 ).
Using that |z| = O(δ/h) for z ∈ D˜in, we obtain the claimed result. 2
Lemma 8.14. The map Hin,1, introduced in (244) verifies:
1. Hin,1 : Y2 7→ Y5 is an affine map and lipHin,1 = O(A0δ).
2. Hin,1(0) ∈ Y0 and ‖Hin,1(0)‖0 ≤ O(hA0δ)
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Proof. By Lemma 8.13, ‖Mh(φu) −M0(φu0 )‖3 ≤ O(A0δ). On the other hand, the
function hψu2 ∈ Y−3 with ‖hψu2 ‖−3 ≤ O(h). Hence, by Lemma 8.4, ‖hψu2 ‖2 ≤
O(h(δ/h)5). Then, if ϕ ∈ Y2, we have that hψ2 + ϕ ∈ Y2 and, consequently,
Hin,1(ϕ) = (M(φu)(z)−M0(z)) (hψ2 +ϕ) ∈ Y5. Then, if we take ϕi ∈ Y2, i = 1, 2,
we have
‖Hin,1(ϕ1)−Hin,1(ϕ2)‖5 ≤ ‖Mh(φu)−M0(φu0 )‖3‖ϕ1−ϕ2)‖2 ≤ O(A0δ)‖ϕ1−ϕ2)‖2.
On the other hand,in a natural way Hin,1(0) = (Mh(φu)−M0(φu0 ))hψu2 ∈ Y0, and
‖Hin,1(0)‖0 = ‖M(φu)−M0(φu0 )‖3‖hψ2‖−3 ≤ O(A0δh)
2
End of the proof of Proposition 8.10. The map Gin ◦Hin,1 is well defined from
Y2 to itself. Indeed, when ϕ ∈ Y2, by Lemma 8.14, Hin,1(ϕ) ∈ Y5 and then, by
Lemma 8.5 with m = 5, Gin ◦ Hin,1(ϕ) ∈ Y2. Moreover, if ϕ1, ϕ2 ∈ Y2,
‖Gin ◦Hin,1(ϕ1)−Gin ◦Hin,1(ϕ2)‖2 ≤ ‖Hin,1(ϕ1)−Hin,1(ϕ2)‖5 ≤ O(A0δ)‖ϕ1−ϕ2‖2.
Therefore, when considered as a map from Y2 to itself, the map Gin ◦Hin,1 +ϕh has
Lipschitz constant O(A0δ), which is smaller than 1 with the standing hypotheses.
The analytic continuation ϕ of Ψ
u,ipi/2
2 − hψu2 is thus obtained by iterating this
map and the first approximation is Gin ◦ Hin,1(0) + ϕh. Applying Lemma 8.5 with
m = 0 and Lemma 8.14, we get
‖Gin ◦ Hin,1(0)‖2 ≤ C(δ/h)4‖Hin,1(hψ2)‖0 ≤ O((δ4/h3)A0δ) ≤ O(1/h2).
Then, using Lemma 8.12 for ϕh and the above inequality, we obtain ‖Gin◦Hin,1(0)+
ϕh‖2 ≤ O(1/h2). This is sufficient to conclude that ‖ϕ‖2 ≤ O(1/h2). 2
9. Proof of Theorem 3.1.
9.1. Obtaining independent solutions. We want to obtain two independent real
analytic solutions ν1 and ν2 of equation (119) with Wronskian 1. In a first step, we
will find two solutions of (119) close to ηu1 , η
u
2 = η
u,0
2 , obtained in Theorem 2.20.
Their Wronskian will not necessarily be the constant function 1. Next, we will
modify these solutions in order that their Wronskian be 1.
We introduce the new unknowns ui, i = 1, 2, defined by νi = η
u
i + ui, i = 1, 2.
With these new unknowns, equation (119) reads, for i = 1, 2,
ui(t+ h) + ui(t− h) = m(ξu, ξu)(t)ui(t) + m˜(t)(ηui (t) + ui(t)), (249)
where m was introduced in (120), and
m˜ = m(ξu, ξs)−m(ξu, ξu) (250)
is defined in the domain R (see (118)).
Lemma 9.1. Let τ± = τ±(t) = t∓ ipi/2. For any θ ∈ (0, 1), there exists a sequence
of positive constants (CN )N∈N such that, for any N ≥ 0 and t ∈ R,
|m˜(t)| ≤
CN
|ε|h2N+4
| cosh t|2N+4 , |τ±(t)| > δ,
CN |ε|
(
ANδ h
3
|τ±|3 +
|τ±|2
h2 e
2pi
h Im τ±
(
1 + h
3
|τ±|3 e
2pi
h θ Im τ±
))
, |τ±(t)| ≤ δ.
(251)
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Proof. By the definition of m in (120), since f(y) = y− y3 +O(y5), V ′(y) = O(y5),
and if ξu and ξs are small enough, we have that there exists some positive constant
C such that
|m˜(t)| ≤ C(|ξu(t)|+ |ξs(t)|)|ξu(t)− ξs(t)|. (252)
The bound for τ± > δ follows from inequality (81) for ξu − ξs and inequalities (65)
and (67), with N = 0, for ξu + ξs.
For τ± ≤ δ, we write
|ξu(t)− ξs(t)| ≤ |ξu(t)− φu,N ((t− ipi/2)/h)|
+ |φu,N ((t− ipi/2)/h)− Φs,N ((t− ipi/2)/h)|
+ |Φs,N ((t− ipi/2)/h)− ξs(t)|,
where φu,N and φs,N were introduced in (100). Then, the first and third differences
above can be bounded using inequality (111). The second one is bounded using
inequality (107), recalling that z = (t− ipi/2)/h and inequality (102). 2
Since the difference between ξu and ξs is not small at a distance O(h) of ±ipi/2,
m˜ is not small in R: from (251), |m˜(t)| = O(1) at a distance O(h) of ±ipi/2. By this
reason, we will find solutions of equation (119) only defined in the smaller domain
Rσ = {t ∈ R | |Im (t ∓ ipi/2)| ≥ σ2pih| lnh|}, σ > 1, introduced in (123). Then,
by (251), if Im (t− ipi/2) = − σ2pih| lnh|, for σ > 1,
|m˜(t)| ≤ O(εσ2hσ| lnh|2)+O(ε ANδ| lnh|3 ). (253)
In order to solve equation (249), we introduce the linear operator
Lu(u)(t) = u(t+ h) + u(t− h)−m(ξu, ξu)(t)u(t). (254)
Then, equation (249) can be written as
Lu(ui) = m˜(ηui + ui) (255)
Our purpose is to solve equation (255) as a fixed point equation. In order to do so,
we need to define a right inverse of Lu in some suitable spaces. Hence, we introduce
the spaces
Zµ = {u : Rσ → C real analytic, such that ‖u‖µ <∞}, (256)
where
‖u‖µ = sup
t∈Rσ
|u(t) coshµ t|. (257)
They are Banach spaces. Moreover,
Lemma 9.2. Let µ > −2. Then the operator Lu admits a bounded right inverse
Gu : Zµ → Zµ+4 such that ‖Gu‖ ≤ 1h2 | lnh|.
We postpone the proof of this lemma to the end of this section.
Lemma 9.3. Under the hypothesis of Theorem 2.20, if σ > 4 then for any N ≥ 0
there exists a constant ρ1N > 0 such that, if A
N
δ < ρ
1
Nh
4| lnh|7, then equations (255),
i = 1, 2, have two real analytic solutions, ui ∈ Z9, i = 1, 2 satisfying
‖u1‖9 ≤ O(εh2ANδ | lnh|) +O(εh2+σ| lnh|6), (258)
‖u2‖9 ≤ O(ε 1
h
ANδ | lnh|+O(εhσ−1| lnh|6). (259)
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Proof. We start by solving equation (255) for i = 1. We rewrite it as
u = Gu(m˜(ηu1 + u)). (260)
By inequalities (116) and (251) we have that for t ∈ Rσ
|m˜(t)ηu1 (t) cosh5 t| ≤
{
O(εh
2N+5
δ2N+1
), τ± > δ,
O(εANδ h
4) +O(εh4+σ| lnh|5), τ± ≤ δ,
which, since (h/δ)2N+1 ≤ ANδ , can be summarized as
‖m˜ηu1 ‖5 ≤ O(εh4ANδ ) +O(εh4+σ| lnh|5). (261)
Hence, by Lemma 9.2,
‖Gu(m˜ηu1 )‖9 ≤ O(εh2ANδ | lnh|) +O(εh2+σ| lnh|6). (262)
Moreover the map u → Gu(m˜(ηu1 + u)), considered as a map from Z9 to itself, is
Lipschitz with a constant less than O(εh−4| lnh|−7(ANδ + hσ)), since, for u ∈ Z9,
‖Gu(m˜u)‖9 ≤ O(εh−2| lnh|)‖m˜u‖5
≤ O(εh−4| lnh|−7(ANδ + hσ))‖u‖9
(we have used Lemma 9.1 to bound ‖m˜‖−4). Hence, since σ > 4, by the standing
hypotheses on Anδ , equation (260) has a unique solution in Z9. Furthermore, by
inequality (262) this solution is bounded as claimed.
Equation (255) for i = 2 is solved analogously. We rewrite it as
u = Gu(m˜(ηu2 + u)), (263)
and observe that, again by inequalities (116) and (251),
‖m˜ηu2 ‖5 ≤ O(εhANδ ) +O(εh1+σ| lnh|5). (264)
Hence, by Lemma 9.2,
‖Gu(m˜ηu2 )‖9 ≤ O(ε
1
h
ANδ | lnh|) +O(εhσ−1| lnh|6). (265)
The map defined by the right hand side of (263), as a map from Z9 to itself, has
Lipschitz constant bounded by 1h2 | lnh|‖m˜‖−4 ≤ O(εh−4| lnh|−7(ANδ + hσ)). 2
9.2. The Wronskian. We define the functions ν˜i = η
u
i + ui, i = 1, 2. They are
solutions of equation (119). It remains to prove that they are independent. Then,
we will modify them to obtain two solutions such that their Wronskian is 1.
Lemma 9.4. Under the hypothesis of Theorem 2.20, if σ > 11 then for any N ≥ 0
there exists a constant ρ2N > 0 such that if A
N
δ < ρ
2
Nh
12, the functions ν˜i, i = 1, 2,
satisfy
‖Wh(ν˜1, ν˜2)− 1‖0 ≤ O(ε A
N
δ
h11| lnh|11 ) +O(ε
hσ−11
| lnh|6 ), (266)
and
‖Wh(ν˜1, ν˜2)− 1‖7 ≤ O(ε A
N
δ
h4| lnh|4 ) +O(εh
σ−4| lnh|). (267)
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Proof. First notice that if u ∈ Zk1 and v ∈ Zk2 , k1, k2 > 0, then their Wronskian
verifies
|Wh(u, v)(t)| ≤ 4| cosh t|k1+k2 ‖u‖k1‖v‖k2
Then, since ν˜i = η
u
i + ui, i = 1, 2, and using that Wh(η1, η2) = 1, we have that
Wh(ν˜1, ν˜2)− 1 = Wh(u1, ηu2 ) +Wh(η1, u2) +Wh(u1, u2).
Combining Corollary 2.21 and Lemma 9.3, we obtain, for t ∈ Rσ,
|Wh(u1, ηu2 )(t)| ≤
4
| cosh t|11 ‖u1‖9‖η
u
2 ‖2
≤ 1| cosh t|11
(
O(εANδ | lnh|+O(εhσ| lnh|6)
)
,
which is smaller than 1 in Rσ. The same bound applies to Wh(u2, ηu1 ). Also
|Wh(u1, u2)(t)| ≤ 1| cosh t|18
(
O(εANδ | lnh|) +O(εhσ| lnh|6)
)2
.
Since this last bound is smaller than the square of the previous one, we have that
|Wh(ν˜1, ν˜2)(t)− 1| ≤ 1| cosh t|11
(
O(εANδ | lnh|) +O(εhσ| lnh|6)
)
,
From which the lemma follows. 2
Now we define ω = Wh(ν˜1, ν˜2)
1/2. By the previous Lemma, ω is analytic in
Rσ, and it is real analytic and h-periodic. Moreover, since ω−1 − 1 = (1 −
Wh(ν˜1, ν˜2))/(ω(ω + 1)), we have that
‖ω−1 − 1‖k ≤ O(1)‖Wh(ν˜1, ν˜2)− 1‖k, for k = 0, 7. (268)
We finally introduce νi = ω
−1ν˜i. These functions satisfy all the properties claimed
in Theorem 3.1. Indeed, they are real analytic. Moreover, since ω is h-periodic,
they are solutions of equation (119).
Their Wronskian satisfies Wh(ν1, ν2) = Wh(ω
−1ν˜1, ω−1ν˜2) = 1.
Finally, from (266), (267) and (258), we have that
‖ν1 − ηu1 ‖9 ≤ ‖ω−1(ν˜1 − ηu1 )‖9 + ‖(ω−1 − 1)ηu1 ‖9 (269)
≤ O(ε A
N
δ
h3| lnh|3 ) +O(εh
σ−3| lnh|2).
Finally, using again (266), (267) and (259), we can bound
‖ν2 − ηu2 ‖9 ≤ ‖ω−1(ν˜2 − ηu2 )‖9 + ‖(ω−1 − 1)ηu2 ‖9 (270)
≤ O(ε A
N
δ
h6| lnh|3 ) +O(εh
σ−6| lnh|2),
which proves inequalities (124) and (125).
Inequalities (126) and (127) follow from the relation η
u,ipi/2
2 = η2 +Aη
u
1 (cf. The-
orem 2.4) and from inequalities (113), (114), (269) and (270). 2
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9.3. Proof of Lemma 9.2. Since ηu1 and η
u
2 satisfy Lu(ηui ) = 0, a solution of the
equation Luu = v is given by u = ηu1 ∆−1h (ηu2 v)− ηu2 ∆−1h (ηu1 v), where ∆−1h is a right
inverse of the operator ∆h. As we pointed out in Section 4, it is easy to define such
an inverse for functions defined in some large domains. However, in the case we are
now dealing, the problem is more delicate. A solution was provided by Lazutkin.
Here we quote a result by Gelfreich in [9], page 210.
Lemma 9.5. Let µ > 0. There is a linear operator ∆−1h : Zµ → Zµ such that, for
any v ∈ Zµ the function u = ∆−1h (v) is a solution of the equation ∆hu = v and
‖∆−1h ‖ ≤ C
1
h
| lnh|.
The constant C does not depend on σ. Moreover, if v is an analytic continuation
of a real analytic function defined on the intersection of Rσ with the real axis, the
same is true about ∆−1h (v).
We remark that, by Corollary 2.21, ‖ηu1 ‖2 ≤ O(h) and ‖ηu2 ‖2 ≤ O(h−2). Hence,
by Lemma 9.5, if v ∈ Zµ, we have that ‖ηu2 v‖µ+2 ≤ O(h−2)‖v‖µ, which implies
‖∆−1h (ηu2 v)‖µ+2 ≤ O(
1
h3
| lnh|)‖v‖µ, (271)
and, on the other hand, ‖ηu1 v‖µ+2 ≤ O(h)‖v‖µ, from which we deduce
‖∆−1h (ηu1 v)‖µ+2 ≤ O(| lnh|)‖v‖µ. (272)
Finally, from (271) and (272), if v ∈ Zµ we have that
‖ηu1 ∆−1h (ηu2 v)− ηu2 ∆−1h (ηu1 v)‖µ+4 ≤ ‖ηu1 ∆−1h (ηu2 v)‖µ+4 + ‖ηu2 ∆−1h (ηu1 v)‖µ+4
≤ O( 1
h2
| lnh|)‖v‖µ.
2
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