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Abstract
The existence and uniqueness of solutions of the Cauchy problem to a stochastic parabolic integro-
differential equation is investigated. The equation considered arises in a nonlinear filtering problem with a
jump signal process and continuous observation.
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1. Introduction
In a complete probability space (Ω ,F ,P) with a filtration of σ -algebras F = (Ft ) satisfying
the usual conditions, we consider the linear stochastic integro-differential parabolic equation{
∂t u = L(α)t u + f + (h u + g)W˙ in H,
u(0, x) = 0 in Rd (1)
of the order α ∈ (0, 2], where H = [0, T ]×Rd , W is a cylindrical Wiener process in a separable
Hilbert space Y and
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L(α)t u(t, x) = ai j (t, x)∂2i j u(t, x)1α=2 + b˜i (t, x)∂i u(t, x)1α≥1
+ l(t, x)u(t, x)+
∫
Rd0
[u(t, x + y)− u(t, x)
− (∇u(t, x), y)1|y|≤11α≥1]pi (α)(t, x, dy).
The coefficients ai j , b˜i , l, f are F-adapted real-valued functions, ai j is deterministic, while h, g
are F-adapted Y -valued, and pi (α)(t, x, dy) is an F-adapted measurable family of measures on
Rd0 = Rd \ {0} whose main part is deterministic. The matrix A =
(
ai j
)
is assumed to be sym-
metric and non-negative. An important example of (1) is Zakai equation (see [17]). It arises in
the nonlinear filtering problem. Assume that the signal process X t is a jump-diffusion defined by
X t = X0 +
∫ t
0
σ(Xs)1α=2dWs +
∫ t
0
b˜(α)(Xs)ds
+
∫ t
0
∫
|y|≤1
yq(ds, dy)+
∫ t
0
∫
|y|>1
yp(ds, dy),
where
b˜(α)(x) = 1α=1b1 (x)+ 1α<1
∫
|y|≤1
ym(α)(x, y)
dy
|y|d+α
− 1α>1
∫
|y|>1
ym(α)(x, y)
dy
|y|d+α ,
p(ds, dy) is a point measure on [0,∞)× Rd0 with compensator m(α)(X t , y) dy|y|d+α ,
q(ds, dy) = p(ds, dy)− m(α)(X t , y) dy|y|d+α .
Assume that X0 has a density function u0 (x), and the observation process is given by
Z t =
∫ t
0
h (Xs) ds + W˜t ,
where W˜ is a Wiener process independent of W, p, X . Then, for every function ψ such that
E |ψ (X t )|2 <∞, the optimal mean square estimate for ψ (X t ) , t ∈ [0, T ], given the history of
the observations F Zt = σ(Zs, s ≤ t), is of the form
ψˆt = EP˜
[
ψ (X t ) ζt |F Zt
]
EP˜
[
ζt |F Zt
] ,
where ζt = exp
{∫ t
0 h (Xs) dZs − 1/2
∫ t
0 |h (Xs)| ds
}
and dP˜ = ζ (T )−1 dP. Under some as-
sumptions, one can easily show that if v(t, x) is an F = (F Zt+)-adapted unnormalized filtering
density function
EP˜
[
ψ (X t ) ζt |F Zt
]
=
∫
v (t, x) ψ (x) dx, (2)
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then it is a solution of the Zakai equation
dv(t, x) = h(x)v(t, x)dZ t +
{
1/2∂2i j
(
σ i (x) · σ j (x)v(t, x)
)
1α=2
− ∂i (bi1(x)v(t, x))1α=1 + v(t, x)l(x)+
∫
Rd0
[v(t, x + y)− v(t, x)
− (∇v(t, x), y)(1α=11|y|≤1 + 1α>1)]m(α)(x,−y) dy|y|d+α
+
∫
Rd0
[v(t, x + y)− v(t, x)][m(α)(x + y,−y)− m(α)(x,−y)] dy|y|d+α
}
dt, (3)
v(0, x) = u0(x), and
l(x) =
∫
Rd0
[m(α)(x + y,−y)− m(α)(x,−y)
− (∇x m(α)(x,−y), y)(1α=11|y|≤1 + 1α>1)] dy|y|d+α .
Since Z is a Wiener process with respect to P˜, for u (t, x) = v (t, x)−u0 (x)we have an equation
of the type given by (1). Indeed, according to [5], for any infinitely differentiable function ψ on
Rd with compact support, the conditional expectation pit (ψ) = EP˜
[
ψ (X t ) ζt |F Zt
]
satisfies the
equation
dpit (ψ) = pit (ψh)dZ t + pit
[
1/2σ i · σ j∂2i jψ1α=2 + bi1∂iψ1α=1
+
∫
Rd0
[ψ(· + y)− ψ − (∇ψ, y)(1α=11|y|≤1 + 1α>1)]m(α)(·, y) dy|y|d+α
]
dt.
Assuming (2) and integrating by parts, we obtain (3).
The general Cauchy problem for a linear parabolic SPDE of the second order{
∂t u = 1/2 ai j ∂i j u + bi∂i u + c u + f + (σ i uxi + h u + g)W˙ in H,
u(0, x) = 0 in Rd (4)
has been studied by many authors. When the matrix
(
ai j − 2σ i · σ j ) is uniformly non-
degenerate there exists a complete theory in Sobolev spaces W n,2
(
Rd
)
(see [13,8,15] and the ref-
erences therein) and in the spaces of Bessel potentials H ps
(
Rd
)
(see [9]). Eq. (4) in Ho¨lder classes
with σ = 0 was considered in [14,11]. A corresponding deterministic equation (h = g = 0) in
Ho¨lder classes was considered in [10].
In this paper, we extend the results in [11,10] to Eq. (1). Following the main steps in [10], first
we consider the equation involving the principal part of L(α) with coefficients independent of the
spatial variable. Then we obtain the a priori estimates in Ho¨lder classes and use the continuation
by parameter method. In Section 2, we introduce the notation and state our main result. In
Section 3, the case of constant coefficients is considered. The proof of the main theorem is given
in Section 4.
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2. Notation and main result
2.1. Notation
The following notation will be used in the paper.
Let (Ω ,F ,P) be a complete probability space with a right continuous filtration of σ -algebras
F = (Ft )t∈[0,T ],F0 containing all P-null sets of F . Let Wt be a cylindrical F-adapted Wiener
process in a separable Hilbert space Y.
We say that a measurable function g : [0, T ] × Ω × Rd → Y is F-progressively measurable
if for each t ∈ [0, T ] the mapping (s, ω, x) → g(s, ω, x) on [0, t] × Ω × Rd is B([0, t]) ×
Ft × B(Rd)-measurable.
We denote by P(F) the F-predictable σ -algebra on [0, T ] × Ω . We denote by R(F) the F-
progressive σ -algebra on [0, T ] × Ω .
Let L p(Ω , Y,P) = L p(Ω , Y,F ,P), p ∈ [1,∞], be the space of Y -valued random variables
X with finite norm ‖X‖p = ‖X‖p,Y = (E|X |pY )1/p, ‖X‖∞,Y = essupω|X (ω)|Y . If Y = R we
write simply L p(Ω ,P), |X |p.
Denote H = [0, T ] × Rd ,N0 = {0, 1, 2, . . .},Rd0 = Rd \ {0}. If x, y ∈ Rd , we write
(x, y) =
d∑
i=1
xi yi , |x | =
√
(x, x).
Let B p(H, Y ) be the space of L p(Ω , Y,F ,P)-valued functions g on H such that g(s, x) =
g(s, x, ω) is F-progressively measurable and ‖g‖0;p = sup(t,x)∈H (E|g(t, x)|pY )1/p < ∞. We
denote B˜ p(Rd , Y ) the space of measurable L p(Ω , Y,F ,P)-valued functions g on Rd such that
‖g‖0;p = supx (E|g(x)|pY )1/p <∞.
For L p(Ω , Y,F ,P)-valued function u on H or Rd , we denote its partial derivatives in
x in the L p(Ω , Y,F ,P)-sense by ∂i u = ∂xi u = ∂u/∂xi , ∂2i j u = ∂2xi x j u = ∂2u/∂xi∂x j ,
etc.; ∂u = ∂x u = ∇u = (∂1u, . . . , ∂du) denotes the gradient of u with respect to x ; for a
multi-index γ ∈ Nd0 we denote
∂
γ
x u(t, x) = ∂
|γ |u(t, x)
∂xγ11 . . . ∂x
γd
d
.
For α ∈ (0, 2) we write ∂αu = F−1[|ξ |αFu(ξ)], where F denotes the Fourier transform with
respect to x and F−1 is the inverse Fourier transform.
Let C¯α;p(H, Y ) = {g ∈ B p(H, Y ) : ∂αg ∈ B p(H, Y )}, α ∈ [0, 2]. We denote
‖g‖α;p = ‖g‖0;p + ‖∂αg‖0;p.
Similarly we define C˜α;p(Rd , Y ) = {g ∈ B˜ p(Rd , Y ) : ∂αg ∈ B˜ p(Rd , Y )}. We denote
‖g‖α;p = ‖g‖0;p + ‖∂αg‖0;p.
As can be easily seen, for u ∈ C˜α,β;p(Rd , Y ), β ∈ (0, 1),
∂αu(x) = C(α)
∫
Rd0
[u(x + y)− u(x)− (∇u(x), y)(1|y|≤11α=1 + 11<α)] dy|y|d+α ,
if α ∈ (0, 2), and
∂2u(x) = ∆u(x) =
∑
i
∂2i i u(x).
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For β ∈ (0, 1) , α ∈ [0, 2], C¯α,β;p(H, Y ) is the set of all g ∈ C¯α;p(H, Y ) with finite norm
‖g‖α,β;p = ‖g‖α;p + [g]α,β;p,
where [g]α,β;p = supt,x 6=y(E|∂αg(t, x)− ∂αg(t, y)|pY )1/p/|x − y|β . Similarly, C˜α,β;p(Rd , Y ) is
the set of all g ∈ C˜α;p(Rd , Y ) with finite norm
‖g‖α,β;p = ‖g‖α;p + [g]α,β;p,
where [g]α,β;p = supx 6=y(E|∂αg(x) − ∂αg(y)|pY )1/p/|x − y|β . The corresponding spaces of
deterministic (nonrandom) functions on Rd with values in a reflexive Banach space V are
denoted Cα(Rd , V ),Cα,β(Rd , V ). We denote C∞0 (R
d) the set of all infinitely differentiable
functions on Rd with compact support.
We denote by C¯∞;pb (H, Y ) the set of all Y -valued progressive measurable functions g(s, x, ω)
such that P-a.s. for all s the function g(s, x) is smooth in x and for every γ ∈ Nd0
sup
(s,x)∈H
‖∂γx g(s, x)‖p <∞.
If Y = R, we simply write C¯∞;p(H).
The corresponding spaces of deterministic (nonrandom) functions are denoted Cα,β(H, Y ),
Cα,β(H), C∞b (H, Y ), C∞b (H);
If Y = R we omit Y in the definition of these spaces and write simply |·| instead of ‖·‖. For
deterministic functions on H or Rd we drop p in the definition of the corresponding norms: we
write ‖g‖α,β , |g|α,β etc.
C = C(·, . . . , ·), c = c(·, . . . , ·) denote constants depending only on quantities appearing
in parentheses. In a given context the same letter will (generally) be used to denote different
constants depending on the same set of arguments.
2.2. Main result
Let ai j : H → R,m(α) : H × Rd → [0,∞), α ∈ (0, 2], b1 = (bi1)1≤i≤d : H → Rd
be measurable functions, the matrix a(t, x) = (ai j (t, x))1≤i, j≤d be symmetric non-negative.
Throughout the paper m(α)(t, x, y), α ∈ (0, 2], is deterministic homogeneous in y with index
zero and differentiable in y up to the order d0 = [d/2] + 1. Moreover∫
Sd−1
wm(1)(t, x, w)µd−1(dw) = 0, m(2) = 0,
where Sd−1 is the unit sphere in Rd and µd−1 is the Lebesgue measure on it.
For α ∈ (0, 2], (t, z) ∈ H , we introduce the operators
A(α)t,z u(x) = ai j (t, z)∂2i j u(x)1α=2 + bi1(t, z)∂i u(x)1α=1 +
∫
Rd
[u(x + y)− u(x)
− (∇u(x), y)(1{|y|≤1}1α=1 + 11<α<2)]m(α)(t, z, y) dy|y|d+α .
In terms of Fourier transform
A(α)t,z u(x) = F−1
[
ψ (α)(t, z, ξ)Fu(ξ)
]
(x),
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where
ψ (α)(t, z, ξ) = −(a(t, z)ξ, ξ)1α=2 − i(b1(t, z), ξ)1α=1
−C1α<2
∫
Sd−1
|(w, ξ)|α
[
1− i
(
tan
αpi
2
sgn(w, ξ)
)
1α 6=1
− 2
pi
sgn(w, ξ) ln |(w, ξ)|1α=1
]
m(α)(t, z, w)µd−1(dw)
and C = C(α, d) is a positive constant.
Let (Ω ,F ,P) be a complete probability space with a right continuous filtration of σ -algebras
F = (Ft )t∈[0,T ],F0 containing all P-null sets of F . Let Wt be a cylindrical F-adapted Wiener
process in a separable Hilbert space Y . Let b = (bi )1≤i≤d : Ω × H → Rd , l : Ω × H → R
be boundedR(F)⊗B(Rd)-measurable functions. Let (U,U) be a measurable space with a non-
negative measure pi(dυ) on it. Let ρ : Ω × H ×U → R be an R(F)⊗ B(Rd)⊗ U-measurable
function and c : H × U → Rd be a nonrandom measurable function. Assume that there is a
decreasing sequence of subsets Un ∈ U such that U = ∪n U cn , and for each n, t, x∫
U1
|c(t, x, υ)|α|ρ(t, x, υ)|∞pi(dυ) <∞,
∫
U1\Un
|ρ(t, x, υ)|∞pi(dυ) <∞,
where |ρ(t, x, υ)|∞ = esssupω∈Ω |ρ(t, x, υ, ω)|.
For (t, z) ∈ H, u ∈ C˜α,β;p(Rd) define
B(α)t,z u(x) = (b(t, z)∇u(x))11<α≤2 +
∫
U
[u(x + c(t, z, υ))− u(x)
− (∇u(x), c(t, z, υ))1U1(υ)11<α≤2]ρ(t, z, υ)pi(dυ)+ l(t, z)u(x) (5)
and
B˜t,zu(x) = h(t, z)u(x), B˜t u(x) = h(t, x)u(x),
where h(t, z) is a Y -valued bounded R(F)⊗ B(Rd)-measurable function.
Let
L t,zu(x) = L(α)t,z u(x) = A(α)t,z u(x)+ B(α)t,z u(x),
L t u(x) = L(α)t u(x) = L(α)t,x u(x).
The operator A(α)t represents the principal part of L and the operator B
(α)u is the lower order
term (see the example in the introduction).
Remark 1. A simple example of U,Un, pi(dυ) is U = Rd0 ,Un = {υ : |υ| < 1/n}, c(t, x, υ) =
υ, pi(dυ) = dυ/|υ|d+α′ , α′ < α.
In stochastic Ho¨lder spaces C¯α,β;p(H), we consider the Cauchy problem
∂t u(t, x) = (L(α)t − λ)u(t, x)+ f (t, x)+ [B˜t u(t, x)+ g(t, x)]W˙t in H,
u(0, x) = 0 in Rd , (6)
where λ ≥ 0.
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We will need the following assumptions.
A1. (i) There is a constant µ > 0 such that for all (t, x) ∈ H
sup
|ξ |=1
Reψ (α)(t, x, ξ) ≤ −µ, (7)
and
M (α)β = sup|γ |≤d0,|y|=1
|∂γy m(α)(·, y)|0,β + |b1|0,β1α=1 + |a|0,β1α=2 <∞;
(ii) The norms |b|0,β;∞, |l|0,β;∞, ‖h‖α/2,β;∞ are finite.
Remark 2. The inequality (7) is satisfied if and only if for all (t, x) ∈ H, ξ ∈ Rd , |ξ | = 1,
(a(t, x)ξ, ξ) ≥ µ, α = 2,∫
Sd−1
|(w, ξ)|αm(α)(t, x, w)µd−1(dw) ≥ µ, α ∈ (0, 2).
The last condition holds with some constant µ > 0 if, for example, there is a Borel set Γ ⊆ Sd−1
such that µd−1(Γ ) > 0 and
inf
(t,x)∈H,w∈Γ
m(α)(t, x, w) > 0.
A2. (i)
sup
(t,x)∈H
∫
U1
|c(t, x, υ)|α|ρ(t, x, υ)|∞pi(dυ) <∞,
sup
(t,x)∈H
∫
U c1
(|c(t, x, υ)|α∧1 ∧ 1)|ρ(t, x, υ)|∞pi(dυ) <∞
and for each n
sup
(t,x)∈H
∫
U1\Un
|ρ(t, x, υ)|∞pi(dυ) <∞;
(ii)
lim
n→∞ sup(t,x)∈H
∫
Un
|c(t, x, υ)|α|ρ(t, x, υ)|∞pi(dυ) = 0 if α ∈ (0, 2],
lim
ε→0 sup(t,x)∈H
∫
U c1
1|c(t,x,υ)|≤ε(|c(t, x, υ)|α ∧ 1)|ρ(t, x, υ)|∞pi(dυ) = 0 if α ≤ 1.
A3. (i) If α ∈ [1, 2], then there is a constant C such that for all (t, x), (t, x ′) ∈ H,∫
U1
|c(t, x, υ)− c(t, x ′, υ)|α|ρ(t, x, υ)|∞pi(dυ) ≤ C |x − x ′|αβ ,∫
U c1
[|c(t, x, υ)− c(t, x ′, υ)| ∧ 1]|ρ(t, x, υ)|∞pi(dυ) ≤ C |x − x ′|β;
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(ii) If α < 1, α + β ≥ 1, then there is a constant C such that for all (t, x), (t, x ′) ∈ H,∫
U1
|c(t, x, υ)− c(t, x ′, υ)||ρ(t, x, υ)|∞pi(dυ) ≤ C |x − x ′|β ,∫
U c1
|c(t, x, υ)− c(t, x ′, υ)| ∧ 1|ρ(t, x, υ)|∞pi(dυ) ≤ C |x − x ′|β;
(iii) If α < 1, α + β ≤ 1, then there are constants β ′ ∈ [β − α, β) and C such that for all
(t, x), (t, x ′) ∈ H,∫
U1
|c(t, x, υ)− c(t, x ′, υ)|α+β ′ |ρ(t, x, υ)|∞pi(dυ) ≤ C |x − x ′|β ,∫
U c1
(|c(t, x, υ)− c(t, x ′, υ)|α+β ′ ∧ 1)|ρ(t, x, υ)|∞pi(dυ) ≤ C |x − x ′|β;
(iv) There is a constant C such that for all (t, x), (t, x ′) ∈ H∫
U1
|c(t, x, υ)|α|ρ(t, x, υ)− ρ(t, x ′, υ)|∞pi(dυ) ≤ C |x − x ′|β ,∫
U c1
(|c(t, x, υ)|α ∧ 1)|ρ(t, x, υ)− ρ(t, x ′, υ)|∞pi(dυ) ≤ C |x − x ′|β .
In the assumptions we used the notation |ρ(t, x, υ)|∞ = esssupω∈Ω |ρ(t, x, υ, ω)|.
Definition 3. Let f ∈ B p(H), g ∈ B p(H, Y ). We say that u ∈ C¯α,β;p(H), p ≥ 2, is a solution
of (6) if for each (t, x) ∈ H P-a.s.
u(t, x) =
∫ t
0
[L(α)s u(s, x)− λu(s, x)+ f (s, x)]ds
+
∫ t
0
[h(s, x)u(s, x)+ g(s, x)]dWs . (8)
According to Theorem 4 (4.4) in [16], the assumptions A1–A2 guarantee that∫
Rd
|[u(t, x + y)− u(t, x)− (∇u(t, x), y)](1{|y|≤1}1α=1 + 11<α<2)
×m(α)(t, x, y)|p dy|y|d+α
is bounded for u ∈ C¯α,β;p(H). Lemma 23 gives the estimates for the operator B(α)u.
Example 4. The assumptions A1–A3 are satisfied if
1. The norms |b|0,β;∞, |l|0,β;∞, ‖h‖α/2,β;∞∞ are finite and M (α)β <∞. Moreover,
inf
(t,x)∈H,|ξ |=1(a(t, x)ξ, ξ) > 0, α = 2,
inf
(t,x)∈H,w∈Γ
m(α)(t, x, w) > 0, α ∈ (0, 2),
for some Borel set Γ ⊆ Sd−1, µd−1(Γ ) > 0.
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2. The measurable space (U,U) = (Rd0 ,B(Rd0)), c(t, x, υ) = υ, pi(dυ) = dυ/|υ|d+α
′
, α′ <
α; the function ρ(t, x, v) is bounded and there is a constant C such that for all (t, x), (t, x ′) ∈ H∫
Rd0
(|υ|α ∧ 1)|ρ(t, x, υ)− ρ(t, x ′, υ)|∞ dv|v|d+α′ ≤ C |x − x
′|β .
Now we state the main result of this paper.
Theorem 5. Let α ∈ (0, 2], β ∈ (0, 1), p > 2, and A1–A3 hold. Then for any f ∈ C¯0,β;p(H),
g ∈ C¯ α2 ,β;p(H) there exists a unique solution u ∈ C¯α,β;p to (6).
Moreover, there is a constant C independent of f, g such that
|u|α,β;p 6 C
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
and for all s ≤ t ≤ T
|u(t, ·)− u(s, ·)|α/2,β;p ≤ C(t − s)1/2
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
.
3. Stochastic parabolic integro-differential equation with coefficients independent of the
spatial variable
In this section we assume that all the coefficients do not depend on the spatial variable:
b1(t, z) = b1(t),m(α)(t, z, y) = m(α)(t, y), a(t, z) = a(t). So,
A(α)t,z u(x) = A(α)t u(x) = F−1
[
ψ (α)(t, ξ)Fu(ξ)
]
(x)
= ai j (t)∂2i j u(x)1α=2 + bi1(t)∂i u(x)1α=1
+
∫
Rd
[u(x + y)− u(x)]1α∈(0,1)m(α)(t, y) dy|y|d+α
+
∫
Rd
∇2y u(x)(1{|y|≤1}1α=1 + 11<α<2)m(α)(t, y)
dy
|y|d+α ,
where ∇2y u(x) = u(x + y)− u(x)− (∇u(x), y) and
ψ (α)(t, ξ) = −C
∫
Sd−1
|(w, ξ)|α
[
1− i
(
tan
αpi
2
sgn(w, ξ)
)
1α 6=1
− 2
pi
sgn(w, ξ) ln |(w, ξ)|1α=1
]
m(α)(t, w)µd−1(dw)
− i(b1(t), ξ)1α=1 − (a(t)ξ, ξ)1α=2.
We consider the Cauchy problem{
∂t u(t, x) = A(α)t u(t, x)− λu(t, x)+ f (t, x)+ g(t, x)W˙t , (t, x) ∈ H
u(0, x) = 0, x ∈ Rd , (9)
where f, g are R(F)-measurable functions, g is Y -valued.
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The main result of this section is the following statement.
Theorem 6. Let α ∈ (0, 2], β ∈ (0, 1), p > 2, f ∈ C¯0,β;p(H), g ∈ C¯ α2 ,β;p(H). Assume
that A1 holds.
Then there is a unique solution u ∈ C¯α,β;p(H) to (9) and
|u|α,β;p 6 C
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
,
where the constant C depends only on α, β, p, T, d, µ, K .
Moreover,
|u|0,β;p ≤ C(α, d)[(λ−1 ∧ T )| f |0,β;p + (λ−1 ∧ T )1/2‖g‖α/2,β;p]
and there is a constant C such that for all s ≤ t ≤ T
|u(t, ·)− u(s, ·)|α/2,β;p ≤ C(t − s)1/2
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
.
3.1. Auxiliary results
First we solve (9) for smooth input functions f, g.
Lemma 7. Let p ≥ 2. Assume that f ∈ C¯∞;pb (H), g ∈ C¯∞;pb (H, Y ). Then there is a unique
u ∈ C¯∞;pb (H) solving (9).
Moreover, P-a.s. u(t, x) is continuous in t and smooth in x. Also, for each (t, x)P-a.s.
u(t, x) = Rλ f (t, x)+ R˜λg(t, x),
where
Rλ f (t, x) =
∫ t
0
F−1[K λs,t (ξ)F f (s, ξ)](x)ds,
R˜λg(t, x) =
∫ t
0
F−1[K λs,t (ξ)Fg(s, ξ)](x)dWs,
(10)
and
K λs,t (ξ) = exp
{∫ t
s
(ψ (α)(r, ξ)− λ)dr
}
, 0 ≤ s ≤ t ≤ T .
Proof. (Existence). We take a complete probability space (Ω ′,F ′,P′) with a filtration of σ -
algebras F′ = (F ′t ) satisfying the usual conditions and an adapted stable process Z t = Z t (ω′),
ω′ ∈ Ω ′, t ∈ [0, T ] on it defined by
Z t =
∫ t
0
∫
Rd0
yq Z (ds, dy), α ∈ (1, 2),
Z t =
∫ t
0
b1(s)ds +
∫ t
0
∫
|y|≤1
yq Z (ds, dy)+
∫ t
0
∫
|y|>1
ypZ (ds, dy), α = 1,
Z t =
∫ t
0
∫
Rd0
ypZ (ds, dy), α ∈ (0, 1),
Z t =
∫ t
0
a(s)1/2dBs α = 2
(11)
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where pZ (ds, dy) = pZ (ω′, ds, dy) is a Poisson point process on [0, T ] × Rd0 ,
q Z (ds, dy) = pZ (ds, dy)− m(α)(s, y) dy|y|d+α ds (12)
is a (F′,P′)-martingale measure, and Bt = Bt (ω′) is a d-dimensional standard Wiener process.
Consider the product of probability spaces
(Ω˜ , F˜ ′, P˜) = (Ω × Ω ′,F ⊗ F ′,P× P′).
We will denote by E˜ the expectation with respect to P˜. Let F˜ be the completion of F˜ ′ and
F˜ = (F˜t ) be the usual augmentation of (Ft ⊗ F ′t ) (see [3]). Let F˜Z = (F˜ Zt ) be the usual
augmentation of
(F ⊗ F ′t ) and F˜W = (F˜Wt ) be the usual augmentation of (Ft ⊗ F ′). Obviously,
q Z (ds, dy) is (F˜Z , P˜)- and (F˜, P˜)-martingale measure. Note that Wt is (F˜W , P˜)- and (F˜, P˜)-
cylindrical Wiener process as well. Denote for a measurable function F on Ω˜
E˜
Z
F =
∫
Ω ′
F(ω, ω′)P′(dω′).
First, we claim that for each P(FW )-measurable Y -valued function g(s) such that
E˜
∫ T
0
|g(s)|2Y ds <∞,
we have P-a.s. for all t
E˜
Z
[∫ t
0
g(s)dWs
]
=
∫ t
0
E˜
Z [g(s)]dWs . (13)
For (13) it is enough to show that for a bounded real-valued P(F)⊗ F ′-measurable g¯(s) and
real-valued Wiener process W et = Wt (e) (e ∈ Y is fixed), P-a.s. for all t
E˜
Z
[∫ t
0
g¯(s)dW es
]
=
∫ t
0
E˜
Z [g¯(s)]dW es . (14)
Let K be the collection of all functions h on Ω˜ of the form
h(s) =
n∑
k=1
g¯k(s)1Ak , n ≥ 1,
where g¯k are bounded real-valued P(F)-measurable functions on Ω and Ak ∈ F ′. Since F ′ ⊆
F˜W0 , we have P˜-a.s. for all t∫ t
0
h(s)dW es =
n∑
k=1
1Ak
∫ t
0
g¯k(s)dW es
and
E˜
Z
∫ t
0
h(s)dW es =
n∑
k=1
P′(Ak)
∫ t
0
g¯k(s)dW es
=
∫ t
0
n∑
k=1
P′(Ak)g¯k(s)dW es =
∫ t
0
E˜
Z [h(s)]dW es .
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Therefore (14) holds by the monotone class theorem (Theorem I-21 in [3]), and (13) follows as
well.
Applying Lemma 25 (see Appendix) in (Ω˜ , F˜ , P˜) with the filtration F˜ = (F˜t ) for∫ t
0
eλs g(s, x − Zs)dWs, 0 ≤ t ≤ T,
we find that there is a P(F˜) ⊗ B(Rd)-measurable real-valued function v(t, x) such that P˜-a.s.
v(t, x) is continuous in t and smooth in x . Moreover, for each x ∈ Rd , γ ∈ Nd0 , P˜-a.s. for all t
∂
γ
x v(t, x) =
∫ t
0
eλs∂γx f (s, x − Zs)ds +
∫ t
0
eλs∂γx g(s, x − Zs)dWs .
Also, for each γ ∈ Nd0 , R > 0,
E˜
[
sup
t≤T,|x |≤R
|∂γx v(t, x)|p
]
+ sup
x
E˜ sup
t
|∂γx v(t, x)|p <∞.
Let
(
∆nk
)
k≥1 be a sequence of measurable partitions of R
d such that every ∆nk has a
diameter smaller than 1/n and let znk ∈ ∆nk . We fix t, x and define Znt = znk if Z t ∈ ∆nk , k ≥ 1.
Let g˜(s, x) be a P(F) ⊗ B(Rd)-measurable modification of g(s, x) in Lemma 25. Since
g˜(s, x+Z t−Zs), g˜(s, x+Znt −Zs) areP(F)⊗F ′ ⊆ P(FW )-measurable, for each t, x, γ ∈ Nd0 P˜-
a.s.
∂
γ
x v(t, x + Znt ) =
∑
k
∂
γ
x v(t, x + znk )1∆nk (Z t )
=
∫ t
0
eλs∂γx f (s, x + Znt − Zs)ds +
∑
k
1∆nk (Z t )
∫ t
0
eλs∂γx g(s, x + znk − Zs)dWs
=
∫ t
0
eλs∂γx f (s, x + Znt − Zs)ds +
∫ t
0
eλs∂γx g˜(s, x + Znt − Zs)dWs (15)
and with a constant C independent of n,
E˜|∂γx v(t, x + Znt )|p ≤ C
[∫ t
0
epλsE˜|∂γx f˜ (s, x + Znt − Zs−)|pds
+
∫ t
0
epλsE˜|∂γx g˜(s, x + Znt − Zs−)|pY ds
≤ Cepλt sup
s,y
[E|∂γy f (s, y)|p + E|∂γy g(s, y)|p]. (16)
Therefore passing to the limit in (15) as n→∞ (the stochastic integral is regarded as an integral
of P(FW ) function) we obtain that for each (t, x), γ ∈ Nd0 , P˜-a.s.
∂
γ
x v(t, x + Z t ) =
∫ t
0
eλs∂γx f (s, x + Z t − Zs)ds +
∫ t
0
eλs∂γx g˜(s, x + Z t − Zs)dWs . (17)
By (16) and Fatou lemma, we have for all γ ∈ Nd0
sup
t,x
E˜|∂γx v(t, x + Z t )|p ≤ CepλT sup
s,y
[
E|∂γy f (s, y)|p + E|∂γy g(s, y)|p
]
. (18)
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Therefore for each R > 0, γ ∈ Nd0 ,
sup
t
E˜
∫
|x |<R
|∂γx v(t, x + Z t )|pdx <∞,
and, by the Sobolev embedding theorem,
sup
t
E˜[ sup
|x |≤R
|∂γx v(t, x + Z t )|p] <∞.
Therefore for each t , P-a.s. the function u˜(t, x) = E˜Zv(t, x+Z t ) is smooth in x and according
to (13), for each (t, x), γ ∈ Nd0 ,P-a.s.
∂
γ
x E˜
Z
v(t, x + Z t ) = E˜Z∂γx v(t, x + Z t )
=
∫ t
0
eλsE˜
Z
∂
γ
x f (s, x + Z t − Zs−)ds
+
∫ t
0
eλsE˜
Z [∂γx g(s, x + Z t − Zs−)]dWs . (19)
In addition, by Lemma 25 and (19), for each R > 0, γ ∈ Nd0 ,
sup
t,x
E|u˜(t, x)|p + sup
t
E sup
|x |<R
|∂γx u˜(t, x)|p <∞. (20)
On the other hand, by the Itoˆ–Wentzell formula (see e.g. [12]), for each x P˜-a.s. for all γ ∈ Nd0 ,
t ∈ [0, T ],
e−λt∂γx v(t, x + Z t )
=
∫ t
0
∂
γ
x f (s, x)ds +
∫ t
0
∂
γ
x g(s, x)dWs +
∫ t
0
e−λs∇∂γx v(s, x + Zs)b1(s)1α=1ds
+
∫ t
0
∫
e−λs[∂γx v(s, x + Zs− + y)− ∂γx v(s, x + Zs−)
− 1α≥1∇∂γx v(s, x + Zs−)y1|y|≤1]pZ (ds, dy)
+
∫ t
0
∫
|y|≤1
e−λs1α≥1∇∂γx v(s, x + Zs−)yq Z (ds, dy)
+
∫ t
0
e−λs∇∂γx v(s, x + Zs)dZs1α=2 −
∫ t
0
λe−λs∂γx v(s, x + Zs)ds.
By (13) and (20), for each (t, x) we have P-a.s. for all γ ∈ Nd0 ,
∂
γ
x u(t, x) = e−λt∂γx u˜(t, x) =
∫ t
0
∂
γ
x f (s, x)ds +
∫ t
0
∂
γ
x g(s, x)dWs
+
∫ t
0
∇∂γx u(s, x)
[
b1(s)1α=1 −
∫
|y|>1
1α>1 y
dy
|y|d+α
]
ds −
∫ t
0
λ∂
γ
x u(s, x)ds
+
∫ t
0
∫
[∂γx u(s, x + y)− ∂γx u(s, x)− 1α≥1∇∂γx u(s, x)y1|y|≤1]m(α)(s, y) dyds|y|d+α .
According to Lemma 25, the right-hand side of this equation has P-a.s. continuous in t and
smooth in x modification.
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Finally, note that (19) implies (10).
Uniqueness. Assume that f = 0, g = 0 and u ∈ C¯∞(H) is a deterministic solution of (9). We
fix (t0, x) and show that u(t0, x) = 0. Let Yt , t ∈ [0, t0] be a stable process defined on some
probability space by the same formulas (11) as the process Z with pZ and q Z replaced by pY
and qY , where
qY (ds, dy) = pY (ds, dy)− m(α)(t0 − s, y) dy|y|d+α ds
is a martingale measure, pY (ds, dy) is a Poisson point process on [0, t0]×Rd0 . By the Itoˆ formula
for u(t0 − s, x + Ys), we get u(t0, x) = 0.
The lemma is proved. 
The uniqueness for (9) holds in C¯α,β;p(H) as well.
Corollary 8. There is at most one solution u ∈ C¯α,β;p(H) of (9).
Proof. Let u ∈ Cα,β(H) be a deterministic solution of (9), w ∈ C∞0 (Rd), ε > 0, wε(x) =
ε−dw(x/ε) and
uε(t, x) =
∫
u(t, y)wε(x − y)dy.
Taking the convolution of both sides of (9) with wε, we find that uε ∈ C∞b (Rd) solves (9).
Therefore uε(t, x) = 0 for all ε > 0 and u(t, x) = 0. So, the statement follows. 
Remark 9. The proof of Lemma 7 shows that there is a process Z t (defined by (11)) with
independent increments such that
F−1[K λs,t (ξ)F f (s, ξ)](x) = EZ e−λ(t−s) f (s, x + Z t − Zs),
F−1[K λs,t (ξ)Fg(s, ξ)](x) = EZ e−λ(t−s)g(s, x + Z t − Zs)
for f ∈ C¯∞;pb (H), g ∈ C¯∞;pb (H, Y ).
Remark 10. There exists a finite family
{
U j , j = 1, . . . , N
}
of open connected sets which cov-
ers the unit sphere Sd−1 and a family
{
O j (w¯), w¯ ∈ U j , j = 1, . . . , N
}
of infinitely differentiable
linear orthogonal transforms with the following properties: for each w = (w1, . . . , wd) ∈ Sd−1,
w¯ ∈ U j , j = 1, . . . , N , and γ ∈ Nd0 ,
(O j (w¯)w, w¯) = w j1 , |∂γ O j (w¯)| ≤ C(γ ), (21)
where j1 ∈ {1, . . . , d}. Indeed, for each point x0 ∈ Sd−1 there is a neighborhood U of x0 and
j ∈ {1, . . . , d} such that the piece of the sphere U ∩ Sd−1 is described by the equation
x j = ±
√
1− x21 − · · · − x2j−1 − x2j+1 − · · · − x2d
whose right-hand side is infinitely differentiable with bounded derivatives in U . We obtain the
infinitely differentiable orthogonal transform O(ξˆ ), ξˆ ∈ Sd−1, satisfying (21) with j1 = j by
taking as the matrix O(ξˆ ) columns the Gram–Schmidt orthonormalization of {e1, . . . , e j−1,
ξˆ , e j+1, . . . , ed}, where e1, . . . , ed is the standard canonical basis in Rd . Since Sd−1 is compact,
we can find a finite family
{
U j , j = 1, . . . , N
}
of open connected sets covering the unit sphere
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Sd−1 and a family
{
O j (w¯), w¯ ∈ U j , j = 1, . . . , N
}
of infinitely differentiable linear orthogonal
transforms satisfying (21).
Since the measure µd−1(dw) is invariant with respect to the transform O j (·), j = 1, . . . , N ,
it is easy to derive that for α ∈ (0, 2) and ξˆ = ξ/|ξ | ∈ U j , j = 1, . . . , N ,
ψ (α)(t, ξ) = −|ξ |α
∫
Sd−1
|w j1 |α
[
1− i tan αpi
2
sgn w j11α 6=1
− i 2
pi
sgn w j1 ln |w j1 |1α=1
]
m(α)(t, O j (ξˆ )w)µd−1(dw)+ i(b1(t), ξ)1α=1.
Remark 11. Assume that A1 holds. Then, using Remark 10, it is easy to derive that there are
constants Ci , i = 1, 2, such that for each α ∈ (1, 2), 0 ≤ s ≤ t ≤ r ≤ T, y ∈ Rd , and
multi-indices γ, |γ | ≤ d0,
|∂γξ K λs,t (ξ)| ≤ C1e(s, t, ξ)
∑
k≤|γ |
|ξ |kα−|γ |(t − s)k
≤ C2e−λ(t−s)|ξ |−|γ | ≤ C2|ξ |−|γ |, (22)
and for Gλ,ms,t (ξ) = |ξ |α/m K λs,t (ξ),m = 1, 2,
|∂γξ Gλ,ms,t (ξ)| ≤ C1e(s, t, ξ)
∑
k≤|γ |
|ξ |(k+1)α/m−|γ |(t − s)k, (23)
|∂γξ [(ei(y,ξ) − 1)Gλs,t (ξ)]| ≤ C1e(s, t, ξ)
∑
l+k≤|γ |+1,
k>0
|ξ |(l+1)α/m−|γ |(t − s)l |y|k |ξ |k . (24)
For each κ ′ ∈ (0, 1), κ > 0, there is a constant C1 such that
|∂γξ [|ξ |κα K λs,r (ξ)− |ξ |κα K λs,t (ξ)]|
≤ C1e(s, t, ξ)
∑
l+k≤|γ |
|ξ |lα−|γ ||ξ |κα(t − s)l(r − t)|ξ |α((r − t) |ξ |α)κ ′ , (25)
where
e(s, t, ξ) = exp {−µ(t − s)(|ξ |α + λ)} .
Characterization of function spaces
For a characterization of our function spaces we will use the following construction (see [1]).
By Lemma 6.1.7 in [1], there exists a function φ ∈ C∞0 (Rd) such that suppφ(ξ) = {ξ : 12 ≤
|ξ | ≤ 2}, φ(ξ) > 0 if 2−1 < |ξ | < 2 and
∞∑
j=−∞
φ(2− jξ) = 1 if ξ 6= 0.
Define the functions ϕk ∈ S(Rd) (S(Rd) is the Schwarz space of all real-valued rapidly
decreasing infinitely differentiable functions on Rd ), k = 0,±1, . . . by
Fϕk = φ(2−kξ), (26)
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and ψ ∈ S(Rd) by
Fψ = 1−
∑
k≥1
Fϕk(ξ). (27)
For a reflexive Banach space V and s ∈ R, we denote by Bs∞∞(Rd , V ) the Bessov space of
all V -valued Schwarz generalized functions u on Rd (u ∈ S ′(Rd , V )) with the finite norm
|u|s∞∞;V = sup
x
|ψ ∗ u(x)|V + sup
k≥1
2sk sup
x
|ϕk ∗ u(x)|V
= sup
x
sup
|l|≤1,l∈V ′
|l (ψ ∗ u(x)) | + sup
k≥1
sup
|l|≤1,l∈V ′
2sk sup
x
|l(ϕk ∗ u(x))|
= sup
|l|≤1,l∈V ′
(
sup
x
|ψ ∗ l(u(x))| + sup
k≥1
2sk sup
x
|ϕk ∗ l(u(x))|
)
= sup
|l|≤1,l∈V ′
|l ◦ u|s∞∞;R.
We define the family of operators J˜ s : S ′(Rd , V )→ S ′(Rd , V ), s ∈ R, by
J˜ su = F−1[(1+ | · |s)Fu], s ≥ 0,
J˜ su = F−1
(
1
1+ | · |−s Fu
)
, s < 0.
For the proof of Theorem 6 we will use the following characterization of Ho¨lder continuous
functions (we will take V = L p(Ω ,F ,P) or V = L p(Ω ,Ft ,P)).
Lemma 12. Let α ∈ (0, 2], β ∈ (0, 1). Then Cα,β(Rd , V ) = Bα+β∞∞(Rd , V ) and the following
norms are equivalent:
| J˜αu|β∞∞;V ∼ |u|α,β;V ∼ |u|α+β∞∞;V . (28)
Moreover, if 0 < β ′ < β or α′ < α and β+α−α′ < 1, then the following norms are equivalent:
|u|α,β;V ∼ |u|α+β ′,β−β ′;V ∼ |u|α′,β+α−α′;V ∼ |u|α+β∞∞;V . (29)
Proof. We define the family of operators J s : S ′(Rd , V )→ S ′(Rd , V ), s ∈ Rd , by
J su = F−1
(
(1+ | · |2)s/2Fu
)
.
By Lemma 2 (Section V.3.2 in [16]) and Proposition 2 (Section V.3.1 in [16]) for s > 0
F−1
[
1+ |ξ |s
(1+ |ξ |2)s/2Fu
]
and
F−1
[
(1+ |ξ |2)s/2
1+ |ξ |s Fu
]
map L∞(Rd) onto L∞(Rd). Therefore, by Lemma 6.2.1 in [1], for 0 < β ′ < β or α′ < α such
that β + α − α′ < 1 the following norms are equivalent:
| J˜αu|β∞∞;V ∼ | J˜α+β
′
u|β−β ′∞∞;V ∼ | J˜α
′
u|β+α−α′∞∞;V ∼ |u|α+β∞∞;V . (30)
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Since, obviously,
| J˜αu|β∞∞;V ∼ |u|α,β;V ,
the statement follows. 
Corollary 13. Let α ∈ [0, 2], β ∈ (0, 1), u ∈ Cα,β(Rd , V ) and
un = ψ ∗ u +
n∑
k=1
ϕk ∗ u, n ≥ 1.
Then un ∈ C∞b (Rd , V ),
|un|α,β ≤ 2|u|α,β , |u|α,β ≤ lim inf
n
|un|α,β ,
and for each 0 < β ′ < β
|un − u|α,β ′ → 0
as n→∞.
Proof. By Lemma 12 for α ∈ (0, 2] and by definition of Bβ∞∞(Rd , V ) (see [1]), we have
Cα,β(Rd , V ) = Bα+β∞∞(Rd , V ). Since
ϕk =
1∑
l=−1
ϕk+l ∗ ϕk, ψ = (ψ + ϕ1) ∗ ψ,
we have for large n
un ∗ ψ = u ∗ ψ, un ∗ ϕk = u ∗ ϕk, k < n,
un ∗ ϕn = u ∗ ϕn − u ∗ ϕn+1 ∗ ϕn,
un ∗ ϕn+1 = u ∗ ϕn ∗ ϕn+1, un ∗ ϕk = 0, k > n + 1,
and the statement follows. 
Remark 14. 1. According to Lemma 12 for α ∈ (0, 2] applied with V = L p(Ω , Y,Ft ,P) or
V = L p(Ω , Y,F ,P), we can use the following equivalent norm in C¯α,β(H, Y ):
|u|α,β;p ∼ |u|α+β∞∞;p = sup
t,x
|ψ ∗ u(t, x)|p + sup
k≥1
2(α+β)k sup
t,x
|ϕk ∗ u(t, x)|p. (31)
Also, by definition of Bs∞∞(Rd , V ) (see [1]), (31) holds for α = 0 as well.
Corollary 15. Let v ∈ C¯α,β;p(H, Y ), α ∈ [0, 2], β ∈ (0, 1), p ≥ 2 and
vn(t, ·) = ψ ∗ v(t, ·)+
n∑
k=1
ϕk ∗ v(t, ·), n ≥ 1.
Then vn ∈ C¯∞;pb (H, Y ),
|vn|α,β;p ≤ 2|v|α,β;p, |v|α,β;p ≤ lim inf
n
|vn|α,β;p,
and for each 0 < β ′ < β
|vn − v|α,β ′;p → 0
as n→∞.
3336 R. Mikulevicius, H. Pragarauskas / Stochastic Processes and their Applications 119 (2009) 3319–3355
Proof. The statement follows by Corollary 13 applied with V = L p(Ω , Y,Ft ,P) or V =
L p(Ω , Y,F ,P). 
Also we will need the following statement.
Lemma 16. Assume that F ∈ C∞b (Rd),∫
Rd
|∂γ F(x)|dx ≤ c1,
γ ∈ Nd0 , |γ | ≤ 2, and
Fλs,t (x) = F−1[K λs,t (ξ)FF(ξ)](x), s ≤ t, x ∈ Rd .
Then ∫
Rd
|Fλs,t (x)|dx ≤ e−λ(t−s)|F |L1(Rd ), (32)∫
Rd
|Fλs,t+h(x)− Fλs,t (x)|dx ≤ C(1+ λ)e−λ(t−s)h,
where C = C(d, c1).
Proof. Indeed, by Remark 9,
Fλs,t (x) = Ee−λ(t−s)F(x + Z t − Zs)
and the first inequality follows. Obviously,
Fλs,t+h(x)− Fλs,t (x) = Ee−λ(t+h−s)F(x + Z t+h − Zs)− Ee−λ(t−s)F(x + Z t − Zs),
and by the Itoˆ formula,
E[F(x + Z t+h − Zs)− F(x + Z t − Zs)]
= E
∫ t+h
t
{∫
[F(x + Zr − Zs + y)− F(x + Zr − Zs)
− (∇F(x + Zr − Zs), y)(1{|y|≤1}1α=1 + y1α>1)]m(α)(r, y) dy|y|d+α
+ ai j (r)∂2i j F(x + Zr − Zs)1α=2
}
dr.
Therefore∫
Rd
|E[F(x + Z t+h − Zs)− F(x + Z t − Zs)]|dx ≤ Ch
and ∫
Rd
|Fλs,t+h(x)− Fλs,t (x)|dx ≤ C(1+ λ)e−λ(t−s)h.
The lemma is proved. 
Now we prove the main estimates of the operators Rλ, R˜λ defined by (10).
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Lemma 17. Let α ∈ (0, 2], β ∈ (0, 1), p > 2, f ∈ C¯0,β;p(H), g ∈ C¯ α2 ,β;p(H). Assume
that A1 holds. Let
u(t, x) = Rλ f (t, x)+ R˜λg(t, x).
Then there is a constant C depending only on α, β, p, T, d, µ, K such that
|u|α,β;p 6 C
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
. (33)
Moreover,
|u|0,β;p ≤ c(α, d)[(λ−1 ∧ T )| f |0,β;p + (λ−1 ∧ T )1/2‖g‖α/2,β;p] (34)
and there is a constant C such that for all s ≤ t ≤ T,
|u(t, ·)− u(s, ·)|α/2,β;p ≤ C(t − s)1/2
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
. (35)
Proof. Let ϕk, ψ be the functions defined by (26) and (27). For a function v ∈ C¯α,β;p(H, Y ), α ∈
[0, 2], we can use the following equivalent norm (see Lemma 12 and Remark 14):
‖v‖α,β;p ∼ |v|α+β∞∞;p = sup
t,x
‖ψ ∗ v(t, x)‖p + sup
k≥1
2(α+β)k sup
t,x
‖ϕk ∗ v(t, x)‖p.
In what follows we prove (33)–(35) replacing the corresponding norms by |u|α+β∞∞;p, | f |β∞∞;p,
‖g‖
α
2+β
∞∞;p, |u(t, ·)− u(s, ·)|α/2+β∞∞;p.
Let
fk(t, ·) = f (t, ·) ∗ ϕk, k ≥ 1, gk(t, ·) = g(t, ·) ∗ ϕk, k ≥ 1,
f0(t, ·) = f (t, ·) ∗ ψ, g0(t, ·) = g(t, ·) ∗ ψ.
Obviously,
Rλ f (t) ∗ ϕ j = Rλ f j (t), R˜λg(t) ∗ ϕ j = R˜λg j (t), j ≥ 1,
Rλ f (t) ∗ ψ = Rλ f0(t), R˜λg(t) ∗ ψ = R˜λg0(t).
Let ϕ˜k =∑1l=−1 ϕk+l , k ≥ 1, ϕ˜0 = ψ + ϕ1. Since
ϕk = ϕ˜k ∗ ϕk, ψ = ϕ˜0 ∗ ψ,
we have
∂αRλ f j (t, x) =
∫ t
0
[hλ,1, js,t (·) ∗ f j (s, ·)](x)ds,
∂α/2 R˜λg j (t, x) =
∫ t
0
[hλ,1/2, js,t (·) ∗ g j (s, ·)](x)dWs,
where
hλ,κ, js,t (x) = F−1[K λs,t (ξ)|ξ |καF ϕ˜ j (ξ)](x), j ≥ 0,
κ ≥ 0. Since F−1ϕ˜0 ∈ S(Rd), the function F = F−1(|ξ |αϕ˜0(ξ)) satisfies the assumptions of
Lemma 16. Therefore,
|∂αRλ f0(t, x)|p ≤
∫ t
0
|hλ,1,0s,t (·)|1,Rd ds sup
t≤T,x
| f0(t, x)|p,
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|∂α/2 R˜λg0(t, x)|p ≤
(∫ t
0
|hλ,1/2,0s,t (·)|21,Rd ds
)1/2
sup
t≤T,x
|g0(t, x)|p,
and, similarly,
|Rλ f0(t, x)|p ≤ C(α, d)(λ−1 ∧ 1) sup
t≤T,x
| f0(t, x)|p,
|R˜λg0(t, x)|p ≤ C(α, d)(λ−1 ∧ 1)1/2 sup
t≤T,x
|g0(t, x)|p.
According to Remark 11,
|∂γξ [K λs,t (ξ)|ξ |κα F ϕ˜ j (ξ)]|
≤ C1
∑
γ ′+γ ′′=γ,
k≤|γ ′|
2 jkκα− j |γ |2 jκ(t − s)k |∂γ ′′F ϕ˜ j (ξ) exp
{
−C2(2 jα + λ)(t − s)
}
,
where the constants C1 = C1(α, K ),C2 = 4−αµ. Using this estimate and Parseval’s equality,
we obtain that for multi-indices γ, |γ | ≤ d0,∫
|(ix)γ 2 j |γ |hλ,κ, js,t (x)|2dx =
∫
|∂γ [K λs,t (ξ)|ξ |καF ϕ˜ j (ξ)2 j |γ |]|2dξ
≤ C3
∑
k≤|γ |
22 jkα22 jκα+ jd(t − s)2k exp
{
−C2(2 jα + λ)(t − s)
}
,
and ∫
|(ix)γ 2 j |γ |[hλ,κ, js,t+h(x)− hλ,κ, js,t (x)]|2dx
=
∫
|∂γ [(K λs,t+h(ξ)− K λs,t (ξ))|ξ |καF ϕ˜ j (ξ)2 j |γ |]|2dξ
≤ C3hκ ′
∑
k≤|γ |
(
2 jα(t − s)
)2k
22 j (κ+κ ′)α+ jd exp
{
−C4(2 jα + λ)(t − s)
}
,
where the constant C3 = C3(α, d, K ). Therefore for j ≥ 1∫
|hλ,κ, js,t (x)|dx ≤
(∫
(1+ |2 j x |−2d0)dx
)1/2 (∫
(1+ |2 j x |)2d0 |hλ,κ, js,t (x)|2dx
)1/2
≤ C2− jd/2
∑
k≤|γ |
2 jkα2 jκα+ jd/2(s − t)k exp
{
−C4(2 jα + λ)(t − s)/2
}
= C
∑
k≤|γ |
(
2 jα(s − t)
)k
2 jκα exp
{
−C4(2 jα + λ)(t − s)/2
}
, (36)
and for κ ′ ∈ (0, 1), 0 ≤ t ≤ r ≤ T,∫
|hλ,κ, js,r (x)− hλ,κ, js,t (x)|dx
≤
(∫
(1+ |2 j x |−2d0)dx
)1/2 (∫
(1+ |2 j x |)2d0 |hλ,κ, js,r (x)− hλ,κ, js,t (x)|2dx
)1/2
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≤ C2− jd/2(r − t)κ ′
∑
k≤|γ |
(
2 jα(t − s)
)k
2 j (κ+κ ′)α+ jd/2 exp
{
−C4(2 jα + λ)(t − s)/2
}
= C(r − t)κ ′
∑
k≤|γ |
(
2 jα(s − t)
)k
2 j (κ+κ ′)α exp
{
−C4(2 jα + λ)(t − s)/2
}
. (37)
So, ∫ t
0
∫
|hλ,1, js,t (x)|dxds ≤ C,
∫ t
0
(∫
|hλ,1/2, js,t (x)|
)2
dxds ≤ C,∫ t
0
∫
|hλ,0, js,t (x)|dxds ≤ C/λ,
∫ t
0
(∫
|hλ,0, js,t (x)|dx
)2
ds ≤ C/λ
and for 0 ≤ t ≤ r ≤ T∫ t
0
∫
|hλ,1/2, js,r (x)− hλ,1/2, js,t (x)|dxds ≤ C(r − t)1/2,∫ t
0
(∫
|hλ,0, js,r (x)− hλ,0, js,t (x)|dx
)2
ds ≤ C(r − t).
For j ≥ 1, we have by Lemma 1 in [11]
|∂αRλ f j (t, x)|p ≤
∫ t
0
∫
|hλ,1, js,t (x)|dxds sup
s≤t,x
| f j (s, x)|p
and
|∂α/2 R˜λg j (t, x)|p ≤ C
{∫ t
0
(∫
|h˜λ,1/2, js,t (x)|dx
)2
ds
}1/2
sup
s≤t,x
|g j (s, x)|p.
Similarly we get for j ≥ 0
|Rλ f j (t, x)|p ≤ C(α, d)(λ−1 ∧ T ) sup
t≤T,x
| f j (t, x)|p,
|R˜λg j (t, x)|p ≤ C(α, d)(λ−1 ∧ T )1/2 sup
t≤T,x
|g j (t, x)|p.
Now we estimate |∂α/2 Rλ f (r, ·)− ∂α/2 Rλ f (t, ·)|β,p and |R˜λg(r, ·)− R˜λg(t, ·)|β,p, 0 ≤ t ≤
r ≤ T . Using (25), we have for j ≥ 0,
∂καRλ f j (r, x)− ∂καRλ f j (t, x)
=
∫ r
0
[hλ,κ, js,r (·) ∗ f j (s, ·)](x)ds −
∫ t
0
[hλ,κ, js,t (·) ∗ f j (s, ·)](x)ds
=
∫ r
t
[hλ,κ, js,r (·) ∗ f j (s, ·)](x)ds +
∫ t
0
[(hλ,κ, js,r (·)− hλ,κ, js,t (·)) ∗ f j (s, ·)](x)ds,
and
∂κα R˜λg j (r, x)− ∂κα R˜λg j (t, x)
=
∫ r
0
[hλ,κ, js,r (·) ∗ g j (s, ·)](x)dWs −
∫ t
0
[hλ,κ, js,t (·) ∗ g j (s, ·)](x)dWs
=
∫ r
t
[hλ,κ, js,r (·) ∗ g j (s, ·)](x)dWs +
∫ t
0
[(hλ,κ, js,r (·)− hλ,κ, js,t (·)) ∗ g j (s, ·)](x)dWs .
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By Lemma 16,∫
|hλ,κ,0s,r (x)− hλ,κ,0s,t (x)|dx ≤ C(1+ λ)e−λ(t−s)(r − t),∫
|hλ,κ,0s,r (x)|dx ≤ Ce−λ(t−s).
For j ≥ 1, we have by (36)∫
|hλ,κ, js,r (x)|dx ≤ C 1
(r − s)κ .
Therefore, by Lemma 1 in [11] and (37), we obtain∣∣∣∣∫ r
t
[(hλ,1/2, js,r (·)) ∗ f j (s, ·)](x)ds
∣∣∣∣
p
≤ C(r − t)1/2 sup
t≤T,x
| f j (t, x)|p,∣∣∣∣∫ r
t
[(hλ,0, js,r (·)) ∗ g j (s, ·)](x)dWs
∣∣∣∣
p
≤ C(r − t)1/2 sup
t≤T,x
‖g j (t, x)‖p,
j ≥ 0, and∣∣∣∣∫ t
0
[(hλ,1/2, js,r (·)− hλ,1/2, js,t (·)) ∗ f j (s, ·)](x)ds
∣∣∣∣
p
≤ C(r − t)1/2 sup
t≤T,x
| f j (t, x)|p,∣∣∣∣∫ t
0
[(hλ,0, js,r (·)− hλ,0, js,t (·)) ∗ g j (s, ·)](x)dWs
∣∣∣∣
p
≤ C(r − t)1/2 sup
t≤T,x
‖g j (t, x)‖p,
j ≥ 1. Finally, by Lemma 16,∣∣∣∣∫ t
0
[(hλ,1/2,0s,r (·)− hλ,1/2,0s,t (·)) ∗ f0(s, ·)](x)ds
∣∣∣∣
p
≤ C(r − t) sup
t≤T,x
| f0(t, x)|p,∣∣∣∣∫ t
0
[(hλ,0,0s,r (·)− hλ,0,0s,t (·)) ∗ g0(s, ·)](x)dWs
∣∣∣∣
p
≤ C(r − t) sup
t≤T,x
‖g0(t, x)‖p.
The statement follows. 
3.2. Proof of Theorem 6
Let ϕk, ψ be the functions defined by (26) and (27) and
fn(t, ·) = ψ ∗ f (t, ·)+
n∑
j=1
ϕ j ∗ f (t, ·),
gn(t, ·) = ψ ∗ g(t, ·)+
n∑
j=1
ϕ j ∗ g(t, ·).
Let un(t, x) ∈ C¯∞;pb (H) be the solution to (9) corresponding to the input functions fn ∈
C¯∞;pb (H), gn ∈ C¯∞;pb (H, Y ). It exists and is unique according to Lemma 7. By Lemma 17
and Corollary 15, there are constants C,C1(α, d) independent of n such that
|un|α;p 6 C
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
, (38)
|un|0,β;p ≤ C1(α, d)[(λ−1 ∧ T )| f |0,β;p + (λ−1 ∧ T )1/2‖g‖α/2,β;p]
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and for all s ≤ t ≤ T,
|un(t, ·)− un(s, ·)|α/2,β;p ≤ C(t − s)1/2
(
| f |0,β;p + ‖g‖ α2 ,β;p
)
. (39)
Also, for all (t, x), (t, x ′) ∈ H,
|∂αun(t, x)− ∂αun(t, x ′)|p ≤ C
(
| f |β;p + ‖g‖ α2 ,β;p
)
|x − x ′|β . (40)
Fix an arbitrary β ′ ∈ (0, β). By Lemma 17, there is a constant C ′ independent of n such that
|un|α,β ′;p 6 C ′(| fn|0,β ′;p + ‖gn‖ α2 ,β ′;p)
and, by Corollary 15,
|un − uk |α,β ′;p 6 C ′(| fn − fk |0,β ′;p + ‖gn − gk‖ α2 ,β ′;p)→ 0,
and
| fn − f |0,β ′;p + ‖gn − g‖ α2 ,β ′;p → 0,
as n, k →∞. There is u ∈ C¯α,β ′;p(H) such that un → u in C¯α,β ′;p(H). Passing to the limit in
the integral form (8) of Eq. (6) and in (38)–(40), we see that in fact u is a C¯α,β;p(H)-solution of
(9) and the statement holds.
4. Equation with variable coefficients
4.1. Auxiliary results
We will need the following fact about multipliers.
Lemma 18 ([2], Lemma 10, p. 60). Let Q ∈ C∞(Rd) and there is a constant C0 such that
|∂γ Q(ξ)| ≤ C0(1+ |ξ |)−|γ |
for any ξ ∈ Rd , |γ | ≤ d0. Let β ∈ (0, 1), f ∈ C¯0,β;p(Rd) and g be such that Fg = QF f .
Then g ∈ C¯0,β;p(Rd) and
|g|0,β,p ≤ C0C(d, β)| f |0,β,p.
Fix x0 ∈ Rd and a function η ∈ C∞0 (Rd) such that x0 ∈ supp η, 0 ≤ η ≤ 1. Let
φ(s, x, ξ) = ψ (α)(s, x, ξ)(1+ |ξ |α)−1,
G(s, x, ξ) = η(x)[φ(s, x, ξ)− φ(s, x0, ξ)],
d(η) = diam supp η.
It is easy to derive the following estimates for all s ∈ [0, T ], β ∈ (0, 1), x, z ∈ Rd and multi-
indices γ (|γ | ≤ d0)
|∂γG(s, x, ξ)− ∂γG(s, z, ξ)| ≤ C M (α)β |ξ |−γ [|x − z|β
+ sup
y
|∇η(y)|(|x − z| ∧ 1)d(η)β ],
|∂γφ(s, x, ξ)− ∂γφ(s, x, ξ)| ≤ C M (α)β |ξ |−γ |x − z|β , (41)
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|∂γG(s, x, ξ)| ≤ C M (α)d(η)β |ξ |−γ ,
|∂γφ(s, x, ξ)| ≤ C M (α)β |ξ |−γ ,
and for i, j = 1, . . . , d,∣∣∣∂γξ [ξi |ξ |α−1(1+ |ξ |α)−1]∣∣∣ ≤ C |ξ |−γ , (42)∣∣∣∂γξ [ξiξ j (1+ |ξ |2)−1]∣∣∣ ≤ C |ξ |−γ ,
where C = C(α, β, d) and
M (α)β = sup|γ |≤d0,|y|=1
|∂γy m(α)(·, y)|0,β + |b1|0,β1α=1 + |a|0,β1α=2,
M (α) = sup
(t,x)∈H
[ sup
|γ |≤d0,|y|=1
|∂γy m(α)(t, x, y)| + |b1(t, x)|1α=1 + |a(t, x)|1α=2].
Denote
θ f (s, x, y) = F−1ξ [G(s, x, ξ)F f (ξ)](y),
Φ f (s, x, y) = F−1ξ [φ(s, x, ξ)F f (ξ)](y),
θ¯ f (s, x) = θ f (s, x, x), Φ¯ f (s, x) = Φ f (s, x, x),
Λ j f (x) = F−1[iξ j |ξ |α−1(1+ |ξ |α)−1F f (ξ)](x), j = 1, . . . , d, α ≥ 1,
Λi j f (x) = F−1[ξiξ j (1+ |ξ |2)−1F f (ξ)](x), i, j = 1. . . . , d.
Remark 19. For α ∈ (0, 2], u ∈ B˜ p(Rd), we have
F−1
[
(1+ |ξ |α)−1Fu
]
(x) =
∫ ∞
0
e−t EZ u(x + Z t )dt,
where Z t is a stable process defined by (11) and (12) with m(α) = 1.
Repeating the proof of Lemma 3.4 in [10] (the only difference is that f is V = L p(Ω ,F ,P)-
valued) we obtain
Lemma 20. Let 0 < β ′ ≤ β < 1, s ∈ [0, T ], x ∈ Rd , f ∈ C˜β;p(Rd).
Then
|θ¯ f (s, ·)|0,β;p ≤ C1 M (α)β [(1+ supx |∇η(x)|)(1+ d(η)β)| f |0,β ′;p + d(η)β | f |0,βp],
|Φ f (s, x, ·)|0,β;p ≤ C2 M (α)| f |0,β;p,
|Φ¯ f (s, ·)|0,β;p ≤ C2(M (α) + M (α)β )| f |0,β;p,
|Λ j f |0,β;p ≤ C2| f |0,β;p, |Λi j f |0,β;p ≤ C2| f |0,β;p,
where the constants C1 = C1(α, β, β ′, d),C2 = C2(α, β, d).
Proof. Let ψ, ϕ1 be the functions defined by (26), (27). Then
θ¯ f = θ¯1 f + θ¯2 f,
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where for k = 1, 2
θ¯k f (s, x) = θk f (s, x, x), θk f (s, x, ·) = η˜k(s, x, ·) ∗ f (s, ·),
η˜k(s, x, ·) =
{
F−1(1+ |ξ |α)−1
}
∗ ηk(s, x, ·),
ηk(s, x, y) = η(x)F−1
[
(ψ (α)(s, x, ξ)− ψ (α)(s, x0, ξ))ζk(ξ)
]
(y)
= η(x)(A(α)s,x − A(α)s,x0)F−1ζk(y),
and ζ1 = Fψ, ζ2 = 1− ζ1. It is easy to see that∫
Rd
|η1(s, x, y)− η1(s, z, y)|dy ≤ C[| sup
x
|∇η(x)| + 1]M (α)β |z − x |β ,∫
Rd
|η1(s, x, y)|dy ≤ C M (α)β d(η)β ,
where C = C(α, β, d). By Remark 19, the same estimates hold for η˜1. Therefore
|θ¯1 f (s, ·)|0,β;p ≤ C(α, β, d)[M (α)β d(η)β | f |0,β;p + (1+ | sup
x
|∇η(x)|)M (α)β | f |0;p].
Using the estimates (41), (42) and Lemma 18 we obtain
|θ2 f (s, x, ·)− θ2 f (s, z, ·)|0,β ′;p ≤ C(β ′, d)M (α)β (1+ | sup
x
|∇η(x)|d(η)β)| f |0,β ′;p,
|θ2 f (s, x, ·)|0,β;p ≤ C(β, d)M (α)β d(η)β | f |0,β;p.
This completes the proof of the first assertion of the lemma.
The operators Φ, Φ¯ and Λi ,Λi j can be considered in a similar way using (41) and (42). 
We denote for f ∈ C¯∞;pb (Rd), β ∈ (0, 1)
Ty f (x) = f (x + y)− f (x)− (∇ f (x), y)1{α≥1},
T (α)β f = sup
y 6=0
|y|−α|Ty f (·)|0,β;p.
Lemma 21. For β ∈ (0, 1) and f ∈ C¯α,β;p(Rd)
T (α)β f ≤ C(α, β, d)|∂α f |0,β;p.
Proof. Indeed for q such that 1p + 1q = 1 we have by Lemma 3.6 in [10]
sup
y 6=0
|y|−α|Ty f (x)|0,β;p = sup
y 6=0
|y|−α sup
Y∈Lq (Ω),|Y |q≤1
|Ty(E[Y f (x)])|0,β
= sup
Y∈Lq (Ω),|Y |q≤1
sup
y 6=0
|y|−α|Ty(E[Y f (x)])|0,β
≤ C(α, β, d) sup
Y∈Lq (Ω),|Y |q≤1
|∂α(E[Y f (x)])|0,β
≤ C(α, β, d)|∂α f |0,β;p. 
For our estimates we often use the following statement.
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Remark 22. For δ ∈ (0, 1) denote
k(δ)(z, y) = |y + z|−d+δ − |y|−d+δ.
By Lemma 2.1 in [7],
u(x + z)− u(x) = C(δ, d)
∫
Rd0
k(δ)(z, y)∂δu(x − y)dy
and ∫
Rd0
|k(δ)(z, y)|dy ≤ C |z|δ.
Now we will estimate the operators B(α)t u(x) = B(α)t,x u(x), B˜(α)t u(x) (see definition (5)). The
estimate of the following lemma shows that Bt , B˜t can be considered as perturbation operators
and allows us to obtain Schauder estimates for (6) so that the standard continuation by parameter
argument applies.
Lemma 23. Let α ∈ (0, 2], β ∈ (0, 1), p ≥ 2, and assumptions A2, A3 be satisfied. Then for
each ε > 0 there is a constant Cε such that for any u ∈ C˜α,β;p(Rd), t ∈ [0, T ]
|B(α)t u|0,β;p + |B˜t u|α/2,β;p ≤ ε|u|α,β;p + Cε|u|0;p.
Proof. Let
Ty f (x) = f (x + y)− f (x)− (∇ f (x), y)1{α≥1},
T (α) f (x) = sup
y 6=0
|y|−α|Ty f (x)|p,
∇1y f (x) = f (x + y)− f (x).
Then for each n,
B(α)t,x u(x) =
∫
Un
Tc(t,x,υ)u(x)ρ(t, x, υ)pi(dυ)+
∫
U1\Un
Tc(t,x,υ)u(x)ρ(t, x, υ)pi(dυ)
+
∫
U c1
∇1c(t,x,υ)u(x)ρ(t, x, υ)pi(dυ)+ (b(t, x)∇u(x))11<α≤2 + l(t, x)u(t, x).
For α ≥ 1, obviously,
∇1c(t,x,υ)u(x) = u(x + c(t, x, υ))− u(x)
=
∫ 1
0
∇u(x + θc(t, x, υ))dθc(t, x, υ). (43)
For each β ′ ∈ (0, β)∣∣∣∣∣
∫
U c1
∇1c(t,x,υ)u(x)ρ(t, x, υ)pi(dυ)
∣∣∣∣∣
p
≤ |∂(α∧1)u|0;p
∫
U c1
(
|c(t, x, υ)|α∧1 ∧ 1
)
|ρ(t, x, υ)|∞pi(dυ)
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U1
Tc(t,x,υ)u(x)ρ(t, x, υ)pi(dυ)
∣∣∣∣
p
≤ |∂αu|β ′;p
∫
U1
|c(t, x, υ)|α|ρ(t, x, υ)|∞pi(dυ).
Obviously,
|(b(t, x),∇u(x))|β;p11<α≤2 ≤ C |∇u|β;p11<α≤2, (44)
|l(t, x)u(x)|β;p ≤ C |u|β;p.
For any (t, x), (t, x ′) ∈ H,
∇1c(t,x,υ)u(x)−∇1c(t,x ′,υ)u(x ′)
= ∇1c(t,x,υ)u(x)−∇1c(t,x,υ)u(x ′)+∇1c(t,x,υ)u(x ′)−∇1c(t,x ′,υ)u(x ′).
Using (43) and Remark 22, we obtain that for each κ ∈ (0, 1)∣∣∣∣∣
∫
U c1
[∇1c(t,x,υ)u(x)−∇1c(t,x,υ)u(x ′)]ρ(t, x, υ)pi(dυ)
∣∣∣∣∣
p
≤ C |∂(α∧1)u|β;p
∫
U c1
1|c(t,x,υ)|≤κ |c(t, x, υ)|α∧1|ρ(t, x, υ)|∞pi(dυ)|x − x ′|β
+ |u|β;pκ−(α∧1)
∫
U c1
(|c(t, x, υ)|α∧1 ∧ 1)|ρ(t, x, υ)|∞pi(dυ)|x − x ′|β .
So for each ε > 0 there is a constant Cε such that∣∣∣∣∣
∫
U c1
[∇1c(t,x,υ)u(x)−∇1c(t,x,υ)u(x ′)]ρ(t, x, υ)pi(dυ)
∣∣∣∣∣
p
≤ [ε|∂(α∧1)u|β;p + Cε|u|0;p]|x − x ′|β .
Similarly by (43) and Remark 22, applied to
∇1c(t,x,υ)u(x ′)−∇1c(t,x ′,υ)u(x ′)
= u(x ′ + c(t, x ′, υ)+ c(t, x, υ)− c(t, x ′, υ))− u(x ′ + c(t, x ′, υ))
we obtain∣∣∣∣∣
∫
U c1
[∇1c(t,x,υ)u(x ′)−∇1c(t,x ′,υ)u(x ′)]ρ(t, x ′, υ)pi(dυ)
∣∣∣∣∣
p
≤ C |∂u|0;p
∫
U c1
(|c(t, x, υ)− c(t, x ′, υ)| ∧ 1)pi(dυ)
if α + β > 1 and∣∣∣∣∣
∫
U c1
[∇1c(t,x,υ)u(x ′)−∇1c(t,x ′,υ)u(x ′)]ρ(t, x ′, υ)pi(dυ)
∣∣∣∣∣
p
≤ C |∂α+β ′u|0;p
∫
U c1
(|c(t, x, υ)− c(t, x ′, υ)|α+β ′ ∧ 1)pi(dυ)
if α + β ≤ 1.
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Therefore for each ε > 0 there is a constant Cε such that∣∣∣∣∣
∫
U c1
[∇1c(t,x,υ)u(x)−∇1c(t,x ′,υ)u(x ′)]ρ(t, x, υ)pi(dυ)
∣∣∣∣∣
p
≤ [ε|∂(α∧1)u|β;p + Cε|u|0;p]|x − x ′|β .
We have
Tc(t,x,υ)u(x)− Tc(t,x ′,υ)u(x ′)
= (Tc(t,x,υ)u(x)− Tc(t,x,υ)u(x ′))+ (Tc(t,x,υ)u(x ′)− Tc(t,x ′,υ)u(x ′)).
By assumption A2(i), for each n there is a constant Cn such that∣∣∣∣∫
U1\Un
[Tc(t,x,υ)u(x)− Tc(t,x,υ)u(x ′)]
∣∣∣∣ ρ(t, x, υ)|∞pi(dυ)|p
≤
∫
U1\Un
|Tc(t,x,υ)u(x)− Tc(t,x,υ)u(x ′)|p|ρ(t, x, υ)|∞pi(dυ)
≤ Cn(|u|β;p + |∇u|β;p11<α≤2)|x − x ′|β . (45)
Since for α ≥ 1,
Tc(t,x,υ)u(x)− Tc(t,x,υ)u(x ′) =
∫ 1
0
[∇u(x + θc(t, x, υ))− 1α>1∇u(x)]c(t, x, υ)
−
∫ 1
0
[∇u(x ′ + θc(t, x, υ))− 1α>1∇u(x ′)]c(t, x, υ),
we obtain∣∣∣∣∫
Un
[Tc(t,x,υ)u(x)− Tc(t,x,υ)u(x ′)]ρ(t, x, υ)pi(dυ)
∣∣∣∣
p
≤ C |∂αu|β;p
∫
Un
|c(t, x, υ)|α|ρ(t, x, υ)|∞pi(dυ)|x − x ′|β . (46)
For α < 1,
Tc(t,x,υ)u(x)− Tc(t,x,υ)u(x ′)
=
∫
[∂αu(x − y)− ∂αu(x ′ − y)]k(α)(c(t, x, υ), y)dy
and (46) holds as well.
Now, for α ≥ 1,
Tc(t,x,υ)u(x
′)− Tc(t,x ′,υ)u(x ′)
=
∫ 1
0
[∇u(x ′ + c(t, x ′, υ)+ θ(c(t, x, υ)− c(t, x ′, υ)))− 1α>1∇u(x ′)]
× (c(t, x, υ)− c(t, x ′, υ)),
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and, using Ho¨lder inequality, there is a constant C such that∣∣∣∣∫
U1
[Tc(t,x,υ)u(x ′)− Tc(t,x ′,υ)u(x ′)]ρ(t, x, υ)pi(dυ)
∣∣∣∣
p
≤ C |∂αu|0;p
[∫
U1
|c(t, x, υ)− c(t, x ′, υ)|α|ρ(t, x, υ)|∞pi(dυ)
+
(∫
U1
|c(t, x, υ)− c(t, x ′, υ) |α |ρ(t, x, υ)|∞pi(dυ)|1/α
]
≤ C |∂αu|0;p[|x − x ′|αβ + |x − x ′|β ]. (47)
For α + β ≤ 1 and β ′ such that β ≤ α + β ′ < α + β, we have by Lemma 12
Tc(t,x,υ)u(x
′)− Tc(t,x ′,υ)u(x ′)
= u(x ′ + c(t, x ′, υ)+ c(t, x, υ)− c(t, x ′, υ))− u(x ′ + c(t, x ′, υ))
=
∫
∂α+β ′u(x ′ + c(t, x ′, υ)− y)k(α+β ′)(c(t, x, υ)− c(t, x ′, υ), y)dy
and ∣∣∣∣∫
U1
[Tc(t,x,υ)u(x ′)− Tc(t,x ′,υ)u(x ′)]ρ(t, x, υ)pi(dυ)
∣∣∣∣
p
≤ |∂α+β ′u|0;p
∫
U1
|c(t, x, υ)− c(t, x ′, υ)|α+β ′ |ρ(t, x, ω)|∞pi(dυ)
≤ C |∂α+β ′u|0;p|x − x ′|β . (48)
For α < 1, α + β > 1, by Lemma 12,
Tc(t,x,υ)u(x
′)− Tc(t,x ′,υ)u(x ′)
= u(x ′ + c(t, x ′, υ)+ c(t, x, υ)− c(t, x ′, υ))− u(x ′ + c(t, x ′, υ))
=
∫ 1
0
∇u(x ′ + c(t, x ′, υ)+ θ(c(t, x, υ)− c(t, x ′, υ)))(c(t, x, υ)− c(t, x ′, υ))dθ
and ∣∣∣∣∫
U1
[Tc(t,x,υ)u(x ′)− Tc(t,x ′,υ)u(x ′)]ρ(t, x, υ)pi(dυ)
∣∣∣∣
p
≤ |∇u|0;p
∫
U1
|c(t, x, υ)− c(t, x ′, υ)||ρ(t, x, υ)|∞pi(dυ)
≤ C |∇u|0;p|x − x ′|β . (49)
The inequalities (45)–(49) imply the statement about B(α)t u.
Now we estimate B˜t,x u(x). Since
∂α/2 B˜t u(x) = ∂α/2h(t, x)u(x)+ h(t, x)∂α/2u(x)
+
∫
[u(x + y)− u(x)][h(t, x + y)− h(t, x)] dy|y|d+α/2 ,
we have
|B˜u|α/2,β;p ≤ ε|u|α,β + Cε|u|0;p. 
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4.2. Proof of Theorem 5
It is well known that for an arbitrary but fixed δ > 0 there is a family of cubes Dk ⊆ D˜k ⊆ Rd
and a family of deterministic functions ηk ∈ C∞0 (Rd) with the following properties:
1. For all k ≥ 1, Dk and D˜k have a common center xk, diam Dk ≤ δ, dist(Dk,Rd \ D˜k) ≤ Cδ
for a constant C = C(d) > 0,∪k Dk = Rd , and 1 ≤∑k 1D˜k ≤ 2d .
2. For all k, 0 ≤ ηk ≤ 1, ηk = 1 in Dk, ηk = 0 outside of D˜k and for all multi-indices
γ, |γ | ≤ 3,
|∂γ ηk | ≤ C(d)δ−|γ |.
For α ∈ (0, 2], λ ≥ 0, k ≥ 1, denote
A(α)u(t, x) = A(α)t,x u(t, x), B(α)u(t, x) = B(α)t,x u(t, x),
A(α)k u(t, x) = A(α)t,xk u(t, x),A(α)λ,ku(t, x) =
(
∂
∂t
+ A(α)k − λ
)
u(t, x),
E (α)k u(t, x) =
∫
[u(t, x + y)− u(t, x)][ηk(x + y)− ηk(x)]m(α)(t, xk, y) dy|y|d+α ,
E (α)k,1 u(t, x) =
∫
[u(t, x + y)− u(t, x)][ηk(x + y)− ηk(x)] dy|y|d+α ,
F (α)k u(t, x) = u(t, x)A(α)k ηk(x), F (α)k,1 u(t, x) = u(t, x)∂αηk(x).
We will need to estimate these operators.
Lemma 24. Let α ∈ (0, 2], β ∈ (0, 1). Then:
(a) for each ε > 0 there exists a constant Cε such that
sup
k
(
|E (α)k u(t, ·)|0,β;p + |E (α)k,1 u(t, ·)|0,β;p
)
≤ ε|∂αu|0,β;p + Cε|u|0;p;
(b) there is a constant C = C(α, β, d, δ,M (α)) such that
sup
k
(
|F (α)k u(t, ·)|0,β;p + |F (α)k,1 u(t, ·)|0,β;p
)
≤ C |u|0,β;p,
where
M (α) = sup
(t,x)∈H
[
sup
|γ |≤d0,|y|=1
|∂γy m(α)(t, x, y)| + |b1(t, x)|1α=1 + |a(t, x)|1α=2
]
.
Proof. For any κ > 0
E (α)k u(t, x) =
∫ 1
0
∫ 1
0
∫
|y|≤κ
(∇u(x + sy), y)(∇ηk(x + r y), y)µ(α)k (t, dy)drds1α≥1
+
∫ 1
0
∫
|y|≤κ
[u(x + y)− u(x)](∇ηk(x + r y), y)µ(α)k (t, dy)dr1α<1
+
∫
|y|>κ
[u(x + y)− u(x)][ηk(x + y)− ηk(x)]µ(α)k (t, dy),
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where µ(α)k (t, dy) = m(α)(t, xk, y)|y|−d−αdy. It is easy to see, using Lemma 1 in [11], that
|E (α)k u(x)|0,β;p ≤ C
{
1α≥1|∇u|β;p
∫
|y|≤κ
|y|−d−α+2dy
+
(
1α<1
∫
|y|≤κ
|y|−d−α+1dy +
∫
|y|>κ
|y|−d−αdy
)
|u|0,β;p
}
.
Part (b) is straightforward. 
As can be easily seen, for any u ∈ C¯α,β;p(Rd)
|u|0;p ≤ sup
x
sup
k
ηk(x)|u(x)|p = sup
k
sup
x
|ηk(x)u(x)|p,
|u|0,β;p ≤ sup
k
|ηku|0,β;p + C |u|0;p,
sup
k
|ηku|0,β;p ≤ |u|0,β;p + C |u|0;p.
(50)
Indeed, for each x, y ∈ Rd ,
|u(x)− u(y)|p = sup
k
ηk(x)|u(x)− u(y)|p
= sup
k
|ηk(x)u(x)− ηk(x)u(y)|p
≤ sup
k
|ηk(x)u(x)− ηk(y)u(y)|p + sup
k
|(ηk(y)− ηk(x))u(y)|p
and
|u|0,β;p ≤ sup
k
|ηku|0,β;p + C |u|0;p.
Similarly, the other inequalities in (50) follow.
Using (50), we obtain
|u|α,β;p ≤ C(sup
k
|ηku|α,β;p + sup
k
|u∂αηk + E (α)k,1 u|0,β;p).
So,
|u|α,β;p ≤ C sup
k
|ηku|α,β;p. (51)
Let u ∈ C¯α,β;p(H) be a solution of (6). Then ηku satisfies the equation
∂t (ηku) = A(α)k (ηku)− λ(ηku)+ ηk(A(α)u − A(α)k u)+ ηk B(α)u + ηk f
+ Fku + Eku + [ηkhu + ηk g]W˙t , (52)
and by Theorem 6,
|ηku|α,β;p ≤ C[|ηk(A(α)u − A(α)k u)|0,β;p + |ηk B(α)u|0,β;p + |ηk f |0,β;p
+ |Fku|0,β;p + |Eku|0,β;p + |ηkhu|α/2,β;p + |ηk g|α/2,β;p].
Therefore,
|u|α,β;p ≤ C[sup
k
|ηk f |0,β;p + sup
k
|ηk g|α/2,β;p + I (α)], (53)
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where
I (α) ≤ C1 sup
k
[|ηk(A(α)u − A(α)k u)|0,β;p + |ηk B(α)u|0,β;p
+ |Fku|0,β;p + |Eku|0,β;p + |ηkhu|α/2,β;p
+ |Fk,1u|0,β;p + |Ek,1u|0,β;p] + C2|u|0;p.
Note that ηk[A(α)u − A(α)k u] = θ¯k(u + ∂αu), where θ¯k is the operator defined in Lemma 20
replacing η by ηk . Therefore, by Lemma 20,
|ηk(A(α)u − A(α)k u)|0,β;p ≤ C[M (α)β (1+ sup
x
|∇η(x)|δβ)|u|α,β/2;p + δβ |u|α,β;p].
So for each ε > 0 there is a constant Cε such that
|ηk(A(α)u − A(α)k u)|0,β;p ≤ ε|u|α,β;p + Cε|u|0;p.
Using the estimates of Lemmas 20 and 24, we obtain that for each ε > 0 there is a constant Cε
such that
I (α) ≤ ε|u|α,β;p + Cε|u|0;p.
By (53),
|u|α,β;p ≤ C[| f |0,β;p + ‖g‖α/2,β;p + |u|0;p]. (54)
On the other hand, (52) holds and by Theorem 6,
|u|0;p ≤ sup
k
|ηku|0,β;p ≤ µ(λ) sup
k
[| f |0,β;p + ‖g‖α/2,β;p
+ |ηk(A(α)u − A(α)k u)|0,β;p + |ηk B(α)u|0,β;p
+ |Fku|0,β;p + |Eku|0,β;p + |ηkhu|α/2,β;p],
where µ(λ)→ 0 as λ→∞. So,
|u|0;p ≤ Cµ(λ)[| f |0,β;p + ‖g‖α/2,β;p + |u|α,β;p]. (55)
The inequalities (54) and (55) imply that there is λ0 > 0 and a constant C independent of u such
that
|u|α,β;p ≤ C[| f |0,β;p + ‖g‖α/2,β;p] (56)
if λ ≥ λ0. If u ∈ C¯α,β;p(H) solves Eq. (6) with λ ≤ λ0, then u˜(t, x) = e−(λ0−λ)t u(t, x) solves
the same equation with λ0, and by (56),
|u|α,β;p ≤ e(λ0−λ)T |u˜|α,β;p ≤ Ce(λ0−λ)T [| f |0,β;p + |g|α/2,β;p].
So (56) holds for all λ ≥ 0. Again by Theorem 6 and (51), there is a constant C such that for all
s ≤ t ≤ T,
|u(t, ·)− u(s, ·)|α/2,β;p ≤ sup
k
|ηku(t, ·)− ηku(s, ·)|α/2,β;p
≤ C(t − s)1/2
(
| f |0,β;p + |g| α2 ,β;p + |u|α,β;p
)
.
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Therefore there is a constant C such that for all s ≤ t ≤ T,
|u(t, ·)− u(s, ·)|α/2,β;p ≤ C(t − s)1/2(| f |0,β;p + |g| α2 ,β;p).
Let τ ∈ [0, 1] ,
Lτu = τ Lu + (1− τ) ∂αu,Mτu = τ B˜u.
We introduce the space Cˆα,β;p (H) of functions u ∈ C¯α,β;p(H) such that for each (t, x)P-a.s.
u (t, x) =
∫ t
0
F (s, x) ds +
∫ t
0
G (s, x) dWs,
where F ∈ C¯0,β;p (H) , G ∈ C¯α/2,β;p (H, Y ). It is a Banach space with respect to the norm
|u|α,β;p = |u|α,β;p + |F |0,β;p + ‖G‖α/2,β;p .
Let Vβ,p be a Banach space of all pairs l = ( f, g) , f ∈ C¯0,β;p (H) , g ∈ C¯α/2,β;p (H, Y ) with
the norm
|l|0,β,p = | f |0,β;p + ‖g‖α/2,β;p .
Consider the mappings Tτ : Cˆα,β;p (H)→ Vβ,p defined by
u (t, x) =
∫ t
0
F (s, x) ds +
∫ t
0
G (s, x) W˙s ds 7−→ (F − Lτu,G − Mτu).
Obviously, for some constant C independent of τ
|Tτu|0,β;p ≤ C |u|α,β;p .
On the other hand, there is a constant C independent of τ such that for all u ∈ Cˆα,β;p (H)
|u|α,β;p ≤ C |Tτu|0,β;p . (57)
Indeed,
u (t, x) =
∫ t
0
F (s, x) ds +
∫ t
0
G (s, x) dWs
=
∫ t
0
(Lτu + (F − Lτu)) ds +
∫ t
0
(Mτu + (G − Mτu)) dWs .
According to the estimate (56), there is a constant C independent of τ such that
|u|α,β;p ≤ C |Tτu|0,β;p
= C(|F − Lτu|0,β;p + ‖G − Mτu‖α/2,β;p). (58)
Thus
|u|α,β;p = |u|α,β;p + |F |0,β;p + ‖G‖α/2,β;p ≤ |u|α,β;p
+ |F − Lτu|0,β;p + ‖G − Mτu‖α/2,β;p + |Lτu|0,β;p + ‖Mτu‖α/2,β;p
≤ C (|u|α,β;p + |F − Lτu|0,β;p + ‖G − Mτu‖α/2,β;p)
≤ C (|F − Lτu|0,β;p + ‖G − Mτu‖α/2,β;p) = C |Tτu|0,β;p ,
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and (57) follows. Since T0 is an onto map, by Theorem 5.2 in [4] all the Tτ are onto maps and
the statement follows.
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Appendix
In the following lemma, we prove the existence of smooth modifications of stochastic
integrals.
Lemma 25. Assume that g ∈ C¯∞,pb (H, Y ). Then
(a) There is a P(F)⊗ B(Rd)-measurable Y -valued function g˜(s, x) such that dsdP-a.e.
∂
γ
x g(s, x) = ∂γx g˜(s, x) for all x ∈ Rd , γ ∈ Nd0 . (59)
In addition, for any R > 0 and γ = (γ1, . . . , γd) ∈ Nd0
E
∫ T
0
sup
|x |≤R
|∂γx g˜(s, x)|pds <∞. (60)
(b) There is a P(F)⊗B(Rd)-measurable real-valued function M(t, x) P-a.s. continuous in t
and smooth in x and for each x ∈ Rd , γ ∈ Nd0 ,P-a.s.
∂
γ
x M(t, x) =
∫ t
0
∂
γ
x g(s, x)dWs =
∫ t
0
∂
γ
x g˜(s, x)dWs for all t ∈ [0, T ]. (61)
In addition, for any R > 0 and γ = (γ1, . . . , γd) ∈ Nd0
E
[
sup
t≤T,|x |≤R
|∂γx M(t, x)|p
]
<∞, (62)
and
sup
x
E[sup
t
|∂γx M(t, x)|p] <∞. (63)
Proof. Obviously, for each R > 0, γ ∈ Nd0 ,
E
∫ T
0
∫
|y|<R
|∂γy g(s, y)|pdsdy <∞.
Define a sequence of P(F)⊗ B(Rd)-measurable functions
gn(t, x) = n
∫ t
tn
g(s, x)ds, n ≥ 1,
gγn (t, x) = n
∫ t
tn
∂
γ
x g(s, x)ds, γ ∈ Nd0 , n ≥ 1,
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where tn = (t − 1/n) ∨ 0. For each γ ∈ N0 we have P-a.s. for all t ≥ 0, ϕ ∈ C∞0 (Rd)∫
Rd
gn(t, y)∂
γ
y ϕ(y)dy =
∫
Rd
n
∫ t
tn
g(s, y)ds∂γ ϕ(y)dy
= (−1)|γ |
∫
Rd
n
∫ t
tn
∂γ g(s, y)dsϕ(y)dy. (64)
Letw ∈ C∞0 (Rd) be non-negative and such thatw(x) = 0 if |x | ≥ 1. We define P-a.s. continuous
in t and smooth in x function
gn,ε(t, x) = n
∫ t
tn
∫
Rd
g(s, y)wε(x − y)dsdy,
gγn,ε(t, x) = n
∫ t
tn
∫
Rd
∂
γ
y g(s, y)wε(x − y)dsdy,
where wε(x) = ε−dw(x/ε), x ∈ Rd , γ ∈ Nd0 . According to (64), P-a.s. for all t ≥ 0, x ∈ Rd ,
γ ∈ N0,
∂
γ
x gn,ε(t, x) =
∫
Rd
n
∫ t
tn
g(s, y)ds∂γx wε(x − y)dy
=
∫
Rd
n
∫ t
tn
∂
γ
x g(s, x − y)dswε(y)dy = gγn,ε(t, x).
Therefore for each R > 0
E
∫ T
0
∫
|x |<R
|∂γx gn,ε(t, x)− ∂γx gn′,ε′(t, x)|pY dxdt
≤ C
[∫ T
0
∫
|x |<R
E|gγn,ε(t, x)− ∂γ g(t, x)|pY dtdx
+
∫ T
0
∫
|x |<R
E|gγn′,ε′(t, x)− ∂γ g(t, x)|pY dtdx
]
→ 0
as ε, ε′→ 0 and n, n′→∞. By the Sobolev embedding theorem, for each R > 0, γ ∈ Nd0 ,
E
∫ T
0
sup
|x |≤R
|∂γx gn,ε(t, x)− ∂γx gn′,ε′(t, x)|pdxdt → 0
as ε, ε′ → 0 and n, n′ → ∞. Let g˜n = gn,1/n and choose a subsequence nk ↑ ∞ as k → ∞
such that
E
∫ T
0
sup
|x |<k,|γ |≤k
|∂γx g˜nk+1(t, x)− ∂γx g˜nk (t, x)|pY dt ≤ 2−kp.
Then
g˜(t, x) =
limk g˜nk (t, x) if
∑
k
sup
|x |<k,|γ |≤k
|∂γx g˜nk+1(t, x)− ∂γx g˜nk (t, x)|pY <∞,
0 otherwise
is P(F)⊗-measurable and satisfies (59) and (60).
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(b) By Theorem 5.44 in [6], there are P(F)⊗B(Rd)-measurable functions M˜γ (t, x), γ ∈ Nd0
such that for each x ∈ RdP-a.s.
M˜γ (t, x) =
∫ t
0
∂
γ
x g˜(s, x)dWs =
∫ t
0
∂
γ
x g(s, x)dWs, t ∈ [0, T ].
For each R > 0, t ∈ [0, T ],
E
∫
|x |≤R
|M˜γ (t, x)|pdx ≤ CE
∫ T
0
∫
|x |≤R
|∂γx g(s, x)|pY dxds.
We define P-a.s. continuous in t and smooth in x functions
M˜γε (t, x) =
∫
M˜γ (t, y)wε(x − y)dx, γ ∈ Nd0 .
By the stochastic Fubini theorem (see [12]), for every x ∈ Rd we have P-a.s. for all t ∈ [0, T ]
and γ ∈ Nd0 ,
M˜γε (t, x) =
∫
M˜γ (t, y)wε(x − y)dx =
∫ t
0
∫
∂
γ
x g˜(s, y)wε(x − y)dydWs
=
∫ t
0
∫
∂
γ
x g(s, y)wε(x − y)dydWs,
∂
γ
x M˜
0
ε (t, x) =
∫
M˜0(t, y)∂γx wε(x − y)dx = (−1)|γ |
∫
M˜0(t, y)∂γy wε(x − y)dx
=
∫ t
0
∫
∂
γ
x g˜(s, y)wε(x − y)dydWs =
∫ t
0
∫
∂
γ
x g(s, y)wε(x − y)dydWs .
Also, denoting
gγ,ε(s, x) =
∫
∂
γ
y g(s, y)wε(x − y)dy
=
∫
∂
γ
x g(s, x − y)wε(y)dy,
we have for each R > 0
E
∫
|x |<R
sup
t≤T
|∂γx M˜0ε (t, x)− ∂γx M˜0ε′(t, x)|pdx
=
∫
|x |<R
E sup
t≤T
|∂γx M˜0ε (t, x)− ∂γx M˜0ε′(t, x)|pdx
≤ CE
∫ T
0
∫
|x |<R
|gγ,ε(s, x)− gγ,ε′(s, x)|pY dxds → 0
as ε, ε′→ 0. By the Sobolev embedding theorem, for each R > 0 and γ ∈ Nd0 ,
E sup
|x |≤R,t≤T
|∂γx M˜0ε (t, x)− ∂γx M˜0ε′(t, x)|p → 0
as ε, ε′ → 0. Therefore, there is a P(F) ⊗ B(Rd)-measurable function M(t, x) such that P-a.s.
M(t, x) is continuous in t and smooth in x such that (61)–(63) hold and for each R > 0, γ ∈ Nd0
E sup
|x |≤R,t≤T
|∂γx M˜0ε (t, x)− ∂γx M(t, x)|p → 0
as ε→ 0. 
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