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Abstract 
Buses on the same route tend to bunch when the system is uncontrolled. This lack of regularity leads to an increase in the 
average passenger waiting time, increases delays and makes travel times uncertain. A wide variety of solutions have been 
proposed to maintain accurate bus system performance. Unfortunately, if a strategy is applied permanently, it could 
detract from the entire transport system efficiency. That is why a transit operator needs an accurate forecast of the route 
in order to intervene before the bus route is too disrupted to be restored to regularity. This paper aims to predict critical 
situations in real-time forecasting of a bus route state. To accomplish this, we propose to take advantage of both 
theoretical and empirical information (model and data) using data assimilation (a particle filter). On one hand, a 
stochastic dynamic bus model forecasts future bus route states. On the other hand, archived data calibrates the model 
parameters while real-time data provides information about the actual route state. The methodology is applied to a real 
case study thanks to the quality data provided by TriMet (the Portland, Oregon transit district). Predictions are finally 
evaluated by an a posteriori comparison with real data. The results highlight that the method leads to a valid forecast of a 
bus route state with a 8 minutes time window. This duration is sufficient to predict critical situations, especially bus 
bunching. Further research would have to consider deterministic travel times from a traffic model instead of the 
distributions in order to maintain correlation between travel times on links. In that case, the assimilation process would 
focus on the surrounding traffic flow, also potentially available in the Portland data. 
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Nomenclature 
ܵ stop number  
ݏ  index of stops 
݈௦ length between stops ݏ and ݏ ൅ ͳ 
ܫ bus number 
݅ index of buses 
ܪ expected time headway between buses 
݄௜ǡ௦ effective time headway between buses ݅ െ ͳ and ݅ at stop ݏ 
ܤ௜ǡ௦ number passengers boarding the bus ݅ at stop ݏ 
ܣ௜ǡ௦ number passengers alighting the bus ݅ at stop ݏ 
ܮ௜ǡ௦ passenger of bus ݅ at its arrival at stop ݏ 
݀௜ǡ௦ dwell time of bus ݅ at at stop ݏ 
ߨ௜ǡ௦ travel time of bus ݅ between stops ݏ and ݏ ൅ ͳ 
ݐ௜ǡ௦ arrival time of bus ݅ at at stop ݏ 
ݐ௜ǡ௦ȁ௦భ   arrival time of bus ݅ at at stop ݏ from the knowledge of its real arrival time at station ݏଵ ݐҧ௜ǡ௦  real arrival time of bus ݅ at at stop ݏ provided by real data 
ߣ௦  Mean passenger demand rate at station ݏ 
ߟ௦  Mean alighting proportion at station ݏ 
ܽ  individual alighting time 
ܾ  individual boarding time 
ܿ  time needed to open and close the doors 
ɀ  time lost in acceleration 
ߤ  mean of a normal distribution 
ߪ  standard deviation of a normal distribution 
ߣ  parameter of an exponential distribution 
ܥ  cycle of a signal between two stations 
ݎ  red time of a signal between two stations 
ܮ number of particles for the Particle Filter 
݈  index of particles 
ܺሺ௟ሻ  variable referring to particle ݈ 
ߝ  acceptable time-error for a prediction 
ߠ௜ǡ௦  validity duration of a prediction 
ߠ  validity duration of all predictions 
1. Introduction 
Bus routes are known to be naturally unstable. First uncovered and highlighted by Newell and Potts (1964), buses 
tend to bunch when the system is uncontrolled. The main causes of bunching are disruptions in transit operations, 
variations in passenger demand, and traffic congestion (McKnight et al., 2004). The bus route becomes unreliable, 
which tempts users to shift to other transport modes. This lack of uniformity in headways leads to an increase in the 
mean passenger waiting time in addition to longer and more uncertain travel times. A wide variety of solutions have 
been proposed to maintain reliable bus performance. A sampling of classical ideas includes: stop skipping (Sun and 
Hickman, 2005), boarding limits (Delgado et al., 2009), adding slack time into schedules, holding buses at control 
points or at a terminal (Dessouky et al., 1999; Xuan et al., 2011; Bartholdi and Eisenstein, 2012), regulating bus 
speed (Daganzo and Pilachowski, 2011), and implementing traffic signal priority (Stevanovic et al., 2008; Koehler 
and Kraus, 2010). However, if these strategies are applied permanently, then they could reduce overall transit system 
efficiency. For example, holding strategies and slack times increase bus travel times (Cats et al., 2011) which 
degrade system performance for passengers. Besides, when a bus that is ahead of schedule benefits from transit 
signal priority, it will more quickly catch its leader. It is also possible that recovery strategies are applied too late, 
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once the bus route is too disrupted to be restored to regularity. Therefore, transit operators need accurate and real-
time forecasts of the bus route state to predict and then avoid critical situations. 
To accomplish this, two elements are required and need to be combined: real-time data to evaluate the actual bus 
route state, and a model to forecast future states. On one hand, with the deployment of Intelligent Transportation 
System (ITS), data are more and more available from transit systems. For example, Automatic Vehicle Location 
(AVL) systems based on Global Positioning Systems (GPS) can provide regular information about bus positions on 
the route (Tétreault and El-Geneidy, 2010; Feng and Figliozzi, 2011). In addition, Automatic Passenger Counters 
(APC) count passengers boarding and alighting the bus and enable the determination of passenger flows. However, 
this information is typically archived and is not usually available to transit manager in real-time (Horbury, 1999; 
Tétreault and El-Geneidy, 2010; Feng and Figliozzi, 2011). With this in mind, some dynamic bus-focused models 
have been proposed in the last several decades in order to study bus systems (Newell and Potts, 1964; Andersson and 
Scallia-Tomba, 1981; Hickman, 2001; Daganzo, 2009). Hans et al. (2014a) explain that these models are usually 
made up of three components: (i) a departure time model from the first stop, (ii) a dwell time model for each stop 
and (iii) a travel time model for each link. Each model component can be either deterministic with a linear relation 
between variables, or stochastic with probabilistic distributions used to generate values of variables. In the first case, 
the model generates the same results for two simulations while with a stochastic model, two simulations with 
identical parameters lead to different results. Newell and Potts (1964) showed that a fully-deterministic model can 
reproduce the dynamics of a bus system and reproduce the bus bunching phenomenon. However, variability inherent 
to realistic cases can only be reproduced by stochastic models that maintain the advantages of both. 
Data assimilation techniques enable a model to take advantage of both empirical and theoretical information (data 
and model) to forecast of system evolution (Hofleitner et al., 2012). There are two primary inherently different 
methods: (i) artificial neural networks (ANN) based on mathematical and logical relations between variables, and (ii) 
assimilation techniques based on physical considerations. With the first method, the prediction (model) consists of 
the definition of thresholds of neurons and rules into the ANN (Chien et al., 2002; Jeong and Rilett, 2005). 
Consequently, results from ANN can be physically nonsensical and wide variations in traffic or in passenger 
demands could be unpredicted (Mazloumi et al. 2011). In the second method, the modeler defines a specific a priori 
bus behavior. From the knowledge of the bus route state at a particular time step, the physical model forecasts the 
state at the next time step. This prediction is compared to new available data and the likeliest state is computed 
thanks to a gain matrix. The Kalman filter (KF) is commonly well-adapted for linear systems. Likewise, studies have 
proposed forecasting bus travel times using KF (Wall and Dailey, 1999; Chen et al., 2012, Hans et al., 2014b). 
Highly non-linear models and stochastic systems require a particle filter (PF) to easily compute all possible system 
states and so provides the most likely state (Hofleitner et al., 2012). Such data assimilation methods can be 
particularly efficient for predicting future travel times (Chen and Rakha, 2014). 
The final objective of this work is to predict critical situations in real-time forecasting of a bus route state. More 
specifically, this paper evaluates the ability of a data assimilation process to forecast states for a real bus route: 
TriMet route 72 traveling on 82nd Avenue in Portland, Oregon, USA. Toward this end, Section 2 introduces the 
study framework and the stochastic bus model used for forecasts. Section 3 presents the Portland transit data and 
explains how to calibrate the bus model parameters with such data. In particular, we provide a new simple 
probabilistic distribution calibrated using maximum likelihood estimation. We show that it fits real data better that 
other classically used distributions. Section 4 explains the data assimilation process based on the PF. In Section 5, 
we test the assimilation loop with the Portland data, and evaluate how well the proposed process is able to forecast 
the bus route state. Finally, section 6 is devoted to a discussion about expected improvements of this work in future 
research. 
2. A physical stochastic bus model 
2.1. Departure time model 
We consider a theoretical non-cyclic bus route with S stops separated by ܵ െ ͳ links of respective length ݈௦. Let 
ݏ ൌ ͳǥܵ be the stop number and ݅ ൌ ͳǥ ܫ be the number of buses travelling on the route. The expected time 
headway between buses is denoted ܪ and can vary over time depending on the current transit schedule. Once bus ݅ 
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leaves the origin of the route and is detected by the AVL system, its travel on the route is described by the stochastic 
model of Andersson and Scallia-Tomba (1981). There seminal work provides the relevant probabilistic distributions 
for each following physical process coming into play, especially for dwells. 
2.2. Dwell time model 
At every stop ݏ, the bus ݅ stops to serve passengers who have arrived since the departure of the previous bus. As 
in numerous studies, the passenger arrival rate is assumed to follow a Poisson distribution. Its parameter is equal to 
the product of the mean passenger demand rate ߣ௦ and the time-headway ݄௜ǡ௦ of the bus with its leader, i.e. the time 
between arrivals of both buses at stop. Consequently, the number of passengers ܤ௜ǡ௦ boarding the bus ݅ at stop ݏ is: 
ܤ௜ǡ௦ ๴ ܲ൫ߣ௦݄௜ǡ௦൯          (1) 
The number of alighting passengers ܣ௜ǡ௦  at stop ݏ  is assumed to vary according to a binomial distribution 
depending on the bus passenger load ܮ௜ǡ௦ just before its arrival at the stop and the alighting proportion ηs: 
ܣ௜ǡ௦ ๴ ܤ݅൫ܮ௜ǡ௦ǡ ߟ௦൯          (2) 
The bus passenger load just after its departure from the stop is: 
ܮ௜ǡ௦ାଵ ൌ ܮ௜ǡ௦ െ ܣ௜ǡ௦ ൅ ܤ௜ǡ௦          (3) 
In Portland, passengers are supposed to exit through the rear door while they board through the front door. Thus, 
the dwell time ݀௜ǡ௦ depends on both streams, i.e.: 
݀௜ǡ௦ ൌ ݉ܽݔሺܽܣ௜ǡ௦ǡ ܾܤ௜ǡ௦ሻ ൅ ܿ           (4) 
where a, b and c are the average individual alighting time, boarding time, and time needed to open and close the 
doors, respectively. Other dwell time models could also be used. For example, the alighting process can be neglected 
compared with the boarding process, or the longer among both processes can be considered. Finally, Eq. (1), (2), (3) 
and (4) make up the dwell time model. 
 
2.3. Travel time model 
During its travel between two consecutive stops, a bus can be delayed by traffic signals and traffic flows. We 
assume that probabilistic distributions are able to entirely account for these phenomena. If there is no traffic signal 
on a considered link, then we assume that the travel time ݐ of a bus is made up of two independent elements: (i) time 
depending on the driver’s behavior assumed to follow a normal distribution of parameters ߤ and ߪ; (ii) lost time due 
to hazard events (e.g., crossing pedestrians or some sort of failure in traffic or transit operations) occurring during 
the bus travel and assumed to follow an exponential distribution of parameter ߣ. Thus, the travel time formulation 
follows a convolution of both normal and exponential distributions. This normal-exponential (NE) distribution is 
expressed as: 
ே݂ாሺݐǡ ߤǡ ߪǡ ߣሻ ൌ ఒଶ ݁
ିఒ௧ାഊమ൫ଶఓାఒఙమ൯ ቆͳ ൅ ݁ݎ݂ቀ௧ିఓିఒఙమఙξଶ ቁቇ         (5) 
where erf is the error function expressed by݁ݎ݂ሺݐሻ ൌ ଶξగ ׬ ݁௫
మ݀ݔ௧଴ . If there are traffic signals on a considered link, 
then a hazard becomes negligible compared to the delays occurring at signals due to red times and traffic flows. 
Hans et al. (2014c) explain how to express the general probabilistic distribution of travel times depending on the 
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flow on the road and on signal settings. In practice, the trip between two consecutive stops rarely includes more than 
two traffic signals. In the absence of traffic and for only one signal with a cycle ܿ and a red time ݎ, the delay can be 
expressed as: 
ௌ݂ሺݐǡ ݎǡ ܿሻ ൌ ௖ି௥௖ ߜ଴ሺݐሻ ൅
ଵ
௖ ͳሾ଴ǡ௥ሿሺݐሻ          (6) 
where ߜ଴ሺݐሻ is equal to 1 if ݐ ൌ Ͳ, 0 otherwise, and ͳሾ଴ǡ௥ሿሺݐሻ equal to 1 if ݐ א ሾͲǡ ݎሿ, 0 otherwise. As before, we 
consider that the travel time of a bus is made up of two independent elements: (i) time depending on the driver’s 
behavior assumed to follow a normal distribution of parameters ߤ and ߪ; (ii) lost time at signals distributed as 
indicated by Eq. (6). Thus, the travel time follows a convolution of both normal and delay distributions. This 
normal-signal (NS) distribution is expressed as: 
ே݂ௌሺݐǡ ߤǡ ߪǡ ܿǡ ݎሻ ൌ ௖ି௥௖
ଵ
ఙξଶగ ݁
ିభమቀ
೟షഋ
഑ ቁ
మ
൅ ଵଶ஼ ൬݁ݎ݂ ቀ
௧ିఓ
ఙξଶቁ െ ݁ݎ݂ ቀ
௧ି௥ିఓ
ఙξଶ ቁ൰         (7) 
In the case of more traffic signals on a link, and when the traffic is considered as an input, Hans et al. (2014c) 
provide a more general formula. Note that ܿ and ݎ are parameters depending on the infrastructure. If they are known, 
then their calibration is unnecessary. Finally, travel time ߨ௜ǡ௦  between stops ݏ  and ݏ ൅ ͳ varies according to the 
previous probabilistic distributions: 
ߨ௜ǡ௦ ๴ ൜ ܰܧሺߤ௦ǡ ߪ௦ǡ ߣ௦ሻܰܵሺߤ௦ǡ ߪ௦ǡ ܿ௦ǡ ݎ௦ሻ
ݓ݅ݐ݄݋ݑݐܽݏ݈݅݃݊ܽ
݅݊ݐ݄݁݌ݎ݁ݏ݁݊ܿ݁݋݂ܽݏ݈݅݃݊ܽ         (8) 
Eq. (5), (7) and (8) make up the travel time model. Finally, on a link, a bus accelerates to reach its free-flow speed 
and decelerates to stop at the next stop. In practice, a bus ݅ does not stop if no passenger wants to board or alight the 
bus (Robinson, 2013). In such a case, the bus does not lose any time in acceleration and deceleration. The lost time 
due to both phenomenon is denoted ɀ. If the bus does not stop, its effective travel time ߨԢ௜ǡ௦ on the next link ݏ is 
equal to: 
ߨԢ௜ǡ௦ ൌ ߨ௜ǡ௦ െ ߛ          (9) 
where ߨ௜ǡ௦ is computed by Eq. (8). 
3. Model calibration by Portland transit data 
3.1. Portland data analysis 
Many transit agencies have implemented ITS that collect operating information. For example, Bertini and El-
Geneidy (2003) describe recording systems and archived data obtained by TriMet, the transit provider in Portland, 
Oregon, USA. Buses are equipped with GPS and APC. At each stop door opening and closing times are recorded, 
and the APC records the number of boarding and alighting passengers. Since the bus position is known via GPS, 
each stop id and the schedule are associated with the measurements. The data is archived and provides access to 
passenger demands and travel time distributions. A database is also available on the Portal website at Portland State 
University (http://portal.its.pdx.edu/Portal/index.php/fhwa). It provides access to two months of archived data and mainly 
concerns Route 72 travelling on SE 82nd Avenue in Portland. Only half of the route appears in the data, including 
the bus stops between the Clackamas Town Center Mall stop and the NE Killingsworth & 72nd stop, i.e. 65 stops 
from south to north. 
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3.2. Bus model calibration 
We calibrate the model parameters with the 44 days (not including Saturday neither Sunday) of the archived 
database. It is referred to as calibration data below. These parameters are: 
x ܽ, ܾ, ܿ independently for all stops; 
x ߣ௦ and ߟ௦ depending on the stop and varying over time; x ɀ independently for all links; 
x Parameters of travel time distributions depending on the presence of traffic signals or not on a link. 
3.2.1. Dwell time model calibration 
As already mentioned, the dwell times ݀௜ǡ௦ of buses at stops, and the numbers of alighting ܣ௜ǡ௦ and boarding ܤ௜ǡ௦ 
passengers are available in the data archive. The parameters ܽ, ܾ and ܿ can therefore be calibrated over the entire 
calibration dataset (any stop served by any bus and any day) using regression based on Eq. (4). This method is 
commonly used for this purpose. Unfortunately, sometimes the dwell time is not limited to loading processes 
(change of driver, driver break, early arrival, passengers asking information, etc.). Then such a dwell time is much 
longer than the value indicated by Eq. (4). 
 
 
Fig. 1. Results of the regression providing: (a) the coefficients a, b and c; (b) the R-squared and the ratio of considered database depending on the 
threshold to filter the database. 
       Table 1. Results of the linear regression with the filtered database (threshold: 8s). 
Parameter [unit] Value Uncertainty 
a [s] 1.79 0.02 
b [s] 3.44 0.02 
c [s] 4.10 0.06 
R²  [%] 66.43 - 
Ratio [%] 81.88 - 
 
To estimate the three parameters, we propose applying the linear regression on only a portion of the database. For 
this, we introduce the mean time per event equal to ݀௜ǡ௦Ȁሺܣ௜ǡ௦ ൅ ܤ௜ǡ௦ሻ and filter stops for which this value is higher 
than a given threshold ܯܶܧ. Fig. 1-a provides the results. Basically, the higher the threshold, the smaller the value 
of ܴଶ. It is worth noting that values of parameters given by the linear regression are strongly impacted by extreme 
values. We consider that a mean time per event equal to 8 s is a good trade-off between the linear regression quality 
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and the ratio of data used (see black dashed lines in fig. 1-b). Consequently, results of the regression are shown in 
Table 1. 
The passenger demands and alighting proportions at stops are also calibrated using the number of alighting and 
boarding passengers (ܣ௜ǡ௦ and ܤ௜ǡ௦). Note that we consider time-dependent ߣ௦ and ߟ௦ in order to maintain intraday 
variations. Since boarding and alighting processes are stochastic, their global dynamics at each stop ݏ are accounted 
for by the mean cumulative counts of boarding (ܯܥܥܤ௦) and alighting (ܯܥܥܣ௦) passengers during a day. At time ݐ, 
these values are expressed by: 
ܯܥܥܣ௦ሺݐሻ ൌ ݉݁ܽ݊ௗ௔௬௦ሺσ ܣ௜ǡ௦௜אூ ሻ           (10) 
ܯܥܥܤ௦ሺݐሻ ൌ ݉݁ܽ݊ௗ௔௬௦ሺσ ܤ௜ǡ௦௜אூ ሻ           (11) 
where ܫ is the set of buses arriving at stop ݏ before the time ݐ (see fig. 2-a). The instantaneous passenger demands 
in emission (ߣ௦) and attraction (mean alighting) is equal to the derivative of ܯܥܥܤ௦ and ܯܥܥܣ௦ respectively (see fig. 
2-b). Finally, the alighting proportion ߟ௦ is also derived from ܯܥܥܤ௦ and ܯܥܥܣ௦ with respect of the time by: 
ߟ௦ሺݐሻ ൌ
ങಾ಴಴ಲೞሺ೟ሻ
ങ೟
σ ങಾ಴಴ಳೞೞሺ೟ሻങ೟ ି
ങಾ಴಴ಲೞೞሺ೟ሻ
ങ೟
ೞషభೞೞసభ
          (12) 
Note that the denominator term represents the cumulative load of buses during the day. 
 
 
Fig. 2. Determination of ߣ௦ሺݐሻ and ߤ௦ሺݐሻ at stop s=29. (a) Mean cumulative counts of boarding and alighting passengers; (b) derivative function 
especially providing the passenger demand; (c) alighting proportion. 
3.2.2. Travel time model calibration 
 
To calibrate the parameters of analytical distributions, empirical distributions provided by the TriMet database 
are used. Bus link travel times are computed from the departure and arrival times of buses at stops. Two cases need 
to be distinguished: (i) the bus was stopped before traversing the link; (ii) the bus passed the previous stop without 
stopping. Travel times for the first case are considered as is. In the second case, we correct each travel time by 
adding the lost time in acceleration ɀ. Then all travel times can be used for the calibration. An analysis of the 
difference between both kinds of travel times on each link provides the average value ɀ ൌ ͳͶǤʹͷ s. Consequently, 
one empirical distribution is obtained for each link (see for example fig. 3-a and b). 
Now, the parameters of previously presented analytical distributions are calibrated for each link by the maximum 
likelihood estimation (MLE) method. Recall that they are respectively expressed by Eq. (5) and (7) depending on 
whether the link has a traffic signal (37 links) or not (27 links). The results of the MLE are depicted for two 
examples in fig. 3-a and b. 
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Fig. 3. Fit of an empirical travel time distribution by the analytical distribution for a link (a) without traffic signal (link s=26) (b) with traffic 
signal (link s=25); Values of a Chi-square test to determine if the proposed distribution is better than other classical distributions for all sections 
(c) without traffic signal (d) with traffic signal. 
It is interesting to compare the quality of both analytical distributions with other typical distributions. We will 
consider the normal, log-normal and Gamma distributions often used for travel times. For each link, a MLE provides 
the two optimal parameters of these distributions. The best one is compared to the relevant distribution presented in 
this paper (NE or NS depending on the link). A likelihood-ratio test enables us to determine whether the new 
proposed distribution is better than the other ones, see Hoogendorn and Hoogendorn (2010) for an extended 
presentation of this method. Two assumptions are made: 
x ܪ଴: The best one among normal, log-normal and Gamma distributions (model 0) reproduces empirical data better 
than the proposed model (model 1); 
x ܪଵ: The proposed model (model 1) reproduces empirical data better than the best one among normal, log-normal 
and Gamma distributions (model 0). 
Then the statistic of the test ߩ is expressed as: 
ߩ ൌ ʹ݈݋݃ ቀ௅ሺఏభሻ௅ሺఏబሻቁ          (13) 
where ܮሺߠ଴ሻ and ܮሺߠଵሻ are respectively the likelihood of the model 0 and model 1 with the optimal parameters. 
Note that model 0 has two parameters while model 1 has three or four parameters depending on the case (presence 
of a traffic signal on the link or not). The statistic ߩ  follows a Chi-square distribution with ሺʹ െ ͳሻ ൅ ሺ݊ െ ͳሻ 
degrees of freedom where ݊ is the number of parameters of model 1. Therefore, we can reject or not ܪ଴ depending 
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on the value of ߩ. Fig. 3-c and d provide the distribution ofߩ. They highlight that the NE distribution is better than 
other typical distributions in 29 cases among 37 with a confidence level higher than 95%. Besides, the NS 
distribution is better than other typical distributions in 26 cases among 27 with a confidence level higher than 99%. 
These distributions are thus particularly efficient for reproducing bus travel times. 
4. Forecast process by data assimilation 
4.1. A Particle Filter to forecast the bus trajectories 
As explained in Section 2, the stochastic bus model consists of iteratively computing dwell times ݀௜ǡ௦ at stops and 
travel times ߨ௜ǡ௦ on links for each bus ݅. This model can be used to estimate the arrival time ݐ௜ǡ௦ of the bus ݅ at stop ݏ 
from both its arrival time at a previous stop and its leader's trajectory. For this purpose, let: 
x ݐҧ௜ǡ௦భ  be the actual arrival time of bus ݅ at stop ݏଵ provided by real-time data; x ݐ௜ǡ௦మȁ௦భ  be the forecasted arrival time of bus ݅ at stop ݏଶ estimated from the knowledge of ݐҧ௜ǡ௦భ at previous stop ݏଵ. 
Section 3 highlights that bus travel times are non-normally distributed. Consequently, a KF would not be well-
adapted to this problem. Therefore we use a Particle Filter (PF). It randomly generates ܮ trajectories (or particles) 
indexed by ݈ ൌ ͳǥܮ from the knowledge of ݐҧ௜ǡ௦భ . We denote as ݐ௜ȁ௦భ
ሺ௟ሻ  the trajectory of bus ݅ estimated by the particle 
݈ after stop ݏଵ where its real arrival time is known. Indeed, a trajectory is fully determined by the arrival times of 
buses at stops (the positions of stops being known and unchanged). The PF is based on the following equations: 
: 
ݐ௜ǡ௦మȁ௦భ
ሺ௟ሻ ൌ ݐҧ௜ǡ௦భ ൅ σ ൫݀௜ǡ௦ሺ௟ሻ ൅ ߨ௜ǡ௦ሺ௟ሻ൯௦మ௦ୀ௦భ           (14) 
where ݀௜ǡ௦ሺ௟ሻ and ߨ௜ǡ௦ሺ௟ሻ are respective dwell and travel times randomly generated by Eq. (4) and (8). The set of dwell 
times generated for all particles at a given stop is pairwise independent. The same assumption is made for random 
travel times on each given link. Consequently, the dynamic of each particle relies on the time-headway with the 
leader at each stop, see Eq. (1). In addition, ݐҧ௜ǡ௦భis required for the prediction. Therefore, the PF is only operational if 
a bus sends a GPS signal indicating its position on the route each time it reaches a stop. Then, the forecasted arrival 
time of the bus ݅ at stop ݏଶ is estimated as: 
ݐ௜ǡ௦మȁ௦భ ൌ ଵ௅ σ ݐ௜ǡ௦మȁ௦భ
ሺ௟ሻ௅௟ୀଵ            (15) 
This is a common way to determine the expectation based on particles in Monte-Carlo methods. Other methods 
weight the importance of particles (Gordon et al., 1993), but they induce to make the particles dependent one to each 
other. As above, we denote as ݐ௜ȁ௦భ the forecasted trajectory of bus ݅ after stop ݏଵ. It is worth noting that the bus load 
is also a crucial value to estimate since it appears in the computation of ܣ௜ǡ௦ in Eq. (4). It is computed simultaneously 
with Eq. (14) by: 
ܮ௜ǡ௦మȁ௦భ
ሺ௟ሻ ൌ ܮ௜ǡ௦భ ൅ σ ൫ܤ௜ǡ௦ሺ௟ሻ െ ܣ௜ǡ௦ሺ௟ሻ൯௦మ௦ୀ௦భ           (16) 
where ݏଵis the last stop for which the real arrival time is known, and ݏଶ the stop at which the load is estimated. In 
practice, the effective number of boarding and alighting passengers is not available in real-time. Therefore, the load 
for bus ݅ at stop ݏଶ is estimated: 
ܮ௜ǡ௦మ ൌ ଵ௅ σ ܮ௜ǡ௦మȁ௦భ
ሺ௟ሻ௅௟ୀଵ           (17) 
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Other more refined methods weight the particles. For example, a Cressman (1959) scheme could be based on the 
difference between the real time ݐҧ௜ǡ௦మ  and the estimated arrival time ݐ௜ǡ௦మȁ௦భ
ሺ௟ሻ  of a particle. The value ܮ௜ǡ௦మ  is only 
needed to compute further trajectories ݐ௜ȁ௦మ . Eq. (14), (15), (16) and (17) are classically called prediction model of 
the PF. In numerous problems, another observation model must be added to account for errors between the 
measured and real states. This problem is addressed in Hans et al. (2014b) when the position of buses given by GPS 
is inaccurate. It is unnecessary with the event-based formulation of the problem proposed in this paper. Indeed, the 
observation model is reduced to a tracking problem by the obvious equation ݐ௜ǡ௦భȁ௦భ ൌ ݐҧ௜ǡ௦భ . 
Fig. 4 depicts a case where trajectories ݐ௜ȁ௦భ
ሺ௟ሻ  (green lines) are generated from ݐҧ௜ǡ௦భ  (last point of the blue line). 
Recall that the computation of ݀௜ǡ௦ሺ௟ሻ at any stop ݏ requires the time-headway of the bus with its leader. Two cases 
need to be distinguished (see the two arrows in fig. 4-a). (i) The trajectory of the leader is fully provided by data (red 
line). In this case, uncertainties only come from positions of the current bus. (ii) A part of the leader's trajectory is 
unknown (orange line after ݐҧ௜ǡ௦భ). In this second case, the forecast of the leader's trajectory is used to determine the 
current bus trajectory. Therefore, uncertainties come from positions of both buses. In any case, the forecasted 
trajectory of the current bus (thick green line) is computed according to Eq. (15). 
 
 
Fig. 4. (a) Applying the PF to forecast trajectories from known real positions of buses; (b) A posteriori comparison of predicted and real 
trajectories. 
4.2. Estimation of the forecast quality 
It is possible to a posteriori compare any forecasted trajectory ݐ௜ȁ௦భ with the real trajectory ݐҧ௜ of bus ݅ (see blue 
and green lines in fig. 4-b). For this purpose, let ߝ be the acceptable time-error for a prediction to be considered as 
valid (light blue area). The validity duration of a prediction made for a bus ݅ at a stop ݏଵ  is denoted ߠ௜ǡ௦భ . It is 
expressed by ݐ௜ǡ௦మȁ௦భ െ ݐҧ௜ǡ௦భ  where ݏଶ  is the last stop where the prediction is valid, i.e. หݐ௜ǡ௦మȁ௦భ െ ݐҧ௜ǡ௦మห ൏ ߝ . 
Consequently, the individual indicator ߠ௜ǡ௦భ depends on the chosen acceptable time-error ߝ. 
5. Application of the particle filter and results 
5.1. Simulations 
Simulations are performed according to Section 4.1 for every day. They lead to 287 347 predictions (every day, 
every bus, every stop). Each one is a posteriori compared to the real bus trajectory according to Section 4.2. A total 
of ܮ ൌ ͵Ͳ particles were generated for each forecast. Here we consider an acceptable time-error ߝ ൌ ʹ min. We 
acknowledge that this value is not relevant for passenger information purposes. However, it remains small in 
comparison with the excepted time-headway between buses that varies between 8 and 15 minutes on this route 
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5.2. Efficiency of predicting arrival times at stops 
The distribution of the 287,347 valid durations is obtained and provided in fig. 5-a. This highlights the variability 
in valid duration ߠ௜ǡ௦ for forecasts (between 0 and 60 minutes). In particular, numerous forecasts are valid during 
short durations (red area in fig. 5-a). An explanation is provided in fig. 5-b. The forecasts made at a given stop are 
depicted in a special color. This highlights that the valid durations strongly depend on the stop. Indeed, the different 
distributions can be easily distinguished. Also, very short valid durations correspond to the final stops. It is obvious 
since no data is available for the remaining bus route. It is thus impossible to estimate the validity of forecasts 
further. 
 
 
Fig. 5. Distribution of durations of valid forecasts ߠ௜ǡ௦ (a) for all trajectories; (b) for each stop; (c) Evolution of 10-centiles of distributions per 
stop. 
Fig. 5-c helps visualize the evolution of distributions at each stop. The 10-percentiles of distributions are depicted 
in black lines. For any stop, some forecasts are valid during short times (see the blue line in the bottom). Conversely, 
other trajectories are valid during the whole remaining travel of buses (see the blue line in the top). This maximum 
curve decreases for the same reason as previously. The first 10-percentile curve is particularly of interest. It globally 
reaches a value higher than 7 minutes except on three intervals where it notably decreases. These intervals are 
between stops 15 and 29, 33 and 48, and 52 and 64 respectively. This means that unpredictable events occur at stops 
29, 48 and 64. Forecasts are therefore invalid after the event, but are corrected once the bus carries on its service. 
The cause was already explained for stop 64 (no more available data). The stop 29 is a time point where if the bus is 
early, the driver waits until the schedule time to depart. The stop 48 is the transfer to the light rail line (MAX) just 
next to another time point. These time points are thus places where a regulation strategy is applied. Besides, these 
are also the two stops with the highest passenger demand. It is possible that the load processes are very different 
than at the other stops. Some refinements are required to properly estimate dwell times at busy stops. However, at 
stops 2…22, 30…39 and 52...56, the probability for a forecast to be valid longer than 6 min is 95%, and 90% to be 
valid more than 8 minutes. We can thus consider that the validity duration of predictions is ߠ ൌ ͺ min. 
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5.3. Efficiency of predicting critical situations 
This value is of interest for operational purposes. First, it allows the provision of bus arrival time information to 
users who wait at stops. Since the expected headways are equal to 8 minutes during peak hours, the duration ߠ 
during which the predictions are close to real trajectories with a high probability is sufficient. Second, it makes it 
possible to anticipate critical situations like bus bunching with this horizon. 
We denote as ത݄௜ǡ௦ the real headway of bus ݅ at stop ݏ, and ݄௜ǡ௦మȁ௦భ  the predicted headway at stop ݏଶ when estimated 
from the knowledge of ݐҧ௜ǡ௦భ  at a previous stop ݏଵ. We focus on predictions made at stops ݏଵ ൌ 10, 30 and 50 and by 
the horizon of ߠ. They are far enough from the specific stops where the trajectories are incorrectly simulated and 
reflect different situations (e.g. bus loads). For each forecast, ݏଶ is the first stop so that ݐ௜ǡ௦మȁ௦భ െ ݐҧ௜ǡ௦భ ൐ ߠ. The real 
and predicted headways ത݄௜ǡ௦మ and ݄௜ǡ௦మȁ௦భ  can then be compared. Obviously, they are different since the error ߝ ൌ ʹ 
min was considered as acceptable for the predictions. However, the precision is high enough to decide whether to 
apply a strategy. Table 2 establishes some classes of predicted and real future headways at the horizon of 6 min. 
Three classes are considered: (i) headways less than 60 s that are assumed to be bunching; (ii) headways ranging 
between 60 and 240 s that are too short but without bunching; (iii) headways longer than 240 s (all other situations). 
     Table 2. Comparison of classes between real and predicted headways by the horizon of 6 min. 
 Predicted future headway by the 6 min 
Predicted future headway by the 6 min ݄ ൏ ͸Ͳݏ  ͸Ͳݏ ൏ ݄ ൏ ʹͶͲݏ ʹͶͲݏ ൏ ݄  
݄ ൏ ͸Ͳݏ  49 % 8 % 0% 
͸Ͳݏ ൏ ݄ ൏ ʹͶͲݏ  48 % 63 % 1% 
ʹͶͲݏ ൏ ݄  3 % 29 % 99% 
Total of counts 550 1,147 11,790 
 
According to table 2, when bunching is predicted, i.e. headway less than 60 s, then bunching actually occurs in 
49% of the cases. In 47% of the cases, the real future headway is between 60 and 240 s. This real headway is more 
than 240 s in only 3% of cases. That means that if a headway less than 60 s is predicted, the real headway will be 
short with a high probability. Consequently, a regulation strategy should be applied in order to avoid bunching. 
When the predicted headway is between 60 and 240 s, the real headways are too scattered to ensure that a regulation 
strategy would be relevant. In such a case, it is better to wait for the next prediction before making a decision. 
Finally, when the predicted headway is more than 240 s, we are sure that no bunching will occur. No strategy needs 
to be applied and the bus system performance will be stable. 
6. Discussion 
This paper proposes a general prediction framework for bus travels along a route. We apply the method to the 
complete Portland, Oregon (USA) data although it can be extended to any real application case. Probabilistic 
distributions are assumed to describe each phase (dwells and link travel) for bus travel. We propose two new 
distributions, and we show that they reproduce travel times more appropriately than other classical distributions. 
These are included in a well-known stochastic bus model used for predictions. All the parameters of this model are 
calibrated using the archived Portland database. Then, the PF is applied to forecast bus trajectories based on both 
data envisioned to appear in real-time and the calibrated model. Each time a bus arrives at a stop, it sends its arrival 
information and the stochastic model computes several bus trajectories (or particles) for the remainder of the trip. 
Only few works focus on the assimilation process to forecast bus trajectories. However, it is insightful for bus 
headway regulation purposes. Indeed, strategies commonly used by transit agencies are applied once the bus route 
state is already disrupted. Agencies strive to return the system back to a normal, stable state. Consequently, actions 
can reduce the average speed/trip time of regulated buses which is often badly perceived by users. Thanks to the 
framework proposed in this paper, smoothed strategies much less harmful could be applied for prevention of bus 
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bunching. For this, the transit operator needs to know for how long the predictions will remain close to effective 
future states. That is why results of simulations are a posteriori compared with real data. This comparison shows that 
the quality of predictions is mitigated. Some trajectories are perfectly forecasted while other forecasts are entirely 
wrong. An analysis per stop highlights that most poor quality predictions become inaccurate at two particular points 
along the bus route. A total of 95% of the predictions made at other stops are valid during more than 8 minutes. This 
speaks in favor of considering that for this real application case, predictions made in the proposed framework are 
mainly valid during a duration ߠ ൌ ͺ minutes with a probability of 90%. 
The mitigated prediction results can be explained by three causes that need to be investigated in further research: 
(i) unaccounted for transit operations in the application case, (ii) the assimilation process and (iii) the bus model. (i) 
First, the difficulty of using Portland data is that buses are already regulated. Management strategies occur at 
timepoints where operators are instructed to wait for the schedule if they arrive early, in all likelihood at the two 
detected stops. These act as an exogenous phenomenon unaccounted for by the bus model. Consequently, comparing 
forecasted and real trajectories is meaningless after the system is controlled by the operator. It would be interesting 
to apply the proposed methodology to an uncontrolled bus route as a further experiment. (ii) Second, buses are 
efficiently tracked on the route using GPS. However, other variables are not integrated in the PF. In particular, the 
load is a crucial value to estimate. The simple mean provided by Eq. (17) can be non-optimal. An a posteriori 
comparison between the loads estimated either by the APC system or by the PF in simulations should be made. This 
could lead to an improvement of load estimation, for example with a Cressman (1959) scheme. Other variables 
would need to be incorporated into the assimilation loop and calibrated in real-time. The demand parameters vary 
day to day due to the weather, holidays or special events in the city. Such variations could be accounted for using a 
weighting parameter depending on the day. In addition, the bus driver’s behavior and their propensity to naturally 
respect its schedule could also be added as a model parameter to calibrate in real-time. (iii) Third, if the bus model 
properly reproduces the global dynamics of the system, some physical processes remain unaccounted for. 
Deterministic travel times from a traffic model could replace the general distributions in order to maintain 
correlation between travel times on links and anticipate the effects of traffic signals and other vehicles. Hans et al. 
(2014c) presented a new diagram providing travel time distributions explicitly based on traffic signal settings and 
traffic flow. In this case, the observation model of the PF would focus on the surrounding traffic flow, also 
potentially available in the Portland data. 
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