e rapid booming of future smart city applications and Internet of things (IoT) has raised higher demands on the nextgeneration radio access technologies with respect to connection density, spectral efficiency (SE), transmission accuracy, and detection latency. Recently, faster-than-Nyquist (FTN) and nonorthogonal multiple access (NOMA) have been regarded as promising technologies to achieve higher SE and massive connections, respectively. In this paper, we aim to exploit the joint benefits of FTN and NOMA by superimposing multiple FTN-based transmission signals on the same physical recourses. Considering the complicated intra-and interuser interferences introduced by the proposed transmission scheme, the conventional detection methods suffer from high computational complexity. To this end, we develop a novel sliding-window detection method by incorporating the state-of-the-art deep learning (DL) technology. e data-driven offline training is first applied to derive a near-optimal receiver for FTN-based NOMA, which is deployed online to achieve high detection accuracy as well as low latency. Monte Carlo simulation results validate that the proposed detector achieves higher detection accuracy than minimum mean squared error-frequency domain equalization (MMSE-FDE) and can even approach the performance of the maximum likelihood-based receiver with greatly reduced computational complexity, which is suitable for IoT applications in smart city with low latency and high reliability requirements.
Introduction
With the rapid development of 5G, higher demands have been brought forward for communication systems. e typical usage scenarios, such as smart city, virtual reality (VR), wearable computing, and the transmission of big data [1] , will be effectively realized with the support of advanced radio access technologies in 5G. Smart city is a promising scenario which represents a whole new way of production and lifestyle characterized by automation and intelligence. Meanwhile, Internet of things (IoT), which enables humancomputer interaction and machine-to-machine (M2M) communications, will be the foundation of the services in smart city [1, 2] . It is estimated that over 50 billion devices will be connected to the internet by 2020. With IoT, numerous devices in future smart city can be closely linked and a more intelligent life will be expected. To this end, the spectral efficiency and transmission latency shall be greatly improved and reduced, respectively, under massive connected devices. To fulfill these requirements, novel radio access technologies are required, such as novel multiple access (MA) technologies, network architectures, encoding, and modulation methods [3] [4] [5] .
Faster-than-Nyquist (FTN) is a promising modulation method to achieve high spectral efficiency [6] . In conventional digital communication theory, Nyquist points out that the symbol transmission rates must satisfy the Nyquist criterion in order to enable transmission without intersymbol interference (ISI). However, in 1975, Mazo [6] found that in band-limited additive white Gaussian noise channel, the normalized minimum Euclidean distance does not decrease when the symbol rate exceeds within 25% of the Nyquist rate. FTN signaling can boost up a transmission rate without consuming more bandwidth or increasing the number of transceivers' antennas. e process of FTN shaping destroys the orthogonality among symbols and introduces ISI unavoidably. In 1995, the authors in [7] proposed an achievable FTN transmission method, which uses the iterative method to design the filter. Due to the fact that the sinc pulse is unachievable in practical, the authors in [8] studied the raised cosine-like pulse and thoroughly analyzed the error patterns at different FTN rates. e usage of constraint coding may further increase the rate of the FTN system at a cost of about 1 dB power and complexity. Recently, FTN has received much more attention owing to high spectral efficiency requirement of 5G. e authors of [9] found the FTN pulses aliased at the same time in the time domain and the frequency domain. Also, the time and frequency domain intervals satisfying the minimum distance are searched. e simulation results of Anderson et al. [10] reveal that when the transmitted pulse has excessive bandwidth, FTN transmission can achieve higher capacity than transmission under Nyquist rate. In other works, the research of FTN has been extended on multicarrier systems [11, 12] and low-complexity demodulation [13] .
However, most research studies about FTN only focus on the point-to-point communication, which contradicts to the massive connection requirement in future smart city and IoT. To enable a practical multiuser communication system, efficient resource mapping patterns [14] and new multiple access methods are required. In 5G communication, nonorthogonal multiple access (NOMA) has been recognized as the promising access protocol due to the superior performance in spectral efficiency, connectivity, and flexibility [15] . Nonorthogonal schemes allow overlapping among the signals from different users by exploiting power domain, code domain or interleaver pattern, etc., and thus can provide better performance than the orthogonal counterparts [16] . In NOMA, multiple users share the same physical resource in downlink to increase the system capacity. Successive interference cancellation (SIC) is usually utilized to distinguish signals from multiple users [17] . Recently, many research studies combine grant-free transmission with NOMA scheme to simultaneously accomplish high throughput, large connectivity, and low energy cost [18] [19] [20] . FTN transmission is also considered in NOMA scenario to gain superior performance in spectral efficiency [21, 22] . However, the gains are finite and the structure of the receiver is too complicated to be applied in low-latency scenes.
NOMA and FTN are all essentially nonorthogonal signal processing methods. e former is nonorthogonal between users and the latter is in the level of symbols. FTN destroys the orthogonality among symbols and introduces ISI unavoidably. In order to eliminate ISI and ensure accuracy, the detection algorithm at the receiver is usually extremely complicated. Some detection methods, e.g., Viterbi algorithm [8] , minimum mean squared errorfrequency domain equalization (MMSE-FDE) [23] , and Bahl-Cocke-Jelinek-Raviv (BCJR) detection [24] , are studied to reduce the impact of ISI. e performance of Viterbi approaches maximum likelihood (ML) detection without ISI at the cost of huge complexity, which is obviously not suitable for the transmission scenarios with low latency requirements (e.g., VR and autopilot). Compared with Viterbi detections, FDE-based algorithm reduces the complexity to a certain extent but the usage of CP decreases the spectral efficiency and the detection accuracy does not meet the ideal requirement. erefore, this paper aims to design a joint detection algorithm of FTN-NOMA, where both low computational complexity and high detection accuracy are simultaneously achieved.
While Geoffrey Hinton rediscovered the potential of deep neural network (DNN) [25] , deep learning (DL) has recently developed rapidly and has made huge achievements in various fields. It is especially skilled in solving the optimization problems for complex models in a data-driven fashion. Some previous research studies have considered the deployment of deep learning in wireless communication fields [26] [27] [28] [29] . By utilizing deep networks, which has strong learning ability and universal approximation characteristic, DL can be deployed to simulate the communication system with complicated structure. Moreover, the data-driven optimization method can achieve the end-to-end optimization of the whole communication system as a whole. As a preliminary research, the authors in [4] exploited the joint benefit of grant-free access and NOMA transmissions to meet the requirements of tactile IoT with the aid of DL.
In this paper, we extend the typical FTN transmission into NOMA in multiuser scenario. To ensure the reliability and reduce detection latency, a DL-aided receiver method of FTN-NOMA named sliding window detection is proposed.
First of all, we construct a neural network model of FTN's receiver to acquire the trained weight matrix and bias vector.
en, these matrixes are utilized to directly transform the received signals into transmitted bits with simple matrix multiplication and addition. e proposed scheme avoids the complicated iteration and convolution operations in conventional receivers, such as BCJR and Viterbi receiver. In addition, this scheme can ensure high detection accuracy which is close to the performance of ML. e rest of this paper is organized as follows. e system model of multiuser FTN including the transmitter and receiver design is described in Section 2. In Section 3, we provide the specific proposed detection method based DNN. Simulation results are presented in Section 4, which validate the performance gain of the proposed detection scheme. Conclusions and future works are provided in Section 5.
The Proposed FTN-NOMA System Model
e paper considers an uplink two-user NOMA in AWGN channel. e system adopts the FTN method to transmit the modulated symbols with the shaping filter of root raised cosine (RRC) pulse, where ISI is introduced unavoidably. Considering the attenuation characteristic of RRC pulse, there exists little interference among symbols far apart. erefore, we assume that each symbol is only interfered by two adjacent symbols, i.e., the number of detection nodes is equal to 3. Figure 1 describes our model of FTN transmission process in two-user case, in which the conventional demodulation receiver algorithms for FTN, e.g., Viterbi and FDE, are substituted by deep learning module.
shortened to αT, 0 < α < 1. Considering a point-to-point communication system, the general expression of singleuser FTN is
where E s is the energy of BPSK symbols, h(t) is the RRC shaping pulse with a roll-off factor β � 0.5, T is the symbol period satisfying Nyquist principle, a n is the n-th BPSK symbol, and α is the FTN compression factor. If α � 1, the whole process is equal to Nyquist transmission without any ISI. FTN reduces the distance among adjacent symbols in limited bandwidth and thus improves the spectral efficiency. Figure 2 illustrates the transmitted symbols with Nyquist and FTN signaling, respectively. For each symbol's waveform, there exists the interference from other symbols, which is called ISI. e existence of ISI brings difficulty to the demodulation and detection of symbols.
In uplink NOMA case, the received waveforms at base station (BS) are the superposition of two users' FTN transmission symbols. e system model of uplink NOMA is shown in Figure 3 , where there are two users in the cell and the signals from different users are superposed in power domain. Different from conventional multiple access methods, all users in the cell occupy the same time and frequency resources to transmit signals.
We assume that the two users are simultaneously multiplexed and user-2 is in the center of the cell. So the transmission power of user-1 is smaller than user-2. e FTN superposition signal of two users can be described by
where P i represents the transmission power of user-i.
Receiver.
Passing through AWGN channel, the received signal at BS becomes
where h i denotes channel response from user-i to BS and additive white Gaussian noise is denoted by η. And g(t) � f(t) * f(t) is from the process of matched filtering.
Successive interference cancelation (SIC) is the general receiver algorithm of NOMA, which is performed at user-i to eliminate the multiple access interference and improve SINR of the desired signal. e basic operation of SIC is shown in Figure 4 . For the signal from user-2 (higher transmission power), there is no SIC processing. e base station directly conducts signal detection to detect the desired signal regarding the signal from user-1 as noise. For user-1's signal, BS detects the signal from user-2 at first and then SIC is conducted to eliminate this interference. Finally, BS conducts signal detection to detect user-1's desired signal.
For single user, the process of signal detection is equal to the demodulation of FTN received symbols. In this paper, we consider two conventional detection algorithms, i.e., Viterbi decoding and FDE, to compare their performances with the proposed scheme.
Viterbi Algorithm.
Viterbi algorithm is essentially the maximum likelihood (ML) detection method. However, different from the typical ML, Viterbi algorithm disperses the complexity into each symbol detection period. However, Wireless Communications and Mobile Computing the total complexity of Viterbi algorithm has no descent compared with the ML detection method. For FTN transmission, the Viterbi receiver has the optimum BER performance. e process of FTN's Viterbi algorithm (BPSK modulation) is as follows:
(i) Assume that each FTN symbol is interfered by the adjacent two symbols. e Viterbi trellis, as demonstrated in Figure 5 , shall contain 4 state nodes which are denoted as a, b, c, and d, respectively. Each state node represents two source bits:
(ii) For each received symbol, list all possible combination of transmitted bits. Each node has two possible paths. For example (the underline parts represent the possible symbol/bit at this moment):
a: . . . , 00 0 , . . .
(iii) Calculate the least Euclidean distance between all possible paths and the receive symbol at each moment:
where y(t) is the received symbol and s(t) represents the possible path. (iv) For each node, choose the path with smaller Euclidean distance from the two possible paths and note down its distance. us, 4 paths survive from the possible 8 paths. For example, the remaining paths are a: . . . , 000, . . . b: . . . , 101, . . .
(v) Repeat the above process until the last received symbol is detected. (vi) Choose the shortest one from the last 4 paths as the optimum detection result.
e whole process can be described by Figure 5 . It is worth mentioning that when the acceleration factor is no less than Mazo bound, the accuracy rate of Viterbi detection approaches the ML receiver without any ISI (α �1).
MMSE-FDE.
FDE algorithm adds a short cyclic prefix into each transmission block to carry out fast Fourier transform-(FFT-) based low-complexity minimum-mean square error (MMSE) demodulation at the receiver. is
User-1 detection
User-2 detection scheme is especially beneficial for a long-tap FTN case, where a delay spread associated with ISI is substantially large. e basic structure of FDE detection algorithm is illustrated in Figure 6 .
At the transmitter, MMSE-FDE scheme divides the symbols into many blocks. en, cycle prefix (CP) is added into the head of each block to reduce the interference among blocks. At the receiver, CP is first removed and then FFT transforms the received signal in time domain into frequency domain. ISI is eliminated by the process of frequency-domain equalization (FDE), the objective of which is to minimize the mean square error (MSE). Finally, the signal is transformed back into time domain by IFFT, and thus the interference among symbols is reduced. Compared with Viterbi algorithm, FDE can apparently reduce the complexity of detection process owing to the easy operation of FFT/IFFT. However, its accuracy rate is about 3∼4 dB lower than the ML method. And the usage of CP reduces the spectral efficiency (SE) to a certain extent.
DL-Aided Sliding Window Detection Scheme
In this section, we will present the "sliding window detection" method based on deep learning. Figure 7 shows a set of consecutive symbols shaped by RRC pulses when the FTN acceleration factor is 0.8 and roll-off factor is 0.5. As can be seen, for each received symbol, the greatest interference is from the pulses of two adjacent symbols while the interference from other symbols is not in the same order of magnitude as the adjacent symbols. So, the other interferences could be neglected. Based on this observation, we think that each received symbol stores the information of three transmitted bits (itself and two adjacent bits). In other words, every three received symbols can establish a mapping to a two-dimensional transmitted bit vector (in two-user case).
We can utilize deep neural network to model the mapping between three received symbols and one transmitted bit. erefore, we create a symbol window whose size is three. As shown in Figure 8 , the window moves by one symbol once until all received symbols are detected. en, the complete mapping of all symbols is established. e whole process is like the sliding window so we name this scheme as "sliding window detection." At each sliding point, the real and imaginary parts of the three received symbols in the window are extracted. us, a matrix of six elements is formed as the input layer of the neural network: y � 0 y 1,r y 2,r · · · y N− 1,r 0 y 1,i y 2,i · · · y N− 1,i y 1,r y 2,r y 3,r · · · y N,r y 1,i y 2,i y 3,i · · · y N,i y 2,r y 3,r y 4,r · · · 0
and the output layer is a two-dimensional matrix including the transmitted bits from two users:
e first transmitted bit vector x 1 → and the last one x N �→ map with only two received symbols. To keep the format of input layer, the head and tail of received symbol sequence are filled by zero. With the help of DNN, a mapping from the received symbol to the transmitted bit sequence is established. After a large amount of training steps, we can acquire the weight matrix W and bias matrix B, which can be utilized to directly transform the received symbols into transmitted bits. In the condition of two-user case and BPSK modulation, the above is essentially equal to a four-category classification method. e proposed network as shown in Figure 9 consists of input layer, output layer, and three hidden layers. Sigmoid function is used as activation function of the neural network, which can establish a nonlinear mapping for neurons. e expression of sigmoid function is
In our proposed network, loss function is expressed by cross entropy. In the process of training steps, the loss function first maps the output values from the last layer to the interval of (0, 1) with sigmoid function and then calculates the cross entropy between the output value and training target:
in which the expected output distribution is expressed by x ij while p ij represents the practical output distribution. In sigmoid function, the slope of the upper and lower boundary Wireless Communications and Mobile Computing decreases rapidly; thus, the gradient value is extremely small when the training result is close to the real value, which slows down the convergence speed of the model. Cross entropy function is a logarithmic function which makes it maintain high gradient value when approaching the upper boundary. As a result, the convergence speed of the model will not be affected. So, the cross entropy can effectively show the similarity between the output value and the target distribution. e objective of the training steps is to minimize the loss function. Here, we use adaptive moment estimation method (Adam) which is essentially a gradient descent method to optimize the parameter. e training steps of gradient descent are given in Algorithm 1. Different from the typical gradient descent method, Adam has special way to update the parameters. Assume that the random variable X obeys a certain distribution; Adam constantly adjusts the learning rate α for each parameter according to the estimation of the first moment (i.e., the mean value of the sample) and the second moment (i.e., variance) of each parameter's gradient based on the loss function. erefore, the learning speed of Adam can be controlled. In addition, the range of learning rate is limited, which can avoid big fluctuations of the network parameters, thus the value of the parameter in Figure 8 : Illustration of the proposed sliding window detection method.
Wireless Communications and Mobile Computing
AdamOptimizer is relatively stable. Adam optimizer improves the performance of typical gradient descent and promotes the dynamic adjustment of hyperparametric.
Simulation Results
In this section, the performances of the proposed sliding window detection scheme based on DL are presented. We consider single-user and two-user uplink NOMA cases where the ratio of transmitter power is 0.9 : 0.1. e root raised cosine (RRC) pulse whose roll-off factors are β � 0.3 and β � 0.5 is employed for shaping filter h(t). BPSK symbols are adopted which are conveyed over the additive Gaussian white noise (AWGN) channel. For the process of FTN shaping, we consider two acceleration factors of α � 0.8 and α � 0.5. In addition to the proposed scheme, two conventional receiver algorithms, i.e., MMSE-FDE and Viterbi, are simulated as the references.
e training network consists of input layer, three hidden layers, and output layer with 6, 48, 128, 32, and 2 neurons, respectively. e proposed network is constructed and trained based on Tensorflow framework. e module of loss function, i.e., cross entropy in Tensorflow, is sigmoid_cross_en-tropy_with_logits, in which output values are mapped to the (0, 1) interval with sigmoid function at first, and then the cross entropy between the practical output value and training target is calculated. e AdamOptimizer module which can control the learning speed provided by Tensorflow environment is utilized to minimize the loss function.
In the following part of this section, we present the proposed scheme's performances of single-user and twouser cases.
Single-User FTN Case.
For single-user case, the size of training set is 143360 (14 * 1024 * 10). e input layer of the network which represents the received signals is a matrix of (i) Perform a feedforward pass, computing the activations for layers 1 to n l (n l � 5) and using the equation defining the forward propagation steps.
(ii) For the layer n l , set δ (l) � pred (l) − y (l) .
(iii) For the layer l � n l − 1, n l − 2, . . . , 3, 2 set δ (l) � (W (l) ) T δ (l) f′(z (l) ). Wireless Communications and Mobile Computing 7 143360 * 6 while the vector of output layer has 143360 elements. In addition, we generalize a test set which is the same size as training set to detect the accuracy of training steps. To prevent overfitting, we cut the training set into several blocks in the size of 100. e learning rate of single user is set to 0.0001. e number of the whole training step is 25000. To timely acquire the training effect, the network prints the loss values and accuracy rate of training set and test set per 1000 steps. Figure 10 shows the trends of loss values and accuracy rate of α � 0.5. e total training steps are set to 25000. From the figure, we can find that the loss values and accuracy rate tend to be convergent after 10000 steps of training, where the convergence value of accuracy is about 0.96, which approaches the accuracy rate of Viterbi detection algorithm when SNR is 4∼6 dB, i.e., the SNR point of dataset. e above results verify that DL-aided detection scheme is feasible to reach the ideal performance. Figure 11 illustrates the BER performance of our proposed sliding window detection scheme compared with Viterbi and FDE when α � 0.8. Here, we adopt two RRC shaping filters of β � 0.3 and β � 0.5. For the FDE method, two kinds of CP lengths of 2 and 144 are considered. e baseband modulation scheme is BPSK.
As can be seen, our proposed scheme achieves a better performance than the FDE method. Especially when β � 0.5, the proposed scheme can approach Viterbi algorithm with the gap of about only 1 dB. As noted above, Viterbi algorithm can achieve the best BER performance of FTN at the cost of high complexity. Compared with the Viterbi receiver, our scheme has much lower computational complexity which can be obviously observed in the simulation process. Different from FDE, it does not use CP in AWGN channel and thus avoids the loss of spectral efficiency. erefore, our proposed DL-aided scheme can make a good trade-off among the performances of detection accuracy, spectral efficiency, and computation complexity. e BER performances of the above three schemes with α � 0.5 are illustrated in Figure 12 . In this case, the accelerate factor α is lower than the Mazo limit and thus the BER performance of the FDE receiver has error floor. e Viterbi receiver can still achieve good detection performance at the cost of high computational complexity owing to the increase of state nodes. e BER performance of our proposed scheme can approach that of the Viterbi receiver while maintaining low computation complexity. Above results verify that our proposed scheme based on DL algorithm can combat strong ISI with low computational complexity in single-user case.
Multiuser Uplink FTN-NOMA Scene.
In this section, we consider a two-user uplink FTN-NOMA case where the ratio of transmitter power is 0.9 : 0.1. To match the characteristics of two users simultaneously, the training set is collected from several signal to noise ratio (SNR) points. Considering the discontinuities of head and tail, we reduce the number of symbols. e size of training set is 84000 (14 * 60 * 100). e input layer of the network which represents the received signals is a matrix of 84000 * 6 while the vector of output layer has 84000 elements. In addition, we generalize a test set which is the same size as training set to detect the accuracy of training steps. In order to prevent overfitting, we cut the training set into several blocks with a size of 128. e learning rate of two-user is set to 0.0005. e number of the whole training step is 25000. e performances of two-user FTN-NOMA case are illustrated in Figure 13 . e proposed scheme, i.e., sliding window detection, is compared with the conventional SIC receiver where each user's signals are demodulated with Viterbi algorithm. For the SIC receiver, it is clear that BER performance of the user with higher transmitter power approaches single-user scenario with the Viterbi receiver. And the performance of lower powered user is about 10 dB worse than single-user case. For two-user FTN-NOMA case, the SIC receiver has double computational complexity than single-user scenario with the Viterbi detection method. As seen from Figure 12 , the sliding window detection scheme has high detection accuracy which approaches the SIC receiver with Viterbi algorithm (ML detection method). In our proposed scheme, the descent of computational complexity is much more remarkable in NOMA case.
We assume that the training network consists of input layer, three hidden layers, and output layer with a, b, c, d, and e neurons (e depends on the number of users). So, the sizes of four trained weight matrixes are a × b, b × c, c × d, and d × e respectively. Our proposed scheme can directly transform the received symbols into transmitted bits with matrix multiplication operation and the computational complexity only depends on operation times of the matrix elements. As mentioned above, the total complexity of the Viterbi receiver exponentially increases with the number of detected symbols. Considering M users, N transmitted bits of each user, and BPSK modulation, Table 1 provides the total times of multiplication operation with different receiver algorithms, which represents the computational complexity of these schemes. As can be seen, our proposed scheme has a remarkable effect on reducing the computational complexity of detection compared with the Viterbi receiver.
Conclusions
In this paper, we have extended the conventional FTN-based transmissions in NOMA and proposed a DL-aided receiver method of FTN-NOMA based on sliding window detection, which greatly reduces the computational complexity while maintaining high detection accuracy. Based on the datadriven optimization method, a neural network model of the FTN-NOMA receiver is constructed, which directly transforms the received signals into transmitted bits with simple matrix multiplication and addition. e proposed scheme avoids the complicated iteration and convolution operation of the conventional receiver like the BCJR or Viterbi method, which makes it suitable for low-latency scenes in smart city and IoT. Simulation results reveal that BER performance of our proposed scheme outperforms MMSE-FDE algorithm and can approach the ML method which has the ideal performance in both OMA and NOMA cases. Moreover, the computational complexity can be remarkably reduced compared with the Viterbi or ML method due to the sliding window detection and DNN structure.
In the future, we will consider the DL-aided efficient detection methods of FTN-NOMA in multicarrier and multipath cases. In addition, we will study the robustness of DL methods considering high-order modulations in FTN-NOMA.
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