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Abstract
We suggest an elementary Harmonic Analysis approach to canceling and weakly canceling differen-
tial operators, which allows to extend these notions to anisotropic setting and also replace differential
operators with Fourier multiplies with mild smoothness regularity. In this more general setting of
anisotropic Fourier multipliers, we prove the inequality ‖f‖L∞ . ‖Af‖L1 if A is a weakly canceling
operator of order d and the inequality ‖f‖L2 . ‖Af‖L1 if A is a canceling operator of order
d
2
,
provided f is a function in d variables.
1 Introduction
Consider two similar inequalities for smooth compactly supported functions in two variables:
‖f‖L2 . ‖∇f‖L1(R2); ‖∇f‖L2 . ‖∆f‖L1(R2). (1.1)
Both inequalities are dilation invariant. The first one was proved by Gagliardo and Nirenberg in late 50s
and the second one is false. The reason for this phenomenon is that ∆f may be almost an arbitrary L1
function whereas the vectorial function ∇f possesses hidden cancellations that distinguish it from an
arbitrary L1 function. In [17], Van Schaftingen gave a simple necessary and sufficient condition on a
differential operator on the right hand side of such type inequalities for the inequality to be true (we refer
the reader to the early papers [6], [7], [15], [16], and the survey [18] for historical information about the
preceding development of the subject). Let A be a differential operator that maps V -valued functions
into E-valued functions, where V and E are finite dimensional spaces over C. We will denote the symbol
of A (which is a polynomial in d variables with values in the space of linear operators from V to E)
by the same letter A. Assume A is elliptic, which in this setting means that the kernel of the linear
operator A(ξ) is trivial for any ξ ∈ Rd \ {0}, and homogeneous of order m. The operator A is called
canceling provided ⋂
ζ∈Sd−1
Im(A(ζ)) = {0}; (1.2)
here Sd−1 denotes the unit sphere. Note that, in particular, this is possible when dimE > dimV only. In
other words, the corresponding system of partial differential equations Af = u is overdetermined. In [17],
it was proved that an elliptic homogeneous of order m operator A is canceling if and only if
‖∇m−1f‖L d
d−1
. ‖Af‖L1(Rd,E). (1.3)
Here and in what follows, the notation A . B means A ≤ CB, where the constant C may be chosen
uniformly with respect to parameters that are clear from the context. For example, the constant in the
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inequality above should be independent of f . The space L1(R
d, E) is the space of summable E-valued
functions on Rd equipped with the norm
‖g‖L1(Rd,E) =
∫
Rd
‖g(x)‖E dx; (1.4)
the particular choice of the norm on E is not important. By the classical Sobolev embedding, inequal-
ity (1.3) implies
‖∇m−nf‖L d
d−n
. ‖Af‖L1(Rd,E) (1.5)
whenever 1 ≤ n ≤ m and n < d. The case n = d (with additional assumption m ≥ d) is special; we
postpone the discussion of this case.
Van Schaftingen’s theorem may be restated in another way. Consider the space
WA1 = closL1(Rd,E){Af | f ∈ C
∞
0 (R
d, V )}, (1.6)
which may be thought of as a generalization of the classical homogeneous Sobolev space W˙ 11 : the spaceW
A
1
becomes W˙ 11 in the case A = ∇. The space (1.6) inherits the norm from L1(R
d, E). In the case n < d,
inequality (1.7) is equivalent via the Caldero´n–Zygmund theory to
‖ In[g]‖L d
d−n
. ‖g‖WA1 ; (1.7)
where Iα is the Riesz potential of order α ∈ (0, d), i.e. the Fourier multiplier with the symbol | · |
−α.
The space (1.6) has a good description in terms of the Fourier transform:
WA1 =
{
g ∈ L1(R
d, E)
∣∣∣ ∀ξ ∈ Rd \ {0} gˆ(ξ) ⊂ Im(A(ξ))}. (1.8)
We note that, by ellipticity of A, the linear spaces A(ξ) have dimension dimV that does not depend
on ξ. The paper [12] extends Van Schaftingen’s theory to the setting of differential operators of constant
rank; this class of operators is wider than the class of elliptic operators, in this case the inequality (1.7)
is also true provided one modifies the function on the left hand side in an appropriate way. The repre-
sentation (1.8) is suitable for generalizations. We borrow the notation from [1].
Let us identify E with Cℓ, where dimE = ℓ. By G(ℓ, k) we denote the complex Grassmannian of k-
dimensional subspaces of Cℓ, i.e. the collection of all k-dimensional linear subspaces of Cℓ. This set has
natural metric space structure. We may identify L ∈ G(ℓ, k) with the orthogonal projection πL of C
ℓ
onto L, thus embedding G(ℓ, k) into the space of ℓ × ℓ matrices (which equals Cℓ
2
). The set G(ℓ, k)
inherits Euclidean metric from the ambient space: for any L1, L2 ∈ G(ℓ, k), the quantity ‖πL1 − πL2‖HS
plays the role of the distance between L1 and L2; the norm ‖ · ‖HS is the Hilbert–Schmidt norm on the
space of ℓ× ℓ complex matrices. Fix ℓ and k and let Ω: Sd−1 → G(ℓ, k) be a continuous function, define
WΩ1 =
{
g ∈ L1(R
d,Cℓ)
∣∣∣ ∀ξ ∈ Rd \ {0} gˆ(ξ) ⊂ Ω( ξ
|ξ|
)}
. (1.9)
By a Ho¨lder continuous mapping between metric spaces, we mean a function F : M → N such that
distN (F (x), F (y)) . distM (x, y)
α (1.10)
from some uniform α > 0 and all x, y ∈M such that distM (x, y) ≤ 1.
Theorem 1.1. Let Ω be Ho¨lder continuous and canceling in the sense that⋂
ζ∈Sd−1
Ω(ζ) = {0}. (1.11)
Then, I d
2
maps WΩ1 to L2 continuously.
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It was conjectured in [1] that if Ω is smooth and canceling in the same sense as above, then Iα mapsW
Ω
1
to L d
d−α
continuously. Theorem 1.1 confirms the conjecture for α ≥ d2 . In particular, Theorem 1.1
provides an alternative proof of Van Schaftingen’s result (1.3) in dimension d = 2. Let us now return to
the case α = d and the language of differential operators for a moment. It appears that the cancellation
condition (1.2) is only sufficient for the inequality
‖∇m−df‖L∞ . ‖Af‖L1(Rd,E). (1.12)
In [13], Raita gave necessary and sufficient conditions on A for this inequality to be true, the corresponding
(elliptic) operators are called weakly canceling (similar effect is also present in the setting of constant
rank operators, see [12]). Note that in this case the Caldero´n–Zygmund theory is not applicable directly,
so the result depends not only on the collection {Im(A(ζ))}ζ∈Sd−1 , but on the structure of A as well.
Now let us return to the Fourier transform notation.
Consider the set ω of pairs (ζ, v), where ζ ∈ Sd−1 and v ∈ Ω(ζ) and a function B : ω → C. The
function B is assumed to be linear with respect to the second variable and Ho¨lder continuous as a
mapping of ω ⊂ Sd−1 ×Cℓ to C. In other words, B(ζ, ·) is a linear functional on Ω(ζ) that depends in a
Ho¨lder continuous way on ζ. We prefer to write B(ζ)[v] instead of B(ζ, v) since the two arguments have
different nature. Consider the vectorial Fourier multiplier B acting on functions g ∈ WΩ1 by the rule
B[g] = F−1
[
|ξ|−dB
( ξ
|ξ|
)[
gˆ(ξ)
]]
, g ∈WΩ1 . (1.13)
This definition requires explanations. First, we apply the functional B(ζ), ζ = ξ/|ξ|, to a vector gˆ(ξ),
which, by the assumption g ∈ WΩ1 , belongs to the domain of B, that is Ω(ζ). Second, even if the formula
is logically correct, it is not clear why the function on the right hand side is even a distribution since its
Fourier transform might have a singularity |ξ|−d at the origin. There are two ways to get around this
peculiarity: either regularize the symbol of our multiplier or consider only good functions g that form a
dense set in WΩ1 . While we will follow the former way in Section 2, we provide a short comment about
the latter. It is not clear whether the Schwartz functions are dense in WΩ1 when Ω is not smooth; for
smooth Ω this is true, see [2] (though this density statement is not formulated in that paper, the notation
and definitions there make the statement almost obvious). However, the set of functions g ∈ WΩ1 whose
spectrum is compact and does not contain the origin, is dense in WΩ1 ; one may use the formula (1.13) for
such functions g only and then pass to the limit whenever an appropriate uniform estimate is proved.
Theorem 1.2. Let Ω and B be Ho¨lder continuous and let B be weakly canceling, that is
∀v ∈ V
∫
Sd−1
B(ζ)[v] dσ(ζ) = 0, V =
⋂
ζ∈Sd−1
Ω(ζ). (1.14)
Then, the operator B given by (1.13) maps WΩ1 to L∞ continuously.
Here and in what follows, σ stands for the Lebesgue measure on the unit sphere. We will comment
in Section 4 how this theorem generalizes Raita’s result. Now we only mention that if Ω is canceling
(satisfies (1.11)), then V is trivial, and any Ho¨lder continuous functional B is admissible.
Remark 1.1. By a simple limit argument, the space L∞ in Theorem 1.2 may be replaced with C(R
d).
Note that, in the classical setting of differential operators, a similar effect holds for a related BV space
(defined similarly to (3.9) below) if and only if Ω is canceling, i. e. satisfies (1.11), see [14] for details.
Let us provide a short comment about the proofs. In fact, the proofs are not longer than either
introduction, or statement of the results in higher generality in Section 2, or the applications at the end
of the paper. Theorem 1.1 follows from Theorem 1.2 by simple bilinearization; such a trick was used
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in [11] in a similar context. The proof of Theorem 1.2 is not more difficult: we extend the functional B
to the whole space Cℓ preserving the weak cancellation condition (1.14) and Ho¨lder continuity and
use Mikhlin’s principle that a singular integral has bounded Fourier transform. In fact, the proof of
Theorem 1.2 mimics the proof of the corresponding theorem in discrete setting in [20] (see [1] for discrete
probabilistic interpretation of canceling operators).
Classical embedding theorems allow a useful generalization that replaces classical homogeneity with
respect to isotropic dilations with the so-called anisotropic homogeneity (see, e.g. the book [4]). The
progress in this direction related to canceling and weakly canceling operators is desirable and seemingly,
not straightforward. However, the methods of the present paper are so elementary that we are able to
obtain anisotropic versions for Theorems 1.1 and 1.2; we present them in Section 2.
2 Anisotropic homogeneity and anisotropic singular integrals
Our notation is close to that of [5]. Let a ∈ Rd be a vector with positive coordinates such that
∑d
1 aj = d.
We call such a a pattern of homogeneity. Define the a-dilations by the formula
Dilt(ξ) =
(
t−a1ξ1, t
−a2ξ2, . . . , t
−adξd
)
, ξ = (ξ1, ξ2, . . . , ξd) ∈ R
d, t > 0. (2.1)
A function Φ: Rd → C is called a-homogeneous of order m provided
Φ(Dilt(ξ)) = t
−mΦ(ξ) (2.2)
for any ξ ∈ Rd and any t > 0. This definition also applies to vector-valued functions. Let us define the
function η : Rd \ {0} → R implicitly:
d∑
j=1
ξ2j
η(ξ)2aj
= 1. (2.3)
In other words, for any ξ the trajectory t 7→ Dilt(ξ) intersects the unit sphere S
d−1 at the moment t = η(ξ);
the quantity η(ξ) may be regarded as the "norm" of ξ. One may replace η with an equivalent expression
that is more convenient for computations:
η(ξ) .
( d∑
j=1
|ξj |
2
aj
) 1
2
. η(ξ). (2.4)
The function η gives rise to a "polar change of variables" ξ = (η, ζ), here ζ = ζ(ξ) ∈ Sd−1 is given by
ζj = η(ξ)
−aj ξj , j = 1, 2, . . . , d. (2.5)
In other words, ζ = Dilη(ξ)(ξ).
The polar change of variables reads as follows:
∫
Rd
Ψ(ξ) dξ =
∫
R+
ηd−1
∫
Sd−1
( d∑
j=1
ajζ
2
j
)
Ψ(Dilη−1(ζ)) dσ(ζ) dη. (2.6)
The proof of the formula relies upon homogeneity considerations and the fact that the scalar product of
the unit normal to the sphere Sd−1 and the tangent to the trajectory t 7→ Dilt(ζ) at their intersection
point ζ equals exactly
∑d
j=1 ajζ
2
j . In particular,
∫
Rd
Φ(ξ) dξ =
∫
R+
ηm+d−1
∫
Sd−1
( d∑
j=1
ajζ
2
j
)
Φ(ζ) dσ(ζ) dη, (2.7)
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provided Φ is a-homogeneous of order m. We will need an anisotropic version of Mikhlin’s principle that
a singular integral has bounded Fourier transform. We will use a version from [5] (see [8] for a similar
theory; we prefer a version from [5] since it indicates smoothness assumptions on the kernel in a more
explicit way; see the short report [3] as well).
Lemma 2.1. Let K : Rd \{0} → C be a continuous function that is a-homogeneous of order −d. Assume
it satisfies the cancellation condition
∫
Sd−1
( d∑
j=1
ajζ
2
j
)
K(ζ) dσ(ζ) = 0 (2.8)
and smoothness condition
1∫
0
w(t)
t
dt <∞; w(t) = sup
{
|K(ζ1)−K(ζ2)|
∣∣∣ ζ1, ζ2 ∈ Sd−1, |ζ1 − ζ2| ≤ t}. (2.9)
Then, the truncated functions Kε,R, 0 < ε < R, defined by the formula
Kε,R(ξ) =
{
K(ξ), η(ξ) ∈ [ε,R];
0, otherwise,
ξ = (η, ζ), (2.10)
have uniformly bounded Fourier transforms. In particular, the singular integral
ϕ 7→ v.p.
∫
Rd
K(ξ)ϕ(ξ) dξ = lim
ε→0
R→∞
∫
Rd
Kε,R(ξ)ϕ(ξ) dξ, ϕ ∈ C
∞
0 (R
d), (2.11)
defines a distribution with bounded Fourier transform.
Remark 2.2. There is a little mess in the terminology. As we will see, the classical cancellation condi-
tion (2.8) is more related to weakly cancelling condition (1.14) rather than Van Schaftingen’s cancellation
condition (1.2).
Remark 2.3. The smoothness condition (2.9) holds true provided K|Sd−1 is Ho¨lder continuous.
We transfer the notions from introduction to the anisotropic setting. Let us start with (1.9):
WΩ,a1 =
{
f ∈ L1(R
d,Cℓ)
∣∣∣ ∀ξ ∈ Rd \ {0} fˆ(ξ) ∈ Ω(Dilη(ξ)(ξ))}. (2.12)
Note that this space is translation invariant and dilation invariant with respect to a-dilations. We
equip it with the norm inherited from of L1(R
d,Cℓ). We will suppress the dependence on the pattern
of homogeneity in our notation and write simply WΩ1 instead of W
Ω,a
1 ; the same principle applies to
functionals introduced below.
Consider the vectorial Fourier multipliers Baε,R, where 0 < ε < R, acting on functions f ∈ W
1
Ω by the
rule
B
a
ε,R[f ] = F
−1
[
χη∈[ε,R](ξ)η
−dB(Dilη(ξ))[fˆ(ξ)]
]
, ξ = (η, ζ). (2.13)
Note that the formula is correct since fˆ(ξ) ∈ Ω(Dilη(ξ)) for any ξ and thus, the functional B(Dilη(ξ))
may be applied to fˆ(ξ) ∈ Ω(Dilη(ξ)(ξ)). The version of the operator B
a without the cutoff function
is a-homogeneous. The cutoff function is needed to make the formula correct (note that Bε,R[f ] is a real
analytic function).
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Theorem 2.1. The operator Bε,R is uniformly with respect to ε and R bounded as a mapping of W
Ω
1
to L∞ if and only if the symbol B satisfies the weak cancellation condition
∫
Sd−1
B(ζ)[v]
( d∑
j=1
ajζ
2
j
)
dζ = 0 (2.14)
for any v ∈ V , where
V =
⋂
ζ∈Sd−1
Ω(ζ). (2.15)
The theorem above implies Theorem 1.2. Let us write
J(ζ) =
d∑
j=1
ajζ
2
j (2.16)
for brevity. The lemma below is the core of the matter.
Lemma 2.4. Let B and Ω be the same as defined above. There exists a function B˜ : Sd−1×Cℓ → C that
is linear with respect to the second variable, Ho¨lder continuous, extends B in the sense that
∀ζ ∈ Sd−1, v ∈ Ω(ζ) B˜(ζ)[v] = B(ζ)[v], (2.17)
and satisfies the cancellation condition ∫
Sd−1
B˜(ζ)[v] J(ζ) dζ = 0 (2.18)
for any v ∈ Cℓ.
By Iβ we denote the a-homogeneous version of the classical Riesz potential:
Iβ [f ] = F
−1
[
fˆ(ξ)η−β(ξ)
]
, f ∈ L1(R
d), β ∈ (0, d). (2.19)
Note that this definition applies to the case f is a vectorial measure of bounded variation as well (however,
the result of application of Iβ might be a distribution).
The theorem below is an anisotropic generalization of Theorem 1.1.
Theorem 2.2. Assume the function Ω: Sd−1 → G(ℓ, k) is Ho¨lder continuous and canceling in the sense
that the corresponding space V (defined in (2.15)) is trivial. Then, the a-homogeneous Riesz potential I d
2
maps the a-homogeneous space WΩ1 to L2.
3 Proofs
Proof of Lemma 2.4. Let Ω⊥(ζ) be the orthogonal complement of Ω(ζ) in Cℓ. We will search for B˜ of
the form
B˜(ζ)[v] = B(ζ)[πΩ(ζ)[v]] + 〈b(ζ), πΩ⊥(ζ)[v]〉, (3.1)
where b : Sd−1 → Cℓ is a vectorial function to be chosen later. Note that this B˜ extends B since the
second term vanishes for v ∈ Ω(ζ) and the first equals B(ζ)[v] in this case. Moreover, if b is Ho¨lder
continuous, then B˜ is Ho¨lder continuous as well.
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Note that the linear functional
v 7→
∫
Sd−1
B(ζ)[πΩ(ζ)[v]] J(ζ) dσ(ζ), v ∈ C
ℓ, (3.2)
vanishes on V (recall (2.14) and (2.15)). Therefore, there exists a ∈ V ⊥ such that
〈a, u〉 = −
∫
Sd−1
B(ζ)[πΩ(ζ)[u]] J(ζ) dσ(ζ), u ∈ C
ℓ. (3.3)
Thus, in order to fulfill (2.18), the function b suffices to satisfy∫
Sd−1
πΩ⊥(ζ)[b(ζ)] J(ζ) dσ(ζ) = a. (3.4)
Let T : C∞(Sd−1,Cℓ)→ Cℓ be the linear operator that maps b to∫
Sd−1
πΩ⊥(ζ)[b(ζ)] J(ζ) dσ(ζ). (3.5)
It suffices to show that the image of T is dense in V ⊥ (in such a case this image coincides with V ⊥ and
there exists a smooth solution b to the equation (3.4)).
First, it is clear that Im[T ] ⊂ V ⊥ since for any v ∈ V we have πΩ⊥(ζ)[v] = 0 for any ζ and thus,
〈T [b], v〉 =
∫
Sd−1
〈b(ζ), πΩ⊥(ζ)[v]〉 J(ζ) dσ(ζ) = 0, (3.6)
which means T [b] is orthogonal to V for any choice of b.
Second, if the image of T were not dense in V ⊥, there would have existed w ∈ V ⊥ such that〈 ∫
Sd−1
πΩ⊥(ζ)[b(ζ)] J(ζ) dσ(ζ), w
〉
= 0 (3.7)
for any b. This is the same as ∫
Sd−1
〈b(ζ), πΩ⊥(ζ)[w]〉 J(ζ) dσ(ζ) = 0. (3.8)
Note that the function ζ 7→ J(ζ)πΩ⊥(ζ)[w] is Ho¨lder continuous. Consequently, by the standard limit
argument, the same identity also holds true for any continuous function b, and therefore, πΩ⊥(ζ)[w]
vanishes identically. This means w = 0 since w ∈ V ⊥.
Proof of Theorem 2.1. The "only if part". Note that if v ∈ V , then δ0 ⊗ v ∈ BV
Ω, where δ0 is the Dirac
delta situated at the origin and the definition of the corresponding BV space is similar to (2.12):
BVΩ,a =
{
µ ∈M(Rd,Cℓ)
∣∣∣ ∀ξ ∈ Rd \ {0} µˆ(ξ) ∈ Ω(Dilη(ξ)(ξ))}; (3.9)
by M(Rd,Cℓ) we denote the space of Cℓ-valued measures of bounded variation. The norm of Bε,R as an
operator between BVΩ and L∞ equals the norm of the same multiplier treated as anW
Ω
1 → L∞ operator.
It remains to notice that
Bε,R[δ0 ⊗ v](0) =
R∫
ε
η−1 dη
∫
Sd−1
B(ζ)[v]
( d∑
j=1
ajζ
2
j
)
dζ (3.10)
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by virtue of (2.7).
To prove the "if" part, apply Lemma 2.4 and construct the operators B˜ε,R substituting B˜ for B
in (2.13). Since B˜ is an extension of B, we have
Bε,R[f ] = B˜ε,R[f ], f ∈W
Ω
1 . (3.11)
Therefore, it suffices to show that B˜ε,R maps L1(R
d,Cℓ) to L∞ (with uniform norm bounds w.r.t. ε
and R). This is the same as to show that the Fourier transform of the function
ξ 7→ χη∈[ε,R](ξ)η
−dB˜(Dilη(ξ)) (3.12)
has uniformly w.r.t ε and R bounded Fourier transform. This function is vector-valued and a-homogeneous
of order −d. So it remains to pair it with an arbitrary vector v ∈ Cℓ and apply Lemma 2.1. The appli-
cation of Lemma 2.1 is legal by (2.18).
Proof of Theorem 2.2. Pick an arbitrary f ∈ WΩ1 . By the Plancherel theorem, it suffices to prove a
uniform with respect to f , ε, and R bound
∫
η∈[ε,R]
|fˆ(ξ)|2
ηd(ξ)
dξ . ‖f‖2
WΩ1
. (3.13)
Let us bilinearize this quadratic inequality:∣∣∣ ∫
η∈[ε,R]
η−d(ξ)〈fˆ(ξ), gˆ(ξ)〉Cℓ dξ
∣∣∣ . ‖f‖WΩ1 ‖g‖L1(Rd,Cℓ). (3.14)
The expression on the left hand side might be represented as
∣∣∣ ℓ∑
j=1
∫
Rd
Bj,ε,R[f ](x)gj(x) dx
∣∣∣, (3.15)
where Bj,ε,R is the Fourier multiplier with the symbol (2.13), where the corresponding functional B
maps v ∈ Ω(ζ) to its j-th coordinate vj (in particular, B does not depend on ζ). Since V = {0}, the
operators Bj fulfill the requirements of Theorem 2.1, and thus,
‖Bj,ε,R[f ]‖L∞ . ‖f‖WΩ1 (3.16)
uniformly with respect to j, ε, R, and f , and the theorem is proved.
4 Examples
Theorem 1.2 and differential operators. Let us rewrite condition (1.14) in terms of differential
operators. Let A be an elliptic differential operator that maps V -valued functions to E-valued functions
and is (isotropic) homogeneous of order m ≥ d. We are interested in the inequality
‖Pf‖L∞ . ‖Af‖L1, f ∈ C
∞
0 (R
d, V ), (4.1)
here P is a homogeneous differential operator of order m− d. We choose
Ω(ζ) = Im(A(ζ)); B(ζ) = P (ζ)(A∗(ζ)A(ζ))−1A∗(ζ), (4.2)
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where P is identified with its symbol. Note that
B[Af ] = Pf, f ∈ C∞0 (R
d, V ), (4.3)
so (4.1) is equivalent to
‖Bg‖L∞ . ‖g‖WΩ1 . (4.4)
By Theorem 1.2, the latter inequality holds true if and only if
∀v ∈
⋂
ζ∈Sd−1
Im(A(ζ))
∫
Sd−1
P (ζ)(A∗(ζ)A(ζ))−1A∗(ζ)[v] dσ(ζ) = 0; (4.5)
this coincides with the weak cancellation condition in [13].
Embedding theorems from [11]. The paper [11] concerned the isomorphism problem for the Banach
spaces BVA and their relatives. Embedding theorems serve as useful tools for such results (this goes back
to [9]). We will show how the embedding theorems from [11] may be derived from Theorem 2.2 on two
examples (we do not dwell on an interesting effect of transference of Fourier coefficients present in the
most general embedding theorem in [11]).
Consider the inequality
‖f‖L2(R3) .
∥∥∥ ∂f
∂x1
∥∥∥
L1(R3)
‖∆x2,x3f‖L1(R3) (4.6)
for smooth compactly supported functions on R3; this inequality was proved in [11]. The operator ∆x2,x3
is the Laplacian with respect to the variables x2 and x3. By homogeneity considerations, (4.6) is equivalent
to
‖f‖L2(R3) .
∥∥∥ ∂f
∂x1
∥∥∥
L1(R3)
+ ‖∆x2,x3f‖L1(R3). (4.7)
Consider the pattern of homogeneity a = (32 ,
3
4 ,
3
4 ), let ℓ = 2, and define the function Ω: S
2 → G(2, 1) by
the rule
S2 ∋ ζ = (ζ1, ζ2, ζ3) 7−→ Ω(ζ) = C · (ζ1, ζ
2
2 + ζ
2
3 ) ⊂ C
2. (4.8)
This function is smooth and satisfies the cancellation condition V = {0} (the space V is defined in (2.15)).
Therefore, we may apply Theorem 2.2. Using formula (2.4), we obtain
η−
3
2 (ξ) ≍
(
|ξ1|
4
3 + |ξ2|
8
3 + |ξ3|
8
3
)− 3
4
, (4.9)
and Theorem 2.2 leads to
∥∥∥(|ξ1| 43 + |ξ2| 83 + |ξ3| 83)− 34 ξ1fˆ(ξ)∥∥∥
L2(R3)
+
∥∥∥(|ξ1| 43 + |ξ2| 83 + |ξ3| 83)− 34 (ξ22 + ξ23)fˆ(ξ)∥∥∥
L2(R3)
.∥∥∥ ∂f
∂x1
∥∥∥
L1(R3)
+ ‖∆x2,x3f‖L1(R3), (4.10)
which implies (4.7).
Let us cite Theorem 0.2 in [11]. In that theorem, κ and λ were integer numbers, α and β were
non-negative reals, and
Wα,β2 (R
2) = {f ∈ S ′(R2) | |ξ|α|η|β fˆ(ξ, η) ∈ L2(R2)}; (4.11)
there are small inaccuracies in this definition, see [11]; by S ′ we denote the class of Schwartz distributions
on R2.
9
Theorem 4.1 (Theorem 0.2 in [11]). Let ϕj , j = 1, . . . , N , be compactly supported distributions on the
plane R2. Suppose that they satisfy the equations

−∂κ1ϕ1 = µ0;
−∂κ1ϕ2 + ∂
λ
2ϕ1 = µ1;
... =
... ;
−∂κ1ϕj + ∂
λ
2ϕj−1 = µj−1;
... =
... ;
−∂κ1ϕN + ∂
λ
2ϕN−1 = µN−1;
∂λ2ϕN = µN ,
(4.12)
where µ0, . . . , µN are finite (compactly supported) measures on the plane. The inequality
N∑
j=1
‖ϕj‖Wα,β2 (R2)
.
N∑
j=0
varµj (4.13)
holds true whenever α and β are nonnegative and satisfy
α+ 12
κ
+
β + 12
λ
= 1. (4.14)
Let us deduce this theorem from Theorem 2.2. For that, set a =
(
2κ
κ+λ ,
2λ
κ+λ
)
, ℓ = N + 1, k = N , and
Ω(ζ) =
{
v ∈ CN+1
∣∣∣ N∑
j=0
ζjκ1 ζ
(N+1−j)λ
2 vj = 0
}
, ζ ∈ S1. (4.15)
This Ω satisfies the cancellation condition. Note that by (2.4),
η−1(ξ) ≍
(
|ξ1|
κ+λ
κ + |ξ2|
κ+λ
λ
)− 1
2
, (4.16)
and Theorem 2.2 (modulo the equivalence of embeddings of WΩ1 and BV
Ω
1 , which is a routine approxi-
mation argument) implies Theorem 4.1 similar to the previous case.
Embedding theorems in the style of Theorem 4.1 for more general systems of equations were later
obtained in [10]. These theorems also follow from Theorem 2.2 (however, this provides no simplification
against the original reasoning in [10]).
Comment on bilinear estimates in [19]. The paper [19] concerned bilinear estimates similar to that
used in [11]. Namely, the inequalities
∣∣∣〈f, g〉Wα,β2
∣∣∣ . ∥∥(∂κ1 − τ∂λ2 )f∥∥L1 ∥∥(∂κ1 − σ∂λ2 )g∥∥L1 ; ∂1 = ∂∂x, ∂2 = ∂∂y , f, g ∈ C∞0 (R2), (4.17)
were investigated, the Hilbert space on the left hand side is the same as in (4.11). Under the assumption
that the operators on the right are elliptic, that paper provided simple if and only if conditions on
the parameters σ, τ ∈ C, α, β ≥ 0, when (4.17) holds true. It appears this result is closely related to
Lemma 2.1. What is more, Lemma 2.1 allows to work in a more general setting.
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Proposition 4.1. Let P1 and P2 be elliptic a-homogeneous scalar differential operators in d variables
of orders d1 and d2 correspondingly. Let Q be a scalar Fourier multiplier with Ho¨lder continuous symbol
that is a-homogeneous of order d1 + d2 − d. The inequality∣∣∣ ∫
Rd
Qf(x)g(x) dx
∣∣∣ . ‖P1f‖L1(Rd)‖P2g‖L1(Rd) (4.18)
holds true for any smooth compactly supported functions f and g with uniform constant if and only if∫
ζ∈Sd−1
Q(ζ) J(ζ)
P1(ζ)P2(ζ)
dσ(ζ) = 0, J is defined in (2.16). (4.19)
In the formula above, we identify the differential operators Pi with their symbols; the same principle
applies to Q. Proposition 4.1 is an immediate consequence of Lemma 2.1. The integral that appears if
apply this proposition to inequality (4.17) looks like this:
2π∫
0
| cosϕ|2α| sinϕ|2β( cos
2 ϕ
κ
+ sin
2 ϕ
λ
) dϕ
(cosκ ϕ− τ1 sin
λ ϕ)(cosκ ϕ− σ1 sin
λ ϕ)
, (4.20)
where τ1 = (2πi)
λ−κτ , σ1 = (−1)
λ−κ(2πi)λ−κσ. The latter integral is proportional to the integral
∞∫
−∞
|ρ|2α dρ(
ρk − τ1
)(
ρk − σ1
) = 0. (4.21)
via the change of variables ρ = cosϕ sin−
κ
λ ϕ and (4.14), which is, by homogeneity, necessary for (4.17).
This integral is (2.6) in [19]; see [19] why the vanishing of this integral is equivalent to the condition
that one of the numbers κ and λ is odd, α = κ−12 , β =
λ−1
2 , and the numbers σ1 and τ1 have non-
zero imaginary parts of the same sign; these reasonings are based upon elementary complex variable
techniques: the residue formula and the uniqueness theorem for analytic functions.
Inequality (4.17) remains true in some cases where the operators on the right are non-elliptic, i.e.
when σ1 and τ1 are real; see [19]. This gives hope that Proposition 4.1 and Lemma 2.1 may be generalized
to the non-elliptic setting (by ellipticity in Lemma 2.1 we mean the smoothness condition (2.9), it seems
that in some cases K|Sd−1 might be a distribution).
References
[1] R. Ayoush, D. Stolyarov, and M. Wojciechowski, Sobolev martingales, to appear in Revista Matem-
atica Iberoamericana.
[2] R. Ayoush and M. Wojciechowski, On dimension and regularity of bundle measures, submitted.
[3] O. V. Besov, V. P. Il’in, and P. I. Lizorkin, The Lp-estimates of a certain class of non-isotropically
singular integrals, Dokl. Akad. Nauk SSSR 169 (1966), no. 6, 1250–1253, (in Russian); translated in
Sov. Math. Dokl. 7 (1966), 1065–1069.
[4] O. V. Besov, V. P. Il’in, and S. M. Nikol’skii, Integral representations of functions and imbedding
theorems, vol. 1,2, V. H. Winston & Sons, Washington, D.C.; Halsted Press [John Wiley & Sons],
1978.
11
[5] O. V. Besov and P. I. Lizorkin, Singular integral operators and sequences of convolutions in Lp spaces,
Mat. Sb. 73(115) (1967), no. 1, 65–88, (in Russian); translated in Mathematics of the USSR-Sbornik
2:1 (1967), 57–76.
[6] J. Bourgain and H. Brezis, On the equation divY = f and application to control of phases, Journ.
Amer. Math. Soc. 16 (2002), no. 2, 393–426.
[7] , New estimates for elliptic equations and Hodge type systems, Journal of European Mathe-
matical Society 9 (2007), 277–315.
[8] E. B. Fabes and N. M. Riviere, Singular integrals with mixed homogeneity, Studia Mathematica 27
(1966), 19–38.
[9] S. V. Kislyakov, Sobolev imbedding operators and the nonisomorphism of certain Banach spaces,
Functional Analysis and its Applications 9 (1975), no. 4, 22–27, (in Russian); translated in Funct.
Anal. Appl. 9:4 (1975), 290–294.
[10] S. V. Kislyakov and D. V. Maximov, An embedding theorem with anisotropy for vector fields, Zapiski
Nauchn. Sem. POMI 456 (2017), 114–124, (in Russian); translated in J. Math. Sci. (N.Y.) 234:3
(2018), 343–349.
[11] S. V. Kislyakov, D. V. Maximov, and D. M. Stolyarov,Differential expression with mixed homogeneity
and spaces of smooth functions they generate in arbitrary dimension, Journal of Functional Analysis
269 (2015), no. 10, 3220–3263.
[12] B. Raita, l1-estimates for constant rank operators, arXiv:1811.10057.
[13] , Critical Lp-differentiability of BV
A-maps and canceling operators, Transactions of American
Mathematical Society 372 (2019), no. 10, 7297–7326.
[14] B. Raita and A. Skorobogatova, Continuity and canceling operators of order n on Rn, Calc. Var.
Partial Differential Equations 59 (2020), no. 2, Paper 85.
[15] J. Van Schaftingen, Estimates for L1-vector fields, Comptes Rendus Mathematique 339 (2004), no. 3,
181–186.
[16] , Estimates for L1-vector fields under higher-order differential conditions, Journal of the
European Mathematical Society 10 (2008), no. 4, 867–882.
[17] , Limiting Sobolev inequalities for vector fields and cancelling linear differential operators,
Journal of European Mathematical Society 15 (2013), no. 3, 877–921.
[18] , Limiting Bourgain–Brezis estimates for systems: theme and variations, Journal of Fixed
Point Theory and Applications 15 (2014), no. 2, 273–297.
[19] D. Stolyarov, Bilinear embedding theorems for differential operators in R2, Zapiski Nauchn. Sem.
POMI 424 (2014), 210–234, (in Russian); translated in J. Math. Sci. (N.Y.) 209:5 (2015), 792–807.
[20] , Martingale interpretation of weakly cancelling differential operators, Zapiski Nauchn. Sem.
POMI 480 (2019), 191–198, (in Russian); to be translated in J. Math. Sci. (N.Y.).
St. Petersburg State University, Department of Mathematics and Computer Science;
d.m.stolyarov at spbu dot ru.
12
