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1 The Neutrino Factory
Experiments using conventional high-energy neu-
trino beams have played an important role in the
development of particle physics. In the field of
neutrino physics, they have provided increasingly
sensitive searches for neutrino oscillations in short-
and long-baseline experiments as well as demon-
strated that muon neutrinos are different from elec-
tron neutrinos. With measurements on the struc-
ture of the nucleon via deep-inelastic scattering and
precision tests on the standard model via measure-
ments of charged- and neutral-current interactions
they also contributed to particle physics not di-
rectly related to measurements of the properties of
neutrinos.
Recent results from atmospheric and solar neu-
trino experiments indicate that neutrino oscillation
may occur at rates within reach of the current gen-
eration of accelerator based experiments. Thus,
they are expected to make important contributions
in order to understand the current indications and
to prove the presence of neutrino oscillation beyond
any doubt.
However, in the long-term future of neutrino
beams and related experiments, it will be required
to drastically improve the intensity and compo-
sition of the beam. While conventional neutrino
beams are made by allowing charged mesons to de-
cay in-flight in a long decay channel, a new scheme
has been proposed in which the beam is produced
by the decay of stored muons: the so-called Neu-
trino Factory (NF).
Figure 1: Possible layout of a CERN-based NF.
A NF is essentially a muon storage ring contain-
ing long straight sections to allow muons to decay
to provide the high-intensity neutrino beam. The
basic layout and the components of a NF are shown
in Fig. 1. It consists of a proton driver delivering a
multi-GeV proton beam on a pion production tar-
get surrounded by a capturing system designed to
collect as many pions as possible. These pions en-
ter a decay channel after which the phase space of
the decay muons is reduced in order to fit the ac-
ceptance of an accelerator. The muons are then
fed into the accelerator bringing them quickly up
to a final energy of 10 – 50 GeV. Once they have
the desired energy, the muons circulate in a storage
ring with two or more straight sections pointing to
neutrino detectors possibly at different distances.
Compared to a conventional neutrino beam the
striking features of a NF are the much higher fluxes
(O(1021) per year) and the very well-known beam
properties. Flux, spectrum and composition of a
NF beam only depend on the parameters of the
muon beam and the decay kinematics. In particu-
lar, the intrinsic background of conventional beams
is absent. Moreover, by either storing negative or
positive muons the beam can be charge-conjugated,
i.e. it consists of νµ and νe in case of µ−, and νe
and νµ if the stored particles are µ+. This sig-
nificant increase of statistics accompanied by a re-
duction of systematic errors makes the NF a unique
tool to perform high precision measurements on the
parameters of the neutrino oscillation phenomenol-
ogy.
The components of a neutrino factory and re-
lated R&D activities are described below. Also, an
outline of the rich physics programme which could
be addressed with a NF is given.
1.1 Status of Neutrino Oscillation
Searches
The current generation of neutrino experiments has
provided strong indications for oscillation of solar
and atmospheric neutrinos. Especially the results
of SNO [1] and Super-Kamiokande [2] have estab-
lished confidence in the presence of neutrino oscilla-
tion and therefore non-zero neutrino masses. The
theory of neutrino oscillation and massive neutri-
nos shall not be described here; see for example
reference [3] for an overview.
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Up to now,1 all indications for neutrino oscilla-
tion fall in the following classes:
• Six solar-neutrino experiments (Homestake
[4], Kamiokande [5], SuperK [2], SAGE [6],
GALLEX [7], SNO [1]) show a deficit in neu-
trino fluxes compared to the predictions by
the standard solar model. This would be in
agreement with νe → νx oscillations with a
∆m2sol of about 10
−5eV2 in the presence of
matter effects (MSW2) with either large (≈ 1,
LMA) or small (≈ a few 10−3, SMA) mixing
angle sin2 θsol. For vacuum oscillations one ob-
tains ∆m2sol ≈ 10−10eV 2 at maximum mixing
(sin2 θsol ≈ 1).
• Anomalies in the arrival of atmospheric neutri-
nos observed by five experiments (Kamiokande
[5], IMB [9], SuperK [2], Soudan [10], MACRO
[11]) suggest νµ → νx oscillations with
∆m2atm ≈ 3× 10−3eV2 and a maximal mixing
sin2 θsol ≈ 1. νx can only be a tau neutrino or
a sterile one.
• Finally, a νe appearance was measured by
the LSND [12] experiment compatible with a
νµ → νe transition with parameters between
sin2 θLSND = 10−3,∆m2LSND = 1 eV
2 and
sin2 θLSND = 1,∆m2LSND = 7 × 10−2eV2.
However, so far this result has not been con-
firmed by any other experiment.
With these data in hands and the constraints on
mixing parameters given by theory one can set up
various scenarios for the oscillation framework, in-
cluding the postulation of a fourth, sterile neutrino.
The knowledge so far can be summarised as fol-
lows:
• There are at least three flavours participating
in neutrino oscillations.
• sin2 θ23 ≈ 1 (≥ 0.9 at 90% CL)
• |∆m232| ≈ 3× 10−3eV 2
• ∆m221 ≈ 5× 10−5eV 2 (LMA)
• sin2 θ12 ≈ 0.87 (LMA)
• sin2 θ13 < O(0.1)
1Beginning of 2003.
2see [8]
A rather complete illustration of oscillation
search results is shown in Fig. 2.
Currently, intense efforts are being undertaken
to further study neutrino oscillations. New exper-
iments in commissioning phase or with new data
are K2K [14], KamLAND [15], MiniBooNE [16] and
MINOS [17]. They will be able to prove that the
existing evidence is indeed caused by neutrino os-
cillation and to make more precise measurements of
at least a few oscillation parameters as mentioned
above.
Recent results from SNO [18] prove that the solar
neutrino flux reduction is caused by oscillation and
the KamLAND experiment found evidence for the
disappearance of reactor antineutrinos [19]. With
these results, there is now a unique solution to the
“solar neutrino puzzle” with ∆m2 ≈ 7 × 10−5 and
sin2 2θ12 large, but smaller than maximal.
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1.2 The Physics Programme at a
Neutrino Factory
The physics potential of presently operating exper-
iments is mainly limited by the properties of neu-
trino beams available. Thus, by using a different
technique to generate the beam, a series of new
measurements could be performed.
Note that all the measurements described below
require suitable neutrino detectors at the right dis-
tances.
1.2.1 Conventional ν Beams versus NF
A conventional neutrino beam is made by allowing
charged pions and kaons to decay in a long decay
channel. The pi and K are produced as secondaries
of a high-intensity proton beam impinging on a
hadron production target. When positive hadrons
are selected, the neutrino beam will contain mostly
muon neutrinos from pi+ → µ+νµ and K+ → µ+νµ
decays. In addition, there is a O(1%) component of
electron neutrinos caused by the three-body decay
K+ → e+pi0νe and a O(3%) contamination with νµ
from µ+ decay. If the proton energy is sufficiently
high, the beam will also contain a small ντ compo-
nent. It is evident that this beam composition is
not ideal for most neutrino experiments: the small
contamination with νe and ντ makes experiments
difficult searching for appearance of tau or electron
neutrinos; at the same time the νe content is not
high enough to observe νe disappearance.
If the neutrino beam was produced from the
decay of stored particles, the ν beam parameters
(composition, flux, spectrum) only depend on the
parameters of the primary beam and the decay
kinematics of the stored particles. For the primary
beam, only muons are suitable, since the lifetime of
pions and taus is too short and electrons are sta-
ble. In fact, also radioactive nuclei can be used
emitting νe via β-decay, see Beta Beams. Stor-
ing negative muons produces a beam with a pre-
cisely known mixture of 50% muon neutrinos and
50% electron antineutrinos, and charge-conjugated
in case of µ+. The neutrino and antineutrino en-
ergy and angular distribution only depend upon the
parent muon energy, the decay angle and the muon
polarisation. Thus, provided that the current, mo-
mentum and polarisation of the muon beam are
accurately measured and controlled, the absolute
0 2 4 6 8 10
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Excluded
Figure 3: Summary of the 3σ sensitivity for the obser-
vation of νµ → νe oscillations with various superbeams
and νe → νµ oscillations with NF beams [20]. The
shaded area is excluded by present experiments. An
experiment running period of 3 years is assumed.
neutrino fluxes can be precisely calculated. In ad-
dition, only one type of neutrino and one type of
antineutrino is present in the beam (which can be
charge-conjugated by selecting the polarity of the
muon beam). This permits precise measurements
with νe, νe, νµ and νµ.
Superbeams are a further development of conven-
tional neutrino beams. Using a higher proton beam
intensity (which is comparable to the one foreseen
for the NF), the neutrino flux can be increased by a
factor of ≈ 5. The much higher ν luminosity allows
to exploit the decay kinematics of pions to produce
a so-called off-axis beam. Accepting the lower over-
all flux at a few degrees from the beam axis, this
leads to an important relative suppression of the
electron neutrino contamination and a cut in the
high momentum tail of the beam. A detailed com-
parison of the physics potential of superbeams and
a NF can be found in [21, 22]. For illustration, a
comparison of the physics possibilities for different
NF beams parameters is given in Fig. 4.
Recently a neutrino beam from the β-decay of
stored radioactive ions was proposed [23]. Thus,
the generation of this so-called Beta Beam is sim-
ilar to that of a NF. A unique feature of such a
neutrino beam is its single-flavour content of either
100% νe or νe, which is advantageous for certain
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measurements.
1.2.2 Oscillation Physics
It is expected that a NF will not be build within
the next ten years. By then, issues of interest are
most likely the following:
• A precise determination of the parameters of
neutrino oscillation. This includes all oscilla-
tion probabilities P (νe → νx) and P (νµ → νx).
With these data a forth, sterile neutrino could
be confirmed or stringent limits on its exis-
tence are put. The measurements on P (νµ →
ντ ) and P (νµ → νe) will be more accurate than
with conventional beams, whereas a first obser-
vation of P (νe → ντ ) is unique to a NF. All
mixing angles (especially in the difficult case of
θ13) should then be known or at least stringent
limits will be placed.
• Ameasurement of the neutrino mass hierarchy,
especially the sign of ∆m232. This will answer
the question whether there are two ’heavy’
neutrinos and one light one or vice versa. Since
matter effects have to be exploited for this
measurement, it calls for very long baselines
of several thousand km. While those measure-
ments can in principle be done with a conven-
tional beam, low rates and systematic uncer-
tainties will limit the precision significantly.
• The measurement of matter effects to confirm
the significance of the MSW effect. The same
scheme as for the determination of ∆m232 can
be used here; high statistics and low systemat-
ics which can only be provided by a NF permit
this measurement.
• The observation or stringent limits on CP vi-
olation in the lepton sector. The CP test in-
volves comparing νe → νµ with νe → νµ oscil-
lation rates which can only be done with a NF
with the required precision since backgrounds
and systematic errors are very small.
1.2.3 Non-oscillation Physics
The high intensity beam of a NF can of course also
be used to study non-oscillation topics:
• precise determination of neutrino-nucleon
cross-sections in a near detector and precise
measurement of nucleon structure functions
• tests of the electroweak model with the mea-
surement of the mixing angle sin2 θW to ±10−4
and neutrino-electron cross-sections
• search for magnetic moment of neutrinos
The neutrino factory is also considered as a first
step towards a multi-TeV muon collider [24]. A sce-
nario leading to the construction of such a machine
and its physics programme are presented in [25].
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1.3 NF R&D
Recent studies have been performed for a NF on
various sites in the US (BNL or FNAL), Europe
(CERN) and Japan (JHF). The choice of these sites
is mainly driven by the possibilities of reusing exist-
ing machines, equipment and infrastructure. Con-
sequently also the R&D activities are oriented to-
wards these scenarios.
Common to all present NF schemes is the use of
an intense multi-MW, multi-GeV proton beam to
produce low-energy pions and to collect them us-
ing a large-acceptance decay channel. The daugh-
ter muons from pi± decay occupy a large phase-
space volume which does not fit the acceptance
of a conventional accelerator. To reduce the en-
ergy spread, the American and European studies
suggest ionisation cooling and phase rotation. In
Japanese studies an alternative strategy is pursued
using fixed-field alternating-gradient (FFAG) accel-
erator modules which have a very large acceptance
[26]. Finally, in all three schemes the muons are
accelerated to their final energy of 10-50 GeV and
fed into the storage ring.
It is widely agreed that a coherent and optimised
design of all the modules needed for a neutrino fac-
tory can not be made before two especially critical
issues have been investigated and tested in detail:
• the target station with the pion production
target and the pion capturing system and
• the reduction of the phase space (“cooling”) of
the muons from pion decay.
Whereas cooling is a novel technology where no ex-
perience exists, the situation is different for the tar-
get. The available experimental data on hadron
production is not sufficient to decide for the most
efficient target setup. Open questions are shape
and material of the production target, the optimal
incident proton energy and the pion capturing sys-
tem.
Thus, current R&D efforts concentrate on these
two items. Among other physics goals, the HARP
experiment was proposed and carried out to re-
move the lack of accurate hadron production cross-
sections at multi-GeV energies which are of interest
for the pion production front-end of a NF.
The single components of a NF are described be-
low in some more detail. Emphasis will be given to
the target and the pion collection system.
1.3.1 Proton Driver
To produce the required number of useful pions
emerging from the target the proton driver needs to
provide a beam power of 1–4 MW. While currently
no proton accelerator is capable of delivering such
intensities it is considered as challenging but feasi-
ble by accelerator experts. Of course it is desirable
to upgrade an existing proton machine to NF spec-
ifications or at least to reuse existing equipment.
Proposals are an upgraded JHF with a 4 MW 50
GeV proton synchrotron and a new 4 MW 2.2 GeV
superconducting proton linac (SPL) with an accu-
mulator ring to produce short pulses at CERN. At
the suitable US sites BNL and FNAL, an upgraded
Alternating Gradient Synchrotron (AGS) or a new
fast cycling 16 GeV synchrotron are being stud-
ied. More scenarios can be envisaged, but the sig-
nificantly different proton energies of the machines
mentioned above shows that the results of pion pro-
duction studies have a strong impact on the choice
of the accelerator setup. Issues like bunch length
and frequency also depend upon the target choice.
1.3.2 Target and Capture
Considering the high beam power of up to 4 MW
it is clear that mechanical issues play an im-
portant role in the choice of the target station.
Conventional solid (high-Z) targets will melt or
break within a short time due to the high thermal
power deposited in the material and the mechan-
ical shocks caused by the impact of bunched pro-
tons. For liquid targets, this would also apply to
eventual pipes or vessels exposed to the beam. In
addition, a high pion yield has to be assured. Cur-
rent knowledge of pion production cross-sections
suggests that for energies above 10 GeV a high-Z
target would provide the highest number of useful
pions. Consequently, in most studies a liquid Hg jet
is being considered as best option. However, solid
low-Z targets like a long carbon-carbon composite
cylinder and other high-Z options like metal beads
cooled by a water flow and moving-band targets are
also conceivable.
The pions produced in the target have to be col-
lected so that they are useful for the final produc-
tion of a high-quality muon beam. For the cap-
turing of pions two options exist: a magnetic horn
(for a later design study see reference [29]) and a
9
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Figure 5: Target station and solenoidal capture system (from [27]).
Figure 6: Pion production cross-sections as measured
by the BNL experiment E910. Shown is also the com-
parison of the measurement with predictions from the
MARS simulation code (from [28]).
solenoidal capturing system (Figs. 5, 7). Simu-
lations show, that both options would provide a
similar pion yield [30].
It is evident that all components of the target
and capturing system must be carefully chosen and
optimised to provide a coherent design of the most
Figure 7: MARS simulation of the pion yield of a NF
decay channel with a solenoidal capturing system as
function of the incident proton energy. For details see
reference [31]).
efficient pion production front-end.
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1.3.3 Phase Rotation, Bunching and Cool-
ing
The pions and muons into which they decay are
generated in the target over a very wide range
of energies. To reduce this spread they undergo
a so-called phase rotation. Using long induction
linacs intersected with drifts, the early ones are de-
accelerated and the late ones accelerated. These
linacs also represent the decay channel.
In order to fit the acceptance of a conventional
accelerator, the phase space of the decay muons has
to be reduced. This so-called “cooling” follows the
idea of reducing the total momentum by ionisation
losses in matter and restoring the longitudinal mo-
mentum component with RF cavities. This can be
done in several steps. Since muon cooling is a novel
technology which has never been used before, a big
R&D effort is underway to prove that it is feasi-
ble and performs as required. Notably the MICE
[32] experiment planned to start up in 2004 aims
at results which could be the basis of a technical
proposal for the cooling system of a NF.
1.3.4 Acceleration
While depending on the actual parameters of the
cooling and bunching system, the acceleration to
the final energy of up to 50 GeV is planned to
be done in three steps. Directly after the cooling,
the muons are accelerated in a linac to a few GeV.
Then, two recirculating linear accelerators (RLAs)
are used to raise the energy in two steps first to ≈
10 GeV and then to the final energy of 20, 30 or 50
GeV.
The most critical design requirement for the ac-
celeration system is the time it takes until the ac-
celerated muons enter the storage ring. Like this
the muon-loss due to decay is kept at a minimum.
1.3.5 Storage Ring
The storage ring is a more or less straight-forward
extrapolation of electron storage rings. However,
various shapes and sizes are proposed. In any
case, the ring should contain two or three straight
sections where the decaying muons produce the
desired neutrino beam. Thus, the straight parts
should be as long as possible compared to the
curves. Especially the orientation of the straight
sections has to be carefully chosen in order to point
to an optimal detector site. A triangular shape is
possible as well as racetrack or bow-tie shapes, not
necessarily in the horizontal plane (see Fig. 8). As
pointed out in [22], details of the beam diagnostics
also depend on the ring shape.
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Figure 8: Possible shapes of a muon storage ring: bowtie (top) and triangle (bottom). Note that the left
pictures show the ring in the horizontal plane (orientation arbitrarily) and the right ones the extension of the
ring in the vertical plane (from [22]).
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2 The HARP Experiment
HARP is a fixed-target experiment at the CERN
proton synchrotron (PS) to measure hadron pro-
duction cross-sections of protons on nuclear targets.
Its main physics goals are high-accuracy pion pro-
duction rates for the front-end of a neutrino factory
and improvements of the prediction of atmospheric
neutrino fluxes. HARP uses protons in the range
2 to 15 GeV/c on thin and thick targets of various
Z and has an almost full solid angle acceptance for
secondaries.
Figure 9: Location of the HARP spectrometer (circle)
in the T9 experimental area at the CERN PS.
The experiment was proposed to the CERN
SPSC on 01/12/1999 [33] and approved on
17/02/2000 by the CERN Research Board. A tech-
nical run with the partial detector was performed
in 2000, the complete detector started physics data
taking in August 2001. After taking 450 million
physics triggers for about 300 different settings data
taking ended in October 2002 (see Fig. 10). In to-
tal, more than 30 TB of data have been acquired.
In February 2003, the dismantling of the detector
was finished.
Physics motivation and the experimental setup
will be described below.
2.1 Physics Goals
2.1.1 Neutrino Factory
The need for low-energy pion production measure-
ments for an optimal design of the front-end of a
neutrino factory or a muon collider is motivated in
section 1.3.
The desired experimental data as stated in the
HARP proposal [33] is given in Table 1.
Harp data taking: Collected Triggers
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Figure 10: Amount of data taken in 2001 and 2002.
Range Precision
pi pL 100–700 MeV/c < 25 MeV/c
pi pT 0–250 MeV/c < 25 MeV/c
pi/p yield 5%
pi+/pi− ratio 5%
Table 1: Desired experimental data for the Neutrino
Factory.
2.1.2 Atmospheric Neutrinos
For the interpretation of results of neutrino exper-
iments using atmospheric neutrinos it is crucial to
correctly calculate the atmospheric neutrino flux.
Atmospheric neutrinos are generated via the fol-
lowing reaction chain: primary cosmic ray particles
(p, He) react with the molecules of the atmosphere
(O2, N2) and produce protons, kaons and pions.
At the end of the decay chain primarily muons and
electron- and muon-neutrinos arrive at earth’s sur-
face.
As discussed in [34], the dominant uncertainties
in the neutrino flux are caused by the representa-
tion of hadron production in collisions of the pri-
mary cosmic rays with nitrogen and oxygen nuclei.
In this context two issues are of importance for
the measurement:
• Full phase space coverage is needed.
• The normalisation precision of the data should
be very good.
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Figure 11: Fraction of pion production covered by
data (from [34]). Note that only one experiment reaches
in the xlab region of ≤ 0.2 which forms an important
contribution to the atmospheric lepton fluxes.
To illustrate the situation, Fig. 11 shows the cov-
erage of proton-Beryllium cross-sections with ex-
perimental data. It should be recalled that this
data has to be extrapolated from Be to nitrogen
and oxygen nuclei. In addition, a fraction of the
primary cosmic rays are bound in helium nuclei
which requires another extrapolation since no ex-
perimental data of the pion yield of He-N2 collisions
is available.
2.1.3 Fluxes of Conventional Neutrino
Beams
As discussed in section 1.2, one of the problems of
conventional neutrino beams is that their compo-
sition, flux and spectrum is not known very well,
which is a major limitation for experiments using
those beams. These uncertainties can be traced
back to inaccurate predictions of pion and kaon pro-
duction yields of their primary targets.
In association with HARP, two running neutrino
oscillation experiments will use HARP data to im-
prove their beam composition knowledge: Mini-
BooNE [35] and K2K [36]. Particle production
rates of replicae of the targets of both experiments
are measured by HARP at their nominal proton
beam energy: a thick Al target at 12.9 GeV for
K2K and a thick Be target at 8.9 GeV for Mini-
BooNE.
2.1.4 Hadronic Generators
Most of the above mentioned needs for hadron pro-
duction yields could in principle be satisfied using
predictions from Monte-Carlo simulations. How-
ever, the results of current hadronic generators dif-
fer largely (see Fig. 12), which is due to two diffi-
culties:
• There is practically no experimental data on
hadronization at low (few GeV) energies avail-
able.
• It is difficult to describe the involved processes
theoretically with a sufficient precision. In
any case, predictions would have to be cross-
checked with data.
Figure 12: Comparison of pion spectra expected by
different hadronic generators (taken from [37, 38]).
Therefore, HARP cross-section measurements
will serve the GEANT4 [39] collaboration to refine
14
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the implementations of hadronic generators.
2.2 The Detector
The HARP spectrometer can be divided into three
major subsystems:
• The trigger and beam detectors are installed in
order to reconstruct, identify and trigger on an
incoming beam particle. In addition the trig-
ger has to detect secondaries emerging from
the target with almost full solid angle accep-
tance.
• Measuring secondaries at angles above ≈ 20◦
relies on the large-angle part of HARP. It in-
cludes the Time Projection Chamber (TPC)
and the Resistive Plate Chambers (RPCs) in-
stalled around the TPC (Fig. 13).
• Secondaries at small production angles are
measured by the forward spectrometer. It con-
sists of drift chambers for tracking and a dipole
magnet for momentum determination. A time-
of-flight (TOF) system, a gas Cherenkov detec-
tor and an electron- and muon-identifier are
employed for particle identification (PID) as
can be seen in Fig. 13.
Figure 13: The HARP detector setup. The single
components are described in the text.
2.2.1 Beam and Trigger Detectors
Beam detectors serve to identify a beam particle
and to reconstruct its track parameters. Particles
to be distinguished are p, pi, K, µ and e in the
momentum range 2 to 15 GeV/c; the track recon-
struction should allow to find the particle impact
point on the target with an accuracy better than 1
mm.
The detectors used in the trigger can be divided
into two subgroups: the detection of a beam parti-
cle concerns all detectors in the beam-line upstream
of the target, whereas the detection of secondaries
emerging from the target relies on downstream de-
tectors and detectors surrounding the target.
A schematic view of the relative position of all
trigger and beam equipment is shown in Fig. 14.
Below, all devices and their specific tasks are de-
scribed.
Beam Cherenkov Counters
Two gas Cherenkov detectors (BCA, length 6000
mm and BCB, length 3000 mm) are inserted into
the beam pipe upstream of focus A (see Fig. 14).
They are filled with CO2 at different pressures de-
pending on the beam energy. At high energy, when
the resolution of the beam TOF system is not suffi-
cient, the Cherenkov counters are used to tag elec-
trons and pions in the beam. Table 2 summarises
the basic pressure settings of BCA and BCB for
different beam energies. These settings have been
adjusted during the data taking to meet different
requirements for the trigger and to react on major
variations of the beam composition.
Each detector has a sensitive diameter of about
180 mm and the light is collected with a mirror sys-
tem to a single photomultiplier tube. In practice,
the efficiency in tagging particles mainly depends
on the correct pressure setting. Some redundancy
can be achieved by choosing the pressures in such a
way that both detectors are tagging the same type
of particles.
beam momentum BCA BCB
≤ 3 GeV/c 0.0 (-) 1.05 (e)
5 GeV/c 0.60 (e) 2.50 (pi, e)
≥ 8 GeV/c 1.25 (pi) 1.50 (pi)
Table 2: Default pressure settings for the beam
Cherenkov counters and particle types which are
tagged. Pressures in bar(absolute). At 3 GeV/c, BCA
is evacuated in order to reduce multiple scattering of
the beam.
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Figure 14: Schematic view of the arrangement of all trigger and beam equipment. Detailed descriptions in the
text. The beam enters from the right.
Beam Halo Counters
Vetoing events where the beam particle is accom-
panied by a second particle in the halo of the beam
is performed by two HALO counters.
HALO A is located near focus A and its primary
purpose is to veto all particles which did not pass
the beam Cherenkov counters. The geometry of
HALO A is shown in Fig. 15. It has a double-sided
readout with two Philips XP2020 photomultiplier
tubes. The diameter of its hole is 9 cm.
hole diameter:
90 mm
200 mm
ca
. 
80
0 
m
m
Figure 15: Schematic view of HALO A.
The final cleanup of the beam is done by HALO B
(see Fig. 16) as near to the target as possible. With
a minimum hole diameter of 3 cm it is complemen-
tary to the target defining scintillator (TDS, d = 2
cm) and the target (d = 3 cm). To convert gammas,
an 11 mm ≈ 2×X0 thick lead plate is sandwiched
between the two scintillator slabs. More details on
HALO B can be found in [40].
30 mmPb
40 mm
beam
11
 m
m
20
0 
m
m
200 mm
Figure 16: Schematic layout of HALO B. The counters
are mounted with a rotation of 45 degrees around the
beam axis. The size of a single scintillator slab is 200 ×
200 × 5 mm3. The beam direction which is indicated
in the figure is valid for data taken in 2001. For the
2002 runs the scintillator planes were swapped.
To achieve a maximal veto-efficiency, each halo
counter enters the trigger with a logic or of its chan-
nels.
Beam Multi-Wire Proportional Chambers
Four Multi-Wire Proportional Chambers (MW-
PCs) are installed in the beam-line to measure the
track parameters of the beam particle. The tracks
are extrapolated to the target to find the exact im-
pact point with an accuracy of better than 1 mm.
The angle of the particle with respect to the nom-
inal beam axis is reconstructed as well.
As shown schematically in Fig. 14, all MWPCs
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are located not too far away from the target in or-
der to reduce multiple scattering effects between
the track measurement and the target. However,
the distance between the first and last chamber has
to be large enough to allow an accurate reconstruc-
tion of the direction. The most important technical
parameters of all chambers can be found in Table
3.
chamb. z area # wires spacing
[mm] [mm2] [mm]
1 -3961 96×96 96 1
2 -3126 96×96 96 1
3 -1263 96×96 96 1
4 -3543 192×192 48 4
Table 3: MWPC parameters: z with respect to focus
B. The number of wires is given per plane. Chamber 4
is rotated by 45 degrees with respect to the chambers
1-3.
Each chamber has two independent (anode)
sense wire planes rotated at 90 degrees with re-
spect to each other. Their distance is ≈ 10 mm.
In the middle, there is a common (cathode) field
wire plane. For chambers 1,2 and 3 the sense wires
are parallel to the x− and y−axis of the HARP
reference system (Fig. 13), in chamber 4 they are
rotated by 45 degrees to facilitate the removal of
ambiguities in the track reconstruction. The gas is
a mixture of 50% Ar and 50% CO2.
More information on technical details, alignment
and track reconstruction of the MWPCs can be
found in [41].
For the trigger decision, no information from the
MWPCs is used. However, the oﬄine selection of
“good” beam particles also relies on the track re-
constructed with the MWPC data.
Beam TOF system
A time-of-flight measurement system is used for the
beam particle identification at low energies. It is
complementary to the PID capabilities of the beam
Cherenkov counters. In addition, the beam mo-
mentum can be calibrated by measuring various
particles with different (known) masses at the same
momentum as shown in Fig. 18.
Two identical TOF scintillation counters3,
3The counters were recuperated from the NA 52 experi-
ment.
TOFA (near focus A) and TOFB (surprise, sur-
prise near focus B) with a distance of approxi-
mately 21.4 m provide a time-of-flight resolution
of ≈ 150 ps. Each counter consists of eight single
scintillator strips with double-sided readout (Fig.
17), i.e. 16 channels in total. For the trigger, a
TOF counter is considered “hit” if at least one of
the 16 photo-multipliers (PMs) gave a signal.
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Figure 17: Layout of the TOFA/B counters. The total
sensitive area is 100 × 100 mm2, the thickness of the
scintillators is 5 mm.
An example of the joint particle identification ca-
pabilities of beam-TOF and -Cherenkovs is given in
Fig. 18.
Beam Scintillator
The beam scintillator (BS) is the detector which
starts the trigger decision of the trigger system. It
is located a few centimetres downstream of TOFB
and in coincidence with a TOFB hit it represents
the lowest-level trigger, the so-called strobe. As
a consequence, the timing of all trigger signals is
given by the original BS signal, i.e. BS is the tim-
ing reference for all ADC gates, TDC starts/stops
etc.
BS is a single scintillator slab of 5 mm thickness
and a sensitive area of 80 × 80 mm2 centred on
the nominal beam axis. It is read out by a single
Philips XP2020 photomultiplier tube.
Target Defining Scintillator
The Target Defining Scintillator (TDS) is a scin-
tillator disc of 20 mm diameter and 5 mm thick-
ness which is viewed by four photomultiplier tubes
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Figure 18: Example for beam particle identification with TOFs and Cherenkovs at a nominal beam momentum
of 3 GeV/c. In these runs, electrons (overlaying plot) are tagged with both Cherenkovs. The purity of the beam
particle identification is better than 99%.
(HAMAMATSU R1635P 3/8 inch), as shown in
Fig. 19. The PMs are located at a distance of
approximately 20 mm from the edge of the scintil-
lator and optically connected via ’air light-guides’,
i.e. a tube formed with reflecting Mylar foil. They
are housed in iron blocks in order to shield them
from the magnetic stray field of the solenoid.
Figure 19: Design drawing of TDS. The iron block
housing the four PMs can be seen. The scintillator
disc in the centre is suspended by strings. Both sides
of TDS are closed with black plastic sheets, except for
the centre. Here, a thin aluminised plastic foil is used
as light protection in order to reduce the amount of
material in the beam.
The TDS is designed to have a very high effi-
ciency ([42]), thus all particles hitting the target
are also supposed to give a signal in TDS. There-
fore it is located as near as possible to the entrance
of the TPC and with its 20 mm diameter is some-
what smaller than that of the target being 30 mm.
The TDS gives a signal if at least one PM was hit.
An efficiency of well above 99.9% is assured.
During data taking it turned out that the TDS
also has a sufficiently good time resolution and sta-
bility to be used as redundant part of the beam
TOF system with the baseline TOFA-TDS.
Inner Trigger Cylinder
Triggering on large-angle secondaries emerging
from the target is performed by the Inner Trig-
ger Cylinder (ITC). It is mounted inside the in-
ner field cage of the TPC and consists of an alu-
minium/carbon tube with a length of 1300 mm and
an inner and outer diameter of 76 mm and 92 mm,
respectively. Six layers of scintillating fibres (each
of diameter 1 mm) are glued on the tube (Figs. 20
and 23).
The readout is performed by 24 PMs (HAMA-
MATSU R1635P 3/8 inch) which are contained in
a soft iron magnetic shield on the upstream end
cap of the solenoid magnet. They are connected to
24 fibre bunches according to the scheme shown in
Fig. 21: the fibres of layers 1–4 are divided into
18
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Figure 20: Left: Sketch of ITC. It is inserted into the inner field cage of the TPC. The compartment with the
PM housings is fixed outside the magnetic field on the upstream solenoid end-cap. On the right, the downstream
end of the ITC is shown after dismantling. The in total six layers of scintillating fibres can be seen. The fibre
diameter is 1 mm.
2 times 8 segments (with constant φ for all z) and
are connected to PMs 1–16. The fibre bunches of
layers 5 and 6 are wound around the cylinder in
opposite senses and connected to PMs 17-24.
Triggering on a logical or condition of all 24
channels provides a combined efficiency for a single
track detection of well above 99%.
Forward Trigger Plane
Located directly at the downstream exit of the
solenoid, the Forward Trigger Plane (FTP) cov-
ers the small angle region complementary to the
ITC. It is made of two planes of scintillator slabs
as shown in Fig. 22. One plane consists of 7 scintil-
lators each of 1240 × 200 × 5 mm3, and therefore
covering a total area of 124 × 140 cm2. Each panel
is readout on both sides by fine-mesh photomulti-
plier tubes. Both scintillators (Bicron BC-408) and
PMs (Hamamatsu R2490) were previously used in
the trigger system of the NOMAD experiment [43].
The two planes are rotated by 90◦ with respect to
each other in order to minimise the insensitive areas
due to the slits between the scintillators.
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Figure 22: Layout of the FTP scintillator slabs and
channel numbering scheme. The second (vertical) plane
is downstream of the horizontal one.
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Figure 21: Alignment and channel numbering of the ITC. The alignment constants follow from an analysis
using extrapolated TPC tracks to determine the impact point on the ITC.
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2.2.2 Large-Angle Detectors
TPC
The HARP TPC is a time projection chamber of
150 cm length and 80 cm diameter surrounding the
target. It provides tracking, momentum measure-
ment and particle identification of secondary parti-
cles emerging from the target and covers the angu-
lar region of approximately 20◦ to 160◦.
The TPC is inserted in a solenoid magnet pro-
viding a field of 0.7 Tesla parallel to the TPC axis
as shown in Fig. 23. The magnet (45 cm gap ra-
dius, 224 cm gap length, 88 coils, 910 A current,
0.72 MW power consumption) provides a homoge-
neous field with Br/Bz ≤ 1% over a length of 1.60
m, thus covering the whole TPC.
Drift Volume & Field Cages
The inner and outer field cage (IFC/OFC) are
made of a 2 mm and 8 mm thick Stesalit cylinders,
respectively (Tab. 4). The electric field gradient is
provided by interleaved strips of conductive Mylar
foil at precise potentials and positions.
Most important in the design of the field cages
is to avoid high field gradients which could cause
sparks or corona currents in the gas. Moreover, in
the ideal TPC the field is homogeneous so that the
drift velocity is stable and free of distortions over
the whole gas volume. To achieve this, during the
design of the field cages the electric field setup was
extensively simulated.
IFC OFC
Length 799 mm 1541 mm
Diameter 104 mm 812 mm
Thickness 2 mm 8 mm
Table 4: Field cages construction details.
The choice of the gas mixture (91% Ar, 9% CH4
at atmospheric pressure) was mainly driven by the
fact that its basic characteristics are described in
the literature. Mostly Ar atoms are ionised provid-
ing a ionisation yield of approximately 50 electrons
per cm (Fig. 24). The gas volume in the TPC is
about 700 l and the flux less than 100 l/h.
The validity of the overall design was proven by
the stable operation during 1.5 years. The transver-
sal drift distortions are less than 100 µm at more
than 0.6 mm distance from the strips and no effect
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Figure 24: Energy loss of pi, K, p in Ar at atmospheric
pressure.
on the drift time at more than 1.2 cm was observed.
Details on design and field studies of the field
cages can be found in [44].
Wire Chamber
The wire chamber at the upstream end of the TPC
is made of the pad plane at 0 V, the anode wire
plane at +1820 V and a cathode wire plane at 0
V, each at a distance of 5 mm. Each wire plane
is made of a single 150 m long wire strung into a
hexagonal frame in order to reduce dead areas due
to support structures.
Anode Cathode Gate
Material W, Au Cu, Be Cu, Be
Thickness 20 µm 70 µm 70 µm
Pitch 4 mm 2 mm 4/2 mm
Length 150 m 150 m -
Pad plane dist. 5 mm 10 mm 26 mm
Voltage +1820 V 0 V -67 V
Table 5: Technical details of the wire planes. The
voltage given for the gating grid is for the open gate.
In addition, a gating grid is installed between the
drift volume and the wire chamber. It is made of
two interleaved single-wire planes and prevents ions
to drift back into the TPC volume. The planes are
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Figure 23: Cross-section of TPC and solenoid seen from the top. The beam enters from the left and travels
through the ITC which is inserted into the inner field cage. The nominal position of the front face of the target
is indicated by the starting point of two symbolic “tracks” (at angles 14.7◦ and 16◦). It reaches 500 mm into the
TPC volume. Target and target-holder are not shown.
at -67 V voltage in case of an open grid and at -35
V and +35 V when closed.
Technical details of the wire planes and the gat-
ing grid are given in Tab. 5.
Pad Plane
The pad plane is made of six identical sectors as
shown in Fig. 25. A sector is a six-layer printed
circuit board (PCB) with the pads on one side and
electronics components on the other. The electron-
ics serves for amplification, shaping and buffering
of signals.
On one sector, the pads are arranged in 20 circu-
lar rows each containing between 11 and 55 pads.
The pad size is not identical for all pads but is
always approximately 6.5 × 15 mm2 in φ and r,
respectively. There are 662 pads per sector, hence
3972 pads for the whole TPC.
During data taking considerable cross-talk effects
between pads were observed. These are mainly
caused by the layout of the PCB: preamplifier out-
put lines are in proximity of other pads. This rep-
resents a capacitive coupling between the output
of one amplifier and the input of an other. Stud-
ies showed that about 50% of all pads cross-talk
into other pads and the amplitude of the induced
signals is generally less than 20% of the original
signal. The effects of cross-talk might be corrected
for in the reconstruction to a large extent.
Readout
The TPC readout is performed by ADC cards de-
signed for the ALICE and CERES experiments [45].
One 9-unit VME module provides 10 MHz, 10 bit
sampling for 48 channels. In addition, the cards
perform real-time zero suppression and bunching
of pulses with pre- and post-samples (see Fig. 26).
The parameters determining the zero-suppression
are loaded at the beginning of each run. Therefore,
a few pedestal events4 are taken, the values of the
4Pedestal signifies the noise level of the electronics as
recorded by the ADC.
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Figure 25: The pad layout on one sector. 662 pads
are arranged in 20 rows containing between 11 pads (in-
nermost row at 82 mm radius) and 55 pads (outermost
row at 376.5 mm radius).
pedestal are calculated channel by channel and fed
back into the ADC card. It is then used for the
threshold. The data are stored bunch-wise in 10
bit words preceeded by a 32 bit header containing
the pad identifier.
In total, 84 of these cards are distributed equally
over six VME crates, each one containing 14 cards
(thus 672 channels) for the readout of one sector
(cf. Table 7). As can be seen in Fig. 35, the data
volume and the readout time of the whole detector
are dominated by these six TPC slave crates.
The sampling of the signals on all cards is started
by the physics trigger. Then, 300 samples each of
100 ns are acquired to cover the total drift time of
30 µs.
Calibration
The gain of each pad has to be calibrated with
good accuracy in order to allow the identification
of a particle via its energy loss dE/dx and a pre-
cise track reconstruction. Since there is a priori
no way to estimate the error on equalization con-
stants, two independent methods are employed to
determine the gain of each pad:
• Tracks of high energy cosmic muons are
recorded in each inter-spill period as well as
an+1 an+2 an+3 t n+11an+11an+10
n n+1 n+10. . . n+14. . .
13. . .
sample
thresh.
Figure 26: A typical pad signal: samples about
threshold are merged with two pre- and two post-
samples. For packing, the time (i.e. sample number)
of the last sample and the length of the bunch are ap-
pended. Only bunches with two or more samples above
threshold are accepted.
during periods without beam (machine devel-
opment, downtime, repairs, etc.) They illumi-
nate all pads in the same manner and allow
the calculation of an equalization constant for
each pad in order to normalize its gain.
• During longer shutdown periods, the TPC gas
was enriched with radioactive 83mKr gas.5 It
mainly decays via γ-decay with a lifetime of
1.86 h. Most of the γ energy is transferred
to electrons which then build a cluster with
negligible size compared to the pad size. This
cluster drifts to the pad plane and is recorded.
The pulse-height distribution of each individ-
ual pad allows then to identify the typical
peaks of the 83mKr decay.
In addition, a laser calibration system is em-
ployed to measure drift velocity6 and eventual dis-
tortions of the magnetic or electric field. Therefore,
192 small Al tips connected via optical fibres to a
KrF UV laser are installed in the HV membrane at
the downstream end of the TPC gas volume. When
these fibres are illuminated photo electrons will be
released at a well known time and position. The fi-
bre tips are equally distributed over the whole x/y
plane. The drift velocity can then be calculated
5The 83mKr isotope is obtained by placing a 83Rb source
in the gas input line of the TPC.
6The drift velocity is very sensitive to composition, tem-
perature and pressure of the TPC gas. Thus, it also serves
as monitoring to detect problems during data taking and for
long-term studies of the running conditions.
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using the timing information. Deviations in the
reconstructed position are used to determine field
distortions.
After the end of datataking the TPC and its
readout equipment were held operational to per-
form additional calibration measurements. In par-
ticular, the electronics gain of all pads and all
crosstalk signals are measured. It is done by bring-
ing a probe in direct contact with the pad and in-
jecting a known amount of charge and reading out
the response of all pads of the sector.
RPCs
At large production angles, the particle identifica-
tion mainly relies on the dE/dx measurement of
the TPC. However, in the momentum range 150 to
250 MeV/c electrons and pions can not be distin-
guished via their energy loss. Instead, a time-of-
flight measurement is performed: the TPC is sur-
rounded by 30 Resistive Plate Chambers (RPCs)
providing a time resolution of better than 200 ps
(“Barrel-RPCs”). With a minimal flight path of 45
cm this is sufficient to achieve the desired separa-
tion (see Tab. 6).
p [GeV/c] L = 0.45 m L = 1.0 m
0.10 1.08 ns 2.39 ns
0.15 0.55 ns 1.22 ns
0.20 0.33 ns 0.73 ns
0.25 0.22 ns 0.48 ns
Table 6: Time-of-flight difference between electrons
and pions in the range 100 to 250 MeV/c for two typical
flight path lengths L.
An RPC module is of 192 cm length, 10.6 cm
width and 1.1 cm thickness. It consists of 4 gaps of
300 µm each, between 1 mm thick high-resistivity
glass plates. In the longitudinal direction it is seg-
mented into 8 × 8 pads each of size 104 × 29 mm2.
Each pad has a dedicated preamplifier, but after
amplification the signals of 8 pads are added be-
fore they are recorded by the data acquisition (see
Fig. 27).
The Barrel-RPCs are squeezed in 24 mm radial
space between the outer field cage of the TPC and
the heat shield of the solenoid and provide a double
coverage of parts of the surface as shown in Fig.
28).
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Figure 27: Pad layout of an RPC module with 64
pads. The signals of each 8 pads are summed so that a
hit can only be assigned to an area of 240 × 106 mm2.
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Figure 28: Barrel RPC detail. Note the partial
double-coverage which is realized using the 24 mm ra-
dial space between TPC and heat shield of the solenoid.
16 additional chambers are installed at the down-
stream exit of the TPC and cover the forward di-
rection outside the acceptance of the TOF wall
(“Forward-RPCs”).
Thus, with 368 RPC readout channels a sensitive
area of about 8 m2 is covered. The final time reso-
lution was shown to be at the level of 150 ps with
an efficiency of well above 95%.
The Barrel-RPCs were also used in the trigger
as large angle trigger redundant to the ITC and as
cosmics trigger (see section 3.2.5).
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2.2.3 Small-Angle Detectors
Figure 29: Event display with the main small-angle
detectors. With (from left to right) a first drift cham-
ber, followed by the dipole magnet and another drift
chamber module for momentum determination. Fur-
ther downstream, a threshold Cherenkov detector for
particle identification, a set of drift chamber modules
to facilitate track reconstruction. (cf. Fig. 13).
Drift Chambers
Tracking in the forward direction is performed by
a set of drift chambers recuperated from the NO-
MAD experiment. The Nomad Drift Chambers
(NDCs) cover an area of 3 × 3 m2 and provided
a spatial resolution of 150 µm at 97% efficiency in
NOMAD [46].
For tracking, 20 chambers are used. They are
arranged in five modules (the 5 upstream modules
shown in Fig.13) of which each contains four cham-
bers. Each chamber contains three wire planes: one
with vertical oriented wires (parallel to the HARP
y-axis), the other ones with the wires rotated by
+5◦ and −5◦. There are 3 × 42 wires in one cham-
ber. The gas gap is 8 mm and the maximum drift
width 32 mm.
Three additional modules each with only one ac-
tive chamber serve to define the position of clus-
ters in the electromagnetic calorimeter. They are
the most downstream modules between TOFW and
electron-identifier as shown in Fig. 13.
For safety reasons, the flammable NOMAD gas
(40% argon, 60% ethane) could not be used in
HARP. Instead, the mixture was changed to 90%
Ar, 9% CO2, 1% methane CH4. Unfortunately this
caused (not unexpectedly) a reduced efficiency of
the chambers.
Obviously, the momentum determination relies
mostly on the NDC modules surrounding the dipole
magnet7. Since its field is vertical (thus a charged
particle is deviated in the horizontal plane), mo-
mentum determination requires a precise horizontal
coordinate from the track reconstruction. As this
is easier to achieve with vertical wires, the wire ori-
entation was chosen correspondingly.
For an efficient and accurate track reconstruction
it is mandatory that the wires of all chambers are
very well aligned. This is done in a special proce-
dure using data from non-interacting beam parti-
cles and nearly horizontal cosmic muons.
Cherenkov Counter
A Cherenkov counter is installed downstream of the
second NDC module to provide discrimination be-
tween pions and protons at high momentum. It is
filled with C4F10 (perfluorobutane) gas8 at atmo-
spheric pressure and operated in threshold mode.
The thresholds of C4F10 are shown in Fig. 30.
The Cherenkov light is reflected by mirrors onto
38 8-inch photomultiplier tubes recuperated from
the CHOOZ experiment. They are surrounded by
magnetic shielding; additional focusing is provided
by winston cones which are installed in front of
their windows.
The layout and size of the detector is displayed
in Fig. 319
TOF Wall
An array of 3 × 13 scintillators is set up at a dis-
tance of ≈ 10 m from the target. It performs par-
ticle identification at low momenta complementary
to the Cherenkov (mainly pion/proton separation).
7Technical data of the dipole magnet: gap height: 88
cm, gap width: 241 cm, gap depth: 171 cm, current: 2.9
kA, power: 0.36 kW, homogeneous vertical field: 0.5 T
8C4F10 is not toxic and not flammable. It is 8 times
heavier than air and very expensive. The costs of 30 kCHF
for a complete fill of the detector volume of 31.4 m2 made
it mandatory to recuperate the gas.
9After construction it turned out that it is not trivial to
build a gas-tight vessel of 31.4 m3 volume. [47]
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Figure 30: Cherenkov thresholds of C4F10 at atmo-
spheric pressure: µ: 2.0 GeV/c, pi: 2.6 GeV/c, K: 9.3
GeV/c, p: 17.6 GeV/c. γthresh is 18.8.
The setup is shown in Fig. 32. The scintillator
slabs are 2.5 cm thick and equipped with double-
sided readout in order to achieve a good time res-
olution of ≤ 200 ps. The sensitive area is approxi-
mately 7.4 m wide and 2.5 m high.
e- and µ-identifier
The electron identifier (Fig. 33) is intended to dis-
criminate electrons from pions complementary to
the Cherenkov counter. Moreover, below the pion
threshold the Cherenkov might tag pions as elec-
Figure 31: Schematic view of the Cherenkov detector.
Only the instrumentation (mirrors and PMs) of the up-
per half is shown. See also its position in the complete
HARP detector in Fig. 13.
Figure 32: Schematic view of the TOF wall. The
width of the scintillator slabs is 21 cm, their thickness
2.5 cm and their length 180 cm and 250 cm for the hor-
izontal and vertical slabs, respectively. All scintillators
are installed with a small geometrical overlap in order
to avoid dead areas.
trons when they are accompanied by knock-on elec-
trons.
The calorimeter modules (lead/scintillating fi-
bres) have been recuperated from CHORUS: 62
“em” modules (5 X0, total width 4.96 m, height
2.62 m) and 80 “had” modules (11 X0, total width
6.4 m, height 3.35 m).
Figure 33: Schematic view of e- and µ-identifier.
The muon identifier (also shown in Fig. 33) is
the most upstream part of the HARP detector. It
serves to identify beam muons and consists of a set
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of 140 cm wide iron plates interleaved with scin-
tillator slabs. The thickness of the iron represents
6.44 λI . In front of the beam-muon identifier, a
passive 32 cm layer of iron is placed.
Beam muons have to be identified since they
would lead to a wrong cross-section if accounted
as pions. At high momentum, the discrimination
can be done by requiring non-showering in the
muon identifier. At low momentum, muons can be
tagged by their generally lower momentum (since
they dominantly origin from pion decay in the beam
line). Therefore, they are bent stronger in the mag-
netic dipole field.
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3 The HARP Trigger System
The design of the trigger system is mainly based
on the following requirements: for physics triggers
the detection of an incoming beam particle and full
solid angle acceptance for the detection of secon-
daries generated by that particle. In addition, cali-
bration triggers have to be acquired between spills
or at the beginning of each run. For all triggers the
synchronous triggering of all DAQ readout equip-
ment including the generation of ADC gates, etc.
is performed. Moreover, the synchronisation with
beam spills delivered to the T9 beam line is neces-
sary. Features like high reliability, redundancy, ef-
ficiency, stability and speed complete the demands
to the trigger.
To understand the full functionality of the trig-
ger it is first necessary to review the HARP DAQ
system. The various trigger detectors in the beam-
line and around the target which build the basis of
trigger decisions are described in section 2.2.1.
3.1 DAQ
All readout of data in HARP is realized using PCs
running Linux connected to VME crates housing
standard or custom-made ADC and TDC mod-
ules. As DAQ software the ALICE DAQ prototype
DATE [48] is used. In total, 16 crates with about
200 modules and ≈ 10000 channels are read out per
event. The typical event size amounts to 30 kB and
the readout time to about 500 µs per event.
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Figure 34: The event size distribution for complete
events (run 18709, -3 GeV/c beam, 5% C target, accu-
mulation of about 4000 spills). See also Fig. 35.
3.1.1 DATE
DATE performs the readout of all crates and the
event building. In the nomenclature of DATE each
VME crate equipped with (or connected to10) a PC
running a DATE client is considered as LDC (Local
Data Collector). Each LDC is required to have a
triggering VME module at its disposal whose reg-
isters are permanently read out (polled) to detect
the arrival of a trigger. Once this has happened,
all modules in this crate are sequentially read out.
The data is then transferred via the VME bus to the
memory of the PC. In its function as LDC, the PC
sends the data via TCP/IP network to the event
builder(s), called GDC (Global Data Collector) in
a DATE environment. The GDC waits until hav-
ing received the data for a particular event from
all LDCs and assembles the subevents to a con-
sistent and complete event for the whole detector
assuring this way the integrity of the data. On a
run-by-run basis, the output of the GDC is writ-
ten to a file which is the input for the next stage
of data handling, the “objectification”. Here, this
data is merged with slow control data and other
setting related data (like target, beam momentum,
etc.) and fed into an object-oriented database sys-
tem interfaced to the CASTOR mass storage facil-
ity provided by CERN-IT.
3.1.2 Triggering LDCs with CIRQs
A CIRQ interrupt request module [49] designed for
and formerly used in the trigger of the CHORUS
experiment [50] performs the triggering, gate and
busy generation for a single crate. Each signal ar-
riving in one of the six independent input channels
generates an individual busy signal and, in addi-
tion, a common busy may be generated which can
veto new input signals. The exact behaviour of the
CIRQ is determined by the settings of a control reg-
ister; especially important is the possibility to dis-
and enable single channels.
For all HARP LDCs the configuration is the fol-
lowing:
• channel 3: physics trigger, always enabled
• channel 4: pedestal trigger, only enabled at
the beginning of a run
10Except for one crate (which is interfaced to a standard
PC box with a VME-PCI interface) all crates in HARP are
equipped with a single-board VME PC.
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Figure 35: Event size and readout time per LDC. It can be seen that the six TPC slave crates produce the
highest amount of data and show the largest fluctuations. Of course, the readout times are correlated to the
event sizes (run 18709, -3 GeV/c, 5% C target, accumulation of about 4000 spills).
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Figure 36: Schematic cabling/configuration of the
CIRQ for all LDCs. The start/end of spill signals are
produced by a Flip-Flop which is reset by the corre-
sponding busy. At the same time as the trigger a cen-
trally distributed 16 bit event tag arrives at all CIRQs
and is latched into an internal register. It is read out
and included in the event data. This allows additional
event consistency checks.
• channel 5: pulser trigger, enabled only be-
tween spills and after cosmics triggers have
been taken
• channel 6: cosmics trigger, enabled only be-
tween spills
Channels 1 and 2 are only used for the hardware-
software communication to make the LDC aware
of the beginning and the end of a spill, respec-
tively. These signals are fed through a Flip-Flop
(the arriving signal sets it whereas the busy resets
it) making it impossible to miss them. This has to
be done because they may arrive at any time and
unlike trigger signals they cannot be vetoed by a
busy logic.
All busys which are generated have to be cleared
via software, which is done at the end of the readout
in case of the triggers or after having acknowledged
the beginning or end of the spill.
The advantages of this way of triggering are ev-
ident: the readout software is aware of which type
of trigger arrived and can flag the data accord-
ingly. This is in particularly important for the
event builder, since only physics triggers are build
for the whole detector, whereas cosmics triggers are
build for a set of subdetectors and pulser/pedestal
triggers are not build at all. Moreover, the indi-
vidual busys allow to apply different delays and
shapers for the gates of different triggers.
In the standard (global) configuration running
the whole detector, all LDCs are receiving the in-
puts for the CIRQ (except for pulser trigger) from
a centralised point and report back their common
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busy (see Fig. 41). However, it is possible to run
an LDC in standalone mode providing the trigger
signals with a local trigger logics. This can be used
for debugging and to take calibration data when no
global run is active.
3.1.3 Readout of VME Modules
DATE has to be provided with a dedicated rou-
tine performing the readout for each module
used.“Reading out” a module typically means to
poll its status register for some kind of “data ready”
or “conversion finished” bit which implies the ear-
lier arrival of an ADC gate, TDC start/stop, etc.
The data is then ready to be read via the VME
bus. The modules used in HARP (see Table 7)
are mostly standard 6-unit VME modules manu-
factured by LeCroy or CAEN. Exception are the
MWPCs where BPUs (Buffered Pattern Units) [51]
formerly used in the CHORUS experiment and the
TPC where custom-made 9-unit ADC modules [45]
designed for the ALICE experiment perform the
readout.
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LDC detector modules channels
16 central trigger 3 CAEN V560 scaler 64
1 LeCroy 1176 TDC 16
2 PLU 64
1 local trigger 6 LeCroy 1176 TDC 96
2 CAEN V775 TDC 35 ps 64
6 CAEN V792 ADC 192
1 CAEN V767 TDC 128
2 NDC(b) 12 CAEN V767 TDC 1536
3 NDC(t) 11 CAEN V767 TDC 1408
4 TPC master 1 CAEN V767 TDC 128
1 CAEN V560 scaler 16
5 MWPC 11 BPU buffered pattern unit 704
6 TOFW 3 CAEN V775 TDC 35 ps 96
3 CAEN V792 ADC 96
7 RPC(b) 6 CAEN V775 TDC 35 ps 192
6 CAEN V792 ADC 192
8 RPC(t) 6 CAEN V775 TDC 35 ps 192
6 CAEN V792 ADC 192
9 CALO 15 CAEN V792 ADC 480
1 CAEN V767 TDC 128
10-15 TPC slaves 84 FEDC ADC 4032
16 187 10007
Table 7: VME readout modules used in HARP and their distribution to LDCs. The local trigger crate contains
the readout equipment of the trigger detectors, all detectors in the beamline (except the MWPCs) and the
Cherenkov.
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3.2 Trigger Logic
3.2.1 Central Trigger
In the context of the trigger, the VME crates
(LDCs) can be arranged in three logical levels, as
shown in Fig. 37. In the global running mode
with the complete detector, the distribution of
physics trigger signals, the veto/busy logics and
spill gates/signals are exclusively handled by the
central trigger. The only exception to this rule are
calibration triggers, which can be taken by each
system between spills. The maximum number of
those triggers is configured in the DAQ and the cen-
tral trigger provides an interspill gate during which
they are accepted.
Due to the large data volume and the high num-
ber of channels to be read out, the TPC readout
is equally distributed to six crates (LDCs 10-15),
each of them handling the data of one TPC sector.
Those slave crates are driven by the master crate
in the same way as all other crates are triggered by
the central trigger.11
3.2.2 Spill Synchronisation
The central trigger generates several gates in order
to assure that the spill and interspill period are
clearly separated. The nominal duration of a T9
spill is 400 ms; the minimum delay between the
beginning of two consecutive spills about 2 seconds.
The gate during which physics triggers are ac-
cepted is referred to as ps-gate, whereas the inter-
spill gate for calibration triggers is called cosmics-
gate. Most important in this context is that there
is some margin between those two gates which will
allow the DAQ to finish the readout of an accepted
calibration/physics event before triggering the next
physics/calibration event, respectively.
In addition, all LDCs are informed about the be-
ginning of a spill (B-SPL) and its end (E-SPL).
B-SPL and E-SPL are stored as special events.
The typical time structure of a spill and the var-
ious gates are displayed in Figs. 38 and 39, respec-
tively.
11It should be mentioned that the slave crates do not con-
tain a CIRQ but a rather similar module (an I/O register
SIS3600 [52]) which basically performs the same tasks.
0 1000 2000 3000 4000 5000 6000 7000 8000
2
x100
2000
4000
6000
8000
10000
Spill gate (events per ms.)
Nent = 972792 
Mean  = 3.509e+05
RMS   = 1.239e+05
Spill gate (events per ms.)
Figure 38: Time of the arrival of triggers as registered
by the DAQ PCs (accumulated for about 4000 spills).
Reference time (i.e. zero) is the begin-spill signal; the
peak at ≈ 700ms is due to the end-spill events. See also
the timing diagrams in Fig. 39. The spill length can be
estimated to about 450 ms (run 18709, -3 GeV/c, 5%
C target).
3.2.3 Physics Triggers
A beam particle having caused an interaction in the
target is considered as physics trigger.
The PLU
Central part of the physics trigger decision is a pro-
grammable logic unit (PLU) [53] situated in the
central trigger crate. Like the CIRQ, the PLU has
been designed for the trigger of the CHORUS ex-
periment [50]. When a strobe is received, 16 input
bits are latched and according to an internal lookup
table a pattern of 16 output bits is generated.
Input signals are summary logic signals of all
detectors which are of importance for the trigger:
TOFA, TOFB, BS, TDS, HALOA, HALOB, BCA,
BCB as beam detectors and FTP, ITC, Cherenkov
as interaction detectors.
Out of the 16 output signals 10 are used as
physics trigger signals (as fan-out to the 10 LDCs)
and one as no trigger signal to reset the trigger sys-
tem (Fig. 41). Five output bits are set whenever
special combinations of input signals occur and are
fed into a scaler (Fig. 40).
Trigger Setting
Performing the trigger decision with a PLU allows
a maximum flexibility for the trigger configuration:
the lookup table is loaded at the beginning of each
run and may therefore be adapted to different con-
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Figure 37: The central trigger (LDC 16) performs the global trigger decision and distributes the information to
the CIRQs of the LDC of the second level (LDCs 1-9). The TPC master crate serves the six slave crates (LDCs
10-15) with trigger signals and communicates their busys back to the central trigger.
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Figure 40: Simplified operation scheme of the PLU.
Each time a coincidence of BS and TOFB occurs and
the system is not busy a strobe is generated which
causes a trigger decision to be done on the basis of the
latched input signals from various detectors and the
lookup table stored in the module. In case of a trigger
condition, trigger signals are directly fanned out to the
10 subsystems.
ditions like beam momentum, beam composition
and target. In addition, the timing for the trigger
signals does not depend on the complexity of the
decision like it would do for binary logics realized
with standard NIM electronics only.
To generate the lookup tables12 the special pro-
gram PluPatternGenerator which is part of the
HARP software is used. It produces a text file
with all 216 possible input combinations and their
corresponding output words and assures reliability,
flexibility and versioning of the generated patterns.
Each pattern has a unique name and version num-
ber which is written into the data as part of the
start-of-run event as well as the 216 times 16 bits
themselves.13
Since the trigger decision is crucial for the in-
tegrity of the experiment’s data, its correctness has
to be assured at any time. Thus, not only the in-
put and output pattern are stored for each event
but the decision is also checked with a copy of the
complete lookup table in the memory of the DAQ
PC. In case of a wrong decision the run will be
12In HARP nomenclature also referred to as “trigger pat-
tern”, “trigger setting” and “trigger file”.
13The PluPatternGenerator also generates human-
readable and html documentation for each pattern. The
documentation has to be consistent with the actual patterns
since it was used by the shifter to chose the correct setting
during data taking.
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immediately stopped. Another source of problems
might be a false loading of the lookup table at the
beginning of the run. Therfore, the DAQ initiali-
sation software reads back the table from the PLU
after loading and compares it with the original one.
A standard physics trigger condition for thin tar-
gets is BS × TOFA× TOFB× (NOT )HALOA×
(NOT )HALOB×TDS×(ITC+FTP ). For thick
targets a signal in FTP or ITC is not required since
the probability for an interaction is almost 100%.
Triggering on each beam particle also has the bene-
fit of simplifying the normalisation. For beam con-
figurations with extremely high electron content,
a beam Cherenkov counter was used to veto these
events on trigger level.
PLU Signal Timing
The strobe signal for the PLU is the lowest level in-
dication of an incoming beam particle; it has been
chosen as a coincidence of BS and TOFB.14 Tech-
nically this coincidence is implemented in such a
way that the timing of BS is preserved and all 16
signals entering the PLU to perform the decision
are timed with respect to BS. To monitor and con-
trol this very important timing issue, a TDC is em-
ployed to measure the leading and trailing edges of
the first 15 input signals and the strobe itself. Like
this it can always be assured (especially in the of-
fline analysis) that the signal levels of the inputs
are well established before the strobe arrives.
Trigger Cycle
Of course, BS × TOFB coincidences can only
strobe the PLU when the detector is not busy read-
ing out an event and the PLU is not already oc-
cupied with a decision. This is guaranteed by a
busy logic which vetoes these strobes. In addition
it takes care that after the readout is finished or the
event is rejected the busy is released. All strobes
also have to pass the spill gate.
Implementation details can be learned from the
electronics plans in Appendix A, measured timing
diagrams are shown Fig. 42.
Scaler PLU
In addition to the PLU which performs the physics
trigger decision (“trigger-PLU”), a second PLU
14Due to the large upstream distance of TOFA (and there-
fore long cable lengths) this signal arrives too late to be
incorporated into the strobe.
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Figure 41: A physics trigger decision cycle commences
with a BS × TOFB coincidence which sets the strobe
flip-flop. Then, on the basis of its lookup table, the
PLU performs the physics trigger decision taking into
account the signals from the detectors. In case of a
trigger it is sent to the CIRQs in the LDCs and the
STROBE is reset after the readout of the event, when
all CIRQs have released their busy. A dedicated “no
trigger” signal resets the STROBE for an event not
satisfying the physics trigger criteria.
(“scaler-PLU”) is employed which receives the
same input signals and strobe as the trigger-PLU.
However, its strobe is not vetoed by a busy. The 16
outputs of this PLU represent 16 fixed logic com-
binations of input signals and are fed into a scaler.
The output of this “deadtime-less” PLU can be
used to determine how many triggers were missed
during the busy period. Moreover, an eventual bias
of events which are read out with respect to all the-
oretical triggers could be found.
3.2.4 Normalisation Triggers
For the precision requirements on the normalisation
in HARP it is mandatory that a downscaled sam-
ple of minimum-biased data is recorded. Obviously,
the least biased trigger condition is theBS×TOFB
coincidence. Thus, a certain fraction of all strobes
reaching the PLU is readout, no matter whether
they caused an interaction or not. Technically this
is realized by using a prescaler to generate a down-
strobe signal for each i’th strobe. This signal is fed
into one of the PLU inputs and forces a trigger.
Since all input bits of the PLU are recorded it is
straightforward to select those downscaled events
in the analysis.
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The downscale value i is adjusted in such a way
that the downstrobe events do not substantially re-
duce the number of physics triggers. At the same
time it has to be assured that enough of them are
acquired to meet the requirements on the statistical
error for the normalisation.15
3.2.5 Calibration Triggers
Apart from physics and normalisation triggers pro-
vided by the PLU the following calibration events
have to be taken: pedestal events, pulsed events
and events induced by cosmic muons. Common to
these events is that they are taken separately by
a single subsystem or a set of subsystems. The
number of such triggers is determined by the con-
figuration of the DAQ and the central trigger opens
an interspill gate to allow their acquisition.
Pedestal Events
Pedestal events are taken once at the beginning
of a run. They are triggered by a clock (about
1 kHz frequency) and are forced to be out of spill.
These data are used to monitor the pedestal of all
ADC channels as well as calculate its value and
feed it back into the module for an online zero-
suppression. Pedestal events are not built and each
LDC can take an individual number of them (or
none at all).
Pulser Events
Systems taking pulser triggers are the TOF wall
(monitoring of timing stability with a laser system)
and the local trigger crate (monitoring and calibra-
tion of the gain of the PMTs of the Cherenkov with
a LED and laser flashing system). At the same time
as the respective CIRQs are triggered, a signal is
sent to the laser/LED flashing system.
Cosmics Events
Cosmic muon events are taken in the interspill pe-
riods and are used for calibration and alignment.
Those events are built by the eventbuilders to al-
low crosschecks, efficiency determination and cross-
alignment of the concerned detectors. Here, the
HARP detector is divided into two subsystems
15Typical values are i = 32 and i = 64.
which take independently data via two separate
trigger- and busy logics (see Appendix A):
• TPC cosmics trigger (also referred to as “up-
stream” cosmics trigger): TPC and RPCs are
read out. The triggering signal is provided by
a coincidence of signals in two opposite RPC
modules. Those straight tracks are used for
calibration of TPC pads and testing the TPC
clustering and track finding/reconstruction al-
gorithms.
• NDC cosmics trigger (“downstream” cosmics
trigger): NDCs and calorimeter are read out.
Triggering signal is a coincidence of FTP, TOF
wall and a dedicated large scintillator wall in-
stalled downstream of the last NDC modules16
(Fig. 13. It is aimed to trigger on nearly hori-
zontal high energy muons which provide means
to align the NDC wires as well as monitoring
and calibration of the e- and µ-identifier.
16The cosmics wall is an array of 32 scintillators each of
320 × 20 cm2.
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(a) A whole spill cycle: ps-long(1) defines the spill
period. Shorter, with some margin to finish the ac-
quisition of events, ps-gate(2) is the gate in which
strobes(3) are accepted. Thus, the cosmics-gate(4)
during which calibration triggers are accepted is
the inverse of ps-long(1). Scale: x: 100 ms, y: 1.0
V.
(b) Beginning of a spill: ps-delay(1) covers the
margin between the beginning of ps-long (not
shown) and ps-gate(2). During this period no trig-
gers at all can be taken. The pulse signalling the
beginning of the spill (b-spl(3)) to all subsystems
can not be seen in the screenshot since it is too
short. Its position is indicated by the little trian-
gle at the bottom of the grid (at 10 ms). Finally,
strobes(4) are accepted during ps-gate(2). Scale:
x: 10 ms, y: 1.0 V.
(c) End of a spill: strobes(1) are accepted until ps-
gate(2) ends. At the end of ps-long(3) (coinciding
with e-spl(4) as indicated by the triangle at the
bottom at 160 ms) calibration triggers can be taken
again. Scale: x: 20 ms, y: 1.0 V.
Figure 39: Timing of spill synchronisation signals. The screenshots were taken at the end of data taking with
a digital 2.5 Gs/s LeCroy oscilloscope and a faked BS × TOFB signal. The trigger setting was chosen in such
a way that all strobes arriving at the PLU generate a physics trigger. Description of the signals from top to
bottom. The naming of the signals is the same as in the electronics plans in Appendix A.
36
3.2 Trigger Logic 3 The HARP Trigger System
(a) A BS × TOFB signal(1) generates a strobe(2)
for the PLU. In case of a positive trigger decision a
physics trigger(3) and consequently a busy signal
level(4) is established. Scale: x: 50 ns, y: 1.0 V.
(b) BS × TOFB signals(1) arrive permanently at
the beginning of the trigger decision chain. Only
when the system is not busy(2), a physics trig-
ger(3) can be generated, causing a new busy(2).
From this plot, the readout time can be estimated
to ≈ 0.23 ms (empty event). Scale: x: 0.05 ms, y:
1.0 V.
Figure 42: Timing of strobe, trigger and busy signals. The screenshots were taken at the end of data taking
with a digital 2.5 Gs/s LeCroy oscilloscope and a faked BS × TOFB signal. The trigger setting was chosen in
such a way that all strobes arriving at the PLU generate a physics trigger. Description of the signals from top
to bottom.
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4 The TPC Simulation
The TPC is the most complicated detector in
HARP. To understand its data and to validate the
reconstruction a detailed Monte Carlo (MC) simu-
lation has been developed.
Before describing the underlying technical and
physical models of the TPC Monte Carlo (MC)
and their implementation, the purpose of creating
a fully featured simulation will be explained.
4.1 Purpose of the MC and
Design Philosophy
Usually there are three main usages of MC simula-
tions, corresponding to the typical three phases of
an experiment:
In the design phase of a detector it is often not
trivial to determine the optimal values for certain
technical quantities. Typically, these are parame-
ters such as geometry, magnetic and electric fields,
materials, granularity, etc. Is is then useful to sim-
ulate the behaviour of the detector and to study its
physics performance as a function of these parame-
ters and to find a suitable set of parameters for the
desired physics performance. Here the physics per-
formance compromises efficiency, resolution, back-
ground, etc.
After comparing first experimental data with the
MC prediction one might find (bigger or smaller)
differences and the MC for the perfect (’up-to-
specs’ ) detector does not reproduce the data sat-
isfactorily. At this point all problems must be un-
derstood and their sources need to be traced back.
Typically, effects like crosstalk in electronics, mis-
alignments, field distortions, etc. were not foreseen
and can be the cause for such differences. For each
of these a model has to be found to describe how
the data is affected. It can then be implemented
in the MC and its impact on the physics perfor-
mance can be studied. Moreover, any correction
algorithm in the reconstruction can then be bench-
marked against the MC.
Once the MC reproduces the data an obviously
important application is to study the resolution and
acceptance of the detector and the expected back-
ground in the measurements.
4.2 Implementation of the TPC MC
According to Specifications
The basic simulation of the HARP TPC is done
in two steps: The physics processes reproduce the
generation of drift electrons and their signals in the
wire chamber of the TPC. The electronics part per-
forms the sampling, digitisation and packing of the
data.
At the end of the simulation chain the data is
available in the same format as real physics data
and is unpacked and reconstructed with the same
software.
Technically the simulation is realized by us-
ing the GEANT4 (G4) toolkit within the GAUDI
framework. A set of GAUDI algorithms create and
act on various objects in the event model stored in
the GAUDI transient store.
The Physics Processes
For all charged particles in the TPC gas volume
which have a non-zero energy deposit, drift elec-
trons are generated and tracked to the cathode wire
plane. Then, the avalanche to the nearest wire is
reproduced and its charge distributed to the pads.
Result is a charge time series for each pad which
received at least one charge deposit.
4.2.1 Generation of Drift Electrons
The generation of drift electrons is done on a step-
by-step basis, where a step is a G4 step. The total
energy deposit Edep for this step is retrieved and
the number of drift electrons ne calculated with
ne =
Edep
Epair
(1)
with Epair the energy required to produce an
electron-ion pair (see Fig.43). It is an average value
taking into account primary and secondary ionisa-
tion.
Single drift electrons can be created separately.
In this case they are distributed one by one ran-
domly over the length of the step.
However, since the large number of electrons
can cause technical problems (in particular running
time), they can also be grouped to one charge clus-
ter per step. The step size can be controlled by
G4 and a step size of 2 mm was found to be a
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Figure 43: Distribution of the number of drift elec-
trons produced for a 1 cm step [58].
reasonable and appropriate value. The position of
these charge clusters on the step length is Gaus-
sian distributed around the centre of the step with
a σ = stepLength/6. A position which is not con-
tained in the step is rejected.
Drift electrons and charge clusters will be treated
in the same way in the following chapters.
4.2.2 Tracking of Drift Electrons
First, electrons are drifted to the cathode wire
plane over a driftlength of L = ∆z. The new posi-
tion of the electron is calculated by adding a Gaus-
sian smearing in both transversal and longitudinal
direction. The amount of this diffusion depends on
the gas choice and the strength of the magnetic field
which especially suppresses the transversal compo-
nent. In particular, a low transversal diffusion is
essential for a good space resolution of the TPC.
The transverse diffusions ∆x and ∆y are random
values following a Gaussian distribution, i.e. with
a probability density function of
g(x;µ, σ) =
1
σ
√
2pi
exp−(x− µ)2/2σ2 (2)
with µ = 0, σ = σt ·
√
L and σt the transverse
diffusion coefficient for 1 cm.
The longitudinal diffusion only affects the time
since it is considered as variation from the average
drift velocity vD. z will be set to zcathode. Using the
probability density function (2), ∆t is calculated
with
∆t =
g(x; 0, σl ·
√
L)
vD
(3)
Distributions of the diffusion ∆x, ∆y and ∆t are
shown in Fig. 44.
4.2.3 Avalanche to the Wires
After checking that the position of an electron is
not in one of the blind areas of the spokes it is
moved to the nearest wire in the anode wire plane.
To determine the nearest wire, the actual position
vector of the electron is projected on the centre ra-
dius of the sector. This also determines the ∆r for
the new electron position (see Fig. 45). Normally,
the electron would travel directly to the nearest
wire, i.e. perpendicular to the wire. However, in
the wire chamber the E-field is not parallel to the
magnetic field anymore which causes the so-called
wire E×B effect. Due to an E×B component of the
fields the electron direction contains a component
∆φ parallel to the wire as illustrated in Fig. 45.
The deviation angle (we will refer to it as Lorentz
angle ψ) depends on the fields, the gas and the ge-
ometry of the wire chamber. Typically this angle is
about 30 degrees. For the ALEPH TPC it was mea-
sured to be 32 degrees [56]; this value is adopted as
default for the MC.
anode wire
projected track
r
r∆
ψ
e−
ψ∆ϕ
e−
Figure 45: Illustration of the wire E×B effect. Elec-
trons do not move perpendicular to the anode wire but
instead under the angle ψ. The signal left by a track
on this wire will therefore be smeared.
At this point also a gas gain ηgas is calculated and
assigned to the electron. Its distribution should be
exponential and is obtained from
ηgas = −gasGain · log(u(x; 0, 1)) (4)
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Figure 44: Diffusion in x (left), y (centre) and time (right) for a drift distance of 50 cm (black), 100 cm (red)
and 150 cm (green)[58].
with gasGain being the scaling parameter and u a
random number with the probability density func-
tion
u(x; a, b) =
{
1/(b− a) a ≤ x ≤ b,
0 otherwise.
(5)
A typical distribution of the gas gain is shown in
Fig. 46.
For tests, an option is provided to force the gas
gain to be 1. Moreover, to model the saturation of
the chamber, a value for ηgas can be rejected if it
is above a certain threshold.
4.2.4 Calculation of the Charge in a Pad
The amount of charge deposited by an avalanche
at a certain position into a particular pad is deter-
mined by the pad response function.
The charge for a pad is calculated taking into ac-
count the distance from the final avalanche position
and the geometry of the pad. For wire chambers
one can empirically describe the charge distribu-
tion as a function of the geometry: for a chamber
with distance D between anode and cathode plane
and width W of the pad (parallel to the wires) and
the total charge density λ the charge P induced is
([56])
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Figure 46: Distribution of the gas gain ηgas with a
scaling of gasGain = 1000. The value for the gas gain
is limited to < 5000 [58].
P =
∫ x+W/2
x−W/2
− λ
2D
· 1
cosh(pix/D)
dx (6)
=
∣∣∣C · arctan(exp(pi · x
2D
))∣∣∣x+W/2
x−W/2
(7)
For the HARP TPC readout chamber this inte-
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gral is calculated for both dimensions Pr and Pφ in
r and φ, respectively. Then, the absolute value of
both dimensions is multiplied and scaled with the
gas gain ηgas for this avalanche:
Ptot = ηgas · |Pr| · |Pφ| (8)
Ptot is shown in Fig. 47 for ηgas = 1.0.
To speed up the program, the pad response func-
tion is only calculated for pads which have their
centre of less than rpadsearch from the position of
the avalanche.
All charges bigger than a threshold value are
gathered in one charge time-series per pad. Note
that these digits are just created one-by-one for the
charge deposited by each avalanche. There is no
sampling/amplification yet.
The Electronics Behaviour
The behaviour of the following two electronic com-
ponents has to be reproduced: the amplifier on the
motherboard and the FEDC which is used to read
out the TPC.
4.2.5 Amplification and ADC Sampling
The sampling is done in ‘bunches’. Each bunch
is expected to be the charge deposited from a sin-
gle original track and well separated in time (by
2 samples=200 ns) from other bunches. 17 After
each bunch, the charge time series is checked for
the presence of a later charge which belongs to a
new bunch.
For each bunch, the pulse shape is applied which
is the transfer function of the amplifier. It is as-
sumed to be a gamma function of the form(
t
τ
)2
· exp
(
− t
τ
)
(9)
τ is calculated from the length of the original
bunch. Dedicated simulations of the electronics of
the HARP TPC have shown that values between 70
ns and 300 ns are expected for different track incli-
nations (and therefore bunch lengths) [57]. Thus, τ
17This condition is usually valid. Of course the limits of
this approximation are cosmics/halo particles parallel to the
z axis and events with a topology such as two particles which
are ‘hitting’ each other in the TPC. The exact method would
be to perform a Fourier transformation of the charge time
series.
for a given bunch length is found by interpolation
to meet this requirement. t is the time between the
first charge deposit of this bunch and the end of the
current sample (c.f. Fig. 48).
The samples of the bunch are calculated by
weighting the transfer function with the sum of
charges deposited so far which damps the rising
edge of the pulse.
Each ADC which is calculated this way is mul-
tiplied with scaling factors to match the range of
ADC values of the real TPC which is 0 to 1023
(10 bit). At this point an eventual difference of the
pad gains can be applied. A relative error on the
equalisation constants can be applied, too.
Usually the sampling of one bunch is stopped be-
cause the calculated ADC values have fallen below
threshold. For technical reasons also the maximal
length of a bunch is limited.
4.2.6 Bunching the Raw ADC Time Series
To simulate the operation mode of the FEDC cards
which are used for the TPC readout, the raw
ADC time series have to be ‘bunched’. Mainly
the application of a threshold (i.e. real-time zero-
suppression) has to be performed here. In addi-
tion, a minimum number of samples above thresh-
old is required as well as post- and presamples to
be added. A bunch is considered as the neces-
sary number of samples above threshold with their
pre- and postsamples and the corresponding sam-
ple numbers (i.e. the time). Samples which overlap
due to post- or presamples are merged.
4.2.7 Packing
The simulation chain is completed by the packing
of the MC result into raw (binary) data format as
delivered by the DAQ readout of the FEDC.
The FEDC packs data in 32 bit words. For each
pad there is a 32 bit header containing
• the software address (bits 31 to 16)
– 31 to 29 contain the sector number
– 28 is masked
– 27 to 23 contain the row number
– 22 is masked
– 21 to 16 contain the pad number
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Figure 47: Simulated pad response function. The pad reaches from -7.5 mm to +7.5 mm in r and from -3.0
mm to +3.0 mm in rφ [58].
• the hardware address (bits 15 to 9, not used)
• the total number of 10 bit words for that pad
(bits 9 - 0)
with the numbering of sectors, rows and pads as
described in [55]. The event data is packed into
10 bit words (ADC values are between 0 and 1023)
of which three are contained in one 32 bit word.
Bunch by bunch it is followed by the (10 bit) time of
the last sample in the bunch and the (10 bit) total
number of 10 bit words for this bunch. Unused bits
are set to zero. For example, the raw data block
for a pad with one bunch containing seven samples
is shown in Table 8.
These raw data from the front-end electronics
is then gathered sector by sector and tagged with
event and data headers. Their exact format is de-
termined by the DATE DAQ software and will not
be described here.
word↓/bits→ 29-20 19-10 9-0
0 adc2 adc1 adc0
1 adc5 adc4 adc3
2 9 time6 adc6
3 soft hard 12
Table 8: Data packing for a pad which contains one
bunch with seven samples. The seven ADC values adc0-
adc6 are followed by the time time6 of the last sample
and the total number of 10-bit words for this bunch,
i.e. 9. The pad data block is finished with the total
number of 10-bit words for the pad (12) plus hardware
and software address. In all 32-bit words bits 30 and
31 are not used and set to zero.
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Figure 48: Typical pad signals. Sampled with 10 ns (left) and 100 ns (right) [58].
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4.3 Cross-talk
As already mentioned in section 2.2.2, an undesired
cross-talk of the front-end electronics on the pad
plane was discovered during data taking. This ef-
fect has to be implemented into the MC for two
reasons:
• Understanding how cross-talk diminishes the
spatial and energy-resolution by “switching”
cross-talk on or off.
• Development and testing of an eventual cross-
talk correction or recovery algorithm.
4.3.1 The Technical Causes for Cross-talk
Cross-talk is caused by capacitive coupling of the
output line of one amplifier with the input line of
another one (or the same one in case of self-talk). It
is due to the proximity of the vias in the pad plane
carrying the signals before and after amplification
(see Fig. 49).
Preamplifier Micro−flex cable
To preamp From preamp
1
2
3
4
5
+V
Connections
−V
Pads
Insulating
layers
Figure 49: Cross-section of the pad plane. The points
of possible couplings are marked with capacitors. The
vertical vias carrying the signals traverse almost all the
pad plane.
Thus, in the simplest case the pad plane layout
can be represented by the circuit shown in Fig. 50.
Consequently, cross-talk signals can be predicted
by calculation if the couplings are known.
4.3.2 Cross-talk Measurement
A dedicated measurement campaign has been per-
formed in order to identify all cross-talk relations
and coupling between pads. During data taking it
was done with a spare sector of the pad plane, af-
ter the end of data taking the pad plane has been
s
−i w C
T  (w)
f(w)
Readout pads
Preamplifiers
Channel L
Channel S X(w)
Figure 50: Schematic layout of the preamplifier
output-input coupling. In this case, the signal induced
by the output line of channel L into the input line of
channel S can be calculated if the coupling C and both
transfer functions are known.
dismantled and the measurement was repeated on
the sectors which have actually been used.
Each of the 6×622 pads has been excited multiple
times and the response of the whole sector recorded.
It is done by bringing a probe in direct contact with
the pad and feeding it with a step function of 900
mV which reaches the pad through a capacitor of
15 pF.
The signal recorded in the pad which was exited
can be considered as its “measured” (or “effective”)
transfer function. It includes the electronics gain of
this channel and eventual self-talk. The signals in
other pads are due to cross-talk and are used to
find relations and couplings.
Several thousands of events are acquired for each
pad. The recorded signals are overlayed using the
phase-lock technique (described in [59]). This com-
pensates for the unsynchronised trigger time and
the information loss due to the 100 ns binning of
the TPC readout.
4.3.3 The Fourier Cross-talk Model
With the pad plane layout and the measurement
in hands a model has been developed to predict
cross-talk signals. It basically describes the signals
which are expected to be induced via the capacitive
coupling in the pad plane. To calculate a cross-talk
signal the transfer function (TF) of the mother pad
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and the daughter pad are multiplied in the Fourier-
space.18 Thus, by fitting the measured signals it is
possible to find all couplings if the TFs are known.
(excited pad =’15’ ’34’ satellite pad= ’15’ ’35’)      µs
a
dc
 co
un
ts
Figure 51: Comparison of the measured and fitted
cross-talk signal for one relation in row 15. Mother and
daughter pads are 34 and 35, respectively. The negative
part of the signal cannot be recorded by the DAQ but
is confirmed by using an oscilloscope for visualisation.
As an example, the predicted and measured
cross-talk signals for one relation are shown in Fig.
51.
An analysis performed for sector 6 revealed 725
capacitive couplings. From all 622 pads 159 do not
have any daughters and 325 no parents. Hence, the
signals of roughly half of the pads are not affected
by cross-talk.
4.3.4 Cross-talk in the MC
The information used by the MC to reproduce
cross-talk are
• the effective TFs for all pads, no matter
whether they are affected by cross-talk or not,
• a map of cross-talk relations with mother and
daughter pads ID and the coupling.
18A “mother” pad is a pad inducing a signal into another
pad (the “daughter”). A pad can be mother and daughter
at the same time.
In a first step, all primary pad signals are gen-
erated using the measured TFs. Thus, the concept
of a fixed (calculated) pulse-shape as it is used for
the description of the “ideal” TPC is replaced by a
convolution of the charges on a pad with its TF.
In addition, instead of the standard 100 ns bin-
ning, a binning 10 times finer is used. This has to
be done in order to obtain smooth cross-talk sig-
nals. Each order of cross-talk is then generated by
passing all pad signals with 10 ns binning to a soft-
ware module which returns a new set of pads with
cross-talk added. In detail, the cross-talk calcula-
tion in this module is done in the following steps:
• All pads which have daughters are searched
using the cross-talk map.
• For each relation, the mother signal SM (x)
is transformed in Fourier space SM (y) with a
Fast Fourier Transformation (FFT). The same
is done with the transfer function TD(x) of the
daughter pad. The product of both is then
multiplied with iω and the coupling C and
gives the resulting daughter signal SD(y) in
the Fourier space.
SD(y) = −iω · C · SM (y) · TD(y) (10)
The signal SD(x) recorded in the daughter pad
is then obtained by applying an inverse FFT
to SD(y).
• If the daughter pad received already a (pri-
mary) signal it is added to the cross-talk sig-
nal. Otherwise a new pad is created which
might then cause second-generation cross-talk
itself.
4.4 Distortions
Inhomogeneities of the electric and magnetic fields
in the TPC may lead to displacements of drift-
electrons and therefore wrong reconstruction of
clusters and tracks.
The magnetic field of the solenoid has been has
been experimentally mapped with a hall probe
and can be taken into account in the simulation.
The electric field inhomogeneities arise from volt-
age misalignments between the inner and outer field
cages and are more difficult to describe. Prelimi-
nary measurements indicate a misalignment of or-
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der of 1% at the inner field cage voltage. The re-
sulting E×B field component rotates the electrons
during their drift.
A prototype plug-in for the MC has been devel-
oped which rotates the position of the drift elec-
trons before they arrive at the first wire plane of
the chamber. The rotation angle depends on the r-
position of the electron and the length of its drift.
This is illustrated in Fig. 52.
Figure 52: Illustration of distortions for the tracks of a
few events. During their drift, the electrons are rotated
clock-wise, depending on r and the drift-length.
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5.1 The Unfolding Problem
A common task in the analysis of a High Energy
Physics experiment is to construct the probability
density function (pdf) f(x) of a variable x by a
series of measurements of x. The measurement
can usually be represented by a histogram with
N bins and a vector ν of bin entries. However,
if the measurement of x is subject to systematic
and statistical errors it is not valid to consider ν
as estimates for the expectation values of the true
bin content. Instead, an additional quantity y (the
measurement) has to be introduced with its own
pdf g(y). The histograms ν1..N and µ1..M are then
the discrete representation g(y) and f(x), respec-
tively.
The pdfs f(x) and g(y) of the true and measured
variable, respectively are then correlated by the fol-
lowing integral:
g(y) =
∫
S(x, y) f(x) dx (11)
where S(x, y) is the response function.
If both pdfs are represented as histograms we can
formulate
νi =
M∑
j
Sij µj (12)
and S becomes the response or smearing matrix.
Sij describes the conditional probability that an
event has the true value in bin j and the observed
one in bin i. If background β is included Eq. 12
becomes
ν = S µ+ β. (13)
The process of using relation (12) to determine a
transformation for the measurement to obtain the
expectation values µ is called unfolding or decon-
volution.
Depending on the kind of problem different un-
folding methods can be applied. The most sim-
ple and obvious solutions are matrix inversion and
bin-by-bin correction. They can be applied if ac-
ceptance and efficiency are the dominating errors
of the measurement.
Bin-by-bin correction is a relatively simple
method to find estimators for µ. Here, a MC sim-
ulation is used to determine a correction factor
Ci = µi/νi for each bin νi to calculate µi. Even
if migration effects and correlation are small, the
result is biased towards the MC. Moreover, the er-
rors are underestimated since they are dominated
by the Poisson statistics of the data.
Matrix inversion is the attempt to invert the re-
sponse matrix Sij and to apply it to the measure-
ment. While appearing very natural this method
often yields disappointing results. The reason is
that in the case of too large off-diagonal elements in
the response matrix (i.e. correlation between bins)
the result is dominated by catastrophically large
variances and strong negative correlation between
neighbouring bins. One way out of this problematic
aspect is to damp the parts of the result which are
dominated by statistical fluctuations. This process
is called regularisation and the basic idea of the un-
folding method proposed by Blobel [60], [61]. Here,
the solution is decomposed into a set of orthogonal
functions and high frequency parts are identified by
imposing a certain smoothness on the solution. An-
other regularisation scheme is proposed by Ho¨cker
and Kartvelishvili [62] which is based on the Singu-
lar Vector Decomposition of the response matrix.
An iterative method not trying to cure the de-
ficiencies of the inverted response matrix has been
proposed by D’Agostini [63]. It will be described
in more detail in the next section.
It can be concluded that unfolding beyond sim-
ple matrix inversion or the application of correction
factors should be envisaged in the following cases:
• The resolution of the measurement is low. In
this case there is only a statistical relation be-
tween the true value x and the measurement y
and the correlations between adjacent bins are
not negligible.
• Efficiency and acceptance of the measurement
are depending on x, i.e. the loss of events is
biased with x.
• Effects like migration/bias/shift are not negli-
gible. This is the case if the true and measured
quantity are related via an unknown transfor-
mation.
• Limited statistics in MC and data.
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5.2 Bayesian Unfolding
5.2.1 Method
The “multidimensional unfolding method based on
Bayes’ theorem” [63] (from now on referred to as
Bayesian unfolding) performs the calculation of
the unfolding matrix M in an iterative way. M
is a two-dimensional matrix connecting the effects
space (i.e. the measurement) to the causes space
(the true values). Both spaces are binned and the
binning can be represented by a multidimensional
histogram with a total number of nE and nC cells,
respectively. We can then solve Eq. 12 for µ and
rewrite as:
nˆ(Ci) =
∑
j
Mij n(Ej) (14)
with nˆ(Ci) ≡ µ and n(Ej) ≡ ν.
At this point it is important to notice the differ-
ence between bins and cells: for example, a three-
dimensional histogram with 50 bins in each dimen-
sion will have 503 = 125000 cells.19
Starting point of the iteration is the following
formulation of Bayes’ theorem for the conditional
probability P (Ci|Ej) for effect Ej having been
caused by cause Ci:
P (Ci|Ej) ∝ P (Ej |Ci) P0(Ci) (15)
P (Ej |Ci) is the smearing matrix S and therefore
the probability for cause Ci to produce effect Ej .
P0(Ci) the initial probability for the ith cause to
happen. S is either provided as matrix or calcu-
lated from MC events. If MC events are used it is
best to generate data in such a way that all (kine-
matic) areas of both causes and effects histograms
are well populated. P0(Ci) can either be a uniform
distribution or a prediction extracted from a theory
or a model.
Next, the numbers nˆ(Ci) of expected events in
each cause cell are calculated with
nˆ(Ci) =
∑
j
n(Ej) P (Ci|Ej) (16)
19If both effects and causes would be represented by such
a histogram, M would have 1250002 = 1.5625 · 1010 entries
which will clearly cause technical problems (memory con-
sumption and CPU time). It is therefore essential to keep
nE and nC as small as possible. This shows that the choice
of variables and their binning in both spaces is delicate.
Here, n(Ej) is the measurement, i.e. the number
of events observed in each effect cell. Notice that
nˆ(C) are expected values, not the true ones n(C).
nˆ(Ci) is then used to calculate a new P (Ci) which
is inserted back into Eq. 15 for the next iteration.
It is possible to smooth P (Ci) before an iteration
to damp oscillations due to statistical fluctuations.
Between the results of two sequential iterations a χ2
test is performed. When the difference between the
results becomes very small, the iteration is stopped
by default. However, it can be reasonable to per-
form fewer or more steps. The optimal number
should be found using tests with the MC: too many
steps reproduce the fluctuations one would have ob-
tained by plain matrix inversion; too few steps will
bias the result towards the measurement.
The final result is the unfolded distribution nˆ(C)
and its covariance matrix.
For simplicity, additions to cover normalisation,
inefficiencies and background are not included in
the above formulas.
5.2.2 Usage
As already pointed out above, one of the most cru-
cial steps in the unfolding process is the choice
of variables and binning in the causes and effects
space. Once this is decided, the further application
of the method is rather straight-forward thanks to
the implementation provided by D’Agostini. The
following treatment of MC and measured data has
to be performed in order to employ this implemen-
tation:
• All events in the MC sample are evaluated for
the cause and effect cell into which they be-
long. The result of this process is a matrix S′ji
of dimension (nE , nC) describing how many
events are generated for the ith cause cell and
reconstructed in the jth effect cell. S and S′
only differ by the normalisation, but since S′
contains absolute event numbers it is possible
to take the statistical error of the MC sample
into account.
• The number of MC events generated for each
cause is calculated. This is not necessarily
identical to a projection of S′ because causes
might be generated which are reconstructed
outside the acceptance of the effects binning.
Those events are not represented in S′. Thus,
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at this point inefficiencies are taken into ac-
count.
• An initial distribution for P0(Ci) must be
found. If no prediction is available, a flat dis-
tribution can be used. In either case P0 must
be normalised, i.e.∑
i
P0(Ci) = 1 (17)
• The measurement result is binned using the
effects binning. The result is the vector n(E)
of the number of events reconstructed in each
effects cell.
The unfolding can now be performed. For the
start one can leave the choice of the ideal number of
iterations to the program and in order to accelerate
the execution, error calculation can be limited or
switched off. In particular, it is then possible to
study the result and – if needed – to try a different
selection of variables or binning. It should also be
studied whether smoothing can be applied between
two steps.
5.2.3 Summary
Bayesian unfolding has been chosen for the analysis
for the following reasons:
• The migration matrix M is not calculated by
matrix inversion of S, i.e. M 6= S−1. This
avoids the difficulties described above.
• The covariance matrix of the results is pro-
vided.
• The starting distribution for the first iteration
does not necessarily have to be realistic to ob-
tain convergence.
• It can unfold multidimensional distributions.
• The distributions in the causes and effects
space can have different dimensions and bin-
ning. In particular this also means that the
variables in both spaces do not have to be the
same.
• A clean implementation by D’Agostini in the
form of a small, fast and easy to use FOR-
TRAN subroutine is available.
• The program does not deal with single events
but instead with distributions. Thus, re-
running the program with different parameters
does not require to re-process all events.
• The number of adjustable parameters is small.
Moreover, their meaning and interpretation is
close to the application.
5.3 Unfolding of Mock Data
Before applying unfolding to real data it should
be demonstrated that it performs well under con-
trolled conditions. Therefore, the MC is used to
generate mock data which is then unfolded. Of
course the MC program which generates the mock
data and the unfolding input is the same, however
if the MC reproduces the real data and all the mi-
gration effects with good accuracy this comparison
proves the validity of the unfolding.
5.3.1 TPC Track Reconstruction
At this point it is useful to review the steps of the
reconstruction of TPC data. It will help to under-
stand the differences between MC truth and recon-
structed tracks and certain features of the unfold-
ing. It must be pointed out that at the time of this
study the TPC reconstruction is not yet available
in its final version and therefore its performance is
diminished.
ADC a bin of ADC time−series
timetrailing
Relative fraction
10%, 20% or 50% 
of max. ADC
50% ADC of
the peak
max. ADCleading
time estimator
Figure 53: Calculation of the ADC value and time
estimator for a pad signal (from [67]).
Starting from the raw FEDC time series for all
pads the following steps are performed to recon-
struct the spatial track parameters of all tracks in
an event:
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• Equalisation of signals heights. All recorded
signals are corrected using the gain of each
pad. This gain is the product of the gain of
the chamber at the pad’s position and the gain
of its amplifier and will be referred to as pad
gain. It is found using cosmic muons travers-
ing the TPC and dedicated calibration runs as
described earlier.
• Clustering of pads. For each pad with a signal,
a time and charge estimator is calculated (see
Fig. 53). Due to the effects of crosstalk, the
charge is determined by the maximum ADC
value and not by the sum of all samples. In
addition, the centre of the rising edge is con-
sidered as best time estimator in presence of
crosstalk. All pads of one row belonging to
a single track are then merged to a cluster
(or point) with time and charge being the
weighted mean of the estimators of its pads.
The present clustering algorithm is described
in detail in [67].
• Pattern recognition. The pattern recognition
identifies points belonging to one track. It is
adapted from the algorithm used in the CHO-
RUS experiment [68].
• Track fit. All points belonging to a track are
fitted assuming a helix model for the track.
The helix is described by five track parameters
as shown in Fig. 54:
ρ is the radius of the track (it should be men-
tioned that in some conventions it is the
inverse of the radius). ρ is signed: if the
track bends clock-wise (seen from the cen-
tre) it is positive, otherwise negative.
d0 is the impact parameter in the x/y-plane.
If the z-axis is inside the helix it is posi-
tive, otherwise negative.
φ0 is the track angle in the x/y projection at
the impact point.
tanλ is the dip angle in the z/s-plane where
s is the length of the track starting from
the impact point.
z0 is the z-coordinate at the impact point (i.e.
at x2 + y2 = d20).
• Kalman fit. The track fitted to a helix is
passed to a Kalman filter. Currently, it only
re-fits the track and estimates a χ2 for the fit
quality.
z0
tanlambda=dz/ds
rho
d0
phi0
z
Sxy
Figure 54: Helix parametrisation of a TPC track
(from [69]). The parameters are described in the text.
5.3.2 MC Truth vs. Reconstruction
For both the mock data sample which will be un-
folded and the MC sample which is needed as input
for the unfolding it is essential to relate the infor-
mation from the MC (the MC truth) with the out-
put/result of the reconstruction. This is not trivial
since due to correlations and the vast amount of
information it is not practical to carry the com-
plete MC truth through the whole simulation and
reconstruction starting from each single drift elec-
tron and ending with the final track fit. Thus, a
different method has been used to match recon-
structed tracks with MC particles.
Since at the time of writing the HARP recon-
struction is not yet available in its final function-
ality and quality the particle identification (via
dE/dx and TOF) is not considered and therefore
replaced by the MC truth information.
In general, MC particle tracks will be considered
as visible in the TPC if their inclination angle θ is
between 10 and 140 degrees and the (MC-) particle
performed not less than 100 simulation steps in the
TPC gas with a standard step length of 2 mm.
For each of the visible particles a correspond-
ing reconstructed track is searched. Only particles
are accepted which can be – within a certain accu-
racy – uniquely assigned to one reconstructed track.
In detail, the matching between each MC particle
(‘particle’) and the reconstructed tracks (‘tracks’)
is performed as follows.
By comparing reconstructed track parameters
with the true ones it was found that in general the
reconstruction of the initial track angles θ and φ
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Figure 55: Distribution of χ2 for the angles of all re-
constructed (i.e. matched) charged pions in the mock
data sample. The distribution is not an exact χ2 be-
cause the errors of the reconstructed angles θrec and
φrec are neither exactly Gaussian nor constant over the
whole range. Values above 15 are cut.
(i.e. the direction) is the most accurate one. Even
if the reconstructed absolute of the momentum is
far away from the true one the direction is usually
correct. In particular, the reconstructed θrec is very
robust: only a nearby track (similar θ and φ) causes
problems. On the other hand, the error on φrec in-
creases not only in case of nearby tracks but also
at the boundaries of sectors, the spokes. Here, the
pattern recognition for the TPC is not yet tuned to
handle these blind areas with high efficiency and ac-
curacy. Based on these observations, for the angles
of each track a χ2 comparison with the true values
is made and they are ordered by this χ2. If the best
χ2 is small enough and no other track has a simi-
lar value it is considered as matched.20 Compared
to other matching schemes this method yields the
most reliable and stable results. Another benefit is
that additional cuts do not improve things and are
20In order to make the calculation of the χ2 more reliable,
the expected errors on both angles are adapted to other track
parameters: for tracks with a very low or very high θ, larger
σφ and σθ are expected. In addition, the error on φ is larger
if the particle is close to a spoke (at ±30◦,±90◦,±150◦) or
its absolute charge is higher than one.
therefore not needed.
For illustration, the distribution of these χ2s for
matched tracks in the mock data sample which will
be unfolded is shown in Fig. 55.
5.3.3 Mock Data
Mock data is generated using the standard HARP
MC with a 3 GeV/c proton beam on a Ta tar-
get of 5% λI thickness. As described earlier, only
matched pions will be considered and their identifi-
cation relies on the information from the MC. The
reconstruction of tracks is performed using the de-
fault reconstruction software and parameters.21
The goal will be to unfold the two-dimensional
pt vs. pl distribution of charged pions generated in
the target.
The true and measured distributions are shown
in Fig. 57. The parameters for this unfolding (vari-
ables, binnings) are summarised in Tab. 9.
range [MeV/c]
dim. variable from to bins
causes 0 pt -100 1000 16
1 pl 0 600 18
effects 0 pt -100 1000 20
1 pl 0 700 20
Table 9: Parameters for the unfolding of the mock
data. The naming convention using causes and effects
and their two dimensions will be used throughout the
rest of this chapter.
In our case, variables (and therefore also the
number of dimensions) are the same for the causes
and effects. Of course, in general this is not manda-
tory.
The choice of variables should be motivated by
the errors (i.e. smearing and migration effects)
of the measurement and their impact on the ac-
tual measured quantities and their relation to the
wanted physics quantities. For the HARP TPC,
these physics quantities are indeed pt and pl. pt
directly follows from the measured radius r of the
track in the solenoid field (r ∝ pt) and pl from the
inclination angle θ of the track. The binning of
the unfolding histograms is adapted to the errors
21The software used for the generation of both mock data
and MC samples is basically the one of the HARP software
release v5r15 with minor adaptions to the TPC simulation
part.
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Figure 56: Illustration of migration effects. Shown is the reconstructed pt and pl for all tracks in the mock
data sample having a true pt and pl between 300 and 310 MeV/c and 400 and 410 MeV/c, respectively. As
it can be expected from the reconstruction method (section 5.3.1), pl and pt are linearly correlated since the
only momentum measurement is pt. Moreover, for certain tracks the momentum seems to get systematically
underestimated. This happens indeed if tracks do contain points with large errors on the inner or outer rows.
Consequently the track fit will assign a smaller curvature to the track and therefore a smaller momentum.
of the measurement and the expected errors of the
unfolding result. For example, a look at the covari-
ance matrix of the unfolding output can help to
identify non-optimal binning. When determining
the ranges, it is important not to cut into distribu-
tions. In this case, the results near the boundaries
become inaccurate. For the mock data unfolding
the ranges are chosen to contain almost the whole
distributions.
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Figure 57: Momentum distributions of the sample to be unfolded. On the left the true (causes) distributions:
pl (top), pt (middle) and pt versus pl (bottom), c.f. Table 9. For comparison, the corresponding measured
distributions (effects) are shown on the right. The 2D effects plot is re-binned to the causes binning in order to
facilitate the comparison. Obviously, unfolding should reproduce the left distributions from the right ones. All
scales are in MeV/c.
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5.3.4 MC Input
Two different samples of simulated data are used
as MC input for the unfolding:
• The single-track sample consists of an accumu-
lation of muon tracks generated at the nomi-
nal vertex point in the target. Their directions
and momenta do not follow any particular dis-
tribution.22 However, it is essential that all
kinematic areas are well covered.
• The interaction sample is basically the same
kind of data as the mock data itself. The par-
ticle spectra are therefore according to the ex-
pected (realistic) distributions. The statistics
of this sample is about ten times the one of the
mock data. The mock data itself is not part
of this sample.
The true and measured pl and pt distributions for
the single-track sample and the interaction sample
are shown in Figs. 58 and 59, respectively.
As already pointed out earlier, one important
prerequisite for an unfolding algorithm is that it
does not bias the unfolding results towards the MC
input. This is particularly important for HARP
since its results are supposed to be used to tune
the hadronic MC generators.
Thus, the unfolding results obtained from the
two MC samples are compared in order to show
that the unfolding result is indeed independent of
the particle generation model in the MC.
22This sample is composed of several tens of smaller sam-
ples each with well defined angular and momentum distri-
butions.
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Figure 58: MC single-track sample. It is composed of several tens of overlapping samples each covering a
certain kinematic region. Causes histograms are shown on the left, effects on the right. Dimension 0 is pl and
dimension 1 pt (c.f. Table 9).
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Figure 59: Same as Fig. 58 but for the interaction MC sample. Of course, the shape of the distributions and
the visible migration effects are the same as in the mock data sample (Fig. 57). The statistics of this MC sample
is about ten times the one of the mock data.
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5.3.5 Unfolding Results
The basic requirement to the unfolding is of course
that the unfolded distributions are within errors
compatible with the true distributions. Even if this
is not the case for every single bin, the unfolding
result should be closer to the truth than the mea-
surement. In order to verify this, the unfolding
result is compared with both the measurement and
the truth.
On the following pages the results are shown in
detail and discussed.
Projections
In general, the unfolding performs as expected. For
the projections pt and pl we are interested in, the
unfolding manages for most bins to reproduce the
truth within the error, as can be seen in Figs. 61
and 62. The top plots show the distributions for
truth, measurement and unfolding. In order to
see more clearly in which areas the agreement is
not satisfactory the middle plots show the ratios
between measurement (circles)/unfolding (crosses)
and the truth. Here it becomes obvious that the
unfolding has problems at the upper tail of the
distributions. However, the deviation from unity
is only so large because of the small numbers in
the true histogram. In the same plots for the
differences (bottom) these areas look already less
alarming. The difference plots clearly show that
even if the unfolded bin content is not consistent
with the truth it is usually much closer than the
measurement. Basically, the results obtained with
the single-track and interaction MC sample are the
same, however around the peaks of both distri-
butions the interaction sample seems to performs
slightly better.
A graphical representation of the covariance ma-
trices for the four unfolded distributions is shown
in Fig. 63. They do not show too high off-diagonal
elements, but it can be seen that one could expect
some improvements by using variable bin widths
for the histograms.
2D
It should be recalled that the actual unfolding is
performed on the two-dimensional pl-pt histogram.
Evaluating the projections is already rather de-
manding on the quality of unfolding since eventual
errors of cells which are added up for the projec-
tion can compensate or amplify. Therefore a com-
parison of the measured, true and unfolded 2D his-
tograms is instructive.
For this reason the bin content of each of the 288
bins before and after unfolding is compared with
the true one. In order to quantify the quality of the
unfolding the relative errors between the unfolded,
measured and true bin content are histogrammed.
This is shown in Fig. 64 using the single track and
interaction MC sample. It is here where the ear-
lier impression of the interaction MC sample pro-
ducing better results gets confirmed. Its distribu-
tions of errors with respect to the truth are nar-
rower and more symmetric while the distribution
obtained with the single-track sample looks similar
to the measured ones.
Stability
To evaluate the stability of the results discussed so
far the following unfolding conditions/parameters
were modified observing the impact on the results:
• Number of iterations
The number of iterations proposed by the pro-
gram to obtain both mock data unfolding re-
sults is between 10 and 15. In this case a
uniform distribution has been used as starting
point. If under these conditions the number
of iterations is forced to be up to five more or
five less, the results do not change significantly.
This is a sign of good convergence.
• Starting distribution
In all cases a uniform starting distribution for
the iteration performs well. When random bin
contents are used as start the results are in
general not usable.
• MC sample
As already pointed out above, the single-track
MC sample consists of tens of smaller samples
each covering a certain kinematic area (with
very large overlaps though). If a few of these
samples are removed it can be observed that
the accuracy of the unfolding in this area de-
grades. Thus, care must be taken that all kine-
matic areas are well covered by the MC. Nat-
urally, reducing the statistics of the MC inter-
action samples does not have this immediate
impact.
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• Smoothing
In general, in an unfolding procedure some
kind of smoothing can be applied in order to
remove unwanted and statistically dominated
oscillations. For the mock data unfolding it
was found that smoothing the 2D histogram
between iteration steps23 worsens the results
considerably. Comparing the shape of the his-
togram before and after smoothing shows that
this problem is caused by the smoothing itself
not performing as expected. This is indepen-
dent of whether the smoothing is performed at
the beginning, middle or end of the iteration.
In the best case the unfolding re-establishes
the original results from before the smoothing.
It can be concluded that smoothing should
only be applied if there are really oscillations to
damp and a reliable smoothing method is used
which does not change too much the shape of
the distribution. The smoothing of the 1D pro-
jections is of course not possible in the current
scheme.
Errors
The errors provided by the unfolding program are
checked by unfolding ten only stochastically differ-
ent mock data samples with the same MC sample.
For each bin in the projected pl and pt histograms
the difference between true and unfolded bin con-
tent is calculated and divided by the unfolding er-
ror. The histogram of these values is shown in Fig.
60.
It can be seen that the distribution is well centred
around zero and its shape is Gaussian with a width
of three. However, the width should be equal to
one since the errors which are histogrammed are in
units of σ. It must be concluded that the errors pro-
vided by the unfolding program are systematically
too small by a factor of three. This is consistent
with the mock data unfolding results as shown in
Figs. 61 and 62: if the MC describes perfectly the
detector – certainly true for the mock data – the
unfolding should reproduce the truth within errors
for a large majority of the bins, which is not the
case.24
23The standard smoothing function for two-dimensional
histograms provided by PAW [65] has been used.
24The error calculation inside the program has not been
further validated. According to the author (G. D’Agostini)
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Rms  3.7426
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mean  0.012186 +/− 0.221122
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chi2 / ndf :   17.456368 / 18 
Figure 60: Errors of the unfolding result. The nor-
malised unfolding errors of ten mock data samples are
histogrammed. Each sample contributes with 16 bin er-
rors in pt and 18 bin errors in pl. Only bins containing
more than 50 (true) events are considered.
certain approximations can indeed lead to errors being un-
derestimated. This issue should be addressed before using
this unfolding scheme for the production of the final results.
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Figure 61: Unfolding result using the single-track MC sample. On the top, the measured, unfolded and true
projections of the unfolded 2D histogram are overlayed. The middle plots show the relative bin content of
unfolding and measurement with respect to the true one. The absolute difference of the bin content is displayed
in the bottom plots.
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Figure 62: Same as Fig. 61 but using the interaction MC sample.
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Figure 63: Graphical representation of the covariance matrices for the distributions of pl (top) and pt (bottom)
unfolded with the single-track and interaction MC samples (left and right, respectively).
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(measured−true)/true
(unfolded(int)−true)/true (unfolded(single)−true)/true
Figure 64: Comparison of the quality of the unfolding result. The histograms show the relative difference
between the true and measured/unfolded bin content for the 2D histogram on which the unfolding is actually
performed. Only cells with more than 20 events in the true histogram are considered. It can be seen that
the measurement (top) indeed has larger errors and is slightly biased to lower values due to inefficiencies. The
unfolding with single-track events (bottom right) yields a result with similar width but better centred around
zero. The unfolding result obtained using the interaction MC sample (bottom left) is again centred around zero
and has a much smaller width than the others.
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5.3.6 Conclusion
The unfolding with each MC sample yields good
results. Nevertheless, as can be seen in the compar-
ison in Fig. 65, the interaction sample is slightly
more accurate. Most likely the reason for this is
that not all kinematic areas of the interaction spec-
trum are covered well enough.25 Of course, in the
interaction sample (which is of ten times the statis-
tics of the mock data sample) all areas are covered
naturally. Using both MC samples at the same time
yields results similar to the ones obtained with the
interaction sample only.
For the unfolding of real data the following can
be concluded.
• Using MC samples either based on single
tracks or on interaction events provides similar
results. It might be possible to use a mixture
of both or to check the consistency between
results obtained with both samples.
• In most cases, a uniform distribution can be
used as starting point for the iteration.
• The determination of the number of steps for
the iteration can be left to the program. A
few iterations less or more than suggested do
not change the results significantly. A very
low (< 5) or high (> 30) number of iterations
is usually caused by problems in the data or
MC sample (binning, statistics, etc.) or a non-
suitable starting distribution.
• Care must be taken that both causes and ef-
fects histograms contain the full distributions
without having to cut a significant amount of
events. If this is not possible, the unfolded
content of the bins near the boundaries are
not correct. Most likely this problem can be
overcome by using variable bin widths for the
histograms so that long tails of distributions
can be included.
• The errors provided by the unfolding are un-
derestimated. A global correction of the errors
by a factor of three should be applied when un-
folding real data.
25It is not trivial to generate a suitable MC sample with
single-tracks. To cover well all areas in the smearing matrix,
four quantities (two dimensions in both effects and causes
space) have to be controlled since they decide about the cell
of this track in the matrix.
Figure 65: Comparison of the unfolding results of
the same measurement using different MC samples. In
most bins, the interaction sample reconstructs the truth
with better accuracy. The scale on the horizontal axes
is in bin numbers of the causes histograms. As before,
dimensions 0 and 1 in the causes space are pl and pt,
respectively.
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6 Particle Production Yields
After having motivated and validated the unfolding
procedure in the previous chapter, it should now be
applied to real data.
The particle production yields will be determined
for various target materials and momenta, and a
comparison will be made.
6.1 Data Sets
In total, nine settings which comprise three differ-
ent beam momenta (3, 5 and 8 GeV/c) each with
three different targets (Be, Al and Ta) are selected.
All runs are done with positive beam and thick tar-
gets, i.e. the target length is one nuclear interac-
tion length λI . A summary of the data sets which
have been chosen for this study is given in Table 10.
As described earlier, for thick target runs trigger-
ing is performed on each incoming beam particle so
that interaction trigger efficiencies are not an issue.
On all data, basic data quality (DQ) issues like in-
complete or crashed runs, detector or slow-control
failure, etc. are taken into account. However, this
does not include any channel-based DQ selection
like a map of dead channels.
It should be pointed out that the following lim-
itations of data reconstruction will put stringent
boundaries to the scope of this study:
• The crosstalk of the TPC electronics (Sec-
tion 4.3) is not corrected in the reconstruc-
tion. Crosstalk deteriorates the quality of the
(geometrical) track reconstruction and reduces
dramatically the accuracy of dE/dx measure-
ments in the TPC.
• Still not clearly identified distortions are shift-
ing reconstructed tracks. Currently being un-
der study, the most likely source is distortions
in the electric field. This would bias the recon-
struction depending on the sign of the particle
charge.
• TOF measurements between target (vertex)
and barrel RPCs are not possible due to a lack
of calibration for the RPCs.
• There is no special treatment of tracks crossing
sector boundaries. Depending on the overlap
of the track with these blind areas the recon-
structed track parameters have large errors.
• No general vertex reconstruction/fit is avail-
able. This concerns not only primary but also
secondary vertices.
In particular, particle identification (PID) in the
large-angle region which is relying on TOF and
dE/dx is concerned by these deficiencies.
To simplify the analysis, the following assump-
tions can therefore safely be made:
• Efficiency of the proton identification and pu-
rity of the proton sample for the beam PID
are assumed to be 100%. Preliminary analy-
ses of the performance of the beam detectors
indicate that both is higher than 95%.
• Any background will be considered as zero.
The estimation of background relies on the
analysis of the empty target data samples
which has not been done for this study.
• The re-interaction of secondaries in the target
is neglected.
All data has been processed with version 5 re-
lease 12 of the HARP software. The reconstruction
software and all calibration data are identical to
the ones used for the phase 1 calibration produc-
tion within the HARP analysis project.
6.2 Selection of Events and Tracks
The selection criteria for both events and tracks in
selected events will be kept as simple and broad as
possible. In detail, the following cuts are applied.
6.2.1 Event Selection
As already discussed, the incoming beam contains
not only protons but in addition a considerable
number of other positive particles emerging from
the primary target. The beam composition (in ad-
dition to protons mainly muons, pions and elec-
trons) strongly varies with beam momenta and the
material of the primary target. Therefore, the de-
tectors in the beam-line can separate protons from
any other particle at any beam momentum which
is used (see Section 2.2.1).
Thus, for the beam momenta of the settings
which are considered the following cuts are ap-
plied: At 3 GeV/c, the beam TOF system (Sec-
tion 2.2.1) provides a protons separation with sev-
eral sigma. At 5 GeV/c, the TOF measurement is
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pbeam [GeV/c] target (Z,l) setting no run range date number events p.o.t.
3 Be (4, 407 mm) 777 18992-19017 09/2002 839187 166323
5 Be (4, 407 mm) 796 19019-19034 09/2002 735889 233825
8 Be (4, 407 mm) 794 19034-19052 09/2002 831708 386165
3 Al (13, 394 mm) 420 13357-13372 05/2002 1065641 257065
5 Al (13, 394 mm) 407 13042-13060 05/2002 1044905 372310
8 Al (13, 394 mm) 398 12944-12959 05/2002 1174983 657487
3 Ta (73, 111 mm) 279 8944-8989 10/2001 1029152 254948
5 Ta (73, 111 mm) 409 13079-13090 05/2002 861387 308538
8 Ta (73, 111 mm) 404 12982-13003 05/2002 1156963 671017
Table 10: Summary of the nine data sets which are considered.
complemented by the pulse-height measurement in
beam Cherenkov B (BCB) and at 8 GeV/c both
beam Cherenkovs, BCA and BCB (Section 2.2.1)
perform the particle identification.
The track parameters of the incoming proton are
measured using the MWPCs (Section 2.2.1). To
assure that the each beam particle hits the target,
its track is extrapolated to the z-position of the
target. Events in which this extrapolation does not
reach the target (diameter 30 mm) are discarded.
Moreover it has to be assured, that there was only
one incoming particle. Therefore, also events in
which more than one TOF measurement was done
or more than one MWPC track was reconstructed
are discarded.
After applying these cuts it will be possible to
normalise all results to the number of protons on
target (p.o.t.). The number of events with one pro-
ton on target in each data set is given in Table
10.26
6.2.2 Track Selection
The selection of tracks in the TPC is uniquely
aimed to reduce the amount of “bad” tracks in the
sample. As such the following tracks should be dis-
carded:
• Tracks not emerging from the target. This is
mainly done by requiring the z0 of the track
(for the conventions on track parameters see
Section 5.3.1) to be within the length of the
target. Since the reconstruction of track pa-
rameters in the TPC is not yet done with the
26The data analysed here does not necessarily contain the
complete HARP data set for a given setting, but a large
fraction of it.
final accuracy, a margin of 100 mm will be al-
lowed at the upstream and downstream ends
of the target.
• “Ghost tracks”. If a track is reconstructed and
fitted with only five points or less it will be
discarded. Note that the maximum number
of points in a track is equal to the number of
pad rows of the TPC, i.e. 20. A track is also
removed from the sample if an error occurred
during the fit (track radius too large or too
small) or the fit quality is extremely bad.
• Low-pt tracks. Tracks with a transversal mo-
mentum with less than 20 MeV/c are dis-
carded.
This leaves a sample of mostly pions, protons and
electrons without further PID. From preliminary
MC studies it can be assumed that the direction
of the reconstructed momentum is quite accurate
while its amount (and therefore also pl and pt) is
not. If this is the case, the unfolding should provide
already reasonable results.
6.3 The MC Samples
The MC samples used for the final unfolding are
basically similar to the ones for the mock data
unfolding (see Section 5.3.4). Again, two differ-
ent samples are produced: one containing full in-
teraction events, the other one single pion tracks
distributed over the full phase space. In all new
samples the TPC electronics crosstalk is modelled,
including the correct electronics gain for each pad
and a map of dead pads. However, at the time of
this study, the exact crosstalk parameterisation is
only available for one of the six sectors of the TPC
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pad-plane. It is assumed that – by construction –
the crosstalk in the electronics of other sectors is
similar.
Interaction Sample
The interaction sample is contains 434400 events of
3 GeV/c protons on a thick Tantalum target. The
beam is slightly shifted (x = -0.3 mm, y = 1.6 mm)
and smeared (σx = 4.7 mm, σy = 5.1 mm) accord-
ing to MWPC measurement of the real 3 GeV/c
beam. The beam direction is parallel to the z-axis.
Regardless of the thickness of the target, the MC
forces an interaction to happen in each event. In
total, 510226 tracks are taken from this sample.
Single-track Sample
This sample contains 615545 single pion tracks dis-
tributed uniformly over total momenta from 150 to
2150 MeV/c. The distribution in the azimuthal an-
gle φ is uniform, too, while the cosine of the polar
angle θ is Gaussian distributed with a mean of cos
70 and a sigma of cos 55. The pions are injected at
the centre of the coordinate system, i.e. the mid-
dle of the TPC where the coordinates x and y are
Gaussian smeared with a width of 5 mm.
If not mentioned otherwise, a merger of both
samples will be used for the unfolding.
6.4 Unfolding Parameters
To find the best parameters for the unfolding of
all nine data sets, the Tantalum 5 GeV/c sample
has been studied in more detail. Taking into ac-
count the conclusions drawn from the mock data
unfolding, the optimal variables, binning, number
of iterations and error treatment are determined.
6.4.1 Considerations on Variables and Bin-
nings
The choice of variables and binnings in the causes
space is determined by the desired quantities and
distributions for the result. On the obtained parti-
cle production yields various cuts on the polar angle
θ and on the transversal momentum pt should be
applied. Thus, those two quantities will be the ones
used in the causes space.
Causes (Results)
The bin-width for pt will be fixed at 50 MeV/c,
range
dim. variable from to bins
causes 0 θ [rad] 0.0 1.6 16
1 pt [MeV/c] 50 950 18
effects 0 θ [rad] 0.0 2.8 22
1 pt [MeV/c] 0 1200 22
Table 11: Parameters for the unfolding of the data.
The naming convention using causes and effects and
their two dimensions will be used throughout the rest
of this chapter.
which roughly corresponds to the expected resolu-
tion. The pt range of interest basically extends from
0 to about 600 MeV/c. However, for the unfold-
ing it is recommended to exclude problematic ar-
eas or at least to chose the ranges wide enough that
they do not deteriorate the regions of interest. To-
wards lower pt, the resolution, purity and efficiency
of the track reconstruction starts to decrease below
approximately 100 MeV/c. Those tracks have a
small bending radius and might spiral in the TPC.
At the same time the probability of crossing a sec-
tor boundary increases. In addition, the average
number of points used to build a track is lower be-
cause the projection of the track onto the pad-plane
does not cover all pad rows. At higher pt (> 800
MeV/c), tracks become straight and small errors
of the points in the innermost or outermost rows
can bias the measurement of the bending radius
(and therefore pt) systematically towards smaller
values. The upper boundary should therefore not
be smaller than 800 MeV/c. Following the conclu-
sions from the unfolding of mock data, it should
also be taken into account that any upper pt limit
will cut into the distribution of the true (i.e. actu-
ally produced) transversal momenta. Is has been
demonstrated that the unfolding produces unreli-
able results close to these boundaries which will
therefore be fixed at 950 MeV/c, sufficiently far
away from the region of interest.
In the other causes dimension θ, the bin width is
not determined by the expected measurement er-
rors. Instead, a binning is chosen which will al-
low to conveniently create pt spectra for certain
slices of θ. Slices finer than 100 mrad will not be
needed and the accuracy of the θ measurement is
certainly better than that. For the ranges, similar
considerations as for pt must be made: at low θ
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(i.e. in forward-direction), the TPC starts to be-
come insensitive at less than 300 mrad. Low-angle
tracks suffer from large reconstruction errors: like
for small pt, the number of points (i.e. covered
rows) is rather low and due to the large drift length
of the drift electrons, the affect of eventual field dis-
tortions plays an important role. Nevertheless, in
order not to cut too much of the true distribution,
the lower θ limit will be 0 mrad. Since the main
region of interest for this study is between 20◦ and
60◦, large θ of more than 90◦ (i.e. about 1.6 rad)
are cut.
Effects (Measurement)
In the effects space, the choice of variables and bin-
nings basically follows the causes. In this case both
θ and pt are also the two measured quantities which
determine the track parameters of interest for this
study. The ranges are chosen such that almost all
tracks which can be measured in the TPC are in-
cluded. The choice of the number of bins is mainly
limited for practical reasons. Too many bins need
too much computer memory and a too long time
to calculate the complete unfolding results. This is
not critical since the results are rather insensitive
to this binning.
The unfolding parameters following these consid-
erations are summarised in Table 11.
6.4.2 Number of Iterations and Errors
Iterations
The problem of finding the number of iterations
which has to be performed before the unfolding re-
sult is stable is considerably different from the one
for the mock data unfolding. In the mock data,
there were no problematic areas, the number of
events which were cut at the boundaries of distri-
butions was small and the MC perfectly described
the “data”. Due to these features, the unfolding
converged for all cells of the unfolded histogram.
However, none of this is the case for real data. This
results in unstable and non-converging bin contents
in the unfolded histogram. This effect is illustrated
in Fig. 66. In the first three and the last bin in
θ the unfolded bin contents run away with an in-
creasing number of iterations. Here it is crucial to
notice that this unwanted behaviour is limited to
the bins where it was anticipated, namely at the
boundaries of the histogram. As explained above,
the binning is chosen in a way that these areas are
not in the main region of interest. However, also
here a (considerably smaller) drift of bin contents
can be observed. This is best seen in the θ slices of
pt shown in Fig. 67. Thus, there is no real conver-
gence of the bin contents, which makes it difficult to
find the point where no further iterations should be
performed. In this case, it seems to be most natural
to stop the iterations if the difference of the results
of two successive steps remains stable. This change
can then be attributed to the constant drift. In
order to do this, the unfolding program computes
a χ2-comparison between the results of the steps.
While not being interested in the absolute value,
it can be seen in Fig. 68 that indeed this χ2 re-
mains rather constant after about five steps. With
higher step numbers it starts to oscillate and in the
results histogram tracks are reshuﬄed into a few
preferred cells confirming the trend shown in Fig.
67. It should be mentioned that by construction,
this unfolding method is not supposed to converge.
As pointed out in [63], the best way to decide when
to stop the iterations is to consider the differences
between the results of two successive steps. Carry-
ing out hundreds of iterations leads unavoidably to
results dominated by statistical fluctuations, even
in the case of the mock data unfolding.
This problem does not require further investiga-
tions because it is expected to disappear once the
“problematic” areas in the unfolding histograms
are eliminated. This will be the case with the up-
coming versions of the TPC track reconstruction
(including PID and crosstalk corrections) and the
TPC MC (including the parameterisation of field
distortions and the crosstalk in all sectors). Thus,
the number of iterations to be performed will be
set to five if not otherwise stated.
Errors
As discussed earlier (Section 5.3.6) the errors pro-
vided by the unfolding itself are underestimated,
which would require further investigations to un-
derstand. While being aware that this treatment
can only be preliminary, all unfolding errors are
scaled by a factor of 3.0.
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unfolding result pt vs theta after n steps
Figure 66: Visualisation of the unfolding result after 1, 2, 3, 4, 5 and 10 iterations. The pathologic areas where
the bin contents remain zero or grow each step are restricted to the first three and the last slice in θ. Smoothing
between steps has therefore not been done. The θ slices are shown in Fig. 67.
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Figure 67: Different θ slices of pt after 4 (black), 5 (red/grey) and 6 steps (green/light-grey). The drift which
can be seen continues for more than 100 steps resulting in a completely unusable histogram. All tracks are then
accumulated in a few preferred cells.
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Figure 68: χ2-comparison of unfolding results after step n and n− 1 for the first 15 steps. It can be concluded
that most parts of the result remain rather stable after the first iteration. The horizontal line marks the level of
step 5 which is the number of iterations to be performed.
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6.5 pt Spectra and Particle Produc-
tion Yields
As final result, the pt spectra and the integrated
particle yields are shown.
The pt spectra are divided into ten θ slices each
of 100 mrad width from 300 to 1300 mrad. They
are shown in Figs. 69 and 70. Each row contains
the spectra for one θ slice; each column the data
for one beam momentum (3, 5 and 8 GeV/c from
left to right). The graphs for the three target ma-
terials are overlayed (Ta: black, Al: red/grey, Be:
green/light-grey). All scales are identical and ex-
tend from 50 to 800 MeV/c in pt on the horizontal
axis and 0 to 0.03 in particles per proton on target
(p.o.t.) on the vertical axis.
In Fig. 71, the final particle production rates
for all nine settings are shown. They correspond to
the sum of all particles found in a certain kinematic
area defined by the polar angle θ and the transver-
sal momentum pt. In detail, three different areas
are defined:
• The full region of interest for this study. This
comprises 0.3 < θ < 1.4 rad and 50 < pt <
600 MeV/c (top of Fig. 71).
• A region limited in pt, comprising 0.3 < θ <
1.4 rad and 50 < pt < 300 MeV/c (middle of
Fig. 71).
• A region limited in θ, containing 0.3 < θ < 0.6
rad and 50 < pt < 600 MeV/c (bottom of Fig.
71).
All error bars follow from the full covariance ma-
trix of the unfolding result. In case of the plots in
Fig. 71 they are too small to bee seen.
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Figure 71: Final particle production yields for all nine
settings. Top: 0.3 < θ < 1.4 rad and 50 < pt < 600
MeV/c, middle: 0.3 < θ < 1.4 rad and 50 < pt < 300
MeV/c, bottom: 0.3 < θ < 0.6 rad and 50 < pt < 600
MeV/c.
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Figure 69: pt spectra for θ slices from 300 to 800 mrad (see text for further explanations).
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Figure 70: pt spectra for θ slices from 800 to 1300 mrad (see text for further explanations).
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6.6 Conclusions
From the results shown in Figs. 69, 70 and 71 the
following can be concluded:
Beam Momentum
For all studied settings, the particle production
rates scale almost linearly with the beam momen-
tum. Only in case of the Al target, the rates at 3
GeV/c seem smaller than expected.
Target Material
The integrated yields are smallest for Ta while the
highest are the ones for Al. Surprisingly, the values
for Be are similar to those of Al but slightly smaller.
Between the “light” targets Al and Be on one
side and the high-Z Ta on the other, there are con-
siderable differences in the dependence of the yields
on pt:
Above 400 MeV/c, the pt spectra have a similar
shape for all beam momenta and targets. It is in-
teresting to note that in this region, the rates for Ta
are lower than those of Be and Al with a 3 GeV/c
beam. At 5 GeV/c, they are about equal and at 8
GeV/c, the Ta yields are higher than for the light
targets at all θ.
Towards lower pt, the spectra of light and heavy
targets separate between 200 and 300 MeV/c. In
particular in the forward direction, the distribu-
tions for Be and Al have much higher peaks than
for Ta. Most likely this is an effect of the re-
interaction probability in the target which is con-
siderably higher for Ta. This would also explain
that this effect is strongest in the forward direc-
tion where all secondaries have to travel a longer
path inside the target. However, in order to fully
explain this surprising behaviour, particle identifi-
cation would be needed. For obvious reasons, at-
tempts to estimate the particle composition of the
spectra using the predictions from the MC have not
been made.
Angular Dependance
With respect to θ, the yields for all targets and mo-
menta peak between 400 and 500 mrad. Towards
larger angle, they decrease steadily down to 10–20%
of the maximum value at 1200 mrad.
It should be pointed out that already the results
obtained for the θ slice of 300–400 mrad might be
affected by the lower resolution and reconstruction
efficiency of TPC tracks at small angles.
pt Spectra
Independent of θ, the pt distributions have peaks at
about 200 MeV/c for the light targets and between
200 and 400 MeV/c for Ta. The position of the
peaks shifts slightly towards lower pt for smaller
beam momenta.
Once again it should be pointed out that the re-
liability and the scope of this study is limited by
the missing particle identification and the spatial
track reconstruction not yet being at its final per-
formance. As a consequence of this, the MC is not
yet perfectly describing the detector, thereby creat-
ing problems for the unfolding. For these reasons,
no final conclusions concerning the best target and
best proton beam momentum for a Neutrino Fac-
tory will be possible now.
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7 Summary
In this study a first analysis is presented which
extracts large-angle particle production rates from
data taken by the HARP experiment. The analysis
is carried out for nine different settings in order to
compare the results in view of their dependence on
the beam momentum and the target material.
To achieve this goal, a fully-featured simulation
for the relevant subdetector, the TPC, has been de-
veloped. This simulation was then used to unfold
the measured momentum and angular distributions
of secondaries. The unfolding scheme has been val-
idated with simulated data.
Due to the lack of particle identification at the
time of this study, the results are not analysed in
view of the best parameters for the target station
of a Neutrino Factory. Nevertheless, the ratios and
trends of the results presented here should already
be reliable and have to be confirmed by future anal-
yses.
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Appendix
A Trigger Electronics Layout
The trigger system is implemented in standard
NIM, CAMAC and VME electronics. In total, 10
crates are used as partially shown in the photo-
graph 72.
Figure 72: Photograph of the trigger racks and crates
in the counting room.
Figures 74 to 80 describe the details of the imple-
mentation of the trigger electronics. The symbols
which are used are the following and shown in Fig.
73: (a) a signal entering or leaving the trigger sys-
tem or generated/used in a different subsystem of
the trigger (i.e. on a different plan), (b) any kind
of signal type converter, (c) a dual timer, usually
of type NIM CAEN N93B, (d) a simple cable de-
lay, (e) a logic fan in/fan out, usually of type NIM
LeCroy 429, (f) a (strobed) coincidence unit, usu-
ally of type NIM LeCroy 365, 465 or 622 and (g)
any type of discriminator or shaper. Signal lengths,
thresholds and signal names are given as they are
available.
Since a few parts of the system are extremely
sensitive to timing issues, the length of cable con-
nections (in ns) are given as well. The number-
ing scheme of modules/signals is rack-crate-module-
channel. During maintenance and eventual repairs
these plans served as reference. They are not 100%
complete but nevertheless cover the most sensitive
parts of the trigger and DAQ system.
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Figure 74: Electronics layout of both cosmics triggers. A coincidence of adjacent barrel RPC modules triggers
TPC and RPCs. The forward cosmics trigger (calorimeter, TOF wall and NDCs) for horizontal cosmics is formed
by a coincidence of the cosmics wall, TOF wall and FTP.
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Figure 75: Generation of ADC gates and TDC start/stops for the readout equipment in the trigger/beam VME
crate. The outputs of the CIRQ are shaped and suitably delayed to serve as trigger signals with stable duration
and timing.
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Figure 76: The synchronisation with the PS accelerator. Before each spill PS sends a synchronisation signal
which is used to generate gates for physics. The begin-spill and end-spill signals are sent to the subdetectors to
create cosmics and calibration gates between spills.
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Figure 77: Electronics layout of minor separated systems. From top to bottom: Cherenkov pulser system
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Figure 78: Before FTP, ITC and beam Cherenkov signals enter the trigger system (i.e. scalers and PLU) they
are treated like shown. The summary signal of FTP is also used to generate the small-angle cosmics trigger and
as calibration trigger for standalone RPC runs.
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Figure 79: Generation of coincidences for the scalers. Respecting their different timings, the discriminated
signals from the detectors are merged in various NIM logic units to provide coincidences read out by the VME
scalers. In addition, coincidence signals are created and displayed in the control room of the experiment to inform
the shifter about beam conditions.
82
A Trigger Electronics Layout
Delay 50ns
Fi
no
ut
ST
B
V
et
o 
O
R
2−
1−
11
−2
Fi
no
ut
3−
1−
1−
1
B
U
SY
 O
R
Fi
no
ut
3−
1−
12
−2
D
isa
bl
e 
ST
B
CT
rig F
in
ou
t
3−
1−
12
−4
D
isa
bl
e 
ST
B
D
A
TE
I/O
−r
eg
 o
ut
 (3
−2
−5
−1
)
I/O
−r
eg
 o
ut
 (3
−2
−4
−3
)
Delay 250ns
15
4n
s
ST
B2−
1−
7−
2
Co
in
c
D
el
ay
 1
6n
s
3−
1−
5−
2
Ti
m
er
St
ar
t E
M
79
us
B
SY
 d
el
ay
pr
e−
sc
al
er
3−
3−
7
64
pl
u 
ni
m
−e
cl
 (3
−3
−1
2−
15
)
D
isc
r
3−
1−
2−
1
de
la
ye
d 
BS
Y
ct
rig
 c
irq
 (3
−2
−1
9−
4)
PS
 g
at
e 
bl
oc
ke
d 
(4−
1−
4−
1)
to
 M
W
PC
bs
y 
9−
16
bs
y 
1−
8
CT
rig
 C
IR
Q 
(3−
2−
19
−C
B)
bs
y 
m
on
ito
r (
3−
2−
8−
0)
td
c 
ni
m
−e
cl
 (2
−1
−1
0−
16
)
M
H
z 
cl
oc
k 
ga
te
 (3
−1
−7
−1
)
TO
FB
 (2
−1
−6
−3
)
20
ns2
−1
−7
−1
Co
in
c
B
Sx
TO
FB
B
S 
(2−
1−
6−
1)
B
Sx
TO
FB
 F
ou
t (
2−
1−
8−
1)
Fi
no
ut
ST
B
Le
ve
l
2−
1−
11
−4
2−
1−
12
−2
Ti
m
er 8 EM
St
ar
t
D
isc
r
2−
3−
12
−6
24
ns
D
isc
r
2−
1−
6−
4
EN
D
 B
SY
50
ns
td
c 
ni
m
−e
cl
 (2
−1
−1
0−
10
)
n
im
 sc
al
er
 (2
−3
−4
−2
)
pl
u 
str
ob
e 
(3−
2−
12
−S
TB
)
5
D
el
ay
 2
00
ns
D
el
ay
 2
00
ns
Ec
l N
im
3−
2−
2−
6
n
o
 tr
ig
ge
r (
3−
2−
12
−1
6)
5
0.
5
5
ps
 p
ul
se
 (4
−1
−1
−2
)
4
4
2
3
6 4 4
4
3
8
3
6
50
ns
5 5
66
10
443
1 1
1
1
R
ES
ET
ST
B
o
u
t
R
st
V
et
o
R
st
o
u
t
o
u
t
ec
l o
ut
2−
1−
11
−1
2−
1−
12
−1
Ti
m
er
St
ar
t8
5
5
1
1
1
1
3
ST
B
Le
ve
l
5
8
4
3
5
6
3
4
s
t
r
o
be
Figure 80: Strobe electronics layout. Basic input signals are the discriminated hits from TOFB and BS. A
coincidence of those detectors is accepted as PLU strobe if the system is not busy and the DAQ control allows
strobes. Moreover, strobes are only accepted if they happen during a spill. Strobe signals are counted by scalers
at various levels of vetoing (’plain’ strobes, ’missed’ strobes during busy time, accepted strobes).
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