Forecasting is an important tool in planning and policy making. Electricity load forecasting is necessary for power systems planning, efficient dispatching of electricity in the grid and to forecast other macroeconomic trends. This paper summarizes and presents auto-regressive techniques/processes as a practical tool in forecasting electricity demand. This paper attempts to model the electricity demand for New Jersey using three different auto-regression models: ARMAX (autoregressive moving average with exogenous variables) model, Vector auto-regressions (VAR) and Bayesian VAR (BVAR). The application of VAR/BVAR to electricity demand forecasting is relatively new and untested. The forecasting performance of each model is assessed using different forecast error metrics. For the given case study, the VAR model produced the best forecast.
Introduction
Forecasting is an important tool in planning and policy making. Electricity load forecasting is necessary for power system planning and efficient dispatching of electricity in the grid. Electricity demand forecasts are also critical inputs in forecasting macro-economic trends. Forecasting in general can be classified under two major approaches: judgment-based forecasts and model-based forecasts (Robertson and Tallman, 1999) . A judgment-based forecast relies on anecdotal evidences and past experiences of the modeler or the economist to analyze the empirical data. This type of approach is difficult to verify by an external observer and it is also difficult to systematically analyze the forecast errors. On the other-hand model-based forecast have a formulaic basis that should be replicable and validated by external observers. Prior to the restructuring of the electricity markets, load forecasting was largely based on simple uni-variate time series models that relied more on heuristics or expert judgments (Taylor and Espasa, 2008) . Under the old rate base regulation regime there was little competition in the generation sector and consequently very few incentives to improve the demand forecasting methods.
With the introduction of competition and restructuring, market participants (which include the system operator, generators, retailer, public utility regulator etc.) have shown an increased interest in demand and price forecasting (see Taylor and Espasa, 2008 , for a list of recent papers). Since the economic objectives and information accessibility are different for each of these market participants, there is a need to customize the forecasts to suit the market participant's requirement. For example, a generator is interested in maximizing profits from its generation portfolio; a utility regulator's objective is to maximize the consumer welfare by minimizing the prices to ratepayers; a system operator's objective is to ensure reliability while dispatching at a minimized cost. As a consequence of the differences in economic objectives, the market participants are interested in different aspects of the demand forecast.
A generator seeking to maximize profit is interested in accurately predicting the rate of change in demand, while a system operator is interested in predicting the level of demand and its peak in a given time interval. The level of access to market information is a constraining feature for accurate forecasting. For example in a restructured market, an individual generator typically has little or no information on the bidding price of other generators or the future system wide demand at the time of day-ahead scheduling. In effect, the generators' price and demand forecasts are strictly modeled as a function of its past behavior. On the other hand, the system operators are privy to a wider swathe of price and plant availability information from all generators, system wide demand, accurate meteorological data and transmission & distribution network constraints. The system operators have better information access to forecast prices and demand as a function of not just the past behavior but also the future supply and demand conditions. This paper employs a particular model-based forecasting approach for estimating future economy-wide electricity demand for the State of New Jersey. This paper focuses on a class of models that employ auto-regressive techniques/processes. The choice of modeling technique for load forecasting depends on the forecast horizon (Hinman and Hickey, 2009 ). Since autoregressive models primarily rely on past-behavior to forecast the future demand; it is ideally suited for demand forecasting by generators and retailers on a medium-to long-term basis.
The contributions of this paper to energy forecasting and energy policy are threefold. First, it summarizes and presents auto-regression techniques/ processes as a practical tool in forecasting a certain type of weakly dependent and stationary type of distribution (refer Section 2 for definition and related theory). Although the paper uses the example of electricity demand forecasting, the approach could be applied to other applied economic series as well. This paper models electricity demand for New Jersey using three different auto-regressive models: auto-regressive moving average model with exogenous variables (ARMAX), Vector auto-regressions (VAR) and Bayesian VAR (BVAR). Although ARIMA 1 is a popular modeling approach for electricity demand forecasting (see As'ad, 2012; Taylor and Espasa, 2008; Taylor, 2003; Saab et al., 2001; Cancelo and Espasa, 1996) , the authors are not aware of any literature/models using VAR/BVAR to forecast electricity demand. The second major research contribution of this paper is its investigation of the suitability of using VAR-BVAR techniques for electricity demand forecasting on a medium-to long-term basis. A possible metric of assessing the suitability of a modeling technique is to analyze its forecast errors by comparing past forecasts with the actual historic data that represented the future in the forecast. The third focus of this paper is the policy implications for New Jersey's energy sector from these three demand forecasts. Stock and Watson (2001) have identified four chief functions of macroeconomic analysis-data description, forecasting, structural inference and policy analysis. This paper is organized on a similar line, with the first section explaining the characteristics of the electricity demand; followed by a model-based forecast of demand;
an analysis of the forecasts and its accuracy, and finally, the implications and inferences of the forecasts for public policy.
Importance of forecasting electricity demand:
1 Autoregressive (AR) models were first introduced by Yule (1926) . Slutsky (1937) introduced the concept of the moving average (MA) specifications. The combination of AR and MA models, known as the ARMA or ARIMA models, was first implemented by Wold (1938) for stationary time series data (also see Saab et al., 2001 ).
Electricity consumption exhibits wide fluctuations when measured on any time scale. Figure 1 (a)-1(c)
shows the variation in total demand for the state of New Jersey on three different time scales: a day, a week and a year. The graphs give a rough indication of the extent of fluctuation in demand and also the underlying trends and seasonality. An encouraging aspect of forecasting the electricity demand is that most fluctuations can be explained by weather patterns, social habits, conventions and past consumption trends (Taylor and Espasa, 2008 . At present, there is no consensus in the literature as to which is the best approach for electricity demand forecasting (ibid.). 25,000
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Regression analysis requires time series that are stationary and weakly dependent. Electricity demand pattern exhibits certain characteristics that make it amenable for regression-based analysis. First, in the long run, it is generally non-stationary due to seasonality (as shown in Figure 1 (c)) and underlying trends (as shown in Figure 3 for a span of few years). A stationary distribution is one in which the joint probability distribution are the same across equal time intervals (Wooldridge, 2006) .In this case stationarity implies that the distribution of electricity demand is identically distributed throughout the time interval under study. In Figure 1 (c), the mean and variance of electricity demand is higher in summer in comparison to winter thereby indicating the non-stationary nature of distribution. On a longer time scale spanning a few years, the underlying trends also render the demand pattern nonstationary. The non-stationary nature of demand data can be transformed as trend-stationary by the addition of seasonal and time trends so that it is compatible with regression assumptions (ibid.).
Secondly, the demand pattern exhibits a mean-reverting tendency in the long run (with adjustments to long-term trends). This alludes to the possibility of the future demand being modeled as a function of past demand pattern for forecasting purposes. The basis of ARIMA modeling by incorporating autoregressive (AR) or moving average (MA) terms is founded on this mean-reversion property of distribution. Thirdly, the demand patterns are weakly dependent time series. A weakly dependent demand pattern (with demand 'd t ' at time t= {1, 2….}) implies that the electricity demand at and +ℎ are almost independent as h increases without bound. This property makes intuitive sense as demand on a hot summer day is fairly similar to the demand on the previous day. But the daily demand in summer of a particular year typically has very little or no effect on the daily demand in fall or winter of that year. The property of weak dependence replaces the assumption of random sampling, thereby satisfying the central limit theorem and law of large numbers (Wooldridge, 2006) . 
Data Description
The paper uses two independent sources of demand data for the State of New Jersey. First, the statewide demand data on a monthly basis is available from Energy Information Administration ( . Figure 3 presents a sector-wise decomposition of the consumption pattern for the four different sectors in the state. In New Jersey, the commercial sector is the largest consumer of electricity, followed by the residential sector. On average, the commercial sector consumes around 46% of New Jersey's electricity demand, followed by the residential sector with around 35%. From 1990-2010, the share of the industrial sector demand to the total electricity demand declined from 24% to 11% (approx.). The state's industrial sector has shown a decline in consumption due to the steady erosion of the manufacturing base (Bram and Anderson, 2001 ). Since VAR and BVAR are data-intensive techniques, they are more suited to higher frequency data. Hence EIA's monthly demand data is used for VAR and BVAR modeling purposes. The details of the model are given in the next section. . This paper attempts to construct an ARMAX model using the hourly PJM demand data. The main drawback of PJM's data is that it is not disaggregated along consumer classes. Hence it is difficult to model the sectorial trends on a long term basis using the hourly data. However, the granular nature of the data makes it suitable to model subtle changes in meteorological factors and societal preferences.
Hence, the ARMAX model was implemented on PJM's hourly demand data from [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] three models, the forecast outputs are computed and compared on a monthly and annual basis.
Methodology Description-
Forecasts are one of the few empirical metrics in economics that can be proven right or wrong based on the actual value (compare a forecast with other economic metrics like multiplier effects or long-run costs that can never be determined let alone proven with absolute certainty). Since the actual or true values are unknown at the time of forecasting, we compare the forecast with the next closest approximation i.e. with benchmark estimates from a "gold standard" approach 9 . Since ARMAX is computed based on PJM data and VAR-BVAR on EIA data, it is difficult to compare all three models on equal footing. However for the purpose of structuring the forecast error analysis this paper articulates a set of two research hypotheses. Existing literature suggests that BVAR to be superior to VAR approach in terms of forecasting accuracy (Shoesmith, 1994 & Kinal and Ratner, 1986) . Also, ARMAX is theorized to be superior to purely stochastic uni-variate time series like ARIMA (Hinman and Hickey, 2009) . This paper will test these two hypotheses by comparing the long-term forecast estimates with that of a benchmark estimate (Refer Section 4.4 for further details).
7 PJM Historical demand: http://www.pjm.com/markets-and-operations/ops-analysis/historical-load-data.aspx 8 National Center for Atmospheric Research (NCAR)-http://ncar.ucar.edu/ The NCAR climate data is available upon request from the authors. 9 In statistical parlance, a "gold standard" is the best available estimate at a particular time.
ARMAX model:
To build an ARMAX model, the paper uses the popular Box-Jenkins modeling approach (see Box, Jenkins and Reinsel, 1994) . Purely stochastic ARIMA (with only AR or MA terms) is a popular modeling approach for short term demand forecasting (see As'ad (2012) , Cancelo and Espasa (1996) and ). However, since this paper is attempting to model the electricity demand on a long term basis, other explanatory regressor variables are used along with AR or MA terms. ARMAX models are autoregressive moving average models with exogenous variables included in its specification (Hinman and Hickey, 2009) . ARMAX model employs select weather variables as additional regressors to improve forecasting performance. The most widely used weakly dependent time series are auto-regressive (AR) and moving average (MA) processes. An auto-regressive process is a linear regression of the current value of the series against one or more prior values of the series. Mathematically, the auto-regressive process of order p (i.e. AR(p)) can be expressed as,
, where is the regression coefficient on D t-1 and is the random error term. Also, the assumption of weak dependence also calls for abs( ) <1. When abs( )= 1, it is a special case of AR (1) process known as the random walk. In a random walk model, the prices or demand is just as likely to increase or decrease from the previous value based on the current random error term.
Box-Jenkins approach for an AR-MA analysis is summed up in the following steps:
Step 1: Ensure the data distribution/time series is stationary. This can be achieved by differencing or taking the log of the series.
Step 2: Use the autocorrelation function (ACF) and partial autocorrelation function (PACF) to determine the appropriate order of AR and/or MA terms.
Step 3: Estimate the parameters (including other regression variables) for the proposed model using the computational software. Remove regressors that are not significant or fail to improve the R-squared values for a parsimonious model fit.
Step 4: Use the ARMA model to forecast the electricity demand.
Forecasting using ARIMA approach
To build the ARMAX model, the paper used the PJM demand data at a monthly level from 1993-2009. HDD&CDD take into account the "U"-shaped non-linear relationship between average temperatures and electricity load (Hinman and Hickey, 2009 ). Humidity metric accounts for peaks in electricity demand during hot summer days. The auto-correlation plots of the raw demand data reveal a non-stationary random process. Hence a single AR(1) term was selected to model the distribution as a random walk process. The autoregressive (AR) term captures the fact that a high load in time 't' is a good indication that the load will be higher in time 't+1', at least for a shorter time intervals of the order of hours (ibid.).
The moving average (MA) term captures whether a shock in one time period persists in the subsequent time intervals (ibid.). Autoregressive terms are better at modeling the dynamic behavior of electricity demand in comparison to a moving average term (Weron, 2006 & Hinman and Hickey, 2009) 
VAR Model
Sims (1980) introduced the vector auto-regressive (VAR) method to produce model-based forecasts of macro-economic variables (Stock and Watson, 2001 ). For many years since it was first introduced, VAR models were primarily used by central bankers to forecast monetary and fiscal variables like interest rate, inflation etc. Since at least Kinal and Ratner (1986) Both reduced and recursive models are solved by ordinary least square method. However structural VARs are defined based on an underlying "identifying assumptions" (see Stock and Watson (2001) for an example of a Taylor's rule based structural VAR for estimating the interest rates). The error term in structural VARs are exogenous and indicates structural innovations or shocks. For the purpose of the current modeling, the paper relies on a reduced form version of VAR. Mathematically the reduced form of VAR is written as, 
Eq (2) can be compared with a conventional OLS estimation given by,
Forecasting Demand using VAR approach:
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BVAR Model
It is not uncommon to find VAR models with a large of number of estimated co-efficient that have little or no statistical significance. To prevent this problem of over parameterization a set of restrictions are imposed on some of the coefficients. This technique is known as the Bayesian VAR (BVAR) (see Litterman, 1980; Doan et al., 1984; Robertson and Tallman, 1999) . For comparative purposes, a Bayesian VAR model was also constructed. Crompton and Wu (2005) have used BVAR to forecast the overall energy demand for China. Chan and Lee (1996) have also used a similar co-integration and errorcorrection models to forecast energy demand. Often times unrestricted VAR models involve a large number of estimated coefficients with little or no significance. For example, a two variable and two lag model can have as many as ten coefficients (including the constants). The idea in a BVAR model is to treat the coefficients as random quantities around a mean value. Consider Eq (1) in the VAR model with the same notations as in the previous section.
Under a BVAR approach, the � matrix is restricted by the normal distribution N( � , H) where the distribution mean matrix � is given by the matrix � = {I 0 0…0} where I is the identity matrix. The variance matrix H is specified by λ 1 /I λ3 if i=j and σ i λ 1 λ 2 /σ j I λ3 if i ≠ j, where λ i are selected set of hyper parameters (based on the choice of prior used) and σ are the residual error from OLS regression of each dependent variable on its p lagged value(see Robertson and Tallman, 1999 & Doan et al, 1984) . The ratio σ i / σ y is included in the prior standard deviations to account for the differences in the units of measurement of different variables.
When the restrictions are incorporated in the � , the OLS coefficient estimator is modified. The main technical issues in BVAR involve choosing the type of prior form for model estimation and determining the form of the estimators. Litterman's method is sometimes known as the Minnesota prior due to its origin at the University of Minnesota and Federal Reserve-Minneapolis (Robertson and Tallman, 1999) .
The Minnesota prior assumes that the vector-time series is a collection of independent random walks (Ingram and Whiteman, 1994) . This paper uses a modified version of Litterman-Minnesota prior, known as the Normal-Wishart prior. In this case, the assumption of a fixed and diagonal variance-covariance matrix is loosened (see IHS Eviews, 2012 for detailed mathematical specification).Using a matrix notation for regression analysis, the estimator co-efficient matrix � or � is given by the following formulae.
Under a Normal-Wishart prior,
where l is order of lag As in previous section, Eq (3) can be compared with a conventional OLS estimation given by,
The list and range of various hyper-parameters used in this prior is presented in Table 1 (reproduced from Brandt and Freedman, 2006) . The BVAR model was executed using the same set of variables as in VAR approach. The model was executed using a second order lag structure. The BVAR forecast of New Jersey electricity demand is shown in Figure 8 -9. 
Forecasting Error Analysis
For the purpose of forecast error analysis, the paper relies on the R/ECON-2011 estimates as the benchmark or the "gold standard" estimate. R/ECON is an integrated econometric model of New Jersey's economy
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. It is comprised of over 300 equations which are solved simultaneously (also see CEEEP, 2011). R/ECON estimates of electricity demand are available sector-wise for New Jersey till 2030
on an annual basis. The formulaic definitions of the various forecast error terms are listed below:
• = � Where D t = actual measure and F t = forecasted measure at time t. was carried on a relatively shorter horizon of one year. Hence ARMAX is seen to be better positioned to handle forecasts at a short term horizon. On the other hand, VAR and BVAR approaches are more suited for a medium to long term forecast horizon.
Policy Implications
From Figures 4 to 9, it is possible to posit an overall trend of electricity demand in the future. It should be noted that forecast was executed under a business-as-usual scenario (BAU) without any type of impact shocks
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. Some of the key policy implications are listed below,
• The rate of increases for total electricity demand is expected to range from 1.0 -1.15% for the years 2010-30. This is more or less in tandem with the actual historic growth rate of 1.11% for the years 1990-2010.
• In 2030, the annual demand is projected to be in the range of 94,000-108,000 GWh. The increase is projected to be around 30-35% from today's demand at around 80,000 GWh.
• The increase in electricity demand is primarily driven by increase in residential and commercial sectors. Residential and commercial sector demand is expected to grow at an annual rate of 1.2% and 1.4% respectively from 2010-2030. The industrial sector consumption is set to decline drastically in the future.
• • By 2030, the commercial sector's share of the total demand is expected to reach more than 55%. The residential will account for around 40% of the consumption, with the industrial sector 12 It is possible to model the demand forecast under some kind of an impulse response function (such as an economic recession or stringent energy conservation etc.). Since prediction of policy changes or business cycles is beyond the scope of this paper, BAU forecasts were primarily used in this paper.
accounting for the rest. The share of transportation sector is flat throughout the period of forecast at 0.01%.
• The change in sectorial proportions is expected to bring about a rationalization of retail tariff rates. Presently, the residential sector pays the highest rate of tariff followed by the commercial, the industrial and the transportation sectors (in descending order). With the commercial sector poised to emerge as the dominant sector in the future, the retail price gap between the residential and commercial sector could reduce to maintain the revenue levels for generators.
Conclusion
This paper describes in detail the steps involved in producing electricity demand forecast using ARMAX, VAR and BVAR approach. The forecast presented in this paper suggest a steady increase in New Jersey's electricity demand for the next two decades. For the period from 2010-2030, the demand is expected to increase at an average annual rate of 1.0-1.15%. In this paper all three approaches tend to overestimate the monthly demand estimates. ARMAX seems to be inapt for long-term forecasting due to its high MAPE/RMSE rates. The VAR-BVAR approach seems to be more appropriate for the long-term forecasting due to its lower MAPE/RMSE values. VAR/BVAR models are increasingly used for forecasting in corporate and policy settings. The application of VAR/BVAR approaches to electricity demand forecasting is relatively new and untested. It is hoped that this paper will inform more accurate modeling of electricity demand on a medium-to long-term basis.
