We identify a fundamental issue in the popular Stochastic Neighbour Embedding (SNE and t-SNE), i.e., the "learned" similarity of any two points in high-dimensional space is not defined and cannot be computed. It underlines two previously unexplored issues in the algorithm which have undermined the quality of its final visualisation output and its ability to process large datasets. The issues are: (a) the reference probability in high-dimensional space is set based on entropy which has undefined relation with local density; and (b) the use of data independent kernel which leads to the need to determine n bandwidths for a dataset of n points. This paper establishes a principle to set the reference probability via a data-dependent kernel which has a well-defined kernel characteristic that linked directly to local density. A solution based on a recent data-dependent kernel called Isolation Kernel addresses the fundamental issue as well as its two ensuing issues. As a result, it significantly improves the quality of the final visualisation output and removes one obstacle that prevents t-SNE from processing large datasets. The solution is extremely simple, i.e., simply replacing the existing data independent kernel with Isolation Kernel, leaving the rest of the t-SNE procedure unchanged.
Introduction and Motivation
t-SNE (Maaten and Hinton, 2008) has been a successful and popular dimension reduction method for visualisation. It aims to preserve the similarities in the transformed lowdimensional space as those in the given high-dimensional space, based on KL divergence. The original SNE (Hinton and Roweis, 2003) employs a Gaussian kernel to measure similarity in both the high and the low-dimensional spaces. t-SNE replaces the Gaussian kernel with the distance-based similarity (1+d ij ) 2 (where d ij is the distance between instances i and j) in low-dimensional space, while retaining the Gaussian Kernel for the high-dimensional space. The distance-based similarity has a heavy-tailed distribution that alleviates issues related to far points and optimisation in SNE (Maaten and Hinton, 2008) .
Because Gaussian Kernel is independent of data distribution, this requires t-SNE to fine-tune a bandwidth of the Gaussian kernel centred at each point in the given dataset in order to adjust the similarity locally. In other words, t-SNE must determine n bandwidths for a dataset of n points. This is accomplished by using a heuristic search with a single global parameter called perplexity such that the Shannon entropy is fixed for all probability distributions at all points in adapting each bandwidth to the local density of the dataset.
As the perplexity can be interpreted as a smooth measure of the effective number of neighbours (Maaten and Hinton, 2008) , the method can be interpreted as using a userspecified number of nearest neighbours (aka kNN) in order to determine the n bandwidths (see the discussion section for more on this point.)
Whilst there is only one user-specified parameter, it does not hide the fact that n (internal) parameters need to be determined. This becomes the first obstacle in dealing with large datasets. In addition, the relationship between bandwidth and local density is undefined in the current formulation. This is despite the fact that a few papers (Hinton and Roweis, 2003; Maaten and Hinton, 2008; Pezzotti et al., 2016) have mentioned that the local neighbourhood size or bandwidth for each data point depends on its local density. No clear relationship between the bandwidth and local density has been established thus far.
The contributions of this paper are:
(1) Identifying a fundamental issue for both SNE and t-SNE: the similarity of two points in high-dimensional space is not defined. This underlines two key issues in t-SNE that were unexplored until now, i.e., (a) the reference probability is set based on entropy which has an undefined relation with local density; and (b) the use of data independent kernel leads to the need to determine n bandwidths for a dataset of n points;
(2) Establishing a principle in setting the reference probability in high-dimensional space in t-SNE via a data-dependent kernel which has a well-defined kernel characteristic that linked directly to local density;
(3) Proposing a generic solution based on the principle that simply replacing the data independent kernel with a data-dependent kernel, leaving the rest of the procedure unchanged. The use of data-dependent kernel resolves the two issues: (a) set the reference probability which is inversely proportional to local density; and (b) determine one global parameter only instead of n local parameters. This addresses the fundamental issue as well as its two ensuing issues; (4) Analysing the advantages and disadvantages of the proposed solution.
Two net effects of using a data-dependent kernel are that it enables t-SNE to deal with:
(i) high-dimensional datasets more effectively, especially in sparse datasets.
(ii) large datasets because of its reliance on the number of parameters which is equal to the number of data points when a data independent kernel is used.
In a recent development, a data-dependent kernel called Isolation Kernel Ting et al. (2018) ; Qin et al. (2019) has been shown to adapt its similarity to local density, i.e., two points in the sparse region are more similar than two points of equal inter-point distance in the dense region. We investigate the use of Isolation Kernel in t-SNE, and examine its impact.
Impact of the issues in t-SNE
The impact of the t-SNE's fundamental issue as well as its ensuing two issues can produce misleading mappings which do not reflect the structure of the given dataset in high dimension. Two examples are given as follows:
(i) Misleading (dis)association between clusters of different subspaces. The first row in Table 1 highlights the impact when the Gaussian kernel is used: t-SNE is unable to identify the joint component of the (first) three clusters in different subspaces which share the same mean only but nothing else. 1
In contrast, the same t-SNE algorithm employing the proposed Isolation Kernel (instead of Gaussian Kernel) produces the mapping which depicts the scenario in high dimension well: the three clusters are well separated and yet they share some common pointm, shown in the second row in Table 1 . Table 1 : Visualisation results of the t-SNE using Gaussian kernel and Isolation Kernel on a 50-dimensional dataset with 5 subspace clusters.
Gaussian Kernel (a) perplexity = 50 (b) perplexity = 250 (c) perplexity = 500
Isolation Kernel
1. The synthetic 50-dimensional dataset contains 5 subspace clusters. Each cluster has 250 points, sampled from a 10-dimensional Gaussian distribution with the other 40 irrelevant attributes having zero values; but these 4 × 10 attributes are relevant to the other four Gaussian distributions. In other words, no clusters share a single relevant attribute. In addition, all clusters have significantly different variances (the variance of the 5th cluster is 625 times larger than that of the 1st cluster). The first three clusters share the same mean; but the last two have different means. The five clusters have distributions: [400, 256] and N [500, 625] in each dimension
(ii) A highly concentrated cluster is depicted as having some other structure. Table 2 compares the visualisation results of the two kernels on a dataset having a highly concentrated cluster with 250 noise points in subspaces. 2
Using Gaussian kernel, points belonging to the concentrated cluster are in a ring. In this case, using a large perplexity value may help, as shown in Figure ( c) in Table 2 .
In contrast, Isolation Kernel always produces mappings which do not modify the structure of the concentrated cluster, independent of the parameter used, as shown in Table 2 . Gaussian Kernel (a) perplexity = 50 (b) perplexity = 100 (c) perplexity = 500
The rest of the paper is organised as follows. Related work is described in Section 3. The current t-SNE and its fundamental issue are provided in Section 4. We present the proposed change in t-SNE using Isolation Kernel and a principle of setting the reference probability in Section 5 and Section 6, respectively. The empirical evaluation is given in Section 7, followed by discussion and conclusions in the last two sections. SNE (Hinton and Roweis, 2003) and its variations have been widely applied in dimensionality reduction and visualisation. In addition to t-SNE (Maaten and Hinton, 2008) , which is one of the most famous visualisation methods, many other variations have been proposed to improve SNE in different aspects.
Related work
2. The 250-attribute dataset contains 550 points located at the origin and 250 noise points. Each noise point has randomly selected 100 attributes having value 1, and the rest of the attributes having 0.
There are some improvements based on revised Gaussian Kernel functions in order to get better similarity measurements. Cook et al. (2007) proposes a symmetrised SNE, Yang et al. (2009) enable t-SNE to accommodate various heavy-tailed embedding similarity functions; and Van Der Maaten and Weinberger (2012) propose an algorithm based on similarity triplets of the form "A is more similar to B than to C" to model the local structure of the data more effectively.
Based on SNE and the concept of information retrieval, NeRV (Venna et al., 2010 ) uses a cost function to trade-off between precision and recall of "making true similarities visible and avoiding false similarities", when projecting data into 2-dimensional space for visualising similarity relationships. Unlike SNE which relies on a single Kullback-Leibler divergence, NeRV uses a weighted mixture of two dual Kullback-Leibler divergences in neighbourhood retrieval. Furthermore, JSE (Lee et al., 2013) enables t-SNE to use a different mixture of Kullback-Leibler divergences, a kind of generalised Jensen-Shannon divergence, to improve the embedding result.
To reduce the runtime of t-SNE, Van Der Maaten (2014) explores tree-based indexing schemes and uses the Barnes-Hut approximation to reduce the time complexity to O(N log(N )). This gives a trade-off between speed and mapping quality. To further reduce the time complexity to O(n), Linderman et al. (2019) utilise a fast Fourier transform to dramatically reduce the time of computing the gradient during each iteration. The method uses vantage-point trees and approximate nearest neighbours in dissimilarity calculation with rigorous bounds on the approximation error.
There are some works focusing on analysing the heuristics methods for solving nonconvex optimisation problems for the embedding (Linderman and Steinerberger, 2017; Shaham and Steinerberger, 2017) . Recently, Arora et al. (2018) theoretically analyse this optimisation and provide a framework to make clusterable data visually identifiable in the 2-dimensional embedding space. These works are not related to similarity measurements; therefore not directly relevant to work reported here.
All the above methods do not question the suitability of Gaussian kernel in SNE or t-SNE. We argue that the issues, mentioned in Sections 1 and 2, have their root cause in Gaussian kernel. Since the aim is to have a data-dependent kernel, they can be easily overcome by using a recently introduced data-dependent kernel called Isolation Kernel, instead of spending effort in remaking data independent Gaussian kernel data-dependent. We describe the current t-SNE and the proposed change in t-SNE in the next two sections.
Current t-SNE
We describe the pertinent details of t-SNE here.
Given a dataset D = {x 1 , . . . , x n } in R d . The similarity between x i and x j is measured using a Gaussian Kernel as follows:
t-SNE computes the conditional probability p j|i that x i would pick x j as its neighbour as follows:
The probability p ij , a symmetry version of p j|i , is computed as:
Given a fixed perplexity value p, t-SNE performs a binary search for the best value of σ i such that P erp(P i ) = p defined as
Where H(P i ) is the Shannon entropy:
The perplexity is a smooth measure of the effective number of neighbours, similar to the number of nearest neighbours k used in KNN methods (Hinton and Roweis, 2003) . Thus, σ i is adapted to the density of the data, i.e., it becomes smaller for denser data since the k-nearest neighbourhood is smaller. In addition, Maaten and Hinton (2008) point out that there is a monotonically increasing relationship between perplexity and the bandwidth σ i .
Notice that the similarity between two points in high-dimensional space is not and cannot be defined based on the above formulation.
The aim of t-SNE is to map
where d d such that the similarities between points are preserved as much as possible from the high-dimensional space to the low-dimensional space. As t-SNE is meant for a visualisation tool, d = 2 usually.
The similarity between x i and x j in the low dimension space is measured as:
and the corresponding probability is defined as:
The distance-based similarity s is used because it has heavy-tailed distribution, i.e., it approaches an inverse square law for large pairwise distances. This means mapped points which are far apart have p ij which are almost invariant to changes in the scale of the low-dimensional space (Maaten and Hinton, 2008) .
Note that the probability is set to p ii = 0; so as p ii = 0. The location of each point x ∈ D is determined by minimising a cost function based on the (non-symmetric) Kullback-Leibler divergence of the distribution P from the distribution P :
The use of the Gaussian kernel K sharpens the cost function in retaining the local structure of the data when mapping from the high-dimensional space to the low-dimensional space.
Algorithm 1 t-SNE(D, P erp)
Require: D -Dataset {x 1 , . . . , x n }; P erp -Perplexity 1: Determine σ i for every
4: Compute low-dimensional D and p ij which minimise the KL divergence 5: Output low-dimensional data representation D = {x a , . . . , x n }
The procedure of t-SNE is provided in Algorithm 1. Because K is data independent, its use necessitates to determine n local bandwidths for n points in order to adapt to the local structure of the data; and this search 3 is the key component that determines the success or failure of t-SNE. A gradient descent search has been used successfully to perform the search for n parameters for small datasets (Maaten and Hinton, 2008) . For large datasets, however, the need for n-parameter search poses a real limitation in terms of finding appropriate settings for the large number of parameters and the computational expense required.
While the determining n local bandwidths is an issue, there is a more fundamental issue which will be presented in the next section.
A fundamental issue in both SNE and t-SNE
A fundamental issue in SNE and t-SNE is that the 'learned' similarity of any two points in high-dimensional space is not and cannot be defined.
Both SNE and t-SNE aim to make a data independent kernel data-dependent by finding a local bandwidth of the Gaussian kernel for every point in a dataset. This fundamental issue is hidden for one key reason, i.e., the 'learned' similarity of two points in high-dimensional space does not need to be computed. This is because the probability p ij , which is a proxy to the 'learned' similarity between x i and x j , is resigned to a heuristic by summarising the asymmetry probability p j|i .
As a result, it would not be able to explain how the similarity is dependent on data distribution, i.e., the data dependency relationship cannot be established succinctly. This is not just a conceptual issue but also a practical one: it is unclear how the similarity of two points in high-dimensional space can be computed, after all local bandwidths of Gaussian kernel have been determined.
Note that p ij does not reflect the resultant data-dependent similarity because the data dependency characteristic of p ij cannot be ascertained. This is troubling because the aim is purportedly based on the similarity which is represented by the conditional probability, i.e., "find a low-dimensional data representation that minimises the mismatch between p j|i and q j|i " (Maaten and Hinton, 2008 ). Yet the 3. 'A binary search for the value of σi that makes the entropy of the distribution over neighbours equal to log K, where K is the effective number of local neighbours or "perplexity". ' (Hinton and Roweis, 2003) Another view is: adjust all bandwidths such that all i have the same entropy: log(K) = − n j=1 σij log σij.
'learned' similarity between two points in high-dimensional space is not defined and cannot be computed. This fundamental issue underlines the two key issues in the procedure, described in Section 1: (a) setting the reference probability has no clear basis without a well-defined similarity, despite the use of entropy; and (b) the need to set n bandwidths for a dataset of n points.
We show in the next section that, by using a well-defined data-dependent similarity called Isolation Kernel that addresses the fundamental issue due to the use of the Gaussian kernel, it resolves the two key issues.
The proposed change: t-SNE with Isolation Kernel
Since t-SNE needs a data-dependent kernel, we propose to use a recent data-dependent kernel called Isolation Kernel (Ting et al., 2018; Qin et al., 2019) to replace the data independent Gaussian kernel in t-SNE.
Isolation Kernel is a perfect match for the task because a data-dependent kernel, by definition, adapts to local distribution. The kernel replacement is conducted in the component in the high-dimensional space only, leaving the other components of the t-SNE procedure unchanged.
The pertinent details of Isolation Kernel (Ting et al., 2018; Qin et al., 2019) are provided below.
Let D = {x 1 , . . . , x n }, x i ∈ R d be a dataset sampled from an unknown probability density function x i ∼ F . Moreover, let H ψ (D) denote the set of all partitionings H that are admissible under the dataset D, where each H covers the entire space of R d ; and each of the ψ isolating partitions θ[z] ∈ H isolates one data point z from the rest of the points in a random subset D ⊂ D, and |D| = ψ.
Definition 1 For any two points x, y ∈ R d , Isolation Kernel of x and y wrt D is defined to be the expectation taken over the probability distribution on all partitionings H ∈ H ψ (D) that both x and y fall into the same isolating partition θ[z] ∈ H, z ∈ D:
where 1(·) is an indicator function.
In practice, Isolation Kernel K ψ is constructed using a finite number of partitionings H i , i = 1, . . . , t, where each H i is created using D i ⊂ D:
where θ is a shorthand for θ [z] . ψ is the sharpness parameter and the only parameter of the Isolation kernel. As Equation (4) is quadratic, K ψ is a valid kernel. The larger ψ is, the sharper the kernel distribution. It is a function similar to σ in the Gaussian kernel, i.e., the smaller σ is, the narrower the kernel distribution. The key difference is that Isolation Kernel adapts to local density distribution; but Gaussian kernel is independent of the data distribution.
The proposed t-SNE is to simply replace K with K ψ in defining p j|i , i.e.,
The rest of the procedure of t-SNE remains unchanged. The procedure of t-SNE with Isolation Kernel is provided in Algorithm 2. Note that the only difference between the two algorithms is the first two lines.
Algorithm 2 IK-t-SNE(D, ψ)
Require: D -Dataset {x 1 , . . . , x n }; ψ -sharpness parameter of Isolation 
A principle of setting the reference probability
Here we provide a principle approach through Isolation Kernel which has the following well-defined characteristic: two points in a sparse region are more similar than two points of equal inter-point distance in a dense region (Ting et al., 2018) . Using a specific implementation of Isolation Kernel (see Appendix), Qin et al. (2019) have provided the following Lemma (see its proof in their paper):
Lemma 2 (Qin et al., 2019) ∀x i , x j ∈ X S (sparse region) and ∀x k , x ∈ X T (dense region) such that ∀ y∈X S ,z∈X T ρ(y) < ρ(z), the nearest neighbour-induced Isolation Kernel K ψ has the characteristic that for
where x − y is the distance between x and y; and ρ(x) denotes the density at point x.
Let p b|a be the probability that x a would pick x b as its neighbour. We provide two corollaries from Lemma 1 as follows.
such that x i is more likely to pick x j as a neighbour than x k is to pick x as a neighbour, i.e., p j|i > p |k . This is because x k in the dense region is more likely to pick a point closer than x as its neighbour, in comparison with x i picking x j as a neighbour in the sparse region, given that
, where x a , x b ∈ X A is a region in X ; andρ is an average density of a region.
Using a data-dependent kernel with a well-defined characteristic as specified in Lemma 1, we can establish that the probability that x a would pick x b , p b|a , is inversely proportional to the density of the local region.
This becomes the basis in setting a reference probability in high-dimensional space.
It is interesting to note that the statement ∀ a,b p b|a ∝ K(x a , x b ) is also true when K is a Gaussian kernel in t-SNE. But, none of the statements in Colloraries 1 and 2 can be established. This is despite the fact that t-SNE does intend to adjust the bandwidth of the Gaussian kernel locally. This is because the Gaussian kernel with local bandwidths, determined based on the entropy criterion, does not have a well-defined kernel characteristic that relates to local density.
Summary
In a nutshell, the fundamental issue of SNE and t-SNE is: the 'learned' similarity of two points in high-dimensional space is not defined, despite their use of Gaussian kernel having local bandwidth σ i centred at point x i . In fact, it is unclear how the similarity of two points can be computed, after all local bandwidths of Gaussian have been determined. In addition, setting the reference probability has no clear basis without a well-defined similarity, despite the use of entropy.
The use of Isolation kernel in t-SNE brings about two key benefits: (a) Improved visualisation quality; and (b) reduced runtime of step 1 in the t-SNE algorithm. The first benefit is a direct result of better data dependency. The second is because Isolation Kernel produces a truly single global parameter only algorithm-this eliminates the need to tune n bandwidths (internally). For a large dataset, it is infeasible to estimate the large number of bandwidths with an appropriate degree of accuracy. We verify these two benefits in an empirical evaluation, reported in the next section.
Empirical Evaluation
We present the evaluation measures used in the first subsection. The empirical evaluation results and the runtime comparison are provided in the next two subsections.
Evaluation measures
We used a qualitative assessment R(k) to evaluate the preservation of k-ary neighbourhoods (Lee and Verleysen, 2009; Lee et al., 2013 Lee et al., , 2015 , defined as follows:
where
and kN N (x) is the set of k nearest neighbours of x; and x is the corresponding lowdimensional (LD) point of the high-dimensional (HD) point x. R(k) measures the k-ary neighbourhood agreement between the HD and corresponding LD spaces. R(k) ∈ [0, 1]; and the higher score, the better the neighbourhoods preserved in LD space. In our experiments, we recorded the assessment with K ∈ {0.01n, 0.03n, ..., 0.99n} and produced the curve, i.e., K vs R(k).
To aggregate the performance over different k-ary neighbourhood, we calculate the area under the R(k) curve in the log plot (Lee et al., 2013) as:
AUC RN X assesses the average quality weighted by k, i.e., errors in large neighbourhoods with large k contribute less than that with small k to the average quality.
In addition, the purpose of many methods of dimension reduction is to identify HD clusters in the LD space such as in a 2-dimensional scatter plot. Since all the datasets we used for evaluation have ground truth (labels), we can use measures for clustering validation to evaluate whether all clusters can be correctly identified after they are projected into the LD space. Here we select two popular indices of cluster validation, i.e., Davies-Bouldin (DB) index (Davies and Bouldin, 1979) and Calinski-Harabasz (CH) index (Caliński and Harabasz, 1974) . Their details are given as follows.
Let x be an instance in a cluster C i which has n i instances with the centre as c i . The Davies-Bouldin (DB) index can be obtained as
where N C is the number of clusters in the dataset. Calinski-Harabasz (CH) index is calculated as
where c is the centre of dataset. Both measures take the similarity of points within a cluster and the similarity between clusters into consideration, but in different ways. These measures assign the best score to the algorithm that produces clusters with low intra-cluster distances and high inter-cluster distances. Note that the higher the CH score, the better the cluster distribution; while the lower the DB score, the better the cluster distribution.
Evaluation results
We used 20 real-world datasets with different data sizes and dimensions to evaluate the use of Isolation Kernel and Gaussian Kernel in t-SNE. 4 All algorithms used in the experiments Table 3 : Parameters and their search ranges for each kernel function.
Parameter with search range Gaussian Kernel perplexity ∈ {1, 5, 9, ..., 93, 97}; tolerance = 0.00005 Isolation Kernel ψ ∈ {0.01n, 0.05n, ..., 0.93n, 0.97n}; t = 200 were implemented in Matlab 2018b and were run on a machine with eight cores (Intel Core i7-7820X 3.60GHz) and 32GB memory. All datasets were normalised using the min-max normalisation to yield each attribute to be in [0,1] before the experiments began. The same normalisation was used on the projected datasets before calculating CH and DB scores. We report the best performance of each algorithm with a systematic parameter search with the range shown in Table 3 . 5 Table 4 shows the results of the two kernels used in t-SNE. Isolation Kernel performs better on 18 of 20 datasets in terms of AU C RN X , which means that Isolation Kernel enables t-SNE to preserve the local neighbourhoods much better than Gaussian kernel. With regard 5. The original t-SNE paper says that "the performance of SNE is fairly robust to changes in the perplexity, and typical values are between 5 and 50" (Maaten and Hinton, 2008) .
to the cluster quality, Isolation Kernel performs better than Gaussian kernel on 17 out of 20 datasets in terms of both DB and CH. Notice that when the Gaussian kernel is better, the performance gaps are usually small in all three measures. Overall, Isolation Kernel is better than Gaussian Kernel in 15 out of 20 datasets in all three measures; but no datasets in which the reverse is true.
It is worth mentioning that the extremely high-dimensional datasets News20 and Rcv1 are very sparse where nearly 99% attribute have zero values. Although Isolation kernel performed slightly worse in terms of AU C RN X on these two datasets, it significantly improved the cluster structure obtained by Gaussian kernel in terms of both DB and CH.
We compare the visualisation results of News20 and Rcv1, i.e., the two datasets having the highest numbers of attributes, in Table 5 and Table 6 , respectively. It is interesting to note that t-SNE using Isolation kernel having a small ψ produces better visualisation results having more separable clusters than those using Gaussian kernel with high perplexity. Table 5 : Visualisation result of t-SNE on News20.
Gaussian Kernel (a) perplexity = 31 (b) perplexity = 910 (c) perplexity = 7000
Table 5(f) shows an interesting visualisation result which deserves further investigation. We selected the centre point c in LD space as a reference point, and computed the average number of non-zero HD attributes of all points inside/outside of LD ball centred at c. Figure  1 shows the results. It is interesting to note that, of all points within (and also outside) the LD ball, the average number of non-zero HD attributes generally increases as the radius of the LD ball increases. t-SNE using Isolation Kernel produces a structure where points having a low number of non-zero attributes are clustered at the centre; and points away from the centre has an increasingly higher number of non-zero attributes 6 .
6. The attributes values in News20 are real values which are different from the synthetic dataset used in Table 2 . Gaussian Kernel (a) perplexity = 13 (b) perplexity = 97 (c) perplexity = 7000
Isolation Kernel 
Runtime comparison
The computational complexities of the two kernels used in t-SNE are shown in Table 7 . Generally, all these kernels have quadratic time and space complexities. However, the Gaussian kernel in the original t-SNE needs a large number of iterations for search the optima local bandwidth for each point.
Figure 2 presents the two runtime comparisons of t-SNE comparing the two kernels on a synthetic dataset. Figure 2(a) shows that the Gaussian kernel is much slower than Isolation kernel in similarity calculations.This is mainly due to the search required to tune n bandwidths in step 1 of the algorithm. Figure 2(b) shows the runtimes of the mapping process in step 4 of Algorithms 1 and 2 which is the same for both algorithms; and it is not surprising that the runtimes are about the same in this step, regardless of the kernel employed. Table 7 : Time and space complexities of computing the similarity using different kernels in t-SNE. r is the number of iterations used for bandwidth search for Gaussian kernel; and m is the number of iterations in t-SNE mapping which is the same regardless of the kernel employed. 
Time complexity Space complexity Gaussian Kernel
O(dn 2 + rn 2 ) O(n 2 ) Isolation Kernel O(dn 2 + tψn 2 ) O(n 2 + tψ) t-SNE Mapping O(mn 2 ) O(n
Discussion
The proposed idea can be applied to variants of stochastic neighbour embedding, e.g., NeRV (Venna et al., 2010) and JSE (Lee et al., 2013) since they employ the same algorithm procedure as t-SNE. The only difference is the use of variants of the cost function, i.e., type 1 or type 2 mixture of KL divergences.
Recall that the first step of t-SNE may be interpreted as using kNN to determine the n bandwidths of Gaussian Kernel. There are existing kNN based data-dependent kernels which adapt to local density, i.e., i) kNN kernel (Marin et al., 2018) .
The kNN kernel is a binary function defined as:
where kN N (x) is the set of k nearest neighbours of x.
ii) Adaptive Gaussian Kernel (Zelnik-Manor and Perona, 2005) .
The distance of k-th NN has been used to set the bandwidth of Gaussian Kernel to make it adaptive to local density. This was proposed in spectral clustering as an adaptive means to adjust the similarity to perform dimensionality reduction before clustering.
Adaptive Gaussian Kernel is defined as:
where σ x is the distance between x and x's k-th nearest neighbour.
However, replacing the Gaussian kernel in t-SNE with either of these kernels produce poor outcomes. For example, on the Segment and Spam datasets, the adaptive Gaussian kernel produced AUC RN X scores of 0.35 and 0.22, respectively; and the kNN kernel yielded AUC RN X scores of 0.38 and 0.28, respectively. They are significantly poorer than those produced using the Gaussian Kernel or Isolation Kernel shown in Table 4 . We postulate that this is because a global k is unable to make these kernels sufficiently adaptive to local distribution.
Conclusions
This paper identifies a fundamental issue in all algorithms which are a direct descendent of SNE, i.e., the 'learned' similarity between any two points in high-dimensional space is not defined and cannot be computed. The root cause of this issue is the use of data independent kernel to produce a data-dependent kernel implicitly.
Like many problems, once the root cause of the fundamental issue is identified, the solution is simple. In the case of t-SNE, we show that the fundamental issue can be addressed by simply replacing the Gaussian kernel with a data-dependent kernel called Isolation Kernel which has a well-defined characteristic.
We show that this significantly improves the quality of the final visualisation output of t-SNE; and it removes one obstacle that prevents t-SNE from processing large datasets.
Appendix: The nearest neighbour implementation of Isolation Kernel
We use an existing nearest neighbour method to implement Isolation Kernel (Qin et al., 2019) . It produces each H model (a Voronoi diagram) which consists of ψ isolating partitions θ, given a subsample of ψ ≥ 2 points. Each isolating partition or Voronoi cell θ ∈ H isolates one data point from the rest of the points in the subsample. The point which determines a cell is called the cell centre. The Voronoi cell centred at z ∈ D is given as:
where p (x, y) is a distance function and we use p = 2 as Euclidean distance in this paper. Figure 3 compares the contours of Isolation Kernel on two different data distributions. It shows that Isolation Kernel is adaptive to the local density. Under uniform data distribution in Figure 3a , Isolation kernel's contour is symmetric with respect to the reference point at (0.5, 0.5). In Figure 3b , however, the contour shows that, for points having equal inter-point distance from the reference point x at (0.5, 0.5), points in the spare region are more similar to x than points in the dense region to x.
While this implementation of Isolation Kernel produces its contour similar to that of an exponential kernel k(x, y) = exp(− x−y 2σ 2 ) under uniform density distribution, different implementations have different contours. For example, using axis-parallel partitionings to implement Isolation Kernel produce a contour (with the diamond shape) which is more akin to that of Laplacian kernel k(x, y) = exp(− x−y σ ) under uniform density distribution (Ting et al., 2018) . Of course, both the exponential and Laplacian kernels, like Gaussian kernel, are data independent. 
