Introduction
A classic question in graph theory is: if a graph has chromatic number d does the graph "contain" a complete graph on d vertices in some way? We know that the containment is not as a subgraph, just consider an odd cycle. In the 1940s Hajós [13] conjectured that the necessary containment was subdivision. A graph H is a subdivision of a graph G, if G contains a subgraph which is isomorphic to a graph that can be obtained from H by subdividing some of the edges. Hajós' Conjecture is true for d ≤ 4 [8] , however, Catlin [3] showed it is not true for d ≥ 7 by giving a family of counterexamples. Hajós' Conjecture remains open for d ∈ {5, 6}.
Another property to consider in trying to answer this question is graph minor. A graph H is a minor of a graph G if a graph isomorphic to H can be obtained from a subgraph of G by contracting edges. We will say G has a minor of H. In 1943, Hadwiger [12] conjectured that every loopless d-chromatic graph has a minor of K d . Hajós' Conjecture is true for d ≤ 4, so Hadwiger's Conjecture is true for these values. Wagner [20] showed that the d = 5 case of Hadwiger's Conjecture is equivalent to the Four Color Theorem, and Robertson, Seymour, and Thomas [19] proved the case when d = 6; the cases d ≥ 7 are still open.
Given the difficulties in proving (or disproving) Hadwiger's Conjecture, we choose to explore a different type of containment, namely, graph immersion. The concept of immersion was introduced by Nash-Williams [17] , as a weakening of graph subdivision, when he conjectured that for every countable sequence G i (i = 1, 2, . . .) of graphs, there exist j > i ≥ 1 such that there is an immersion of G i in G j . This conjecture was proved by Robertson and Seymour in [18] . The well-quasi-ordering of graphs by immersion has also been discussed in [11, 14, 16] . Immersions in digraphs have been studied in [4] and [7] , and immersion in other contexts can be found in [1, 9] and [10] . In this paper we will consider immersions of complete graphs.
All graphs in this paper are simple unless otherwise stated. We will follow the notation of West in [21] .
Definition 1.1. [2]
A pair of adjacent edges uv and vw, w = u, is lifted by deleting the edges uv and vw and adding the edge uw.
Definition 1.2. [2] We say a graph H is immersed in a graph G if and only if a graph isomorphic to H can be obtained from G by lifting pairs of edges and taking a subgraph. If a graph H is immersed in a graph G we may say G has an immersion of H.
It follows from the definition that if H is immersed in G, then the degree of any vertex in H is less than or equal to its degree in G, so in order for a d- Since any d-chromatic graph has a d-critical subgraph of minimum degree d − 1, a proof of the stronger statement that every graph with minimum degree d − 1 has an immersion of K d would imply Conjecture 1.3. Lescure and Meyniel [16] used this method to prove the conjecture for d ≤ 6, and DeVos et al. [6] The inspiration for our examples comes from the proof of Theorem 4.1 given in [6] . We will begin by describing, in general, properties of graphs with minimum degree d − 1 and no immersion of K d . We will do this by first considering a graph with an immersion of K d , and exploring where the vertices of that immersion must live within the graph. This will be our Corner Separating Lemma, which appears in Section 2. In Section 3, we will describe a general construction of docks, bays, and pods that form graphs with minimum degree d − 1 and no immersion of K d . In Section 4 we construct appropriate pods, bays, and docks. In Section 5, we compare our examples to those in [5] . We conclude with some open questions, a proof that there is an infinite class of examples that satisfy Conjecture 1.3, and a conjecture of our own in Section 6.
Corner Separating Lemma
We will begin with a lemma that is useful for determining, given an immersion, where the vertices of that immersion are located in the graph. For our purposes it will be useful to consider an equivalent definition of immersion.
Definition 2.1. [2] A graph H is immersed in a graph G if and only if there exists an injection
is a path between φ(u) and φ(v), and for all e 1 = e 2 , φ E (e 1 ) and φ E (e 2 ) are edge disjoint.
Definition 2.2. In an immersion we call image vertices under the injection corner vertices. We call vertices that are on these paths, that are not endpoints of the path, pegs.
We will argue that all corner vertices of an immersion of K d would have to be in one part of the graph. 
One can check that −x 2 +dx+2−d is positive on 1 ≤ x ≤ d−1 giving a contradiction. Therefore all of the corner vertices must be in
The following lemmas will also be useful. The Corner Separating Lemma tells us that if G has an immersion of K d , then all the corners must be in a maximally (d − 1)-edge-connected subgraph G. In the next section, we will construct graphs so that there can be no immersion of K d with all of the corners in such a subgraph.
Docks, Bays, and Pods
In general we would like to be able to construct graphs with minimum degree d − 1 and no immersion of K d . Our construction will be formed by docks, bays, and pods defined below. We will see that as long as we can find docks, bays, and pods with the desired characteristics we can create graphs of minimum degree d − 1 with no immersion of K d . The hardest part will be to find pods that satisfy the definition. In [6] the authors prove that for d ≤ 7 a graph with minimum degree d has an immersion of K d . So we will see it is impossible to find pods for d ≤ 7.
In each of the following definitions let d be a positive integer. Note that, adding a matching between the vertices of degree d − 2 may create multiple edges. When considering an immersion in a larger graph this matching in the pod will represent paths that can be lifted outside the pod to create more connections between vertices in the pod. Note that, a d-pod is connected to exactly one bay. When there is no confusion we will drop the d prefix in the terms. The corners cannot all be in a pod because by definition pods have no immersion of K d . The edges out of a pod may provide paths that can be lifted to give a maximum matching of vertices of degree d − 2 in the pod, but by definition of a pod even this is not enough to have an immersion of K d with all of the corners in the pod. Thus all of the corners must be in the dock.
If the dock has fewer than d vertices than we are done, so assume the dock as at least d vertices. If all of the corners are in the dock, then notice they cannot all be in a single bay because the bays have at most d − 2 vertices. Thus, the d corners are split between at least two bays. We must consider two cases:
(1) there is a bay with k corners where 2 ≤ k ≤ d − 2, or (2) there is at most one corner per bay. In Case 1, let B be a bay with k corners where 2 ≤ k ≤ d − 2. There are at most 2(d − 3) edges from B to neighboring bays. So, to get edge disjoint paths from the k corners to the remaining corners in the dock we would need
One can check that, the function −k 2 +dk−2d+6 is positive on the entire interval we are considering giving a contradiction. Therefore, there are not enough edge disjoint paths, and hence no immersion of
In Case 2, let B 1 be a bay with one corner. Let B n be the next bay in the clockwise direction containing a corner. Let H be the subgraph of G induced by the union of the B i , 1 ≤ i ≤ n. Then there are at most 2(d − 3) edges connecting corners in H to corners in G d − H. There are 2 corners in H so for there to be an immersion of
Thus there is no immersion of K d with all of its corners in the dock and so there is no immersion of
We now give a general construction for a d-pod with d + 1 vertices for d ≥ 8. Theorem 3.8. If P , as defined in 3.7, has three or more gadgets, then P is a d-pod.
Proof. Let P be as described with at least three gadgets. Since P is simple and
Since |A| ≤ d − 2, P satisfies the degree requirements to be a d-pod. Add a maximum matching to the vertices in A. Suppose this new graph, P + , has an immersion of K d . Notice that, since the gadgets are missing odd cycles, or have missing edges between A and B, the addition of a matching to A leaves at least one vertex in each gadget incident with two missing edges. There are at least three gadgets, so there are at least three vertices each incident with two distinct missing edges. Call these vertices x, y, and z. By Lemmas 2.4 and 2.5, P + has exactly one peg and it is not a corner, call it w. Suppose w ∈ B, then there are at least two gadgets of which w is not a part. Without loss of generality say w is not part of the gadget involving x. Then w must be used on edge disjoint paths to replace both missing edges incident with x. However, there is at most one path, in fact an edge, from w to x that is not already used in the immersion. Thus w can be used to replace at most 1 edge incident with x. So w ∈ B.
Thus, w ∈ A. Then there are at least two gadgets of which w is not a part. Without loss of generality say w is not part of the gadgets containing x and y. For there to be an immersion of K d we must use edge disjoint paths through the corner w to replace the two missing edges incident with x and the two missing edges incident with y. Without using the matching, there is one unused edge in the graph from w to x and one unused edge from w to y. Thus, to replace all four missing edges there must be a matching edge from w to x and a matching edge from w to y, a contradiction. There is at most one matching edge incident with w. Therefore, there is no immersion of
We have given general constructions for graphs with minimum degree d − 1 and no immersion of K d . In the next section we give specific examples and explore some of the characteristics of these examples.
Examples
In 2010, DeVos et al. proved Conjecture 1.3 for d ∈ {5, 6, 7} by proving the following theorem.
In the same paper they report a personal communication of an example given by Paul Seymour that shows f In this section we will give examples of pods and graphs for d ≥ 8. We will give three types of examples. In Example 4.1 we give examples with exactly one bay. The inspiration for these graphs comes from the proof of Theorem 4.1. To prove Theorem 4.1 the authors prove the following stronger statement. Note that, when two vertices have multiple edges between them we call the set of edges joining them a proper parallel class. • |V | ≥ d.
•
• There are at most d − 2 proper parallel classes, and every edge in such a parallel class is incident with u. Then there is an immersion of K d+1 in G.
They prove this theorem by supposing there is a minimal (in terms of vertices and edges) counterexample, G. They prove properties about G which lead to no such graph existing. In their proof they have a vertex u that may have degree smaller than d and whose neighbors form a complete graph on three vertices. In our initial graphs the pods will be similar to G without u. The graph P 8 is shown in Figure 1 .
Proof. We can split the vertices into two sets A and B.
Let A = {v ∈ V (P 8 ) | deg(v) = 6} and B = V (P 8 ) − A. Notice that, |A| = 3 < 6 = d − 2. The three missing paths of length 2 are gadgets because they have end vertices in B and middle vertex in A. Therefore, we can use Theorem 3.8 to conclude P 8 is an 8-pod. Proof. The K 5 is a bay because it has 5 = d − 3 < d − 2 vertices. The statement follows from Theorem 3.6. Figure 1 . An 8-pod, P 8 , dotted lines are missing edges, and a possible G 8 .
A possible G 8 is shown in Figure 1 . Notice that, the 8-pods in this figure are each added to a single vertex giving an example that is 1-vertex connected. Since the bay in G 8 is the entire K 5 the 8-pods, P 8 , may be added so that they connect to multiple vertices, and/or more pods may be added, giving different examples still satisfying Theorem 4.5. The resulting examples could be 2 or 3-vertex-connected. However, all configurations of G 8 will be 3-edge-connected. The chromatic number of G 8 is 6 and G 8 has a subgraph of K 6 .
We will build all of our examples in a similar way. We must construct G d and Note that, if d is odd there will be one vertex in P d of degree d. The graph P d , for d odd, is shown in Figure 2 , the dotted lines represent missing edges. 
Example 4.2. Examples with Multiple Bays
The examples given so far have exactly one bay in a dock. We will now consider several cases where the dock has more than one bay. Let d ≥ 8 be a fixed integer. We will use the same pods, P d , as in Definition 4.6 and will use bays labeled B 0 , . . . , B n−1 , each bay B i is isomorphic to K d−2 . We form the docks by placing n copies of K d−2 , the B i , in a circle. The idea for connecting consecutive bays, B i , is to add edges from half of the vertices in B i to half of the vertices in the next bay, B i+1 , and edges from the other half of the vertices in B i to half of the vertices in the previous bay, B i−1 . The following is a precise description of how to connect consecutive bays. Proof. We must show that we may apply Theorem 3.6. We proved in Lemma 4. , we could have more (or fewer) bays and/or more pods, P 9 . The example shown is 3-vertex-connected, but if pods are added in a different way we could have examples with vertex-connectivity 1, 2, or 3. However, the graph G n d is always 3-edge-connected. Using the d-pods P d to create a graph G with no immersion of K d will result in a graph that is at most 3-vertex-connected and exactly 3-edge-connected. Next we create graphs with larger connectivity.
Example 4.3. Examples with Greater Edge-Connectivity
First we give examples of graphs with minimum degree d − 1 and no immersion of K d that can be up to 5-vertex-connected and are exactly 5-edge-connected. To create these examples we will use the same docks as in Definition 4.9, but must modify the pods that are added to the bays. Figure 4 with the edges that connect it to a bay. A similar idea will give us examples with edge-connectivity k where d ≥ 9 and 7 ≤ k ≤ d − 2. To do this we will give a new way to construct d-pods with exactly k vertices of degree d − 2, which we will label P Example Let P be a simple graph with 11 vertices. Begin with a K 11 and remove two disjoint 3-cycles, a disjoint edge, and a disjoint path of length 2. Now P has 7 vertices of degree 8 and 4 vertices of degree 9. Let A = {v ∈ V (P ) | deg(v) = 8} ∪ {w}, where w is one of the vertices of the missing edge. Let B = V (P ) − A. Use the same docks and bays as those used for the M k d defined in 4.17. Make the bays full by copies of P where we add one edge from each vertex in A to a bay. Notice that, P is not quite a pod because we are adding edges from a vertex of degree 9 to the bays. Let this new graph be called G. Proof. G has minimum degree 8 and is 8-edge-connected by construction.
Suppose G has an immersion of K 10 . Using the Corner Separating Lemma we see that all of the corner vertices would be in the dock or in a single copy of P . We know from Theorem 3.6 that all of the corners cannot be in the dock. Suppose all of the corners are in a copy of P . Then there is exactly one peg, label the peg x. Suppose x ∈ A. The edges out of P can be used to replace at most one edge in each of the missing 3-cycles. Therefore, there are at least two vertices, say y and z, in A distinct from x that are incident with two missing edges. We know xy, xz ∈ E(G). To replace all four missing edges we must have another path from x to y and an edge disjoint path from x to z. This can only be accomplished using the edge out of P that is incident with x, but there is only one such edge. Therefore x ∈ A.
Suppose x ∈ B. Then again there is at least one vertex in A, say y, that is incident with two missing edges, each of which must be replaced by an edge disjoint path through x. However, there is only one unused edge incident with y, so at most one of these edges can be replaced, i.e. x ∈ B. Thus there is no immersion of K 10 in G. 
Comparison of Examples
We now compare our examples with those given in [5] where the authors prove the following theorem. We noted that the chromatic number of our graphs is d − 2, and our graphs have subgraphs, and thus immersions, of K d−2 . Let us consider the chromatic number of the graphs described in Theorem 5.1. We know that for each
Since G is the complement of the disjoint union of the H i we have,
In the language of these graphs, our graphs have chromatic number n − D − 2.
Since D ≥ 2 in all of the graphs in Theorem 5.1 the chromatic number of these graphs is smaller than the chromatic number of our graphs. Conjecture 1.3 is that every d-chromatic graph contains an immersion of K d . Our examples show that chromatic number d − 2 is not large enough to give an immersion of K d .
Conclusion and Open Questions
In this paper we showed for d ≥ 8 a graph with minimum degree d − 1 need not have an immersion of K d . This adds to the previous work by Lescure and Meyniel in [16] and that done by DeVos et al. in [6] by settling the cases for d = 8 and d = 9. We also gave infinite families of graphs with minimum degree d − 1 and no immersion of K d that are different than those given in [5] . The examples that we give have chromatic number d − 2 and while they do not have an immersion of K d , they have a subgraph of K d−2 . In creating this family of graphs we realized that connectivity plays a key role in this question. We were able to find graphs with minimum degree d − 1 and edge-connectivity d − 2, for d ≥ 9, with no immersion of K d . Given that our Corner Separating Lemma relies on there being at most d − 2 edges between different parts of the graph a different approach would be needed to give examples with edge-connectivity greater than d − 2. This has led us to ask the following questions.
(1) Do graphs with large connectivity have to have an immersion of a large complete graph? This would not help in proving the conjecture of AbuKhzam and Langston, since graphs with large chromatic number may have small connectivity, but might shed some light on the structure necessary to have an immersion of a large complete graph. While we have not resolved more cases of Conjecture 1.3, we note that there is an infinite class of graphs satisfying Conjecture 1.3. This can be seen by considering Hajós's Construction [13] : The following set of operations on simple graphs produce non-k-colorable graphs from non-k-colorable graphs, and in fact every nonk-colorable graph can be constructed by beginning with a K k+1 and repeating these operations.
(α) Addition of edges and/or vertices to the graph. (β) Identification of two non-adjacent vertices and deletion of the resulting multiple edges. (γ) For two graphs G 1 and G 2 and x i y i ∈ E(G i ), deletion of x 1 y 1 and x 2 y 2 , addition of the new edge y 1 y 2 , and identification of the vertices x 1 and x 2 . The above statement and a proof appear in [15] . Given this construction a possible approach to proving Conjecture 1.3 is to show that immersion is preserved by the operations. Proof. Let G be a graph with an immersion of K d . Adding edges and/or vertices to this graph does not change the immersion of K d . Thus, (α) preserves the immersion.
Let G 1 and G 2 be graphs, each of which has an immersion of K d . Let x 1 y 1 ∈ E(G 1 ) and x 2 y 2 ∈ E(G 2 ). Let H be the graph obtained by applying (γ).
If there is a path P 1 from x 1 to y 1 in G 1 − x 1 y 1 , then there is an immersion of K d in H using the immersion of K d in G 2 and replacing x 2 y 2 by P 1 + y 1 y 2 , if necessary.
Similarly, if there is a path P 2 from x 2 to y 2 in G 2 − x 2 y 2 , then there is an immersion of K d in H using the immersion of K d in G 1 and replacing x 1 y 1 by P 2 + y 1 y 2 , if necessary.
If there is no P 1 in G 1 − x 1 y 1 and no P 2 in G 2 − x 2 y 2 , then x 1 y 1 is a cut-edge in G 1 and x 2 y 2 is a cut-edge in G 2 . Since these are cut-edges the Corner Separating Lemma tells us that the corners in the immersion of K d in G i are all on one side of the graph, i.e. the immersion does not use the edge x i y i (i ∈ {1, 2}). Thus, the immersions of K d in G i are immersions of K d in H (i ∈ {1, 2}).
This lemma tells us that the class of non-k-colorable graphs obtained from applying operations (α) and (γ), starting with a K k+1 , satisfy Conjecture 1.3. To prove Conjecture 1.3, one would have to prove that immersions of K d are preserved by the operation (β). Proving this seems quite complicated. Since (β) is the identification of any two non-adjacent vertices, if two non-adjacent corners are identified we would need to show that another vertex in the new graph could become a corner. It seems that, while applying (α) and (γ) result in a graph with a very similar immersion to the original graph (or graphs), applying (β) could result in a very different immersion than that in the original graph.
Finally, we conclude with a conjecture. In [5] the authors prove 
