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Abstract
Let G be a graph. For S ⊂ V (G), let ∆k(S) denote the maximum value of the degree sums of the subsets of S of order k. In
this paper, we prove the following two results. (1) Let G be a 2-connected graph. If ∆2(S) ≥ d for every independent set S of
order κ(G)+ 1, then G has a cycle of length at least min{d, |V (G)|}. (2) Let G be a 2-connected graph and X a subset of V (G). If
∆2(S) ≥ |V (G)| for every independent set S of order κ(X)+ 1 in G[X ], then G has a cycle that includes every vertex of X . This
suggests that the degree sum of nonadjacent two vertices is important for guaranteeing the existence of these cycles.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we only consider finite undirected graphs without loops or multiple edges. For standard graph-
theoretic terminology not explained in this paper, we refer the reader to [4]. We denote the degree of a vertex x in a
graph G by dG(x). Let α(G) and κ(G) be the independence number and the connectivity of a graph G, respectively.
We often simply write α and κ instead of α(G) and κ(G), respectively.
Among many sufficient conditions for a graph to be hamiltonian, the following two sufficient conditions are
essential.
Theorem 1.1 (Ore [12]). Let G be a graph of order n ≥ 3. If dG(x) + dG(y) ≥ n for every pair of nonadjacent
vertices x and y, then G is hamiltonian.
Theorem 1.2 (Chva´tal and Erdo˝s [6]). Let G be a 2-connected graph with α ≤ κ . Then G is hamiltonian.
First, we consider a lower bound to the length of a longest cycle. Bermond and Linial, independently, gave a
generalization of Theorem 1.1.
Theorem 1.3 (Bermond [1] and Linial [11]). Let G be a 2-connected graph. If dG(x)+ dG(y) ≥ d for every pair of
nonadjacent vertices x and y, then G has a cycle of length at least min{d, |V (G)|}.
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In 1985, Fournier and Fraisse proposed a common generalization of Theorems 1.2 and 1.3, which was conjectured
by Bondy [3]. For S ⊂ V (G) with S 6= ∅, let d(S) denote the average value of the degrees of the vertices in S.
Theorem 1.4 (Fournier and Fraisse [10]). Let G be a 2-connected graph. If 2d(S) ≥ d for every independent set S
of order κ + 1, then G has a cycle of length at least min{d, |V (G)|}.
We introduce a new notation and improve Theorem 1.4. For S ⊂ V (G) with S 6= ∅, let
∆k(S) = max
{∑
x∈X
dG(x): X is a subset of S of order k
}
.
We often write ∆(S) instead of ∆1(S).
Theorem 1.5. Let G be a 2-connected graph. If ∆2(S) ≥ d for every independent set S of order κ + 1, then G has a
cycle of length at least min{d, |V (G)|}.
Since ∆2(S) ≥ 2d(S) for any S ⊂ V (G), Theorem 1.5 is stronger than Theorem 1.4.
Next, we consider a cycle through specified vertices. Shi and Fournier generalized Theorems 1.1 and 1.2,
respectively. For X ⊂ V (G), we write as G[X ] the subgraph of G induced by X .
Theorem 1.6 (Shi [13]). Let G be a 2-connected graph on n vertices and X a subset of V (G). If dG(x)+dG(y) ≥ n
for every pair of nonadjacent vertices x and y in G[X ], then G has a cycle that includes every vertex of X.
Theorem 1.7 (Fournier [9]). Let G be a 2-connected graph and X a subset of V (G). If α(G[X ]) ≤ κ(G), then G
has a cycle that includes every vertex of X.
Theorem 1.7 is an improvement of the following theorem due to Dirac.
Theorem 1.8 (Dirac [7]). Let G be a 2-connected graph and X a subset of V (G). If |X | ≤ κ(G), then G has a cycle
that includes every vertex of X.
In 1997, Broersma et al. gave an improvement of Theorem 1.7. If G[X ] is not complete, we denote by κ(X) the
minimum cardinality of a set of vertices of G separating two vertices of X in G. Note that κ(G) ≤ κ(X) for a graph
G and X ⊂ V (G).
Theorem 1.9 (Broersma et al. [5]). Let G be a 2-connected graph and X a subset of V (G). If α(G[X ]) ≤ κ(X),
then G has a cycle that includes every vertex of X.
We prove a common generalization of Theorems 1.6 and 1.9.
Theorem 1.10. Let G be a 2-connected graph on n vertices, and X a subset of V (G). If ∆2(S) ≥ n for every
independent set S of order κ(X)+ 1 in G[X ], then G has a cycle that includes every vertex of X.
Clearly, Theorem 1.10 implies Theorem 1.6, but Theorem 1.6 does not imply Theorem 1.10. Let k, n be positive
integers with k ≥ 2 and n ≥ 2k+2. We consider the graph G1 obtained from (Kn−2k+1∪(k−1)K1)+Kk by deleting
one edge of Kn−2k+1. Let X1 = V (Kn−2k+1 ∪ (k − 1)K1). Then G1 is a 2-connected graph with κ(X1) = k, and
∆2(S) ≥ n for any independent set S of order κ(X1)+ 1 in G1[X1], and so G1 has a cycle that includes every vertex
of X1. However, G1 does not satisfy the condition of Theorem 1.6, because there exists a pair of nonadjacent vertices
x and y with dG(x)+ dG(y) ≤ n − 1.
In 2005, Flandrin et al. gave another generalization of Ore’s Theorem. This is a corollary of Theorem 1.10.
Theorem 1.11 (Flandrin et al. [8]). Let k ≥ 2, and let G be a k-connected graph on n vertices, let X1, X2, . . . , Xk
be subsets of V (G) and let X := X1 ∪ X2 ∪ · · · ∪ Xk . If for each i , i = 1, 2, . . . , k, and for each pair of nonadjacent
vertices x, y ∈ X i , dG(x)+ dG(y) ≥ n, then G has a cycle that includes every vertex of X.
Proof of Theorem 1.11. Suppose that G satisfies the assumption of Theorem 1.11, and S is an independent set in X
of order κ(X)+1. Then since κ(X)+1 > k, there exist two distinct vertices x, y ∈ S∩ X i for some i ∈ {1, 2, . . . , k}.
By the assumption of Theorem 1.11, dG(x)+ dG(y) ≥ n. Hence G satisfies the assumption of Theorem 1.10. 
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Perhaps one might suspect that the “maximum degree sum” in Theorems 1.5 and 1.10 can be changed into the
“maximum degree”. However, this is not true. Let d > k ≥ 2, and let G2 = (Kd−k+1 ∪ kK1) + Kk and let
X2 = V (Kd−k+1 ∪ kK1). Then G2 is a k-connected graph and ∆(S) = d for any independent set S of order
k + 1, but G2 has no cycle of length at least 2d . On the other hand, ∆(S) = d ≥ (d + k + 1)/2 ≥ |V (G2)|/2 for any
independent set S of order κ(X2)+ 1 in G2[X2], but G2 has no cycle that includes every vertex of X2.
2. The proofs
Before proving theorems, we prepare some notation. We denote by NG(x) the neighborhood of a vertex x in a
graph G. For X ⊂ V (G), we write NG(X) := ⋃x∈X NG(x). If there is no fear of confusion, we often identify a
subgraph H of a graph G with its vertex set V (H). A path P connecting x and y is denoted by x Py, and is called an
xy-path. For a subgraph H of G, a path x Py is called an H -path if V (x Py)∩V (H) = {x, y} and E(H)∩ E(P) = ∅.
A path x Py is called a maximal path of G if each path in G containing P equals P . Let C be a cycle in a graph
G. We write C with a given orientation as
−→
C . For x, y ∈ V (C), we denote by x−→C y a path from x to y on −→C . The
reverse sequence of x
−→
C y is denoted by y
←−
C x . For x ∈ V (C), we denote the successor and the predecessor of x on−→
C by x+ and x−, respectively. An (x, y)-lollipop is a graph C ∪ P where C is a cycle and P an xy-path such that
V (P) ∩ V (C) = {y}.
Since the following two lemmas are standard, we do not prove them in this paper.
Lemma 2.1 (Bondy [2]). Let G be a 2-connected graph and C a longest cycle of G of length at most d − 1. If x Py
is a maximal path of G such that |V (P)| > |V (C)|, then dG(x)+ dG(y) < d.
Lemma 2.2. Let G be a graph on n vertices, X a subset of V (G), and C a cycle that includes as many vertices of X
as possible. If x Py is a path of G such that |V (P) ∩ X | > |V (C) ∩ X |, then dG(x)+ dG(y) < n.
Proof of Theorem 1.5. Assume, to the contrary, that C is a longest cycle of length at most min{d, |V (G)|} − 1.
Let k = κ(G) and let H be a component of G − V (C). By Theorem 1.8, we have |V (C)| ≥ k, and hence
|NG(H)∩V (C)| ≥ k, say {v1, v2, . . . , vk} ⊂ NG(H)∩V (C), where vi 6= v j for i 6= j . Let ui be the successor of vi on−→
C and let C∪Pi be an (xi , ui )-lollipop in G, where Pi is as long as possible. The choice of C implies V (Pi )∩V (H) =
∅ and V (Pi ) ∩ V (Pj ) = ∅ for i 6= j . Consequently, {x0, x1, x2, . . . , xk} is an independent set. Let vi Qi, jv j be a
maximal C-path such that V (Qi, j ) ∩ V (H) 6= ∅ (1 ≤ i 6= j ≤ k). Then Pi, j := xi Pi ui−→C v j Qi, jvi←−C u j Pj x j is
a maximal path of G such that |V (Pi, j )| > |V (C)|. Hence, by Lemma 2.1, dG(xi ) + dG(x j ) < d for any i, j with
1 ≤ i < j ≤ k. Without loss of generality, we may assume dG(x1) = max{dG(xi ): 1 ≤ i ≤ k}. Let C ∪ P0 be
an (x0, v1)-lollipop in G, where P0 is as long as possible and x0 ∈ V (H). Note that V (P0) ∩ V (P1) = ∅. Since
P0,1 := x0 P0v1←−C u1 P1x1 is a maximal path of G such that |V (P0,1)| > |V (C)|, we have dG(x0)+ dG(x1) < d , and
so dG(x0)+ dG(xi ) < d for each i , 1 ≤ i ≤ k. Thus, dG(xi )+ dG(x j ) < d for every i, j with 0 ≤ i < j ≤ k, which
contradicts the hypothesis. 
Proof of Theorem 1.10. Let k = κ(X) and let C be a cycle that includes as many vertices of X as possible.
If C contains all vertices of X , there is nothing to prove. Hence let us suppose that there exists a vertex x0 ∈
X ∩ (V (G) − V (C)). By Menger’s theorem, there exist k internally disjoint paths x0 Pivi connecting x0 and C
(1 ≤ i ≤ k). (Refer to the proof of Theorem 7 in [5].) Without loss of generality, we may assume that v1,
v2, . . . , vk appear in consecutive order along
−→
C . The choice of C implies that V (v+i
−→
C v−i+1) ∩ X 6= ∅. Let xi
be the first vertex of X following vi on
−→
C (1 ≤ i ≤ k). Then P0,i := x0 Pivi←−C xi is a path of G such that
|V (P0,i ) ∩ X | > |V (C) ∩ X |. It follows from Lemma 2.2 that dG(x0) + dG(xi ) < n for each i , 1 ≤ i ≤ k.
On the other hand, since Pi, j := xi−→C v j Pj x0 Pivi←−C x j is a path such that |V (Pi, j ) ∩ X | > |V (C) ∩ X |, we have
dG(xi ) + dG(x j ) < n for any i, j with 1 ≤ i < j ≤ k. Thus, we obtain dG(xi ) + dG(x j ) < n for every i, j with
0 ≤ i < j ≤ k. By the choice of C , {x0, x1, x2, . . . , xk} is an independent set, which contradicts the hypothesis. 
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