it to unit variance. This procedure is then applied to each feature vector independently by computing the 24 relevant statistics on the basis of samples from the training set. Mean and standard deviation are then stored 25 for use on an independent test data.
26
If we denote the mean value of training samples from feature f by µ(X f ) and their standard deviation as 27 σ(X f ), then for a sample x f i (i = 1, . . . , M f , M f -is a number of samples of feature f ), the described 28 transformation can be calculated using the following equation:
In this research study f denotes the bandpower features calculated from 10 frequency bands defined in , 2004; Ross, 2014) .
In Eq. 2, p(x f , y) is the joint probability function of X f and Y , and p(x f ) and p(y) are the marginal 40 probability distribution functions of X f and Y respectively. In this study, x f is a vector of 10 bandpower 41 features obtained for a single event, while y is the corresponding time of delay in reaction to that event.
42
The MI criterion is known for being capable of capturing any kind of dependency between variables.
43
Use of MI-based feature selection methods have been proven to yield highly satisfactory results in many 44 approaches to EEG signal processing (Binias et al., 2016 (Binias et al., , 2018 .
45

A.3 F-regression
46
F-test statistics can be used as a criterion for ranking features. This approach utilizes univariate linear regression for testing the individual effect of the regression variables. To extract this information, the first 48 step requires that the correlation between the vector of regressors X f ∈ R M f and the vector of targets 49 Y ∈ R M f is computed, according to the following equation:
The R 2 f is then converted to an F-score to obtain the final result. If we denote the number of observations 51 as M f and the degrees of freedom as p f , then the relation between the F-score F f and R 2 f is expressed as 52 in Eq.4. 
where:
61
• X ∈ R M ×N -input data (bandpower features),
62
• Y ∈ R M -target (vector of reaction times),
63
• w 1 -L1-norm of the parameter vector,
64
• α -constant,
65
• M -number of samples,
66
• N -number of features (10 bandpower features were being used in this study).
67
The implementation of the LASSO used in this work was taken from the Python library scikit-learn and LASSO model implemented using the LARS algorithm rather than the coordinate descent scikit-learn.
72
LARS is a regression algorithm that is similar to the forward stepwise regression (Efron et al., 2004) .
73
Although its detailed description is beyond the scope of this article, some most important features of LARS 
85
86
• w 1 -L2-norm of the parameter vector,
87
• α -complexity parameter that controls the amount of shrinkage,
88
89
90
In this study, a Radial Basis Function (RBF) was used for kernel transformation. The RBF for a feature 91 vector X f ∈ R M is defined as presented in Eq.7. 
which is dual to: 
101
• e is the vector of all ones,
102
• C > 0 is the upper bound,
103
• Q ∈ R M ×M ,
104
• Q ij ≡ K(X i , X j ) = φ(X i ) T φ(X j ) is the kernel function.
