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INTRODUCTION
In most test programs component test results are 
available. It is in general a fairly easy task 
to find lower one-side confidence limits on the 
probability of failure of a chosen component. 
Either variable data or attribute (success-fail­ 
ure) data can be used. From a statistical point 
of view it is most often more desirable to use 
variable data (like pressure, temperature or 
specific impulse, etc.). From that information, 
upper one-sided confidence limits on the relia­ 
bility of the component can be secured. It is 
true, in general, that different components are 
tested under varied conditions with an unequal 
sample size. A long-standing problem of interest 
to both the engineer and statistician is: How 
can the component reliabilities at different or 
identical confidence levels be combined to find 
the system reliability at a chosen confidence 
level?
This paper addresses itself to this problem and 
examples are cited to illustrate the various 
techniques outlined.
The system reliability for a 
usually given by
/J R. ... 
lit X
'series" system is
(i)
field agree that this assumption is quite unreal­ 
istic. The mathematical description of a depend­ 
ent failure mechanism is, however, cumbersome and 
difficult at best. It is for this reason that 
statistical independence among the failures in 
subsystems is postulated.
1. APPROXIMATE SOLUTIONS
1.1 Aroian discussed a formula credited to 
Nishime which is an approximate solution. The 
solution is valid particularly for small sample 
sizes. Nishime started with the usual product 
rule, namely:
Rs = n \
where R = system reliability, and
R. = i^*1 subsystem or i"^n component 
reliability.
He assumed that R is binomially distributed with
n n 
N = 7 n. trials and s = / s. successes. Since
In the case of a "parallel" system, the system 
reliability is defined as
attribute data are used it is clear that R. , the 
subsystem or component reliability, is also bino­ 
mially distributed with parameters n^ and Sj_. 
Nishime argued that these components be weighted 
proportionally to their contribution to the system 
reliability. His weighing scheme was as follows:
- 77 (i - R,) ... (2)
Where E^ is the reliability of component or sub­ 
system i.
In a "series" system any one failure of a compo­ 
nent or subsystem will cause failure. In the 
"parallel" system all subsystems or components 
must fail in order to induce system failure. In 
a practical situation often a combination of the 
"series" and "parallel" arrangement is found.
The usual assumptions are made, one of which is 
that: Failures are statistically independent. 
By that is meant that the failure of any one com­ 
ponent or subsystem does not influence any other 
component or subsystem. Many writers in the
G = L(s,N) be the lower confidence limit for 
Rs and let G^ = L(si,n-^) be the lower confidence 
limit for the i.^ subsystem. Multiply each factor
r«
G by where
G.
Thus Nishime ! s formula becomes
L(S,H) = (-§-) n n G. ...
It will be shown that this approximation agrees 
very well with "exact" methods. A mathematical 
justification for the use of this method giving
(3)
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possible upper and lower bounds for the relia­ 
bility is not offered by Aroian . He merely 
claims that this is one possible and reasonable 
way for approximating the solution of the prob­ 
lem at hand.
1.2 Garner and Vail suggested a different 
method of weighing the factors which make up the 
product of Rs and thus of L(RS ), the lower limit 
of Rs « Before stating the details of their ap­ 
proach let us define several terms.
Let f . = the number of failures in the ith
subsystem 
s. = the number of successes in the i^*1
subsystem 
m = min (nj_, 112, •••, n^) , that is m is
the smallest sample size of the k
subsystems
s.
R. = — = a point estimate of the relia- 
i bility of i^" subsystem
(fl9 , . .., f^), that is rQ isr = max 
the largest observed number of fail­ 
ures among the k subsystems 
k
r = that is r-^ is the sum of all
to be either a success or a failure. Let g(s) 
be the number of system outcomes which result in 
exactly s successes and n -s failures, where n 
is the least number of trials for any component 
or subsystem. Now, let g represent the total 
number of possible system outcomes for n trials. 
Then p(s), the probability of "s" successes and 
n -s failures, may be calculated by
p(s) = g(s)/g, 0, 1, ...n
Connor and Wells then proposed to obtain approxi­ 
mate confidence limits by utilizing this probabil­ 
ity p(s) as a weighing factor for the binomial 
confidence limit for s successes in n trials where 
n is the minimum number of successes for any com­ 
ponent , i.e.,
## n
RL = I p(s)L(r) 
r=m-r..
(6)
the subsystem failures
Thus Connor and Wells suggested that the condi­ 
tional expectation of the confidence^limit L(r) 
is used to calculate the confidence RL for R.
l.U Lloyd and Lipow-1- presented a method attri­ 
buted to Lindstrom and Madden. The method is as 
follows: Compute
The probability of system success is estimated
by
k
R = 77
Assuming that 5 m then mRs will lie between
(U)m-rn <mR <m-r ... 1 — s — o
and the lower limit L(R ) is given bys \ /m-r m-r
L(RJ = I ° L(x) b(x) I ° b(x)
J I x=m-r,
m-x
-1
(5)
where b(x) = (m ) R X (l - R )
X S S
and L(x) = lower limit for the binomial in
observing x successes in m trials.
A numerical example is cited elsewhere in the 
paper that compares the various methods of cal­ 
culating system reliability at a specified con­ 
fidence level. It is seen therefore that the 
lower confidence limit of the various subsystems 
is weighted by the binomial probability of ob­ 
serving exactly x successes given the system 
reliability estimate Rs . Garner and Vail° used 
simulation techniques to demonstrate the feasi­ 
bility of their reliability model.
1.3 Connor and Wells proposed a method utiliz­
ing simulation similar to Garner and Vailc The
former selected their set of system outcomes by 
randomly selecting an outcome for each component
k 
R = 77 (7)
where there are f* failures in N. trials of the 
jth SyStem. If the Nj's are all equal the quan­ 
tity N(l-R) is then considered to represent the 
number of system failures F in N trials of the 
system. Then one consults tables of upper con­ 
fidence limits on failure probability-^ for N 
trials and F = N(l - R) failures, 
are all distinct then compute
If the Nj f s
N.-fk
R = 77
J=i
and the quantity Nm(l-R) = F where Nm is the min­ 
imum of the Nj. From this point the method of 
obtaining a lower confidence limit on system re­ 
liability is the same as if the sample sizes were 
equal. The results from the use of this method 
closely approximate Buehler f s original results 
assuming equal sample sizes as is shown in the 
example below.
Suppose two subsystems are considered and assume 
NI = N2 = N. The N test results from the first 
subsystem could be paired with any of the N test 
results for the second subsystem, to form N^ 
pairs, each pair representing the outcome of a 
possible "system" test; then F = N(l-R) and it is 
the expected number of pairs in which at least one 
member of the pair is a failure considering system 
tests.
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If N]_ < N2 or N2 < N]_ then the smallest sample 
size is used to calculate the number of expected 
system failures. This approach has been followed 
in our earlier discussion by other authors as 
well. Rosenblatt1 ^ suggests that this method 
tends to yield conservative estimates, especially 
when the sample size of one subsystem is much 
larger than the number of trials on other sub­ 
systems resulting in fairly different variances 
for the point estimates R-^.
2. ASYMPTOTIC SOLUTIONS
2.1 Rosenblattl5 used the estimate of R given 
by Madden and Lindstrom and treated it as a non- 
parametric statistic. Using U-statistics based 
on a publication by Hoeffding^, she derived 
approximate confidence limits for R. She assumed 
that Sm (U - R) [ a(V)]""1 is asymptotically 
normally distributed as in-**, given a(V) > 0. It 
is of course true that being a nonpars-metric sta­ 
tistic, an underlying assumption as to the dis­ 
tribution function need not be made. In the 
confidence interval for the U statistic she found 
that the variance of U was given by
Var U - R)m
-1 (8)
m being the smallest of the sample sizes of the 
various subsystems. As mentioned earlier when 
m was large, conservative estimates of R^would 
be obtained. She noted however that if R is 
close to unity, as is most often the case in 
practice, that the exact size of m is still in 
question. Thus, it is not clear what the errors 
are in using this method. Furthermore, it seems 
artificial to use a nonparametric approach when 
still several normal asymptotic assumptions aye 
necessary to establish confidence limits for R; 
in particular m-*» and m = min (n-|_...n^.) seem to 
be contradictory statements,
2.2 Madansky12 ' -^ utilized a procedure for de­ 
riving approximate confidence limits based on a 
general method for testing hypotheses. He uses 
a likelihood ratio test based on a chi-square 
criterion. This likelihood ratio test was first 
discussed by Wilks 20 and can be found in any 
standard mathematical statistics text. In his 
latest publication, Madansky1^ mentioned the 
availability of a Fortran program. But a routine 
was written that allows the assessment of system 
reliability by the authors before it was known 
that a program could be secured through Madansky 
and The Rand Corporation.
This general method for^deriving tests of hypo­ 
theses of the form f = R requires that a random 
variable Y be found whose distribution is known 
when the value of f is fixed. Let 
L(XX , X2 , ... Xn ; 8-p ... 6 n ) denote the likeli­ 
hood function, i.e.
Consider the maximum value of L as f runs over 
all possible values. This number, I^ax, will de­ 
pend on what the sample values X-j_, X2 , ... X are. 
Now consider the ratio obtained by dividing the 
likelihood function by I^^. This ratio, called 
the likelihood ratio, is utilized by Madansky to 
test the hypothesis that f(R1? . .., Rk ) = R. 
Consider, the likelihood ratio test for testing 
the composite null hypothesis:
(10)
(11)
(12)
(13)
• • • , R-^.) = R 
against the alternate hypothesis
HI: f(Rl9 ..., RR ) < R 
The likelihood ratio is given by
\ = L/Lmax
where
L = sup 77 b(x , n., R
f=r i=l x x
and
max sup 77 b(x , 
n R
1=1 111
(1*0
k is the appropriate number of subsystems, x^ is 
the number of successes in the i^*1 subsystem, n^ 
the number of trialg in the
i = xi/ni> ni
subsystem, and 
is a binomial term.
20Wilks has shown that -2 In X is distributed 
approximately as chi-square with one degree of 
freedom.
Now Madansky applied the usual procedure by in­ 
verting this test of hypothesis to obtain the 
confidence interval, ^ i.e. , his confidence region 
will be that set of R f s which are not rejected as 
null hypotheses by the likelihood ratio test when 
the level of significance is the complement of the 
confidence coefficient. Thus our confidence set 
is
R | -2 In X
R I In L - In L > ( X 7 1 2" 1 max - \*l-a,l ' (15)
We apply this confidence set to a serial structure 
function
* - k *RC = n R- •S r=l X
L = sup 
f=R
k
n1=1 f(xi ,e i ) (9)
To obtain approximate confidence limits, we must 
simplify the confidence set subject to this struc­ 
ture function.
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Now
In L = y In / nj max £ \ x^
X. In X. -
grow infinitely large at X = X^, X = X^ 9 X = 
X = n2 « Suppose a first approximation in the 
Newtori-Raphson procedure is:
In L
£ X In n. + £ (n -x.)ln(n -x ' 
j J J j J J 00
- I (n.-x.) In n
- X) -
(16)
- I X In (n -X) + I (n.-X.)ln(n.
j J 0 -'00 0
J J
-X.) -
(n -x ) In (n -X)
J J J
(17)
X = min 1-a 1 = a (22)
Let h be the initial correction to this value. 
Then
f(x) = f(a + h) = f(a) + hf'(a) +
, 2
757 f"(a + 6h), 0 <_ 6 <_ 1 (23)
If h is small enough it is permissible to neglect 
the h^ term. Therefore
f(x) = f(a + h) = f(a) + hf f (a) = 0 (2U)
Thus
Thus
In L - In L = Y X. In (l - rr-) max 5 o X
where X is a Lagrange multiplier and
(18)
Call h = h the second correction to a. Then
f(a
a2 ' al + h2 = al *
a =a _+h =a . - ^rr?———r n n-1 n n-1 f' (a .. )n-1
(25)
= 77 (19) X X n n
-I . g -I- .
X2-X (26)
The confidence region for R is
(X - X) (Xj - Xg ) 
(n. - A!)
where X-^, X2, (X-, _^ \2.} are 
that satisfy the equation
values
I X in (1 - n in (l - ) =
(20)
(21)
if X = 0, f f (X) = 0, f(X) = - -1 g' 1 = -k 
Graphically, the situation appears as
Asymptote
Equation 21 is solved by using the Newton-Raphson 
method. We obviously have four asymptotes in 
this function (if j = 1, 2). These functions
where Xi must be less than or equal to n^, but no 
other restriction is placed on size, i.e., x^ <^ nj 
but it may be true that X^ > n. , etc.
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3. A BAYESIAN APPROACH
3.1 Zimmer, Breipohl and Prairie2-^ have recently 
published some work in using this approach. The 
prior knowledge of a distribution function from 
similar tests in the past is often available and 
should be used. Recent trends in reliability 
seem to favor this approach of utilizing an a 
priori distribution. Then as test data accumu­ 
late, you would modify this distribution into 
an a posteriori distribution. Most exact solu­ 
tions depend on determination of the most proper 
ordering of subsystem, or component, results. A 
Bayesian approach is sometimes preferable. If 
this approach is utilized then the problem of 
serial confidence limits reduces to one of find­ 
ing the density function of the product of two 
or more variables. The a priori density functions 
of these variables are assumed to be known. Thus, 
in the two subsystem case,
R = R-jRp
We assume, for example, that both R.. and R2 are 
distributed uniformly over the unit square. Then 
the joint a posteriori density of R^ and Eg is
He extends this definition to the product of two 
binomial parameters, i.e., he takes
C (k ,k -a) n-n 1 2
as the set of values of C satisfying 
Prob
for all 0 <_ P ,Pg <_ 1 (29)
The set of numbers C (k.. ,kp ;a) should lead n1n2 i d
to the uniformly shortest interval possible. To 
see what is involved in constructing the shortest 
interval, consider any system of N = (n^_
numbers C (k ,k ;a). These can be ordered in n«. n,~ JL f~
a nondecreasing sequence
, (1) (1) , (2) (2)
nln2
k (30)
r/2
(27)
Using a suitable transformation one may obtain 
the a posteriori marginal density of R. It then 
remains to integrate this density function be­ 
tween limits appropriate to obtain 1 - a confi­ 
dence. For example,r. f(R)dR = 1 -
This is very similar to the approach of Springer 
and Thompson. However, the results for at least 
a few examples have proved fairly conservative.
U. EXACT SOLUTIONS
U.I Buehler^ was probably one of the first who 
investigated this problem. Considering both 
similar and dissimilar components he wanted to 
find confidence limits for parallel configura­ 
tions. Starting with the basic definition of 
confidence limits for a single parameter, he
took a set of numbers 
C for which
Cn (k;a) as the values of
Prob 0 <_ P £ C (k;a) > a (28)
where n is the number of trials, k is the number 
of failures, a is the confidence coefficient, 
and P is the probability of failure.
corresponding to one of the N! permutations of 
the number pairs. There is a unique set which 
gives the uniformly smallest interval. This set 
is given by
C k '
= sup P P 
1
B > 1 - a (31)
where B* is the binomial product term defined by
•D —"R (k^'lrB ~ ' k ' 1'2
2 / n/  v , (J) ' , (j)
77 ( ^(j) P. i (l-P,) ni"ki (32)X k * 1
Now that the requirements for the uniformly 
shortest interval have been determined, there 
remains the problem of constructing one. There 
seem to be many more-or-less reasonable ways to 
accomplish this, each of which leads to a dif­ 
ferent system of confidence intervals. Buehler 
chose an intuitive and computationally convenient 
ordering. Utilizing the Poisson approximation 
to the binomial, he generated some upper confi­ 
dence limits for the product of two binomial 
parameters. The Poisson approximation involves 
replacing
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in which A n P ,
Unfortunately, Buehler went no further than the 
product of two binomial parameters.
1 Q k.2 Steck extended the results of Buehler
from two binomial parameters to m binomial para­ 
meters. He considered other more complex cir­ 
cuits, among them parallel and series parallel. 
He let the m binomial parameters be represented
by P^, • • «Pm and made the following
definitions:
n = 
k=
(nr n2 , . . .nj
(qr -qj
where the i^ element of each vector represents 
the ith subsystem results. He also let Xj_ repre­ 
sent the random variable denoting the number of 
failures occurring in n^ trials . Then 
f(q) = f(qT, q2 5 •••%)• Now » let C(n,k;a) be 
an element of the set of upper confidence limits 
for the failure probability f(q). Then, utiliz­ 
ing this vector notation for simplicity, Steck 
applied an ordering of sample points similar to 
that of Buehler. He obtained graphs for two 
binomial parameters results at 90%, 95%, 99% 
confidence, assuming that at most one failure is 
present in each of the two populations, and both 
populations have the same sample size.
k.3 Lipow" considered the same problem as 
Buehler and Steck, but for serial systems (con­ 
sisting of k subsystems) , i.e., he modified 
Buehler ! s results such that he took
C , ..., n, (k n , ..., k , ) as the set of
values satisfying
k 
Prob | 1 - 77 (1 - P 4 ) <
< C^ (k ,...,k ;a)l > a (33) - n^g,. .. ,nk 1 k | —
In order to arrive at a "natural" ordering, Lipow 
developed a set of "inefficient" confidence limits 
and determined their ordering. These results are:
Cn n n (^ '' *' kk ;a) =
k k 
= 1 - 77 ( l-C (k.;a.)j where JJ a. = a (3k)
and are termed "inefficient" because they con­ 
sistently estimate the reliability conservatively.
Lipow9 applied Buehler ! s theorem to arrive at a 
system of uniformly smallest upper confidence 
limits with the preselected ordering. Using the 
Poisson approximation to the binomial he tabu­ 
lated the results for equal sample sizes. These 
were determined using the equation
k
where k = E k . 
J J
For unequal sample sizes the equation is:
(35)
(36)
and where ni,...,nk are large and not too differ 
ent and k is small. Tables of these and further 
results are found in References 10 and 11, re­ 
spectively. Reference 10 contains the confidence 
limits for 1,2,3, components.
k.k Schick1^ developed a method that utilizes 
both Buehler f s and Lipow 1 s^ results but removes 
severe restrictions. Equal sample sizes for the 
various subsystems as well as different number of 
failures in the subsystems are no longer mandatory. 
This is, of course, much more realistic as in 
practical experience the sample size of test re­ 
sults for the various subsystems is hardly ever 
the same. The discussion uses the enumeration 
and ordering technique first suggested by Buehler. 
The use of the Poisson approximation to the 'bino­ 
mial facilitates the numerical computations con/­ 
si derably, and with illustrative examples it is 
shown that higher system reliability results than 
either by the usual product rule or 'by Lipow's? 
method.
The results that are presented next utilize the 
Mellin integral transform in the solution to the 
problem of exact confidence limits for the product 
of N binomial parameters* Mellin transforms have
been shown to be useful In statistics in earlier 
publications, notably,, by Epstein^.
i fi 4.5 Springer and Thompson utilized the Mellin
integral transform, to determine the fiducial 
probability distribution function for the product 
of N binomial parameters.
Again, suppose the system reliability is given by
n 
R = 77 R- > then it seems logical to determine
r-i
the density function of R. Once we have this func­ 
tion, the determination of the distribution function 
is a simple matter. For given conditions H(R), the 
distribution function of R, can be tabulated using 
a digital computer. Then the lower 100? a confi­ 
dence limit is given by that value of R for which 
H(R) = 1 - a.
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To accomplish this task Mellin integral trans­ 
form theory is applied. The density function 
for one binomial parameter, R^ is the Beta 
function:
(n +1)!
t/n m It. ! ( n . - . ; !
m. „ n -m
(37)
i = 1, 2, ..., n
where nj[ is the number of subsystem tests and m^ 
is the number of successes in n. tests.
/v
Then the Mellin integral transform for E^_ may be 
expressed as:
This, in turn, may be rewritten by letting 
n = max n^, m = min m^, and combining like bino­ 
mial factors in the denominator. The resulting 
expression is
n (n.+l)! 
77 m. ! i
n-m
77
0=0
where bQ is the exponent of (s+m), b* is the 
exponent of (s+m+j).
Expanding U2 in partial fraction one obtains
K,,.
j=0
K.
(s+m+j !
J (UU)
i ^^i/ i
by the properties of the Beta function 
(n.+l)! r(s+m.)
(38)
(39)
real part of s > -m.
Since the Mellin convolution of fiCR^) and 
is precisely the p.d.f. of R]_R2 an(i repeated con­ 
volution of the p.d.f. f s is equivalent to suc­ 
cessive multiplication of the Mellin transforms, 
it follows that the Mellin transform of the p.d.f. 
h(R) of the product ft = R^R^...^ is simply the 
product of the individual transforms, i.e.
n (n.+l)! T(s+m.)n x
m. I
(Uo)
Now the Mellin inversion integral is
or in our application
where K^ is the value of the residue at the mul­ 
tiple pole of order b^.. It may be written as
/ _ N . b -k 
n (n.+l)! J
T-T 1 d
s=-(m+j)
Then solving the integral we obtain 
n-m
h(R) = Rm Rd
j=0
K 
0 !
In
ix "r1
= 0 R > 1
where n = max n^, m = min 
0 <_ bj £ 
due at t
are integers with 
n and the Kj k are the values of the resi­
he pole of order b^..
The distribution function can be obtained by inte­ 
grating U6 and is of the form
H(R) =
n-m i
R
V1
h(R) 2ivi R S <()(
s)ds ,
where the path of integration is any line parallel 
to the imaginary axis and lying to the right of
n = max n. .
n (n.+l)!
where
V =
b -k
^
'' r=0 (m+j+1) 
k = 1, 2, ..., b.
r-i-1 (U8)
Specifying n±, mi5 i = 1, 2, ... n, H(R) can be 
tabulated using a digital computer.
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5. EXAMPLE
In this section we shall compare each of these 
solutions for three distinct problems:
I. 1^ = N2 = 100; m]L = 97, m2 = 95;
a = 0.90, R = RXR2 = (.97K.95) = -9215 
II. NI = N2 = 20; m1 = 18, m2 = 19;
a = 0.90, R = i^Rg = (.95)(.90) = .8550 
III. N1 = N2 = 10; m1 = 9, m2 = 9;
a = 0.90, R = R = (.9)(-9) = .8100
I II III
HL RL RL
0.826 0.1*75 0.280
0.870 0.666 0.1*68
0.876 0.716 0.607
0.872 0.712 0.550
0.883 0.725 0.575
0.883 0.701* 0.570
0.8662 0.6728 0.510
0.8759 0.702 0.557
0.859 0.550 o.i*oi*
# * *
Lipow
Lipow9
Lipow10
Lindstrom-Madden 
Garner-Vail
Nishime
Springer-Thompson 
Conner-Wells 
Madansky 
Zimmer, et al
11
18
21
^Currently being solved by a computer 
program.
6. CONCLUSIONS
It may be stated that the Springer-Thompson 
method appears to be the best of the exact 
solutions. It avoids the major pitfall of 
determination of the ordering of sample results 
that were considered with only some degree of 
success by Buehler, Steck, and Lipow. However, 
there are minor difficulties inherent in their 
solution. For instance, consider the problem 
of large samples such as Nj_ = N2 = 100. The 
major hurdle is in the determination of the 
K4 k f s. This problem is very difficult since 
the range of the Kj k f s involved proved, at 
first trial, too large for the computer. In 
order to solve a problem involving sample 
sizes this large the machine should carry at 
least 25 digits accuracy. Unfortunately, the
Honeywell-800 and IBM-7091* both carry less than 
17 digits in double precision. So to solve this 
problem on a fixed word length machine, it was 
necessary to write a multi-word accuracy routine. 
This has been accomplished and gives results 
which are extremely accurate.
The best of the other exact solutions seems to 
be the one offered by Lipow, though for unequal 
sample sizes it is very inefficient, at best. 
Madansky T s method also requires a computer pro­ 
gram for solution but does not involve the dif­ 
ficulty that is inherent in the Springer-Thompson 
solution. Unfortunately, Madansky f s method is 
inapplicable when there are no failures, and 
should only be used for moderate reliabilities. 
This second condition is pointed out in his paper 
by Madansky 3. The normal approximation to the 
binomial, limits consideration to moderate reli­ 
abilities only.
The many approximate solutions lack rigorous 
mathematical derivations. Thus, their worth 
must be measured in comparison with each other 
and with exact solutions.
As can be noted in the example, a few calculations 
are still being performed at the time of this 
printing. The mathematically curious may, of 
course, write to the authors for the final 
calculations.
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