Collinear Spin-density-wave Order and Anisotropic Spin Fluctuations in
  the Frustrated $J_1$--$J_2$ Chain Magnet NaCuMoO$_4$(OH) by Nawa, Kazuhiro et al.
Collinear Spin-density-wave Order and Anisotropic Spin Fluctuations
in the Frustrated J1–J2 Chain Magnet NaCuMoO4(OH)
Kazuhiro Nawa,∗ Makoto Yoshida,† Masashi Takigawa, Yoshihiko Okamoto,‡ and Zenji Hiroi
Institute for Solid State Physics, The University of Tokyo, Kashiwa, Chiba 277-8581, Japan
(Dated: September 19, 2018)
The phase diagram of the quasi-one-dimensional magnet NaCuMoO4(OH) is established through
single-crystal NMR and heat-capacity measurements. The 23Na and 1H NMR experiments indicate
a spiral and a collinear spin-density-wave (SDW) order below and above Bc = 1.5-1.8 T, respectively.
Moreover, in the paramagnetic state above the SDW transition temperature, the nuclear spin-lattice
relaxation rate 1/T1 indicates anisotropic spin fluctuations that have gapped excitations in the trans-
verse spectrum but gapless ones in the longitudinal spectrum. These static and dynamic properties
are well described by a theoretical model assuming quasi-one-dimensional chains with competing
ferromagnetic nearest-neighbor interactions J1 and antiferromagnetic next-nearest-neighbor inter-
actions J2 (J1–J2 chains). Because of the excellent crystal quality and good one dimensionality,
NaCuMoO4(OH) is a promising compound to elucidate the unique physics of the frustrated J1–J2
chain.
I. INTRODUCTION
Frustrated magnets with competing magnetic interac-
tions are expected to exhibit exotic ground states such as
spin liquids1–3, valence bond solids2,4, and spin nematic
states5–15. Among them, the one-dimensional (1D) spin-
1/2 system with ferromagnetic nearest-neighbor interac-
tions J1 frustrating with antiferromagnetic next-nearest-
neighbor interactions J2 has recently drawn much atten-
tion, because this model exhibits rich quantum phases in
magnetic fields B8–16. Particularly interesting is a spin
nematic state expected near the fully polarlized state8–16.
In an ordinary magnet, when the magnetic field is de-
creased below the saturation field, a conventional mag-
netic order sets in as a result of the Bose-Einstein con-
densation of single magnons. In contrast, in a quasi-1D
frustrated J1–J2 chain model, the Bose-Einstein conden-
sation of bound magnons leads to a spin-nematic order,
where rotation symmetry perpendicular to the magnetic
field is broken while time-reversal symmetry is preserved.
When the magnetic field is further decreased, bound
magnons form a spin-density-wave (SDW) order. Near
zero field, bound magnons are destabilized and a spiral
order occurs.
Experimental studies have revealed that several ma-
terials reflect the quasi-1D frustrated J1–J2 chain
model, such as LiCuVO4
18–31, Li2ZrCuO4
32,33,
Rb2Cu2Mo3O12
34,35, PbCu(SO4)(OH)2
36–43,
LiCuSbO4
44,45, LiCu2O2
46–48, 3-I-V49, and TeVO4
50–53.
Among them, LiCuVO4 has been most extensively
studied. It exhibits an incommensurate spiral order
at low fields and an incommensurate SDW order at
intermediate fields above 7 T20–26. In addition, recent
NMR experiments revealed the coexistence of gapped
transverse excitations and gapless longitudinal exci-
tations above the transition temperature of the SDW
order, which indicates the formation of bound magnon
pairs26,27. The linear field dependence of magnetiza-
tion observed between 40.5 and 44.4 T was initially
interpreted as a signature of a spin nematic order28.
However, its origin remains debated, since further NMR
studies in steady magnetic fields revealed that the
field dependence of the NMR internal field is different
from the magnetization curve29. The internal field
becomes constant above 41.4 T at 0.38 K, indicating
that the linear variation of the magnetization is due
to inhomogeneity induced by Li deficiency29. On the
other hand, recent NMR experiments in pulsed magnetic
fields at 1.3 K indicate that the internal field exhibits
a linear variation between 42.41 and 43.55 T without
inhomogeneity31. The origin of the discrepancy between
the two NMR results is unclear at present. It might
be related to differences in sample quality or measured
temperature. Since the broad 51V NMR spectra in
LiCuVO4 make it difficult to obtain direct evidence of
the spin nematic state, a new candidate having less
crystalline defects is greatly desired.
Recently, NaCuMoO4(OH) was proposed as a candi-
date J1–J2 chain magnet
54,56. It crystallizes in an or-
thorhombic structure with the space group Pnma and
consists of edge-sharing CuO4 plaquettes, which form S
= 1/2 chains along the b axis, as shown in Fig. 1(a).55.
From the magnetization, J1 and J2 are estimated as
−51 K and 36 K, respectively54. The magnetic order
is observed below TN = 0.6 K at zero field
54, which is
lower than 2.1 K for LiCuVO4
18, indicating a good 1D
character. In addition, the saturation field of 26 T is
lower than the value of 41 T for LiCuVO4
28,29, which is
greatly advantageous for experiments, especially to ex-
plore the spin nematic phase immediately below the sat-
uration field. However, the features of magnetic ground
states and spin fluctuations have not yet been determined
because of the lack of a single crystal.
In this paper, we report NMR and heat-capacity mea-
surements on a single crystal of NaCuMoO4(OH). The
remainder of this paper is organized as follows. The ex-
perimental setup for NMR and heat-capacity measure-
ments is described in Section II. Their results are pre-
sented in Section III. First, the coupling tensor is es-
timated from K − χ plots in Section III A, and then
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2the phase diagram is established from NMR and heat-
capacity measurements in Section III B. In Section III C,
NMR spectra in ordered phases are shown and compared
with simulated curves. The NMR spectra indicate the
occurrence of an incommensurate spiral order below a
transition field Bc of 1.5–1.8 T and a collinear SDW order
aboveBc. In Section III D, spin fluctuations are discussed
from a spin-relaxation rate 1/T1 . The temperature de-
pendence of 1/T1 above Bc indicates the development of
anisotropic spin fluctuations with gapped transverse ex-
citations above the SDW transition temperature. In Sec-
tion IV, the magnetic properties of NaCuMoO4(OH) are
compared with those of other candidates. For instance,
disorder effects due to crystalline defects are smaller than
those in LiCuVO4, indicating NaCuMoO4(OH) is a more
ideal compound for studying the frustrated J1–J2 chain.
Finally, a summary is presented in Section V.
II. EXPERIMENTS
We used a single crystal grown by a hydrothermal
method56 with a size of 0.4×0.4×1.0 mm3, a photograph
of which is shown in Fig. 1(b). Although the crystal in-
cludes a small amount of lindgrenite (less than 1% in a
molar mass), its influence is negligible since NMR spec-
tra and 1/T1 do not show a visible change even at its
ferrimagnetic transition temperature of 14 K. NMR ex-
periments were performed on 23Na (23γ/(2pi) = 11.26226
MHz/T, I = 3/2) and 1H (1γ/(2pi) = 42.57639 MHz/T,
I = 1/2) nuclei. A two-axis piezo-rotator combined with
a dilution refrigerator enables our NMR experiments be-
low 1 K with small misorientations within 3◦ for B ‖ c
and 5◦ for B ‖ a. The NMR spectra were obtained by
summing the Fourier transform of the spin-echo signals
obtained at equally spaced rf frequencies. 1/T1 was de-
termined by the inversion recovery method. The time
evolution of the spin-echo intensity for 23Na and 1H nu-
clei was fitted to a theoretical recovery curve of M(t) =
Meq −M0[0.1 exp{−(t/T1)β} + 0.9 exp{−(6t/T1)β}]58,59
and M(t) = Meq − M0 exp{−(t/T1)β}, respectively,
where β is a stretch exponent indicating the distribution
of 1/T1. It becomes smaller than 1 because of an incom-
mensurate magnetic order below TN , while it is fixed to 1
above TN . Heat capacity was measured by the relaxation
method (PPMS, Quantum Design). The magnetic heat
capacity is obtained by subtracting the phonon contribu-
tion, which is estimated from a Zn-analogue54.
.
III. RESULTS AND DISCUSSIONS
A. Estimation of coupling tensors
First, we discuss hyperfine coupling tensors A for
both 23Na and 1H nuclei, which are necessary to deter-
mine magnetic structures from NMR spectra (see Sec-
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FIG. 1. (a) Crystal structure of NaCuMoO4(OH) along b-
and a-axes. Red, yellow, black, and blues spheres represent
Cu, Na, H, and O atoms, respectively, while Mo and a part
of O atoms are omitted for clarity. Arrows schematically de-
scribe transferred hyperfine interactions of Na and H nuclei
with their two nearest Cu sites. (b) Photograph of the single-
crystalline NaCuMoO4(OH) used for heat-capacity and NMR
measurements.
tion III C) and spin fluctuations from 1/T1 quantitatively
(see Section III D). The positions of Na and H atoms in
NaCuMoO4(OH) are illustrated in Fig. 1(a). Na atoms
are located in the middle of two Cu chains consisting of
edge-sharing CuO4 plaquettes, and H atoms are bonded
to O atoms on CuO4 plaquettes. All Na or H atoms are
crystallographically equivalent and occupy 4c sites. They
are also symmetrically equivalent for B ‖ ab and B ‖ bc
while they can split into two inequivalent sites when the
magnetic field is applied along the other directions. The
atomic coordinates of Na and H atoms are (0.3697(5),
1/4, 0.3056(4))55 and (0.243(4), 1/4, 0.030(4))57, respec-
tively. The atomic position of H atoms was determined
from neutron diffraction experiments57, and it was also
confirmed by density functional theory (DFT) calcula-
tions with the generalized gradient approximation plus
onsite repulsion U , which yield (0.25015, 1/4, 0.01952).
The detailed procedure of DFT calculations is the same
as described in Ref. 60.
The internal field Bint at a ligand nucleus is expressed
by Bint =
∑
iA
i · µi, where Ai is the hyperfine coupling
tensor and µi is the magnetic moment of the i-th Cu site.∑
iA
i appears in a linear relation between the magnetic
shift K and magnetic susceptibility χ in the paramag-
netic phase:
K =
1
NµB
∑
i
Ai · χ. (1)
We first determined
∑
iA
i from Eq. (1) experimentally
and then estimated each Ai.
The linear relation (1) for the diagonal components
K( = a, b, c) are confirmed by the K–χ plots shown
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FIG. 2. K–χ plots for (a) 23Na and (b) 1H nuclei. Lines
indicate linear fits to estimate coupling tensors, which are
listed in Table I.
in Fig. 2. They are defined by the observed resonance
frequency
ν()res = (1 +K)γB, (2)
and
∑
iA
i
 is determined from the linear slope of the
K–χ plot. The values of
∑
iA
i
 determined experi-
mentally are listed as
∑
iA
i
exp in Table. I.
The nondiagonal components also follow the linear re-
lation (1). While Kab and Kbc become 0 because of sym-
metry and, thus, Aab and Abc cannot be determined, Kac
can be determined by the angle dependences of the reso-
nance frequency νres. For B ‖ ac, the crystallographically
equivalent sites can split into two inequivalent sites for
either 23Na or 1H. In fact, two resonance lines are ob-
served in the 1H NMR spectra. Their angle dependences
ν(θ)res are fitted to the following function:
ν(θ)res = (1 +Kaa cos
2 θ ± 2Kac sin θ cos θ
+Kcc sin
2 θ)γB,
(3)
with Kaa and Kcc fixed to the values determined from
Eq. (2). This fit reproduces ν(θ)res well, as shown in
Fig. 3(b), and yields Kac = 3.51× 10−3 by using Kaa =
1.37× 10−3 and Kcc = −3.19× 10−3 at 50 K.
For 23Na nuclei, the quadrupole interaction produces
three peaks per site. Thus, six resonance lines are ob-
served in 23Na spectra. The angle dependence of their
positions are fit to the functions including the contribu-
TABLE I. Coupling tensors for 23Na and 1H nuclei.
∑
i A
i
exp,∑
i A
i
dip, and
∑
i A
i
tr describe the total, dipolar, and trans-
ferred hyperfine contributions, respectively.
∑
i A
i
dip includes
the sum of the Lorentz and demagnetization field, which is es-
timated as −0.010 (aa), 0.020 (bb), −0.010 T/µB (cc)62. The
values of the transferred hyperfine coupling adopted for the
simulation are listed as
∑
i A
i
tr,sim. All values are described
in units of T/µB.∑
i A
i
exp
∑
i A
i
dip
∑
i A
i
tr
∑
i A
i
tr,sim
aa −0.054(10) −0.015(10) −0.039(14) −0.050
23Na bb −0.052(10) −0.009(10) −0.043(14) −0.043
cc −0.022(10) 0.024(10) −0.046(14) −0.038
ac 0.059(10) 0.066(10) −0.007(14) 0
aa 0.099(10) 0.085(10) 0.014(14) 0.014
1H bb 0.066(10) 0.031(10) 0.035(14) 0.035
cc −0.193(10) −0.115(10) −0.078(14) −0.078
ac 0.021(10) 0.036(10) −0.015(14) −0.010
tions of the magnetic shift and quadrupole splitting61:
νIm,m−1(θ)res = (1 +Kaa cos
2 θ ± 2Kac sin θ cos θ
+Kcc sin
2 θ)γB
− 1
2
(
m− 1
2
)
νQ +
1
2
(
m− 1
2
)
νQη cos 2(θ − θQ)
− ν
2
Q
32γB
{6m(m− 1)− 2I(I + 1) + 3}
×
(
1 +
2
3
η cos 2(θ ∓ θQ)
)
(4)
+
ν2Qη
2
72γB
[
24m(m− 1)− 4I(I + 1) + 9
−
{
51
2
m(m− 1)− 9
2
I(I + 1) +
39
4
}
× cos2 2(θ ∓ θQ)
]
.
I and m are constants that represent a nuclear spin of 3/2
and its z-component (3/2, 1/2, or -1/2), respectively. νQ
is a quadruplole frequency along the maximam principal
axis, η is an asymmetry parameter, and θQ is the angle
between the a-axis and the closest principal axis of the
electric-field gradient; note that the principal axes of the
electric-field gradient exist in the ac-plane and along the
b-axis. The free parameters in this fit are η, θQ, and
Kac. νQ is determined from NMR spectra for B ‖ b,
and Kaa and Kcc are fixed at the values determined from
Eq. (2). The fit at 50 K, which is shown in Fig. 3(a),
reproduces ν(θ)res well and yields η = 0.532, θQ = 18.1
◦,
and Kac = 8.85×10−4 by using νQ = 1.074 MHz, Kaa =
−6.98× 10−4, and Kcc = −3.24× 10−4. We determined∑
iA
i
ac from the linear slope of the Kac–χ plot, as shown
in Fig. 2. Their values are listed in Table I.
Next, we estimated Ai from the coupling tensor deter-
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FIG. 3. Angle dependences of resonance frequencies for
(a) 23Na and (b) 1H nuclei at 50 K. Two inequivalent sites
are colored in red and blue. Dashed curves represent the
fitting curves of Eq. (3) for 1H and those of Eq. (4) for 23Na.
Horizontal lines represent frequencies corresponding to K =
0. The d-axis is the specific axis defined in the main text.
mined experimentally,
∑
iA
i
exp, in the following manner.∑
iA
i
exp can be divided into two contributions:
∑
iA
i
dip
and
∑
iA
i
tr.
∑
iA
i
dip is calculated by a lattice sum of
dipolar interactions within a sphere with a radius of 60 A˚
together with a Lorentz field and a demagnetization field.
The sum of the Lorentz and demagnetization field is es-
timated as −0.010, 0.020, −0.010 T/µB for the a-, b-, c-
components, respectively, from the crystal shape62. The
contribution of transferred hyperfine interactions corre-
sponds to the difference,
∑
iA
i
tr ≡
∑
iA
i
exp −
∑
iA
i
dip.
We assumed that
∑
iA
i
tr consists of contributions from
only two nearest-neighbor Cu sites as schematically illus-
trated by the red arrows in Fig. 1(a), since transferred
hyperfine interactions are short-ranged. This assump-
tion is applicable for 1H nuclei since the distance from
a H atom to the nearest Cu atom is 2.500 A˚, while that
to the next-nearest Cu atom is 4.905 A˚. For 23Na nuclei,
the distance between Na and O is important since the
transferred hyperfine interactions are mediated by Cu-
O-Na paths. The distance for the shortest path is 2.321
A˚ and is considerably smaller than that for the next-
shortest path of 2.806 A˚. Thus, the assumption would be
reasonable for 23Na nuclei as well.
The transferred hyperfine coupling used to analyze
NMR spectra and 1/T1 is listed in Table I as
∑
iA
i
tr,sim.
While the transferred contribution for 23Na nuclei is al-
most isotropic, that for 1H nuclei is anistropic. This
anisotropy might be caused by the distribution of the
magnetic moments over ligand O atoms due to the co-
valent bonding between Cu 3d and O 2s/2p orbitals,
which modifies the dipolar contribution. Indeed, in sev-
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FIG. 4. Temperature dependences of Cm/T for B ‖ c.
eral other compounds, the calculation of a hyperfine cou-
pling constant is improved by putting a fraction of the
magnetic moments on the ligand O atoms41,63,64. How-
ever, in this compound, the remaining anistropy of hyper-
fine coupling cannot be reproduced by the same method.
Thus, we adopt the values determined under the assump-
tion that the moments are only on Cu sites.
B. Phase diagram
Before discussing magnetic structures and spin fluctu-
ations, let us start with variations of the magnetic heat
capacity Cm and
23Na NMR spectra in order to establish
a magnetic phase diagram. The temperature dependence
of Cm/T at B ‖ c is shown in Fig. 4. A sharp peak is
observed at 0.63(1) K in zero field, indicating a mag-
netic phase transition54. With an increasing magnetic
field, the peak shifts to lower temperatures and splits
into two peaks above 1 T. The low-T peak continues to
move to lower temperatures and disappears below 0.5 K
above 2 T, whereas the high-T peak shifts to higher tem-
peratures and finally reaches 1.16 K at 9 T. These field
dependences suggest the presence of two phases at low
fields, which is confirmed by 23Na NMR measurements.
Figure 5(a) shows the temperature dependence of 23Na
NMR spectra at 2 T. A sharp peak observed at 0.8 K
and 2 T clearly becomes broad at lower temperatures.
The temperature dependence of the linewidth is shown in
Fig. 5(c). TN = 0.7 K, determined by the onset tempera-
ture for line broadening, coincides with the peak temper-
ature at 2 T in Cm/T . The spectrum at 0.1 K shows a
double-horn type lineshape, which is characteristic of an
incommensurate spiral or SDW order. Figure 5(b) shows
a field evolution of NMR spectra. A double-horn-type
lineshape is also observed under lower magnetic fields.
Their linewidths are plotted as a function of a magnetic
field in Fig 5(d). A clear change in the linewidth is de-
tected across Bc = 1.51–1.81 T, indicating a field-induced
magnetic phase transition between two incommensurate
phases; we name the two phases below and above Bc as
IC-1 and IC-2, respectively. The transition between the
two phases is observed at Bc = 1.81–2.01 T for B ‖ a.
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FIG. 5. (a) Temperature evolution of 23Na NMR spectra
(center line) at B = 2.01 T and B ‖ c. (b) Variation of 23Na
NMR spectra (center line) as a function of a magnetic field at
T = 0.1 K and B ‖ c. (c) Normalized linewidth of the 23Na
NMR spectra shown in Fig. 5(a) as a function of temperature,
which is estimated from a second moment (red circles). It is
compared with the linewidth of 51V NMR spectra measured
at B = 10 T and B ‖ c for LiCuVO4 (black squares)66. (d)
Field dependence of a linewidth estimated from 23Na NMR
spectra shown in Fig. 5(b). The linewidths in Fig. (c, d) are
determined by calculating second moments.
FIG. 6. (a) Magnetic phase diagram of NaCuMoO4(OH) for
B ‖ c. Two sets of TN from heat capacity and 23Na NMR
measurements are plotted. (b) Schematic view of the mag-
netic structure in the IC-2 phase and dominant interactions.
The difference in Bc can be explained by the anisotropy
of the g-factor56.
All TN from the heat-capacity and NMR measurements
are plotted in the B-T phase diagram of Fig. 6(a). IC-1
is quickly suppressed by B, while IC-2 becomes stable
above Bc with its TN increasing with an increasing mag-
netic field. Provided that the present compound is best
described as a J1–J2 chain magnet, IC-1 and IC-2 would
correspond to spiral and SDW phases, respectively11,12.
DMRG calculations of a J1–J2 chain model show that
the corresponding critical field is 0.05 J2 for J1/J2 =
−51/3611,12, which corresponds to 1.2 T, reasonably close
to the observed Bc.
C. Magnetic structures at ordered phases
To determine the magnetic structures of IC-1 and IC-2,
we carefully performed 23Na and 1H NMR measurements
with the three orientations of B ‖ a, B ‖ d, and B ‖ c,
where the d direction is canted from the c axis to a axis
by 61◦. The d direction is selected so that one set of a
magnetic shift for 1H nuclei becomes almost 0, as shown
in Fig. 3(b). The obtained spectra are shown by the
black solid curves in Fig. 7. For B ‖ a and c (the left
and right panels), there is a unique site either for a Na
or H atom in the paramagnetic state so that an incom-
mensurate magnetic order produces a single resonance
line with a double-horn structure. On the other hand,
the NMR spectra for B ‖ d (the middle panels) can be
complex because two inequivalent sites are present either
for a Na or H atom, unless for B ‖ ab or bc, which lead
to the overlap of the two double-horn lineshapes. Such a
complex B ‖ d spectrum could be decisive in determin-
ing the spin structure. Note that a 23Na NMR spectrum
also contains two satellite peaks together with the cen-
ter peak, thus totally a superposition of six double-horn
lineshapes appears.
First, we discuss the 1H NMR spectra in IC-1
(Fig. 7(b)) and IC-2 (Fig. 7(d)). While the 1H NMR
spectra in IC-1 are insensitive to the applied field direc-
tion, the spectral width in IC-2 is strongly dependent
on the field direction. This field-direction dependence
in IC-2 agrees well with the angular dependence of the
paramagnetic shift shown in Fig. 3(b), indicating that the
ordered moments in IC-2 are parallel to the field direc-
tion. Thus, the magnetic structure in IC-2 is considered
to be SDW, as expected in the J1–J2 chain. On the other
hand, it is difficult to deduce the magnetic structure for
IC-1, where a spiral order is expected. This is because
the transverse ordered moments combined with the off-
diagonal component of the hyperfine coupling can also
contribute to the internal field, and thus, the angular de-
pendence of the NMR spectra for a spiral order is not
straightforward.
To examine details of the magnetic structures, we per-
formed a simulation of the spectra by constructing a his-
togram of the resonance frequency ν = γ|B + Bint| and
then convoluting it with a Gaussian function. To obtain
the distribution of ν, the internal field Bint is calculated
as Bint =
∑
iA
i · µi, where Ai is the hyperfine coupling
tensor discussed in Section III A and µi is the magnetic
moment of an assumed spin structure at the i-th Cu site
within a distance of 60 A˚ from the nuclei. Note that the
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FIG. 7. 23Na and 1H NMR spectra for IC-1 (a, b) and IC-2 (c, d) measured at 0.1 K. The left, middle, and right panels show
the NMR spectra for B ‖ a, B ‖ d, and B ‖ c, respectively, where the d direction is canted from the c-axis to the a-axis by
61◦ (see Fig. 3). The left and right panels of (a) and (c) show only center peaks of the 23Na NMR signals since satellite peaks
exhibit the same lineshape as the center one. For the middle panels, two satellite peaks are also included since they cannot
be separated from the center line. An analytic deconvolution is applied to the quadrupole splitting of the NMR spectra in the
top panel of (a)65. In each panel, the experimental NMR spectrum (black solid curves) is compared with simulated spectra for
the spiral (IC-1) or SDW (IC-2) order with the ferromagnetic (red dashed curves) and antiferromagnetic (blue dotted curves)
interchain coupling J ′. Symbols * and # represent extrinsic signals from 1H and 19F nuclei, respectively.
ab- and bc-components of the transferred hyperfine cou-
pling, which cannot be determined in the paramagnetic
phase, are set to zero. These components have almost
no influence on our final result, since there is no ordered
moment along the b-axis. The NMR spectra could not
be reproduced by spiral structures in the ab- or bc-plane
even if Aab and Abc are treated as adjustable parameters.
For IC-2, the magnetic structure is expected to be an
SDW order structure with spins aligned parallel to the
magnetic field and modulated sinusoidally along the spin
chain. We have performed simulations for two cases: the
case of ferromagnetic interchain coupling (defined as J ′
in Fig. 6(b)) and of antiferromagnetic interchain cou-
pling. The magnetic wave vectors of the two cases are
Q = 2pi(0, α, 0) and 2pi(1, α, 0), respectively, where α is
α = 1/2 −M/(gµB) (M is the magnetization) deduced
from the J1–J2 chain model
11,12,67; note that the unit
cell includes two Cu sites in a single chain. As shown in
Figs. 7(c, d), the simulation for ferromagnetic J ′ (red
dashed curves) can reproduce all of the experimental
spectra, whereas that for antiferromagnetic J ′ (blue dot-
ted curves) cannot. Thus, the SDW with ferromagnetic
J ′, as shown in Fig. 6(b), is the most likely candidate.
Note that the amplitude of the SDW is the only free pa-
rameter except for Atr, which has little uncertainty. The
amplitude is estimated to be 0.38 µB, assuming that it
is independent of the field orientation. It is smaller than
the value of 0.6–0.8 µB for LiCuVO4
25, which may be due
to larger quantum fluctuations associated with better one
dimensionality in NaCuMoO4(OH).
On the other hand, we have examined four likely cases
for IC-1: the spiral plane always perpendicular to the
field direction or parallel to the ab-, bc-, or ac-plane re-
gardless of the field direction. The magnetic wave vector
is Q = 2pi(0, β, 0), where β is β = arccos(−J1/4J2)/pi
in a classical J1–J2 chain. Among the four cases, all of
the experimental spectra are well reproduced only when
the spiral plane is parallel to the ac-plane, as shown in
Figs. 7(a, b). Only the ac-spiral order with ferromagnetic
J ′ is consistent with the experimental spectra. The mag-
nitude of the ordered moments is estimated to be 0.29
µB. Note that this value, based on the classical model,
may be an underestimation since quantum effects should
lead to a larger pitch angle of the spiral, resulting in nar-
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rower NMR spectra. In brief summary, the NMR spectra
indicate the spiral and SDW orders in IC-1 and IC-2, re-
spectively, as expected from the frustrated J1–J2 chain
model.
D. Anisotropic spin fluctuations
Another evidence for the J1–J2 chain magnet is found
in the presence of anisotropic spin fluctuations due to
the formation of magnon bound states. Figures 8(a) and
8(b) show the temperature dependences of 1/T1 at B ‖ c
for 23Na (1/23T1) and
1H (1/1T1), respectively. 1/
23T1
behaves similarly below and above Bc; it increases with
decreasing temperature and exhibits a peak at TN owing
to the critical slowing down of spin fluctuations. In sharp
contrast, 1/1T1 changes its temperature dependence re-
markably across Bc: the enhancement in 1/
1T1 observed
at 1.01 T near TN is suppressed at 2.01 T just above
Bc. At higher magnetic fields, 1/
1T1 decreases with de-
creasing temperature and follows an activation-type tem-
perature dependence above TN. This is confirmed by an
Arrhenius plot of 1/1T1 in Fig. 9(a). At 10 T, the ac-
tivation energy is estimated to be ∆ = 2.9(1) K ∼ 0.08
J2.
In order to understand the difference between the tem-
perature dependences of 1/23T1 and 1/
1T1, it is necessary
to investigate the form factor for both nuclei. In general,
(1/T1)ξ, where ξ denotes the field direction, is given by
the sum of both transverse and longitudinal spin corre-
lation functions S⊥(q, ω) and S‖(q, ω)26:(
1
T1
)
ξ
=
1
N
∑
q
{Γ⊥ξ (q)S⊥(q, ω) + Γ‖ξ(q)S‖(q, ω)}, (5)
where N is the number of atoms, and Γ⊥ξ (q) and Γ
‖
ξ(q)
are form factors defined as in Ref. 26. For B ‖ c, they
become
Γ⊥c (q) =
γ2
2
{g2aa|A(q)aa|2 + g2bb|A(q)bb|2
+ (g2aa + g
2
bb)|A(q)ab|2}
Γ‖c(q) =
γ2
2
g2cc
(|A(q)ac|2 + |A(q)bc|2) ,
(6)
where A(q)µν is a Fourier sum of hyperfine coupling con-
stants, A(q)µν =
∑
iA
i
µνe
iq·r, taken over all Cu sites
within a distance of 60 A˚ from the nuclei. In a small
temperature range just above TN, where spin fluctua-
tions are dominated by the component with the q-vector
in the ordered phase Q0, the q-dependent hyperfine cou-
pling constants in Eq. (5) can be approximately replaced
by their values at Q0
26:(
1
T1
)
ξ
' Γ⊥ξ (Q0)〈S⊥(q, ω)〉+ Γ‖ξ(Q0)〈S‖(q, ω)〉, (7)
where 〈S⊥(q, ω)〉 and 〈S‖(q, ω)〉 represent q-averages of
the transverse and longitudinal spin correlation func-
tions, respectively.
Equation (7) indicates that 〈S⊥(q, ω)〉 and 〈S‖(q, ω)〉
close to TN can be extracted by calculating Γ
⊥
c ≡ Γ⊥ξ (Q0)
and Γ
‖
c ≡ Γ‖ξ(Q0) from the hyperfine coupling tensor and
the magnetic wave vector Q0 = 2pi(0, α, 0). We adopt
the transferred hyperfine coupling constants listed in Ta-
ble I for this calculation. The ab- and bc-components of
the transferred hyperfine coupling tensor, which cannot
be determined experimentally, are assumed to be zero.
For 23Na nuclei, Γ⊥c and Γ
‖
c are estimated as 7.5 × 1013
and 3.8 × 1013 s−2 at 2 T, respectively, leading to Γ⊥c /Γ‖c
= 2.0. Thus, both the transverse and longitudinal spin
fluctuations affect 1/23T1. On the other hand, the same
procedure provides a Γ⊥c much larger than Γ
‖
c for 1H nu-
clei: 6.2 × 1015 and 1.0 × 1014 s−2, respectively (Γ⊥c /Γ‖c
= 60). This is because H and Cu atoms are almost in the
same c-plane, and thus, dominant dipole-dipole interac-
tions provide |Aac| and |Abc|much smaller than |Aaa| and
|Aab|. The large Γ⊥c /Γ‖c indicates that 1/1T1 is only sen-
sitive to transverse fluctuations. Based on both form fac-
tors, we come to the following conclusion: the activated
temperature dependence in 1/1T1 reveals the presence of
gapped transverse excitations, while the strong increase
near TN in 1/
23T1 indicates gapless longitudinal excita-
tions. In addition, the above conclusion is not changed
by the uncertainty of Aab and Abc. Even if an additional
contribution of Atr comparable with Adip is added in the
Fourier sum, Γ⊥c /Γ
‖
c ∼ 1 for 23Na and Γ⊥c /Γ‖c  1 for 1H
are still satisfied.
Such anisotropic spin fluctuations are consistent with
the formation of bound magnons expected in the J1–
J2 chain magnet. The gap cannot be explained by the
Zeeman energy, since it induces a gap in a longitudinal
spectrum, which is inconsistent with the anisotropic gap
in this compound. The gap corresponds to the magnon
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pendences of magnon binding energy in a frustrated J1-J2
chain with J2/J1 = −1.0 and −2.0 calculated from DMRG
calculations14.
binding energy, which is the energy cost to separate a
magnon bound pair into two single magnons, resulting
in gapped transverse excitations67,68. At the same time,
longitudinal fluctuations are developed because of den-
sity fluctuations of bound magnons. The field depen-
dence of the gap estimated from the Arrhenius plot is
compared with the magnon binding energy in a frus-
trated J1-J2 chain determined from DMRG calculations
in Fig. 9(b)14. The gap becomes large with increasing
field, which is qualitatively consistent with the field de-
pendence of the magnon binding energy. However, its
magnitude is almost half of that of the J1-J2 chain model.
This may be due to Dzyaloshinskii-Moriya interactions
not included in the DMRG calculation, which can be the
same magnitude as the magnon binding energy. Note
that Dzyaloshinskii-Moriya interactions between nearest
neighbors are present while those between next-nearest
neighbors are absent because of inversion symmetry at
each Cu site.
IV. COMPARISON WITH OTHER
CANDIDATES
The present study reveals that NaCuMoO4(OH) real-
izes a J1–J2 chain magnet from both macroscopic and
microscopic probes. Compared with other candidates,
the magnetic properties of NaCuMoO4(OH) are quite
similar to those of LiCuVO4. For instance, the phase
diagram of these materials has the same character at low
fields: the spiral and collinear SDW phases are present,
and the transition temperature of the spiral phase de-
creases but that of the collinear SDW phase increases
with an increasing field21,25,30. Additional intermedi-
ate phases triggered by competition among interchain
interactions, such as a complex collinear SDW phase
in PbCu(SO4)(OH)2
38,40,42 and a spin-stripe phase in
TeVO4
52,53, have not been detected so far. The differ-
ence indicates that interchain interactions are weak in
NaCuMoO4(OH).
The difference between NaCuMoO4(OH) and
LiCuVO4 is that the former compound has a great
advantage to obtain high-quality single crystals with less
disorder as well as PbCu(SO4)(OH)2
36–43, 3-I-V49, and
TeVO4
50–53, while the latter compound has difficulties
in avoiding disorder effects. Cm/T and the linewidth of
NMR spectra in the vicinity of TN can be indicators of
the degree of disorder. Cm/T exhibits a sharp peak at
TN in NaCuMoO4(OH) (Fig. 4), in contrast to the much
broader peak in LiCuVO4
23,30. Moreover, the second
moment of NMR spectra exhibits an abrupt change in
NaCuMoO4(OH) below TN, while it exhibits a broad
variation in the 51V NMR spectra of LiCuVO4
66, as
compared in Fig. 5(c). The availability of high-quality
crystals is important since the nematic state might be
significantly suppressed by disorder, especially in high
fields, and the transition should be sharp to detect
the nematic state expected in the very narrow field
range. In addition, the smaller saturation field of
NaCuMoO4(OH) compared to that of LiCuVO4 makes
high-field experiments easier. From these viewpoints,
NaCuMoO4(OH) is a promising compound to investigate
unique field-induced phases in the J1–J2 chain magnet.
V. SUMMARY
In summary, we performed heat-capacity and NMR
measurements on a single crystal of NaCuMoO4(OH). A
magnetic-field-induced transition is found at Bc ∼ 1.8 T
from an incommensurate spiral order to an incommen-
surate longitudinal SDW order in which anisotropic
spin fluctuations indicating the formation of bound
magnons are observed by 1/T1 measurements. Therefore,
NaCuMoO4(OH) is a good candidate frustrated J1–J2
chain magnet and would provide us an opportunity to in-
vestigate the hidden spin nematic order and fluctuations
near the magnetic saturation through further high-field
NMR and neutron scattering experiments.
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