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The adiabatic quantum computation is a universal and robust method of quantum computing. In
this architecture, the problem can be solved by adiabatically evolving the quantum processor from
the ground state of a simple initial Hamiltonian to that of a final one, which encodes the solution
of the problem. By far, there is no experimental realization of adiabatic quantum computation on
a single solid spin system under ambient conditions, which has been proved to be a compatible
candidate for scalable quantum computation. In this letter, we report on the first experimental
realization of an adiabatic quantum algorithm on a single solid spin system under ambient condi-
tions. All elements of adiabatic quantum computation, including initial state preparation, adiabatic
evolution, and final state readout, are realized experimentally. As an example, we factored 35 into
its prime factors 5 and 7 on our adiabatic quantum processor.
The nitrogen-vacancy (NV) center in diamond is an ex-
cellent quantum processor and quantum sensor at room
temperature [1].The spin qubits of NV center are promis-
ing for quantum information processing due to fast res-
onant spin manipulation [2], long coherence time [3, 4],
easy initialization and read-out by laser illumination[5].
Many quantum gates [6–9], quantum algorithms [10],
quantum error corrections [11, 12] and quantum simu-
lations [13, 14] have been demonstrated on it. However,
so far no adiabatic quantum algorithm has been realized
on this system.
In circuit-model quantum computation, the computa-
tional process is implemented by a sequence of quantum
gates. In 2000, Farhi et al. [15] developed another ar-
chitecture of quantum computation, i.e., the adiabatic
quantum computing (AQC), in which the computational
process can be realized through the adiabatic evolution of
a system’s Hamiltonian, and it is proved to be equivalent
to circuit model quantum computing [16].
In contrast to multiplying of large prime numbers, up
to now, no efficient classical algorithm for the factoriza-
tion of large number is known [17]. Previously, many ex-
perimental work on large number factorization have been
done based on Shor’s algorithm [18–24]. To demonstrate
the AQC on the room temperature single spin system, we
take 35 as an example and factored it on the adiabatic
quantum processor. The core idea used here is to trans-
form a factorization problem to an optimization problem
and solve it under the AQC framework [25, 26].
Generally, to solve a problem under the AQC frame-
work, first we need to find a problem Hamiltonian Hp,
and the solution of the problem is encoded in the ground
state of Hp. We start from the ground state of H0 and
the Hamiltonian of the evolution progress is
H(t) =(1− s(t))H0 + s(t)Hp,
s(0) = 0, s(T ) = 1.
(1)
Where T is the total evolution time, and the whole sys-
tem is governed by the Schro¨dinger equation
i
d
dt
|ψ(t)〉 = H(t)|ψ(t)〉. (2)
According to the adiabatic theorem, if the system evolves
slowly enough, i.e., T  1/g2min, where g2min is the mini-
mum spectral gap of H(t), it tends to stay on the ground
state of H(t). When it reaches t = T , the system is on
the ground state of H(T ) and gives the solution of the
problem. Adiabatic quantum factorization algorithm was
first proposed by Burges et al. [27], and we adopted an
improved version implemented by Xu et al [25]. Now we
explain the method for the factorization of 35.
Beginning from the multiplication table (see Table. I),
we can construct an equation set. In order to solve these
equations using fewer qubits, we simplify them further
by utilizing some logical constraints. Details about the
simplification process can be found in the Supplemental
Material [28] and finally we can get
p+ q = 1, (3)
and the simplification does’t increase the complexity of
the quantum algorithm. Until now we can realize the
algorithm with two qubits. According to Burges et al.
[27] the problem Hamiltonian is
Hp = (
I − σ1,z
2
+
I − σ2,z
2
− I)2 = (Sz + Iz)2. (4)
ar
X
iv
:1
61
1.
03
29
3v
1 
 [q
ua
nt-
ph
]  
10
 N
ov
 20
16
225 24 23 22 21 20
x 1 p 1
y 1 q 1
1 p 1
q pq q
1 p 1
carries z45 z34 z23 z12
z35 z24
x× y = 35 1 0 0 0 1 1
TABLE I. Multiplication table for 5× 7 = 35 in binary. The
top row represents the significance of each bit. x and y are
the multipliers. zij is the carry bit from the ith bit to the
jth bit, and the row in the bottom is the number we want to
factor, i.e., 35.
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FIG. 1. (color online). (a) Atomic structure of NV center.
(b)Energy level diagram of the subspace that we utilized in
the experiment . (c) Optically detected magnetic resonance
(ODMR) spectrum of the system, from which we can confirm
that the 14N nuclear spin is polarized. (d) Free induction
decay (FID) measurement of the NV center shows a dephasing
time T ∗2 = 1.7µs.
We replace σ1,z and σ2,z with Sz and Iz, the electron
and nuclear spin operator respectively. Then we drop
the identity operator and scale it with a constant g1
Hp = g1(2SzIz). (5)
The initial Hamiltonian H0 should be noncommutative
with Hp, otherwise there will be energy level crossings.
Customarily we pick H0 as
H0 = g2(Sx + Ix). (6)
Now we turn to the experimental realization of the
factorization algorithm. As we have mentioned, the NV
center is a promising candidate for quantum information
processing under ambient conditions due to its excellent
properties. The experiment was carried out in Type IIa
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FIG. 2. (color online). The pulse sequence of the adiabatic
factorization process. Under the condition that the external
magnetic field is 510 G aligned with the NV axis, the 532 nm
laser pulse initialize both the electron spin and the 14N nuclear
spin. To prepare the initial state to Ψi =
1
2
(|0〉−|1〉)(|0〉−|1〉),
RF and MW pulses are applied successively. The above panel
shows that the adiabatic evolution can be realized through
continuously applying the RF and MW pulses. In the actual
experiment, evolution of the state is driven by the optimal
control pulse instead. In the lower panel is the optimal control
pulse applied on nuclear spin.
bulk diamond samples with nitrogen impurity concen-
tration < 5 ppb and 13C isotope of natural abundance
(1.1%). The atomic structure of the NV center is shown
in Fig. 1(a). With the direction of the external magnetic
field aligned along the symmetry axis, the Hamiltonian of
the NV center electron spin coupled with the 14N nuclear
spin is
H = DSz
2 + γeBzSz +QIz
2 + γnBzIz + SˆA˜Iˆ. (7)
Where D = 2.87 GHz is the zero field splitting and
Q = −4.95 MHz is the nuclear quadrupolar splitting.
γe and γn are electron and nuclear gyromagnetic ratio
respectively, and A˜ is the hyperfine interaction tensor
between the electron spin and the nuclear spin. Fig. 1(b)
depicts part of the energy level diagram of the system.
We picked 4 out of 9 levels to perform the experiment
and encoded them as two qubits. We use “0” and “1”
to represent the two quantum states of the NV center
and the nuclear spin. For example, |01〉 denotes the
|ms = 0,mI = 0〉 state.
In order to construct the adiabatic evolution Hamilto-
nian, a similar quantum simulation approach proposed
in Ref [14] can be adopted here. By simultaneously ap-
plying RF and MW driving, the system Hamiltonian was
transformed to [29]
HrotNV = (δMW + δRF )Iˆ + 2ΩMWSxIz
−δRF Iz + ΩRF Ix − δMWSz.
(8)
In which ΩMW and ΩRF are the Rabi frequencies, δRF and
δMW are the detunings, if we set δRF = 0, 2ΩMW ≡ 2g1,
3ΩRF = −δMW ≡ g2 and drop the identity operator, then
HrotNV = 2g1SxIz + g2(Ix + Sz). (9)
Next a Hadamard gate is applied on the electron spin
subspace, which changes the basis form |0〉, |1〉 to |0〉 +
|1〉, |0〉 − |1〉, and exchanges Sx and Sz, then we get
HrotNV = 2g1SzIz + g2(Ix + Sx). (10)
This exactly recovers the Eq.(5) and Eq.(6). To over-
come the limitation of coherence time, the optimal con-
trol is adopted here to replace the adiabatic evolution
part, which is robust to noise and guarantees high fi-
delity. Recently, the shaped pulse technique, which is
used for optimal controls in our experiments, has been
realized by serval NV-based quantum computation pro-
posals [9, 11, 30].
The experiment consists of four stages. As the external
magnetic field is 510 G, we can polarize the NV electron
spin and 14N nuclear spin simultaneously by applying
532 nm laser [31]. Then we applied a −piy/2 microwave
(MW) and radio-frequency (RF) pulse to prepare the ini-
tial state Ψi =
1
2 (|0〉 − |1〉)(|0〉 − |1〉). Where −piy/2 is
a pi/2 rotation around the -y axis. Next the adiabatic
process was approximated by shaped pulses. As the gy-
romagnetic ratio of the electron spin is three orders of
magnitude larger than that of the nuclear spin, previous
optimal control pulses were applied on electron and nu-
clear spin separately. Here we not only applied shaped
pulses to realize optimal control over the hybrid spin sys-
tem, but also first time applied shaped pulses on electron
and nuclear spins simultaneously. Detailed description of
the shaped pulses is in the Supplementary Material [28].
The solution of the equation can be extracted from mea-
suring the population distribution of the final state. But
in fact we carried out state tomography and measured
all terms in the density matrix to check the consistency
with theory. Totally 16 combinations of MW and RF
{pi, pi2 x, pi2 y, Iˆ} pulses are applied to readout the diagonal
and off-diagonal elements of the final state density ma-
trix.
Fig. 3 shows the real and imaginary part of the final
state. The fidelity between the experimental and the
ideal final state Ψf =
1√
2
(|01〉+ |10〉) is 0.81(6). To show
the adiabaticity of the whole process, we sampled the
evolution with 6 measurements of the diagonal elements,
as exhibited in Fig. 4. The lines and dots represent the
results of theoretical calculations and experimental mea-
surements respectively. The deviation of the dots from
the lines at some points is due to the imperfect initial-
ization and control pulses. If we take the error of polar-
ization and the amplitude fluctuations of RF and MW
pulses into consideration (as depicted by the diamonds),
the experimental data fits well with the calculations. To
further confirm that the state during evolution is really
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FIG. 3. (color online). Final state density matrix. (a) The
real and (b) the imaginary part of the density matrix. From
this final state we can infer the answer of the factorization is
{p=1, q=0} or {p=0, q=1}.
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FIG. 4. (color online). The populations on computational
basis of the system during the process of the adiabatic fac-
torization. The lines are theoretical predictions with prefect
initialization and control. The diamonds are the theoretical
calculations taking imperfect initialization and control into
consideration and the dots are got form experimental data.
on the ground state of the Hamiltonian, we even calcu-
lated the energy and the fidelity between the actual state
and the ground state of the Hamiltonian during the evo-
lution process (Fig. S2 in in the Supplemental Material
[28]). The population of the final state concentrates on
|01〉 and |10〉, which denotes that the solution of the fac-
torization problem is {p = 0, q = 1} or {p = 1, q = 0},
i.e., the multipliers are {x = 5, y = 7} or {x = 7, y = 5}.
4In conclusion, we have presented the experimental
demonstration of adiabatic factorization on a solid state
single spin system under ambient conditions. We ex-
perimentally factored 35 and got the results with high
fidelity. To achieve this, we have improved the opti-
mal control technology and enabled it to be used on an
electron-nuclear hybrid system, which is considered to
be challenging due to the large mismatch of the electron
and nuclear spin gyromagnetic ratio. Furthermore, as
mentioned by Dattani et al. in Ref. [32], this process
factors not only 35, but also a kind of integers, which
can be six-digit numbers or larger. Besides, the opti-
mal control technique used here can also be extended to
other single-spin systems [33–35], as they share the sim-
ilar control method based on spin magnetic resonance.
Therefore, we envision that this work could have further
implications for the area of precise quantum control and
quantum information science.
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