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SUMMARY
The work presented here is broadly related to the transition to turbulence in pipe at
intermediate Reynolds numbers.
Chapter 1 includes a background of the problem of turbulence and the Navier-Stokes
equations, as well as two classes of structures observed during the transition to turbu-
lence: numerically-extracted solutions of the Navier-Stokes equations (the “exact”) and
localized/patterned turbulent spots that are not themselves solutions of the Navier-Stokes
equation but are nonetheless pervasive during the transition (the “inexact”).
Exact solutions of the Navier-Stokes equations include the sole analytically-derived
Hagen-Poiseuille parabolic flow profile and an unknown number of computationally-extricated
solutions whose form cannot be simply written down.
Approximate solutions to the Navier-Stokes equations can be found by embracing a
litany of simpler, related equations and by linearization techniques, which are likewise
mentioned in Chapter 1.
High-dimensional descriptions of turbulence is predicted by periodic orbit theory (POT)
which expects to describe turbulence exactly, as opposed to approximately. The search for
relative periodic orbits and traveling waves in pipe—the constituents solutions to periodic
orbit theory—is described pedagogically in Chapter 1 with some technical details detailed
in Chapter 2. The successful search for relative periodic orbits at transitional Reynolds
numbers gave a catalogue of invariant solutions; many of these solutions were continued
in parameter space to find that solutions coexist with the transitional regime (according to
POT, this is not a coincidence). The work in study was largely numerical, and technical
descriptions of the codes and numerical techniques are given in Chapter 2, publications
resulting from work related to appears in Chapters 3 and 4.
In addition to collecting solutions to eventually test periodic orbit theory, an investi-
gation into the Barkley’s pipe model—a system that successfully models the transition to
xiii




Two of the most important substances on Earth, air and water, are both fluids, substances
that continually deform, or flow, when a shear force or stress is applied. Water and air of are
two of the five classical elements of ancient Greece, and and the ancient peoples of Egypt,
Babylonia, Japan, Tibet, and India likewise include water and air in similar lists. Both
fluids are crucial to life as we know it, providing plants, animals and other organisms with
the substances required to sustain life. Air contains the oxygen for animals to breathe, and
the carbon dioxide required by plants to thrive. And, as far as scientists know, all lifeforms
require water to live.
The importance of these fluids motivates a complete understanding of their behavior.
Unfortunately, the differential equations that describe the behavior of fluids—the famed
Navier-Stokes equations—are nonlinear and exact analytical solutions are hard to come
by. Still, empirical studies have found that a single parameter–the Reynolds number Re–
can largely determine whether a fluid flow will be smooth and predictable (“laminar”) or
unpredictable (“turbulent”).1Specifically, fluids are laminar at small Re and turbulent at
large Re. Low Re fluids have a trivial velocity profile—the single analytically-tractable
solution of the NSE, the “laminar” solution—and observations of fluids at high Re have
yielded significant statistical information of turbulent fluid flows, e.g., Kolmogorov’s−5/3
power law for the distribution of turbulent energy.
Much is already known about both the low and high Re regimes, but what about the
intermediate regime where flows are neither fully laminar nor fully turbulent?
This intermediate Re regime is an area of significant interest to fluid dynamicists for
myriad reasons, and is currently an active area of study both computationally and exper-
1“Unpredictable” does not necessarily mean chaotic. Stochastic systems are also unpredictable.
1
imentally. Naturally, scientists are eager to understand how fluids transition from very
predictable laminar flow at low Re to fully-developed turbulent flow described statistically
at much higher Re. The dynamicists who champion the periodic orbit theory (POT) of tur-
bulence expect a weighted average of a large number of computationally-extracted invari-
ant solutions of the NSE to reproduce the statistics obtained from laboratory experiments.
The invariant solutions are observed in direct numerical simulations (DNS) of the NSE
and describe coherent motions and well-behaved cycles of flows (“exact coherent struc-
tures”), including traveling wave solutions (TW), periodic orbits (PO) and relative periodic
orbits (RPO), solutions whose analogues in low-dimensional chaotic systems reproduce
the statistics of low-dimensional chaos upon application of POT[1]. Further, a PO has been
shown to predict about 80 seconds fluid flow in a quasi two-dimensional laboratory experi-
ment[2], a remarkable achievement given the generally unpredictable behavior of turbulent
flows. However, at least one study has failed to confirm POT in transitionally-turbulent
fluid flows (though this may be due to an inadequate number of required solutions) and
evidence of dynamically-relevant paths between solutions (“heteroclinic connections”, the
other important element of POT) is conspicuously lacking. So while periodic orbits and
relative periodic orbits appear to play some role in the transition to turbulence, it is not
yet known if POT can reproduce turbulent and near-turbulent statistics of high-dimensional
fluid flows as expected.2 The campaign to find a sufficiently large set of exact solutions and
confidently test POT in pipe flow is underway.3
The intermediate Re regime is of interest to physicists for an additional reason: many
behaviors seen during the transition to turbulence are likewise seen in other nonlinear,
pattern-forming systems. Observations of intermediate-Re two-dimensional flows find lo-
calized patches of turbulence surrounded by otherwise smooth or laminar flow; for a range
of Re, the localized structures grow in number and extent, forming well-defined stripes of
2As far as the author know, POT has no competitor, so there is the possibility of creating a competing
approach to POT that also relies upon TWs and RPOs.
3The author has found several dozen such solutions in pipe.
2
alternating turbulent and quiescent flow. Thus, a possible connection exists between other
systems of nonlinear equations and the Navier-Stokes equation. An understanding of one
may elucidate another. For example, homoclinic snaking—a process by which a spanwise-
localized solution acquires more and more structure to grow to fill the spatial domain—is
observed in the cubic-quintic Swift-Hohenberg equation, as well as in two-dimensional
plane Couette flow. As of the time of this writing, no one has succeeded in deriving the
Swift-Hohenberg equation from the NSE, but the shared snaking behavior suggests such a
link exists.
Finally, most natural systems are nonlinear. The linear systems that do exist in nature
are few, or are often the result of physical idealizations or assumptions. Consequently,
there is a need to develop and advance more techniques and methods to analyze nonlinear
systems in general. The techniques we develop to understand turbulence are not thought
experiments without real-world application; they can be carried over to other nonlinear
systems.
Given the complexity of solving the incompressible Navier-Stokes equations exactly for
highRe in three-dimensional cylindrical geometry, it is unsurprising that simplified models
exist to describe large-scale features of transitionally-turbulence flow. In particular, Barkley
has introduced a series of models that describe the transition to turbulence remarkably
well[3]. A discussion of his model comprises a portion of this dissertation.
1.1 Research Objectives and Scope
Investigations of the subcritical transition to turbulence for incompressible fluid flows are
ongoing with most recent focus on the mechanisms driving pattern formation[4] and lo-
calization[5] of dissipative coherent structures. Attention is often given to reduced models
of specific canonical flows that are more amenable to analysis than the full Navier-Stokes
equations (NSE). The models, as well as the NSE, see a series of patterns emerge during the
transition. Most recently, much work has been done to understand the localization aspect
3
of pattern formation, which is being understood through a combination of reduced models,
and the linearization of the NSE about particular invariant solutions and their numerical
continuation in other domains.
The research program highlighted in this document includes studies of a small number
of projects, all of which are related to the coherent structures observed during the transition
to turbulence. Projects include finding invariant solutions, continuing the search for rela-
tive periodic orbits in pipes to build a sufficiently large collection of solutions to test the
predictions of periodic orbit theory, and an investigation of Barkley’s successful pipe flow
model.
In short, we observe both exact invariant solutions and spatiotemporal intermittency
during the transition to turbulence. It begs the question: Is there a relationship between
solutions of the Navier-Stokes equations and the coherent structures we see?
4
1.2 The Navier-Stokes Equations
All fluid flows, including gases like air and liquids like water, are governed by the Navier-




+ (V · ∇)V − ν∇2V = −1
ρ
∇P + F (1.1)
where
V = (U, V,W )T (1.2)
is the velocity field, and U(x1, x2, x3; t), V (x1, x2, x3; t),W (x1, x2, x3; t) are the compo-
nents of the velocity field which depend on the spatial coordinates x1, x2, x3 and time t,
P = (P1, P2, P3) is the applied pressure, and F is an external body force that may act on
the fluid, e.g. gravity. For the pipe studies undertaken here, one assumes F = 0.
Conservation of mass, coupled with the requirement that the fluid density within a mov-
ing volume remains constant, gives us the incompressibility condition. The mathematical
statement of incompressibility is:
∇ ·V = 0 (1.3)
As water and most other Newtonian liquids are very nearly incompressible this is typically
a physically sound assumption to make.
In physics, the set of fundamental units are mass (M), length (L), and time (T), and
all other quantities are expressed in terms of these units. For example, the dimensions of









The properties of a viscous incompressible fluid, like those under study here, depend cru-










A convenient dimensionless parameter is the Reynolds number Re, which is defined in





which facilitates rewriting Eq. 1.1 in a dimensionless form,
∂V
∂t
+ (V · ∇)V − 1
Re
∇2V = −∇P (1.8)
Re is the important parameter that describes the character of observed flows.
The Navier-Stokes equations are expressions of momentum and volume conservation.













time rate of change of momentum





where we can think of the left-hand side as the time rate of change of momentum (mass
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times acceleration) equal to the resultant of the pressure and diffusive forces acting on the
fluid. That is to say, this is Newton’s second law for incompressible fluids. We note that
the pressure term acts as a source term in the momentum equation; there is not an evolution
equation for the pressure.
1.3 The Importance of Reynolds Number
For many of the fluid flows being discussed in this document, the dimensionless quantity is

















where the inertial forces are related to the quantities that drive the flow and the viscous
to the forces that dissipate energy. As a general rule, when the relevant inertial force far
exceeds the viscous, turbulence erupts.
In pipe with a fixed circular cross section, the inertial forces are related to the momen-







Here, ρ is the density of the fluid, ∆V is a characteristic difference in velocity between
two parcels of fluid separated by a characteristic length ∆x, and µ is the dynamic viscosity.
The larger the difference in momentum flux between two regions of the fluid, the larger
viscosity must be to even out momentum variations and keep the fluid moving smoothly
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(laminar flow). When Re is small (Re  1), flow will be smooth (laminar). Conversely,
when Re is large (Re  1), neighboring particles of fluid may move at very different
velocities—that is, fluid parcels may exhibit large variations in momentum—giving rise to
complex turbulent flow.
By convention, the characteristic distance ∆x described above is taken to be the diam-





where U is the mean speed of the fluid through the pipe and and ν ≡ µ/ρ is the kinematic
viscosity. In the absence of a gradient to drive the flow, the viscous forces would restore
equilibrium by bringing all fluid to dynamic equilibrium. Because of the no-slip boundary




= 0 where ∂Ω ≡ r = D
2
(1.14)
V → 0 for all the fluid in the pipe in the absence of an external driving mechanism. Thus,
the only equilibrium fluid state is that corresponding to no flow at all. It follows then that
all sustained flows are nonequilibrium states.
1.4 What makes solving the NSE so difficult?
1.4.1 The non-linear inertial term
The non-linear inertial term
(V · ∇)V (1.15)
is the term that hinders complete understanding of the NSE, e.g., by severely constraining
use of perturbative methods embraced in other areas of mathematical physics[6].
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1.4.2 The Closure Problem
The velocity and pressure fields—V and P, respectively—may also be decomposed into
a time-averaged (and thus, time-independent) mean component U and p, and a time-
dependent fluctuating part u through a process called Reynolds decomposition such that
Vi(x, y, z, t) = U i(x, y, z) + ui(x, y, z, t) (1.16)
Pi(x, y, z, t) = pi(x, y, z) + pi(x, y, z, t) (1.17)
where the time-averaged mean speed is found by calculating







u(x(t), y(t), z(t)) dt
)
(1.18)























It is the ∂(−uiuj)/∂xj term, known as the Reynolds stress, term that invites the closure
problem. We see that velocity fluctuations still appear. In order to obtain equations with
only a mean velocity and pressure, we need to forcibly close the equations, e.g. by mod-
eling the Reynolds stress as a function of the mean flow. Introducing an equation for the
Reynolds stress necessarily involves the addition of equations involving higher-order cor-
relations between the fluctuating velocity components. This is the closure problem.
The NSE are four equations (one dynamical equation for each of component of the
velocity, and the continuity equation which enforces incompressibility) and five unknowns
(the three velocity components, the pressure, and the density) which leads to the notorious
closure problem. To solve the system, the values of the component velocities, as well as the
pressure gradient∇P , must be specified at the boundaries. Among the techniques available
9
for tackling this issue is the Pressure-Poisson equation. See Section 2.3.
1.4.3 Nonlocality of the Navier-Stokes Equations
The incompressible NSE are nonlocal, a consequence of the pressure term. In general,
partial differential equations relate the value of an unknown function to its derivatives of
various orders. In order for a PDE to hold at a particular point x, one needs to know
the values of the function in an arbitrarily small neighborhood x + y so that the relevant
derivatives can be computed. When this calculation can be done, the PDE is local.
However, for some PDEs (including the NSE), values of the function far from the point






(V (x+ y, t)− V (x, t)K(y)) dy (1.20)
for some kernel K. To see this in the NSE, taking the divergence of Eq. 1.1 yields a term
−∇2p︸ ︷︷ ︸
requires information at boundary Ω
= ∇ · (∇p) = ∇ · (V · ∇V) = ∂i∂j (ViVj)︸ ︷︷ ︸
local
(1.21)
which requires knowledge of the pressure of the boundary Ω. The Laplacian ∇2p is deter-
mined by local information about V , but ∇p is not.
1.4.4 Spreading turbulence
For transitional Reynolds numbers, flow is spatiotemporally intermittent, with localized
turbulent patches surrounded by quiescent laminar flow. In the range 2000 ≤ Re ≤ 3000,
steady puffs of constant length (about 20− 25D in length) are observed with the upstream
and downstream fronts of the puff moving at the same speed, about 0.9 − 0.95 U , where
U is the mean speed of the flow[7]. Above Re ≈ 3000, the upstream and downstream




Figure 1.1: (a) The spreading of localized turbulent puffs in a pipe, with time increasing
from bottom to top. (b) The transition to turbulence for pipe, with Reynolds number Re
increasing from left to right. At the beginning of the transition, unstable localized patches
of turbulence are seen that eventually decay, after which the laminar state is recovered. As
Re increases, the localized structures give way to long-lived metastable puffs (analogous to
stripes and bands seen in several 2D flows) that advect through the pipe. AsRe is increased
yet further, the puffs split and spread, filling the whole pipe with turbulent flow.
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Figure 1.2: The transition to sustained turbulence in pipe occurs when puff splitting exceeds
puff decay. The crossover occurs at Re = 2040. To the right of this value, puff splitting
occurs on a faster time scale τ than does decay, sustaining turbulence via spatio-temporal
intermittency.
traveling about 30% slower than U so that the turbulent puff expands to fill the whole pipe
(see Fig.1.1).
Recent experiment results suggest that the transition to sustained turbulence in pipe
occurs when the rate at which puffs split exceeds the rate at which puffs relaminarize.
The point at which the rates are equal defines a transition point. This critical point was
experimentally determined to be Re = 2040 for pipe[8]. See Fig.1.2
1.4.5 The Role of Boundary Conditions
The canonical fluid flows under discussion in this dissertation are either closed or open
fluid systems. Closed systems retain all the fluid and recirculate it, e.g. by shearing action
of walls; no fluid leaves or enters the system. Open systems, by contrast, have fluid that
leaves at a boundary with a matching amount reintroduced at another boundary to keep
the total amount of fluid constant. Notably, pipe flow and channel flows are open systems:
fluid enters the pipe or channel at an inlet and leaves the system at an exit downstream.
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Figure 1.3: Development of the full flow in pipe.
The open nature of pipe flow leads to additional concerns. On the experimental side,
care must be taken to maintain the Reynolds number of the fluid under study, whether by
enforcing constant mass flux or a constant pressure gradient. The introduction and control
of perturbative jets of fluid into the pipe must be carefully considered.
On the theoretical side, open systems can be convectively unstable, leading to convec-
tive chaos and noise-sustained structures that advect down the axis of the pipe. Interest-
ingly, noise-sustained structures in other convectively unstable systems have behavior that
qualitatively resembles that of puff and slugs in pipe, prompting the question of whether
or not the inlet perturbations can trigger convectively chaotic slugs. Though most recent
data suggest that instabilities in the entrance flow do not trigger the transition to turbulence
further downstream, transient growth in the inlet may contribute.
1.4.6 Inlet behavior
The linearly stable parabolic profile—the Hagen-Poiseuille profile—is not realized through-
out the whole of the pipe (Fig. 1.3). The pipe can be separated into two regions: the hy-
drodynamic entrance region and the fully developed region. The hydrodynamic entrance
length Lh can be approximated for laminar flow as [9],
Lh ≈ 0.05Re D (1.22)
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Thus, at Re = 2000, Lh ≈ 100D.
The dynamics at the entrance of the pipe can play a crucial role in the dynamics of the
fluid far downstream. Quoting Mukund and Hof[10],
even in pipes several thousand diameters long, the spatio-temporal intermittent
flow patterns observed at the end of the pipe strongly depend on the initial
conditions...
1.5 Outsmarting the NSE
1.5.1 Scalar potential functions and the NSE
A stream function formulation of the incompressible Navier-Stokes equations allows the
system of four coupled equations—three velocity components and the attendant pressure—
to be written in terms of two stream functions. The pressure terms are eliminated, greatly
simplifying the system, and the continuity equation is automatically satisfied.
Two approaches are available to us. The first defines the velocity field V in terms of
two scalar stream surfaces ψ and φ:
V = ∇ψ ×∇φ (1.23)
Here, the velocity is orthogonal to both gradients, i.e., V is tangent to ψ = constant
and φ = constant. Consequently, the intersections of ψ with φ gives the streamlines,
the trajectories along which the flow is constant. This formulation requires the two scalar
functions to be defined on the boundaries.
The second approach exploits the incompressibility of V. The vector identity
∇ · (∇×A) = 0 (1.24)
ensures that the incompressibility condition ∇ ·V = 0 is automatically satisfied when we
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define a vector potential A such that
V = ∇×A (1.25)
One possible form of A is
A ≡ ψ ∇φ (1.26)
where ψ and φ are again scalar. Plugging in this expression,
V = ∇×A
= ∇× (ψ∇φ)
= ψ∇× (∇φ) + (∇ψ ×∇φ)
= ∇ψ ×∇φ (1.27)
as the curl of a gradient is zero (identically). We note that this form of A yields the first
formulation described in Eq. 1.23.
Stream functions most often arise in the study of two-dimensional flows, where only





, v = −∂ψ
∂x
(2D cartesian) (1.28)















, v = −∂ψ
∂r
(spherical with azimuthal symmetry) (1.30)
For example, Barnett et al. [11] used a single streamfunction ψ in their stuff of 2D plane
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Poiseuille flow:
u = U + ∂yψ, v = −∂xψ (1.31)
where U = 1− y2 is the laminar parabolic profile.
Stream function formulations are more challenging in three dimensions where two,
rather than one, stream functions are required to describe the velocity field. In general,
there is no general approach to determining stream functions for 3D flows. An example of














A variation of the two stream function approach to describing 3D flows is the poloidal-
toroidal decomposition:
V = (ẑ ×∇T ) +∇× (ẑ ×∇P) (1.33)
where P and T are the poloidal and toroidal [scalar] potentials, respectively, and ẑ is the
streamwise direction of flow. For example, In terms of three Cartesian components, the
decomposition is
V = (−Pxz − Ty) x̂+ (−Pyz + Tx) ŷ + (Pxx + Pyy) ẑ (1.34)
where the subscripts denote differentiation. A related, hybrid approach to modeling 3D
fluids combines a single scalar stream function ψ with a vorticity ω ≡ ∇×V[12] to write
the 3D NSE. The vorticity form of the NSE is
∂ω
∂t
+∇× (ω × (∇× ψ)) = ν∇2ω
ω ≡ −∇2ψ (1.35)
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The vorticity ω may also be written in terms of the poloidal and toroidal scalar potentials;









ŷ + (Txx + Tyy) ẑ (1.36)
If x̂ is taken to be the streamwise direction, then the poloidal field P has no streamwise
vorticity, and T no streamwise velocity.
1.5.2 Symmetries
The NSE possess some important symmetries4. Mathematically, a group G of transforma-
tions of the solution v(r, t) is a symmetry group of the NSE if and only if ∀g ∈ G, v is a
solution to the NSE⇒ gv is also a solution.
Notable symmetries include:
• Translationally invariance in space:
gsV(x, t) = V(x− ξ, t) (1.37)
• Translationally invariance in time for an arbitrary shift τ :
gtV(x, t) = V(x, t− τ) (1.38)
4Whether the solutions to the NSE possess the same symmetries depends on the geometry of the domain
under study, boundary conditions, and Re. In general, solutions do not possess all of the symmetries of the
NSE equations, though some many possess some. This fact is exploited during our search for relative periodic
orbits in pipe where the translational flow along the pipe axis is “reduced”.
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such that
x∗ = x (1.39)
t∗ = t− τ (1.40)
V∗ = V (1.41)
p∗ = p (1.42)
• The Navier-Stokes equations are invariant with respect to a uniform translation in
space in the frame of reference (a Galilean transformation):
gV(x, t) = U + V(x−Ut, t) (1.43)
The one-dimensional subgroup obeying space-time translations of the form
V (x, t) = f(x− ct) (1.44)
are traveling wave (TW) solutions.
Note: The imposed pressure gradient in pipe flow causes the fluid to move down the
axis of the pipe with some speed c(z, t). In a frame of reference co-moving with the
mean bulk velocity c, a traveling wave (TW) will appear as an equilibrium solution
(also called a relative equilibrium).
• Reflection Invariant (parity):
gPV(x, t) = −V(−x, t) (1.45)
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• The incompressible Navier-Stokes equations are scale invariant:













for a fixed value of viscosity ν. The pressure is similarly rescaled:






























The Euler number Eu characterize energy losses in the flow where a perfectly fric-
tionless flow corresponds to an Euler number of 0. Hydrodynamic similarity also
requires Eu(λ) = Eu.
• The Navier-Stokes equations are invariant with respect to a uniform rotation of the
frame of reference:
grotV(x, t) = RV(R
−1x, t), R ∈ SO(d) (1.50)
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where R is the rotation matrix obeying RRT = RTR = I and |R| = 1, such that
t∗ = t (1.51)
x∗i = Rijxj (1.52)
V ∗i = RijVj (1.53)
p∗ = p (1.54)
ν∗ = ν (1.55)
Particular systems can admit specific forms of the aforementioned symmetries due to ge-
ometries inherent in the systems. For example, steady flow through a rectangular channel
called plane Poiseuille flow (also called 2D channel flow) is invariant under translations
along its streamwise direction z, and reflection symmetric in y:
f(y, z) = f(−y, z) (1.56)
Flow through a pipe with circular cross section may possess a discrete rotational symme-
try. For the state V = (u, v, w, p)T , the action grot maps the solution V to a physically-
equivalent solution V′:







, m = 1, 2, 3, ... (1.57)
Similarly for shift-and-reflect symmetry σ where gσV→ V′:
(u, v, w, p)(r, θ, z)→ (u,−v, w, p)
(
r,−θ, z + π
α
)




as well as axial translation symmetry akin to that seen in 2D channel flow.
Periodic Orbit Theory, discussed in [13] and which provided the impetus for the work
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done in Sections 3 and 4, predicts that relative periodic orbits form the “backbone” for
turbulence. Symmetry reduction offers several computational benefits. For example, trans-
forming to a frame of reference that allows for a symmetry reduction makes finding rela-
tive periodic orbits much easier. In addition, the uninteresting dynamics are quotiented out,
leaving behind the more complicated symmetryless dynamics for further study.
1.6 Symmetries and Pattern Formation
In 2D space, a spatial translation of (x, y) by (α, β) results in a shifted pattern
f(x− α, y − β) = F (k, l)e−i(αk+βl) (1.59)
where k and l are the wavenumbers in the x and y directions, respectively. The Fourier
representation of this Galilean invariance in x̂ and ŷ is:
k′ = k (1.60)
ω′ = ω − c · k (1.61)
V(k, ω) = V′(k, ω − c · k) + cδ3(k)δ(ω) (1.62)
σ(k, ω) = σ′(k, ω − c · k) (1.63)
1.7 Related Equations
There are several partial differential equations with close relationships with that incom-
pressible Navier-Stokes equations, the study of which elucidates our understanding of the
NSE as well. In general, these equations have fewer complicating terms and have more
tractable solutions.
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1.7.1 The Euler Fluid Equations
In the limit of Re → ∞ (ν → 0) the incompressible Navier-Stokes equation becomes the
incompressible Euler fluid equation:
∂V
∂t
+ (V · ∇)V +∇P = 0 (1.64)
















The Euler equation is nonlinear with the same quadratic nonlinearity in V seen in the NSE.
It is also symmetric under time reversal:
t→ −t ; V → −V (1.66)
and conserves energy, a consequence of vanishing viscosity.
Like the NSE, the Euler equation is scale invariant:
x→ λx ; t→ λt (1.67)
where λ > 0 is a scalar, implying that it has the same behavior at all lengthscales, large and
small.
Like the NSE, the retained pressure term renders the Euler equations nonlocal: One
cannot compute the time derivative of the velocity field V(x, t) only from the knowledge
of the function V in the neighborhood of x at time t.
The Navier-Stokes equations are a singular perturbation of the Euler equations.
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1.7.2 Burgers Equation
An equation related to the NSE is Burgers equation:
∂V
∂t
+ (V · ∇)V = ν∇2V (1.68)
which lacks the pressure term of the NSE. When viscosity ν is small, most of the dissipation
happens in shocks, i.e. small spatial regions with large gradients in the velocity field. The
field may be elsewhere smooth but otherwise discontinuous at the location of a shock. In
the limit of ν → 0, the resulting shocks are singularities; there is no viscosity to smooth
them out.
As there is non-zero dissipation in Burgers equation, it is not symmetric under time
reversal.
The Burger’s equation is Galilean invariant:
V(x, t) = U + ũ(x−Ut, t) (1.69)
where V(x, t) is the velocity field of the flow and ũ(x −Ut, t) is the velocity field of the
flow in the frame of reference x′ moving at velocity U; this field is stationary in coordinate
system x such that x′ = x−Ut.
It admits the following equivalence:
v(x, t)⇔ U + v(x−Ut) (1.70)
Burger’s equation has odd reflection symmetry such that
V (x, t)⇔ −V (−x, t) (1.71)
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as well as Galilean invariance:
V (x, t) = c+ Ṽ (x− ct, t) (1.72)
where V is the velocity field and Ṽ is the field in the coordinate system x′ moving at speed
c.
Burger’s equation also displays scale invariance in the limit of small, but non-vanishing
viscosity[14].
The Burger’s equation has the same quadratic nonlinearity as the Navier-Stokes equa-
tion, balanced by a diffusive term, as well as the same spatial and temporal invariances
and parity invariances. According to Bec & Khanin[15], Burger had hoped the equation
would contribute to the understanding of fluid turbulence. However, “such hopes appeared
to be shattered when in the fifties, Hopf and Cole showed that the Burgers equation can be
integrated explicitly. This model thus lacks one of the essential properties of Navier-Stokes
turbulence: sensitivity to small perturbations in the initial data and thus the spontaneous
arise of randomness by chaotic dynamics. Unable to cope with such a fundamental aspect,
the Burgers equation then lost its interest in ‘explaining’ fluid turbulence.”
However, the Burger’s equation with random forcing found import in cosmology where,
in the limit of vanishing viscosity ν → 0, it is known as the Adhesion Model to model
matter distributions in the early universe given matter fluctuations[15].
1.7.3 Linear Stability Analysis
(Author’s Note: A more thorough explanation of linear stability analysis can be found in
[16])
Solutions to the NSE are regarded as fixed points in state space. Their existence alone is
insufficient to understand the time evolution—qualitative or quantitative—of the system as
it approaches a fixed point solution. Additional information may be acquired by linearizing
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in the neighborhood of the fixed point via Taylor’s theorem.
To begin, let us consider the linear stability of a one-dimensional system. Let xo be an
exact solution of the system under study, and ε(t) = x(t)−xo be a small perturbation of xo.






(x(t)− xo) = ẋ− 0 = ẋ (1.73)
since xo is a fixed point of the system and therefore doesn’t change in time. Taylor expand-
ing,
f(xo + ε) = f(xo) + ε f ′(xo) +O(ε2) (1.74)
where O(ε2) are the quadratic and higher-order terns in ε. As f(xo) = 0,
ε̇ = ε f ′(xo) +O(ε2) (1.75)
If the O(ε2) terms are negligibly small, then we arrive at a linear equation in ε:
ε̇ ≈ ε f ′(xo) (1.76)
From this, we see that a perturbation ε(t) will grow exponentially in time if f ′(xo) > 0 and
will decay exponentially towards the fixed point solution if f ′(xo) < 0.
Note: If f ′(xo) = 0, then the O terms are not negligible and a nonlinear analysis is
required to determine the stability about xo.
A similar approach is taken for higher-dimensional systems. Consider here a 2D system
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of coordinates x and y:
ẋ = f(x, y) (1.77)
ẏ = g(x, y) (1.78)
where (xo, yo) is a fixed point (“solution”) of the system such that f(xo, yo) = 0 and
f(xo, yo) = 0. Consider a small perturbation about this fixed point,
u = x− xo, v = y − yo (1.79)














+O(u2, v2, uv) (1.81)























is called the Jacobian matrix evaluated at the fixed point (xo, yo). When the higher order
terms are negligible, we have a linearized system of equations. The stability of the solution
is determined by the eigenvalues of J. Positive eigenvalues indicate a repulsion along the
corresponding eigenvector; negative eigenvalues indicate an attraction towards the solution.
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A solution whose eigenvalues have a non-positive real part is said to be [absolutely] linearly
stable.
1.7.4 Linearized à la Meseguer & Trefethen
As in the previous section, the incompressible Navier-Stokes equations can be linearized
around their solutions, including the laminar solution corresponding to the Hagen-Poiseuille
parabolic profile w = 1 − r2 as well as invariant numerical solutions, e.g. traveling wave
(TW) and relative periodic orbits (RPO) solutions.
To ascertain the linear stability of the laminar parabolic solution in infinitely-long cylin-
drical pipe, Meseguer & Trefethen[17] considered the linearized form of the NSE. In cylin-
drical coordinates (r, θ, z), the NSE, linearized about the w, are


















































where subscripts denote partial derivatives with respect to the cylindrical coordinates (r, θ, z).








Solving this system using a Fourier-Chebyshev-Galerkin spectral method, Meseguer &
Trefethen[17] showed that the parabolic laminar profile is linearly stable to Re = 107.
Their approach yielded eigenvalues for Fourier modes n = 1, k = 0 and n = 1, k = 1. As
shown in Fig.1.4, all eigenvalues has negative real part, indicating the linear stability of the
laminar solution.
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Figure 1.4: Linear stability of pipe flow as determined by Meseguer & Trefethen[17].
Numerically computed eigenvalues in the complex plane for n = 1 and k = 0, 1 with
Re = 103, 104, 105. All eigenvalues have zero real part, indicating linear stability of the
parabolic Hagen-Poiseuille velocity profile for an infinitely long pipe.
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Figure 1.5: Absolute versus convective instability.
1.7.5 Absolute stability versus convective instability
The preceding discussions on eigenvalues is necessarily a discussion of the absolute stabil-
ity of a solution. However, other instabilities may arise, including convective instabilities
in open systems such as pipe flow and channel flow. Notably, metastable noise-sustained
structures may arise in convectively unstable systems subject to small disturbances in the
inlet of the system. See Fig.1.5
Sensitivity to inlet conditions, despite linear stability of the flow, is reminiscent of con-
vectively unstable systems[18][19]. Plane Poiseuille flow is absolutely stable for Reynolds
numbers Re < 5772[20] but sees turbulent structures well below that. Barkley’s original
pipe model, discussed in Chapter 5, can also be convectively unstable on certain domains,
permitting chaotic behavior and additional solutions not seen in periodic domains mimick-
ing infinitely long pipes.
1.8 Coherent structures and exact solutions of the NSE
In general, two categories of structures in pipe flow are of interest to us. The first set are
the fundamental elements of Periodic Orbit Theory (POT): the numerically-exact solutions
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to the Navier-Stokes equations—including traveling waves (TW), periodic orbits (PO), and
relative periodic orbits (RPO)—the heteroclinic connections that tether the solutions to-
gether in state space, and the stable and unstable manifolds of each solution.
The second type of structures are the characteristic localized patches of turbulence
(“spots” in 2D flows, “puffs” and “slugs” in pipe) that pervade the transitional regime but
are not themselves solutions to the NSE. Both kinds of structures exist during the transi-
tional regime.
Solutions to the NSE are known to localize as domain size increases; current under-
standing is that localization occurs through a subharmonic bifurcation of key wavenum-
bers[21][22] .
1.9 Patterns
1.9.1 Fluid flow as nonequilibrium phenomenon
Myriad mechanisms are used to drive fluidic systems out of equilibrium, causing the flow
of fluid. Most commonly, wall shear stresses or pressure gradients drive the fluid, as is
the case with cylindrical pipe, plane Couette, plane Poiseuille and Taylor-Couette flows.
However, these are not the only mechanisms for driving fluid. Some Kolmogorov flows,
for example, rely on a sinusoidally varying magnetic field to move a ferrofluid, and the
Rayleigh-Bénard system relies on a temperature gradient to induce convection. Regard-
less, the nonuniformity induced by the driving mechanism means that the system is not in
state of thermal equilibrium. Further, the requirement of an external driving mechanism ne-
cessitates contact with an external system or reservoir. Consequently, sustained fluid flows
are, by definition, open nonequilibrium systems.
Crucially, the relative strength of the driving mechanism is described by a dimension-
less quantity that parameterizes the flow. Cross and Greenside explain[16]:
There are mechanisms that can drive a system out of thermodynamic equilib-
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rium, such as a flux of energy, momentum, or matter through the system. This
driving is opposed by one or more dissipative mechanisms such as viscous fric-
tion, heat conduction, or electrical resistance that restore the system to thermal
equilibrium. The relative strength of the driving and dissipative mechanisms
can often be summarized in the form of one or more dimensionless parameters,
e.g. the Rayleigh number R in the case of convection. Nonequilibrium systems
often become unstable and develop an interesting spatiotemporal pattern when
the dimensionless parameter exceeds some threshold, which we call the critical
value of that parameter.
For many of the fluid flows being discussed in this document, the dimensionless quantity is
the Reynolds number Re, which can be thought of as the ratio of inertial forces to viscous





where the inertial forces are related to the quantities that drive the flow and the viscous
to the forces that dissipate energy. As a general rule, when the relevant inertial force far
exceeds the viscous, turbulence erupts.
In pipe with a fixed circular cross section, the inertial forces are related to the momen-







Here, ρ is the density of the fluid, ∆V is a characteristic difference in velocity between
two parcels of fluid separated by a characteristic length ∆x, and µ is the dynamic viscosity.
The larger the difference in momentum flux between two regions of the fluid, the larger
viscosity must be to even out momentum variations and keep the fluid moving smoothly
(laminar flow). When Re is small (Re  1), flow will be smooth (laminar). Conversely,
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when Re is large (Re  1), neighboring particles of fluid may move at very different
velocities—that is, fluid parcels may exhibit large variations in momentum—giving rise to
complex turbulent flow.
By convention, the characteristic distance ∆x described above is taken to be the diam-





where V is the mean speed of the fluid through the pipe and and ν ≡ µ/ρ is the kinematic
viscosity. In the absence of a gradient to drive the flow, the viscous forces would restore
equilibrium by bringing all fluid to dynamic equilibrium. Because of the no-slip boundary




= 0 where ∂Ω ≡ r = D/2 (1.90)
V → 0 for all the fluid in the pipe in the absence of an external driving mechanism. Thus,
the only equilibrium fluid state is that corresponding to no flow at all. It follows then that
all sustained flows are nonequilibrium states.
Pipe flow is the prototype for the study of fluid flows, but it is hardly the only one
of interest to physicists. Two-dimensional plane Couette flow (Figures 1.6 and 1.8) is a
canonical flow whereby two infinite parallel plates move in opposite directions with speed
U , resulting in a shear stress that drives the flow. The relevant Reynolds number is similar





where 2h is the gap between the two plates, U is the speed of the plates, and ν is the
kinematic viscosity.
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Another effectively two-dimensional system is Taylor-Couette. Taylor-Couette flow is
driven out of equilibrium by a velocity gradient between two concentric cylinders (either
one cylinder stationary and the other rotating relative to it, or the inner and outer cylinders
counter rotating) and, as a result, has two relevant Reynolds numbers, one for the inner








Interestingly, as the ratio of the two cylinder radii goes to unity (ro/ri → 1)—that is, as the
radii of the two cylinders both go infinitely large—the character of the Taylor-Couette flow
is expected to approach that of plane Couette[23].
In the two-dimensional Kolmogorov flow described by [24], a shallow electrolytic fluid






where the sinusoidal forcing is f = χ sin(κy)x̂, ν is the kinematic viscosity, and λ = 2π/κ.
In Rayleigh-Bénard convection (Figure 1.7), a temperature gradient is applied to drive
flow[16]. The useful parameter is proportional to the temperature gradient that drives the





where α is the coefficient of expansion for the fluid, g is gravitational acceleration, d is the
depth of the fluid, ν is the kinematic viscosity, and κ is the fluid’s thermal diffusivity.
Here we have listed several disparate nonequilibrium fluid flows with different driv-
ing mechanisms and different geometries. Yet, despite their differences, they share one




Figure 1.6: (a) Experimental set-up for plane Couette. (b) The transition to turbulence
in plane Couette. As with other flows discussed in this paper, the transition follows the
localized spot→ spatially periodic pattern→ featureless turbulence route.
Figure 1.7: (a) The Rayleigh-Bénard experiment as seen from above. (b) Cross-section of
the Rayleigh-Bénard convective cells.
34
Figure 1.8: (a) Barkley and Tuckerman observe stripe patterns in plane Couette simulations.
(b) Stripes seen in numerical simulations of plane Poiseuille flow.
1.9.2 The role of patterns in the transition to turbulence
Patterns in two-dimensional incompressible fluid flows
In 1965, Coles[26] first observed spiral patterns in counter-rotating Taylor-Couette flow.
Pringent, et al.[27] found that large aspect plane Couette flow exhibits spot and stripe
patterns during the turbulent transition. Likewise, banded patterns are observed in plane
Poiseuille flow[4].
Pringent, et al.[27] found that large-aspect plane Couette flow exhibits tell-tale patterns
during the turbulent transition. Like the patterns first seen by Coles in Taylor-Couette, the
patterns seen in plane Couette are distinct spatially-periodic bands of coexisting turbulent
and laminar flow with a well-defined wavelength. Direct numerical simulations conducted
by Barkley and Tuckerman confirmed the existence of these patterns. They observe: “It
now appears that turbulent-laminar patterns are inevitable intermediate states on the route
from turbulent to laminar flow in large aspect ratio plane Couette flow.”[28]. See Figure
1.8.
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Patterns in three-dimensional incompressible fluid flows: Pipe
The quintessential three-dimensional fluid flow, and the one Reynolds himself focused on,
is that of cylindrical pipe flow. In pipe, coherent turbulent structures called puffs and slugs
analogize to the spots, stripes, and bands seen in two-dimensional flows. In sufficiently long
pipes, a regular array of puffs can be seen, with a more or less fixed separation of ∼ 20 −
25D between neighboring puffs5, evocative of the preferred wavelengths for stripes seen in
two-dimensional flows and indicative of an interaction distance between neighboring puffs.
Puffs and slugs, like spots and stripes in 2D systems, are energy dissipating structures.
Our understanding of pattern formation in pipe flow is limited, and is currently an
active research topic[4]. It is well-accepted that turbulent puff and slug patterns seen in
three-dimensional pipe analogize to localized spots and stripes seen in two-dimensional
fluid flows, but the mechanisms underlying pattern formation are even less-understood in
pipe than in two-dimensional flows. Knobloch notes in a 2008 review[30],
Even more problematic is the case of patterns localized in two or three spatial
dimensions since there appears to be no way of dealing simultaneously with
more than one time-like variable. In fact, to the author’s knowledge, there have
been no studies of fully three-dimensional localized structures, despite the fact
that such structures are expected to form in subcritical Turing bifurcations in
three-dimensional media.
That said, the recent work of Reetz et al.[31] suggests a possible course of investiga-
tion for pipe: continuation of a traveling wave solution that undergoes a pattern-forming
bifurcation leading to a long wavelength modulation of the underlying periodic solution.
5Samanta, et al.: “[T]urbulent puffs have a well-defined interaction distance, which sets their minimum
spacing as well as the maximum observable turbulent fraction.”[29]
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1.9.3 Turing patterns as nonequilibrium phenomena
The Second Law of [equilibrium] Thermodynamics states that an isolated system will
evolve in such a way as to maximize total entropy6. However, the emergence of structure
or pattern in a system indicates a decrease in local entropy. Thus, patterns—in particular,
Turing patterns—can only occur in open systems, and any local decrease in entropy due
to pattern formation is met with an even larger increase in total entropy of the external
environment[32].
Quoting D. Bullara and Y. De Decker[33]:
[Turing] structures are a class of spatiotemporal organizations that can be
obtained only far from equilibrium, where a system can continuously dissipate
entropy in its environment, which compensates the entropy produced by the
internal irreversible processes and keeps the system in an organized state.
The patterns seen in transitionally turbulent regime in canonical fluid flows are suggestive
of Turing patterns seen in two-dimensional reaction-diffusion-advection systems7. We are
thus prompted to review the mechanism behind Turing patterns.
1.9.4 Turing patterns: general mathematical treatment
Author’s Note: Elementary mathematical treatments of Turing instabilities are readily
found; Cross and Greenside’s text[16] is one such reference.
The surprising discovery found by Turing is that a spatially homogeneous solution may
be stable in the absence of diffusion but can destabilize when subjected to nonuniform
perturbations in the presence of diffusion. To see this, consider a general reaction diffusion
6Despite much effort, a “law of entropy” for nonequilibrium systems, analogous to the Second Law of
Thermodynamics for equilibrium systems, remains elusive. Some have speculated that entropy production
rates should be a minimum; others have suggested entropy production rates should be a maximum. Neither
seems correct.
7Less is understood about Turing patterns in three dimensions, but the author has found some interesting
articles, including [34].
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system involving [at least] two different interacting species of the form
∂u1
∂t
= D1∇2u1 + f1(u1, u2)
∂u2
∂t
= D2∇2u2 + f2(u1, u2) (1.95)
where ui = ui(x, t) depend on space and time, Di are the respective diffusion coefficients,
and fi are the reactive terms, which may be linear or nonlinear. For simplicity, we assume
the diffusion coefficients are constant and independent of spatial location, time, and the
values of ui.
When f1(u1, u2) = f2(u1, u2) = 0, a stationary and uniform solution emerges: a homo-
geneous solution. Near the homogeneous solution, which we denote as u∗, the linearized












+ a21 δu1 + a22 δu2 (1.96)
where δu1 and δu2 are infinitesimal perturbations of the homogeneous state. Define A and







On an infinite domain or a domain with periodic boundary conditions, the system maintains
translationally invariant and we can expect particular solutions of the form
δu = δu eλkt+ikx (1.98)
where λk > 0 (λk < 0) describes growth (decay) of the solutions, and k are wavenumbers.
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Substituting this solution into the linearized equation, we arrive at an eigenvalue problem:
Ak δuk = λk δuk (1.99)








(TrAk)2 − 4detAk (1.100)
Stability is assured when the real part of eigenvalue is negative, i.e. Re (λk) < 0, for all
wavenumbers, or equivalently when
TrAk = a11 + a22 − (D1 +D2)k2 < 0 (1.101)
detAk = (a11 −D1k2)(a22 −D2k2)− a12a21 > 0 (1.102)
For the homogeneous steady state in the absence of diffusion (where Di = 0), the stability
conditions are
a11 + a22 < 0 (1.103)
a11a22 − a12a21 > 0 (1.104)
In the presence of diffusion, the condition for linear stability is
D1a22 +D2a11 > 0 (1.105)






We conclude that Turing pattern formation will not occur unless the two diffusion coeffi-
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cients differ substantially.

























which implies that l2 must be sufficiently larger than l1 to induce a Turing instability.
The treatment above applies to multi-species systems on an infinite spatial domain.
Cross and Greenside emphasize that finite systems can admit different solutions [16]:
[These equations] cannot accurately describe a sustained nonequilibrium chem-
ical system since they lack a transverse confined coordinate along which reac-
tants can be fed into the system and products removed. The neglect of a con-
fined coordinate is a major simplification. Indeed, an accurate treatment of
the feed direction introduces complicated spatial structure...which makes the
linear stability analysis considerably harder.
A finite domain lacks translational invariance. For such a system, a superposition of
expλkt exp ik · x⊥ (1.109)
terms, rather than a single Fourier mode, is required to satisfy the linearized problem.
Wavevectors for which Re (λk) < 0 will be damped, whereas other wavevectors that satisfy
Re (λk) > 0 will grow exponentially until grounded by nonlinearities. Dispersion relations
tell us the growing modes and predict the characteristic length scale of the pattern, λc =
2π/kc that emerges just beyond the onset of the instability.
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In a three-dimensional discretized isotropic system, the wavenumber k is given by
















where Li denotes the system size in the ith direction and ni the relevant index of the corre-
sponding wavevector. We observe that the system isotropy introduces a degeneracy into the
problem: multiple wavevectors can correspond to single unstable wavenumber. If kc is un-
stable for one such wavevector, it will likewise be unstable for the others, as well. Which
degenerate modes, and ultimately which pattern will be “selected”, must be determined
from a nonlinear analysis of the problem.
1.10 Patterns in two-dimensional incompressible fluid flows
In 1965, Coles[26] first observed spiral patterns in counter-rotating Taylor-Couette flow.
Prigent, et al.[35] found that large aspect plane Couette flow exhibits spot and stripe
patterns during the turbulent transition. Likewise, banded patterns are observed in plane
Poiseuille flow[4].
Prigent, et al.[35] found that large-aspect plane Couette flow exhibits tell-tale patterns
during the turbulent transition. Like the patterns first seen by Coles in Taylor-Couette, the
patterns seen in plane Couette are distinct spatially-periodic bands of coexisting turbulent
and laminar flow with a well-defined wavelength. Direct numerical simulations conducted
by Barkley and Tuckerman confirmed the existence of these patterns. They observe: “It
now appears that turbulent-laminar patterns are inevitable intermediate states on the route
from turbulent to laminar flow in large aspect ratio plane Couette flow.”[28].
1.11 Patterns in three-dimensional incompressible fluid flows
The quintessential three-dimensional fluid flow, and the one Reynolds himself focused on,
is that of cylindrical pipe flow. In pipe, coherent turbulent structures called puffs and slugs
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analogize to the spots, stripes, and bands seen in two-dimensional flows. In sufficiently
long pipes, a regular array of puffs can be seen, with a more or less fixed separation wave-
length/separation between neighboring puffs, evocative of the preferred wavelengths for
stripes seen in two-dimensional flows. Puffs and slugs, like spots and stripes in 2D sys-
tems, are energy dissipating structures.
Our understanding of pattern formation in pipe flow is limited, and is currently an
active research topic[4]. It is well-accepted that turbulent puff and slug patterns seen in
three-dimensional pipe analogize to localized spots and stripes seen in two-dimensional
fluid flows, but the mechanisms underlying pattern formation are even less-understood in
pipe than in two-dimensional flows. Knobloch notes in a 2008 review[30],
Even more problematic is the case of patterns localized in two or three spatial
dimensions since there appears to be no way of dealing simultaneously with
more than one time-like variable. In fact, to the author’s knowledge, there have
been no studies of fully three-dimensional localized structures, despite the fact
that such structures are expected to form in subcritical Turing bifurcations in
three-dimensional media.
1.12 A connection between an ECS and pattern formation
The connection between exact numerical solutions of the NSE and pattern formation in
fluid flows has been a recent line of inquiry. In 2019, Reetz, et al. found that a stripe
pattern in plane Couette flow emerges from the Nagata equilibrium solution. Specifically,
they found that a sequence of pattern-forming bifurcations from the Nagata solution leads to
a large-scale modulated stripe pattern (see Fig.1.9). At the time of this writing, a connection
between an ECS in pipe and spatiotemporal intermittency (e.g. alternating tubulent-laminar
regions) has not been found but initial observations of long-pipe solutions hint that a similar
result may hold for pipe as well.
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Figure 1.9: Stripe pattern in plane Couette emerges from Nagata equilibrium solution.
1.13 Organization of Dissertation
This document is outlined as follows: Chaper 2 provides an overview of the methodologies
employed during the work. Chapters 3 and 4 feature published work regarding invariant
solutions in pipe [36, 37]. Chapter 5 presents a published paper concerning the discovery
of periodic solutions and chaos in Barkley’s pipe model[38]. Conclusions are presented in
Chapter 6 which also itemizes some possible extensions of the work presented here.
Note: All fluids discussed in this document are assumed incompressible, obeying the




2.1 Periodic orbit theory in a nutshell
In the dynamical systems approach, solutions to the NSE are regarded as fixed points in
state space, objects anchored in a high-dimensional pinball machine where the time evo-
lution of the system is treated as a pinball bouncing from one solution to the next via
solutions’ stable and unstable manifolds and the heteroclinic connections that directly link
one solution to another. Most solutions have a combination of stable and unstable eigen-
vectors and are therefore saddles in state space with some directions (eigenvectors) being
attractive and others being repulsive. Further, how attractive or how repulsive a solution is
depends on the size and number of its eigenvalues. The traveling wave solutions reported
in Sections 3 and 4 have a larger number of unstable eigenvalues than do the RPOs, and
the magnitudes of the TWs’ most unstable eigenvalues exceeded that of most RPOs. The
expectation then was that the flow dynamics in the pipe would spend more time near RPOs
than TWs; observations of many simulations verified this hypothesis.
Periodic Orbit Theory (POT) predicts that a weighted average of a large number of
computationally-extracted invariant solutions of the NSE will reproduce the turbulence
statistics obtained from laboratory experiments. But before POT can be tested, a large
number of invariant solutions must first be found. Finding solutions is a two-step process:
First, a direct numerical simulation (DNS) of a pipe flow is run with the flow state of the
system recorded at regular time intervals; from the recorded states a recurrence diagram
(Figure 2.1) is generated from which the observer identifies possible recurring flows. Next,
the candidate states corresponding to possible recurring flows—those that might be in the
state space neighborhood of a TW or RPO—is put into a Newton-Krylov solver to see if it
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converges to an invariant solution. The likelihood of convergence of a solution is improved
by the removal of any unphysical symmetries. Thus symmetry reduction is embraced.
Once a solution has been found, it may be parametrically continued to smaller or larger
values of Re or pipe length L using arclength continuation. Arclength continuation is not
without its obstacles, though. Bifurcations and termination of solution branches can halt
continuations. Further, as a solution is continued to increasing Re and L, it acquires more
and more unstable eigenvalues, making it hard to track.
2.2 Numerical Approach
Direct numerical simulation in this dissertation was conducted using an open source hybrid
spectral finite-difference code, Open Pipe Flow[39] created by collaborator A.P. Willis. To
simulate pipe flow, we consider an incompressible newtonian fluid driven through a hori-
zontal pipe of length L with circular cross section of radius r = D/2 and fixed mass flux
in the axial direction. The NSE are formulated in standard cylindrical-polar coordinates
(r, θ, z) with r the radial, θ the azimuthal, and z the axial coordinates, respectively. The
full velocity field is decomposed into laminar and fluctuating components U(r) + u and
represented by [u, v, w, p](r, θz) with u the radial velocity component of the flow, v the
azimuthal component of the flow, w the streamwise (axially-directed) velocity component,
and p the pressure.
The governing equations are thus,
∂u
∂t





∇2u , ∇ · u = 0 (2.1)
The laminar Hagen-Poiseuille profile is taken to be U(r) = 2(1−(2r))2ẑ andRe = UD/ν
where U is the mean speed of the flow, D is the pipe diameter, and ν is the kinematic
viscosity. The density of the fluid is assumed to be unity. Here β = β(t) is the fractional
pressure gradient required to maintain a contain the constant mass flux beyond that needed
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to induce the laminar flow.
The numerical domain is periodic along the pips axis so that u(r, θ, z) = u(r, θ, z + L)
where L = π/α is the length of the pipe. The code is a hybrid spectral code with Fourier
modes in the axial and azimuthal directions and Chebyshev in the radial variable. The
deviation velocity field u is expanded accordingly:







where mo is the order of the discrete rotational symmetry, e.g. in a flow constrained to a
4-fold azimuthally symmetric pipe, mo = 4.
Typical resolutions were N = 64 finite-difference points in the radial direction, M =
12 Fourier modes in the azimuthal direction, and a variable number of axial Fourier modes
depending on length of the pipe, from K = 18 in the shortest 7.4R-length pipe up to
K = 360 modes in the L = 55R pipe. With a 9-point stencil, the resolution isO(8MNK);
thus the 7.4R pipe has resolution of over 110,000 and the longest length pipe studied over
2.2 million.
2.3 Poisson-Pressure Equation
The Pressure Poisson Equation can be used to construct a system of equations, with atten-
dant boundary conditions, equivalent to the incompressible Navier-Stokes equations. Con-
sider an incompressible velocity field u(x, t) on the domain Ω with a piecewise smooth
boundary ∂Ω that satisfies the NSE with boundary conditions
u = g(x, t) for x ∈ ∂Ω (2.3)
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Because an incompressible fluid must have zero flux through the boundary at r = R,
∫
∂Ω
r̂ · g dA = 0 (2.4)
where r̂ is the outward normal on the boundary and dA is an area element on ∂Ω. The
initial conditions are
u(x, 0) = uo for x ∈ Ω (2.5)
∇ · uo = 0 for x ∈ Ω (2.6)
uo(x) = g(x, 0) for x ∈ ∂Ω (2.7)
and the no-flux, no-slip boundary conditions at the fixed impermeable walls can be ex-
pressed as
u · r̂ = 0 (2.8)
u× r̂|∂Ω = 0 (2.9)
To obtain the pressure equation, we first take the divergence of the momentum equation
and apply the incompressibility constraint. This yields a Poisson equation for the pressure:
∇2p = −∇ · (u · ∇u) (2.10)
This additional equation introduces an additional boundary condition that permits replacing
the NSE with
u + (u · ∇)u = µ∇2u−∇p (2.11)
∇2p = −∇ · (u · ∇u) (2.12)
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with boundary conditions
u = g(x, t) (2.13)
∇ · u = 0 for x ∈ ∂Ω (2.14)
This additional boundary condition ensures that the pressure enforces incompressibility
throughout the flow.
2.4 Newton-Krylov Solver
The solutions hunted during this work included traveling waves (TW) possessing transla-
tional invariance long the pipe axis ẑ:
V (r, θ, z; t) = V (r, θ, z − ct) (2.15)
with phase speed c, and relative periodic orbits (RPOs) having both translational invariance
(moving at speed c) and dynamical periodicity of period Tp
V (r, θ, z; t) = V (r, θ, z − ct; t+ Tp) (2.16)
In a frame of reference co-moving with the solutions, the TW appears as a relative equilib-
rium and the RPO appears as a traveling wave. To find solutions, we consider a recurrent
flow u and a nonlinear function f(u) such that:
f(u) = 0 (2.17)
A Jacobian-free Newton-Krylov (JFNK) method is used to find the roots of the nonlinear
function f(u). In the case of pipe flow, one takes advantage of the symmetries inherent in
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the solutions to write f(u) as
f (u(0), t) = g(0,−ct)u(t)− u(0) = 0 (2.18)
for a traveling wave solution with Galilean symmetry, where c is the streamwise phase
velocity of the solution. Likewise, a relative periodic orbit solution that undergoes an axial
shift l after time Tp, satisfies
f (u(0), t, l) = g(0,−l)u(Tp)− u(0) = 0 (2.19)
starting with an initial guess for the fluid state with period Tp and axial shift l. Initial
guesses for the algorithm are found with recurrence diagrams.
Recall that the Newton-Raphson method converges towards the roots x of the 1D func-
tion f(x) by interating




where f ′ = df/dx and xo is an initial guess. The iteration can also be expressed as
xi+1 = xi + dxi, f
′(xi)dxi = −f(xi) (2.21)
Solving the linear system f ′(xi)dxi = −f(xi) for the unknown dxi supplies the update.
In higher dimensions, Newton’s method is






where F(x) = (f1(x), f2(x), f3(x), ..., fn(x)) and each fi(x) maps a real n-vector x into a
scalar in a continuous and differential way. The goal of the Newton method is to success-
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fully solve a linear system, e.g.









is the Jacobian matrix of F(x). However, when n is large, evaluating the Jacobian matrix at
each iteration of the Newton method is computationally expensive. Thus, an approximation
to J(x) is desirable. Fortunately, Eq. 2.23 is has the form Adx = b which may be solved
using the Krylov-subspace method, generalized minimal residual method (GMRES). The
GMRES algorithm need not know the matrix A itself, only the result of multiplying a
vector by A. This Jacobian-free Newton-Krylov method (JFNK) combines a matrix-free
approach with nonsymmetric Krylov subspace methods. It is a projection method for solv-








where ro = b− Ax.
Iterations of the GMRES algorithm involve calculating products of the Jacobian with





(F(xi + εdx))− F(xi) (2.26)
for some small ε.
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Figure 2.1: Recurrence diagrams used to identify initial guesses for Newton-Krylov. Here,
minima around the horizontal lines suggest shadowing of a periodic orbit with temporal
period Tp ≈ 11.
2.5 Initial Guesses
Initial guesses for Newton searches are found with the aid of recurrence diagrams generated
by plotting velocity flow states u at subsequent times according to,
∣∣∣∣∣∣∣∣ut − ut−∆t∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣ut−∆t∣∣∣∣∣∣∣∣ (2.27)
and looking for recurring minima. As an example, an examination of Fig. 2.1 finds rep-
etition in the flow, signaled by the periodic minima of ∆t ≈ 11 (dashed horizontal lines
in Fig. 2.1), suggesting the flow may have shadowed a relative periodic orbit of period
Tp ≈ 11.
Initial guesses for exact solutions of the incompressible Navier-Stokes equations (NSE)
were put into a Newton-Krylov solver. For example, initial guesses for an RPO looked for
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zeros of
f(u(0), Tp, l) = g(0,−l), u(Tp)− u(0) = 0 (2.28)
with an initial guess for a state u, period Tp, and shift l.
In addition to the continuous Galilean symmetries, most work was done in pipe with
constrained azimuthal symmetry such that
(U, V,W )(r, θ, z)→ (U, V,W )(r, θ + 2π/m, z) (2.29)
where m is the order of the rotational symmetry subspace, e.g. m = 4. Similarly, most
solutions were found in the shift-and-reflect symmetry subspace where









The wavelength of the solution is 2π/α.
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CHAPTER 3
SYMMETRY REDUCTION IN HIGH DIMENSIONS, ILLUSTRATED IN A
TURBULENT PIPE
3.1 Abstract
Equilibrium solutions are believed to structure the pathways for ergodic trajectories in a
dynamical system. However, equilibria are atypical for systems with continuous symme-
tries, i.e. for systems with homogeneous spatial dimensions, whereas relative equilibria
(traveling waves) are generic. In order to visualize the unstable manifolds of such solu-
tions, a practical symmetry reduction method is required that converts relative equilibria
into equilibria, and relative periodic orbits into periodic orbits. In this article we extend the
fixed Fourier mode slice approach, previously applied 1-dimensional PDEs, to a spatially
3-dimensional fluid flow, and show that is substantially more effective than our previous
approach to slicing. Application of this method to a minimal flow unit pipe leads to the dis-
covery of many relative periodic orbits that appear to fill out the turbulent regions of state
space. We further demonstrate the value of this approach to symmetry reduction through
projections (projections only possible in the symmetry-reduced space) that reveal the in-
terrelations between these relative periodic orbits and the ways in which they shape the
geometry of the turbulent attractor.
3.2 Introduction
Chaotic dynamics can be interpreted as a trajectory in state space, where each coordinate
corresponds to a degree of freedom. For higher-dimensional systems it can be difficult
to predict which coordinate choices will provide the most instructive projections, given
that plots of these trajectories are limited to displaying two or three dimensions at a time.
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To avoid clutter in the projection caused by families of orbits related by translations or
reflections, symmetry-invariant measures such as spatial averages are often favored. In
practice, however, there are only so many quantities that may be averaged and, in addition,
information held in the spatial structure is wiped out in the averaging process. Often such
averaging results in a largely uninformative projection of the dynamics.
The study of turbulence is one example where substantial progress has recently been
made by viewing the flow as a dynamical system, but now a more informative means of
projection is required to comprehend the way in which the unstable manifolds of relative
equilibria and other invariant solutions shape the dynamics. These invariant solutions cor-
respond to recurrent but unstable motions[40] that share some characteristics with fully
turbulent flows. Experiments[40, 41] and simulations[42, 43] have identified transient vis-
its to spatiotemporal patterns that mimic traveling wave solutions. Certain low-dissipation
traveling waves of the Navier-Stokes equations have been shown to be important in the
transition to turbulence, where they lie in the laminar-turbulent boundary, separating initial
conditions that ultimately relaminarize from those that develop into turbulence[44]. Spa-
tiotemporal flow patterns called ‘puffs’ and ‘slugs’ are observed during the evolution to
turbulence. Recently, spatially-localized solutions representative of puffs have been dis-
covered[45] and shown to be linked to spatially-periodic traveling waves in minimal do-
mains[46]. As traveling waves are steady in their respective co-moving frames, they are
relative equilibria, solutions that do not exhibit temporal shape-changing dynamics. Their
unstable manifolds, however, mold the surrounding state space, carving pathways for rel-
ative periodic orbits, invariant orbits embedded in turbulence whose temporal evolution
captures dynamics of ergodic trajectories that shadow them. A detailed understanding of
these recurrent motions is crucial if one is to systematically describe the repertoire of all
turbulent motions. With the removal of spatial translations, which obscure visualizations
of the dynamics, a far greater number of projections of chaotic trajectories is possible. In
this article, we show that visualizations of the symmetry reduced dynamics can help us
54
understand relationships between distinct families of periodic orbits and traveling wave so-
lutions, which in turn lends support to the dynamical systems interpretation that relative
periodic orbits form the backbone of turbulence in pipe.
3.3 Results
Our approach is dynamical: writing the Navier–Stokes equations as u̇ = v(u), the fluid
state u at a particular moment in time is represented by a single point in state spaceM[47];
turbulent flow is represented by an ergodic trajectory that wanders between accessible states
inM[48]. Essential to this analysis is that any two physically equivalent states be identi-
fied as a single state: a symmetry-reduced state space M̂ =M/G is formed by contracting
the volume of state space representing states that are identical except for a symmetry trans-
formation to a single point û. Only after a symmetry reduction are the relationships be-
tween physically distinct states revealed. In this article symmetry reduction is implemented
with an extension of the ‘first Fourier mode slice’ method[49], a variant of the method of
slices[50]. The method of slices separates coordinates into phases along symmetry direc-
tions (‘fibers’, ‘group orbits’ that parametrize families of physically-equivalent dynamical
states) from the remaining coordinates of the symmetry-reduced state space M̂. The latter
capture the dynamical degrees of freedom—those associated with structural changes of the
flow.
The Navier-Stokes equations are invariant under translations, rotations, and inversions
about the origin, and the application of any of these symmetry operations to a state u(x)
results in another dynamically equivalent state. The boundary conditions for pipe flow
restrict symmetries to translations along the axial and azimuthal directions, and reflections
in the azimuthal direction. In the computations presented here,axial periodicity is assumed
so that the symmetry group of the system is O(2)θ × SO(2)z. In order to illustrate the key
ideas, we constrain azimuthal shifts, and focus on the family of streamwise translational
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Figure 3.1: Schematic of symmetry reduction by the method of slices. The blue point is
the template x̂′. Group orbits are marked by dotted curves, so that all pink points are equiv-
alent to x̂ up to a shift. The relative periodic orbit (green) in the d-dimensional full state
spaceM closes into a periodic orbit (blue) in the slice M̂ =M/G, a (d−1)-dimensional
slab transverse to the template group tangent t′. A typical group orbit crosses the slice hy-
perplane transversally, with a non-orthogonal group tangent t = t(x̂). A slice hyperplane
is almost never a global slice; it is valid up to the slice border, a (d−2)-dimensional hy-
persurface (red) of points x̂∗ whose group orbits graze the slice, i.e. points whose tangents
t∗ = t(x̂∗) lie in M̂. Beyond the slice border (dashed ‘chunk’), group orbits do not cross
the slice hyperplane locally.
shifts {g} parametrized by a single continuous phase parameter `,
(g(`)u)(z) = u(z − `) .
If periodic axial symmetry is assumed, application of g gives a closed curve family of
dynamically equivalent states — topologically a circle, called a group orbit — in state
space M. Were azimuthal (‘spanwise’) shifts included, equivalent states would lie on a
2-torus.
Symmetry reduction simplifies the state space by reducing each set of dynamically
equivalent states to a unique point û. The method of slices achieves this with the aid of
a fixed template state u′ (see Fig. 3.1). A shift is applied so that the symmetry-reduced
state û = g(−`)u lies within the hyperplane orthogonal to t′ = lim`→0 (g(`)u′ − u′)/`,
the tangent to the template u′ in the direction of the shift. For a time-dependent flow, one
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determines ` = `(t) by chosing û to be the point on the group orbit of u closest to the
template, 〈û − u′|t′〉 = 0 in a given norm. In this work we use the L2 or ‘energy’ norm
E = 〈u|u〉/2 =
∫
u2/2 dV .
As traveling waves drift downstream without changing their spatial structure, the family
of traveling wave states u(t) is dynamically equivalent (lies on the same group orbit g(`)u)
and may be represented by a single state ûq. Thus all traveling waves are simultaneously
reduced to equilibria in the slice, irrespective of their individual phase velocities, a powerful
property of the method of slices. Furthermore, all relative periodic orbits p, flow patterns
each of which recurs after a different time period Tp, shifted downstream by a different `p,
close into periodic orbits in the slice hyperplane.
Dynamics within the slice is given by
˙̂u = v(û)− ˙̀(û) t(û) , (3.1)
˙̀(û) = 〈v(û)|t′〉 / 〈t(û)|t′〉 , (3.2)
where the expression for the phase velocity ˙̀ is known as the reconstruction equation[51].
No dynamical information is lost and we may return to the full space by integrating Eq.
3.2. In contrast to a Poincaré section, where trajectories pierce the section hyperplane,
time evolution traces out a continuous trajectory within the slice. In principle, the choice
of template is arbitrary; in practice, some templates are preferable to others. While one is
concerned with the dynamics within the slice û(t), in practice it may be simpler to record
`(t) and to post-process, or to process on the side, visualizations within the slice—slicing
is much cheaper to perform than gathering u(t) from simulation or laboratory experiment.
The enduring difficulty with symmetry reduction is in determining a unique shift ` for
a given state u, while avoiding discontinuities in `(t) that arise when multiple ‘best fit’
candidates û = g(−`)u to the template u′ occur. A singularity arises if the group orbit gu
grazes the slice hyperplane (Fig. 3.1). At the instant this occurs, the tangents to the fluid
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state û and the template u′ are orthogonal, and there is a division by zero in the reconstruc-
tion equation 3.2. In [52] it was shown that the hyperplanes defined by multiple templates
could be used to tile a slice, but while switching may permit the symmetry reduction of
longer trajectories, it is often not possible to both switch templates before a slice border is
reached and to simultaneously maintain continuity in `. Furthermore, it is uncertain when
to switch back to the first template, in order to produce a unique symmetry-reduced state.
Our aim in this article is to avoid such difficulties through the use of a single template
with distant slice borders. The approach of Budanur et al.[49] for the case of one trans-
lational spatial dimension fixes the phase of a single Fourier coefficient. This ‘Fourier’
slice is a special case within the slicing framework, with the effect of extreme smoothing
of the group orbit. Here the approach is extended to a spatially 3-dimensional case, that of
turbulent pipe flow.
For the case of a scalar field defined on one spatial dimension[49] there is a unique
Fourier coefficient appropriate for determining the symmetry reduction. Here, for the
3-dimensional turbulent flow, there are three components of velocity with a spatial dis-
cretization for each, and it is not obvious which coefficients to fix in order to define an
effective symmetry-reducing slice. In this paper we construct a template u′(r, θ, z) =
uc cos(αz) + us sin(αz), where uc(r, θ) =
∫ L
0




and L = 2π/α, for some chosen state ũ. This corresponds to (all of) the first coefficients
in the streamwise Fourier expansion for ũ. Arbitrary states u may then be projected onto
a plane via a1 = 〈u|u′〉 and a2 = 〈u | g(L/4)u′〉, respectively (see Fig. 3.2). In this
projection, the group orbit gu of any state is a circle centered on the origin, and the polar
angle θ for the point (a1, a2) corresponds to a unique shift ` = θ(L/2π). The symmetry
reduced state û = g(−l)u is the closest point on its group orbit to the template u′. The
slice is projected onto the positive a1-axis in this projection.
Note that the approach is independent of discretization, and does not actually require a
Fourier decomposition. Note also that the inner-product gathers information from the full
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Figure 3.2: (top left) Schematic of the first Fourier mode slice, with a1, a2 defined in the
text. In this projection the slice border is a zero-measure ‘point’ at the origin. (bottom) For
a generic ergodic trajectory the phase velocity c = ˙̀(t) appears to encounter singularities
whenever it approaches the slice border, which, however, is never reached[49]. Closer
inspection reveals a rapid but continuous change in the shift (top right) by ≈ L/2 in the
`(t)− ct Galilean frame, moving (for our parameter values) at c = 1.1092. These apparent
jumps are well resolved: each ‘+’ corresponds to 10 time integration steps.
velocity field.
As group orbits are circles crossing perpendicular to the a1-axis in this projection,
〈t(û)|t′〉 in Eq. 3.2 can only be zero if the circle shrinks to a point at the origin. This re-
quires that both inner products 〈u|u′〉 and 〈u | g(L/4)u′〉 are zero at the same time, which
has vanishing probability. While we thus avoid the slice border, there is a rapid change in θ
by≈ π (in ` units by≈ L/2) whenever the trajectory (a1, a2)(t) sweeps past the origin, see
the inset to Fig. 3.2. Rapid phase shifts notwithstanding, this choice of template has made
possible the discovery and analysis of the many relative periodic orbits discussed below.
‘Minimal flow units’[54], which capture much of the statistical properties of turbulence,
have been invaluable in analyzing fundamental self-sustaining processes[55]. Here, the
fixed-flux Reynolds number for all calculations is Re = DU/ν = 2500, where lengths
are non-dimensionalized by diameter D and velocities are normalized by the mean axial
speed U . The minimal flow unit is in the m = 4 rotational subspace, such that (r, θ, z) ∈
[0, 1
2
] × [0, π
2
] × [0, π
1.7
]. The size of the domain is more usefully measured in terms of
wall units, ν/uτ , where u2τ = −ν (∂ruz)|wall, which allows comparison with flow units
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Table 3.1: A subset of traveling waves and relative periodic orbits of the lowest Kaplan-
Yorke dimension[53], out of respectively 10 and 29 extracted so far and plotted in 3.4.
Traveling waves are labeled by their dissipation rate, and relative periodic orbits are la-
beled by their period T. Listed are mean dissipation D, mean down-stream phase velocity
c, the number of unstable eigen-directions (two per each complex pair), Kaplan-Yorke di-
mension DKY , the real part of the largest stability eigenvalue/Floquet exponent µ(max),
and either the corresponding imaginary part ω(max) for traveling waves, or the phase θ of
the complex Floquet multiplier for relative periodic orbits, or its sign, if real: -1 indicates
inverse hyperbolic.
D c # DKY µ(max) ω or θ
TWN4L/1.38 1.380 1.238 3 6.97 0.1809 0
TW2.03 2.039 1.091 7 15.21 0.1159 0
TW1.97 1.968 1.104 9 20.01 0.1549 0.259
TW2.04 2.041 1.095 8 20.04 0.1608 0
TWN4U/3.28 3.279 1.051 30 73.67 0.9932 3.136
RPO6.66 1.806 1.122 3 7.99 0.0535 1.690
RPO27.30 1.815 1.127 4 8.98 0.0678 0.961
RPO13.19 1.839 1.119 5 9.68 0.0581 2.038
RPO20.43 1.809 1.130 5 11.03 0.0771 +1
RPO4.95 2.015 1.090 3 11.54 0.1509 1.643
RPO7.72 1.708 1.141 5 11.62 0.0983 +1
RPO15.46 1.781 1.027 7 12.69 0.1162 +1
RPO9.74 2.050 1.088 7 12.87 0.1873 -1
RPO23.36 1.980 1.113 6 13.37 0.1011 1.251
RPO7.42 1.838 1.111 6 13.89 0.1195 0.388
RPO17.46 1.917 1.122 6 14.67 0.0841 0.196
RPO14.05 1.902 1.109 7 14.75 0.1403 -1
ergodic 1.956 1.109
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Figure 3.3: Projection of 32 relative periodic orbits and traveling waves using symmetry-
invariant coordinates, I/Ilam, D/Dlam where Ilam = Dlam are energy rates for the laminar
flow. All discovered traveling waves are included: (B) TW2.04, (C) TW2.03, (D) TW1.97,
(G) TW1.93, (H) TW1.89, (F) TW1.85 and (J) TW1.78, except for TWN4L/1.38, TWN4U/3.28
and TW1.57, which lie far outside the ergodic cloud (grey dots).
used in other geometries. In these units, the domain is of size Ω+ ≈ [100, 160, 370] in the
wall-normal, spanwise and streamwise dimensions, respectively. Our flow unit compares
favorably with the minimal flow units for channel flow[54] Ω+ ≈ [> 40, 100, 250 − 350]
and Couette flow[55] Ω+ ≈ [68, 128, 190]. Recurrent flows have been identified in [47]
for a box of size Ω+ ≈ [68, 86, 190]. Our domain is sufficiently large to reproduce Reτ =
(D/2)uτ/ν = 100 ± 1 to within 10% of its value in the infinite domain. The mean wall
friction for turbulent flow is approximately 100% greater than that for laminar flow at this
flow rate.
A Newton-Krylov scheme is used to search for relative periodic orbits. Initial guesses
are taken from near recurrences of ergodic trajectories[47] within the symmetry-reduced
state space. This preferentially identifies structures embedded in regions of high natural
measure (regions most frequented by ergodic trajectories), with isolated traveling waves
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and relative periodic orbits that sit in the less frequented reaches of state space less likely
to be found. Our searches have so far identified 10 traveling waves and 32 relative periodic
orbits. An abbreviated summary of data is given in Table 3.1; the complete data set is avail-
able online at Openpipeflow.org, along with the open source code used to calculate
these orbits.
Visualizations of high-dimensional state space trajectories are necessarily projections
onto two or three dimensions. A common choice is to monitor the flow in terms of the
rate of energy dissipation D = ρν
∫
u · ∇2u dV and the external input power required to
maintain constant flux I = Q∆p, where Q =
∫
u · dS is the flux at any cross-section
and ∆p and is the pressure drop over the length of the pipe. As the time-averages of I and
D are necessarily equal, traveling waves and orbits, which may be well-separated in state
space, are contracted onto or near the I = D line, a drawback of the 2-dimensional (I,D)
projection. Fig. 3.3 shows that the orbits appear to overlap with the ergodic region, but
reveals little of the relationships between solutions; we use D values only to distinguish
traveling waves solutions listed in Table 3.1.
In the symmetry-reduced state space it is possible to construct coordinates that are
intrinsic to the flow itself, using spatial information that would otherwise be smeared out
by translational shifts. To obtain a global portrait of the turbulent set, 3.4, we project
solutions onto the three largest principal components êi obtained from a PCA of N=2000
independent û′i = ûi − ¯̂u, where ¯̂u is the mean of the data, using the SVD method (on
average the square of the projection pi = 〈û′(t)|êi〉 equals the ith singular value of the





The lower / upper branch pair TWN4L/1.38 / TWN4U/3.28 were obtained by continuation
from a smaller ‘minimal flow unit’[52]. In Table 3.1 and in the (I,D)-projection Fig. 3.3
the upper branch traveling wave TWN4U/3.28 appears to be far removed from turbulence,
unlikely to exert influence. The PCA projection of the symmetry-reduced state space, how-
ever, reveals the strong repelling influence of TWN4U/3.28 whose 30-dimensional unstable
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Figure 3.4: Projection of the symmetry-reduced infinite-dimensional state space onto the
first 3 PCA principal axes, computed from the L2-norm average over the natural measure
(the gray ‘cloud’) in the slice. 32 relative periodic orbits, and a subset of the 7 shortest
relative periodic orbits, together with traveling waves (A) TWN4U/3.28, (B) TW2.04, (C)
TW2.03, (D) TW1.97, (E) TW1.98, (F) TW1.85. While TW1.93 appears to lie in the very
center of the (I,D) projection 3.3, it is revealed in this state space projection to lie far
from the ergodic cloud, outside the box plotted, as are (E) TWN4L/1.38 and (F) TW1.85.
Due to a ‘rotate-and-reflect’ symmetry, each solution appears twice, with the exception of
(A) TWN4U/3.28 (and the far-away TWN4L/1.38), which belong to the ‘rotate-and-reflect’
invariant subspace. Our relative periodic orbits capture the regions of high natural measure
very well. The symmetry-invariant subspace has a strong repulsive influence, separating
the natural measure into two weakly communicating regions. The inset shows the ergodic
cloud from another perspective.
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manifold acts as a barrier to the dynamics, cleaving the natural measure into two ‘clouds’,
forcing a trajectory to hover around one neighborhood until it finds a path to the other, by-
passing TWN4U/3.28. The two ergodic ‘clouds’ are related by the ‘rotate-and-reflect’ sym-
metry (π/4 rotation), under which TWN4U/3.28 is invariant (for symmetries of pipe flow see
[52]).
The symmetry-reduced state space projections reveal sets of relative periodic orbits
with qualitatively similar dynamics. The short-period orbits are well spread over the dense
regions of natural measure, and the long relative periodic orbits in (a) appear to ‘shadow’
short orbits in (b), but also exhibit extended excursions that fill out state space. While sets
of relative periodic orbits often share comparable dissipation rates and Floquet exponents
(Table 3.1 and Openpipeflow.org data sets), it is the state space projections that are
essential to establishing genuine relationships.
3.4 Conclusions
In summary, we have shown that symmetry reduction can be applied to a dynamical system
of very high dimensions, here turbulent pipe flow. An appropriately constructed template
renders the method of slices substantially more effective for projecting the dynamics and
for Newton searches for invariant solutions. The method is general and can be applied to
any dynamical system with continuous translational or rotational symmetry. Projections
of the symmetry-reduced space reveal fundamental properties of the dynamics not evident
prior to symmetry reduction. In the application at hand, to a turbulent pipe flow, the method
has enabled us to identify for the first time a large set of relative periodic orbits embedded in
turbulence, and to demonstrate that the key invariant solutions strongly influence turbulent
dynamics. To follow this demonstration of the power of symmetry reduction, work is now
underway to determine the relationship between relative periodic orbits[37]. Analysis of
their unstable manifolds are expected to reveal the intimate links between traveling waves
and relative periodic orbits, allowing for explicit construction of the invariant skeleton that
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gives shape to the strange attractor explored by turbulence.
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CHAPTER 4
RELATIVE PERIODIC ORBITS FORM THE BACKBONE OF TURBULENT
PIPE FLOW.
4.1 Abstract
Chaotic dynamics of low-dimensional systems, such as Lorenz or Rössler flows, is guided
by the infinity of periodic orbits embedded in their strange attractors. Whether this also
be the case for the infinite-dimensional dynamics of Navier–Stokes equations has long
been speculated, and is a topic of ongoing study. Periodic and relative periodic solutions
have been shown to be involved in transitions to turbulence. Their relevance to turbulent
dynamics—specifically, whether periodic orbits play the same role in high-dimensional
nonlinear systems like the Navier–Stokes equations as they do in lower-dimensional systems—
is the focus of the present investigation. We perform here a detailed study of pipe flow
relative periodic orbits with energies and mean dissipations close to turbulent values. We
outline several approaches to reduction of the translational symmetry of the system. We
study pipe flow in a minimal computational cell at Re = 2500, and report a library of in-
variant solutions found with the aid of the method of slices. Detailed study of the unstable
manifolds of a sample of these solutions is consistent with the picture that relative periodic
orbits are embedded in the chaotic saddle and that they guide the turbulent dynamics.
4.2 Introduction
Revealing the underlying mechanisms of fluid turbulence is a multidisciplinary endeavour
that brings together pure and applied mathematics, high performance computation, and ex-
perimental physics. Over the past two decades, this effort has led to significant progress
in our understanding of transitionally turbulent fluid flows in physically motivated geome-
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tries, such as a circular pipe. Today we have numerical evidence that the laminar state
of the pipe flow [56, 57] is linearly stable for all cases that can be observed in laboratory
experiments, i.e., for Reynolds numbers up to Re = 107 [17]. In addition, both numerical
and laboratory experiments [58, 59] indicate that turbulence of finite spatial extent, either
in the form of a localised patch or turbulence or within a geometry of finite volume, has a
finite lifetime at transitional Re values. (When the spatial expansion of turbulence in larger
domains defeats relaminarisations, such that it persists indefinitely, the system becomes a
strange attractor [60].) These observations suggest, from the dynamical systems point of
view, that the study of a turbulent pipe flow is the study of a chaotic saddle, i.e., a strange
repeller in the infinite-dimensional state space of the solutions to Navier–Stokes equations.
For low-dimensional dynamics, it is known that strange sets are shaped by the ‘invariant
solutions’ and their stable and unstable manifolds. 1
This intuition motivated several groups [52, 61, 62, 63] to investigate invariant solutions
of Navier–Stokes equations in a circular pipe; these studies, in turn, were followed by
experimental observations [40, 41] of relatively close visits of the turbulent trajectories to
some of the numerical traveling wave solutions. With a fast-growing catalogue of exact
invariant solutions of the Navier–Stokes equations in hand, acquired by our group and
others [36, 64], we are nearing the point where focus turns from finding invariant solutions
to constructing their stable and unstable manifolds, the building blocks of a chaotic saddle.
Most of the early studies of invariant solutions in pipe flow had focused on structures
that play role in transition to turbulence. Typically these solutions emerged in saddle-node
bifurcations (or further bifurcations of such solutions) as lower/upper-branch pairs. Lower-
branch solutions appeared to belong to state space regions that separated initial conditions
into those that uneventfully relaminarize, and those that develop into turbulence. Moreover,
these solutions are characterized by structures smoother than those observed in turbulence,
1 Here by ‘invariant solutions’ or ‘exact coherent structures’ we mean compact, time-invariant solutions
that are set-wise invariant under the time evolution and the continuous symmetries of the dynamics. Invariant
solutions include, for instance, equilibria, traveling waves, periodic orbits and invariant tori. Note in particular
that the closure of a relative periodic orbit is an invariant torus.
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hence their numerical study was relatively simple and required moderate numbers of com-
putational degrees of freedom. Upper-branch solutions, on the other hand, undergo very
complex sequences of bifurcations [65] upon increasing Re, giving rise to complicated dy-
namics with many of the resulting solutions distant from the turbulent regions. While these
bifurcations are precursors of turbulence in pipe flow, a complete continuation from upper-
branch solutions to turbulence is a very hard task: Many solutions undergo sequences of
bifurcations in different regions of the state space, then sometimes merge through boundary
crises that are hard to detect.
By contrast, the strategy of the present study is to extract invariant solutions from close
recurrences of turbulent flow simulations [66], for a given Re and domain geometry, with
the aim of identifying dynamically relevant structures, without any prior knowledge of the
bifurcation sequences from which they might have originated.
Pipe flow is driven by a pressure gradient; hence, all of its finite-amplitude solutions
drift downstream. The simplest invariant solutions in such translationally-invariant sys-
tems are traveling waves. Due to the azimuthal-rotation invariance of the pipe flow, in
general one anticipates finding traveling waves that simultaneously drift downstream and
rotate about the axis of the pipe (rotational waves). Since the motions of such solutions
can be eliminated by a change to the co-moving frame, moving along the system’s sym-
metry directions, the physical observables associated with them, such as wall friction or
dissipation, do not change in time. In other words, the dynamical information contained
in these solutions is rather limited. The simplest time-dependent invariant solutions that
capture dynamics in terms of time-dependent, but symmetry-invariant, observables are the
relative periodic orbits, which are velocity field profiles that exactly recur at a streamwise
(downstream) shifted location after a finite time. More generally, relative periodic orbits
may have azimuthal rotations in addition to the streamwise drifts, however, such orbits are
not contained in the symmetry-subspace we study here.
In this work, we present the 48 relative periodic orbits and 10 traveling waves, adding
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19 new solutions to the 29 solutions reported in [36]. Six of these new relative periodic
orbits are computed by the method of multi-point shooting (for the first time in the pipe
flow context) whereby the initial guesses for longer orbits are constructed from known
shorter orbits that shadow them (see Appendix §B).
Next, we investigate the role the invariant solutions play in shaping the turbulent dy-
namics. To this end we carry out global and local state space visualizations, both in the
symmetry-reduced state space, and in its Poincaré sections. For global visualizations, we
take a data-driven approach and project relative periodic orbits and turbulent dynamics
onto ‘principal components’ obtained from the symmetry-reduced turbulence data. We
show that this approach has only limited descriptive power for explaining the organization
of solutions in the state space. We then move onto examining the unstable manifold of our
shortest relative periodic orbit and illustrate how it shapes the nearby solutions. This com-
putation extends [67]’s method for studying the unstable manifolds of ‘edge state’ relative
periodic orbits to the solutions that are embedded in turbulence, with unstable manifold di-
mensions greater than one. Finally, we demonstrate that when a turbulent trajectory visits
the neighbourhood of this relative periodic orbit, it shadows it for a finite time interval.
Our results demonstrate the necessity of symmetry reduction for state space analysis.
We reduce the continuous translational symmetry along the pipe by bringing all states to
a symmetry-reduced state space (the slice), and contrast this with the ‘method of connec-
tions’. The remaining discrete azimuthal symmetry is reduced by defining a fundamental
domain within the slice, where each state has a unique representation. We demonstrate, on
concrete examples, that this symmetry reduction makes possible a dynamical analysis of
the pipe flow’s state space.
The paper is organized as follows. In § 4.3 we describe the pipe flow and its symmetries.
In § 4.4 we discuss the method of slices used to reduce the continuous symmetry. The
computed invariant solutions are listed and discussed in § 4.5. In § 4.6 we investigate the
dynamical role of the invariant solutions using global and local state space visualisations.
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§ 4.7 contains our concluding remarks.
4.3 Pipe flow
The flow of an incompressible viscous fluid through a pipe of circular cross-section is
considered. Fluid in a long pipe carries large momentum, which in turn smooths out fluctu-
ations in the mass flux on short time-scales. We therefore consider flow with constant mass
flux whose governing equations read
∂u
∂t





∇2u , ∇ · u = 0 (4.1)
The equations are formulated in cylindrical-polar coordinates (r, θ, z) denoting the radial
coordinate r, the azimuthal angle θ and the stream-wise (or axial) coordinate z along the
pipe. The Reynolds number is defined as Re = UD/ν, where U is the mean velocity of the
flow, D is the pipe diameter, and ν is the kinematic viscosity. The governing equation Eq.
4.1 is non-dimensionalized by scaling the lengths by D, the velocities by U , and time by
D/U . The velocity u= (u, v, w) denotes the deviation from the dimensionless laminar
Hagen–Poiseuille flow equilibrium U(r) = 2 (1 − (2r)2) ẑ. In addition to the pressure
gradient required to maintain laminar flow, the excess pressure required to maintain con-
stant mass flux is measured by the feedback variable β = β(u) — the total dimensionless
pressure gradient is (1 + β)(32/Re) and β = 0 for laminar flow. The Reynolds number
used throughout this work is Re = 2500.





] with α = 1.7, or in wall units for the wall-normal, spanwise and streamwise
dimensions respectively, Ω+ ≈ [100, 160, 370]. The variables in Eq. 4.1 are discritised
on N non-uniformly spaced points in radius, with higher resolution near the wall, and
with Fourier modes with index |m| < M and |k| < K in θ and z respectively. Our
resolution is (N,M,K) = (64, 12, 18), so that following the 3
2
-rule, variables are evaluated
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on 64× 36× 54 grid points, (∆θ D/2)+ ≈ 5 and ∆z+ ≈ 7. Whilst this domain is small, it
is sufficiently large to reproduce the wall friction observed for the infinite domain to within
10%, and already sufficiently large to exhibit a complex array of periodic orbits (see [36]
for details.)
4.3.1 Symmetries of the pipe flow
Here we briefly review the symmetries of the problem, and then focus on the properties of
the shift-and-reflect flow-invariant subspace, to which we restrict the study that we present
in this article. For a detailed discussion of flow-invariant subspaces of the pipe flow see, for
example, the Appendix of [52]. It will be seen presently that the shift-and-reflect symmetry
leads to two dynamically equivalent regions of state space, later observed in simulations.
In pipe flow the cylindrical wall restricts the rotation symmetry to rotation about the z-
axis, and translations along it. Let g(φ, `) be the shift operator such that g(φ, 0) denotes an
azimuthal rotation by φ about the pipe axis, and g(0, `) denotes the stream-wise translation
by `; let σ denote reflection about the θ = 0 azimuthal angle:
g(φ, `) [u, v, w, p](r, θ, z) = [u, v, w, p](r, θ − φ, z − `)
σ [u, v, w, p](r, θ, z) = [u,−v, w, p](r,−θ, z) (4.2)
The symmetry group of stream-wise periodic pipe flow is SO(2)z × O(2)θ; in this paper
we restrict our investigations to dynamics restricted to the ‘shift-and-reflect’ symmetry
subspace
S = {e, σgz} (4.3)
where gz denotes a streamwise shift by L/2, i.e., flow fields (Eq. 4.2) that satisfy
[u, v, w, p](r, θ, z) = [u,−v, w, p](r,−θ, z − L/2) (4.4)
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Figure 4.1: (a) Sketch of a shift-and-reflect symmetric state in the doubly-periodic domain
(θ, z) ∈ [−/m0, /m0] × [0, L] (same after shift by L/2 in z followed by reflection across
the dotted line θ = 0). (b) In general, if the state in (a) is rotated by an angle φ, then the
shift-and-reflect symmetry is broken. (c) However, the state in (a) rotated by the half-shift
φ = /m0 remains in the shift-and-reflect subspace.
This requirement couples the stream-wise translations with the azimuthal reflection. It is
worth emphasising that by imposing the symmetry S, continuous rotations in θ are prohib-
ited. Hence we consider only the simplest example of a continuous group for the stream-
wise translations, i.e. the one-parameter rotation group SO(2)z, omitting the subscript z
whenever that leads to no confusion. In the azimuthal direction only a discrete rotation by
half the spanwise periodicity is allowed, i.e. by π/m0. We illustrate this property in Eq.
4.1. Thus, the symmetry group G of the pipe flow in the shift-and-reflect subspace is
G = {gθ, gz(l)} , (4.5)
where gθ denotes the discrete azimuthal shift by π/m0 and gz(l) = g(0, l).
Solutions that can be mapped to each other by symmetry operations Eq. 4.5 are equiva-
lent, i.e. their physical properties, such as instantaneous energy dissipation rates, are same.
Since the streamwise shift symmetry gz(l) is continuous, one may have “relative” invariant
solutions in the state space of the pipe flow. Such invariant solutions that we present in this
paper are: (i) Traveling waves
uTW(t) = gz(cTW t)uTW(0) , (4.6)
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whose sole dynamics is a fixed velocity profile drifting along the axial direction with con-
stant phase speed cTW; and (ii) Relative periodic orbits
uRPO(TRPO) = gz(lRPO)uRPO(0) , (4.7)
which are time-varying velocity profiles which exactly repeat after period TRPO, but shifted
stream-wise by lRPO. In principle, one also has relative periodic orbits which are also
relative with respect to azimuthal half rotations, such that
uRPO(TRPO) = gθ gz(lRPO)uRPO(0) . (4.8)
These orbits connect two chaotic saddles related by gθ. As we shall illustrate in the global
visualisations of dynamics in § 4.5, such transitions between the two saddles are quite rare.
Therefore, we did not search for relative periodic orbits of 4.8 kind, and focused instead on
one of the chaotic saddles related by azimuthal half-rotation.
4.3.2 State-space notation
Let x denote the state space vector which uniquely represents a three-dimensional velocity
field u over the given computational domain. While the state space representation x is
technically infinite-dimensional, due to numerical discretization of the velocity field (spa-
tial discretization, truncated Fourier expansions, etc.) in practice x is a high- but always
finite-dimensional vector.
We denote the semi-flow induced by the time evolution of the Navier–Stokes equations
Eq. 4.1 by f t, so that
x(t) = f t(x(0)) (4.9)
traces out a trajectory x(t) in the state space. For an infinitesimal time δt, we can expand
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Eq. 4.9 as x(t+ δt) = a(t) + v(x(t))δt+O(|δt|2), where we refer to
ẋ = v(x) (4.10)
as the state-space velocity.
The ordinary differential equation (ODE) Eq. 4.10 has the same symmetry group Eq.
4.5 as the Navier–Stokes equations it approximates, i.e., the state-space velocity v(x) and
the flow f t(x) commute with the symmetry group actions, gv(x) = v(gx) and gf t(x) =
f t(gx).
4.4 Symmetry reduction by method of slices
In this paper we investigate the geometry of turbulent attractor in terms of shapes and
unstable manifolds of a large number of invariant solutions that form its backbone, and
for that task a symmetry reduction scheme is absolutely essential. We recapitulate here
briefly the construction of a symmetry-reduced state space, or ‘slice’. For further detail
and historical notes the reader is referred to [68].
The set of points generated by action of all shifts g(`) on the state space point x,
Mx = {g(`)x| ` ∈ [0, L)} (4.11)
is known as the group orbit of x. All states in a group orbit are physically equivalent,
and one would like to construct a ‘symmetry-reduced state space’ where the whole orbit is
represented by a single point x̂. The method of slices accomplishes this in open neighbour-
hoods (never globally), by fixing the shift ` with reference to a ‘template’, a state space





||g(−`)x− x̂′||2 = ∂
∂`




for a given `. Here, 〈·|·〉 denotes an inner product and ‖ · ‖ denotes the corresponding norm
(see 4.6.1 for several specific choices of such inner products). Let t′ be the tangent to the




〈x̂′|x̂′〉 = 2 〈x̂′| ∂
∂`
x̂′〉 = 2 〈x̂′|t′〉 (4.13)
Using also that g(`) and ∂/∂` commute, then from Eq. 4.12 the minimum distance between
the group orbit of x and the template x̂′ occurs for a shift ` that satisfies the slice condition,
0 = 〈x− g(`) x̂′|g(`) t′〉 = 〈g(−`)x− x̂′|t′〉 = 〈g(−`)x|t′〉 (4.14)
We denote by x̂ = g(−`)x the in-slice representative for the whole group orbit of the
full state space state x. The in-slice trajectory x̂(t) can be generated by integrating the
dynamics confined to the symmetry-reduced state space, or ‘slice’,
v̂(x̂) = v(x̂)− ˙̀(x̂) t(x̂) , (4.15)
˙̀(x̂) = 〈v(x̂)|t′〉 / 〈t(x̂)|t′〉 (4.16)
The first of these two equations expresses how the symmetry-reduced state-space velocity
differs from the full state-space velocity by a small shift along the group orbit, parallel to
the tangent, at each instant in time. Taking the inner product with t′ leads to the second
equation for ˙̀(t). In a time-stepping scheme one has a good estimate for `(t) from its
previous time step value, so it is more practical to use the slice condition Eq. 4.14 rather
than Eq. 4.15 to determine `. The latter condition, however, known as the reconstruction
equation, is useful in illustrating the behaviour of the phase speed ˙̀ (for an example, see
Fig. 4.2 (a)). When the symmetry-reduced state x̂ and the template x̂′ are not too distant,
their group tangents are partially aligned, and the divisor in Fig. 4.15 is positive. If the
tangents become orthogonal, a division by zero occurs, and the phase speed diverges. This
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(a) (b)
Figure 4.2: Visualisations of the relative periodic orbit RPOM/14.646. (a) Phase speed
c = ˙̀ and deviation in shift ds = ` − c̄t from a Galilean frame moving with mean phase
speed c̄ = 1.11: (green/cyan) x̂′ ≡TW1.85, (blue) template x̂′ on RPOM/14.646, taken to
be the state for which the wall friction is lowest, (red) method of connections. (b) Three
RPOM/14.646 periods, starting from the large red dot, (blue) sliced with the template x̂′,
and (red) method of connections, with times T, 2T, 3T marked by the small red dot. The
projection on xi = 〈x̂|ei〉, where the ei are unit vectors (see main text).
defines the slice border.
Figure 4.2 (a) shows the method of slices applied to the relative periodic orbit RPOM/14.646
(see table 4.1). For purposes of illustrating that the slice hyperplane defined by Eq. 4.14 is
good only in an open neighborhood, we take first a point on the somewhat distant traveling
wave TW1.845 as a trial template x̂′. At time t = 2, x̂(t) approaches the slice border, with a
rapid change in `(t) and large c = ˙̀. Near time t = 12 the orbit hits the border, and there
is a discontinuity in `.
A nearer template point would be a better choice. Indeed, as illustrated by Fig. 4.2 (b),
we find that the point of the lowest wall friction on the orbit itself works very well as a
template state x̂′: the slice now captures the entire RPOM/14.646 without encountering any
slice border and any discontinuity (blue).
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4.4.1 Method of connections
If one were to use the state itself as a template at each instant in time, then a division by
zero would always be avoided. This corresponds to projecting out the component parallel
to the shift, i.e., the group orbit tangent, at each moment in time. In [51] this is referred to as
the method of connections. While very appealing and sometimes deployed [69] to ‘calm’ a
turbulent flow, the method of connections is not a symmetry reduction method, in the sense
that the dimensionality of the state space is not reduced by 1 for each continuous symmetry
parameter (see, e.g., [70, 71]). This is illustrated by Fig. 4.2. Starting with the same
initial condition (fat red point), with the method of slices the orbit x̂(0) = x̂(T ) closes after
one period T = 14.646 (blue), while with the method of connections the orbit continues
filling out the relative periodic orbit torus ergodically, never closing into a periodic orbit.
Fig. 4.2 (b) shows a projection of the trajectory generated by the two approaches, for
three cycles of the periodic orbit. Whereas the orbit closes for the method of slices, for
the method of connections the invariant torus remains a torus. In conclusion, nothing is
gained by using the method of connections.
The orthogonal unit vectors used in Fig. 4.2(b) are the leading components from a
principal component analysis (PCA), using 586 symmetry-reduced states equi-spaced in
time around the orbit. Further details are given in § 4.6.
4.4.2 First Fourier mode slice
The method of slices is local, and the slice border discontinuity is avoided only within a
neighbourhood of the template. In our previous work [52], a switching approach was ap-
plied to help ensure closeness to the template. Whilst this enabled symmetry reduction of
longer trajectories, it proved difficult to switch before reaching a border whilst simultane-
ously ensuring continuity of `(t).
A different approach was taken by [49] for one-dimensional PDEs with SO(2) sym-
metry, where it was shown that the first term in the Fourier expansion of the flow field
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can be used as the template for a global slice, border of which is never visited by generic
ergodic trajectories. This method relied on the observation that projections of group orbits
on the subspace spanned by the first Fourier mode components (sine and cosine) are non-
overlapping circles; hence one can find a unique polar angle in this projection to quotient
the SO(2) symmetry. For a scalar field u(x, t) = u(x + L, t) in one periodic space dimen-
sion, a slice template of the form u′ = a cos(2πx/L) + b cos(2πx/L), where a and b are
constants, defines a first Fourier mode slice. In higher dimensions, one has more freedom
in choosing first Fourier mode slice templates. For pipe flow, any x̂′ corresponding to a
velocity field of the form
u′(r, θ, z) = uc(r, θ) cos(αz) + us(r, θ) sin(αz) (4.17)
where uc,s are three-dimensional vector fields that depend only on r and θ, can be a candi-
date for a first Fourier mode slice template. The vector fields uc,s should be chosen such
that the slice border condition 〈x|x̂′〉 + i〈x|gz(L/4)x̂′〉 = 0 is avoided by generic flow
fields u = u(r, θ, z, t).
All slices are local, but since 〈g(−`)x|t′〉 = 〈x|g(`) t′〉 , one way to construct slice
hyperplanes with larger domains of validity is by picking templates with smoother group
orbits. Smoother states (i.e., states dominated by low Fourier modes) tend to be associ-
ated with lower dissipation or wall friction. Guided by this intuition, we construct the first
Fourier mode slice template Eq. 4.17 by taking a low-dissipation solution from the turbu-
lent set and setting all of its components to 0 other than the ones with axial Fourier modes
k = 1 [36]. For the calculation in Fig. 4.2, such a template was capable of capturing the
whole orbit.
The slice-fixing shift `(t) for a trajectory x(t) is computed from the polar angle in the




Arg [〈x(t)|x̂′〉+ i〈x(t)|gz(L/4)x̂′〉] , (4.18)
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where Arg denotes the argument of the complex number. One can then find the translation
symmetry-reduced trajectory x̂(t) by shifting the full state space trajectory x(t) back to
slice by x̂(t) = gz(−`(t))x(t) .
4.5 Invariant solutions
By carrying out an extensive search for traveling waves Eq. 4.6 and relative periodic orbits
Eq. 4.7, we have found 8 traveling waves and 48 relative periodic orbits of the pipe flow,
listed in table 4.1. The traveling waves are labelled by their mean dissipation D̄ (in units of
the kinetic energy E0 of the laminar solution), and relative periodic orbits by their periods
T (in units of D/U ). The numerical method for finding most of these invariant solutions is
the Newton–GMRES–hook iteration, discussed in detail in [72] and [73]. Relative periodic
orbits with long periods tend to be more difficult (or impossible) to find with the standard
Newton–GMRES–hook iteration. In order to capture such long orbits, we implemented a
multiple-shooting Newton method, outlined in Appendix B, and found 5 relative periodic
orbits, marked with subscript ‘M’ in table 4.1. The highly symmetric N4 type traveling
wave of [74] belongs to an invariant subspace with an additional shift-and-rotate symmetry,
[u, v, w, p](r, θ, z) = [u,−v, w, p](r, θ − π/m0, z − L/2) . (4.19)
The traveling waves N4 appear as a lower/upper branch pair and are therefore labeled as
N4L (lower branch) andN4U (upper branch). The terminology refers to the appearance of
these solutions from a saddle node bifurcation at a lower Re number as a pair of solutions
with low (N4L) and high (N4U ) dissipation rates. The lower branch solution is believed
to belong to the laminar-turbulent boundary [74].
The traveling waves linear stability exponents λj = µj + iωj are computed by lineariz-
ing the governing equations in the co-moving frame, in which a traveling wave becomes
an equilibrium. The leading stability exponent, i.e., the exponent with the largest real part,
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is reported in table 4.1. The integer dU denotes the number of exponents with positive real
parts, µj > 0, which determine the dimension of the unstable manifold of the traveling
wave.
The linear stability of a relative periodic orbit is described by its Floquet multipliers
Λj = exp(µjT + iθj). As for the traveling waves, in table 4.1 we report the number of the
unstable directions dU , real part µmax of the leading Floquet exponent λj = (1/T ) ln |Λj|,
and the phase θ of the leading Floquet multiplier of the relative periodic orbit.
Twelve relative periodic orbits listed in table 4.1 (indicated by subscript F ) are sepa-
rated from the rest in the table. We refer to these orbits as the first family solutions, due
to their remarkably similar physical and dynamical properties. The periods of the first
family members are approximately integer multiples of the shortest relative periodic orbit,
whose period is T = 6.668. Indeed, numerical continuations in Re and/or geometry pa-
rameters show that several first family members originated from bifurcations off the parent
orbit RPOF/6.668. For example, RPOF/13.195 is born out of a period-doubling bifurcation
at Re = 2191. As is shown in the next section, the first family orbits lie near each other
in all state space visualisations, populating a small region of the state space. A detailed
bifurcation analysis of the first family orbits is the subject of ongoing research [75].
4.6 State space visualisation of the fluid flows
With the available computational resources, today one can generate a large number of tur-
bulent trajectories as solutions of the Navier–Stokes equations with various initial condi-
tions. What can one learn from the resulting enormous amounts of data?
A routine approach is to seek to understand the statistical properties of physically rel-
evant quantities such as velocity correlations, enstrophy, palinstrophy, etc. One objective
of the program of determining invariant solutions is to go beyond a statistical description,
and explore the state space geometry of long-time attractors of such dissipative flows. This
should ultimately provide a coarse-grained partition of the state space into regions of qual-
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itatively and quantitatively similar behaviours.
Embarking on this path, one is immediately confronted with several fundamental dilem-
mas with no known resolution:
1. State space geometry. Inertial manifolds and attracting sets of nonlinear dissipative
flows are nonlinear, curved subsets of the full state space. Even for the Hénon attrac-
tor we only have a partial understanding of the topology [76, 77] and the existence of
such attracting sets [78]. Our strategy for visualisation of the ‘state space geometry’
of the Navier–Stokes equations is to populate it by invariant solutions, e.g. equilib-
ria, traveling waves, periodic orbits and relative periodic orbits, and capture the local
“curvature” of the attractor by tracing out segments of their unstable manifolds and
their heteroclinic connections (see, e.g., [47, 79])
2. Measuring distances. The distance between two fluid states is measured using some
norm. There is no solid physical or mathematical justification for using the usual
L2 or ‘energy’ norm. For example, in some problems a Sobolev norm might be
preferred in order to either penalize or emphasize the small scale structures (see,
e.g., [80, 81, 82] and § 4.6.4). Furthermore, in presence of continuous and discrete
symmetries, it is absolutely imperative that symmetries be reduced before a distance
can be measured (see, e.g., Eq. 4.35); states on group orbits of nearby states can
lie arbitrarily far in the state space. As different choices of a slice yield different
distances, this introduces a further arbitrariness into the notion of ‘distance’.
3. Low-dimensional visualisations. The state space of Navier–Stokes equations is infinite-
dimensional. To visualize the geometry of the invariant solutions one inevitably
projects the solutions to two- or three-dimensional subspaces. For a discussion of
optimal projections that best illuminate the structure of an attractor, see [83].
Although we are in no position to resolve any of these issues in this paper, we will elu-
cidate, through examples, the impact of the choice one makes in answering each question.
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4.6.1 Choice of the norm
In this work, we use two rather different norms, the standard energy norm, and a hand-
crafted ‘low pass’ norm. In what follows, we show how the choice of the norm can signifi-
cantly alter the state space visualisations, and the conclusions drawn from them.
Let u =
∑
km ukm(r) exp(2iαkz + im0mθ) denote the Fourier series of a velocity
field u defined in a pipe of axial length L = π/α. The variables ukm denote the Fourier
coefficients corresponding to the axial and azimuthal directions as functions of the radial















u∗1,km(r) · u2,km(r) , (4.21)
where V denotes the cylindrical flow domain and EHP is the kinetic energy of the Hagen-
Poiseuille flow. In 4.21, we write the integral explicitly in terms of Fourier modes and
radial integration, which in practice are approximated numerically. This inner product








We sometimes find it more informative to use a metric that emphasizes larger scale











1 + (αk)2 + (m0m)2
u∗1,km(r) · u2,km(r) , (4.23)
which penalizes higher Fourier modes (short wavelengths. In the axial and azimuthal di-
rections this is a variation of a Sobolev H−1 norm [84]: The weights are smaller for larger
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values of k and m, hence shorter wavelengths are de-emphasized.
In the work reported here, we rely primarily on the energy norm Eq. 4.21, except
for § 4.6.4 where we contrast state space visualisations using the energy and the low pass
norms, and comment on their relative effectiveness in our searches for relative periodic
orbits.
4.6.2 Global visualisations: Principal Component Analysis
We begin our investigation of state space with a data-driven method in order to obtain
a general qualitative picture. The use of principal component analysis (PCA), otherwise
known as proper orthogonal decomposition (POD) in the context of fluids, has been well
documented (see e.g. [85]). Broadly speaking, the method extracts a set of orthogonal
vectors that span the data with minimal residual, with respect to some norm.
Here we apply the method to extract principal components, relative to the mean ¯̂x of the
data set ofN states x̂i in the symmetry-reduced state space, symmetrized with respect to gθ.
Singular value decomposition is applied to the matrix of inner products of the deviations




〈˜̂xi|˜̂xj〉L2 , R = U S V T , (4.24)




˜̂xjUij , êj = ej/〈ej|ej〉L2 . (4.25)
Each principal component êj has the property that the root-mean-square of the projection
pj = 〈˜̂xi(t)|êj〉 (taking the mean over i) equals the jth singular value, Sjj , of the correlation
matrix.
Principal components were extracted from 2000 uncorrelated symmetry-reduced states
obtained from ergodic trajectories. Fig. 4.3 shows all our relative periodic orbits, 5 trav-
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(a) (b)
Figure 4.3: (Colour online) Relative periodic orbits (closed curves, different colors), 5
traveling waves (marked with black dots), and an two turbulent trajectories (gray, trans-
parent dots) of the pipe flow projected onto first three principal components (4.25), two
different viewing angles.
eling waves, and two turbulent trajectories projected onto the principal components, com-
puted as above. There are some notable observations about Fig. 4.3: Firstly, periodic orbits
appear to be localized on two sides of the p1 = 0 plane, and the turbulent trajectories rarely
switch from one side to other. The first Fourier mode slice reduces the continuous trans-
lation symmetry of pipe flow but the discrete half-rotation symmetry gθ still remains; the
two sides of Fig. 4.3 are related to each other by this discrete symmetry operation. Also
note that the highly symmetric N4 traveling wave TWN4U/3.28, which is invariant under gθ,
appears to lie at the origin of (p1, p3) plane.
It is clear from Fig. 4.3 that the principal component ê′1 is aligned along the symmetry
direction. This makes the information contained along this direction redundant, since each
solution with p1 > 0 has a copy with p1 < 0. As we are most interested in the details of the
turbulent set and invariant dynamical behaviour of the system, our next step is to reduce the
discrete gθ-symmetry. For this purpose, we define the ‘fundamental domain’ [68] as p1 > 0
and bring all our data from turbulence simulations and invariant solutions to this half of the
state space. With the desymmetrized turbulence data, we recompute principal components
ẽ′j , which we will refer to as ‘fundamental domain principal components’.
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(a) (b)
Figure 4.4: (Colour online) (a) Relative periodic orbits (closed curves of various col-
ors) and 5 turbulent trajectories (gray dots) projected onto first three fundamental domain
principal components. (b) 11 orbits, which appear to fill out a region of the state space.
Figure 4.4 shows relative periodic orbits and turbulent trajectories projected onto the
three dominant fundamental domain principal components. In Fig. 4.4, we no longer
have two “clouds” and relative periodic orbits are mostly located in the region of state
space where turbulent trajectories spend most of their time. One striking observation from
4.4 (a) is that a subset of relative periodic orbits seem to be located close to one another
and their projections also qualitatively resemble each other. These are the relative periodic
orbits labelled with subscript F in table 4.1. We have already noted that the periods of
these relative periodic orbits are approximately integer multiples of the shortest one. Their
qualitative similarities in the state space projections of Fig. 4.4 provide further evidence
that these orbits are related to one another, possibly through sequences of bifurcations at
other values of the Re number [75].
In order to develop more intuition about the state space geometry, we reduce the flow
further to a Poincaré section defined by
〈x̃P − 〈x̃〉|ẽ′3〉L2 = 0 , 〈v̂(x̃P)|ẽ′3〉L2 > 0 . (4.26)
In the projections of Fig. 4.4, the Poincaré section Eq. 4.26 corresponds to p̃3 = 0 plane,
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and for visualisations of Fig. 4.5, we project intersections onto the (ẽ′1, ẽ
′
2) plane. However,
it should be noted that this Poincaré section is a codimension-1 hyperplane in the symmetry
reduced state space. Fig. 4.5 (a) shows 8560 intersections (grey) of turbulent trajectories
with the Poincaré section Eq. 4.26 that were obtained from 147 individual runs, along with
those (red and green) of relative periodic orbits.
It is clear in Fig. 4.5 (a) that the turbulence visits the region containing relative periodic
orbits more often than the rest of the state space. In Fig. 4.5, the ‘first family’ of relative
periodic orbits shown in Fig. 4.4 are marked red, except for RPOF/6.668, the shortest one,
which is colored black. Fig. 4.5 (b) is a close-up view of the region containing relative
periodic orbits, enclosed by the dashed-rectangle in Fig. 4.5 (a) and similarly, Fig. 4.5 (c)
is a close-up of the region containing the first family, marked with the dashed rectangle
on figure 4.5 (b). In Fig. 4.5 (d), we show orbits which approximate the three-dimensional
unstable manifold of RPOF/6.668 overlaid over Fig. 4.5 (c). (The computational aspects of
tracing out the unstable manifold are discussed in § 4.6.3.)
The global visualisations of dynamics we presented above provide us with insights
about the state space structure: the most important observation is that turbulent dynamics
frequently visits the neighbourhoods of the relative periodic orbits found in this work. In
addition, the “first family” orbits—the set sharing similar physical and stability properties—
appear close to each other in all projections of Fig. 4.4 and Fig. 4.5. Furthermore, the
unstable manifold of the shortest period member of this family visits the intersections of
the other members of the family on Fig. 4.4, which provides additional evidence that these
orbits emerge from a common bifurcation sequence [75].
Note that in the zoomed-in projection of the Poincaré section, Fig. 4.5 (c), some parts
are often visited by the turbulent trajectories (as indicated by the overlapping markers),
while there are other regions, even the ones that appear close to the frequently visited
regions, that tend to remain empty. This illustrates why measuring distances in the state
space of a turbulent fluid is a hard problem: Two points in state space that are seemingly
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Figure 4.5: (Colour online) (a) Turbulent trajectories (grey), and relative periodic orbits
(black: RPOF/6.668, red: other members of the first family, green: the rest) on the Poincaré
section 4.26. (b) Zoom-into the region enclosed by the dashed-rectangle on (a). (c) Zoom-
into the region enclosed by the dashed-rectangle on (b). (d) Trajectories (cyan) on the
unstable manifold of RPOF/6.668 added to (c).
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very close to each other in L2 or a similar norm may be completely separated dynamically,
since the geometry of the manifold on which the turbulence takes place can be highly
convoluted.
While the global visualisations give us a qualitative view of the state space, they cannot
tell us much about the finer structure of the turbulent state space. This is not surprising
since the state space in question is very high dimensional; and it is very unlikely that
we can obtain a complete picture of dynamics from two- and three-dimensional global
visualisations. For a better understanding of the state space geometry, one must study
the neighbourhoods of important invariant solutions individually, as illustrated in the next
section.
4.6.3 Local visualisations
Global visualisations of the state space in Fig. 4.4 and Fig. 4.5 support the earlier sugges-
tion that the members of the first family of relative periodic orbits, embedded in turbulence
and listed separately in Table 4.1, may be dynamically related to each other. The shortest
period member RPOF/6.668 of first family has three unstable (|Λi| > 1) Floquet multipliers:
Λ1,2 = −0.1698± i1.418 , Λ3 = −1.340 . (4.27)
This renders the associated unstable manifold of RPOF/6.668 three-dimensional even af-
ter the symmetry reduction of the space and time translation directions. Leading complex
conjugate Floquet multipliers imply spiral-out dynamics in the associated neighbourhood,
while the negative-real third Floquet multiplier implies that locally there exists a topo-
logically Möbius band-shaped dynamics such as the one observes in period-doubling bi-
furcations. In the following, we numerically approximate and visualize these one- and
two-dimensional unstable sub-manifolds.
[86] numerically approximated the one- and two-dimensional unstable manifolds of
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relative periodic orbits in a Kuramoto–Sivashinsky system. In those computations, a local
Poincaré section was constructed in the neighbourhood of a periodic orbit where they ini-
tiated orbits whose dynamics approximately covered the linear unstable manifold; hence
their forward integration approximated the unstable manifold away from the linearized
neighbourhood. This strategy was adapted for calculating one-dimensional unstable man-
ifold of the localized “edge state” relative periodic orbit of the pipe flow in [67], in order.
We apply here this method to a relative periodic orbit embedded in turbulence, with a
three-dimensional unstable manifold, a case that was not considered in the aforementioned
studies.
To this end, we first define a local Poincaré section in the neighbourhood of RPOF/6.668
as the half-hyperplane
〈x̂P − x̂p|v̂(x̂p)〉L2 = 0 , 〈v̂(x̂P)|v̂(x̂p)〉L2 > 0 , (4.28)
where x̂p is a point on RPOF/6.668, which we have arbitrarily chosen as its intersection with
the global Poincaré section Eq. 4.26. The relative periodic orbit RPOF/6.668 is a fixed point
of the Poincaré map on the section Eq. 4.28 with stability multipliers equal to its Floquet
multipliers. Associated Floquet vectors, however, need to be projected onto this section.





Vi = ΛiVi , (4.29)
in full state space. First we project these vectors onto the slice as




where V̂i denotes the projected vector on the slice. Then we project translation-symmetry
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reduced Floquet vectors onto the Poincaré section as




Projections Eq. 4.30 and Eq. 4.31 onto slice hyperplane Eq. 4.14 and onto the Poincaré
section hyperplane (4.28) follow the same geometrical principle as the Appendix of [67].
In order to visualise the one-dimensional unstable submanifold of RPOF/6.668, we ini-
tiate trajectories from the points
x̂P(δ) = x̂p ± ε|Λ3|δV̂3,P , where δ ∈ [0, 1) . (4.32)
These initial conditions approximately cover the locally linear one-dimensional piece of
the unstable manifold in V̂3,P direction such that first-return of x̃P(0) coincides with initial
location of x̃P(1). We discretised Eq. 4.32 by choosing four equidistant points in δ and
set ε = 10−3 (Floquet vectors are normalized such that ‖xp‖L2 = ‖Vi‖L2). We forward-
integrate these initial conditions while recording their intersections with the Poincaré sec-
tion. Eq. 4.28. 4.6 (a,b) shows the first 25 intersections of these orbits with the Poincaré
section on two-dimensional projections and panels (c,d) shows one of these orbits in a
three-dimensional projection along with RPOF/6.668 and RPOF/13.195. The origin of the
projections in Fig. 4.6 is x̂p and the projection coordinates are
e1 = 〈x̂|Re V̂1,⊥〉L2 ,
e2 = 〈x̂|Im V̂1,⊥〉L2 ,
e3 = 〈x̂|V̂3,⊥〉L2 ,
e4 = 〈x̂|V̂6,⊥〉L2 ,
e5 = 〈x̂|v̂(x̂p)/ ‖v̂(x̂p)‖L2〉L2 (4.33)
where V̂6,⊥ is the symmetry-reduced Floquet vector in the least stable direction (comes
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after marginal axial and temporal translation directions), and subscript ⊥ indicates that
these vectors are Gram-Schmidt orthonormalized.
Fig. 4.6 (a,b) shows that one-dimensional shape of locally linear dynamics is preserved
as it is extended far away from the origin. Trajectories in Fig. 4.6 (a,b) spread in a higher-
dimensional manifold once they reach the neighbourhood of period-doubled RPOF/13.195.
For additional comparison, in Fig. 4.6 (c,d) we plot different three-dimensional projections
of RPOF/6.668, the δ = 0 in (4.32) orbit, and RPOF/13.195 in different three-dimensional pro-
jections. Qualitative similarities between the shape of the unstable manifold and RPOF/13.195
are remarkable. For a quantitative conclusion, one should search for a heteroclinic connec-
tion from three-dimensional unstable manifold of RPOF/6.668 to the relative periodic orbit
RPOF/13.195. That, however, is beyond the scope of the current work.
For further comparison, we visualise the streamwise velocity and vorticity isosurfaces
of RPOF/6.668, RPOF/13.195, and three-snapshots on the unstable manifold of RPOF/6.668
in Fig. 4.7. All panels of Fig. 4.7 correspond to their respective intersections with the
Poincaré section Eq. 4.28, and only one-eighth (one-quarter in azimuthal and one-half in
axial directions) of the pipe is shown. The one-eighth visualisation suffices, since we work
in the subspace with 4-fold symmetry in the azimuthal direction, and the other half of the
pipe in the axial direction can be obtained from the first half by the shift-and-reflect Eq. 4.4
symmetry.
While all panels of Fig. 4.7 appear similar, they differ in details. Fig. 4.7 (d), the
initial point on the unstable manifold, is virtually indistinguishable from RPOF/6.668 in Fig.
4.7 (a). Flow structures of RPOF/13.195 at its two-intersections with the Poincaré section,
Fig. 4.7 (b,c), differ from RPOF/6.668 and from each-other only in minute details; one has to
compare the streak and roll sizes one-by-one. These nuances are reflected on the selected
points on the unstable manifold shown in Fig. 4.7 (d,e,f), although only identifiable after
a careful inspection. These difficulties illustrate the power of state space visualisation (cf.
Fig. 4.6), without which the relation of RPOF/6.668 to RPOF/13.195 would have been very
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Figure 4.6: (a,b) One-dimensional submanifold in the unstable manifold of RPOF/6.668
capturing locally linear dynamics in the V̂3,P direction in the Poincaré section, two projec-
tions onto local coordinates Eq. 4.33. Fixed point corresponding to RPOF/6.668 is at the
origin (red), and the 2-cycle RPOF/13.195 is marked blue. (c,d) Three-dimensional projec-
tions of one (δ = 0) of the 8 trajectories in panels (a,b).
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Figure 4.7: Streamwise velocity isosurfaces at u = ±0.5Ub (red and blue) and stream-
wise vorticity isosurfaces at ωz = ±2.4(Ub/D) (purple and green) of (a) RPOF/6.668; (b,c)
RPOF/13.195; and (d,e,f) the unstable manifold of RPOF/6.668 at discrete times n = 0, 23, 24.
hard to elucidate.
A set of initial conditions that approximately covers the linearised dynamics in the plane
(Re V̂1,P , Im V̂1,P) is given by
x̃P(φ, δ) = x̂p ± ε|Λ1|δ(Re V̂1,P cosφ+ Im V̂1,P sinφ) , δ ∈ [0, 1) , φ ∈ [0, 2π).(4.34)
We discretise Eq. 4.34 by choosing 4 equidistant points in δ and 36 points in φ and set
ε = 10−3. First three intersection of these initial conditions with the Poincaré section Eq.
4.28 are visualised in the projection Fig. 4.8 (a) in different colours, where black points
correspond to the initial conditions. This figure illustrates the motivation for the particular
approximation: Initial conditions Eq. 4.34 define an elliptic band in the (Re V̂1,P , Im V̂1,P)
plane, such that the inner ellipse is mapped to the outer one by the linearised dynamics on
the Poincaré section. The totality of these initial conditions captures well the linearised
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Figure 4.8: Two-dimensional submanifold in the unstable manifold of RPOF/6.668 captur-
ing locally linear dynamics in the Re V̂1,P , Im V̂1,P plane in the Poincaré section projected
onto local coordinates Eq. 4.33. Panel (a) shows initial conditions (black) and their orbits’
first 3 intersections with the Poincaré section, in different colours. 15 intersections shown
in (b) illustrating global shape of the 2D submanifold.
dynamics in this neighbourhood.
Fig. 4.8 (a) also illustrates the validity of linearised dynamics as each initial condition
simply expands and rotates according to real and imaginary part of V1, when their distance
to x̂p is of order 10−4. In Fig. 4.8 (b), we show the same projection for 15 intersections of
these orbits on the Poincaré section as they leave the neighbourhood of the relative periodic
orbit. At this stage, the shape is no longer an ellipse but it is starting to develop corners,
possibly due to being distorted by a stable manifold. It should be noted, however, that
the sub-manifold associated with the linearised dynamics on the plane (Re V̂1,P , Im V̂1,P)
is still two-dimensional. Note that the scales of axes in Fig. 4.8 (b) are about two orders
of magnitude larger than those on Fig. 4.8 (a), and also that they are comparable to scales
of Fig. 4.5 (d). In other words, a relative periodic orbit not only guides the dynamics in
its immediate neighbourhood, but it indeed guides, through its unstable manifold, nearby
motions at considerable finite distances.
The above Poincaré sections illustrate the ways in which a relative periodic orbit shapes
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(a) (b)
Figure 4.9: (a) Minimum distance (4.35) between a long turbulent trajectory x̂turb(t′)
and the relative periodic orbit RPOF/6.668. Inset: A time interval containing the closest
approach. (b) RPOF/6.668 (red) and a shadowing segment (corresponding to the inset of
panel a) of a turbulent trajectory (dotted line) visualized as a projection onto (4.33). The
closest approach of the turbulent trajectory to RPOF/6.668, d < 0.15, is highlighted yellow.
the geometry of its immediate neighborhood. However, as in the example at hand the un-
stable manifold Poincaré section is three d, it is hard to discern any structure in the ergodic
sea in two d projections such as Fig. 4.5: in all our Poincaré sections the ergodic sea
appears to be structureless cloud, exhibiting no foliation typical of —let’s say—Lorenz at-
tractor or Kuramoto–Sivashinsky attractor [87]. The influence of a relative periodic orbit
is here easier to visualize by studying shadowing episodes, i.e., the turbulent trajectory’s
visits to a given relative periodic orbit’s neighbourhood, such as Fig. 4.9 (a). Here we have
defined the minimum distance between trajectories labelled ‘turb’ and ‘RPO’ in the fully
symmetry-reduced state space (continuous symmetry reduced by Eq. 4.18, the discrete
half-rotation symmetry gθ Eq. 4.5 reduced to the fundamental domain), measured in the






Compared to the typical RPOF/6.668 linearized neighborhood scales (see Fig. 4.6), the
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yellow shadow in Fig. 4.9 (b) is a considerable distance away, but it still completes one co-
rotating shadowing period very nicely. Such shadowing episodes offer further support to
our main thesis, that relative periodic orbits, together with their stable/unstable manifolds,
shape the state-space dynamics within their local neighborhoods.
4.6.4 Local visualisation: energy norm vs. lowpass norm
As our final example of a local visualization of the state space, we examine the local un-
stable manifold of a traveling wave. The primary goal here is to show with this example is
how profoundly the choice of the inner product (or norm) can affect the visualisation, and
the conclusions drawn from it. Since in the slice the traveling waves reduce to equilibria,
there is no need for a Poincaré section. Therefore, visualizing low-dimensional unstable
manifolds of traveling waves is more straightforward compared to those of relative periodic
orbits discussed above.
Fig. 4.10 shows a two-dimensional unstable submanifold of TW1.968. Note that the
unstable manifold of this traveling wave is nine-dimensional (dU = 9 in Table 4.1). The
visualized two-dimensional submanifold corresponds to its most unstable subspace charac-
terized by the largest linear stability exponent of the traveling wave. This dominant expo-
nent is complex valued, with a complex eigen-direction V1 which defines a two-dimensional
subspace (ReV1, ImV1). The three-dimensional visualizations of Fig. 4.10 are obtained by
projecting each state to the subspace formed by (ReV1, ImV1, V2) where V2 is the third
eigen-direction, with a real linear stability exponent.
All computations are carried out in a slice with the traveling wave TW1.968 used as the
template for symmetry reduction, and placed at the origin of the plots. The unstable sub-
manifold (gray curves) is approximated by forward-integrating several small perturbations
to the traveling wave in the direction ReV1. Because of the instability of the traveling
wave, the trajectories spiral away from the origin. The spiraling nature of the trajectories is



































Figure 4.10: Low-dimensional state space visualisation of the traveling wave TW1.968 (ori-
gin) and the relative periodic orbit RPO11.696 (blue). A two-dimensional unstable subman-
ifold of the traveling wave is approximated by perturbations (gray curves) around the trav-
eling wave (see the text for the details). Both panels show the same objects projected to the
same three-dimensional subspace. Two types of inner products are used for the projections:
(a) Low pass inner product 4.23, (b) L2 inner product 4.21.
ensemble of the trajectories approximates the two-dimensional unstable submanifold that
is tangent to the plane (ReV1, ImV1). Away from the traveling wave this approximation
fails and the trajectories diverge.
Also shown in Fig. 4.10 is the relative periodic orbit RPO11.696 (blue curve). The
two panels show the same objects projected to the same subspace (ReV1, ImV1, V2). The
difference is that in panel (a) the low pass inner product Eq. 4.23 is used for the projection
while in panel (b) the L2 inner product Eq. 4.21 is used.
In the low pass -projection, the relative periodic orbit sits near the traveling wave and
appears to be shaped by its unstable manifold. In the L2 projection, however, the relative
periodic orbit appears to lie rather far from the traveling wave, and there is no hint that their
shapes are related. We attribute this to the fact that the low pass norm filters small scale
features, assessing the distance between fluid states based on their large-scale structures.
In the L2 norm, on the other hand, even minute small-scale differences between two states
contribute to the computed distance.
We close by noting that the low pass norm was also used to detect near-recurrences
of ergodic trajectories. These near-recurrences then served as the initial Newton iteration
guesses for obtaining the relative periodic orbits reported in Table 4.1. We find that the
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recurrences measured in the low pass norm tend to converge to relative periodic orbits
more frequently than the recurrences measured in the energy norm. A similar observation
was reported by [52].
4.7 Conclusion and perspectives
We investigated relative periodic orbits embedded in transitionally turbulent pipe flow con-
fined to a small computational domain. These orbits were found by Newton-type searches,
using near-recurrences of the turbulent flow as initial guesses to generate dynamically-
relevant solutions. Even in our minimal domain, made small by unphysical symmetry
restrictions, this turned out to be a daunting task, practicable only after reduction of prob-
lem’s continuous symmetry and, in some cases, requiring also the multiple shooting New-
ton method.
Nonetheless, we were able to identify 48 distinct relative periodic orbits with numer-
ical precision of 10−6 or smaller. While this, to the best of our knowledge, is the largest
number of periodic orbits for a three-dimensional turbulent flow found so far, the analysis
of § 4.6.2 shows that only some of the state-space visited by turbulence are populated by
the set of relative periodic orbits found so far. Nevertheless, our relative periodic orbits do
occupy a region of the state space frequently visited by turbulent trajectories, suggesting
that additional searches for relative periodic orbits are needed to adequately represent a
larger portion of state space. This is consistent with our expectation that in the state space,
turbulence is “guided” by the exact invariant solutions.
Our main result is that there is an intrinsic geometry of turbulence, but that one has to
explore the Navier–Stokes symmetry-reduced state space very closely in order to discern it.
This geometry does not follow from naı̈ve traditional statistical assumptions, as illustrated
here by the state-space visualisations of § 4.6. Principal component analysis (PCA), which
we used for global projections of the dynamics in 4.6.2, treats turbulent data as if it were a
multivariate Gaussian distribution. The true global attractor is in no sense a Gaussian; the
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intrinsic geometry of turbulence revealed here is dictated by exact time-invariant solutions
of Navier–Stokes equations.
Our conclusions are not surprising to a nonlinear dynamicist experienced in working
with low-dimensional dynamical systems and their strange attractors, yet the notion that
there is an intrinsic geometry to Navier–Stokes long-time dynamics is not as well appre-
ciated in the turbulence community. This under-appreciation is historical, stemming from
times when we lacked computational tools to determine the non-trivial exact invariant so-
lutions of Navier–Stokes equations. In this regard, the primary contribution of this paper is
the demonstration of the computational feasibility of studying pipe-flow turbulence as a dy-
namical system. For example, consider Fig. 4.5 where 147 individual turbulent runs were
necessary to obtain a very rough feeling for how turbulent trajectories are distributed in the
state-space. In the dynamical systems approach, it took 8 carefully chosen trajectories to
reveal the shape of RPOF/6.668’s unstable manifold.
Given the exploratory nature of this project, many of its intermediate steps were carried
out manually, yet most of these could be automated. The first step would be to initiate
relative periodic orbit Newton searches by detecting near-recurrences of turbulent flows
without human supervision. A slightly more involved step — time-adaptive integration of
symmetry-reduced dynamics — will probably be necessary when the azimuthal rotation
symmetry is reduced simultaneously with axial translations. We circumvented this issue
here by restricting dynamics to the shift-and-reflect invariant subspace, which precludes
continuous rotations. This restriction is unphysical and not present in the full problem.
Our explorations of the state-space geometry relied on visualisations of relative periodic
orbits and their unstable manifolds. It is already apparent from our data in Table 4.1 that
this strategy has limited applicability since all but two invariant solutions we found have
unstable manifolds of dimension larger than 3. Even though partial visualisations of the
unstable manifold in § 4.6.3 were insightful, there is no guarantee that this approach can




Figure 4.11: An illustration of the multi-point shooting method. A long periodic orbit
(red) is obtained from shorter periodic orbits p0 (black) and p1 (blue) with periods T0 and
T1, respectively. Multi-point shooting attempts to find the shortest orbit that shadows both
p0 and p1, with period T that is approximately the sum of the periods of the shorter orbits,
T ' T0 + T1.
for systematic study of high-dimensional manifolds, a dynamical notion of ‘distance’ that
does not depend on the particular choice of norm, and geometric criteria for distinguishing
qualitatively different dynamics in state-space.
In conclusion, we reported here our progress in dynamical study of moderate-Re turbu-
lence in the context of pipe flow. In particular, we demonstrated that embedded within this
flow are relative periodic orbits and that they shape dynamics in their respective neighbour-
hoods through their unstable manifolds. This required various technical obstacles to be
overcome, which forced us to restrict this exploratory study to a small symmetry-restricted
computational cell. In this sense, we can say that the dynamical approach to turbulence is
still in its infancy, but the stage is now set for study of dynamics of wall-bounded shear
flow turbulence in its full glory.
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Table 4.1: The list of the invariant solutions reported in this work. Average rate of
dissipation D̄, average down-stream phase velocity c̄, dimension of the unstable manifold
dU , real part of the largest stability eigenvalue / Floquet exponent µmax is shown. Last
column corresponds to the imaginary part ω of the leading stability eigenvalue for
traveling waves, and phase θ of the leading Floquet multiplier for relative periodic
orbits. Traveling waves are labeled by their dissipation rate D̄, relative periodic orbits
by their period T. A family of twelve relative periodic orbits which appear to have
similar physical properties are grouped together and labeled with subscript F . So-
lutions marked with ‡ were previously reported in Table 1 of [36]. The six solutions
marked with M were obtained by the multiple-shooting Newton method of Appendix B.
Solution D̄ c̄ dU µmax ω or θ Solution D̄ c̄ dU µmax ω or θ
TWN4L/1.38‡ 1.38 1.238 3 0.1809 0.0 TW1.578 1.578 1.108 9 0.2877 0.0
TW2.039‡ 2.039 1.091 7 0.1159 0.0 TW1.845 1.845 1.039 11 0.5166 0.891
TW1.968‡ 1.968 1.105 9 0.1549 0.259 TW1.783 1.783 1.035 8 0.323 1.119
TW1.885 1.885 1.073 8 0.4568 0.206 TW2.041‡ 2.041 1.095 8 0.1608 0.0
TWN4U/3.28‡ 3.279 1.051 30 0.9932 1.89 TW1.926 1.926 1.096 8 0.2504 0.414
RPOF/6.668‡ 1.805 1.12 3 0.0534 1.69 RPOF/M/33.81 1.805 1.128 5 0.0471 1.727
RPOF/13.195‡ 1.839 1.117 5 0.0581 2.038 RPOF/33.968 1.806 1.127 5 0.0588 1.671
RPOF/20.427‡ 1.809 1.128 5 0.0771 0.0 RPOF/40.609 1.814 1.125 5 0.0505 0.315
RPOF/26.861 1.84 1.121 5 0.0679 π RPOF/M/47.449 1.826 1.126 5 0.0586 π
RPOF/26.964 1.826 1.124 6 0.0493 0.986 RPOF/M/53.876 1.83 1.124 6 0.0457 1.253
RPOF/27.299‡ 1.815 1.126 4 0.0678 0.961 RPOF/M/67.936 1.806 1.128 5 0.0587 2.945
RPO4.954‡ 2.015 1.084 3 0.1509 1.643 RPOM/14.544 2.015 1.102 6 0.1846 0.0
RPO5.468 2.003 1.091 6 0.1452 1.351 RPOM/14.646 1.776 1.133 5 0.1473 π
RPO6.119 1.875 1.081 7 0.1912 0.0 RPO14.961 1.945 1.114 5 0.1915 0.878
RPO6.134 1.86 1.086 7 0.1596 0.0 RPO15.081 2.06 1.081 8 0.1392 0.0
RPO6.18 1.865 1.091 5 0.211 0.0 RPO15.46‡ 1.781 1.146 7 0.1166 0.0
RPO6.359 1.769 1.054 11 0.2614 0.0 RPO15.798 1.869 1.125 6 0.1089 π
RPO6.458 2.117 1.074 7 0.2055 0.0 RPO15.915 1.951 1.106 8 0.1547 π
RPO7.246 1.982 1.105 5 0.209 0.0 RPO15.972 1.956 1.097 7 0.1473 π
RPO7.272 2.015 1.1 5 0.1852 0.0 RPO16.271 1.978 1.09 7 0.1454 1.977
RPO7.423‡ 1.838 1.109 6 0.1195 0.387 RPO16.878 1.969 1.099 5 0.1219 π
RPO7.741‡ 1.707 1.138 5 0.0983 0.0 RPO17.21 1.999 1.098 7 0.1523 π
RPO9.735‡ 2.05 1.086 7 0.1872 π RPO17.46‡ 1.917 1.121 6 0.0842 0.205
RPO11.696 1.961 1.108 9 0.1129 π RPO21.704 1.868 1.12 7 0.0951 π
RPO12.026 2.09 1.088 6 0.1476 0.0 RPO22.063 2.032 1.101 7 0.1352 1.723
RPO12.566 2.053 1.083 10 0.1677 π RPO23.047 1.874 1.12 6 0.1848 0.0
RPO12.706 2.156 1.07 6 0.1692 1.083 RPO23.356‡ 1.98 1.112 6 0.101 1.249
RPO13.592 1.987 1.099 7 0.1072 0.0 RPO26.049 2.028 1.097 8 0.1635 π
RPO14.045‡ 1.903 1.107 6 0.1403 π RPO27.238 1.992 1.098 8 0.1258 0.0
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CHAPTER 5
PERIODIC SOLUTIONS AND CHAOS IN THE BARKLEY PIPE MODEL ON A
FINITE DOMAIN
5.1 Abstract
Barkley’s bipartite pipe model is a continuous two-state reaction-diffusion system that
models the transition to turbulence in pipes, and reproduces many qualitative features of
puffs and slugs, localized turbulent structures seen during the transition. Extensions to the
continuous model, including the incorporation of time delays and constraining the system
to finite open domains—a trigger for convective instability—reveal additional solutions to
the system, including periodic solutions and chaos unseen in the original 1+1 dimensional
system. It is found that the nature of solutions depends strongly on the size of the domain
under study as well as choice of boundary conditions: on a finite domain for a particular
window of parameter space, period-doubling and chaos are observed.
5.2 Introduction
The subcritical transition to turbulence in canonical fluid flows sees two different behav-
iors at two different scales: fast turbulent (chaotic) fluctuations on a small spatial scale and
long-lived alternating laminar-turbulent patches on a larger spatial scale (spatiotemporal in-
termittency). Recent results suggest that transitional turbulence is a chaotic transient with
a superexponential distribution of lifetimes[88][89] consistent with the dynamical systems
view of transient turbulence arising from a chaotic saddle in state space[59][89][90][91][92].
As the laminar solution for plane Couette flow is known to be linearly stable for all Reynolds
numbers[93]—and numerical and experimental evidence suggests that this is likewise true
for pipe[7][17][94]—the emergence of transient chaos (transient turbulence) must derive
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from a mechanism other than perturbation of the laminar flow[89]. For example, the fol-
lowing hypothesized chain of events can lead to the formation of a chaotic saddle that
could sustain transient turbulence: Two steady states are created in a saddle node bifurca-
tion. Linear stability analysis shows that the upper branch state is initially linearly stable.
Next, a stable periodic orbit is created at a Hopf bifurcation. Eventually the orbit undergoes
a period-doubling cascade and a chaotic attractor emerges. A boundary crisis destroys the
attractor, after which it becomes a chaotic saddle that supports transient turbulence[90].
On a spatial scale much larger than that of chaotic fluctuations, the transition in pipe
sees large-scale spatially intermittent puffs and slugs—localized turbulent structures—coexisting
with quiescent background (laminar) flow[7]. Paradigmatic two-dimensional flows see lo-
calized structures analogous to those in pipe: regular spiral bands are observed in Taylor-
Couette flows[26], and turbulent spot and stripe phases coexisting with a laminar back-
ground in plane Couette[28][35], forming Turing-like patterns evocative of those seen
in Swift-Hohenberg and in several two-dimensional reaction-diffusion-advection systems.
Manneville postulated that patterns observed in plane Couette flow, in particular, derive
from a Turing instability, and remarks generally “[p]attern formation is indeed often an
obliged stage in the transition to turbulence”[95].
Spatiotemporal patterns in fluid systems could result from Turing or Turing-Hopf in-
stabilities. Barkley[3] proposed a minimal pipe model that reproduces many of the key
features of puffs and slugs seen in numerical simulations and in experiments. Barkley’s
original model consists of two parts, each part addressing one of the two scales. First is
a continuous reaction-diffusion model described by two coupled partial differential equa-
tions whose dynamics we explore in this paper in hopes of identifying a tell-tale pattern-
forming instability. The complement to the continuous system is a discrete model with a
chaotic map that is invoked in the excited regime of parameter space to mimic the small-
scale chaotic fluctuations seen in experiments and direction numerical simulations (DNS);
a later version of the model replaces the discrete chaotic map with a continuous additive
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Gaussian noise[96]. Though Barkley’s model is successful in predicting the transition to
turbulence, it either invokes a discrete chaotic map to produce the requisite chaos[3] or
introduces stochasticity to supply small-scale random fluctuations[96]. The success of the
model, as well as its relative accessibility, compels further investigation.
In this paper, we show that chaos—including a route to chaos akin to that described in
[90]—can be triggered in Barkley’s continuous model with the inclusion of a small time
delay and/or confining the dynamics to a finite open domain without need to resort to a
complementary [chaotic] tent map. Additional new solutions emerge at a Hopf bifurcation
to give rise to time-periodic states unseen in Barkley’s original model. Further, it is argued
that extending the model to two spatial dimensions (with zero flux BC on the other dimen-
sion) should lead to stripes and spots, the hallmark Turing patterns seen in 2D systems.
5.2.1 Models















= ε1(1− u)− ε2uq −
∂u
∂z
where q is turbulence intensity and u ∈ [0, 1] is the centerline velocity along the pipe axis
ẑ relative to the mean axial speed of the bulk U . The η term is the adjunct Gaussian white
noise introduced in [96] and σ the noise strength. The parameter r is analogous to the
Reynolds number seen in the nondimensionalized Navier-Stokes equations.
In this paper, we follow Barkley’s lead and transform to the U = 0 frame that co-moves
with the steady bulk flow and replace the additive noise with fast dynamics h so that the
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system under study is
∂qMF
dt








= [fast dynamics] (5.1)
where
f = f(q(t), q(t− τ), u(t), u(t− τ))
= q[uτ + r − 1− (r + δ)(q − 1)2] + εh
g = g(q(t), q(t− τ), u(t), u(t− τ))
= ε1(1− u)− ε2uqτ (5.2)
Here qMF and uMF are regarded as time-averaged mean field variables operating on a slow
timescale, h as small-scale deviations from the mean field whose dynamics occur on a
faster timescale, and τ is the time delay—which may or may not be set to zero—so that
qτ = q(t − τ) and uτ = u(t − τ). Focus is given to the large-scale behavior of q and u;
consequently, we will set h = 0 and postpone fast timescale dynamics until the Discussion
section.
The paper is organized as follows: Numerical procedure; general results, including a
discussion of the new periodic and chaotic solutions; a discussion of timescales in relation
to percolation dynamics and the possibility of pattern-forming bifurcation in 2D.
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5.2.2 Numerical Procedure
For z ∈ (0, N), the system under study is
dq
dt













 for θ ∈ [−τ, 0] (5.4)
The dynamics are confined to a finite computational domain described by boundary condi-
tions,
q(0, t) = q(N, t) = 0
u(0, t) = u(N, t) + q(N, t)
 for t ∈ [0, T ] (5.5)
henceforth referred to as the smooth-inlet boundary conditions (SIBC).
Finite-difference method with N ∈ (50, 1000), where N is the number of spatial grid
points in the domain, taken to be the length of the pipe under consideration, with spatial
grid size ∆z = 0.2. Time steps of ∆t = 0.05 are default, but larger (e.g., ∆t = 0.1)
and smaller (e.g., ∆t = 0.025) time steps were taken, too, as a check of the stability of
the code. The linear portion of equations is solved implicitly to ensure numerical stability;
the nonlinear portion is solved explicitly with Courant number C < 1. To accommodate
a nonzero time delay τ 6= 0, the system was solved at t − τ and the unphysical solutions
found for t < 0 were discarded.
Stability of code was checked by 1) varying ∆t and ∆z and observing consistent be-
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haviors with no amplification or waves; 2) comparing SIBC in long pipe against periodic
boundary conditions (PBC); it is observed that SIBC → PBC solutions for long enough
domain; and 3) comparing solutions early in the time evolution before boundary is en-
countered. As N → ∞, periodic solutions destabilize and asymptotically approach the
solutions seen in Barkley’s original PDE model.
Smooth-inlet boundary conditions (SIBC) described in Eq. 5.5 were introduced as a
proxy for constant mass flux boundary conditions in finite open pipe used in DNS and
generated in laboratory settings: all flux leaving the domain, regardless of being in state q
or u is matched with an equal flux entering the domain as smooth flow u.
Parameter values ε1 = 0.04, ε2 = 0.2 and δ = 0.1 are the same as those used by
Barkley[3] and are fixed throughout. The parameter r is generally unrestricted, but focus
is on the region of parameter space 0.7 ≤ r ≤ 1.
5.3 Results
The role of disturbances in the inlet of the simulated pipe was the motivation for the particu-
lar type of boundary condition used in this study. Smooth inlet boundary conditions (SIBC)
were used here because it was felt they were truer to real pipes than periodic boundary
conditions. Since intermittency depends on inlet conditions even in very long pipes[10],
experimentalists aim for smooth flow in the entrance of the pipe so that the size of any
perturbation can be known and controlled[7][88]. Further, real pipes are finite in length;
fluid, be it turbulent or laminar, must advect out of the open end of a real pipe eventually.
In a sense, the SIBC is a kind of model in and of itself, aiming to reflect pipe flows in real
laboratory conditions.
While invoking SIBC, it is observed that solutions depend strongly on the length of the
numerical domain N , in addition to the parameters r and τ . As the domain size N impacts
the nature of the solutions, it may be treated as an implicit bifurcation parameter (see [97]
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Figure 5.1: Solution space at N = 140 as a function of time delay τ and r. In this length of
domain a variety of solutions is observed. A Hopf bifurcation first occurs in the undelayed
system near (τ, r) = (0, 0.71); with increasing τ , the Hopf bifurcation occurs at increas-
ing values of r, establishing a curve that defines the critical value τc above which periodic
solutions are observed. Near r = 0.839, independent of τ , a final saddle-node bifurca-
tion takes place whereby periodic solutions are destroyed and a homogeneous steady state
(HSS) emerges.















Figure 5.2: Near the saddle-node bifurcation at rc ≈ 0.839, the frequencies of oscillation
for q increase in accordance with the universal inverse square-root scaling law for saddle-
node bifurcations. Shown is the best fit curve frequency = a + b(rc − r)−0.501, where
a = 1520 and b = 50.6. This figure was drawn using data from N = 500.
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Figure 5.3: Spacetime evolution of q(z, t) in the U = 0 co-moving frame with the spatial
variable z on the horizontal axis and time t on the vertical. The inlet of the pipe (z ∼ 0)
can show relatively large initial turbulent transients. (a) Periodic solutions at r = 0.8274,
N = 500, τ = 0. In a shorter domain, these same parameters see canards (see Fig. 5.8).
(b) A chaotic trajectory at r = 0.79, N = 143, τ = 2.
Figure 5.4: Period-doubling route to chaos demonstrated in phase space with u on the
horizontal axis and u̇ on the vertical. N = 142, τ = 7, and (a) r = 0.780; (b) r = 0.787;
(c) r = 0.789; and (d) r = 0.79035.
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Figure 5.5: Period-doubling route to chaos demonstrated in phase space, with q on the
horizontal axis and q̇ on the vertical. N = 142, τ = 7, and (a) r = 0.780; (b) r = 0.787;







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.6: Bifurcation diagram for the strongly chaotic region at N = 140 and initial
conditions are q(t = 0) = 0.70.
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Figure 5.7: TOP: A chaotic time series at r = 0.8176 and τ = 45. Bottom: Phase portraits.
q (red, bottom left) and u (blue, bottom right).
bifurcation parameters are r(N) and τ(N). Houghton and Knobloch [98] discussed the
role of boundary conditions in the Swift-Hohenberg equation subjected to finite domains:
the system admits spatially periodic structures when subject to periodic boundary condi-
tions (PBC), but sees large amplitude filling states when Neumann boundary conditions
are imposed. The SIBC used here may be regarded as a hybrid of the two: absorbing for
q(z = N), periodic with an additional source for u(z = 0).
With time delay and SIBC incorporated into Barkley’s model, chaos is seen in a range of
domain lengths at differing values of time delays—or, in the case of N ≈ 150, at zero time
delay—suggesting that the length of the domain plays a larger role in the observed solutions
than does time delay. Fig. 5.1 demonstrates the solutions that emerge at one set of param-
eters. For domains N ≈ 150, a route to chaos follows a sequence of events remarkably
similar to those thought to lead to transient turbulence in pipe[90]: Two coexisting steady
states—a trivial “laminar” steady state with q → 0, u → 1, and a nontrivial excited steady
state with q 6= 0, u 6= 1—are created at a saddle node bifurcation; the value of r for which
this occurs depends on the amount of q introduced into the inlet of the system in analogy
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to a minimum perturbation amplitude required to transition from laminar flow[99]. Next,
a Hopf bifurcation leads to sustained oscillations between the two coexisting steady states;
no further perturbation or triggering beyond the initial condition are required to sustain the
oscillations. These periodic solutions are not observed in Barkley’s original system. With
increasing r and N , the amplitude of the stable limit cycles grows. Eventually, the periodic
orbits undergo a period-doubling cascade (Figs. 5.4 and 5.5), followed by the emergence
of a chaotic attractor (Fig. 5.6). With increasing r the chaotic structure disappears, and
the stable periodic solutions give way to unstable periodic orbits that asymptotically decay
to a non-laminar steady state. As r is further increased for N ∼ 140, chaos re-emerges,
this time accompanied by canard explosions (“bursts”)—jumps from localized- to globally-
turbulent solutions that rapidly, but briefly, fill the whole domain—solutions unseen in the
chaotic region at lower r (See Fig. 5.8). Beyond this, large amplitude oscillations are
observed until the system undergoes another saddle-node bifurcation at r ∼ 0.839 for all
values of N studied, in agreement with Barkley’s observation that the system undergoes
a change somewhere between r = 0.823 and r = 0.85. Here, all periodic states are de-
stroyed and only two homogeneous steady states—the trivial laminar and a large amplitude
q steady state—remain. This regime is bistable and is identified with spreading puffs and
global turbulence. The destruction of all stable periodic solutions occurs with the onset
of the final saddle-node bifurcation. Beyond this point, the amplitude of q drops sharply
before increasing again. Just before this final saddle-node bifurcation, the frequencies of
the limit cycles approaches a “bottleneck”, leading to increasing oscillation frequencies as
the saddle-node bifurcation is approached[100]. We observe the universal inverse square
root scaling law is obeyed, confirming the saddle-node bifurcation at r = 0.839 (Fig. 5.2).
All four behaviors—the two homogeneous steady states (HSS), and decaying and sus-
tained oscillations—may be accompanied by initial transients. Long chaotic transients
are most likely to be seen in the region between sustained oscillations and the slug HSS








Figure 5.8: Coexistence of small- and large-amplitude solutions at r = 0.8274, N =
150, τ = 0. Canard behavior is observed when a trajectory, initially following the small-
amplitude limit cycle, undergoes a fast excursion to the large-amplitude limit cycle before
returning to the original orbit. (a) The spacetime evolution of q(z, t); and the (b) phase
space diagrams of (u, u̇) (top) and (q, q̇) (bottom) during the canard cycle. (c) A canard
cycle in (u, q) space demonstrating orbits around the small-amplitude limit cycle with a
quick excursion to a large-amplitude relaxation cycle. The small-amplitude limit cycle is
destroyed at the saddle-node bifurcation at r ≈ 0.839.
stein[101]. This isn’t too surprising given that Barkley’s system, like Vanag and Epstein’s,
is a modified reaction-diffusion system. Further, as 2D reaction-diffusion systems often
give rise to striping and other pattern formations, we suspect that Barkley’s model can be
extended to two spatial dimensions to model transitional stripe-like structures seen in plane
Couette and plane Poiseuille flows[102].
5.3.1 Periodic Solutions
With SIBC, the modified Barkley model undergoes a Hopf bifurcation in every finite do-
main studied. Smaller domains (e.g., N ∼ 140) see two sets of periodic solutions: a small-
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amplitude limit cycle at smaller r that eventually undergoes a period-doubling cascade and
chaos, and a larger-amplitude limit cycle at larger r. Large domains (e.g., N > 300) see
large-amplitude limit cycles very soon after the initial saddle-node bifurcation and only
transient chaos. These “pulsating”[103] or “breathing” solutions are seen in domains with
and without time delays, including N = 1000, the largest domain studied here, and are
reminiscent of breathing spots seen in 2D reaction-diffusion systems[104]. As N → ∞,
the periodic solutions grow unstable and we recover the asymptotic steady state solutions
reported by Barkley[3].
The role of time delays in triggering Hopf bifurcations in 1+ D-dimensional systems,
and Turing-Hopf transitions in 2D reaction-diffusion-advection systems, has been studied
previously. For example, Sen et al.[105] investigated the effect of small time delays in
a pigmentation fish model and the CDIMA system, and Zhang and Zang[106] analyzed
large delays in the extended Rosenzweig and MacArthur model with zero flux boundary
conditions. Both groups observed a critical value of τ for the emergence of sustained
Turing patterns. We make similar observations: there is a critical time delay τc above
which instability sets in and below which the homogeneous steady states remain stable and
no oscillations are observed. See Fig. 5.1.
5.3.2 Chaos
For finite domains subjected to SIBC, two sets of time-periodic solutions may be seen: a
small-amplitude limit cycle (stable at lower r and N , unstable at larger r and N ) and a
large-amplitude limit cycle (unstable at small r and N ). The former sees long-lived chaos,
as well as chaotic transients, while the latter sees only chaotic transients, at least for the
values of N and τ investigated in this paper. A period-doubling cascade and chaos is first
encountered when a fixed-point solution collides with the small-amplitude periodic orbits,
e.g., the onset of chaos near r ≈ 0.7873, and τ = 14 for N = 140 (Fig. 5.7). The cri-
sis destabilizes the small-amplitude orbits and the now-unstable periodic solutions decay
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asymptotically towards a non-laminar steady state (however, at other values of N , chaos
may still be observed at the same value of τ and r). As r increases further, another round of
period-doubling and chaos takes place. Interestingly, this time the chaotic solutions include
canards and large-amplitude chaotic bursts—jumps from locally- to globally-turbulent so-
lutions that rapidly, but briefly, fill the whole spatial domain, perhaps analogous to random
puff splitting events seen in pipe—solutions unseen in the earlier chaotic region at lower
r. Other chaotic trajectories include visits to both coexisting orbits (see Fig. 5.8) and
mixed-mode oscillations. Soon after, the small-amplitude limit cycles are destroyed, while
the large-amplitude limit cycles stabilize. Consequently, the bifurcation diagram shows an
abrupt jump to large-amplitude periodic orbits.
We note that the chaos described here is independent of any ad hoc chaotic tent maps;
any fast time-scale dynamics h(t) superimposed or added to the system, including small-
scale deviations from the mean-field values of q and u, will fluctuate chaotically due to the
the chaos of the underlying slow system regardless if the fast dynamics described by h(t)
are chaotic or not.
5.4 Discussion
The initial focus of this investigation was to understand the circumstances under which
a pattern-forming instability and/or chaos could appear in Barkley’s model, including the
roles of boundary conditions and time delays known to affect pattern formation in other
reaction-diffusion systems.
Pipe flow, like the Barkley model subject to the boundary conditions discussed in this
paper, is an open system, and issues related to convective instability must be raised, in-
cluding the possible presence of noise-sustained structures and concomitant spatiotemporal
intermittency. For example, the transition from convective instability to absolute instability
with increasing Reynolds number describes a mechanism by which a localized puff can
become a spreading slug. As Deissler notes, any open system with nonzero group velocity
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will be convectively unstable for some range of parameters[19]. Above the onset of an in-
stability the upstream and downstream front speeds of the localized perturbation will have
the same sign as the group velocity and a turbulent patch (“puff”) will advect down the
pipe, growing in the co-moving frame of reference U = 0.
Further, the open system can grow convectively chaotic, leading to the spreading of
the turbulent structure (“slug”). For example, in the Ginzburg-Landau equation, when the
amplitude of a perturbation near the fronts grows sufficiently large (“pops” into the chaotic
basin of attraction), the slug will spread randomly in time. As the convectively chaotic
fluctuations are effectively random, the information describing spreading slugs must be
considered in the aggregate. Barkley et al. make an accordant observation of their data
that the “bifurcation scenario predicted by the model is only recovered in average quanti-
ties.”[8] Barkley et al. acknowledge that the models—both the original form here as well
as the amended form—fail to capture the stochastic fluctuations in the downstream front as
well as the spatiotemporal intermittency in the whole of the domain (“intermittent laminar
pockets”). Intermittency, too, can be ascribed to noisy fluctuations in convectively unstable
systems, as noted by Deissler in an earlier paper[18].
Convectively unstable systems are especially sensitive to noise, and even small fluctua-
tions can trigger large amplitude spatiotemporally-varying structures and pattern formation
in the whole domain[19]. Stochasticity—the random small scale variations that fluctuate
the puffs, slugs, and their laminar-turbulent fronts—must be inserted into Barkley’s model
as an additional component operating at a faster timescale than q and u, but it is precisely
these faster, smaller amplitude fluctuations that a convectively unstable system is sensitive
to. Mullin, citing Waleffe[107], notes in his review that pipe flow becomes more sensitive
to background disturbances as Reynolds number increases. Specifically, for a finite pertur-
bation of amplitude ε, the minimum amplitude required to trigger turbulence scales with
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Reynolds number according to,
ε = O(Reγ) (5.6)
as Re → ∞ and γ < 0; that is, turbulence can be triggered with smaller and smaller
amplitude disturbances as Reynolds number increases[7].
One approach proposed to describing small scale fluctuations h(z, t) treats a turbulent
patch—a puff or slug—as a directed percolation field. Experimental studies of the transi-
tion to sustained turbulence in Couette flow and in Waleffe flow was found to be consistent
with a directed percolation process[108], and it is speculated that pipe flow, too, would fall
into the directed percolation universality class[109]. With the directed percolation rules
shown in Fig. 5.9 the resulting mean field equation for the percolating cluster is
∂qMF
∂t




where a generic mean-field expression for q may be written down by balancing diffusion
(with streamwise-directed diffusion coefficient Dz) the turbulence coagulation rate k, the
reproduction/branching rate λ, and the q → u turbulent decay rate γ. Small fluctuations
about qMF would map to the faster, small-scale dynamics h(z, t) in Eq. 5.1.
The appearance of the diffusion term in the percolation process is notable. (Barkley’s
original model neglected diffusion, effectively leaving Dz = 1, but his amended model
incorporates a nonunit diffusion coefficient, e.g. Dz = 0.13[8].) In general, the diffusive
term inhibits short-wavelength perturbations; however, expanding the system to additional
spatial dimensions may introduce pattern-forming instabilities, including diffusion-driven
instability (Turing instability). In two dimensions with the bulk of the flow moving in the
streamwise direction z and no net flow in the spanwise direction x, the two diffusivities








Figure 5.9: Nearest-neighbor reaction-diffusion dynamics from time step t (top row) to
t+ dt (bottom).
ideal for pattern formation in 2D.
Diffusion through a percolating cluster, e.g. puff, differs from diffusion in a homoge-
neous medium. For a fractal cluster or otherwise disordered medium, diffusivity depends
on distance from percolation threshold pc. Above the threshold (p > pc) the cluster is effec-
tively homogeneous and diffusion is regular, i.e. follows Fick’s law 〈R2(t)〉 ∼ t2/dw with
diffusion exponent dw = 2. At criticality (p = pc) however, and the cluster is statistically
self-similar at all length scales and the diffusion in anomalous with dw > 2. Below criti-
cality p < pc the clusters are of finite size on the order of the correlation length ξ(p) so that
with 〈R(t)〉2 ∼ ξ2(p) where 〈R(t)〉2 is the mean-squared displacement as t→∞[110].
The percolation process here would be biased in the direction of the applied pressure
gradient that is pushing the fluid through the pipe. There are two primary effects of this
directional bias. Firstly, the diffusion might show a nonzero drift velocity relative to the
bulk velocity U [110]. Secondly, the pressure gradient may “trap” turbulent structures q
at the boundaries of the cluster. To expand the turbulent cluster, the fluid particle must
overcome the energetic barrier associated with the pressure gradient; that is to say, the
particle must meet or exceed an energetic threshold in order for the turbulent structure to
spread. Thus the spreading of puffs can be connected to Barkley’s u → q transition rate
so that ε2(r)qτ must be analogous to a “threshold for excitation” and further connected to
Goldenfeld’s extremal fluctuations[111]. Since ε2 is a function of r (or, in the directed
percolation picture, the branching rate depends on Reynolds number) the fraction of the
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pipe filled with turbulence increases with Reynolds number. But percolation isn’t the only
mechanism by which the turbulent structures can spread; convectively chaotic structures
spread randomly, too.
SIBC were used here because it was felt they were truer to real pipes than periodic
boundary conditions. Since intermittency depends on inlet conditions even in very long
pipes[10], experimentalists aim for smooth flow in the entrance of the pipe so that the size
of any perturbation can be known and controlled[7][88]. Further, real pipes are finite in
length; fluid, be it turbulent or laminar, must advect out of the open end of a real pipe
eventually. In a sense, the SIBC is a kind of model in and of itself, aiming to reflect pipe
flows in real laboratory conditions.
While implementing boundary conditions, both smooth inlet boundary conditions (to
model finite pipes) and periodic boundary conditions (to model infinite pipe) were applied
to see how solutions vary with finite domain size. When lengthening the domain while
enforcing SIBC, we recover the solutions seen with periodic boundary conditions (PBC)
and those found by Barkley. Consequently, one may view the new solutions—the time-
periodic “pulsating” solutions and chaotic solutions, akin to [103]—to be additional sets
of solutions seen in the limit of finite domains. That these time-periodic solutions grow
unstable only at very large N suggests that SIBC induces a Hopf instability in the system,
perhaps one that will interact with a Turing instability to bring about stripes in a two-
dimensional extension of the model.
In addition, time-delayed coupling between u and q played less of a role in the set of
observed solutions in this 1D model than did SIBC. However, the delay may play a big-
ger role in a two-dimensional extension of the model in accordance with literature on time
delay-induced Turing instabilities. One may anticipate that an extension of the model to




We were able to find previously-unknown periodic solutions and generate chaos in Barkley’s
pipe model with two physically-motivated modifications: admitting a time-delayed cou-




There remain several avenues of study with which to follow up on the work mentioned in
this dissertation. For example, invariant solutions have shown themselves to be relevant
to spatiotemporal intermittency at transitional Re, both numerically and experimentally,
which suggests that a turbulence model or theory of traveling waves, periodic orbits, and
relative periodic orbits could very well describe observations. However, whether that theory
is Periodic Orbit Theory (POT) is not yet known; until a sufficiently large catalogue of
solutions has been found, POT cannot be rigorously tested. Consequently, it is important
to continue the search for invariant solutions until a sufficiently large number have been
collected and the predictions of POT can be tested.
In addition to invariant solutions, the search for dynamically-relevant heteroclinic con-
nections between invariant solutions is ongoing. For example, heteroclinic connections
between lower-branch and upper-branch pairs of solutions have been computed for some
range of Re but their existence is hardly surprising given their proximity in state space and
the relatively small number of unstable eigenvectors at relatively low Re; whether these
connections are relevant at higher Re or in domains with a greater number of solutions
remains unknown. Moreover, heteroclinic connections between unrelated solutions— so-
lutions not emerging from a common bifurcation—have not been found for fluid flows as
far as this author is aware.
On the technical side, a machine learning or data-driven algorithm to find invariant
solutions could theoretically be implemented, greatly increasing the rate at which invari-
ant solutions is found. Less technically challenging would be the creation of a program
that efficiently identifies candidate solutions from recurrence data for the Newton-Krylov
algorithm.
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Further, the pipe code used in this study could be modified to simulate a pipe with open
boundary conditions and to see how disturbances in the inlet of the pipe evolve as a result
of convective instability.
Regarding the role of invariant solutions in pattern formation: Can invariant solutions
explain puff splitting, puff spreading, and puff-puff interaction? The recent work of Reetz
et al.[31] suggests a possible course of investigation for pipe: continuation of a traveling
wave solution that undergoes a pattern-forming bifurcation leading to a long wavelength
modulation of the underlying periodic solution. Recently, I found a solution in a 55R-
long pipe whose unstable eigenvectors appear to possess a strong streamwise streak energy
with a long-wavelength modulation. Whether a streamwise long-wavelength modulation
explains the puff-laminar “pattern” in pipe may be observed with further continuation of
this long-pipe solution into a yet longer pipe.
Among the most pressing question is the reason behind the spatio-temporally intermittency—
the puff-laminar-puff-laminar—patterns observed in long pipes with a “preferred” spacing
of 20D and how invariant solutions can explain this phenomenon. What are the important
processes which allow a puff to adopt an equilibrium length but forces a slug to expand
aggressively?
Extending Barkley’s pipe model to two dimensions is the next step in understanding and
testing the model. The model is successful in describing the onset of sustained turbulence
in pipe; can it reproduce the observed patterns seen in two-dimensional canonical fluid
systems like plane Couette and plane Poiseuille flow? And, importantly, can this model be
derived from the Navier-Stokes equations or connected to a related equation?
Finally, one particular question that repeatedly popped up during the research was: Is
Re the sole bifurcation parameter for pipe? Numerical continuation of invariant solutions
finds that the nature of the solutions and the dynamics depends strongly on the length of
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APPENDIX B
MULTI-POINT SHOOTING
We used a multi-point shooting method in order to find some of the (relative) periodic orbits
reported in § 4.5 (marked with subscript ‘M’ in Table 4.1). For simplicity, we explain the
concept for periodic orbits. The approach is essentially the same for relative periodic orbits,
once the drifts in the continuous symmetry group directions are accounted for.
Consider a state x0 on a periodic orbit with period T , i.e.,
x0 = f
T (x0) .
The periodic orbits are found by searching for the period T > 0 and the state x0 as the
zeros of the nonlinear system of equations x0 − fT (x0) = 0. We determine these zeros
from a starting guess by Newton–GMRES–hook iterations [72].
By the semi-group property of the flow map f t, we have x0 = fT (x0) = f t2(f t1(x0)) ,
for any t1, t2 > 0 such that t1 + t2 = T . Denoting the time-t1 image of x0 by x1 = f t1(x0),
the period closes in two steps
x1 = f
t1(x0) , x0 = f
t2(a1) .
The periodic orbit is then found through two-point shooting by searching for states x0 and
x1 as well as the times t1 and t2 that satisfy
x1 − f t1(x0) = 0 , x0 − f t2(a1) = 0 .
The motivation for using the multi-point shooting is two-fold:




Figure B.1: An illustration of the multi-point shooting method. A long periodic orbit (red)
is obtained from shorter periodic orbits p0 (black) and p1 (blue) with periods T0 and T1,
respectively. Multi-point shooting attempts to find the shortest orbit that shadows both p0
and p1, with period T that is approximately the sum of the periods of the shorter orbits,
T ' T0 + T1.
0. In practice, x0 is never known exactly and only a numerical approximation of it is
available. If the periodic orbit is highly unstable, the initial discrepancy grows over
time to such extent that the state fT (x0) might land far away from x0. By partitioning
the orbit into shorter segments, the error growth is kept under control.
2. Multi-point shooting offers a systematic way to create long orbits by “glueing” the
already known shorter orbits[66]. Let p0 and p1 denote two short periodic orbits with
periods T0 and T1, respectively (see figure B.1). The initial guesses for x0 and x1 are
chosen to belong to the shorter orbits, i.e., x0 ∈ p0 and x1 ∈ p1. The initial guesses
for the flight times t1 and t2 are chosen to coincide with the period of the short orbits,
i.e., t1 = T0 and t2 = T1. If the Newton–GMRES–hook steps converge, the resulting
orbit shadows the short periodic orbits and has a period T ' T0 + T1.
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espaces généralisés, ser. Exposés de Géométrie. Paris: Hermann, 1935, vol. 5.
[51] C. W. Rowley and J. E. Marsden, “Reconstruction equations and the Karhunen-
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