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INTRODUCTION 
The economic analysis of livestock rations has been the subject of 
numerous studies during the past two decades. These studies may be con­
veniently divided into two categories on the basis of the number of feed-
stuffs considered; 
(1) Studies where two feedstuffs are considered as ration in­
gredients, (or where the consumption of only two ingredients is to be con­
trolled). 
(2) Studies where many feedstuffs are considered as possible 
ration ingredients. 
Studies in the first category have commonly centered around the esti­
mation of livestock response functions with the particular feedstuffs of 
interest as input variables» Economic analysis based on the estimated pro­
duction function has typically been a straightforward application of classi­
cal calculus procedures for finding constrained optima. Examples of response 
functions and economic analyses for Hogs, Broilers, Turkeys, Milk and Beef 
have been gathered together by Heady and Dillon (3:2) » 
Economic analysis of livestock rations where many feedstuffs are con­
sidered as ration ingredients has been greatly facilitated by the mathe­
matical technique of linear programming and use of the high speed computer. 
The most widely used economic analysis in this category has become known 
as the "least-cost feed mix problem". This is the problem of selecting 
ration ingredient levels so that the total cost per pound of the ration 
is a minimum, subject to the condition that certain specified constraints 
are not violated. Typically the constraint set has included "recommended" 
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levels of protein, energy, minerals, etc., that must be met for "satis­
factory" animal performance. The earliest application of linear program­
ming to the least-cost feed mix problem appeared in 1951 and is due to 
Waugh (54). Since that time the application of linear programming to feed 
mix problems has become widespread. 
In 1960 Brown and Arscott (9) noted that the least-cost feed mix prob- . 
lem is a "one-sided" economic analysis as no attention is paid to animal 
response. A particular constraint set for a least-cost feed mix problem 
implies some, usually implicit, animal response. Brown and Arscott recog­
nized that setting the levels of the specifications to be satisfied by the 
ration is an integral part of the economic problem; that animal response 
must be included explicitly in the economic model. This of course is the 
method commonly employed for the case of two ingredient rations. Where 
many feedstuffs are to be considered as possible ration components there 
are obvious difficulties associated with estimating the production func­
tion directly in terms of these feedstuffs.^ 
The approach adopted by Brown and Arscott, and later by Dent (15), 
was to estimate the production function in terms of the nutrients; protein 
and energy. It was then possible to specify nutrient levels for linear 
programming analysis such that animal response could be predicted for re­
sulting least-cost rations. The models and analysis presented by Brown 
and Arscott, and Dent, will be reviewed critically in a later chapter 
of this study. 
^For example, size of experiments rapidly becomes prohibitive as 
the number of feedstuffs increase. 
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This study presents a quadratic programming model for the economic 
analysis of livestock rations where many feedstuffs are available as pos­
sible ration ingredients. Although this model is developed in terms of 
rations for swine production, we feel that at least the principles de­
veloped should be applicable to the economic analysis of rations for other 
classes of livestock. 
Part I of this dissertation deals with theoretical aspects of the 
economic analysis of livestock rations. In Chapter 2 we review the economic 
analysis of livestock rations containing only two feed ingredients. This 
analysis is extended to the case of many ration ingredients in Chapter 3 
and we develop the quadratic programming model. Chapter 4 discusses some 
nutritional aspects of livestock production functions. Chapter 5 deals 
with statistical estimating procedures and experimental designs for live­
stock production functions. 
Part II of this dissertation presents a worked example of an appli­
cation of quadratic programming to the economic analysis of rations for 
growing-finishing swine. 
PART I. ECONOMIC ANALYSIS OF LIVESTOCK RATIONS 
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ECONOMIC ANALYSIS OF LIVESTOCK RATIONS WITS TWO FEED INGREDIENTS 
The Production Model 
Economic analysis of livestock rations is basically an application 
of well known microeconomic theory. In its simplest form we represent 
the production model by a single technical unit of production producing 
some output in response to various inputs. For economic analysis of live­
stock rations we consider the technical unit of production to be an animal 
or a lot of animals. Animal products can be divided into two broad classes 
on the basis of the biological processes involved: those that result from 
the growth of the animal, and those that are 'manufactured* by the animal. 
Meats are the principle examples of the first class and milk and eggs are 
examples of the second. Some animals produce both classes of product 
simultaneously. In this study we will be concerned only with the first 
type of biological process, though even here there are problems of de­
fining output. We may, for example, be interested in the production of 
200 pound liveweight hogs, but different production processes (rations) 
may result in product differentiation, (grade differences). Where appro­
priate, reference will be made to studies that have attempted to allow 
for product differentiation. To simplify exposition we will assume, unless 
otherwise stated, that output from the biological process of interest is 
homogeneous, regardless of the combination of inputs used. The variable 
inputs in our production model are the levels of different feedstuffs (or 
nutrients) consumed by the technical unit of production. 
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The production function gives mathematical expression to the rela­
tionship between nonnegative quantities of variable inputs and quantity 
of output. For our production model we assume that the production func­
tion is concave^ and continuous, with continuous first- and second-order 
partial derivatives. Henderson and Quandt (34, p. 44) define the tech­
nology associated with a production process as: "all the technical in­
formation about the combination of inputs necessary for production of 
output". They go on. to point out that a single combination of inputs may 
be utilized in a number of different ways in the production process and so 
yield a number of different output levels. Henderson and Quandt then dif­
ferentiate between technology and the production function. The production 
function presupposes technical efficiency and states the maximum output 
obtainable from every possible input combination. Thus the production 
function is assumed to be single valued. 
It is fairly obvious that the biological process of meat production 
occurs over time. Feed inputs then, for say a given level of meat produc­
tion, accumulate over time. Livestock rations may be fed at rates less 
than ad libitum so the rate of factor inputs can be controlled in addition 
to the final levels of factor inputs. It is quite likely that for tech­
nical efficiency a given ration should be fed at a rate less than ad 
libitum, though the marginal productivity of feed consumption may not be 
The function f is concave if it satisfies; 
f[tx + (l-t)y]>tf(x) + (l-t)f(y); 0 < t ^ 1, for all 
points in the domain of f. 
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zero, (or even near zero), in the region of the ad libitum rate as claimed 
by Duloy and Bantese (20).^ In this study we place a technical constraint 
on the production model to the extent that all rations are fed ad libitum. 
The usual defense given for the ad libitum assumption is that feeding at 
unrestricted rates is common practice in the livestock industry. This of 
course is no real argument against a study of restricted feeding rates 
unless it is quite obvious that extra labor costs, etc., associated with 
this practice would be prohibitive. The fact that feed inputs occur over 
time also mamans that the ratio of feed ingredients in the livestock ration 
may be altered during the production process. This possibility has ap­
parently given rise to some difficulties in the economic analysis of live­
stock rations as presented by some researchers. As we shall show in a 
later section of this chapter, this fact also gives rise to questions about 
technical efficiency. 
Given the production function expressing livestock output as a mathe­
matical function of feedstuff (or nutrient) inputs and given the prices of 
the input variables, we can apply the classical calculus procedures of 
constrained optimization to determine least-cost input combinations for any 
level of output. The locus of points in the feasible input factor space 
that minimize cost for any level of output, (or maximize output for any 
^Duloy and Battese draw this conclusion from the results of a study 
by Chisholm (13). Chisholm demonstrated that high stocking rates for sheep 
on pasture, to the point where sheep were feeding at rates less than ad 
libitum, were economically optimal. The question of "how many animals to 
feed, given a fixed amount of feed" does not seem too relevant to the situ­
ation where feed can be purchased in unlimited quantities at a given price. 
In addition, the response function to rates of feeding will be discontinuous 
at the ad libitum rate and hence at this point the marginal product is not 
defined. This however is no reason to expect the marginal product to be 
zero in this region. 
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level of cost outlay), is called the expansion path. The expansion path 
describes therefore the locus of economically efficient points in the in­
put factor space. 
This chapter reviews the application of these well known procedures 
to the selection of least-cost livestock rations where two feedstuffs are 
possible ration ingredients. In the following chapter we consider models 
for the economic analysis of livestock rations where many feedstuffs are 
possible ration ingredients. 
Least-Cost Rations Derived from "Overall" Functions 
Consider the livestock production process represented by the pro­
duction function: 
G = f(C,S) (2.1) 
For example, we can let equation 2.1 describe the relationship between 
liveweight gain and feed intake for growing-finishing swine. Liveweight 
gain beyond weaning^ (G) is expressed as a mathematical function f of say 
total corn (C) and soybean meal (S) consumed. The production function 2.1 
has been designated as the "overall" function by agricultural economists, 
because it refers to the entire output range of interest, (in this example: 
from weaning to market liveweight at approximately 200 pounds). The live­
stock production process has alternatively been described by a system of 
"interval" functions wherein the total liveweight range of interest is 
Weaning weights for swine vary according to management practice. 
Weaning weights for swine in this study will refer to liveweights in the 
range 40-50 pounds. 
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divided into two or more intervals. A separate production function then 
describes liveweight gain within each weight interval. If we are given 
(or have estimated empirically) the overall production function for grow­
ing -finishing swine, equation 2.1; and given the input prices and 
of corn and soybean meal respectively, then we can derive an expression 
in terms of the input variables for the expansion path. We derive this 
expression from the necessary (or first-order) conditions associated with 
either one of the constrained optimization problems: 
(1) Minimize cost of producing any prescribed level of output. 
(2) Maximize output for any given cost outlay. 
For this simple two input case, the necessary condition that holds along 
the expansion path is : 
dC Ps 
dS - Pc 
(2 .2)  
Equation 2.2 states that the marginal rate of substitution of corn for 
soybean meal is equal to the price ratio of these inputs. Where f is a 
quadratic polynomial, the expansion path equation is of the form: 
C = a + bS (2.3) 
Where f is a power function, the expansion path equation is of the form: 
C = kS (2.4) 
Given the form then of the production function, and the price ratio 
for the inputs, the derivation of the least-cost ration for any level of 
output should be a straightforward matter. However, in two of the studies 
reported by Heady and pillon (32, Chaps. 9 and 10) this is not the case. 
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The first of these studies concerns hogs produced on pasture and various 
corn: soybean meal rations. The second study concerns production of 
broilers where corn and soybean meal were the main ration ingredients. We 
are interested here in the economic logic used in these studies to derive 
least-cost rations. The economic logic used in both of these studies may 
be examined with the aid of Figure 1. Figure 1 represents a production 
function for broilers where corn and soybean meal are the feed inputs.^ 
Isoquants for 1.0, 2.0 and 3.0 pounds gain on broilers are given as nega­
tively sloped curves. If we assume that the production function is a 
quadratic polynomial, for example, and that the ratio of soybean meal price 
to corn price is 2.0, then we might represent the associated expansion 
path by the positively sloped straight line in Figure 1. The least-cost 
feed mix for 3.0 pounds gain on broilers is seen to be DC units of corn 
and OP units of soybean meal. If we feed a ration with corn and soybean 
meal mixed in this proportion, broilers will consume successive quantities 
of corn and soybean meal as traced out by the line CM in Figure 1. How­
ever, it is clear from Figure 1 that such a ration, (with corn and soybean 
meal mixed in the proportion; GC/OP), would not result in the least-cost 
input combinations for say 1.0 pound or 2.0 pounds gain on broilers. 
The economic logic used in the hog and broiler studies already 
mentioned, argued that if it were possible to produce broiler gains of less 
than 3.0 pounds at costs less than that achieved by the ration line CM in 
^Figure 1 closely resembles Figure 10.1, p. 335 of Heady and Dillon 
(32). 
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SOYBEAN KEAL 
Figure 1. Isoquants and expansion path, for broiler production 
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Figure 1 then this ration could not be least-cost for 3.0 pounds gain. 
The least-cost ration for say 3.0 pounds of gain must minimize cost for 
every level of gain (32, p. 334). In other words, the least-cost ration 
must be the locus of points traced out by the expansion path. However, 
it was argued, since the expansion path in Figure 1 is not a straight line 
through the origin, attempts to follow these feed combinations would re­
quire a different ration (proportion of the two feedstuffs) to be fed for 
each fractional pound of change in gain. The "practical solution" in the 
broiler study was to feed some ration such as OB in Figure 1 for 3.0 
pounds gain. 
The "practical solution" in the hog study was more complicated and 
is illustrated in Figure 2.^ The price ratio in Figure 2 is 2.5, and the 
objective is to find the least-cost ration for 194 pounds liveweight gain. 
From Figure 2 it was apparently obvious that the single ration OG, fed 
throughout the production period, would not result in the lowest possible 
feed cost (32, p. 319). The "practical solution" in the hog study was to 
feed a different ration for each of the weight gain intervals in Figure 2. 
The ration for each of the three intervals was represented by the line: 
OABCDE in Figure 2, (32, p. 322). 
The faulty step in the economic logic used in these two studies con­
cerns the interpretation of the expansion path. For any particular live-
weight gain, the level of inputs necessary to minimize cost will be given 
^Figure 2 corresponds to Figure 9.10, p. 318 in Heady and Dillon (32). 
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(2.5) 
1 
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119 
SOÏBEAiî IffiAL 
Figure 2, Isoquants and expansion path for hogs on pasture 
14 
by the intersection of the expansion path and the isoquant of interest. 
If we follow the expansion path then we have a sufficient (but not a neces­
sary) condition to reach the least-cost feed mix for any particular level 
of output. In Figure 1 the feed mix: OC units of corn and OP units of 
soybean meal, is the least-cost combination for 3.0 pounds of gain. If 
we feed the locus of corn and soybean meal combinations traced out by the 
expansion path we will have fulfilled the sufficiency conditions for feed­
ing the least-cost levels of corn and soybean meal. However, it is not 
necessary that we trace out the expansion path in order to feed this least-
cost combination. It is obvious that the total cost of the ration quanti­
ties: OC units of corn and OP units of soybean meal will be the same re­
gardless of which path we use to reach this point in the input space. 
The ration line OB in Figure 1 will result in the least-cost feed 
mix for some gain between 2.0 and 3.0 pounds of gain, but will not give 
the least-cost feed mix for 3.0 pounds of gain. 
The hog ration OABCDE in Figure 2 may not even give 194 pounds of 
gain. If we were to feed this recommended ration, the actual locus of 
points traced out would be OAC'E*, where AC is parallel to and of equal 
length to BC and where CE' is parallel to and of equal length to DE. It 
is clearly impossible to "move along" the 44 pound gain isoquant from A 
to B, and for overall production functions there is no reason to expect 
in general that equal quantities of the same ration fed from two different 
points on the same isoquant (e.g. AC and BC) will result in the same addi­
tional liveweight gain. 
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Although the least-cost feed mix for 3.0 pounds of gain for broilers 
is a unique point in the corn: soybean meal factor space, there are an in­
finite number of ways of feeding this combination. Three possible ration 
lines are illustrated in Figure 3. One ration, involves feeding corn 
and soybean meal in fixed proportions throughout the production period. A 
second ration involves feeding corn and soybean meal in the ratio given by 
ration line for the first pound of gain; ration Rg for the second pound 
of gain and Rg for the third pound of gain. The third feed path illus­
trated in Figure 3 involves feeding ration R2 over the first two pounds 
of gain and ration R^ over the third pound of gain. We may designate these 
rations; (R^^R^^ ,R.i) , (RgjR^^jR^) and (R2,R2>R4)- Each of these feeding 
systems accomplishes the task of feeding OC units of corn and OP units of 
soybean meal, and each ration could therefore be described as least-cost, 
(for 3.0 pounds of gain on broilers). 
When we recognize that the overall production function allows us to 
specify an infinite number of least-cost rations, for any specific liveweight 
gain, two interesting questions arise. 
The first question concerns the optimum level of output from the pro­
duction process. We may be faced with a situation where we do not know 
output price with certainty when we start the production process. However 
we may, for example, be reasonably sure that the optimum output from the 
process of broiler production lies in the range: 2.0 to 3.0 pounds of 
gain. Then, given a price ratio for feed inputs of 2.0, we could feed the 
ration: (8^,8^,R^). This ration traces out points on the expansion path 
16 
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Figure 3. 
SOÏBEAil MEAL 
Three least-cost rations for 3,0 pounds of gain on broilers 
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over the liveweight gain, interval; 2.0 to 3.0 pounds. Thus this ration 
will result in the least-cost feed inputs for all gains in this interval. 
Any other feasible^ ration: will also satisfy this condition. 
The second question concerns technical efficiency. The production 
function is assumed to predict the maximum liveweight gain for any combina­
tion. of feed inputs. It is possible however that the way in which a given 
quantity of feed inputs is fed, (in terms of the feed combinations traced 
out in the input space), will have an effect on output . For example. 
Figure 3 illustrates three ways of feeding OC units of corn and OP units 
of soybean meal to broilers. The predicted output of 3.0 pounds of gain 
is assumed to be the maximum feasible gain from this feed input combina­
tion and this level of output is predicted for each of the three ration 
paths illustrated in Figure 3. However, in practice it is possible that 
feeding a diet high in soybean meal followed by a diet high in corn, (e.g. 
R^iR^^Rg in Figure 3), would result in a higher liveweight gain than that 
obtained, say, by feeding corn and soybean meal in a fixed ratio throughout 
the feeding period, (e.g. Rj^jR^jR^^ in Figure 3). In this case we could 
not use an unqualified single valued function to describe the production 
process, though we could specify that a given production function applies 
only to some particular feeding system; for example, fixed proportion type 
rations such as in Figure 3. 
^Rations that require negative increments of feedstuffs are infeas-
ible. For example, the movement from A to B along the 44 pound gain 
isoquant in Figure 2 is infeasible. 
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Where a single valued function does not adequately describe the pro­
duction process we would like to knew the most efficient way of feeding 
given quantities of the feed inputs. Experimental designs for the in­
vestigation of technical efficiency in livestock production will be dis­
cussed at a later stage in this study. 
Least-Cost Rations Derived from "Interval" Functions 
Interval functions, most commonly of the Cobb-Douglas type, have been 
used in a number of the livestock studies reported by Heady and Dillon (32). 
The main reason for the use of interval functions appears to be concerned 
with the derivation of "average" least-cost rations for the weight inter­
vals selected. 
The attractive feature of the Cobb-Douglas type function is apparently 
the property that all isoquants have the same slope along a scale line 
through the origin of the feed plane. Scale lines and isoclines are 
thus identical for the power function, and in particular, the expansion 
path for a given set of input prices will coincide with a scale line. 
Through the use of C'obb-Douglas functions then, agricultural economists 
were able to reconcile the use of fixed proportion type rations with the 
recommendation that the least-cost ration should minimize cost for every 
pound of gain; i.e. the least-cost ration should follow the expansion 
path. However, the property that all isoquants have the same slope along 
a scale line is one of the properties that makes the Cobb-Douglas function 
an unattractive mathematical model for the overall production process. The 
marginal rate of substitution between feed inputs commonly varies in live­
stock production as we move out along a scale line. The desire to retain 
the scale line type expansion path and at the same time provide a realistic 
description of the livestock production process, led to the use of Cobb-
Douglas interval functions. Least-cost rations derived for a given interval 
were labeled "average" because it was thought that even lower cost rations 
could be derived by using an increased number of interval functions. An 
increase in the number of weight intervals used should allow closer ap­
proximation of the expansion path corresponding to the relevant overall 
function for the production process and feed prices of interest. 
We have already discussed the fault in the economic logic leading to 
the desire to approximate the expansion path when the aim is to minimize 
cost for some particular level of output. In addition we have illustrated 
how it is possible to follow the expansion path, (at least where the ex­
pansion path is linear and positively sloped), where we do not know the 
optimum output level with certainty at the start of the production process. 
The derivation of "average" least-cost rations therefore does not provide 
sufficient rationale for the use of interval functions. However, there 
may be reasons that would justify their use. 
One property of interval functions that may be of practical significance 
is illustrated with the aid of Figure 4. Interval functions allow flexi­
bility in that they can be used to describe the response surface for live-
s tock production where the input path over time has an effect on output. 
Figure 4 represents a hypothetical production function where output has 
been divided into two intervals: 0.0-2.0 pounds and 2.0-4.0 pounds. We 
assume a function describing output (liveweight gain) as a function .of corn 
and soybean meal inputs for each of these intervals. 
Si = fiCCi, Si) 0 < gi < 2.0 (2.5) 
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gg = Sg) 2.0 ^  2.0 + g2 ^  4.0 (2.6) 
The 2.0 bound gain isoquant in Figure 4 would be derived from equation 
2.5. The origin for equation 2.6 then can be any point on the 2.0 pound 
gain isoquant. The inputs, C2 and S2» for equation 2.6 refer only to corn 
and soybean meal consumed after 2.0 pounds liveweight. We are assuming 
for the moment then that f2 is independent of the origin selected. Points 
C and D in Figure 4 are two possible origins for f2- The 3.0 pound total 
gain contours for each origin are illustrated in Figure 4. In this simple 
example, output for total feed input at point A is maximized by following 
the path OCA rather than ODA. Where we have only the two origins for fg, 
C and D, the efficient 3.0 pound gain isoquant is UVW. Where we consider 
all possible points of origin for f2 then the efficient 3.0 pound gain iso­
quant will in general be a smooth curve. 
If, for example, appropriate experiments lead us to conclude that vari­
ations in the way in which given quantities of feed are consumed over time 
do result in important differences in output, then one possibility for 
describing the production process would be the use of interval functions. 
As we mentioned previously, another possibility under these conditions 
would be to specify that a given overall function applies only to some par­
ticular feeding system, (or range of systems). 
Before proceeding to a discussion on the derivation of least-cost 
rations we must consider further the technical nature of interval functions. 
For our simple two-interval example we assumed that the function describing 
output over the second interval, f^, was independent of the origin selected. 
This statement implies that a given quantity of feed inputs fed beyond 2.0 
21 
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Figure 4. Isoquants derived from two interval functions 
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pounds liveweight will produce the same additional liveweight gain regard­
less of the feed inputs used to reach 2.0 pounds liveweight. Thus, re­
sponse from a given ration fed in the second interval is assumed to be 
the same as if the animal had always been fed this ration. Independent 
interval functions are illustrated in Figure 5. The quantity of feed 
represented by UY equals that represented by VZ and liveweight gain from 
2.0 pounds is the same in both cases. Similarly for the equal feed quanti­
ties UW and VX. This notion of independence for interval functions is 
closely related to the question of carry-over effects. In Figure 5 we 
note that ration GUY involves a switch to a ration with a higher ratio of 
soybean meal to corn at the 2.0 pound contour. The ration OVZ on the other 
hand has fed soybean meal and corn at this higher ratio throughout. For 
both rations a total gain of 3.0 pounds is predicted. In livestock feed­
ing, carry-over effects, in the form of a temporary reduction in growth 
rate, are sometimes experienced after a switch in rations. Carry-over 
effects might give us cause to doubt the validity of the independence as­
sumption, especially in the neighborhood of the ration switch. As we move 
away from the point where the change was made there is some evidence to 
suggest that compensatory growth rates will make up for any initial ef­
fects of a ration change. In general we are interested in the highest iso-
quant of any gain interval, except for the gain interval which contains the 
optimum gain isoquant. The assumption of independence should therefore 
be satisfied so long as we are able to choose our intervals wide enough. 
Uinfortunately the question of interval size will generally need to be re­
lated to the nature of the production process and "how well" we wish to 
23 
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Figure 5. An illustration of independent intezrval functions 
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describe this process. IE tests of overall functions indicate a need to 
account for the way in which feed inputs enter the livestock production 
process, and the decision made is to use an interval function approach, 
then there will be a need to test the assumption that a set of independent 
interval functions are adequate for this purpose. Experimental designs 
to investigate this question will be presented at a later stage of this 
study. 
Except in terms of ease of specification of least-cost rations, there 
may be little to be gained from the assumption of independent functions. 
Even where interval functions cannot be specified independently the deriva­
tion of least-cost rations may not prove too difficult. Consider the 
following system of k non-independent interval functions: 
§1 = fiCCi, S^) 
§2 ~ ^ 2^^2' S2, C^, S^) 
Sk ~ ^ k^^' Sv-l' \-l^ 
where, for example, (C^, S^) is the origin for the second interval function. 
Derivation of the least-cost ration for some level of output G, where say, 
k _ 
G = Z g-, amounts to finding nonnegative values: 
j J 
CC^, 5 C2, S2i o . . ; C^, Sjj) 
such that: 
Clj + S,. 
is a minimum, subject to: 
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Si ~ 
g2 = £2(02» S2> C]^» 
Sk ~ ^ k^^' ^-1» Sk-l)' 
Where the interval functions are independent of the origin selected, 
it is easy to see from the problem formulated above that the least-cost 
ration for some liveweight gain 6 is obtained by finding the least-cost 
ration from each interval function separately. 
The discussion thus far has concerned the application of classical 
optimization procedures to the problem of finding least-cost rations for 
any level of output from the livestock production process, where only two 
feedstuffs are considered as ration ingredients. The main prerequisite 
for this analysis is an estimate of the relevant production function. We 
have noted that the dynamic nature of livestock feeding and production has 
apparently given rise to some confusion in the derivation of least-cost 
rations. The dynamic nature of livestock production also raises questions 
about criteria used in the selection of economically optimal rations. The 
next section extends the economic analysis of livestock rations with two 
feed ingredients to cover dynamic aspects of the production process. 
Time and Economic Optima in Livestock Production 
We have already noted that livestock production is a dynamic process 
and that this fact gives rise to potentially important questions about 
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technical efficiency. The remainder of this chapter considers further 
implications following from the dynamic nature of livestock production. 
For discussion purposes we will consider only the overall production 
function., thus abstracting from the problem of describing the production 
process. Most of the ideas presented though can fairly easily be applied 
to an analysis of interval functions. 
The least-cost ration for any particular level of output has been the 
economic criterion for optimality in the discussion thus far. However, 
in addition to the production function (equation 2.1), there exists some 
relationship between time and total feed inputs for a particular feeding 
system, (e.g. ad libitum). Feed consumption is not instantaneous; at least 
for large quantities of feed. For convenience we may express time as some 
explicit function of total feed inputs,^ (under our ad libitum assumption): 
T = h(Y]^, Y2) (2.7) 
Given equations 2.1 and 2.7, and input prices, we could map a relation­
ship between time and cost for any liveweight gain isoquant of interest. 
Figure 6 illustrates a hypothetical relationship between time and cost 
along the 150 pound gain isoquant for hogs. Coordinates for points on the 
150 pound gain isoquant are expressed in terms of feed inputs and can be 
derived from the production function, (equation 2.1). For any point on 
this isoquant then we can easily obtain total cost and total time; the 
former from a total cost function and the latter from equation 2.7. The 
locus of points traced out by a particular isoquant therefore enables us 
^For convenience we will now denote total consumption of the feed­
stuff by Yj. 
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to plot time against cost. We will assume that the total time and total 
cost functions corresponding to a particular isoquant both have a single 
minimum point, though not necessarily at the same point on the isoquant. 
The region of economic interest along any isoquant, can, in the absence 
of input prices, be confined to that portion falling inside the ridge 
lines. The line APSB in Figure 6 traces out the relationship between cost 
and time as we move from one ridge line, along the 150 pound gain iso­
quant, to the other ridge line. Total cost along this isoquant is a mini­
mum at C^, while total time is a minimum at TQ. When cost is a minimum 
time is T]_, and when time is a minimum the f.ssociated cost is C^. 
Where minimum time and minimum cost for a given isoquant do not co­
incide, (e.g. at X in Figure 6), there may be economic advantages to trading 
off cost against time. Time may have an opportunity cost because in prac­
tice we have multiple runs of the livestock production process.^ We are 
therefore not necessarily interested simply in maximizing profit from a 
single run of hogs taken, say, from weaning to 200 pounds liveweight. It 
may be possible to increase returns to fixed resources in the short run 
by reducing the time taken to produce 150 pounds of liveweight gain on hogs 
if this would allow an increase in the number of runs that could be completed 
in some time period. A movement along the 150 pound gain isoquant from the 
point corresponding to A in Figure 6, to the point corresponding to P, re­
sults in a reduction of both time and cost for this liveweight gain. 
Movement in the direction from P to S results in a decrease in time and an 
1 
This analysis ignores opportunity cost arising from time-preference, 
as livestock production presents frequent opportunities for economic re-
evaluation. For a discussion of time-preference in response function 
analysis see (18, p. 76). 
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Figure 6. Relationship between time and cost along hypothetical 150 
pounds liveweight gain isoquant for hogs 
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increase in cost. Movement in. the direction from S to B results in an in­
crease in both time and cost. Thus the introduction of time into the analy­
sis will generally increase the number of points along an isoquant which 
may be of economic significance. In the static framework we first en­
countered, the economic optimum for any level of output was the least-cost 
factor input combination. For 150 pounds gain on hogs this is the feed 
input combination corresponding to point P in Figure 6. Introduction of 
time into our hypothetical analysis of the economically optimal ration 
for 150 pounds gain on hogs has increased the number of possibly relevant 
points on the isoquant to those corresponding to the line Po. Points on 
the isoquant corresponding to those on the line PS may be designated as 
time- and cost-efficient for the given set of input prices used to derive 
the line APSB. 
There is no direct cost or return associated with time in this analysis, 
only opportunity cost. The opportunity cost of time will vary from one 
production setup to another and this fact makes general statements 
about the economic optimality of any time- and cost-efficient point very 
difficult. For some production situations least-cost rations may be 
economically optimal, while for others least-time rations may be most ap­
propriate. Under continuous production systems the ration that maximizes 
profit per unit of time should be economically optimal.^ 
^The ration that maximizes profit per unit of timefor any level of out­
put will be among those points we have designated as time and cost efficiente 
Any simultaneous reduction in cost and time, (e.g. movement in the direction 
A to P, or B to S in Figure 6), will increase profit per unit of time. 
With respect to maximizing profit per unit of time, Dillon (18, p. 73) 
has pointed out the need to consider any fixed costs associated with a single 
output run. Fixed costs associated with the process of growing pigs from 
weaning to 200 pounds liveweight would include the cost of weaner pigs, but 
not tue costs that would be.incurred regardless of a particular output run. 
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Agricultural economists have long been aware that time must play a 
role in the economic analysis of livestock production. A number of the 
livestock response studies reported by Heady and Dillon (32) include an 
economic comparison between least-cost and least-time rations. The study 
entitled: Pork production functions and substitution coefficients for 
hogs on pasture (32, Ch. 9), for example, presented an economic comparison 
of least-cost and least-time rations based on historical prices over a 
20-year period. For the particular farrowing schedule assumed in this 
analysis, least-cost rations would have been more profitable than least-
time rations in 15 of the years. A recent study by Schluter (48) concluded 
that maximum rate of gain (least-time) could be used over a fairly wide 
range of circumstances as an economic criterion for evaluating the per­
formance of alternate swine rations. In 1958, Brown and Arscott (10) pro­
posed what amounts to maximum profit per unit of time as the relevant 
economic criterion for ration (and output) selection in livestock produc­
tion. Whether least-cost, least-time, maximum profit per unit of time, or 
some other time- and cost-efficient ration is economically optimal will 
depend on the particular circumstances surrounding the production process 
being analyzed. It is probably worth noting that for a given set of input 
prices a particular production process may have only one time- and cost-
efficient point, i.e. where time and cost are both minimized at the same 
point on the isoquant, (X in Figure 6). 
For a given set of input prices and given the production and time 
functions (2.1 and 2.7) it is possible then to specify & set of rations 
that are time- and cost-efficient for any isoquant of interest. Although 
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the discussion thus far has centered on the problem of deriving the optimal 
ration for some particular level of.output we are aware that output level 
is an important variable in the economic analysis of livestock production. 
However, given a model that allows us to select the optimum level of in­
puts for any particular output level, it should be easy to extend the 
analysis to an economic comparison of different output levels. In this 
study we will be content to limit our economic analysis to the derivation 
of rations, for any particular level of output and for given input prices, 
that are time- and cost-efficient. In the economic analysis of any par­
ticular livestock production enterprise we can limit our interest to rations 
that are time- and cost-efficient. 
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ECONOMIC ANALYSIS OF LIVESTOCK RATIONS WITH MANY FEED 
INŒtEDIENIS 
Introduction 
The previous chapter discussed theoretical aspects of the economic 
analysis of livestock rations where only two feed ingredients are of in­
terest. We now extend these considerations to the case where many feed 
ingredients are available for ration fomulation. At first glance it 
.might appear that this extension could easily be accomplished by including 
all the feed ingredients as explicit input variables in the relevant 
functions. Given estimates of these functions it should then be possible 
to employ the same approach as before: solution of a number of constrained 
optimization problems using classical calculus procedures to identify 
time- and cost-efficient rations. Although our aim will continue to be 
the derivation of time- and cost-efficient rations, the economic analysis 
differs for the case of many ingredients in two respects. First, we re­
place feed ingredients as input variables in the estimated functions by 
the nutrients protein and metabolizable energy. Second, convex programming 
algorithms replace the classical calculus procedures for finding constrained 
optima. 
Estimation of required functional relationships explicitly in terms 
of feed ingredients avoids problems of specifying nutritional relationships 
in livestock production. However, where we are interested in many ration 
ingredients, large and costly experiments would be needed to obtain esti­
mates of the relevant functions. A procedure that has been used in this 
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situation is to estimate the response and time functions in terms of the 
nutrients protein and energy. Protein and energy are only two of the 
nutrients identified by animal scientists as being of importance in live­
stock production. In addition to minerals, vitamins, water, antibiotics 
and factors such as fiber content, palatability and physical nature of 
the ration, the constituents of protein rather than protein itself are 
critical in swine nutrition. About 22 amino acids have been recognized 
in animal feeds, though only 10 of these are considered essential^ for 
swine nutrition (3). Use of only protein and energy as input variables 
in the livestock response function would therefore be a misrepresenta­
tion of the true production relationship unless we ensure that other 
nutrients are supplied in quantities sufficient for maximum rates of 
liveweight gain. For any given level of protein and energy then we as­
sume that amino acid balance and levels of other nutrients in the ration 
are such that production is technically efficient. 
Assume for the moment that we are given the overall production 
function for growing-finishing swine: 
G = f(P', k') (3.1) 
where G is total liveweight gain from weaning, P' is total pounds of 
protein and K' is total kilocalories of metabolizable energy consumed 
since weaning. Application of classical optimizing procedures to derive 
the expansion path directly from equation 3.1 breai-s down at two points. 
First, we have only imputed prices for protein and energy. The value of 
^If a source of nitrogen is present in the diet, the non-essential 
amino acids can be synthesized by the body tissues. An essential amino 
acid is one that the animal cannot manufacture at a sufficiently rapid 
rate to permit maximum rates of liveweight gain (3, p. 9). 
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a pound of protein depends on the levels of the feedstuffs in the ration, 
the protein content of individual feedstuffs and feed prices. If a unit 
of protein from one feed source can be substituted for a unit of protein 
from any other feed source, then we can write: 
n 
P'= 2 r .Y- (3.2) 
j 
where r^^ is the provision of protein per pound of the feedstuff and 
where Yj is the level (pounds) of the feedstuff. Similarly for 
energy intake we may write: 
n 
K'= 2 r^^jYj (3.3) 
where r^j is the provision of metabolizable energy (measured in Kilo-
calories) per pound of the feedstuff. Given equations 3.1, 3.2 and 
3.3 we should be able to express liveweight gain as some function of the 
intake levels of the ration ingredients: 
G = f(Yi, . . . , Yg) (3.4) 
It would appear therefore that even if we cannot derive the expansion 
path directly from equation 3.1 we should be able to do so via equation 
3.4, given prices for the feedstuffs of interest. However, direct ap­
plication of calculus optimizing procedures to this problem is often not 
possible. In writing equation 3.2, for exairçle, we assumed that a unit 
of protein from one feed source could be substituted for a unit of pro­
tein from any other feed source. However, the amino acid make-up of 
protein varies from feedstuff to feedstuff and we have already noted that 
amino acids are the critical constituents of protein. It is likely then 
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that a unit of protein from one feed source will only substitute for a 
unit of protein from some other feed source if some overall amino acid 
balance is maintained in the ration. The assumption of technical effi­
ciency will in general imply a set of constraints on the levels at which 
individual feedstuffs may enter the ration. These constraints must en­
sure, for example, that amino acid balance in the ration is maintained 
and that individual feedstuffs do not reach levels where palatability of 
the ration is adversely affected. There will however usually be some 
range in values for the level of an individual feedstuff in the ration 
over which palatability, say, is not adversely affected. Generally then, 
there will be a set of points in the feed input space such that for any 
point in this space technical efficiency is assured, (with some satisfac­
tory degree of certainty). This feasible space is described by the set 
of constraints associated with the assumption of technical efficiency. 
We represent this set of constraints as follows; 
A^CY^, e • e , g b^ i — 1, . . . , m 
We also have the implicit constraint set: 
Yj!= 0 j = 1, . . . , n 
associated with the production function expressed as equation 3.4. The 
fact that some of these constraints are inequalities makes the use of 
classical calculus difficult. 
Consider now the following statement of the expansion path problem: 
Maximize G = fCY^, . . , Y^) 
n 
Subject to 2 P,-Y- = W 
3 
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j  = 1 ,  .  .  
i — 1 y • * # , m 
n 
Total cost, W, is varied parametrically to obtain different expansion path, 
solutions. Alternatively, we could minimize total cost subject to equa­
tions 3.4, 3.5 and the non-negativity condition on the feed inputs. 
The optimization of a function subject to a set of constraints 
represented by a number of inequalities falls into a class of problems 
which have become known as programming problems. Problems where the 
^ function to be maximized (minimized) is concave (convex) and where the 
constraints define a feasible set that is convex,^ fall into a class called 
2 
convex programming problems. Where the function to be optimized is 
linear and the constraint set is represented by linear functions of the 
variables, we have a linear programming problem. Where the function to 
be optimized is quadratic and the constraint set is again represented by 
linear functions of the variables, we have a quadratic programming problem. 
Economic analysis of livestock rations where many feedstuffs are 
available as possible ingredients has relied heavily on programming models. 
The need to state explicitly, in an economic analysis, the constraint 
set assumed necessary for technical efficiency has made use of programming 
models a natural development of the classical calculus optimizing pro­
cedures discussed earlier. The remainder of this chapter is devoted to 
Set X is convex, whenever, for any two points (x,y) in X, the 
point tx + (l-t)y, for 0 ^ t —1, is also in X. In this study we will 
be concerned with programming constraints that define compact convex sets. 
A set is called compact if it is both bounded and closed. For a straight­
forward description of bounded sets, closedness, boundry point and compact 
sets see Koopmans (39, p. 14). 
2 See Dantzig (14, Ch. 24) for a discussion of convex programming. 
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an exploration of programming models for the economic analysis of live­
stock rations; in particular the derivation of time- and cost-efficient 
rations. We first review the use of linear programming models in this 
context and then develop a quadratic programming model that has certain 
advantages over its linear counterpart. 
Linear Programming Models 
Least-cost feed mix problem 
The mathematical technique of linear programming has received con­
siderable attention as a procedure for formulating livestock rations. 
This procedure is widely used by commercial feed mixing establishments 
to obtain the least-cost ration formula that satisfies certain restric­
tions on the level at which individual ingredients may or must enter the 
ration. The commercial use of linear programming in this context is 
based on the assumptions that closely defined standards for many types 
of nutrients have been well established, and that the results from a mix­
ture of ingredients is the sum of the results to be expected from the 
separate ingredients. The second of these assumptions says, for example, 
that the metabolizable energy of a mixture of ingredients is the sum of 
the metabolizable energies of the separate ingredients used in the ration. 
We have already noted with respect to protein that this assumption may 
easily break down. In practice we attempt to safeguard this assumption 
by additional constraints on the ration ingredients. However, the speci­
fication of constraints remains an important area for further research. 
As we shall demonstrate later, the solution to feed mix programming prob­
lems often provides information concerning possible directions for re­
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search, in. this area. < 
The assumption, that closely defined nutrient standards for livestock 
performance have been well established has been questioned by both animal 
nutritionists and agricultural economists. The preparation of feed 
standards for swine has been described by the National Academy of Sciences 
Subcommittee on Swine Nutrition (46, p. 21): 
In preparing feed standards for swine, nutrition specialists 
compute the necessary concentration of individual nutrients in 
a balanced diet. They base these computations on the average, 
or standard, rates of gain and the corresponding quantities of 
feed consumed per day (air-dry basis) by growing pigs in differ­
ent liveweight groups. 
Animal nutritionists point out that biological needs of different breeds 
and sexes, and differences in environment should be recognized when use 
is made of feed standards. The National Academy of Sciences Subcommittee 
on Swine Nutrition also states, (46, p. 1); 
The effect on carcass quality and the economics of using 
different levels of nutrients in the diet should also be 
considered in determining the desirable levels of nutrients. 
Probably all that most nutritionists would wish to claim for the nu­
tritional standards in current use would be that compliance with these 
standards should ensure healthy animals and satisfactory performance. 
•Animal.nutritionists are aware that variations in the nutrient specifica­
tion of livestock rations may be of practical significance. 
Animal scientists have carried out a number of interesting experi­
ments aimed at testing the adequacy of nutritional standards and the 
effect of varying nutrient levels in livestock rations. A number of 
these studies have been reviewed by Johnson (37). 
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In 1962 Lloyd ^  ad. (42) reported the results of an experiment de­
signed to study the nutritional adequacy of a least-cost ration which 
met the NRC (1959) Swine Feeding Standard for pigs weaned at liveweights 
of approximately 10 pounds. The least-cost ration was compared with a 
nutritionally proven ration. Results of this experiment indicated no 
significant differences in livaweight gain but an 11% decrease in feed 
consumption in favor of the least-cost ration. These results indicated 
to Lloyd et al. thai: improved rates of gain, from early weaned pigs might 
be possible if intake of the computed (least-cost) ration could be in­
creased. A second experiment was therefore performed to compare the nu­
tritionally proven ration to three computed rations designed to increase 
nutrient intake. In this experiment the computed rations had lower rates 
of gain and lower levels of intake compared to the control ration. Lloyd 
et al. concluded that the physical characteristics of early weaned pig 
rations may be important to intake levels, or present feeding standards 
do not give optimum rates of growth, or computed rations did not provide 
nutrients at the estimated levels. We can make the additional observa­
tion that a comparison of ration treatments on the basis of various tech­
nical criteria can be rather difficult. 
It is not uncommon in livestock experiments to find two ration treat­
ments where the rate of gain on treatment 1 is higher than treatment 2 
but feed conversion efficiency is higher for treatment 2 compared to 
treatment 1. A comparison between these two treatments based on rate of 
liveweight gain would result in selection of treatment 1 over treatment 2, 
and vice versa where the comparison was based on feed conversion effi­
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ciency. The problem of selecting the appropriate criterion, of technical 
efficiency has been called the "technologists dilemma" by Candler and 
Sargent (11). Different nutritional standards could result depending 
on the criterion used in the derivation of these standards. The solu­
tion to the "technologists dilemma" is the replacement of various cri­
teria of technical efficiency by the criterion of economic efficiency. 
However, as we have already seen in our discussion of time- and cost-
efficient rations, the criterion of economic efficiency may not itself 
imply a single best nutrient standard. Economists argue that a selec­
tion among economically efficient production strategies is more relevant 
to the producer than a selection based on various technical criteria. 
Of course technical input-output data is a prerequisite for the deriva­
tion of economically efficient production strategies. 
The basic criticism then, of the widely used application of linear 
programming for solution of least-cost feed mix problems, is a lack of 
emphasis on the cirterion of economic efficiency in the specification of 
nutrient levels to be satisfied by the computed ration. The development 
of models that recognize economic efficiency as a desirable criterion 
has been an exercise in inter-disciplinary research between animal nu­
tritionists and agricultural economists, though much work remains to be 
done at this time. 
The Brown and Arscott model (1960) 
Brown and Arscott (9) appear to have been the first researchers to 
specify an economic model explicitly accounting for animal response to 
variation in the nutrient specification of the ration. Although their 
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model was estimated for broiler production their general approach should 
be applicable to other forms of meat animal production. Protein and 
metabolizable energy were the nutrients varied, while mineral and vitamin 
specifications were held constant. Amino acid levels approximately 
equalled or exceeded National Research Council requirements so that pro­
tein quality hopefully remained constant within protein levels,. The 
quantity of mill run and middlings which could enter the ration was limited. 
These constraints on the production model were stated explicitly as a set 
of linear inequalities in terms of the ration ingredients considered. 
We may write the Brown and Arscott production model as follows:^ 
G = G(P', K') (3.6) 
n 
I = I(P, K, T) = 2 Y. (3.7) 
j ^ 
G = total gain per broiler over che production period (pounds). 
P' = total protein consumption (pounds). 
K* = total metabolizable energy consumption (kcals). 
I = total feed intake (pounds). 
P = level of protein (pounds) per pound of ration. 
K = metabolizable energy (kcals) per pound of ration. 
T = time in weeks from the start of the production period. 
Yj = level of feedstuff consumed over the production period 
(pounds). Let Cj be cost per pound of the feedstuff. 
Equation 3.6 is the overall production function for ad libitum feed­
ing. Equation 3.7 relates total feed intake (I) and time (T) for any 
^The notation used here differs slightly from that used by Brown 
and Arscott. 
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ration, of the fixed-proportion type, specified by levels of protein (P) 
and metabolizable energy (K). 
We write the constraint set, under which we expect equations 3.6 
and 3.7 to describe the production process, in matrix notation: 
A y ^ b  ( 3 . 8 )  
where A is a mxn matrix of known constants, b is a mxl vector of known 
constants and where y is a nxl vector of unknown feed intake levels; 
y = (Y^, . . . , Yn) 
We assume that under the constraint set 3.8 total protein and total 
metabolizable energy consumption are given by equations 3.2 and 3.3. 
From equation 3.2 and 3.3 and the relationships: 
P.I = P' 
K.I = K* . 
that hold for fixed-proportion type rations, we have: 
n 
2(r . - P)Y. = 0 (3.9) 
i PJ J 
2(r, - - K)Y- = 0 (3.10) 
. k: a 
where r - is the provision of protein and where r. . is the provision 
PJ K] 
of metabolizable energy per pound of the feedstuff. 
The linear programming model used in the economic analysis described 
by Brown and Arscott can be written: 
n 
• Minimize 2 c .Y 
i J J 
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Subject to Ay è b 
Z<r^. - «Ï. = 0 
2(r^. - K)Y. = 0 
n 
LY. = 1 
j 
y ^ 0 
The steps in the economic analysis developed by Brown and Arscott 
can be summarized as follows: 
Phase I 
(1) Obtain estimates of equations 3.6 and 3.7. 
(2) Define the i^^ ration by selecting values for the levels 
of protein and metabolizable energy: (P, I)^. 
(3) Substitute these values for P and K into the linear program­
ming model and solve to obtain the associated least-cost 
ration. Denote the minimum cost per pound for the i^^ ration 
specification by c(i). 
(4) Substitute the values (P, K)^ into equation 3.7. Then, for 
various values of T, we can predict total feed intake. Let 
I(iT) be total feed intake for the i^^ ration after T weeks. 
Minimum total feed cost per broiler, after T weeks on the i^^ 
ration, is given by: 
C(iT) = I(iT).c(i) 
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(5) Total metabolizable energy consumed per bird on the ration 
after T weeks is given by: 
K'(iT) = I(iT).(K)i 
Similarly, we have for total protein consumption: 
P'(iT) = I(iT).(P)i 
We can then substitute these values for P' and K' into equation 
3.6 to obtain G(iT), total expected liveweight gain after T 
weeks on the i^^ ration. Given output price we can write V(iT) 
for gross return per bird after T weeks on the i^^ ration. 
Then calculate profit per bird: 
irCiT) = VCiT) - C(iT) 
for each value of T of interest. 
(6) Return to step (2) and repeat for the (i+i)^^, (i+2)th ration, 
etc. 
Phase II 
For a given set of feedstuff and output prices we can identify the 
maximum profit, maximum rate of gain, or any other ration that might be 
economically optimal for a given feeding period T, by a sufficiently large 
number of iterations of Phase T.. Brown and Arscott were interested in a 
comparison of different feeding periods for broiler production. There 
is no difficulty however in using their basic approach to identify time-
and cost-efficient rations for specific broiler isoquants. 
Maximum profit per unit of time was suggested as the most relevant 
economic criterion by Brown and Arscott in 1958 (10). However, it is 
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difficult to determine the criterion used in. their 1960 article. The 
procedure outlined as Phase I allows prediction of margins over feed 
cost for a number of feeding periods and any number of ration specifica­
tions; i.e. margins over feed cost can be estimated for various points on 
the overall production surface. Choice of the optimum ration was de­
scribed as follows by Brown and Arscott (9, p. 75); 
The margins over feed cost for these various points on the 
production surface were calculated and the ration specifica­
tion corresponding to the highest profit position was se­
lected. 
A comparison of computed broiler profit positions was presented by 
Brown and Arscott for various ration specifications and for two feeding 
periods (9 and 10 weeks) under 1957 and 1958 price conditions of the 
Pacific Northwest.^ Under 1957 price conditions the most profitable 
broiler ration for the 10-week feeding period was estimated to return a 
34.14£ margin over feed cost per broiler. For the 9-week feeding period 
and 1957 prices the maximum margin over feed cost per broiler was esti­
mated at 31.38j^. The figures for 1958 and the 10- and 9-week feeding 
periods respectively were estimated at 25.2ôs6 and 23.66*f per broiler. 
We can see that if maximum profit per unit of time is the relevant economic 
criterion then, under both 1957 and 1958 price conditions, we would se­
lect the 9-week over the 10-week production period. Profit per broiler 
per week for 1957 prices and the 10- and 9-week feeding periods respec­
tively are 3.414gf and 3.487^. The corresponding values for 1958 prices are 
2.526^ and 2.629/. 
Reference (9), Table 3. 
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Although profit data for 1957 and 1958 prices were presented by 
Brown and Arscott they made no recommendation as to the "best" length 
of feeding period in these years. On the other hand, economic analysis 
under 1959 prices was said to indicate that it would have paid "best" 
to feed broilers 10 weeks to about 3.5 pounds per bird. The profit data 
for 9- and 10-week feeding periods under 1959 prices were not presented. 
In general, as we have noted several times now, it is impossible to 
determine, on an a priori basis, which of the set of economically effi­
cient rations we should use in practice. Phase II for the Brown and 
Arscott model should be the identification of economically efficient ra­
tions. 
Comments on the Brown and Arscott model 
Although the Brown and Arscott model, or some modification, can be 
used to derive economically efficient rations it has one disadvantage: 
the number of computations can be very large. Brown and Arscott analyzed 
an experiment where the variables: level of protein in the ration (P), 
level of metabolizable energy in the ration (K) and feeding period (T), 
were varied over the ranges: 
.16 lb. < P < .32 lb. 
1200 kcals ^  K < 1600 kcals 
0 "S T ^  9 weeks 
A separate linear program must be solved for each ration specification 
(in terms of P and K), of interest. Even allowing for the efficiency of 
parametric right-hand-side programming we could be faced with a very 
large number of solutions. Each solution then has to be manipulated as 
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described in Phase I of the Brown and Arscott analysis. It would,no 
doubt, be possible to reduce the computational burden by selection of 
appropriate points for P and K and then using the results of an economic 
analysis of these points to estimate further points that might result 
in an improvement of relevant economic criteria. One procedure that 
might be useful in this area has been described by Box and Wilson (8). 
This and other optimum seeking procedures have been briefly reviewed by 
Kempthorne (38). 
The important contribution of the Brown and Arscott model lies not 
in the computational steps utilized but in the conception of a model 
that accounts for animal response to variation in the nutrient specifica­
tion of a multi-feed ingredient ration. The next section of this chapter 
reviews an alternate linear programming model for the economic analysis 
of livestock rations with many feed ingredients. This model in turn leads 
us to a quadratic programming formulation that allows a considerable re­
duction in the computations necessary to derive time- and cost-efficient 
rations. 
Dent's model (1964) 
In 1964 Dent (15) presented a method for the estimation of optimal 
rations for growing pigs^ fed ^  libitum, where animal performance was 
included explicitly in the optimizing model. The production function 
estimated by Dent can be represented as follows: 
^The growing period for hogs in Dent's study was defined as the 
liveweight range: 60-120 pounds. 
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g = f(p, k) (3.11) 
g = average liveweight gain per day during the 
growing period, (pounds). 
p = average level of protein intake per day, (pounds), 
k = average level of energy intake per day, (kcals 
metabolizable energy).^ 
f = the type of mathematical function. 
Equation 3.11 applies to a specific liveweight gain interval, ap­
proximately 60 pounds liveweight gain over the growing period, for a single 
pig- There is no expectation that the same function would apply for 60 
pounds liveweight gain, say, over the finishing period. The production 
function in Dent's model then is estimated for a single gain isoquant, 
(or narrow range of isoquants), of the overall production function. With 
each point on an isoquant from an overall function we can associate: 
levels of feed and nutrient intake, liveweight gain and time from the 
start of the production process. Equation 3.11 expresses the relation­
ship between average daily rate of liveweight gain, protein and energy 
intake along some specified isoquant from the overall function. In our 
discussion of overall functions in the previous chapter we identified 
the production function and a time function, (equations 2.1 and 2.7). 
The average daily gain function, 3.11, for some specific isoquant in­
corporates time, gain and nutrient consumption into a single function. 
Dent actually used therms digestible energy as his energy intake 
units. As we are not interested here in the numerical results obtained 
by Dent, it is convenient to continue to use metabolizable energy units 
in our discussion. 
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At the same time, this approach implicitly assumes that we are interested 
only in identifying points on the particular overall gain isoquant of 
interest and not in identifying the way in which a particular point is 
reached. In short, this approach assumes the use of fixed-proportion 
type rations for the gain interval of interest, (e.g. 60-120 pounds 
liveweight). 
As was the case for the Brown and Arscott model, Dent assumed that 
we can identify some constraint set under which equation 3.11 adequately 
describes the production process: 
Ay ^  b (3.12) 
where y is an unknown vector of average daily feed intake levels: 
y = (Yi, . . . , y^) • (3.13) 
Average daily protein and metabolizable energy intake are assumed to be 
given by: 
n 
p = 2 rpjyj (3.14) 
n 
k = 2 ^ kj^j (3.15) 
where r^^ and r^^ are respectively the levels of protein and metabolizable 
energy supplied by a pound of the feedstuff. 
Let Cj be the cost per pound of the feedstuff. Then the linear 
programming model used in the economic analysis described by Dent can be 
written: 
n 
Minimize £ c-y. • 
j ^ ^ 
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Subject to Ay ^  b 
Ï r^ j.y. = k 
y = 0 
The steps in the economic analysis developed by Dent can be sum­
marized as follows: 
CD Obtain an estimate of the average daily gain production func­
tion for the overall gain isoquant of interest. Dent analyzed 
rations for 60 pounds of gain for growing pigs over the live-
weight range: 60-120 pounds. 
(2) Select some feasible average daily rate of liveweight gain for 
growing pigs; e.g., g = 1.0 pound per day. 
(3) Substitute this value for g in equation 3.11 to obtain an ex­
pression for points (p, k) on the selected average daily gain 
isoquant. 
(4) Calculate co-ordinates for a number of points along this iso­
quant in terms of the nutrient input levels: (p, k). 
(5) For each of these nutrient input co-ordinates calculate the 
minimum average daily cost ration using the linear programming 
model. 
(6) From all of these rations select the one with minimum cost. 
This, then, is the least-cost ration for the particular level 
of average daily liveweight gain selected in step (2). 
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(7) Repeat the procedure for other values of average daily live-
weight gain. An examination of these results should allow 
identification of time- and cost-efficient rations for the 
overall gain isoquant selected in step (1). 
(8) Return to step (1) and repeat the entire procedure for other 
overall gain isoquants. 
Comments on Dent's model 
The model we have just summarized is incomplete with respect to 
feed intake. The least-cost ration obtained for any particular coordinate 
along some average daily gain isoquant is specified in terms of the av­
erage daily consumption level of individual feedstuffs in the ration, 
(i.e. values' for Yj)* However, for libitum feeding, all that we con­
trol is the level of individual feedstuffs in the ration and not the rate 
at which they are consumed. In the procedure we have just summarized 
it is possible to specify two different (p, k) coordinates on say the 
1.0 pound average gain contour: (p, k)^ and (p, k)t. After application 
of linear programming we have two rations: y® and y^. Now, average 
daily feed intake over the production period is predicted to be: 
n 
i(s) = 2 y% 
j 3 
n 
i(t) = 2 yt 
j : 
However there is nothing in Dent's model to assure us that these intake 
levels will -be attained or not surpassed under ad libitum feeding. The 
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proportions of protein and energy in the respective rations are given by: 
= ÎW ' K' 
and it is quite possible to have: 
pS _ pt _ p 
Kf = = K 
i(t) / i(s) 
When the level of protein (P) and the level of energy (K) is the 
S t 
same for both rations: y and y , we might expect average daily intake 
to also be the same under ad libitum feeding. The model specified by 
Dent does not consider this possibility, whereas the model specified by 
Brown and Arscott explicitly relates feed intake to the nutrient levels 
in the ration, (equation 3.7). In order to completely specify Dent's 
model we could add an additional constraint relating average daily intake 
to the levels of protein and energy in the ration. 
An essential step in the analysis of Dent's model is the derivation 
of the least-cost ration for any feasible average daily rate of liveweight 
gain. The procedure adopted by Dent involves a search along each average 
daily gain contour of interest, (step .4 ). This search procedure uses 
the results of linear programming solutions to approach, (with any de­
sired level of accuracy), the appropriate least-cost ration, (steps 5 and 
6 ). Where the average daily gain production function, 3.11, is a 
quadratic polynomial we can more conveniently and efficiently use quad­
ratic programming to identify these least-cost rations. A quadratic 
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programming model for the derivation of time- and cost-efficient rations 
is presented in the next section of this chapter. However, whenever the 
production function cannot adequately be represented by a quadratic poly­
nomial the general approach presented by Dent, with the addition of a 
suitable intake constraint, can be used.^ 
The models presented by Brown and Arscott, and Dent both make use 
of linear programming to solve least-cost feed mix problems for points 
on continuous production functions. One set of information contained 
in the solution of a linear programming problem is the set of shadow 
prices associated with non-basic activities. The shadow prices associa­
ted with any linear programming solution in the context described by 
Brown and Arscott or Dent should be interpreted with care. It should be 
remembered that these solutions refer to a single point on a continuous 
nonlinear production function, and as a consequence, the usual interpreta­
tion of the range of prices over which a given linear programming solu­
tion remains optimal is quite meaningless. Any change of feedstuff costs 
will in general require some change in ration formulation where output 
is explicitly incorporated into the economic analysis of livestock rations. 
One difference between the two linear programming models presented 
lies in the emphasis on gain isoquants in Dent's model and the emphasis 
on periods of production in the Brown and Arscott model. Another differ­
ence lies in the different specifications of the production model. There 
However, we may be able to use grafted polynomials to retain the 
quadratic form of the production function (24). 
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is no one right way to tackle the problem of accounting for animal re­
sponse to variation in the nutrient specification of rations with many 
feed ingredients. An economic analysis of livestock production using 
either-of the models discussed, (with the addition of a suitable intake 
constraint to Dent's model), should identify market weights and associ­
ated production periods for economically efficient rations. However, 
where we wish to consider only a small range in market weights, and where 
a single average daily gain function adequately describes the production 
process over this range, then the general approach adopted by Dent would 
seem to be appropriate. The quadratic programming model presented in 
the next section considerably enhances this general approach from a com­
putational point of view. 
A Quadratic Programming Model 
In this section we develop a quadratic programming model for the 
derivation of time- and cost-efficient rations associated with a particu­
lar overall liveweight gain isoquant. The approach essentially follows 
the model presented by Dent (15) and can be repeated for different gain 
isoquants of interest. In this way we could carry out, for example, an 
economic analysis of raising hogs to different market liveweights. 
For the particular overall gain isoquant chosen for analysis we 
assume that we have the following relationships: 
g = f(p, k) (3.16) 
i = h(p, k) (3.17) 
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where equation 3.16 is the average daily gain function corresponding to 
that used by Dent, and equation 3.17 is a relationship between average 
daily intake i and average daily protein and energy consumption for 
rations fed ad libitum. As before, we assume that we can identify some 
linear constraint set under which we expect equations 3.16 and 3.17 to 
describe the production process. We write this constraint set in matrix 
notation: 
Ay ^  b 
where y is an unknown vector of average daily feed intake levels; 
y = (yj, .  .  .  ,  7%) 
Average daily ration, intake then is defined as: 
n 
i = Z y. (3.18) 
j ^ 
We also continue to assume that the following two relationships hold, 
(c.f. equations 3.14 and 3-15): 
P = 2 rpjyj (3.19) 
k = 2 r^^yj (3.20) 
Substituting now for p and k as given by the linear equations 3.19 
and 3.20 into the average daily gain, .production function, equation 3.16, 
we obtain: 
g = fCy,, . . . , y^) (3.21) 
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Substituting for i, p, and k as given by equations 3.18, 3.19 and 
3.20 into the average daily feed intake function, equation. 3.17, we ob­
tain an implicit function relating average daily intakes of individual 
feedstuffs for ad libitum feeding; 
bCy^, . . . , y^) — 0 (3.22) 
Let Cj be the cost per pound of the feedstuff. Then we have 
the following expression for average daily feed cost during the pro­
duction process: 
n 
c = Z c.y. (3.23) 
3 ^ ^ 
Let G pounds of liveweight gain represent the overall gain iso-
quant of interest. Then the length of the production period for 6 
pounds of liveweight gain is given by: 
T = I days (3.24) 
For any particular vector y of average daily feed intake levels 
that satisfies equation 3.22, there is an associated average daily live-
weight gain: g = g (y), (equation. 3.21). Similarly, we can associate 
some average daily feed cost (equation 3.23), and some length of the pro­
duction process (equation 3.24), with any such feed intake vector. In ad­
dition we can calculate total feed cost for the G pounds of gain corres­
ponding to this feed intake vector: 
^ ~ g * ^ ~ T.c (3.25) 
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Consider now our previous definition of time- and cost-efficient 
rations for the 6 pounds of gain isoquant. For any feeding period T we 
want to minimize total feed cost C (equation 3.25). From equation 3.24 
we see that a given feeding period T for the G pounds of gain isoquant 
implies some particular average daily rate of liveweight gain g over the 
production period. Thus, to minimize total feed cost for any given length 
of production period we can minimize average daily feed cost for the cor­
responding average daily rate of liveweight gain. We can write a gener­
alized statement of this problem as follows: 
Problem I 
n 
Minimize 2 c.y. (3.26.a) 
j ^ ^ 
Subject to Ay ^  b (3.26.b) 
h(y^, . . . , y^) = 0 (3.26.c) 
f(yi> • - • , y^) = g (3.26.d) 
y ^  0 (3.26.e) 
In Problem I average daily rate of gain, g, is varied parametrically 
to obtain economically efficient rations for the overall gain isoquant 
corresponding to equations 3.26.b to 3.26.d. 
An alternate procedure that will also allow us to derive time- and 
cost-efficient rations for the G pounds of gain isoquant can be stated 
as follows: 
Problem II 
Maximize g = f(y^, . . . , y^) (3.27.a) 
Subject to Ay è b (3.37.b) 
h(yi, . . . , y^) = 0 (3.27.c) 
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n 
Z c-y. = c (3.27.d) 
J J 
y > 0  ( 3 , 2 7 . e )  
In problem II average daily feed cost, c, is varied parametrically over 
some range. For any value of c. Problem II finds the value of average 
daily gain, (and hence the production period), that minimizes total feed 
cost for the G pounds of gain interest. This is easily seen with the 
aid of equation 3.25. 
Reverting for a moment to the simple two-input production function, 
we recall that the well known necessary condition that holds along the 
expansion path is obtained by either one of two approaches; 
(1) minimizing the total cost function subject to some given 
level of output, or 
(2) maximizing output subject to some given cost outlay. 
Problem I corresponds to the first approach and Problem II corresponds to 
the second. Because of this analogy, rations derived from the solution 
of either Problem I or Problem II have been called expansion path rations, 
(50). The set of time- and cost-efficient rations forms a subset of all 
expansion path rations for a particular overall gain isoquant. 
The procedure developed by Dent corresponds in a general way to 
Problem I. Where the average daily gain function, equation 3.26.d, is 
non-linear the derivation of analytical solutions from Problem I may 
not be possible at the present time. (Even though generalized convex 
programming algorithms have been formulated they are not in common use 
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at this tine.) Dent utilized a number of linear programming solutions 
to approach the least-cost ration for any value of average daily live-
weight gain. We note in passing that this approximate solution technique 
can be used for any mathematical form of the average daily gain function. 
The procedure used in this study utilizes the statement of Problem 
II. Where the average daily gain function, equation 3.27.a, can be 
represented by a negative semidefinite^ quadratic pclyn^slal and where 
the intake function, equation 3.27.C, can be represented by a linear 
function, then Problem II is a quadratic programming problem. In this 
case Problem I is a special kind of quadratic programming problem: we 
wish to minimize a linear function subject to one non-linear (quadratic) 
constraint and a set of linear constraints. We could use the approximate 
linear programming technique proposed by Dent to solve for expansion path 
rations from Problem I. However, in this instance, we can obtain ex­
pansion path solutions, and hence time- and cost-efficient rations, di­
rectly from an application of parametric quadratic programming in the 
framework of Problem II. 
We can find the least-time ration for our G pounds of gain isoquant 
by solving for the maximum feasible average daily rate of gain from a 
A negative semidefinite quadratic form is concave, (51, p. 223). If 
Problem II amounts to maximizing a concave quadratic function subject to 
linear constraints we have a convex programming problem and computer codes 
are generally available for this particular problem. Where, for example, 
the quadratic form is indefinite algorithms do exist (12), but computer 
codes are currently unavailable. 
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slightly modified version of Problem II. The modification simply involves 
elimination of the average cost per day constraint, equation 3.27.d. 
Let g° be this maximum feasible average daily rate of gain, and let y° be 
the associated least-time vector of average daily feed intake levels. 
Then the least-time feeding period is given by: 
T° = — 
g° 
and total feed cost associated with the least-time ration is given by: 
n 
C° = T° Z c.y°. = T?c° 
3 : : 
As we move from the least-time to the least-cost ration for the G 
pounds of gain isoquant, we know in general that time increases and total 
]_ 
cost decreases. For the case where the efficient economic region con­
sists of more than the single least-time point we must consider expansion 
path rations, derived from Problem II, for average daily ration costs less 
than that associated with the least-time ration, c°. For c > c° we can 
find the maximum feasible rate of daily gain, g, from Problem II (un­
modified), and we know that g < g°. Thus total feed cost, equation 3.25, 
will be greater than that associated with the least-time ration. We wish 
therefore to decrease average daily cost, c, parametrically in Problem II 
until we reach the minimum total feed cost for the G pounds of gain iso­
quant . 
Consider the total feed cost function: 
^Thus, dg < 0 and dC < 0. 
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C = ^ .c = T.c 
g 
dC = c.dT + T.dc 
dC = gCdc - ^ g) (3.28) 
As we move along the economically efficient region of the G pounds 
of gain isoquant, away from the least-time ration, we have: 
dg < 0, dC < 0 
Thus, 
dc - ^ dg < 0 
dc < gdg <. 0 
Where total feed cost is a minimum we have: dC = 0, and hence: 
f = f (3.29) 
i.e. the rate of change in average daily cost is equal to the rate of 
change in average daily gain. Equation (3.29) however is only a neces­
sary condition for minimum total feed cost for the G pounds of gain iso­
quant. Rather than attempt to identify exactly the minimum total feed 
cost ration we can note that at this point we have: dc < 0, i.e. average 
daily feed cost is still decreasing. Thus, if we find the ration that 
minimizes average daily feed cost we can be sure that we will have 
bracketed the minimum total cost ration. At the minimum average daily 
feed cost ration we have: dc = 0 and, in general dg < 0 so that dC > 0, 
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(equation 3.28). The minimum average daily feed cost ration is an ex­
pansion path ration but in general it will not be among the time- and 
cost-efficient rations. 
We are now in a position to state the computational steps involved 
in the quadratic programming model for deriving time- and cost-efficient 
rat ions : 
(1) Solve for the maximum feasible average rate of daily gain from 
the modified version of Problem II. Note the average daily 
feed cost, c°, associated with this least-time ration. 
(2) Obtain expansion path rations by reducing parametrically 
the right hand side value for average daily feed cost: 
c<c®, in Problem II. Continue this proc(\ss until we reach 
the minimum feasible value of c. (At this minimum value of c 
the feasible region associated with the quadratic programming 
problem will be reduced to a single point. For smaller values 
of c there is no feasible solution space.) We denote the mini­
mum feasible average daily ration cost by c^. 
(3) Steps (1) and (2) provide us with a series of expansion path 
solutions which we may denote; 
(gO, cO, yO) 
(gt, c^, y^) 
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The first of these solutions is obtained from step (1) and de­
notes the least-time solution. The last expansion path solu­
tion corresponds to the minimum average daily feed cost solu­
tion. For the G pounds of gain contour then we can easily 
calculate total feed cost for each of these expansion path 
rations and thus identify the subset of these that are time-
and cost-efficient. 
Comments on the quadratic programming model 
Given that the average daily gain function can be adequately 
described by a quadratic polynomial and that the intake function can be 
expressed as a linear function, then the procedure outlined above pro­
vides a computationally efficient means of identifying time- and cost-
efficient rations.^ Both the production and intake functions are ex­
pressed in terms of average daily consumption of feedstuffs. In later 
chapters of this study we present a statistical and economic analysis of 
swine production where the aim is to derive time- and cost-efficient 
rations .for growing-finishing hogs. 
The apparent disadvantages of the quadratic programming model are 
two-fold, (assuming that a quadratic programming computer code is avail­
able and operational). The first problem arises when either the average 
Each quadratic programming solution defines an expansion path ration 
whereas a number of linear programming solutions are required to approxi­
mate any particular expansion path solution. For a specific comparison 
of quadratic and linear programming methods in this context see Townsley 
(50). 
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daily gain function is not quadratic or when the intake function, is 
non-linear. However, we can often make use of the properties of a Taylor 
series expansion to approximate a function in some small region (1, p. 
453 and 32, p. 2 04). The first-order Taylor series approximation is a 
linear function, the second-order approximation a quadratic function, 
and so on. Thus, where the original average daily gain and intake func­
tions are not immediately amenable to quadratic programming techniques 
it might be possible to subdivide their domains so that quadratic and 
linear functions do provide satisfactory descriptions of the relevant 
relationships.1 
The second problem occurs when we wish to describe the production 
process by a series of interval functions. However, there should be 
little difficulty in estimating average daily gain and intake functions 
for each interval, especially where the interval functions can be con­
sidered independent. In this latter case the least-time and least-cost 
overall rations can be obtained by combining the least-time and least-
cost rations from each interval. Other time- and cost-efficient rations 
for the overall production process will be more difficult to identify. 
For example, the ration that maximizes profit per day from the overall 
production process will not necessarily be obtained by combining the 
maximum daily profit rations from each interval. Where we have n inde­
pendent interval functions and we calculate k expansion path rations for 
^See reference (24) for a discussion on the use of grafted poly­
nomials as approximating functions. 
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each interval we have a total of possible rations for the overall 
production process. Modern computational facilities can be used to 
ease the problem of selecting time- and cost-efficient livestock rations 
in this context. 
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ANIMAL NUTRITION AND THE PRODUCTION FUNCTION 
Mathematical models in animal" nutrition have been classified by 
Lucas (43) into empirical models and rational models. Within each of 
these classes we can distinguish between deterministic and stochastic 
models. The discussion in this chapter will be restricted to determinis­
tic models. In the next chapter we consider estimation procedures for 
stochastic models. 
Lucas differentiates between empirical and rational models as 
follows (43, p. 1); 
Empirical model: A mathematical expression adopted with little 
thought as to its meaning in terms of the structure or the behavior of 
the system it is to represent. 
Rational model: A mathematical expression derived from a set of 
mathematical premises which are translations from facts, ideas, and reason­
able suppositions (a conceptual framework) about the structure and be­
havior of the system of interest. Thus the form of a rational model re­
flects an attempt to understand the structure and behavior of the system. 
The variables and parameters in a rational model identify with physical 
components and processes of the system. 
Lucas recognizes that his twofold classification is a matter of 
degree and that no model is completely empirical or completely rational. 
The bulk of his very interesting and informative paper deals with at­
tempts to formulate a rational mathematical model of animal nutrition. 
67 
Most agricultural economists would probably agree that livestock 
production functions are more empirical than rational, though most would 
be unwilling to accept without reservation the criticism that production 
function models have been specified with "little thought as to their 
meaning in terms of the structure or behavior of the system they are to 
represent." Few agricultural economists working with livestock input-
output relationships would profess a full and clear understanding of modern 
nutrition theory. The overall or gross input-output relationships in 
animal production are of primary interest to the production economist 
rather than the complex workings of the production unit. This is not 
to say however that there cannot be a complementary relationship be­
tween the animal scientist and economist, or that a detailed rational 
model of animal nutrition has no economic significance. Many features 
of gross input-output relationships in animal production can only be ex­
plained by the nutritionalist with his knowledge of specific nutritional 
relationships. However, the existence of a rational nutritional model 
does not imply that the gross input-output relationships used by economists 
will be purely empirical, (as defined above by Lucas). The average woman 
driver may not be too familiar with the mechanics of the internal com­
bustion engine but the relationship between pressure on the accelerator 
and forward momentum is apparently well known. 
In the previous two chapters we have made use of three mathematical 
models of livestock production, with the caveat that these models apply 
for ad libitum feeding. These three models are related to each other 
and this relationship provides the topic for the remainder of this chapter. 
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Model I 
We assume that any livestock ration can be completely described in 
terms of nutrient composition and various qualitative factors (such as 
consistency and palatability). 
The vector: 
5  « « , q^ J  . • . , q^) 
completely describes a livestock ration, where is the level of the 
dth. nutrient per pound of ration, (e.g. X^ may be the amount of protein 
per pound of ration), and qg is the s^^ qualitative factor in the ration. 
If we feed any ration, ad libitum, to a lot of animals all of the same 
initial liveweight we can observe liveweight gain (G) and total feed 
consumption (I) at various times (T) during the production process. 
These variables are assumed to be related to the vector describing the 
ration by the following mathematical functions: 
G — G(X^, . • . , Xjjjj q^ ) • • • J (^«1) 
I = I(X^) . . . , Xrpî q^; • • • » 9^) T) (4.2) 
Equations 4.1 and 4.2 comprise the basic form of Model I. Model 
I corresponds closely to the feed standard approach where livestock 
rations are formulated in terms of nutrient composition. 
Assume that for any given nutrient specification the qualitative 
factors are constrained so that liveweight gain in equation 4.1 is a maxi­
mum, and total ration intake in equation 4.2 is minimum consistent with 
this liveweight gain. These constraints on the qualitative factors are 
assumed to be written as functions of the levels of individual feedstuffs 
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in. the ration. In addition we assume that these functions are linear 
in the individual feedstuff variables. Given this constraint set we 
could rewrite equations 4.1 and 4.2 as follows: 
G = GCXp . . . , X^; T) (4.3) 
I = ICX^, . . . , T) (4.4) 
Behind this generalized model of the livestock production process 
lies the complex rational nutritional model discussed by Lucas. Model 
I is empirical in the sense that it describes the results of the pro­
duction process rather than the logic of each step in the production 
process. We could make Model I, (and subsequent models), more realistic 
with respect to output of the livestock production process by allowing 
for product differentiation, but for expositional purposes we will con­
tinue to assume a single homogeneous product. For two examples of live­
stock production research where the economic significance of product 
differentiation has been taken into account see Heady et a]^. (33) and 
Battese et aj. (2). 
The intake function, 4.4, corresponds to that used by Brown and 
Arscott in their 1960 study, (equation, 3.7 in Chapter 3). An examination 
of the steps in their economic analysis of livestock rations reveals that 
their production function, (equation. 3.6 in Chapter 3), could have been 
replaced by a function of the same general form as equation 4.3. 
Livestock rations can be described exactly in terms of individual 
feedstuffs and these in turn can be described in terms of nutritional com­
position. These two facts enable us to derive Model II from Model I. 
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Model II 
Let y = (y^, . . . , Y^) be a vector of feedstuff quantities cor­
responding to some ration. The vector y then describes the relative 
levels of individual ingredients in the ration and also total ration 
intake: 
n 
I = 2 Yj (4.5) 
j 
Total intake of any nutrient then will be some function of total 
ration intake and can be expressed as a function of individual feedstuff 
intake quantities: 
4 = 4(^ 1' ' - ' , ?n.) 
(4.6) 
3% = a/CYi, . . . , Y,) 
t 
where, for example, might be total kcals of metabolizable energy, . 
< I 
X2 might be pounds of Methionine (one of the amino acids), might be 
pounds of Calcium, etc. 
From the definition of the level of the d^^ nutrient in the ration 
we have: 
Xd = = X^ .2 Yj (4.7) 
and substituting for X^ from equation set 4.6 we have: 
^d " • • * ' 
Xjj = X^(Yq^, . . . , Yj^) d=l, . . . , m (4.8) 
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Substituting now for X^, (d = 1, . . . , m), as given by equation 
4.8, in equation 4.4 we obtain: 
1 = KY^, . . . , Y*; T) 
n 
2 Y = I(Y^, . . . , Y^; T) 
j ^ 
and rearranging we get: 
T = h(Y^, • • • J V (4.9) 
Substituting for X^, (d = 1, . . . , m), as given by equation 4-8 
and for T as given by equation 4.9 into equation 4.3 we obtain: 
G = f(Y , . . . , Y^) (4.10) 
Model II then is comprised of equations 4.9 and 4.10. These two 
equations correspond to the production model used in the discussion of 
economic analysis of livestock rations with two feed ingredients. Chapter 
2 of this study. 
At first glance some researchers might be tempted to claim that Model 
II was "more empirical" (less rational) than Model I. However, given 
equations 4.3 and 4.4 and the equation set 4.6 we could derive equations 
4.9 and 4.10 exactly, and in particular we would obtain the functional 
forms for these latter two equations. Even when we have no explicit 
information other than the existence of Model I we could still attempt 
to estimate Model II directly from appropriate data. In this case we 
would need to make assumptions about the functional forms of equations 
4.9 and 4.10. Taylor series expansions may be of some help here (32, p. 
204), but to the extent that we do not select the correct functional forms 
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for these equations Model II could be described as being "more empirical" 
than Model I. 
We can also note that any vector of feedstuff quantities y corresponds 
to a set of nutrient quantities given by equation set 4.6. Given the 
production function expressed as equation 4.10 and equation set 4.6 we 
could map output in terms of total consumption of different nutrients. 
This is the form of the production function used by Brown and Arscott in 
their 1960 study (equation 3.6 in Chapter 3). Where we wish to consider 
a large number of ration ingredients but only vary relatively few nutrient 
levels in the ration, then it will generally be easier and less costly 
to obtain empirical estimates of relevant functions in terms of nutrient 
levels or quantities rather than in terms of individual feedstuff quanti­
ties. 
Model III 
Model III corresponds to the average daily gain functions used in 
Chapter 3. In Model I equation 4.3 describes output as a function of 
nutrient levels in the ration and length of the production period. Any 
particular liveweight gain isoquant therefore traces out a locus of nu­
trient levels and time values, and hence a relationship between average 
daily gain and nutrient levels in the ration: 
g ~ SCXj, • . . , Xj^) (4.11) 
Similarly, average daily ration intake, along a given liveweight 
gain isoquant can be expressed as a function of the nutrient levels in 
the ration: 
i = I(X^, . . . , X*) (4.12) 
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One form of Model III then consists of equations 4.11 and 4.12 and 
refers to some particular overall gain isoquant, (or range of gain iso-
quants for which average daily gain and average daily ration intake can 
be described by this two equation system). 
Now, average daily consumption of the d^^ nutrient is defined by: 
= X^.i d = 1, . . . , m (4.13) 
where Xj is the level of the d^^ nutrient in the ration. Substituting 
for nutrient levels X^, (d = 1, . . . , m), as given by equation 4.13, 
into equation 4.12, the expression for average daily ration intake, we 
obtain: 
i = ï(^, . . . , fS) 
1 I. 
i = i(x^, . . . , Xj^) 
This last equation does not imply any causal relationship between these 
variables. The only feed variables that can be controlled exactly in 
this production system, where rations are fed libitum, are the nutrient 
levels in the ration, i.e. X^, (d = 1, . . . , m). More correctly then 
we can write the relationship between the variables in the above equation 
as an implicit function that holds for the production system described. 
Hence we have: 
h(x^, . • . , Xg^, i) = 0 (4.14) 
From, equation 4.14 we can express any one variable in the set: 
(x^, . . . , Xjj^, i) as a function of all the other variables. 
Now, substituting for the nutrient levels X^, (d = 1, . . . , m), 
from equation 4.13 into the average daily gain function, 4.11, we have: 
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g = gC^, . . . , (4.15) 
From equation 4.14 we can substitute for any one of the (m+1) variables 
in the set: (x^, . . . , x^, i), in equation 4.15 to obtain an expression 
for average daily liveweight gain as a function of the remaining m vari-
m+1 
ables. There are therefore ( m ) = m+1 ways of writing the average daily 
gain function: 
g = gi(%i, . . . , Xg) 
g = g2(x2, . . . , i) 
(4.16) 
g ~ gm+l^^l' • • • J ^m-l' 
Given equation 4.14 and any one of the equations in the above set, 4.16, 
we can derive exactly the other m equations in this set. Equation 4.14 
and any one of the (m+1) equations in the set 4.16 provide a description 
of the production process along some particular overall gain isoquant. 
An alternate form then of Model III consists of equation 4.14 and 
any one of the equations in the set 4.16. Given equations 4.11 and 4.12 
we could derive exactly this alternate form of Model III. 
Now, let y = (y^, . . , y^) be a vector of average daily intakes 
of individual feedstuffs. Thus y defines some ration, and average daily 
ration intake is given by: 
n 
i = 2 yj (4.17) . 
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Average daily intake of any nutrient will be some function of aver­
age daily ration intake and can be expressed as a function of individual 
feedstuff intake quantities, (c.f. equation set 4.6): 
*1 ^  *1^ !^' ' ' ' ' 
(4.18) 
^ ' ' , Yn) 
Substituting for x^, (d = 1, . . . , m), from 4,18 and for i from 4.17 
into equation 4.14 and any one equation from the set 4.16, we obtain 
another form of Model III: 
hCy^, . . . , yj^ ) = 0 (4.19) 
g = g(yi, . . . , 7%) (4.20) 
In equation 4.20 the functional form may not be independent of the par­
ticular equation chosen from the set 4.16. 
For an economic analysis of livestock rations based on average daily 
gain functions it is most convenient to express Model III in terms of 
specific ration ingredients, i.e., equations 4.19 and 4.20. Where we 
are interested in a large number of ration ingredients but where it is 
biologically feasible to limit our analysis to variation of relatively 
few nutrients in the ration then it will generally be less costly to ob­
tain empirical estimates of Model III in terms of nutrient levels or av­
erage daily nutrient intake. 
The question of which form of a particular model should be used for 
estimation purposes will depend, however, on a number of factors besides 
cost. For example, if we choose to estimate Model III in terms of 
equations 4.11 and 4.12: 
§ ~ • • • J C4.ll) 
i = I(Xi, . . . , Xgj) (4.12) 
then, in order to derive equations 4.19 and 4.20 we must have the equa­
tion set 4.18. Even if we are in a position where we can derive equa­
tions 4.19 and 4.20 from the estimated form of Model III, (equations 
4.11 and 4.12), there may be difficulties. If we assume that equations 
4.19 and 4.20 are relatively simple functions of average daily feed­
stuff intakes, (e.g. quadratic or linear), then this might imply that 
equations 4.11 and 4.12 were complex functions of nutrient levels, and 
vice versa. In addition we note that we could attempt to estimate Model 
III directly in the form of equations 4.19 and 4.20 and thus abstract 
from the problem of specifying the mathematical forms of equations 4.11 
and 4.12 and the equation set 4.18. Further discussion on the question 
of which form of this model should be used for estimation purposes will 
be postponed until the next chapter. 
Discussion 
In this chapter we have briefly attempted to show that a definite 
relationship exists between the form of the production model commonly 
used in economic analysis, (feedstuffs as input variables), and the form 
of the production model most commonly used by animal nutritionists, (nu­
trient levels in the ration as input variables). The general nature of 
the production models discussed in this chapter could be described as 
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relatively empirical when, compared with the complex rational model of ani-
' mal nutrition referred to by Lucas (43). But at the same time we hope to 
have shown that there is very little difference from an empirical (or 
rational) point of view between the models discussed in this chapter. 
The question of communication between animal scientists and produc­
tion economists is one further matter that can be mentioned here. The dis­
cussion in this chapter does not presuppose anything about the nutritional 
processes in livestock production except that the overall input-output relation­
ships can be described by mathematical functions. Expression of output 
(liveweight gain) as a function of the levels of protein and energy in a 
ration, (c.f. equation 4.3), does not presuppose that these nutrients can 
substitute for each other in the production process. Whether or not, and 
over what range of values, nutrients can substitute for each other in the 
production process must be (and has been) the subject, in the final analysis, 
of empirical investigations. In a recent book review Lister made the fol­
lowing comments concerning the substitution of nutrients in livestock 
rations (41, p. 138): 
The theory of substitution of essential nutrients is not 
sound since by definition an essential nutrient must be sup­
plied in the diet. ... The example used of the relationship 
between energy and protein in a diet is a one-way street. 
Protein can be used as an energy source but at a high 
physiological and economic cost. Energy cannot substitute 
for protein. 
It is reasonably apparent that in this comment Lister has confused 
the term "substitute" with the word "replace". Use of the term substitute 
in the analysis of production functions refers to movement along a given 
isoquant. There may be some range of energy and protein levels in live-
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stock rations such that feeding of these different rations will result 
(eventually) in the same output. Over this range of energy and protein 
levels then it is possible to substitute protein for energy (^nd vice versa) 
in livestock rations. A ration containing no protein (or nitrogen) would 
probably never result in this output level, (i.e. the isoquant would not cut 
the energy axis), and hence energy could not replace protein in the 
ration. The above comment by Lister points out the possible need for bet­
ter communication between production economists and animal scientists, 
though up to a point the individual specializing in one field should make 
himself familiar with the other field through reference to introductory 
texts. This question of communication also provides a strong argument for 
continued cooperation in inter-disciplinary research. 
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STATISTICAL ESTIMATION PROCEDURES AND EXPERIMENTAL DESIGNS 
Introduction 
Until recently interrelationships between the mathematical form of 
the production model selected for economic analysis, experimental designs 
for generating input-output data and statistical estimating procedures 
have received too little attention in livestock production research. The 
most common form of the livestock production function found in the litera­
ture expresses liveweight gain as a function of feedstuff inputs.^ The 
experimental design that has typically been used to generate data for 
estimation of this form of the production model can be described as follows: 
Experimental treatments: different rations defined in terms of 
feedstuff or nutrient ratios. 
Experimental unit: a lot of animals, or an individual animal. 
Experimental method: experimental units are randomly assigned, with 
some level of replication, to the ration treatments. Animals are fed ad 
libitum. Observations on feed consumption and liveweight gain are made at 
regular time intervals throughout the experimental period. 
Statistical estimating procedures have most commonly centered on 
simple least squares regression analysis. However, simple least squares 
regression of liveweight gain on feed inputs has all too often been used 
without sufficient regard to the statistical properties of the data. In­
sufficient attention has been paid to problems of correlated errors as­
sociated with repeated observations on the same experimental unit, problems 
For specific examples see Heady and Dillon (32). 
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of estimation associated with random feed intake and methods for testing 
the adequacy of a particular functional form of the production model. For 
example, the above description of the typical experimental design for ani­
mal production function research indicates that feed consumption is an 
endogenous variable. Under ad libitum feeding the animals themselves de­
cide on how much of a ration they will eat. Feed consumption then is a 
random variable and, in general, application of simple least squares to 
estimate the conventional form of the production function will yield biased 
regression estimators. 
The existence of these problems has been noted and discussed by 
Heady ^  al^. (31, Ch. VII). Recently Battese et (2) presented an 
economic analysis of separated milk and grain rations for pigs which avoids 
statistical difficulties associated with random feed intake under ad libitum 
feeding, (but which also complicates the economic analysis). The pro­
cedure adopted by Battese and his co-workers is to fit various functions 
describing the production process in terms of variables that are under 
control of the experimenter. We shall briefly discuss an application of 
this approach at a later stage in this chapter. The most complete and 
penetrating discussion of problems in the area of statistical analysis of 
animal production experiments has been provided by Fuller (22).^ 
In Chapters 2 and 3 of this study we discussed, in some detail, 
alternative production models that could be used in an economic analysis 
of livestock rations, (derivation of time- and cost-efficient rations). 
^Dr. W. A. Fuller's paper has been available to this writer, in one 
form or another, since 1965. The statistical estimating procedures men­
tioned in this chapter are described fully in this paper. 
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One of these alternatives was a quadratic programming model incorporating 
an average daily gain function referring to some specific gain isoquant. 
The next section of this chapter deals with, stochastic properties of dif­
ferent forms of the average daily gain model and the implications for 
statistical estimation procedures. In a later section we present ex­
perimental designs for investigating the assumption of technical effi­
ciency associated with overall production functions and independence be­
tween interval functions. 
The Average Daily Gain Model 
Livestock rations have traditionally been defined in terms of energy 
and protein levels» Wagner ^  £l. (53) noted that many research workers 
have found that poultry performance is influenced by the ratio of protein 
and energy in the diet and that in the past decade attention has been 
directed toward the effect of varying these nutrient ratios in swine pro­
duction. In this same paper, Wagner et a]^. reported on a series of ex­
periments conducted to investigate the effect of the protein-energy rela­
tionship in swine production. Additional experiments along the same line 
have been reported by Hays ^  al. (2 9). In many of these experiments amino 
acid balance was kept constant so that changes in protein levels would not 
also reflect changes in amino acid balance. These experiments indicated 
that swine performance was affected by the ratio of protein and energy in 
the diet. It seems plausible then to concentrate our attention on levels 
of protein and energy in the ration. We assume that the swine production 
model can be specified in terms of these two nutrients and that such a model 
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can be used to describe the production, process so long as certain, (as­
sumed known), constraints are not violated. As before, this constraint 
set will refer to factors such as amino acid balance, level of fiber, 
availability of trace elements and vitamins, etc., in the ration. 
In Chapter 4 we attempted to relate different forms of livestock 
production models used in Chapters 2 and 3, and in particular we derived 
three forms of the average daily gain model, (Model III). We may now re­
write the average daily gain model in terms of the two nutrients protein 
and energy. 
Model Ilia 
g = g(P, K) (5.1) 
i = i(P, K) (5.2) 
g = average daily liveweight gain per pig, (pounds). 
i = average daily feed intake per pig, (pounds). 
P = level of protein per pound of ration, (pounds). 
K = level of metabolizable energy per pound of ration, (kcals). 
The following relationships allow us to derive Model Illb: 
p = iP 
k = iK 
where, 
p = average daily intake of protein per pig, (pounds), 
k = average daily intake of metabolizable energy per pig, (kcals). 
Model Illb 
g = gi(p, k) = g2(p, i) = ggCk, i) (5.3) 
h(i, p, k) = 0 (5.4) 
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Assume new that average daily protein intake and average daily 
metabolizable energy intake are related to average daily feedstuff intake 
in the following manner: 
p = 2 rpjfj <S-5> 
n 
k = 2 r]j.jyj (5.5) 
where y^ is average daily intake of the feedstuff in the ration, 
r^j is the provision of protein and r^j is the provision of metabolizable 
energy per pound of the feedstuff. We also have, by definition; 
n 
i = 2 y- (5.7) 
j 
These relationships allow us to derive Model IIIc. 
Model IIIc 
g = f(yi, , (5.8) 
hXyj, , y^) =0 (5.9) 
We are therefore faced with three possible forms of the average 
daily gain model. The quadratic programming model for the derivation of 
time- and cost-efficient rations utilizes Model IIIc where we assume that 
equation 5.8 is a quadratic function and equation 5.9 is a linear function. 
For the case where there are many ration ingredients of interest, experi­
ments designed to estimate Model IIIc directly will be prohibitively costly. 
The above relationships between the three forms of Model III however allow 
us to consider indirect estimation procedures for Model IIIc. For example. 
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we could estimate Model Illb and then carry out the substitutions for p, 
k and i as given by equations 5.5, 5.6 and 5.7 respectively. Because these 
latter three equations are linear functions of average daily feedstuff 
consumptions we will often have a one-to-one relationship between the 
mathematical form of equations in Model Illb and the mathematical form of 
equations in Model IIIc. If equation 5.3 is a quadratic function of, say, 
p and i then equation 5.8 will be a quadratic function of the y's. 
An alternative indirect estimation procedure for Model IIIc would be 
to estimate Model Ilia and then substitute for P and K as given by: 
2 fpjyj 
! 
: fkjyj 
and for i as given by equation 5.7. However it is fairly easy to see that 
if the derived form of Model IIIc is to have the property that equation 5.8 
be quadratic and 5.9 be linear then the mathematical form of Model Ilia 
will be complex and hence could give rise to severe estimation problems. 
Indirect estimation of Model lllc via direct estimation of Model Illb 
and substitution of equations 5.5, 5.6 and 5.7 would seem therefore to be 
a reasonable procedure where we wish to use the quadratic programming model 
for economic analysis of swine rations. 
We turn our attention now to experimental designs and statistical 
properties of the resulting input-output data. We assume that we are 
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interested in the production process of feeding fixed-proportion type ra­
tions ad libitum to swine. Livestock rations are defined in terms of pro­
portions of protein and energy; (P, K). We assume, for the moment, that 
experimental units are individual pigs and that there is some level of 
replication for each ration treatment. We will further assume that ex­
perimental units are homogeneous with respect to sex, initial weight, breed, 
age, etc. In this experiment then, the factors under experimental control, 
in addition to the ration treatments selected, concern the termination of 
the experiment. There seem to be two main possibilities for terminating 
such livestock experiments; 
1) Experimental units may be removed from the experiment as they reach 
some given liveweight. In this case the time taken to reach this liveweight 
will be expected to vary between replicates on the same treatment. 
2) Experimental units could all be removed from the experiment after 
some predetermined time period. In this case liveweight ga^n will vary be­
tween replicates on the same treatment and between treatments. 
In either of these two cases it is clear that both average daily live-
weight gain and average daily ration intake per pig over the experimental 
period will be random variables. Under ad libitum feeding it would appear 
almost impossible to control average daily ration intake, (and hence p and 
k), between replications of the same treatment. 
Where experimental units are removed from the experiment as they 
reach some given liveweight gain we assume the following error structure 
for average daily intake of nutrient X for the replicate of the k^^ ra­
tion treatment; 
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Xjk = ^ 
^jk 
=jk = =k + "jk 
X., is total consumption of nutrient X by the replicate of 
the ration treatment. 
tjjç is total time taken by the replicate of the k^^ ration 
treatment to reach some predetermined liveweight gain. 
u., is the additive error associated with the replicate of 
the k^^ ration treatment. 
Xjj is the expected average daily intake of nutrient X for the 
ration treatment. 
We further assume that this additive error structure holds for vari­
ables such as the square of average daily consumption of nutrient X: 
2 _ 2 
j^k - ^  * ""jk 
We are aware that in fact the error structure for average daily 
nutrient consumption (and gain) variables may not follow a simple additive 
model. However, the analysis of non-additive error structures is beyond 
the scope of this study. 
Where the economic analysis of livestock rations can be based on dif­
ferent production periods rather than some (market) liveweight gain iso-
quant then experimental observations and economic analysis can be made for 
predetermined production time intervals.^ In this instance we would have 
^For example, see the Brown and Arscott study of broiler production (9). 
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for some experimental period; 
= t for all j, k 
and the assumption of an additive error structure for average daily nu­
trient consumption (and gain) variables should be quite realistic. How­
ever, in this study we will continue to base our analysis on gain iso-
quants rather than production periods. 
In the experiment described above we assumed that the experimental 
unit was a single pig. More commonly however the experimental unit is a 
lot of pigs and hence it is impossible to observe feed consumption for 
individual pigs within a lot. This fact would be of no importance if we 
wished to estimate a production model that applied to lots consisting of 
some given number of pigs. However, the number of pigs in a lot will vary 
from one production setup to another and hence the desire to estimate the 
production model in terms of a single animal. In the absence of feed con­
sumption observations on individual pigs within a lot, (consisting of n 
animals), we use the following estimate of average daily consumption of 
nutrient X per pig for the replicate (lot) of the ration treatment: 
i'M. 
- — 
J^ijk 
We recognize that this estimator is not an unbiased estimate of average 
daily consumption of nutrient X per pig for the replicate of the k^^ 
ration treatment. 
The realization that some variables in the production process can 
be controlled experimentally while other variables cannot has important 
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implications with regard to estimation procedures. A perusal of Models 
Illb and IIIc indicates that variables in these models fall into the class 
that cannot be controlled experimentally. The "explanatory" variables in 
Model Ilia however do fall into the class that can be controlled experi­
mentally. 
Consider now the problem of estimating one form of the average daily 
gain function in Model Illb: 
Assume further that we wish to estimate the quadratic form of this func­
tion. Now, following Fuller (22), if there were no errors we could write 
this production function: 
However, each of these variables is in fact observed with error so that 
we can (most simply) write the six variables as the sum of a mean value 
and an error: 
g = giCp, k) 
(5.10) 
= P + 
(5.11) 
xg = pk + U5 
=6 = e + *6 
If we substitute the x-variables into equation 5.10 we have: 
e — Ug - b^u^ - b2U2 — b^u^ — b^u^ — bgUg 
89 
The error e is correlated with the x-variables and hence the classical as­
sumptions of least squares are violated. Application of simple least 
squares to the observed x-variables will yield biased and inconsistent esti­
mates of the regression coefficients in equation 5.10. 
Where we have (or can obtain) an estimate of the covariance matrix 
of the errors in equation set 5.11 the estimation problem can be tackled 
as a classic "errors in the variables" problem. However, Fuller (22) has 
described an alternative, and simpler, method which is analogous to two-
stage least squares. This method simply involves applying least squares 
regression to the treatment means of the observed x-variables. The esti­
mators obtained from this procedure approach the true values in probability 
as the number of replications per treatment increases. This follows since 
the errors in the equation set 5.11 new refer to mean values, and thus, 
as the number of replications per treatment increases the variance of u 
decreases. 
Fuller has also pointed out that although this "two-stage least 
squares" procedure provides consistent estimates of regression coefficients 
we must compute a proper error term to use in testing the adequacy of the 
functional form being considered. This can be accomplished by estimating 
the variance of e using an estimate of the covariance matrix of the errors 
in 5.11 and the estimated regression coefficients. Where experimental treat­
ments are replicated we can obtain an estimate of this covariance matrix 
from the deviations of replicates from their treatment means. 
We should note here that these statistical estimation problems can 
be partly circumvented by using only experimentally controlled variables as 
independent variables in regression analysis, i.e. estimation of Model Ilia. 
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This is analogous to the procedure adopted by Battese ^  (2). The 
derivation of time- and cost-efficient rations from Model Ilia would fol­
low almost exactly the procedure presented by Brown and Arscott (9) and 
already discussed in Chapter 3. Again, however, the number of possible 
(P, K) combinations to be considered is very large and the computational 
burden could become considerable. There can be little argument that esti­
mation of Model Ilia would be more satisfactory from a statistical point 
of view than estimation of Model lllb. However, we feel that provided 
we recognize, and attempt to allow for, the statistical problems associ­
ated with Model Illb, the gains in terms of computational efficiency in 
the economic analysis using the quadratic programming model should out-
weight the statistical disadvantages. 
Experimental Designs 
The average daily gain model 
In the preceding section we noted that under ad libitum feeding, 
average daily ration intake, (and hence average daily intake of different 
nutrients),would appear almost impossible to control between replications 
of the same ration treatment. The experimentally controlled ration vari­
ables are nutrient levels and/or levels of different feedstuffs. We may, 
for example, decide on a 4x4 factorial design of 16 ration treatments with 
protein and energy each at 4 levels. However, the corresponding 16 points 
in the average daily protein and energy consumption space may not look 
anything like a 4x4 factorial design in terms of these variables'. In fact 
it will, in general, be impossible to control exactly the configuration 
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of the experimental points in the average daily protein and energy con­
sumption space. Thus, where we wish to estimate Model Illb, (as opposed 
to Model Ilia), we may not be able to take advantage of the work on ex­
perimental designs for response surface exploration carried out by Box 
1 
and his co-workers. 
It is perhaps worthwhile to note that if we had available a prior 
estimate of Model III then it would be possible to make an attempt to 
specify rations in terms of controllable variables that would result in a 
given configuration of points in the average daily protein and energy con­
sumption space. 
The overall function and technical efficiency 
In Chapter 2 of this study we noted that the dynamic nature of ani­
mal production could give rise to questions about technical efficiency. 
One experimental design that could be used to investigate this problem is 
illustrated, in a very simple form, in Figure 7. If we hypothesize that 
the way in which a given quantity of feed is consumed, e.g. (C^, Sj^) in 
Figure 7, does not affect output, then the overall production function: 
G = f(C, S) 
will be single-valued. Figure 7 illustrates three possible ways of feeding 
the quantity of corn and soybean meal given by the coordinates (C^, S^): 
^An introduction to this area of research is the paper by Box on first 
order multi-factorial designs (7). Kempthorne (38) has made some inter­
esting observations concerning the designs proposed by Box ^  al. for re­
sponse surface a exploration. Heady et al. (31, Ch. X) provide a summary 
of some of these recent design concepts and their applicability to meat 
product5c:i surfaces. 
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COBN 
Figure 7. Experimental design for investigating technical efficiency 
in the overall production function 
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(1) Corn, and soybean meal are fed in the ratio until point A 
is reached. These feed inputs are then fed in the ratio R3 until point M 
is reached. 
(2) Corn and soybean meal are fed in the ratio R2 until point M 
is reached. 
(3) Corn and soybean meal are fed in the ratio until point B 
is reached. These feed inputs are then fed in the ratio until point M 
is reached. 
These three ways of feeding a given quantity of corn and soybean 
meal could be the treatments in a suitably replicated experiment. An 
analysis of variance of livestock gains would be one step in an investi­
gation of whether or not we could treat the overall production function 
as a single-valued function. However, the detection of statistically 
significant differences in liveweight gain between these ration treatments 
may not necessarily mean that we should abandon the overall function. We 
should consider the difference in liveweight gain that could be called 
economically significant and experiments should then be designed with the 
aim of detecting differences of this magnitude, (or smaller). 
An additional problem that arises in this design context is the range 
of rations to which we wish the overall function to apply- An analysis of 
the ration lines illustrated in Figure 7 might indicate no significant 
differences in liveweight gain. However, addition of the two rations: 
(1) all soybean meal followed by all corn, 
(2) all corn followed by all soybean meal 
would almost certainly give rise to (economically) significant differences 
in liveweight gain. 
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The number of ration changes involved in feeding a given quantity 
of feed could also affect liveweight gain through carry-over effects. It 
is also likely that significant differences in liveweight gain could be 
more easily obtained during the early part of the growing period than 
say during the finishing period. 
Interval functions and independence 
In Chapter 2 we noted that the simplest system of interval production 
functions assumed that successive functions were independent. One experi­
mental design that could be used to investigate the independence or non-
independence is illustrated, in a simple form for two interval functions, 
in Figure 8. The first interval function in Figure 8 is assumed to de­
scribe the production process over the liveweight gain range; 0 G •£ G-^ t 
while the second interval function is assumed to apply for the liveweight 
range; ^ G ZLGg. 
If we assume that the two interval functions in Figure 8 are inde­
pendent then any given quantity of a ration fed after G^ pounds of gain 
should produce the same increment in liveweight gain regardless of the point 
of origin on the G^ pounds of gain isoquant. Similarly, the same amount 
of a given ration should be required for some given additional liveweight 
gain beyond G^, regardless of the point of origin on the Gj^ pounds of gain 
isoquant. We may use either of these two (related) facts to investigate 
the independence of interval functions. 
In Figure 8 we have two rations identified by the corn and soybean 
meal ratios; and R2. At either of the points A and B on the G^ pounds 
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COEN 
Figure 8. Experimental design for investigating independence of interval 
production functions 
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of gain, isoquant we can feed both of these rations. Assume that we feed 
the same amount of ration to two lots of pigs where one lot has reached 
point A and the other lot has reached point B. Under the hypothesis of 
independent interval functions we would expect equal liveweight gains be­
yond G2^ for each lot of pigs. Under this hypothesis we would expect a 
similar result from a given amount of any other ration, e.g. Eg* ^&d to 
lots of pigs that have reached points A and B. There is however no a 
priori reason, to expect the same amount (weight) of different rations, 
e.g. and Rg, to produce the same amount of liveweight gain and a. null 
hypothesis to this effect would be meaningless. 
In Figure 8 we have AV equal and parallel to BX. Therefore, under 
the hypothesis of independent interval functions we expect total liveweight 
gain at X to equal total liveweight gain at V. It is obvious that there 
are an infinite number of comparisons that could be made along these lines 
and that failure to find significant differences in liveweight gain for a 
few of these comparisons would not enable us to accept the hypothesis of 
independent interval functions. 
For the overall production function there would be no a priori reason 
to expect, (or hypothesize), that output at points V and X would be equal. 
In Figure 7 the single-valued overall production function predicts that 
output at point M will be the same regardless of the feed path used to 
reach this point. For a series of, (even independent), interval functions 
there would be no a priori reason to expect this same result. 
This fact was apparently not recognized by Johnson as he compares 
"feed required per pound of gain" from different rations in an analysis of 
variance (37, p. 56 and Table 27). 
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Questions of experimental design depend very largely on the accurate 
and clear statement of research objectives. The designs outlined in this 
chapter are only a few of those that undoubtedly could be used to investi­
gate the nature of livestock response functions. 
Comment 
This brief discussion on experimental designs for the investigation 
of some aspects of livestock response functions concludes Part I of this 
study. Chapters 2 and 3 have considered in some detail models for the 
derivation of economically efficient livestock rations. An integral part 
of the economic analysis was seen to be a model of the livestock production 
process. In Chapter 4 we attempted to relate different forms of the pro­
duction model and in this present chapter we have mentioned statistical 
properties of related variables and the implications these properties have 
for statistical estimation procedures. 
In Part II of this study we present an empirical analysis of growing-
finishing swine which utilizes the quadratic programming model developed 
in Chapter 3. 
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PART II. A QUADRATIC PROGRAMMING MODEL FOR SWINE RATIONS -
A WORKED EXAMPLE 
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THE AVERAGE DAILY GAIN PRODUCTION MODEL 
Introduction 
The essential ingredients of the quadratic programming model for the 
economic analysis of swine rations, (as outlined in Chapter 3), are; 
(1) An estimate of the average daily gain production model corres­
ponding to the liveweight gain isoquant(s) of interest. 
(2) Nutritional analysis of feedstuffs that are to be ration candi­
dates and a statement of the programming restrictions under which we ex­
pect the average daily gain model to describe the production process. 
This chapter concerns the first of these requirements while the 
following chapter deals with the second. 
On the basis of our discussion in Chapter 5 we concluded that the 
average daily gain model, expressed in terms of actual feedstuffs, could 
best be derived indirectly by estimation in terms of average daily consump­
tion of the nutrients protein (p), metabolizable energy (k) and average 
daily ration intake (i). The general form of the model we wish to esti­
mate then is given by; 
g = g^Cpj k) = ggCp, i) = ggCk, i) (6.1) 
h(p, k, i) = 0 (6.2) 
We can estimate this system of equations by 6.2 and any one of the 
three forms in 6.1, Given equation 6.2 and any one of the functions in 
6.1 we can derive the remaining two functions in 6.1. 
The quadratic programming model requires that the function to be 
maximized, (the average daily gain function expressed in terms of the 
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individual feedstuffs), be quadratic and that the intake function, (cor­
responding to 6.2 and also expressed in terms of the individual feedstuffs), 
be linear. 
We assume that each of the variables p and k is a linear function of 
average daily feedstuff intakes. Average daily ration intake (i) is a 
linear function of average daily feedstuff intakes by definition. Thus, 
a sufficient condition for the intake function to be linear in terms of 
the individual feedstuffs is that equation 6.2 be linear in terms of the 
variables: p, k and i. Similarly, a sufficient condition for the av­
erage daily gain function to be quadratic is that the form selected from 
5.1 be a quadratic function. We also have that if the selected average 
daily gain function is quadratic and the intake function, 6.2, is linear 
then the remaining two functions in 5.1 are quadratic. 
Quadratic programming codes in common use at this time require that 
quadratic functions which are to be maximized (minimized) must be concave 
(convex). The quadratic function: 
g = cx + % xCx 
where x is a (mxl) vector of variables, c is a (Ixm) vector of constants 
and C is a (mxm) matrix of constants, will be concave (convex) if the 
quadratic form: xCx is negative semidefinite (positive semidefinite), 
(51, p. 223). 
Consider now the linear transformation: 
X = Ay (5.3) 
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where y is a (nxl) vector of variables and where A is a (mxn) matrix of 
constants. Given that we can say something about the nature of the quad­
ratic form xCx we want to know what, if anything, we can say about the 
quadratic form: 
yQy ~ yA'CAy = xCx (6.4) 
From 6.3 we have that for any value of y there exists a corresponding 
value of X. If, for example, xCx is positive definite then we have: 
xCx •> 0 for all x / 0 
For some y / 0 we may have x = 0, from 6.3, and hence combining this 
result with 6.4 we have: 
yQy - 0 for all y X 0 
i.e. Q is positive semidef inite. Similarly, if C is negative definite (or 
semidef inite) then Q is negative semidef inite. 
Thus, a sufficient condition for the quadratic function: 
g = qy + ^Qy (6.5) 
to be concave, (Q negative semidefinite), is that the function: 
g = cx + %xCx (6.6) 
be concave, (C negative semidefinite), where x and y are related linearly 
as in 6.3. Equation 6.6 corresponds to the average daily gain function 
selected from 6.1 and equation 6.5 corresponds to the average daily gain 
function expressed in terms of the vector of individual feedstuffs y, (as 
required for the quadratic programming model). 
This discussion leads us to conclude that if we are fortunate enough 
to be able to describe the production process in terms of a negative definite 
(or semidefinite) quadratic average daily gain function and a linear intake 
function, (equations 6.1 and 6.2 respectively), then we should be able to 
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apply quadratic programming to the problem of deriving time- and cost-
efficient rations for livestock production. If we consider the entire range 
of possible protein and energy levels (P, K) then nutrition theory leads us 
to expect that the average daily gain function for ad libitum feeding, ex­
pressed in terms of average daily feed intakes, would be concave. However, 
for the entire feasible (P, K) space the quadratic functional form may not 
provide a good mathematical description of the production process. In this 
event we could consider the technique of grafted polynomials (24). For 
some subspace of the entire feasible space we may find that the fitted 
quadratic function is not concave, (i.e., the mathematical form is either 
convex or indefinite). In this case we must either revert to a more general 
model for the economic analysis, e.g., the linear programming technique 
proposed by Dent (15), or the use of generalized quadratic programming 
algorithms, e.g., the "cutting plane" method proposed by Candler and 
Townsley (12). 
In the next section we describe a swine production experiment where 
different levels of protein and energy were fed over the growing-finishing 
period. The results from this experiment are then used to estimate the 
average daily gain model for growing-finishing swine, (equations 6.1 and 
6 . 2 ) .  
Grower-Finisher Experiment 1106 
The experiment described in this section was conducted by the Depart­
ment of Animal Science, Icwa State University, during ^ril-August 1961. A 
total of 144 pigs were allocated in lots of 6 pigs to 6 ration treatments. 
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i.e., each ration treatment was replicated 4 times. Average initial age 
of pigs was 61 days and average initial weight was approximately 44 pounds. 
The six protein: energy levels and the corresponding experimental rations 
are given in Table 1. Rations were fed ad libitum and individual pigs 
were removed from the experiment as they reached 200 pounds liveweight. 
We are concerned in this analysis then with estimating the average daily 
gain model for 156 pounds of liveweight gain on hogs, (44 to 200 pounds), 
over the growing-finishing period. 
Table 1. Experimental rations for Experiment 1106 
Metab. energy^ 1173 1186 1198 1510 1524 1537 
(kcal/lb.) 
Protein level (%) 18 15 12 18 15 12 
Treatment no. I II III IV V VI 
Grnd. yellow corn 61. 30 51. ,00 41. ,00 61. SO 51, ,80 41. 80 
Soybean meal (50) 24. 90 20, ,60 16. 40 25. ,10 20, ,90 16. 75 
Corn sugar 0, 20 14. 95 29, ,30 0. 35 14, ,25 28, ,15 
Oat hulls 10, ,55 10. ,25 10. ,00 
Tallow 9. ,65 9, .85 10. ,00 
Calcium carbonate 0. 40 0. 25 0. 05 0. ,40 0. 25 0 .05 
Dicalc. phosphate 1. 85 2. 15 2. 45 1. 90 2. 15 2. 45 
Salt 0. 50 0, .50 0, .50 0. 50 0. 50 0. 50 
Trace mineral mix 0, .10 0. 10 0, .10 0, .10 0, .10 0, .10 
Vit. additive mix 0. 20 0 .20 0 .20 0, .20 0. 20 0, .20 
100 .00 100 .00 100 .00 100, .00 100 .00 100, .00 
^When this experiment was conducted in 1961 feedstuff analyses indi-
• cated that there were only two levels of metabolizable energy in these ra­
tions: 12 90 and 1630 kcal/lb. The figures shown in this table were de­
rived from more accurate and recent metabolizable energy determinations, 
(see Table 9). 
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The liveweight'gain and feed consumption data collected from this 
experiment may be summarized as follows: 
= liveweight gain for the i^^ pig of the replicate on 
the ration treatment, (this gain averaged about 156 pounds), 
t. = length of the production period for the i^^ pig of the jth 
replicate on the ration treatment. 
X = total consumption of nutrient X by the lot of pigs on 
the ration treatment, (i.e. we do not have consumption 
data for individual animals). 
X^jk = where I.jk is total ration intake for the repli­
cate on the k^^ ration treatment and 3^ is the level of nu­
trient X in this ration. 
i  =  1 ,  .  .  .  , 6  
j = 1, . . . , 4 
k  —  1 ,  . . . , 6  
Then we have: 
S.jk 
= average daily liveweight gain per pig for 
the replicate of the k^^ treatment. 
= average daily liveweight gain per pig for 
the k^^ treatment. 
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x.'ik 
*.jk - 6 
= average daily consumption of nutrient X per 
pig for the replicate of the treatment. 
=..k " ,*.jk 
:=i 
= average daily consumption of nutrient X per 
pig for the treatment. 
Variables such as the square of average daily consumption of nutrient 
X are given by: 
2 " 2 
".jk 
J--!-
To simplify exposition we will adopt the following notation as il­
lustrated for the variable: average daily consumption of nutrient X per 
pig. 
X refers to an observation on a replicate 
X refers to a treatment mean 
X refers to the overall experimental mean 
2(x - x)^ refers to the sum of squares of deviations from treatment 
means. 
Z(x - x)^ refers to the sum of squares of deviations of treatment 
means from the overall experimental mean. 
For our experiment with 4 replicates of each of 6 treatments we have: 
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and in the absence of treatment effects we have; 
Treatment means, as defined above, are given for Experiment 1106 in 
Table 2. Analyses of variance for these variables are given in Table 3. 
These two tables indicate that the six ration treatments in Table 1 did 
produce significant differences in the observed variables. 
The remainder of this chapter concerns estimation of the average daily 
gain model from the results of Experiment 1106. In this respect the small 
number of ration treatments, six, is the absolute minimum number needed to 
estimate a quadratic function in two variables. Where we include an in­
tercept term in the quadratic function we have six regression coefficients 
to estimate. Such a function would fit the treatment means for our ex­
periment exactly thus leaving no degrees of freedom for a lack-of-fit 
test. For the average daily gain model we hope to express one of the equa­
tions in 6.1 as a quadratic function. Where average daily ration intake, 
and hence average daily protein and energy intake, is zero we would expect 
average daily liveweight gain to be positive, zero or negative depending 
on the length of the experimental period. However, for Experiment 1106 ad 
1ibitum feeding rates were used and average daily ration intake did not 
approach zero for any treatment. In this experiment though we are only 
concerned with approximating the production process in some subregion of 
the possible production space. We have no a priori reason therefore to 
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Table 2. Treatment, means for various variables from Experiment 1106 
corresponding to 155 pounds of gain per pig 
Me-cab. energy 1173 1186 1198 1510 1524 1537 
(kcal/lb.) 
Protein level 18 15 12 18 15 12 
(%) 
Treatment no. I II III 17 V VI 
Av. daily gain 1.550 1.588 1.595 1.680 1.780 1.740 
(lbs.) 
Av. daily protein intk. 1.075 0.924 0.746 0.852 0.791 0.630 
(lbs.) 
Av. daily energy intk.* 7.004 7.304 7.454 7.144 8.036 8.067 
(Meals) 
Av. daily ration intk. 5.971 6.159 6.222 4.731 5.273 5.248 
(lbs.) 
*1.0 Meal = 1000 kcals. 
Table 3. Analyses of variance for the variables; average daily gain (g), 
average daily protein intake (p), average daily energy intake 
(k) and average daily ration intake (i) 
Variable Source d.f. S.S. M.S. F 
g Treatments 5 0.1705 0.0341 11.96* 
Error 18 0.0514 0.0029 
Total 23 0.2220 
P Treatments 5 0.4697 0.0939 70.70* 
Error 18 0.02 39 0.0013 
Total 23 0.4936 
k Treatments 5 3.1562 0.6312 4.38* 
Error 18 2.5917 0.1440 
Total 23 5.7478 
i Treatments 5 7.2890 1.4578 25.69* 
Error 18 1.0215 0.0568 
Total 23 8.3105 
^The appropriate value from the F-distribution for the 1% point is 
4.25. 
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believe that a quadratic function without an intercept term would fit the 
data from our experiment. A lack-of-fit test based on a single degree of 
freedom gained by dropping the intercept, (or any other term), might be 
preconditioned to produce a significant difference. Also, the small number 
of treatments does not allow us to consider the procedure of grafted poly­
nomials (24) should a single quadratic function appear unsatisfactory. 
In a thorough investigation of the quadratic programming model for the 
derivation of economically efficient livestock rations we, should analyze 
additional experiments and a larger number of points in the feasible ex­
perimental space. Such an investigation has not been undertaken for two 
reasons: 
(1) We are concerned here with the development rather than the 
testing of an analytical model. 
(2) At this time the necessary experimental data is not available. 
We proceed therefore with an .analysis of Experiment 1106 and subse­
quent use of the estimated functions with full realization and warning 
that numerical results presented may not provide a good approximation to 
the real world for growing-finishing swine. Our main aim at this time is 
to illustrate the steps of a procedure rather than to draw real world in­
ferences. Hopefully the next step would be the design and analysis of 
experiments to test the quadratic programming model. 
The Ration Intake Function 
The quadratic programming model requires that equation 6.2: 
h(p, k, i) = 0 
be a linear function. There are therefore three alternative forms for 
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estimating the ration intake function: 
i = &o + + *2* 
p = bg + b^k + b2i 
k = + c^p + cji 
(6.7) 
(6 .8)  
(6.9) 
The linear form of equation 6.2 should be viewed strictly as an 
approximating function for the experimental region. There can be no 
claim that the linear form of this function is the true form of the 
underlying intake relationship. When average dî il^. ration intake is 
zero then average daily protein and energy intake must necessarily be 
zero; but this relationship clearly need not hold for equations 6.7, 
6.8 and 6.9. 
In Chapter 5 we recognized that all three variables in equation 6.2 
are endogenous under ad libitum feeding. In this situation we can follow 
Fuller (22) and consider two estimating procedures: 
(1) Regression estimates calculated from treatment n&ans with ap­
propriate adjustment of the estimate of experimental error to allow a lack-
of-fit test. 
(2) Treatment as a classical errors in variables problem. 
Regression on treatment means 
Application of least squares regression to the treatment means from 
Experiment 1106, (Table 2), yields the following estimates of the ration 
intake function. 
i = 5.00 + 1.20p - 0.05k 
(0.43) (0.33) (0.04) 
(6.7.a) 
p = 2.63 - 0.26k + 0.03i 
(2.29) (2.18) (0.33) 
(6.8.a) 
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k = 9.53 - 2.35p - O.Oli (6.9.a) 
(6.34) (2.18) (0.04) 
Given in parentheses below each coefficient is the "t-value" using 
the residual mean square as printed out by the regression program. 
Fuller (22) has pointed out that this statistic is not distributed as 
Student's t because of the error structure of the data though it can be 
used to give a crude indication of the variability associated with the 
coefficient. 
In equations 6.8.a and 6.9.a we note that the estimate of the re­
gression coefficient for the intake variable (i) is not significantly different 
from zero. In this case we would expect that the inverse function, (expressing 
i as a function of p and k), would not be well defined. 
Our next step is to calculate an appropriate lack-of-fit test for 
each of these fitted equations. The procedure followed here is that given 
by Fuller (22) and mentioned in Chapter 5. Consider, for example, equation 
6.9. The usual lack-of-fit test for this equation would be constructed 
by partitioning the treatment sum of squares in the analysis of variance 
for the variable k into a portion due to regression and a portion due to 
deviations of treatment means from regression (32, p. 157): 
Source d.f. S.S. M.S. 
Regression 2 R 
Deviations from Reg. 3 D 
Experimental error 18 E #2 
Total 23 
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Th.e lack-of-£it test then is obtained by comparing the ratio Hi 
^2 
with appropriate values from the F-distribution. Under the null 
hypothesis that the fitted form is the true functional relationship then 
and should both estimate experimental error. However, where the 
"explanatory" variables in regression are random rather than fixed the 
above lack-of-fit test breaks down. Under the simple additive error 
structure hypothesized in Chapter 5 we may write; 
p = Xi + ïïi 
i = X2 + U2 
k = X3 + U3 
where these variables now refer to treatment means. Substituting for k, 
p and i in equation 5.9 we have: 
=3 = Co * ''I'^ l " ^ 2^^ 2 + ë 
where 
e = U3 - c^u^ - C2U2 (6.10) 
We also have for Experiment 1106: 
Var(u^) = 4.Var(u^) 
where u^ is the error associated with p, where 4 equals the number of treat­
ment replicates and where u^^ is the error associated with a treatment mean. 
Similarly we have: 
Var(e) = 4.Var(ë) (6.11) 
In our example, the error mean square associated with deviations 
from regression in the usual lack-of-fit test (M^) estimates Var(e), 
under the null hypothesis that we have fitted the true functional form. 
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At the same time, the error mean, square estimates variance of the 
error associated with k, Var(ug). In this case then it is clear that the 
ratio ^  does not provide a satisfactory lack-of-fit test. 
M2 
The procedure proposed by Fuller (22) entails the replacement of the 
error mean square M2 by an estimate of Var(e). We can obtain an estimate 
of VarCu^), for example by 
ÎT 2CP - P)2 
and similarly an estimate of VarCu^), Cov(u^U2)» etc. The estimated co-
variance matrix for the errors u^, U2 and corresponding to the vari­
ables p, i and k is given in Table 4. Let V denote.this estimated covari-
ance matrix. Then from 6.10 and 6.11 we have as an estimate of Var(e), 
(corresponding to our example equation 6.9.a): 
cVc = 1^2 
where 
C = (1, -C^, -Cg) 
is the vector of estimated regression coefficients. Table 5 presents the 
adjusted lack-of-fit tests for equations 6.7.a, 6.8.a and 6.9.a. 
From Table 5 we see that we would reject the linear model where intake 
is used as the dependent variable. This confirms our earlier suspicion 
that this equation might not be well defined since the regression coeffi­
cients for i in equations 6.8.a and 6.9.a were close to zero. There appears 
to be little to choose between equations 6.8.a and 6.9.a, though we would 
just reject the former model at the 5% level of significance. On the basis 
of this lack-of-fit test then we could select equation 6.9.a to describe 
113 
Table 4. Estimated error covariance matrix from Experiment 1106 
k p i 
k 0.125285 
p 0.012757 0.001329 
i 0.084081 0.008628 0.056754 
Table 5. Lack-of-fit tests for intake functions 
Equation Dev. from reg. Adj. exptl. error Fo ng(5%) 
Ml M2' 5% 
6.7.a 2.1546 0.0458 47.07 3.16 
6.8.a 0.0538 0.0147 3.65 3.16 
6.9.a 0.4845 0.1951 2.48 3.16 
the ration intake function for our particular experiment. 
Errors in variables 
We now present the errors in variables estimate of equation 6.9, 
(k as the dependent variable). The computational steps involved in this 
estimating procedure have been fully described by Fuller (23). In this 
procedure we make direct use of the estimated error covariance matrix. 
Table 4, to derive estimates. The resulting estimate of equation 6.9 is: 
k = 10.084 - 2.458p - .094i (6.12) 
(6.48) (2.25) (0.33) 
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The corresponding regression estimate obtained from application of 
least squares to the treatment means, equation 6.9.a, is seen to compare 
quite well with the more sophisticated errors in variables estimate. 
However, since we have decided to use k as the dependent variable in the 
intake function and since we do have the errors in variables estimate we 
will use equation 6.12 in our future computations. 
Since the regression coefficient associated with intake i is apparent­
ly not significantly different from zero we would expect to obtain a 
satisfactory description of the relationship between average daily protein 
and energy intake for our experiment without reference to average ration 
intake. However, the intake term i fits logically into the intake function^ 
and hence we shall retain the form of this function as presented above. 
Equation 6.12 is presented graphically in relation to the experimental 
averages for p and i in Figure.9. 
By substituting for p and k as given by 
p = iP and k = iK 
in equation 6.12, it can be shown that as the level of protein (P) and the 
level of energy (K) in the ration increase then average daily ration intake 
is predicted to decrease. This result conforms to the ration intake pat­
tern observed from Table 2. 
The Average Daily Gain Function 
The quadratic programming model requires that the estimated form of 
the average daily gain equation, 6.1: 
g = giCp, k) = ggCp, i) = ggCk, i) 
^See discussion of Model III in Chapter 4. 
7.5 7.0 8.0 
III 
vO II + 
1 
VI + 
8 
<«5 
ÎVÏÔ 0.90 Ï7ÔÔ 0.60 0.80 
AVERAGE DAILY PROTEIN INTAKE 
0.70 0.50 
Figure 9. Iso-energy intake lines from equation 6.12 (roman numerals correspond to treatment 
numbers) 
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be a concave quadratic function. As was the case for the ration, intake 
function we are faced with the problem that all the variables are endogenous 
under ad libitum feeding and, as before, we could use either of two esti­
mating procedures. However, the additional computations associated with 
the errors in variables estimating procedure and the apparently satis­
factory performance of simple least squares applied to treatment means led 
us to use only this latter technique for the average daily gain function. 
Because average daily protein intake (p) and average daily ration 
intake (i) were used as the "independent" variables in the intake function 
it seemed logical (though not necessary) that these should be used in 
the average daily gain function. More traditionally however (15) average 
daily protein and energy intakes have been used as independent variables. 
However, when we fitted a quadratic function, with protein and energy as 
independent variables, to the treatment means for Experiment 1106 the re­
sulting form was indefinite, i.e. with the stationary point a saddle point, 
(with average daily gain increasing continuously in the energy direction 
and decreasing continuously in the protein direction). This form of the 
quadratic function is unmanageable with respect to current non-linear pro­
gramming codes, (though algorithms do exist). 
The quadratic form of the average daily gain function with protein 
and intake as "independent" variables as estimated from the treatment means 
from Experiment 1106, was: 
g = -.454p + .823i - 1.944p^ - .128i^ + .612pi (6.13) 
(0.27) (3.12) (1.23) (2.39) (1.18) 
The average daily gain function 6.13 is concave since the matrix of second-
order partial derivatives with respect to p and i: 
117 t-3.888 .612* 
.612 -.256 
is negative definite, (1, p. 487). 
The estimated error covariance matrix for the variables in equation 
6.13 is presented in Table 6. The associated lack-of-fit test gives a 
value of 2.36 with (1, 18) degrees of freedom. The corresponding value 
from the F-distribution is 3.01 for the 10% level of significance. At 
the 10% level of significance then we do not reject the null hypothesis 
that the quadratic average daily gain function, 6.13, adequately describes 
average daily gain along the 156 pounds of gain isoquant for swine on Ex­
periment 1106.^ 
Figure 10 illustrates average daily gain contours, derived from equa­
tion 6.13, in relation to treatment averages for Experiment 1106. The 
shape of these average daily gain contours in the experimental region may 
disturb some readers at first glance. However, we must keep in mind the 
fact that our production model is a two equation system and therefore 
any one equation cannot be interpreted independently of the other. For 
example, an increase in p and i in equation 6.13 might predict a decrease 
in average daily liveweight gain, but from equation 6.12 we have an as­
sociated decrease predicted for average daily energy intake» 
1 
Because our main aim in this dissertation was to illustrate an ap­
plication of quadratic programming and because 6.13 seemed to provide a 
satisfactory description of average daily gain for our somewhat limited 
experiment,.no attempt was made to estimate the function: g = ggCk, i). 
Maximum av. daily gain 
m 
A 
1 
lA 
Ï7ÎÔ 0.60 0:70 
AVERAGE DAILY PROTEIN INTAKE 
Figure 10. Isoquants Eor the estimated average daily gain function equation 6,13 (+ denotes treat 
ment mean) 
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Table 6. Estimated error covarian.ce matrix from Experiment 1106 
g i2 pi 
g .00285 
p .00103 .00133 
i .00641 .00836 .05675 
p^ .00170 .00222 .01429 .00376 
i2 
.06516 .09291 .61282 .15441 
pi .01046 .01428 .09301 .02395 
6.65043 
1.00721 .15440 
Summary 
This chapter has presented an average daily gain production model 
derived from a growing-finishing experiment for hogs with six rations de­
fined in terms of protein and energy levels and fed ad libitum. The esti­
mated equations corresponding to 6.1 and 6.2 respectively are: 
g = - .454p + .823i - 1.944p2 - .128i^ + .6l2pi 
k = 10.084 - 2.458p - .094i 
This then is the production model to be used in the subsequent quad­
ratic programming analysis of rations for 156 pounds of gain on swine. 
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FEEDSTUFF ANALYSIS AND PROGRAMMING RESTRICTIONS 
Feedstuff Analysis 
In this chapter we present the programming restrictions to be used in 
our quadratic programming model for the economic analysis of swine rations. 
We hypothesize that under these restrictions the average daily gain model 
presented in Chapter 6 would adequately describe the production process of 
growing-finishing swine where rations are fed ad libitum. This hypothesis 
could be tested by feeding rations derived from the quadratic programming 
model.^ 
The individual feedstuffs to be considered as ration candidates and 
restrictions on their use in swine rations are presented in Table 7. The 
selection of feedstuffs and restrictions on their use for growing-finishing 
hogs was made in conjunction with advice from Dr. Vaughn C. Speer, Animal 
Science Department, Iowa State University. The nutrient constraints that 
must be satisfied are presented in Table 8. Minimum amino acid require­
ments used in Table 8 are given by Hays (26). Minimum Calcium and Phos­
phorus levels and the maximum fiber constraint were taken from Hays et 
(28) .  
Table 9 presents nutrient analysis and prices for ration candidate 
feedstuffs. Prices were determined in discussion with Dr. Vaughn C. Speer 
and reference to current price reports. These prices do not reflect those 
facing any particular producer or feedmill operator, but they do roughly 
conform to market prices ruling in late 1968. A number of sources were 
^For one study where this has been done, see (16). 
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Table 7. Ration ingredients for programming analysis 
Code Feedstuff Restriction 
ALFA • Dehydrated alfalfa meal None 
BASL Barley None 
CORN Corn None 
CNSD Cottonseed Meal (solv.) Max 5% of ration 
DIST Distillers* solubles (dried) None 
FISH Fishmeal (Menhaden) Max 5% of ration 
MEAT Meat and bone meal None 
MILO Milo None 
OATS Oats None 
RLOT Rolled oats None 
OTHL Oat hulls None 
SMLK Skim milk (dried) None 
SB44 Soybean meal (solv.) None 
SB50 Soybean meal (dehulled, solv.) None 
WSAT Wheat None 
WHEY Whey(dried) None 
TLOW Tallow Max 7% of ration 
CSÏÏG Corn sugar (dextrose) Max 10% of ration 
WMDS Wheat middlings None 
BLOD Blood meal Max 3.! 5% of ration 
CCOB Ground corn cobs None 
SLYS Synthetic Lys ine None 
SMET Synthetic Methionine None 
CACA Calcium carbonate None 
DCAP Dicalcium phosphate None 
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Table 8. Constraint codes for programming analysis 
Code Rcw Restriction 
OBJ Feedstuff prices (j^/lb.) 
ENEG Me tab. energy in ration (Meals) 
PROT Protein in ration (lbs.) 
FIBR Fiber (lbs.) Max 5% of ration 
ARGI Arginine (%) Min 1.8% of protein 
HIST Histidine (%) Min 1.5% of protein 
ISOL Isoleucine (%) Min 3.5% of protein 
LYSI Lysine (%) Min 5.0% of protein 
METH Methionine (%) Min 1.8% of protein^ 
MECY Methionine plus Cystine (%) Min 3.3% of protein^ 
PHEN Phenylalanine (%) Min 2.5% of protein 
THRE Threonine (%) Min 3.5% of protein 
TRYP Tryptophan (%) Min 0.8% of protein 
VALI Valine (%) Min 3.1% of protein 
CALC Calcium (%) Min 0.6% of ration 
PHOS Phosphorus (%) Min 0.5% of ration 
INTK Intake constraint function Equality 
^At least 55% of the minimum MECY requirement must be supplied by 
MEIH, (26). 
Table 9. Nutrient analysis and prices per pound for various feedstuffs 
Row ALFA BARL CORN CNSD DIST FISH MEAT MILD OATS RLOT OTllL SMLK 
OBJ 1 2.25 2.25 2.00 3.50 3.30 7.00 5.00 2.20 2.30 . 4.00 1.00 21.00 
EN EG (Meal) .543 1.090 1.322 .830 1.473 1.165 .672 1.342 1.064 1.429 .150 1.545 
PROT (lb.) .173 .116 .088 .405 .280 .611 .510 .111 .118 .169 .020 .340 
FIBR (lb.) .270 .080 .025 .130 .040 .010 .025 .025 .120 .020 .365 0 
ARGI (%) .78 .58 .38 4.20 .68 3.52 3.63 .43 .70 1.00 .10 1.15 
HIST (%) .40 .30 .22 1.02 .74 1.57 .87 .30 .23 .30 .05 .84 
ISOL (%) .82 .52 .35 1.59 1.52 3.32 1.70 .50 .55 .60 .10 2.15 
LYSI (%) .70 .50 .24 1.66 .84 5.44 2.98 .2/ .43 .50 .10 2.45 
METH (%) .31 .18 .19 .62 .43 1.80 .68 .lu .15 .20 .05 .85 
MECY (%) .61 .39 .32 1.46 .71 2.90 1.32 .25 . 36 ' .,40 .10 1.16 
PHEN (%) .82 • 66 .41 2.11 1.73 2.55 1.80 .48 .65 .60 .10 1.67 
THRE (%) . .64 .44 .31 1.38 .92 2.51 1.66 .36 .40 .50 .10 1.61 
TRY? (%) .33 .16 .06 .59 .12 .64 .36 .12 .15 .20 .05 .47 
VALI (%) .88 .67 .44 1.97 1.42 3.78 2.46 .56 .62 .70 .10 2.36 
CALC (%) 1.55 .08 .02 .22 .32 5.00 9.85 .03 .09 .05 .09 . 1.27 
PHOS (%) .25 .38 .26 1.14 1.30 3.30 4.50 .30 .39 .40 .10 1.00 
Table 9. (Continued) 
8B44 SB50 WEAT V7HEY TLOW CSUG WMDS BLOD CCOB SLYS SMET CACA DCAP 
OBJ ' (/) 3.60 4.00 2.40 4.75 5.00 10.00 2.10 6.50 1.25 125.0 100.0 1.00 4.50 
EN EG (Mcal) 1.224 1.380 1.416 1.446 3.544 1.416 .810 1.329 .240 0 0 0 0 
PROT (Ib.) .440 .500 .127 .121 0 0 .160 .800 .02 3 0 0 0 0 
FIBR (Ib.) .070 .030 .020 0 0 0 .090 .010 .350 0 0 0 0 
ARGI (%) 3.28 3.83 .75 .25 0 0 .80 3.38 .10 0 0 0 0 
HIST (%) 1.13 1.33 .37 .15 0 0 .40 4.22 .06 0 0 0 0 
ISOL (%) 2.52 2.72 .60 .73 0 0 .80 .99 .09 0 0 0 0 
LYSI (%) 2.86 2.94 .42 .70 0 0 .75 7.00 .06 100.0 0 0 0 
METH (%) .59 .85 .21 .22 0 0 .23 1.14 .05 0 100.0 0 0 
MECy (%) 1.32 1.58 .45 .53 0 0 .57 2.64 .08 0 100.0 0 0 
PHEN (%) 2.15 2.40 .77 .32 0 0 .70 5.80 .10 0 0 0 0 
TNRE (%) 1.87 1.85 .45 .67 0 0 .60 4.17 .08 0 0 0 0 
TRYP (%) .53 .58 .21 .23 0 0 .23 1.16 .02 0 0 0 0 
VALI (%) 2.42 2.62 .68 .67 0 0 .80 7.73 .17 0 0 0 0 
CALC (%) .30 .25 .05 .90 0 0 .10 .30 .11 0 0 38.00 26.00 
PHOS (%) .64 .60 .39 .72 0 0 .90 .25 .04 0 0 0 18.00 
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Table 10. Composition and value o£ 1.0 pound of additive mix 
Ingredient Quantity Value (/) 
Iodized salt 0.50 1.00 
Trace minerals 0.10 0.70 
Vitamins 0.20 7.00 
Antibiotics 0.20 6.00 
Totals 1.00 14.70 
used to determine the nutrient analysis of the feedstuffs of interest. 
The sources for each nutrient category are listed below: 
Metabolizable energy, (27, 35) 
Protein, (3, 45) 
Fiber, (28) 
Amino acidsj (3, 45). 
Calcium, phosphorus, (3, 28, 35). 
In deriving metabolizable energy levels, for example, source (27) 
was used to obtain as much data as possible for the listed feedstuffs, 
then source (35) was used to complete the information. Similarly for 
protein, amino acids and the elements Calcium and Phosphorus. 
In addition to the constraints listed in Tables 7 and 8 we decided 
to reserve 1.0 percent of derived rations for trace minerals, vitamins, 
antibiotics and salt. The composition and the value of different in­
gredients in one pound of this additive mix is given in Table 10. 
Let V denote average daily intake of this additive mix, and continue 
to let y^ denote average daily intake of the feedstuff. Then average 
daily ration intake (i) is given by: 
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i - 2 y. + V 
3 ^ 
In addition we have that v comprises 1.0 percent of the ration; 
V = .Oli 
Combining these two results we obtain: 
n 
i = 1.0101 2 Yj (7.1) 
2 
n 
V = 0.0101 2 y. (7.2) 
j 
We shall make use of the relationships 7.1 and 7.2 to state our 
programming problem in terms of only the y^ variables while still ful­
filling the condition that the additive mix in Table 10 comprises 1.0 
percent of any ration. 
Quadratic Programming Constraints 
The quadratic programming model as presented in Chapter 3, (equa­
tions 3.27.a through 3.27.e), contains the following constraint set: 
Ay ^  b (7.3) 
hCy^, . . . , y^) = 0 (7.4) 
n 
2c-y- = c (7.5) 
j 
The constraints represented by 7.3 include the restrictions on 
individual feedstuffs as given in Table 7 and the nutrient constraints 
as given in rows 4 through 16 in Table 8. In addition we have the con­
straint that 1.0 percent of the ration be reserved for the additive mix 
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specified in Table 10. 
Consider now the constraint that the level of fiber be less than 
or equal to 5.0 percent of the ration. From Table 9, row 4 we can ob­
tain fiber contents for individual feedstuffs. Now, referring to the 
feedstuffs in Table 9, let be average daily intake of ALFA, y2 be av­
erage daily intake of BARL, etc. Then we may write the fiber constraint: 
.270y^ + .OSOyg + . . . -OSi 
Substituting in this equation for i as given by 7.1, (so as to account 
for v), we obtain; 
n 
.270y + .OSOy^ + ... < .0505 2 y. 
j ^ 
(.270 - .0505)y^ + (.080 - .0505)y2 + . . . < 0 
In similar fashion we can derive constraint rows for the individual 
amino acid restrictions. Consider the restriction that Arginine content 
of a ration be at least 1.8 percent of protein. The quantity of protein 
in a ration can be computed from Table 9, row 3: 
.173y^ + .llôy-g + . . . = p 
and similarly, the amount of Arginine in a ration is obtained from Table 
9, row 5, (taking note of the fact that these figures are percentages): 
.01(.78y^ + .58y2 + . . . ) 
Thus we can write the constraint on Arginine: 
.01(.78y^ + •58y2 + . . . ) 5: .018(.173y^ + .llôyg + . . . ) 
or 
-.4686y^ - .3712y2 + . . . ^  0 
When we complete this process for all the amino acids listed in 
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Table S we find that, for the feedstuffs used in this analysis, Arginine, 
Phanylalanine and Valine will never be limiting, (when we state the re­
striction as a sum of the yy's less than or equal to zero all coefficients 
turn out to be negative). In this way then we express the constraint set 
corresponding to 7.3. 
The average daily gain intake constraint, 7.4, was estimated in 
terms of the variables i, p and k and presented in Chapter 6. Rewriting 
this equation, 6.12, we have: 
k = 10.084 - 2.458p - .094i 
From Table 9, rows 2 and 3 we have: 
k = .543y^ + l.OSOyg . . . 
p = .173y^ + .llôyg + . . . 
Substituting now for p, k and for i as given by 7.1 we obtain the average 
daily intake function expressed in terms of average daily consumption of 
the feedstuffs of interest: 
1.0632y^ + 1.4701y2 + l.ôSGiSyg + . . . = 10.0834 
This then corresponds to constraint INTK in Table 8. 
The average daily cost constraint, 7.5, the right hand side of which 
is to be varied parametrically to obtain expansion path rations, (a sub­
set of these will be time- and cost-efficient), must be rewritten to in­
clude the cost of the additive mix specified in Table 10: 
n 
2 c^y. + vCy = c 
j 
Costs per pound for individual feedstuffs, (Cj's) are given in row 1 of 
Table 9. From Table 10 we have c^ = 14.70 fi/Yb. Substituting for v as 
129 
given by 7.2 we obtain the following expression for average daily ration 
cost: 
n n 
Z c.y. + .0101 2 y..c = c 
3 J J V 
n 
2 y.(C; + .0101c ) = c 
Substituting Cy = 14.70 and for the Cj's from Table 9 we obtain; 
2.3985y^ + 2.3985y2 * Z.l^SSy^ + . . . = c 
as the cost constraint 7.5 in the quadratic programming constraint set. 
In addition to the constraint set corresponding to 7.3, 7.4 and 
7.5, a number of "counting" rows were added to simplify the analysis of 
derived rations. 
Meals of metabolizable energy in the ration, (from Table 9, row 2): 
.543y^ + 1.090y2 + . . . >0 
Pounds of protein in the ration, (from Table 9, row 2): 
.173y^ + .Il6y2 + . . . > 0 
Predicted average daily ration intake, (equation 7.2): 
l.OlOly^ + l.OlOly^ + . . . 2: 0 
Comments 
This chapter has described the constraint set to be used in an 
economic analysis of rations for growing-finishing swine. To some extent 
this constraint set reflects current knowledge about important nutritional 
relationships in swine production. For example, amino acids are con­
strained to enter the ration at minimum levels, but no upper bounds have 
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been specified. The critical range of amino acid balance may therefore 
be smaller than that specified in this dissertation, (i.e. over supply of 
some amino acids could depress growth rates in practice). 
Fishmeal has been limited to 5.0 per cent of the ration because it 
is thought that a greater amount would adversely affect ration palatability. 
However, when this constraint is limiting, (i.e. the slack activity as­
sociated with this row is not in the solution and has a positive marginal 
cost), then relaxation of this constraint would result in an increase in 
predicted average daily gain for the same level of average daily cost. In 
this case then it may be worthwhile to conduct experiments to evaluate 
the performance of animals fed rations containing more than 5.0 percent 
of fishmeal. In the same way, limiting amino acid constraints could di­
rect our attention to either the réévaluation of the level at which a par­
ticular constraint has been set or to ration ingredients not already in­
cluded in Table 9 that are high in limiting amino acids. 
Non-limiting constraints also provide us with some information on 
where to look for possible new ration ingredients. For example, rations 
derived from feedstuffs in Table 9 may have a fiber content less than 5.0 
percent. Thus low-cost, high-fiber feedstuffs that are not included in 
Table 9 would perhaps enter the solution. 
In these ways then programming solutions can be used to direct further 
research on the problem of specifying nutritional constraints and a search 
for additional likely ration ingredients. In addition, programmed rations 
should be evaluated experimentally to check the overall validity of the 
production model. 
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THE QUADRATIC PROGRAMMING MODEL 
The only part of the quadratic programming model yet to be specified 
for our swine production example is the expression of the objective func­
tion in terms of average daily intake of different feedstuffs. In Chapter 
6 we selected the average daily gain equation estimated as a quadratic 
function of average daily protein (p) and ration (i) intake, (equation 
6.13). We can write this function in matrix notation; 
g = cx + %xCx (8.1) 
c = (-.454, .823) 
'-3.888 .612 
.612 -.256 
C = 
X = 
We also have from Table 9, row 3 and equation 7.1: 
X = Ay (8.2) 
A = 
y = 
.173, .116, . . . , 0 
1.0101, 1.0101, .. . , 1.0101 
yi 
72 
y25 
where A is a (2x25) matrix. 
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We can substitute for x in 8.1 as given by 8.2 to obtain: 
g = cAy + %yA'CAy 
g = qy + %yQy (8.3) 
where Q is a (25x25) matrix. 
For our example C is negative definite^ and hence Q is negative 
semidefinite, (see discussion in Chapter 6). We also have that the rank 
2 
of Q = A'CA is no greater than 2 since the rank of both A and C equals 2. 
Quadratic Programming Results 
With the expression of the average daily gain function in terms of 
the y's we are now ready to apply quadratic programming to the problem 
of deriving expansion path rations for 156 pounds of gain on hogs. An 
attempt was made to accomplish this following the steps outlined in 
Chapter 3 and using the quadratic programming code called Zorilla (49). 
Although this code successfully identified expansion path solutions in 
the region, of maximum feasible average daily liveweight gain, infeasi-
bility problems were encountered when we lowered the value of average 
daily ration cost. Linear programming was then used to determine the 
minimum feasible average daily ration cost for the quadratic programming 
constraints, (i.e. we minimized the value of the cost constraint on the 
^A necessary and sufficient condition for C to be negative definite 
is that the determinants of the principle minors alternate in sign, the 
first being negative (l,.p. 489). 
2 
See exercise no. 7, p. 58 in Perlis (47). We need to show that the 
rank of AB is no greater than the rank of either matrix A or B. Any 
linear combination of the ?ows of AÇ is a linear combination of the rows of 
B. Hence the rank of AB is less than or equal.to the rank of B. Similarly, 
any linear combination of the columns of AB is a linear combination of the 
columns of A. Hence the rank of AB is less than or equal to the rank of A. 
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remaining constraints). For average daily costs greater than this value 
then we should be able to obtain feasible and hence optimal quadratic 
programming solutions. This problem and an approximate technique for 
the solution of quadratic programming problems that uses parametric linear 
programming is discussed in the Appendix. 
We have already mentioned some of the limitations associated with 
this particular example, together with the caveat that our main purpose 
here is to illustrate a methodological technique rather than to present 
numerical results of real world significance. We shall continue in this 
spirit with the additional warning now that some of the rations presented 
and analyzed in the following pages do not conform exactly to expansion 
path rations. However, in the Appendix we present some empirical evidence 
to suggest that the approximate expansion path rations are close to their 
exact counterparts. Aside from noting which are approximate and which are 
exact expansion path rations we shall ignore this difference in the follow­
ing discussion. 
Twelve expansion path rations for 156 pounds of gain on hogs are 
presented in Table 11. Each ration is predicted to maximize average daily 
liveweight gain (GAIN) for the corresponding average daily ration cost (OBJ). 
Ration number 1 corresponds to the maximum feasible average daily gain 
point, (which is less than the maximum for equation 6.13, see Figure 9). 
Ration number 12 corresponds to the minimum feasible average daily cost 
ration. The selection of average daily ration cost values was arbitrary 
for rations 3, 5, 7 and 10. The cost values for rations 2, 4, 6, 8, 9 
and 11 correspond to minimum average daily ration costs for the experimental 
Table 11. Expansion path rations for 156 pounds of gain on hogs 
Ration code 
Solution method 
1 
Q.P. 
2 
Q.P. 
3 
Q.P. 
4 
Q.P. 
5 
Q.P, L.P.' 
OBJ (gf/day) 
ENEG (kcal/lb.) 
PROT (%) 
INTK (lbs.'day) 
GAIN. (lbs./day) 
40.8861 
1592 
13.71 
4.9830 
1.7877 
Ration ingredients (%) 
CORN 
DIST 
FISH 
SMLK 17.31 
SB44 
SB50 
WEAT 
WHEY 64.69 
TLOW 7.00 
CSUG 10.00 
BLOD 
SLYS 
SMET 
GAGA 
DGAP 
28.1174 
1586 
13.71 
4.9988 
1.7870 
8.74 
5.44 
77.82 
7.00 
17.0000 
1543 
13.87 
5.0991 
1.7810 
15.79 
66.07 
8.73 
7.00 
0.22 
0.03 
1.15 
16.5694 
1540 
13.88 
5.1062 
1.7805 
15.78 
70.44 
4.27 
7.00 
0.24 
0.03 
1.25 
16.0000 
1535 
13.91 
5.1173 
1.7797 
12.67 
0.98 
76.87 
7.00 
0.21 
0.02 
1.23 
0.02 
15.0684 
1506 
14.14 
5.1778 
1.7741 
18.27 
2.58 
66.72 
7.00 
3.11 
0.02 
0.74 
0.55 
99.00 99.00 98.99 99.01 99.00 98.99 
^Satisfies Kuhn-Tucker conditions exactly (see Appendix) 
Table 11. (Continued) 
Ration code 7 8 9 10 11 12 
Solution method L.P. L.P. L.P. L.P.* L.P.B L.P.a 
OBJ (ff/day) 15.0000 14.8708 14.8166 14.50000 14.4967 14.4206 
ENBG (kcal/lb.) 1501 1487 1481 1447 1446 1284 
PROT (%) 14.17 14.20 14.22 14.31 14.32 15.32 
INTK (lbs./day) 5.1898 5.2243 5.2383 5.3286 5.3295 5.7474 
GAIN (lbs./day) 1.7731 1.7701 1.7698 1.7599 1.7598 1.6904 
Ration ingredients (%) 
CORN 23.17 34.45 38.32 71.06 71.40 82.58 
D13T 
FI 3H 2.48 2.44 2.01 0.14 0.12 
SMLK 
8B44 1.59 2.64 3.31 3.32 5.10 
SB50 0.16 5.83 5.89 6.02 
WEAT 61.51 48.68 43.95 6.35 5.96 
WHEY 
TLOW 7.00 7.00 7.00 7.00 7.00 
CSUG 
BLOD 3.50 3.50 3.50 3.50 3.50 3.50 
SLYS 0.01 
SMET 
CACA 0.72 0.67 0.67 0.58 0.58 0.64 
DCAP 0.61 0.67 0.76 1.23 1.23 1.15 
99.00 99.00 99.01 99.00 99.00 98.99 
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Table 12. Limiting constraints for expansion path rations 
Ration code Limiting constraints^ 
1 CSUG TLOW 
2 TLCW 
3 TLOW LYSI METH CALC 
4 TLOW LYSI METH CALC 
5 TLOW LYSI METH CALC PHOS 
6 TLOW LYSI MBTH CALC PHOS 
7 TLOW LYSI METH CALC PHOS 
S TLOW LYSI CALC PHOS BLOD 
9 TLOW LYSI CALC PHOS BLOD 
10 TLOW LYSI METH CALC PHOS BLOD 
11 TLOW LYSI METH CALC PHOS BLOD 
12 LYSI METH. CALC PHOS BLOD 
^Does not include OBJ or INTK constraints as these will always be 
limiting for expansion path rations, (they are equalities). 
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1 
means given in Table 2. 
For the expansion path rations in Table 11 average daily ration 
intake (INTK) falls as average daily gain increases. At the same time 
the level of metabolizable energy (ENEG) increases and the level of pro­
tein (PROT) in the ration decreases. Average daily energy (k) and protein 
(p) intakes follow the same pattern. 
For rations with lower levels of energy, (e.g. rations 10, 11 and 
12) CORN is the main feed ingredient. As the level of energy per pound 
of ration increases, CORN is replaced by WEAT, (e.g. rations 3, 4 and 5), 
and WEAT in turn is replaced by SMLK and WHEY, (e.g. in rations 1 and 2). 
In all but ration 12, TLOW is in at the maximum level, (7 per cent for 
this ingredient). 
Table 12 presents the limiting constraints for each of the program­
ming solutions in Table 11. These constraints tell us, for example, that 
maximum average daily liveweight gain could be increased if we relaxed the 
constraints, (see Tables 7 and 8): 
CSUG less than or equal to 10% of the ration 
TLOW less than or equal to 7% of the ration. 
These results might be of use therefore in an investigation of nutrient 
constraints for swine rations, (see discussion in Chapter 7). 
These results, and hence our average daily gain model, may or may 
not be consistent with current nutrition theory for growing-finishing 
hogs and in either event it should be remembered that they pertain to a 
single, somewhat limited, experiment. 
^A comparison between the least-cost experimental rations and their 
expansion path counterparts is made in the next chapter. 
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The ration ingredients listed in Table 11 account for 99.0 percent 
of the intake, 1.0 percent having been reserved for the additive mix 
specified in Table 10. 
It is worth noting that the quadratic programming model could easily 
be used to derive expansion path supplement rations. It would be a simple 
matter, for example, to specify that corn comprise 70 percent of all 
rations. The remaining 29 percent of the ration, (allowing 1 percent for 
the additive mix), could then be derived using quadratic programming as 
before. 
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ECONOMIC ANALYSIS OF SWINE RATIONS 
Time- and Cost-Efficient Rations 
From the data for the twelve expansion path rations in Table 11 it 
is a straightforward matter to derive the information presented in Table 
13. 
From Table 13 we can see that total time for 156 pounds of gain on 
hogs increases continuously from ration 1 through ration 12, and that 
total ration cost decreases continuously from ration 1 through ration 10. 
Expansion path rations 1 through 10 therefore fall into the class defined 
as time- and cost-efficient. We should note that ration 10 is only an 
approximation to the least total cost ration, (ration 11 is almost identi­
cal to ration 10). The relationship between total time and total ration 
cost for our model, (corresponding to Figure 6), is illustrated in Figure 
11. 
From Table 13 we see that the total time taken for 156 pounds of 
gain for hogs on ration 1 is only about one day less than on ration 10, 
whereas the decrease in total feed cost per pig from ration 1 to ration 
10 is quite significant. It is apparent that for practical purposes we 
could ignore the differences in total time for 156 pounds of gain on 
hogs fed rations 1 through 10. In this situation the set of economically 
efficient rations reduces to the single total cost ration.^ 
^This follows since, with the same production period for rations 1 
through 10, fixed costs per day will be the same for all these rations. Wtere 
we have significantly different production periods we should include fixed 
costs associated with a production run as indicated by Dillon (18). 
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Table 13. Expansion path information for 156 pounds of gain on swine 
Ration Cost/day Gain/day Time^ Total cost 
no. (jd) (lbs.) (days) ($) 
1 
2 
3 
4 
5 
6 
7 
•8 
9 
10 
11 
12 
40.8861 
28.1174 
17.0000 
16.5694 
16.0000 
15.0684 
15.0000 
14.8708 
14.8166 
14.5000 
14.4967 
14.4206 
1.7877 
1.7870 
1.7810 
1.7805 
1.7797 
1.7741 
1.7731 
1.7701 
1.7698 
1.7599 
1.7598 
1.6904 
87.264 
87.300 
87.592 
87.615 
87.657 
87.931 
87.982 
88.129 
88.145 
88.642 
88.647 
92.284 
35.68 
24.55 
14.89 
14.52 
14.03 
13.25 
13.20 
13.11 
13.06 
12.85 
12.85 
13.31 
^Time equals 156 divided by gain per day. 
i I 1 1 1 1 1 r 
12 U 16 18 20 22 24 26 
TOTAL COST (DOLLARS) 
Figure 11. Relationship between total production time and total feed cost for expansion path rations 
derived from Experiment 1106 (156 pounds of liveweight gain on hogs) 
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For Experiment 1106, the associated average daily gain production 
model and the set of feedstuffs in Table 9 we conclude that the set of 
time- and cost-efficient rations can, for practical purposes, be repre­
sented by a single ration (ration 10)} 
We must stress that this result has been obtained from a single 
limited experiment. In general we might find a greater divergence in the 
production period between economically efficient rations so that selection 
from among these rations is a meaningful economic problem. In this situa­
tion the appropriate ration will depend on the particular situation facing 
a given producer, but the choice of ration can be confined to those that 
fall into the category termed time- and cost-efficient. 
Where our 155 pounds of gain had been subdivided, say, into two in­
tervals it would have been possible to derive an average daily gain model 
and hence time- and cost-efficient rations for each interval. If we had 
derived 10 time- and cost-efficient rations for each interval we would 
2 have a total of 10 rations to consider for the overall production period. 
It is not obvious that all of these 100 rations would be time- and cost-
efficient for the overall production period, though we could easily use 
the computer to list and analyze these rations. 
Experimental Rations 
Without an estimate of the average daily gain model, one form of 
economic analysis that might have been contemplated would be calculation 
^However there is very little to choose between rations 8 through 11 
in terms of total ration cost and time. 
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of the least-cost ration, using linear programming, for each of the ex­
perimental points. We thought it might be interesting therefore to com­
pare the treatment least-cost rations for Experiment 1106 with their cor­
responding expansion path rations. This comparison was accomplished in 
the following manner: 
(1) The usual least-cost feed mix problem was solved for each of 
the ration treatments in Experiment 1106 by constraining average daily 
protein and ration intake to the corresponding treatment averages, (Table 
2). The constraint set, (apart from the protein and intake rows), was 
the same as for the quadratic programming model except that the cost 
constraint (OBJ) became the objective function. Average daily energy 
intake was therefore predicted via the intake function rather than con­
straining this variable to the treatment mean values.^ 
(2) The minimum average daily ration cost corresponding to any ration 
treatment was obtained from (1). This cost was then substituted into the 
right-hand-side of the cost constraint in the quadratic programming model. 
This model was then solved to obtain the maximum average daily gain ration 
corresponding to the given value for average daily ration cost. 
The results of this analysis are presented in Table 14. The expansion 
path rations corresponding to the experimental rations are shown in Figure 
12. 
From Table 14, we see that the greatest differences in terms of av­
erage daily liveweight gain show up for ration III, (low protein, low 
^If the linear relationship between ration intake (i), protein (p) and 
energy (k), (6.12), adequately describes the intake function, this pro­
cedure should be more efficient than using the treatment mean values. 
Table 14. Comparison between least-cost (L.G.) and expansion path (E.P.) rations for treatments 
from Experiment 1106 
Treatment I II III 
Ration E.P. L.G. E.P. LI O C . E.P. L.G. 
OBJ ((//day) 15.0684 15.0684 14.8708 14.8708 14.8166 14.8166 
ENEG (kcal/lb.) 1506 1152 1487 1175 1481 1232 
PROT (%) 14.14 18.00 14.20 15.00 14.22 12.00 
INTK (lbs./day) 5.1778 5.9712 5.2243 6.1588 5.2383 6.2218 
GAIN (lbs./day) 1.7741 1.5425 1.7701 1.6152 1.7698 1.'851 
Ration ingreds. (%) 
CORN 18.27 53.01 34.45 70.31 38.32 85.92 
FISH 2.58 2.44 2.01 
OTllL 1.70 5.27 4.11 
8B44 11.30 1.59 18.77 2.64 3.53 
SB50 9.64 0.16 
WEAT 66.72 48.68 43.95 
TLOW 7.00 7.00 7.00 
WMDS 21.93 
BLOD 3.11 3.50 0.56 3.50 3.50 
SLYS 0.02 0.04 
SMET 0.03 0.02 
CAGA 0.74 1.21 0.67 3.01 0.67 0.55 
DCAP 0.55 0.18 0.67 1.06 0.75 1.34 
98.99 99.00 99.00 99.00 99.00 98.99 
Table I'». (Continued) 
Treatment 
Ration 
OBJ (//day) 
ENEG (kcal/lb.) 
PROT (%) 
INTK (lbs./day) 
GAIN (lbs./day) 
Ration ingreds. (%) 
CORN 
DIST 
FISH 
SMLK 
SBhk 
SB50 
MEAT 
WHEY 
TLOW 
BLOD 
SLYS 
SMET 
CACA 
DCAP 
IV VI 
E.P. 
28.1174 
1586 
13.71 
4.9988 
1,7870 
8.74 
5.44 
77.82 
7.00 
L.C. 
28.1174 
1595 
18,00 
4,7310 
1,6965 
30.97 
8.95 
52 . 02 
7.00 
0.06 
0.01 
E.P. 
14.4967 
1446 
14.32 
5.3295 
1.7598 
71.40 
0 ,12  
3.32 
5.89 
5.96 
7.00 
3.50 
L.C. 
14.4967 
1450 
15.00 
5.2730 
1.7566 
71.90 
0 , 2 1  
10.49 
4. u6 
7.00 
3.50 
E.P. 
16.5694 
1540 
13.90 
5,1045 
1,7805 
L.C. 
15.93 
0.58 
1.23 
0.59 
1.25 
70.33 
4.22 
7.00 
0.24 
0,03 
1.25 
16.5694 
1532 
12,00 
5.2485 
1.7585 
3.73 
79.11 
7.53 
7.00 
0.18 
0.02 
0.93 
0.49 
99.00 99,01 99.00 99,00 99.00 98.99 
7.0 8.0 7.5 
III ^ 
vO II + 
H 
M ^ # 
III 
VI • 
IV • 
+1V 
0.60 0.50 1.00 0.70 0.80 1.00 0.90 
AVERAGE DAILY PROTEIN INTAKE 
Figure 12. Expansion path rations (.) corresponding to experimental treatments for Experiment 1106 (+) 
Iso-energy intake lines from equation 6.12 are also shown (Mcal/day) 
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energy) and ration I, (high protein, low energy). The expansion path 
rations shew considerably less variation in levels of protein and energy 
than do the treatment rations. 
These results indicate, in some sense, the additional information 
obtained from analysis of the continuous average daily gain model over 
analysis of the treatment averages alone. This difference is simply the 
difference between economically efficient and economically inefficient ra­
tions and will vary according to how "far" a particular treatment point 
2 lies from the corresponding point on the expansion path. 
Comments 
In this chapter we have presented an analysis of economically efficient 
rations as.derived from a single swine production experiment. In this analy­
sis we encountered computational difficulties with the available quadratic 
programming code Zorilla. With the development of more sophisticated quad­
ratic programming codes (parallelling the development of linear programming 
codes and algorithms over the past 15 years), the programming part of this 
analysis should become straightforward. In this respect then we might ex­
pect that the greatest problems associated with this approach to the economic 
analysis of livestock rations would be the estimation of the average daily 
gain model in an appropriate functional form. However, even this problem 
should be at least partly overcome by the advent of generalized non-linear 
programming codes. 
The further development and use of the model presented in this disser­
tation will depend on the demand for economically efficient livestock rations. 
^For treatments corresponding to these numbers see Table 1. 
2 The loss of information associated with restricting the economic 
analysis to treatment averages has been recognized by many research workers. 
See for example Brown and Arscott (9, p. 75). 
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SUMMARY 
This study has been, concerned with the application of elementary micro-
economic production theory and modern computational methods to the prob­
lem of deriving economically efficient rations for growing-finishing swine 
under ad libitum feeding. For convenience the presentation was made in 
two parts; the first dealing with theoretical considerations while the 
second presented a worked example of the application of quadratic program­
ming in this context. 
In Chapter 2 we reviewed and discussed the classical production func­
tion analysis for rations consisting of only two feed ingredients. We 
were able to show in this context that where the overall production func­
tion adequately described the production process then the least-cost 
ration for a particular level of output could be defined in terms of the 
total quantity of each feedstuff considered. Any ration that resulted in 
the consumption of these particular total quantities could therefore be 
described as least-cost. 
We then discussed the usefulness of interval functions for the case 
where the way in which a particular combination of feedstuff s was fed, (i.e. 
the particular locus of points traced out by a ration line in the feed in­
put space), significantly affected liveweight gain. 
Finally, in Chapter 2, we introduced the concept of time- and cost-
efficient rations. This definition of economically efficient rations was 
applied to a particular isoquant of interest though we noted that it could 
easily be generalized to the case where we wished to analyze different 
liveweight gains. 
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In Chapter 3 we extended our discussion to the case where many feed-
stuffs are possible ration candidates. In this analysis we assumed that 
an overall function adequately described the production process of inter­
est, (though relaxation of this assumption and the use of interval func­
tions should provide no real difficulties). This assumption, together 
with the results presented in Chapter 2, allowed us to concentrate simply 
on the locus of points in the input space that correspond to the isoquant 
of interest. We were able to conf ine our interest to the problem of de­
fining total quantities of feedstuffs corresponding to economically effi­
cient rations without being concerned about the way in which these totals 
are actually reached in practice. In the analysis presented in Chapter 3 
it was convenient to assume that fixed proportion type rations were used. 
Linear programming models for the economic analysis of livestock ra­
tions were then reviewed and discussed. Where the livestock production 
process of interest, (e.g. growing-finishing swine), can be adequately 
described by a quadratic average daily gain function and a linear average 
daily ration intake function, (corresponding to a^ libitum feeding), we 
then showed that quadratic programming was an efficient and convenient 
computational method for the derivation of economically efficient rations. 
In Chapter 4 we discussed some nutritional aspects of livestock pro­
duction models and, in particular, interrelationships between different 
forms of production models. 
In Chapter 5 we discussed statistical estimation problems associated 
with livestock production models. In addition we presented some experi­
mental design ideas for investigation of the nature of the livestock pro­
duction process. 
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Part II of this dissertation, presented a worked example of the appli­
cation of quadratic programming to the problem of deriving economically 
efficient rations for 156 pounds of gain on swine. Experimental data was 
used to estimate the swine production model and a total of 25 feedstuffs 
were considered as possible ration ingredients. 
For the particular experiment, feedstuffs and feedstuff prices analyzed 
in this study we found no significant difference in total production time 
between the minimum total cost ration and the least-time ration. Hcwever, 
there were significant differences predicted in total ration cost between 
different economically efficient rations. Highest costs were associated 
with maximum rates of gain, (least-time rations), and these costs appeared 
to outweigh any gains that could be expected from a shortening of the pro­
duction period, (via an increased number of production runs in any given 
time period). 
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COMMENTS AND CONCLUSIONS 
This dissertation would not be complete without some reference to 
its practical and theoretical relevance. This study falls into the cate­
gory termed production economics research and deals specifically with the 
economic analysis of livestock rations. This topic has been the subject 
of a number of past studies and some of these have been reviewed in this 
dissertation. We could then simply present this dissertation as an ex­
tension of these earlier studies. However, in the recent agricultural 
economics literature there has appeared a number of articles concerning 
the development and role of production economics theory and research. 
Notable among these is a paper by Johnson entitled "Stress on production 
economics", (35). After reviewing the development of production economics 
theory, (from the descriptive, non-theoretical form of early farm manage­
ment through the introduction of economic theory by Black (4, 5) to Heady*s 
book (30) wherein the tools of economic theory were brought into use in 
defining and solving production problems), Johnson levels the criticism 
that (36, p. 18): 
...neither public or private decision makers have had 
much help from the production economist in solving prob­
lems . 
Johnson then discusses two possible explanations for the irrelevance 
of much production economics research. He argues that concentration on 
problems of disequilibria is not identical with concentration on important, 
relevant problems. The second explanation, which he labels positivism, 
is based on an unwillingness to make recommendations that involve the im­
position of uncompensatable damages on one or more persons or groups in 
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order to benefit others. The preclusion of such solutions, he argues, 
leads to the avoidance of problems involving institutional changes, re­
distribution of property rights and income streams, technological advance 
and educational advances. 
Johnson then gives his views on needed redirections in production 
economics research (36, p. 26). One of these involves: 
Recognition that the wide range of problems to be attacked by pro­
duction economists which is beyond economic disequilibria re­
quires related research in the physical and social sciences and 
in the humanities; thus, the contribution of production economists 
to problem-solving research needs to be recognized as partial 
within problematic areas much broader than production economics 
or, for that matter, all of economics. 
A similar plea for more relevance to important real-world problems in 
production economics research has been made by Williams (55), wich special 
emphasis on: 
• . . the breakdown in communication between personnel in the 
basic discipline of production economics and personnel in the 
applied science and art of agricultural extension. 
Williams feels that the shift in focus of interest within production 
economics toward the experience and problems of extension has been partly 
hindered by the failure of Professor Heady*s colleagues, (and presumably 
even his pupils), to: 
. . .  k e e p  h i s  ( H e a d y ' s )  c o n t r i b u t i o n ,  i n  e s t a b l i s h i n g  a  n e w  
framework for production economics, in perspective and to 
rise above and beyond his magnificent insight so as to realize 
the implications and the limitations of his new orthodoxy. 
In this study we have attempted to apply elementary micro economic 
production theory and modern computational methods to the problem of 
analyzing livestock rations. The development of the concept of time- and 
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cost-efficient ratiuus was made with the recognition that, in general, 
variable production situations make & priori selection of the relevant 
economic criterion an almost impossible practical task. The presentation 
of time- and cost-efficient rations should therefore provide some live­
stock producers with a relevant set of rations from which to make a 
selection. However, even if the results presented in this dissertation 
had been obtained from extensive swine production data, and had been suc­
cessfully tested under actual farm conditions, they would not be useful to 
many producers. Many, (especially small), producers would be unable to 
consider many feed ingredients in their selection of livestock rations. 
Feedmill operators too may find it inconvenient or uneconomical to provide 
a selection of time- and cost-efficient rations to producers. On the other 
hand, large livestock producing enterprises may well be in a position to 
consider selection among economically efficient rations. 
It is also possible that further research might confirm our findings 
with respect to the nature of time- and cost-efficient rations for growing-
finishing swine, (i.e. the cost associated with maximum rates of gain would 
appear to heavily outweigh any gains that could be obtained in terms of 
shortening the production period). Future research should also make an at­
tempt to allow for product differentiation, (grade differences), in the 
economic model. A sensitivity analysis to determine the stability of time-
and cost-efficient rations under variations in feedstuff prices and to de­
termine the opportunity cost of feeding economically non-efficient rations 
should ideally be undertaken to obtain results pertinent to the real de-
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cision making world. 
This study as it stands then may not be too relevant to, say, the 
very real low income problems today facing the small livestock producer. 
Although there can be no claim that this study would meet Johnson's needed 
redirections in production economics research, some of the ideas presented 
might be adaptable for use in extension work in the field of meat animal 
production. It is felt that this study has provided a valuable experience 
in interdisciplinary research; an experience that should equip this writer 
to take up the challenge issued by Johnson, Heady, Williams and others, for 
more relevance to important problems in production economics research and 
teaching. 
^One approach to this problem is the use of Monte Carlo sampling pro­
cedures (17). 
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APPENDIX: QUADRATIC AS PARAMETRIC LINEAR PROGRAMMING 
This Appendix describes a procedure^ for the approximate solution of 
a quadratic programming problem using parametric linear programming. 
Consider the quadratic programming problem: 
Problem I (primal) 
Maximize cy + % yQy (A.l) 
Subject to Ay ^  b (A.2) 
y ? 0 (A.3) 
Assume there exists a solution to problem I. We denote this solution 
by y*. 
Problem II (dual) (Dorn (19), Moeseke (44)) 
Minimize wb (A. 4) 
Subject to wA ^  c + Qy* (A.5) 
w ? Q (A.6) 
Let w* be a solution to problem II. 
Now, let y be any feasible solution to problem I. If we substitute y 
for y* in the statement of problem II and solve the remaining linear program 
we obtain w. Then we have (19): 
wb S cy + yQy (A.7) 
Problem III 
Minimize wb (A.8) 
This investigation was initiated by Dr. W. V. Candler, Purdue Univer­
sity, Lafayette, Indiana. The procedure presented here was derived jointly 
with Dr. Candler during Nov.-Dec. 1968. I am grateful to Dr. Candler for 
permission to present this procedure in this dissertation. 
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Subject to Aj' < b (A. 9) 
wA - Qy S c (A. 10) 
y> w "g 0 (A.11) 
Let (w®, y°) be a solution to problem.III. 
The following statements clearly hold. 
a) The solution vector from problem I, y*, and the associated dual solu­
tion vector, w*, comprise a feasible solution to problem III. 
b) Further, the solution (y*, w*) will be on the boundary of the feasible 
set for problem III. For the case of an interior solution to problem I 
we have w* = 0 and y* will still be on the boundary of problem III, with 
-Qy ^  c subject to y Z 0. 
c) Problem III is a linear programming problem, hence the solutionCs) 
can be represented by the corner(s) of a simplex. The particular solution 
to problem III, (y*, w*),can therefore be represented as a corner solution. 
d) Corners of the simplex associated with any linear programming problem 
are associated with changes in the basic linear programming solution. 
Kuhn-Tucker Conditions 
Rewrite equations A.9 and A.10; 
Ay + X = b (A. 12) 
-wA + Qy + u = -c (A. 13) 
With respect to the quadratic programming problem: equations A.l 
to A.3, the Kuhn-Tucker necessary conditions (40, p. 483) can be written: 
X, u S 0 (A. 14) 
wx = yu = 0 (A.15) 
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where x and u are the vectors of slack variables as defined in equations 
A.12 and A.13. These conditions are necessary and sufficient provided Q 
is negative semidefinite. 
The problem to be solved then, for Q negative semidefinite, is to find: 
w, y, X, u 0 
wx = yu = 0 
such that equations A.12 and A. 13 hold. Algorithms for the solution of this 
problem do exist. For examples see; Boot (6), van de Panne and Whinston 
(52), Candler and Towns ley (12) and .Frank and Wolfe (21). The method de­
scribed here differs from these in that a standard linear programming code, 
with parametric right-hand-side routine, can be used to obtain at least ap­
proximate solutions to problem I. The reason for consideration of an approxi­
mation method of solution where exact methods apparently exist will be made 
clear later. 
Consider the solution to problem III. We have; 
w°b Scy° + y°Qy° (A. 16)^ 
w*b = cy* + y*Qy* (A. 17)^ 
w°b -S w*b (A. 18)^ 
From equation A.16 we have; 
-w°b + cy° ^  -y°Qy° > 0 
as Q is negative semidefinite. 
We now define an additional constraint to be added to problem III. 
^c.f. equation A.7. 
2 
Follows directly from Kuhn-Tucker conditions, equations A.15. 
^Follows from the statement of problem III. 
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-wb + cy = 0 (A.19) 
where G % 0. Equations A.8 to A.11, plus equation A.19, now constitute 
problem IV. At the optimal solution to problem I we know that equation A.17 
holds. There exists therefore some value 0=0* where 0* = -y*Qy* in the 
range 0 Z 0. Problem IV attempts to find a value of 0 such that the Kuhn-
tucker conditions for the solution to problem I are met. Unfortunately, as 
we will show, even if we knew 0*, the solution to problem IV will not in 
general yield the solution to problem I. 
The Algorithm 
Problem IV 
Minimize wb (A.20) 
Subject to Ay + X = b (A.21) 
-wA + Qy + u = -c (A.22) 
-wb + cy = 0 CA.23) 
y, w, X, u "5 0 (A.24) 
and where 0 is varied parametrically over the range: 0^0. We consider 
each basic solution of this linear programming problem, with respect to the 
Kuhn-Tucker conditions (equations A.15), as we vary the parameter 0 over 
this range.^ 
Some empirical evidence indicates that the best approximate solution 
to the primal problem is attained from the above procedure when (wx + uy) 
is a minimum. Of course, if we do obtain a solution where wx = uy = 0 we 
will have satisfied the Kuhn-Tucker necessary and sufficient conditions for 
We have already noted that the optimum solution to problem I will be a 
corner solution of problem III, and hence a corner solution of problem IV. 
Consequently, we need consider only values of 0 at which basis changes occur. 
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an optimal solution to the primal and dual problems. 
We now show that the corner solutions considered by this algorithm may 
not include the particular solution: (y*, w*). It is obviously quite 
possible to have: 
-w*b + cy* = 0* = -w°b + cy® (A.25) 
w°b < w*b (A.26) 
where (y°, w°) is the solution to problem IV for 0 = 0*. 
To show that this condition can hold, let y° be a non optimal solu­
tion to problem I, and let w° be the associated vector of dual variables. 
From equation A.7 we have: 
w°b > cy° + y°Qy° 
therefore, 
-w°b + cy° < -y°Qy° 
and, from equation A.25: 
-y°Qy° > -w°b + cy® = 0* = -w*b + cy* = y*Qy*. 
That is, 
and. 
-yOQyO S -y*Qy* 
^°Qy°< %y*Qy* 
From equations A.25 and A.26 we can write: 
cy* - cy° = -w°b + w*b > 0 
thereforeJ 
cy° < cy* 
Combining these last two results, we have 
cy* + ^ *Qy* cy° + ^ °Qy° 
and hence, no contradiction to the hypothesis that y° was a non optimal 
solution to problem I. 
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Application 
The standard quadratic programming code available at this time from 
the Iowa State Computation Center is called Zorilla (49). This code is 
based on the algorithm presented by van de Panne and Whinston (52). The 
algorithm solves the primal and dual problems (problem I and II) simul­
taneously. Feasible solutions must satisfy equations A.9, A.IO and A.11 
(equations A.21, A.22 and A.24). Unfortunately, when we initially attempted 
to determine expansion path rations using the quadratic programming model 
already presented, Zorilla was unable to reach feasible solutions where the 
average cost per day restriction was less than approximately 25<(. However, 
the overall "least-cost" ration had an average cost of 14.42j^ per day, and 
hence there must exist feasible solutions for average costs in the range: 
1 
14.42^ to 25gi. Because the constraint set for quadratic programming prob­
lems is linear it is extremely easy to check feasibility conditions using 
any standard linear programming code. This was done for our quadratic pro­
gramming model, and as expected, feasible solutions for the primal and dual 
variables did exist for average costs in the range; 14.42j^ to 25if. The 
Mathematical Programming System (MPS-360) at present in use for the solution 
of linear programming problems on the University IBM-360/65 computer is at 
least twice as accurate as the double precision arithmetic used for.Zorilla. 
It is possible that round-off errors explain the failure of Zorilla to 
2 
reach feasible solutions, but it is also quite likely that other factors 
contributed to this problem. 
^This result follows from the properties of compact convex sets. 
2 We have noted earlier. Chapter 8, that for our problem the matrix Q 
has maximum rank 2. This sort of "near singularity" could easily give rise to 
round-off errors during the row and column operations of the solution process. 
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The tentative conclusion that round-off errors were responsible for 
these i.nfeasibility problems has been strengthened by a recent addition to 
Zorilla. This addition is a subroutine that performs any number of scaling 
operations on the original input data. Any reduction in the level of vari­
ability of the original matrix elements should reduce the likelihood of 
significant round-off errors. The completion of two scaling operations on 
our quadratic programming matrix enabled Zorilla to find feasible and op­
timal solutions in the average daily ration cost range: 25j^ to 15<f per day. 
Prior to this scaling operation this cost range was infeasible as far as 
Zorilla was concerned. However, we have been unsuccessful in our attempts 
to coax Zorilla into finding feasible solutions for costs less than 16^ per 
day. For a more detailed account of the scaling subroutine and an additional 
account of its use, see (25). 
In the face of these computational problems with Zorilla, the parametric 
linear programming algorithm already described was used to obtain approxi­
mate solutions for a number of points on the expansion path. 
Table 15 presents some empirical results concerning this application 
of parametric linear programming. 
From Table 15 we note that rations 6, 10 and 11 satisfy the Kuhn-
Tucker conditions exactly, (wx = yu = 0).^ Rations 7, 8 and 9 are approxi­
mations to their respective optima. We reiterate here that our criterion of 
goodness, namely magnitude of the sum (wx + yu), is purely empirical. Where 
costs equals 14.8166^ per day, for example, ration 9 gave the highest pre­
dicted average daily gain, (from equation 6.13), and had the lowest value 
"For rations corresponding to these and following rauion numbers see 
Table 11. 
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Table 15. Empirical data for six approximate expansion path, rations de­
rived using parametric linear programming 
Ration code Cost 0 wx yu 
6 15.0684 43.115 0 0 
7 15.0000 43.308 .00036 0 
8 14.8708 43.875 0 .00035 
• 9 14.8166 44.103 0 .00008 
10 14.5000 45.606 0 0 
11 14.4967 45.621 0 0 
for the test criterion of all solutions to this particular parametric linear 
programming problem. We can make no attempt however to compare, say, rations 
7 and 9 with respect to how close they come to the optimal rations for costs 
equalling 15.and 14.8166«f per day respectively. 
It is possible that we could improve on. the approximate solutions for 
rations 7, 8 and 9. For example, when cost equals 15.Off per day, the 
parametric linear programming routine indicated ration 7 as the best approxi­
mation to the expansion path, (maximum gain), ration for this cost. For 
ration 7, wx = .'00036 and the "offending" elements of w and x are Wg and Xg. 
It should be possible now to employ a branch and bound technique to eliminate 
first one and then the other of the non-zero element pairs in w and x. How­
ever, there is no guarantee that one such step would give us the optimal 
solution, though of course we would reach the optimal solution in a finite 
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number of branch and bound operations. 
The algorithm we have described entails varying the parameter G 
over the range: 0 i G < 0, where at G = G problem IV has no feasible solu­
tion. Even though we consider only changes in the basic linear programming 
solution, this procedure can entail a large number of solutions. After 
varying G over the entire range for two or three values of the cost function, 
we were able to considerably narrow the range of values for G which were 
likely to be of practical significance. The values of G corresponding to 
our approximate solutions are given in Table 15, and we note that as cost 
increases, G decreases. Again we stress that these results are empirical 
and may not hold in general. 
Table 16 presents a comparison between three quadratic programming 
solutions and their approximate linear programming counterparts. The values 
of the Kuhn-Tucker condition are included in Table 16 for the linear pro­
gramming solutions, (these values are of course zero for the quadratic pro­
gramming solutions). A perusal of Table 16 leads us to conclude that the 
linear programming approximations are close to their respective quadratic 
programming solutions. 
This follows since the quadratic programming solution corresponds 
to a corner of the linear programming problem, (problem III). 
Table 16. Comparison between quadratic programming (Q.P.) and parametric linear programming (I.P.) 
solutions for expansion path rations 
Solution method L.P. Q.P. L.P. Q.P. L.P. Q.P. 
OBJ (gf/day) 
ENEG (kcal/lb.) 
PROT (%) 
INTK (lbs./day) 
GAIN (lbs./day) 
Ration ingreds. (%) 
DIST 
FISH 
WEAT 
WHEY 
TLOW 
SLYS 
SMET 
GAGA 
DCAP 
17.0000 
1543 
13.89 
5.0975 
1.7810 
15.95 
65.97 
8 .68  
7.00 
0.22 
0.03 
1.15 
99.00 
17.0000 
1543 
13.87 
5.0991 
1.7810 
15.79 
66.07 
8.73 
7.00 
0.22 
0.03 
1.15 
98.99 
16.5694 
1540 
13.90 
5.1045 
1.7805 
15.93 
70.33 
4.22 
7.00 
0.24 
0.03 
1.25 
99.00 
16.5694 
1540 
13.88 
5.1062 
1.7805 
15.78 
70.44 
4.27 
7.00 
0.24 
0.03 
1.25 
99.01 
16.0000 
1535 
13.91 
5.1171 
1.7797 
12.68  
0.98 
76.86 
7.00 
0 ,21  
0.02 
1.23 
0.02 
99.00 
16.0000 
1535 
13.91 
5.1173 
1.7797 
12.67 
0.98 
76.87 
7.00 
0.21 
0.02 
1.23 
0.02 
99.00 
Kuhn-Tucker values 
wx 
yu 
.00142 
0 
.00062 
0 
.00004 
0 
