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Compactness results for neck-
stretching limits of instantons
David L. Duncan
Abstract
We prove that, under a suitable degeneration of the metric, instantons con-
verge to holomorphic quilts. To prove the main results, we develop estimates for
the Yang-Mills heat flow on surfaces and cobordisms.
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1 Introduction
In Donaldson theory one obtains invariants of 4-manifolds Z by counting instantons
on a suitable bundle over Z. On the other hand, in symplectic geometry one can
obtain invariants of Z by counting J-holomorphic curves in a suitable symplectic
manifold associated to Z. For example, when Z = S× Σ is a product of surfaces,
then the relevant J-holomorphic curves are maps from S into the moduli space of
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flat connections on Σ. There is a heuristic argument, dating back to Atiyah [1], that
suggests these invariants are the same. Indeed, consider the case Z = S × Σ, and
fix a metric in which the S-fibers are very large (equivalently, the Σ-fibers are very
small). Motivated by Atiyah’s terminology, we refer to this type of metric as a ‘neck-
stretching metric’, and use ǫ−2 to denote the volume of S. Then with respect to
such a metric, the instanton equation splits into two equations: the first is essentially
the holomorphic curve equation, and the second shows that the curvature of the
instanton is bounded by ǫ2 in the Σ-directions. In particular, taking ǫ to zero, the
instanton equation formally recovers the J-holomorphic curve equation.
In this paper we formalize the heuristic of the previous paragraph in the case
when Z = S× Σ, and also when Z = R × Y, where Y has positive first Betti num-
ber. In each case, we prove that if ǫν is a sequence converging to zero and Aν is an
instanton with respect to the ǫν-metric, then a subsequence of the Aν converges, in
a suitable sense, to a J-holomorphic curve. The main convergence results are stated
precisely in Theorem 3.3 for S× Σ, and Theorem 4.1 for R ×Y.
When Z = R × Y our main theorem extends results of Dostoglou-Salamon in
[8] [9], where they consider the special case where Y is a mapping torus. The case
Z = S × Σ serves as a model for the technically more difficult analysis necessary
for R ×Y. The results of this paper can be extended quite naturally to more general
4-manifolds, however we leave a full treatment of such extensions to future work.
The proofs of the main results proceed roughly as follows: As mentioned, when
ǫ is small each instanton A has curvature that is small in the Σ-direction. Moti-
vated by Donaldson [5], our strategy is to use an analytic Narasimhan-Seshadri cor-
respondence on Σ to map each restriction A|{s}×Σ to some nearby flat connection
NS(A|{s}×Σ) on Σ. This correspondence preserves the equations in the sense that
the limiting connection NS(A|{s}×Σ) is holomorphic. Then the convergence result
for the case Z = S× Σ essentially follows from Gromov’s compactness theorem for
holomorphic curves.
In the case when Z = R × Y, the situation is considerably more difficult. To de-
scribe the difficulty we need to digress to discuss the neck-stretching metric used.
Fix a circle-valued Morse function for Y. Then we stretch the metric only in a fixed
region that is bounded away from the critical points. In this set-up, we expect that
the limiting J-holomorphic curve will now have Lagrangian boundary conditions,
where the Lagrangians are associated to the Morse critical points in a natural way.
Now suppose A is an instanton with respect to the metric just described. Then
NS(A|{s}×Σ) continues to be holomorphic in this case, but the essential difficulty is
that it only has approximate Lagrangian boundary conditions. The standard Gromov
compactness theorem breaks down when one does not have Lagrangian boundary
conditions on the nose. We get around this using the following ingredients. First,
we establish several C1-estimates for the map NS (see Section 3.1.3), and then W2,2-
estimates for instantons A (see Section 4.2). These allow us to control the behavior
of the holomorphic curves NS(A|{s}×Σ) near the boundary. The last ingredient is
provided by the Yang-Mills heat flow on 3-manifolds with boundary. This gives
us candidates for what the boundary conditions should be, if they were Lagrangian.
Combining this with the C1- and W2,2-estimates allows us to reprove a version of
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Gromov’s compactness theorem for almost Lagrangian boundary conditions.
In Section 2 we introduce our notation and conventions. We begin Section 3 by
precisely stating our compactness result for S×Σ. We then discuss the Narasimhan-
Seshadri correspondence and develop the necessary estimates. We conclude Section
3 with the proof of the compactness result in the case of S × Σ. Section 4 opens
by stating the compactness result for R × Y. We then discuss the heat flow on 3-
manifolds with boundary, and prove the compactness theorem for R ×Y.
The choice of neck-stretching metric used for R × Y is by no means new. In-
deed, the use of a (real-valued) Morse function on Y and the associated metric is
again due to Atiyah [1]. In this case, the conjecture relating the instanton and sym-
plectic invariants of R × Y came to be known as the Atiyah-Floer conjecture (due to
considerations on the instanton side, one typically requires that Y is a homology
3-sphere). Unfortunately, at the time of writing, the Atiyah-Floer conjecture is ill-
posed due to complications on the symplectic side arising from reducible connec-
tions; however, see [28]. Circle-valued Morse functions on Y were introduced as
a mechanism for ruling out these troublesome reducible connections (the existence
of a suitable circle-valued Morse function requires that Y have positive first Betti
number). This approach appears, in various ways, in work by Dostoglou-Salamon
[7], and then later in Wehrheim [33] and Wehrheim-Woodward [35]. The upshot
with this circle-valued approach is that the symplectic Floer homology and instan-
ton Floer homology of Y are both well-defined; see [15], [35], [13], [14] and [3]. The
relevant conjecture identifying these homology theories has come to be known as
the quilted Atiyah-Floer conjecture [10], with the term ‘quilted’ reflecting the possible
existence of Morse critical points.
Note: Upon completion of this project, the author learned of an earlier work [25]
wherein Nishinou proves the result of Theorem 3.3 using essentially the same tech-
niques used here. Included here are many details that are not present in [25]. More-
over, the technically more difficult Theorem 4.1 appears to be new.
Acknowledgments: The author is grateful to his thesis advisor Chris Woodward
for his insight and valuable suggestions. In addition, the author benefited greatly
from discussions with Katrin Wehrheim, via Chris Woodward, of her unpublished
work [33] on the Atiyah-Floer conjecture. This unpublished work analyzes various
bubbles that appear in the limit of instantons with Lagrangian boundary conditions
with degenerating metrics, and it outlines the remaining problems in such an ap-
proach. The present paper takes a different approach that avoids instantons with
Lagrangian boundary conditions. This work was partially supported by NSF grants
DMS 0904358 and DMS 1207194.
2 Background, notation and conventions
Throughout this section X will denote an oriented manifold. Given a fiber bundle
F → X, we will use Γ(F) to denote the space of smooth sections. IfV → X is a vector
bundle, then we will write Ωk(X,V) := Γ(ΛkT∗X⊗V) for the space of k-forms with
values in V, and we set
3
Ω•(X,V) :=
⊕
k
Ωk(X,V).
If V → X is the trivial rank-1 bundle then we will write Ωk(X) for Ωk(X,V).
Given a metric on X and a connection on V, we can define Sobolev norms on
Γ(V) in the usual way. We will use Wk,p(X,V) to denote the completion of Γ(V)
with respect to the Wk,p-norm. We note that the usual Sobolev embedding and
compactness statements for Wk,p(X,R) hold equally well for Wk,p(X,V) when V
is finite-dimensional. If V is infinite-dimensional then we assume V is a Banach
bundle and note that the usual embeddings hold here as well, but the compactness of
these embeddings is very subtle question. We will typically not keep track of bundle
V in the notation for the Sobolev norms. For example, we will use the same symbol
‖ · ‖L2(X) for the norm on Γ(TX) as for the norm on Γ(T∗X⊗V).
Now suppose P → X is a principal G-bundle, where G is a Lie group with Lie
algebra g. Given a manifold M and homomorphism G → Diff(M), we can define
the associated bundle P ×G M := (P × M)/G. This is naturally a fiber bundle
over X with fiber M. If M has additional structure, and the image of G → Diff(M)
respects this structure, then this additional structure is passed to the fiber bundle
P×G M. For example, when V is a vector space and G → GL(V) ⊂ Diff(V) is a rep-
resentation, then P(V) := P×G V is a vector bundle. The most important example
for us comes from the adjoint representation G → GL(g) ⊂ Diff(g). This respects
the Lie algebra structure, and so the adjoint bundle P(g) := P ×G g is a vector
bundle with a Lie bracket on the fibers. This fiber-Lie bracket combines with the
wedge product to determine a graded Lie bracket on the vector space Ω•(X, P(g)),
and we denote this by µ ⊗ ν 7→ [µ ∧ ν]. Similarly, if g is equipped with an Ad-
invariant inner product 〈·, ·〉, then this determines an inner product on the fibers
of P(g) and moreover combines with the wedge to form a graded bilinear map
Ω•(X, P(g))⊗Ω•(X, P(g))→ Ω•(X) that we denote by µ⊗ ν 7→ 〈µ ∧ ν〉.
2.1 Gauge theory
Let P → X be a principal G-bundle. We will write
A(P) =
{
A ∈ Ω1(P, g)
∣∣∣∣ (gP)∗A = Ad(g−1)A, ∀g ∈ GιξPA = ξ, ∀ξ ∈ g
}
for the space of connections on P. Here gP (resp. ξP) is the image of g ∈ G
(resp. ξ ∈ g) under the map G → Diff(P) (resp. g → Vect(P)) afforded by the
group action. It follows that A(P) is an affine space modeled on Ω1(X; P(g)), and
we denote the affine action by (V, A) 7→ A + V. In particular, A(P) is a smooth
(infinite dimensional) manifold with tangent space Ω1(X, P(g)). Each connection
A ∈ A(P) determines a covariant derivative dA : Ω•(X, P(g)) → Ω•+1(X, P(g))
and a curvature (2-form) FA ∈ Ω2(X, P(g)). These satisfy dA+V = dA + [V ∧ ·] and
FA+V = FA + dAV +
1
2 [V ∧V]. We say that a connection A is irreducible if dA is
injective on 0-forms.
4
Given a metric on X, we can define the formal adjoint d∗A, which satisfies
(dAV,W)L2 = (V, d
∗
AW)L2
for all compactly supported V,W ∈ Ω•(X, P(g)). Here (·, ·)L2 is the L2-inner prod-
uct coming from the metric on X.
A connection A is flat if FA = 0. We will denote the set of flat connections on P
by Aflat(P). If A is flat then im dA ⊆ ker dA and we can form the harmonic spaces
HkA := H
k
A(X, P(g)) :=
ker
(
dA|Ωk(X, P(g))
)
im
(
dA|Ωk−1(X, P(g))
) , H•A := ⊕
k
HkA.
Suppose X is compact with (possibly empty) boundary, and let ∂ denote the restric-
tion Ω•(X, P(g)) → Ω•(∂X, P(g)|∂X). Then the Hodge isomorphism [31, Theorem
6.8] says
H•A ∼= ker(dA ⊕ d∗A ⊕ ∂∗), Ω•(X, P(g)) ∼= H•A ⊕ im(dA)⊕ im (d∗A|∂∗) , (1)
for any flat connections A onX, where the summands on the right are L2-orthogonal.
We will treat these isomorphisms as identifications. From the first isomorphism
in (1) we see that H•A is finite dimensional since dA ⊕ d∗A is elliptic. We will use
projA : Ω
•(X, P(g))→ H•A to denote the projection; see Lemma 3.10 for an extension
to the case where A is not flat.
Example 2.1. Suppose X = Σ is a closed, oriented surface equipped with a metric. Then
the pairing ω(µ, ν) :=
∫
Σ
〈µ ∧ ν〉 is a symplectic form on the vector space Ω1(X, P(g)).
Note that changing the orientation on Σ replaces ω by −ω. On surfaces, the Hodge star ∗
squares to -1 on 1-forms and so defines a complex structure on Ω1(Σ, P(g)). It follows that
the triple (Ω1(Σ, P(g)), ∗,ω) is Ka¨hler. If α ∈ A(P) is flat, then H1α ⊂ Ω1(Σ, P(g)) is a
finite-dimensional Ka¨hler subspace.
Now suppose X is 4-manifold. Then on 2-forms the Hodge star squares to the
identity, and it has eigenvalues ±1. Denoting by Ω±(X, P(g)) the ±1 eigenspace of
∗, we have an L2-orthogonal decomposition
Ω2(X, P(g)) = Ω+(X, P(g))⊕Ω−(X, P(g)).
The elements of Ω−(X, P(g)) are called anti-self dual 2-forms. A connection A ∈ X
is said to be anti-self dual (ASD) or an instanton if its curvature FA ∈ Ω−(X, P(g))
is an anti-self dual 2-form; that is, if FA + ∗FA = 0. Similarly, a connection A is self
dual if FA ∈ Ω+(X, P(g)).
The space of connections A(P) admits a function
YMP : A(P) −→ R, A 7−→ 1
2
‖FA‖2L2
called the Yang-Mills functional. Obviously, the global minimizers of this function
are the flat connections, when they exist. However, in high dimensions the existence
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of flat connections is rare due to topological obstructions. In dimension four the
minimizers are the self dual or ASD connections.
A gauge transformation is an equivariant bundle map U : P → P covering
the identity. The set of gauge transformations on P forms a Lie group, called the
gauge group, and is denoted G(P). This is naturally a Lie group with Lie algebra
Ω0(X, P(g)) under the map R 7→ exp(−R), where exp : g → G is the Lie-theoretic
exponential.
The gauge group acts on the left on the space A(P) by pulling back by the in-
verse:
(U, A) 7−→ UA := (U−1)∗A, (2)
for U ∈ G(P), A ∈ A(P). In terms of a faithful matrix representation of G we can
write this as U∗A = U−1AU +U−1dU, where the concatenation appearing on the
right is just matrix multiplication, and dU is the linearization of U when viewed as
a G-equivariant map P→ G. The infinitesimal action of G(P) at A ∈ A(P) is
Ω0(X, P(g)) −→ Ω1(X, P(g)), R 7−→ dAR (3)
More generally, the derivative of (2) at (U, A) is
UΩ0(X, P(g))×Ω1(X, P(g)) −→ Ω1(M, P(g))
(UR,V) 7−→ Ad(U)dAR+Ad(U)V. (4)
where, in writing this expression, we have chosen a faithful matrix representation
G →֒ GL(V). This allows us to view G(P) and its Lie algebra Ω0(X, P(g)) as sub-
spaces of the same algebra Γ(P(End(V))), and so it makes sense to identify the tan-
gent space of G(P) at U with UΩ0(X, P(g)), as we have done in (4).
The gauge group also acts on the left on Ω•(X, P(g)) by the pointwise adjoint ac-
tion. The curvature of A ∈ A(P) transforms underU ∈ G(P) by FU∗A = Ad(U−1)FA.
This shows that G(P) restricts to an action on Aflat(P) and, in 4-dimensions, the in-
stantons.
In general, we will tend to use capital letters A,U to denote connections and
gauge transformations on 4-manifolds Z, lower case letters a, u to denote connec-
tions and gauge transformations on 3-manifolds Y, and lower case Greek letter α, µ
to denote gauge transformations on surfaces Σ.
We will be interested in the case G = PU(r) for r ≥ 2. We equip the Lie algebra
g ∼= su(r) ⊂ End(Cr) with the inner product 〈µ, ν〉 := −κrtr(µ · ν); here κr > 0 is
arbitrary, but fixed. On manifolds X of dimension at most 4, the principal PU(r)-
bundles P → X are classified, up to bundle isomorphism, by two characteristic
classes t2(P) ∈ H2(X,Zr) and q4(P) ∈ H4(X,Z). These generalize the 2nd Stiefel-
Whitney class and 1st Pontryagin class, respectively, to the group PU(r); see [38].
When X is a closed, oriented 4-manifold, there is also a Chern-Weil formula
q4(P) = − r
4π2κr
∫
X
〈FA ∧ FA〉 (5)
which holds for any connection A ∈ A(P).
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Consider a principal PU(r)-bundle P → X where we assume dim(X) ≤ 3. Then
there are maps
η : G(P) −→ H1(X,Zr), deg : G(P) −→ H3(X,Z)
called the parity and degree. These detect the connected components of G(P) in
the sense that u can be connected to u′ by a path if and only if η(u) = η(u′) and
deg(u) = deg(u′). We denote by G0(P) the identity component of G(P). See [11].
Suppose X = Σ is a closed, connected, oriented surface, and P → Σ is a principal
PU(r)-bundle with t2(P) [Σ] ∈ Zr a generator. It can be shown that all flat connec-
tions on P on irreducible, and that G0(P) acts freely on Aflat(P). Moreover, one has
that
M(P) := Aflat(P)/G0(P)
is a compact, simply-connected, smooth manifold with tangent space at [α] ∈ M(P)
canonically identified with H1α for any choice of representative α ∈ [α]. It follows
from Example 2.1 that M(P) is a symplectic manifold, and any metric on Σ deter-
mines an almost complex structure JΣ on M(P) that is compatible with the symplec-
tic form. See [35] for more details regarding these assertions.
Now suppose Yab is an oriented elementary cobordism between closed, con-
nected, oriented surfaces Σa and Σb. Fix a PU(r)-bundleQab → Yab with t2(Qab) [Σa]
a generator of Zr. Then the flat connections on Qab are irreducible, and the quotient
Aflat(Qab)/G0(Qab) is a finite-dimensional, simply-connected, smooth manifold. Re-
stricting to the two boundary components induces an embedding
Aflat(Qab)/G0(Qab) →֒ M(Q|Σa)×M(Q|Σb),
and we let L(Qab) denote the image. It follows that L(Qab) ⊂ M(Q|Σa)− ×M(Q|Σb)
is a smooth Lagrangian submanifold [35], where the superscript in M(Q|Σa)− means
that we have replaced the symplectic form with its negative.
More generally, if G is a compact Lie group, and P → X is a principal G-bundle,
then we can consider the spaceAflat(P)/G(P). (Note that we are not quotienting by
the identity component here, so this will not be M(P)when G = PU(r) and X = Σ.)
This space has a natural topology, and it follows from Uhlenbeck’s compactness
theorem that this space is compact when X is compact. However, it is rarely a smooth
manifold.
2.2 The complexified gauge group
Let G be a compact, connected Lie group and fix a faithful Lie group embedding
ρ : G →֒ U(n) for some n. We identify G with its image in U(n). Using the stan-
dard representation of U(n) on Cn, define E := P×G Cn. The standard (real) inner
product and complex structure on Cn are preserved by U(n), and hence by G. It
follows that there is an induced (real) inner product 〈·, ·〉 and a complex structure
JE on E, and that these are compatible in the sense that 〈JEξ, JEη〉 = 〈ξ, η〉 for all
ξ, η ∈ Ω0(Σ, E).
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Suppose (Σ, jΣ) is a Riemann surface. We will write Ω
k,l(Σ, E) for the smooth
E-valued forms of type (k, l). Observe that jΣ acts by the Hodge star on 1-forms.
Consider the space
C(E) :=
{
D : Ω0(Σ, E) → Ω0,1(Σ, E)
∣∣∣∣ D( f ξ) = f (Dξ) + (∂ f )ξ,for ξ ∈ Ω0(Σ, E), f ∈ Ω0(Σ)
}
of Cauchy-Riemann operators on E. This can be naturally identified with the space
of holomorphic structures on E (see [23, Appendix C]). Each element D ∈ C(E) has a
unique extension to an operator D : Ωj,k(Σ, E)→ Ωj,k+1(Σ, E) satisfying the Leibniz
rule.
Consider the space of C-linear covariant derivatives on E:{
D : Ω0(Σ, E)→ Ω1(Σ, E)
∣∣∣∣ D( f ξ) = f (Dξ) + (d f )ξ,for ξ ∈ Ω0(Σ, E), f ∈ Ω0(Σ)
}
There is a natural map from this space onto C(E) defined by
D 7−→ 1
2
(D+ JED ◦ jΣ) (6)
Here and below we are using the symbol ◦ to denote composition of operators. For
example, if M : Ω(Σ, E) → Ω(Σ, E) is a derivation we define M ◦ jΣ : Ω(Σ, E) →
Ω(Σ, E) to be the derivation given by the formula ιX ((M ◦ jΣ) ξ) := ιjΣX (Mξ); here
ιX is contraction with a vector X. The map (6) is surjective, and restricts to a C-linear
isomorphism on the set
A(E) :=
D : Ω0(Σ, E)→ Ω1(Σ, E)
∣∣∣∣∣∣
D( f ξ) = f (Dξ) + (d f )ξ,
d〈ξ, η〉 = 〈Dξ, η〉+ 〈ξ,Dη〉
for ξ, η ∈ Ω0(Σ, E), f ∈ Ω0(Σ)

of Hermitian C-linear covariant derivatives on E.
Let P(g)C denote the complexification of the vector bundle P(g). Then we have
bundle inclusions
P(g) ⊂ P(g)C ⊂ End(E),
where End(E) is the bundle of complex linear automorphisms of E and the latter
inclusion is induced by the embedding ρ. Each connection α ∈ A(P) induces a co-
variant derivative dα,ρ : Ω
k(Σ, E) → Ωk+1(Σ, E), and so we have a map A(P) →
A(E). Furthermore, this map is an embedding of Ω1(Σ, P(g))-affine spaces, where
Ω1(Σ, P(g)) acts on A(E) via the inclusion Ω1(Σ, P(g)) ⊆ Ω1(Σ, End(E)). In partic-
ular, restricting to the image of A(P) in A(E), the map (6) becomes an embedding
A(P) −→ C(E), α 7−→ ∂α := 1
2
(
dα,ρ + JEdα,ρ ◦ jΣ
)
(7)
The image of (7) is the set of covariant derivatives that preserve the G-structure, and
we denote this image by C(P). See [23, Appendix C] for the case when G = U(n).
The space C(P) is an affine space modeled on Ω0,1(Σ, P(g)C). Similarly, A(P) is
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an affine space modeled on Ω1(Σ, P(g)), and (7) intertwines these affine actions,
where we identify Ω1(Σ, P(g)) with Ω0,1(Σ, P(g)C) by sending µ to its anti-linear
part µ0,1 := 12 (µ+ JEµ ◦ jΣ). To summarize, we have a commutative diagram
A(P) ∼=−−−→ C(P)y y
A(E) ∼=−−−→ C(E)
where the vertical arrows are inclusions and everything is equivariant with respect
to the action of Ω1(Σ, P(g)).
Let α ∈ A(P) be a connection on P with curvature Fα ∈ Ω2(Σ, P(g)). Consider
the associated covariant derivative dα,ρ ∈ A(E) as well as its curvature Fα,ρ = dα,ρ ◦
dα,ρ ∈ Ω2(Σ, End(E)). Since the representation ρ is faithful, we have pointwise
estimates of the form
c|Fα,ρ| ≤ |Fα| ≤ C|Fα,ρ|;
this allow us to discuss curvature bounds in terms of either Fα or Fα,ρ.
To define the complexified gauge group, we first recall some basic properties of the
complexification of compact Lie groups. See [19] or [17] for more details on this
material. Since G is compact and connected, there is a connected complex group GC
and an embedding G →֒ GC such that G is a maximal compact subgroup of GC, and
the Lie algebra gC = Lie(GC) is the complexification of g = Lie(G). This group GC
is unique up to natural isomorphism and is called the complexification of G.
We may assume that the representation ρ : G → U(n) from above extends to
an embedding GC →֒ GL(Cn), and we identify GC with its image (see [17, Proof
of Theorem 1.7]). Then we have G =
{
u ∈ GC ∣∣u†u = Id}, where u† denotes the
conjugate transpose on GL(Cn). It follows from the standard polar decomposition in
GL(Cn) that we can write GC = {g exp(iξ) |g ∈ G, ξ ∈ g}, and this decomposition is
unique. The same holds true if we replace g exp(iξ) by exp(iξ)g. It is then immediate
that
g exp(iξ) = exp(iAd(g)ξ)g (8)
for all g ∈ G and all ξ ∈ g.
We can now define the complexified gauge group on P to be
G(P)C := Γ(P×G GC).
As in the real case, we may identify Ω0(Σ, P
(
g)C
)
with the Lie algebra of
(G(P)C)
via the map
ξ 7→ exp(−ξ), (9)
hence the Lie group theoretic exponential map on G(P)C is given pointwise by the
exponential map on GC. It follows by the analogous properties of GC that each
element of G(P)C can be written uniquely in the form
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g exp(iξ) (10)
for some g ∈ G(P) and ξ ∈ Ω0(Σ, P(g)), and (8) continues to hold with g, ξ inter-
preted as elements of G(P),Ω0(Σ, P(g)), respectively.
The complexified gauge group acts on C(P) by
G(P)C × C(P) −→ C(P), (µ,D) 7−→ µ ◦ D ◦ µ−1 (11)
Viewing G(P) as a subgroup of G(P)C in the obvious way, then the identification (7)
is G(P)-equivariant. We can then use (7) and (11) to define an action of the larger
group G(P)C on A(P), extending the G(P)-action. We denote the action of µ ∈
G(P)C on α by (µ−1)∗α or simply µαwhen there is no room for confusion. Explicitly,
the action on A(P) takes the form
d(µ−1)∗α,ρ = (µ
†)−1 ◦ ∂α ◦ µ† + µ ◦ ∂α ◦ µ−1.
where the dagger is applied pointwise. In particular, the infinitesimal action at α ∈
A(P) is
Ω0
(
Σ, P(g)C
)
−→ Ω1 (Σ, P(g)) , ξ + iζ 7−→ dα,ρξ + ∗dα,ρζ (12)
More generally, the derivative of the map (µ, α) 7→ (µ−1)∗α at (µ, α) with µ ∈ G(P)
(an element of the real gauge group) is the map
µ
(
Ω0(Σ, P(g))⊕ iΩ0(Σ, P(g))
)
×Ω1(Σ, P(g)) −→ Ω1(Σ, P(g))
given by
(µ(ξ + iζ), η) 7−→ Ad(µ) (dαξ + ∗dαζ + η)
=
{
d(µ−1)∗α(µξ) + ∗d(µ−1)∗α(µζ)
}
µ−1 +Ad(µ)η (13)
Compare with (4). Here we are using the fact that G(P)C and its Lie algebra both
embed into the space Γ(P×G End(Cn)), and so it makes sense to multiply Lie group
and Lie algebra elements. The curvature transforms under µ ∈ G(P)C by
µ−1 ◦ F(µ−1)∗α,ρ ◦ µ = Fα,ρ + ∂α
(
h−1∂αh
)
, (14)
where we have set h = µ†µ. We will mostly be interested in this action when µ =
exp(iξ) for ξ ∈ Ω0(Σ, P(g)), in which case the action can be written as
exp(−iξ) ◦ Fexp(−iξ)∗α,ρ ◦ exp(iξ) = ∗F (α, ξ), (15)
where we have set
F (α, ξ) := ∗
(
Fα,ρ + ∂α (exp(−2iξ)∂α exp(2iξ))
)
. (16)
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It will be useful to define the (real) gauge group on E and the complexifiedgauge
group on E by, respectively,
G(E) := Γ(P×G U(n)), G(E)C := Γ(P×G GL(Cn)).
(Note that the complexification of U(n) is GL(Cn), so this terminology is consistent,
and in fact motivates, the terminology above.) These are both Lie groups with Lie al-
gebras Lie(G(E)) = Γ(P×G u(n)) and Lie(G(E)) = Γ(P×G End(Cn)), respectively,
where we are identifying End(Cn) with the Lie algebra of GL(Cn). We have the
obvious inclusions
G(P) −−−→ G(P)Cy y
G(E) −−−→ G(E)C
The space G(E)C acts on C(E) by the map
G(E)C × C(E) −→ C(E), (µ,D) 7−→ µ ◦ D ◦ µ−1 (17)
Using (6), this induces an action of G(E)C on A(E) (hence an action of G(E) on
A(E)), though, neither G(E)C nor G(E) restrict to actions onA(P), unless G = U(n).
Finally, wemention that the vector spaces Lie(G(E)), Lie(G(E)C) and Lie(G(P)C)
admit Sobolev completions. For example, the space
Lie(G(P)C)k,q
is the Wk,q-completion of the vector space Γ(P×G P(g)C). When we are in the con-
tinuous range for Sobolev embedding (i.e., when kq > 2) then these are Banach Lie
algebras. Similarly, whenwe are in the continuous rangewe can form the Banach Lie
groups Gk,q(E),Gk,q(E)C and Gk,q(P)C by taking theWk,q-completions of the groups
of smooth functions G(E),G(E)C and G(P)C, which we view as lying in the vector
space Γ(P×G End(Cn))k,q. The complexified gauge action extends to a smooth ac-
tion of Gk,q(E)C on Ak−1,q(E), and this restricts to a smooth action of Gk,q(P)C on
Ak−1,q(P). See [34, Appendix B] for more details regarding the Sobolev completions
of these spaces.
3 Compactness for products S× Σ
In this section we consider Z = S× Σ, where (S, gS), (Σ, gΣ) are closed, connected,
oriented Riemannian surfaces. We also assume that Σ has positive genus. We will
work with the metric g = proj∗SgS + proj
∗
ΣgΣ on Z; from now on we will typically
drop the projections from the notation. For ǫ > 0, define a new metric by
gǫ := ǫ
2gS + gΣ.
Fix a principal PU(r)-bundle P → Σ such that t2(P) [Σ] ∈ Zr is a generator, and let
R→ Z be the pullback bundle under Z → Σ.
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Given orthonormal coordinates (U, x = (s, t)) for S, any connection A on R can
be written as
A|{(s,t)}×Σ = α(s, t) + φ(s, t) ds+ ψ(s, t) dt,
where α(s, t) is a connection on P and φ(s, t),ψ(s, t) ∈ Ω0(Σ, P(g)). In fact, α can
be defined in a coordinate-independent way as x 7→ α(x) := ι∗xA ∈ A(P), where
ιx : Σ = {x} × Σ →֒ Z is the inclusion. We will say that a connection A on R is
ǫ-ASD or an ǫ-instanton if it is an instanton with respect to the metric gǫ; that is, if
FA = − ∗ǫ FA, where ∗ǫ is the Hodge star on Z coming from gǫ. This can be written
explicitly in terms of local coordinates as
∂sα− dαφ+ ∗Σ (∂tα− dαψ) = 0
∂sψ− ∂tφ− [ψ, φ] + ǫ−2 ∗Σ Fα = 0 (18)
where ∗Σ is the Hodge star associated to the S-dependent metric gΣ. The ǫ-energy
of A is
Einstǫ (A) :=
1
2
∫
Z
|FA|2ǫdvolǫ =
1
2
∫
Z
〈FA ∧ ∗ǫFA〉,
where the norm and volume form are the ones induced by gǫ; this is exactly the
Yang-Mills functional on A(R) with the metric gǫ. If A is ǫ-ASD, then Einstǫ (A) =
2π2κrr
−1q4(R) is a topological invariant by the Chern-Weil formula (5).
On the symplectic side, we will be considering maps v : S → M(P), where
M(P) = Aflat(P)/G0(P). Any such map v has a lift α : S → Aflat(P) if and only if
the pullback G0(P)-bundle v∗Aflat(P) → S is trivial. When S is not closed, all maps
v have smooth lifts since G0(P) is connected and S retracts to its 1-skeleton; however,
when S is closed there are maps v that do not lift.
Given α : S → Aflat(P) there is a unique section χ of the bundle T∗S⊗Ω1(Σ, P(g))
over S such that, for all x ∈ S and v ∈ TxS, the 1-form
(Dxα)(v)− dαχ(v) ∈ H1α(x) ⊂ Ω1(Σ, P(g))
is α(x)-harmonic; here Dxα : TxS → Tα(x)A(P) is the push-forward of α : S → A(P).
This data naturally determines a connection A0 ∈ A(R) by setting
A0|{x}×S := α(x) + χ(x).
If α is the lift of some v, then we call A0 a representative of v, and we call A0 a
holomorphic curve representative if v is holomorphic.
Example 3.1. Let (U, (s, t)) be local orthonormal coordinates for S. Then
Dα|U = ds ∧ ∂sα+ dt ∧ ∂tα and χ|U = φ ds+ ψ dt,
where φ,ψ : U −→ Ω0(Σ, P(g)) are the unique sections such that
∂sα(s, t)− dα(s,t)φ(s, t), ∂tα(s, t)− dα(s,t)ψ(s, t)
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are α(s, t)-harmonic. It follows that A0 is a holomorphic curve representative if and only if
∂sα− dαφ+ ∗Σ (∂tα− dαψ) = 0
Fα = 0,
(19)
where the equations should be interpreted as being pointwise in (s, t) ∈ S.
We define the energy Esymp(A0) of a representative A0 to be the energy of the
associated map v : S → M(P).
Lemma 3.2. Given any ǫ > 0, the energy of a holomorphic curve representative A0 is
Esymp (A0) = 2π
2κrr
−1q4(R).
Proof. Suppose A0 represents v. Then the energy of v is
1
2
∫
S |Dv|2dvolS, whereDv is
the push-forward of v : S → M(P). In local coordinates, write A0 = α+ φ ds+ ψ dt.
Then
Dv = ds⊗ ∂sv+ dt⊗ ∂tv = ds⊗ βs + dt⊗ βt,
where we have set βs := ∂sα− dαφ and βt := ∂tα− dαψ. On the other hand,
FA0 = ds ∧ βs + dt ∧ βt + ds ∧ dt (∂sψ− ∂tφ− [ψ, φ])
where we have used Fα = 0. Then by (19) we have
−1
2
∫
Σ
〈FA0 ∧ FA0〉 =
∫
Σ
〈βs ∧ βt〉 ∧ ds ∧ dt = ‖βs‖2L2(Σ) ds ∧ dt =
1
2
|Dv|2 dvolS.
Integrating the right over S gives Esymp (A0), and integrating the left over S gives
2π2κrr
−1q4(R) by the Chern-Weil formula.
Now we can state the main theorem of this section.
Theorem 3.3. Fix 2 < q < ∞ and let R→ Z be as above. Suppose (ǫν)ν∈N is a sequence of
positive numbers converging to 0, and assume that, for each ν, there is an ǫν-ASD connection
Aν ∈ A1,qloc(R). Then there is
(i) a finite set B ⊂ S;
(ii) a subsequence of the Aν (still denoted Aν);
(iii) a sequence of gauge transformations Uν ∈ G2,qloc(R); and
(iv) a holomorphic curve representative A∞ ∈ A1,qloc(R)
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such that the restrictions
sup
x∈K
‖ι∗x (U∗νAν − A∞) ‖C0(Σ) ν−→ 0
converge to zero for every compact K ⊂ S\B. The gauge transformations Uν can be chosen
so that they restrict to the identity component G0(P) on each slice {x} × Σ ⊂ Z. Moreover,
for each b ∈ B there is a positive integer mb > 0 such that for any ν,
Esymp(A∞) = E
inst
ǫν (Aν)− 4π2κrr−1 ∑
b∈B
mb. (20)
Throughout we will use notation of the form
A|{x}×Σ = α(x) + χ(x), and U|{x}×Σ = µ(x)
for connections and gauge transformations, respectively. Then the conclusion of the
theorem says that µ∗ναν converges to α∞ in C0 on compact sets in S\B, where these
are viewed as maps from S to A(P), with the C0-topology on A(P). Here, the action
of µ = µ(x) is the gauge action on surfaces (not 4-manifolds).
Remark 3.4. (a) If one allows S to be a compact manifold-with-boundary, then the proof we
give here remains valid, except the equality in (20) should be replaced by ≤. This is due to
holomorphic disk bubbles occurring at the boundary – the convergence we prove here is not
strong enough to show that these are non-trivial; see Remark 3.18. In Section 4 we provide
tools for recovering the equality in a certain setting.
(b) This theorem has a straight-forward extension to the case where S has cylindrical ends
(assuming one knows flat connections on the ends are non-degenerate; see Section 5). In this
case, there can be energy loss at the ends, and so one obtains a limiting holomorphic curve
on S with a finite number of broken cylindrical trajectories on the ends. Then Theorem 3.3
continues to hold provided one accounts for the energies of the broken trajectories on the the
left-hand side (20). See also Theorem 4.1.
(c) Suppose, for each ν, we have an open set Sν ⊆ S that is a deformation retract of S,
and with the further property that the Sν are increasing and exhausting: Sν ⊂ Sν+1 and
S = ∪νSν. Then the statement of Theorem 3.3 continues to hold if we assume that Aν is
defined on Sν × Σ.
(d) It is possible to show that the C0-convergence of the αν to α∞ impliesW1,2ǫν -convergence
of the Aν to A∞, whereW
1,2
ǫ is the Sobolev norm defined with respect to the ǫ-dependent met-
ric. A similar statement holds in the case of Theorem 4.1, as well. We defer the details to a
future paper.
As a stepping stone to Theorem 3.3, we first prove the following lemma; the
assumptions allow us to rule out bubbling a priori.
Lemma 3.5. Fix 2 < q < ∞, and a submanifold S0 ⊆ S possibly with boundary. Let R0 :=
R|S0×Σ denote the restriction. Suppose (ǫν)ν∈N is a sequence of positive numbers (not
necessarily converging to zero), and suppose that for each ν there is an ǫν-ASD connection
Aν ∈ A1,q(R0) satisfying the following conditions for each compact K ⊂ S0.
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(i) The slice-wise curvatures converge to zero:
sup
x∈K
‖Fαν(x)‖L∞(Σ)
ν−→ 0.
(ii) There is some constant C with
sup
ν
sup
x∈K
‖projαν(x) ◦ Dxαν‖L2(Σ) ≤ C,
where projαν(x) is the harmonic projection, and Dxαν : TxS → Tα(x)A1,q(P) is the
push-forward.
Then there is a subsequence of the connections (still denoted Aν), a sequence of gauge trans-
formations Uν on R0, and a holomorphic curve representative A∞ on R0 such that
sup
x∈K
∥∥∥α∞(x)− µν(x)∗αν(x)∥∥∥C0(Σ) −→ 0 (21)
for every compact K ⊆ S0, and
sup
x∈K
∥∥∥projα∞(x) ◦ Dxα∞ −Ad(µ−1ν (x))projαν(x) ◦ Dxαν∥∥∥Lp(Σ) −→ 0 (22)
for any compact K ⊆ int S0 and any 1 < p < ∞.
The connections Aν from Theorem 3.3 satisfy the same type of convergence as in
(22), for compact K ⊂ S\B. We also point out that the projection operator projαν ap-
pearing in (22) can be removed byweakening the C0-convergence to Lr-convergence.
The proofs of Lemma 3.5 and Theorem 3.3 will appear in Sections 3.2 and 3.3,
respectively. First we develop some machinery that will allow us to pass from ǫ-
instantons to holomorphic curves.
3.1 Small curvature connections in dimension 2
In our proof of the various convergence results, we will encounter connections on
surfaces that have small curvature. Here we develop a strategy for identifying
nearby flat connections. The idea is to use the well-known fact that quotienting the
subset of small curvature connections by the action of the complexified gauge group
recovers the moduli space of flat connections (called a Narasihman-Seshadri corre-
spondence). The details of this procedurewere originally carried out byNarasimhan
and Seshadri [24]. They worked with unitary bundles, and this allowed them to use
algebraic techniques. Later, their techniques were extended to more general struc-
ture groups by Ramanathan in his thesis [27]. (See Kirwan’s book [20] for a finite-
dimensional version.)
In preparation for a boundary-value problem, we need to work in an analytic
category. Consequently, we adopt an approach of Donaldson [5], and use an implicit
function theorem argument to arrive at a Narasimhan-Seshadri correspondence in
our setting. This allows us to establish several C1-estimates that will be needed for
our proof of the main theorems.
15
3.1.1 The analytic Narasimhan-Seshadri correspondence
The goal of this section is to define a gauge-equivariant deformation retract NS :
Ass → Aflat and establish some of its properties. HereAss is a suitable neighborhood
of Aflat (the superscript stands for semistable). The relevant properties of the map
NS are laid out in Theorem 3.6, below. The proof will show that for each α ∈ Ass
there is a ‘purely imaginary’ complex gauge transformation µ such that µ∗α a flat
connection, and µ is unique provided it lies sufficiently close to the identity. We
then define NS(α) := µ∗α.
After proving Theorem 3.6 below, where the map NS is formally defined, we
spend the remainder of this section establishing useful properties and estimates for
NS. For example, in the proof of Lemma 3.15 we establish the Narasimhan-Seshadri
correspondence Ass/GC0 ∼= Aflat/G0, and in Proposition 3.14 and Corollary 3.17 we
show that, to first order, the map NS is the identity plus the L2-orthogonal projection
to the tangent space of flat connections.
Theorem 3.6. Suppose G is a compact, connected Lie group, Σ is a closed Riemannian
surface, and P → Σ is a principal G-bundle such that all flat connections are irreducible.
Then for any 1 < q < ∞, there are constants C > 0 and ǫ0 > 0, and a G2,q(P)-equivariant
deformation retract
NSP :
{
α ∈ A1,q(P)
∣∣∣ ‖Fα‖Lq(Σ) < ǫ0} −→ A1,qflat(P) (23)
that is smooth with respect to theW1,q-topology on the domain and codomain. Moreover, the
map NSP is also smooth with respect to the L
p-topology on the domain and codomain, for
any 2 < p < ∞.
Remark 3.7. The restriction in the second part of the theorem to 2 < p < ∞ is merely an
artifact of our proof, and it is likely that the conclusion holds for, say, 1 < p ≤ 2 as well. See
Lemma 3.16.
Proof of Theorem 3.6. Suppose we can define NSP on the set{
α ∈ A1,q(P)
∣∣∣ distW1,q (α,A1,qflat(P)) < ǫ0} , (24)
for some ǫ0 > 0, and show that it satisfies the desired properties on this smaller
domain. Then the G2,q-equivariance will imply that it extends uniquely to the flow-
out by the real gauge group:{
µ∗α ∈ A1,q(P)
∣∣∣ µ ∈ G2,q(P), distW1,q (α,A1,qflat(P)) < ǫ0} ,
and continues to have the desired properties on this larger domain. The next claim
shows that this flow-out contains a neighborhood of the form appearing in the do-
main in (23), thereby reducing the problem to defining NSP on a set of the form
(24).
Claim: For any ǫ˜0 > 0, there is some ǫ0 > 0 with
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{
α ∈ A1,q(P)| ‖Fα‖Lq < ǫ0
}
⊆
{
µ∗α ∈ A1,q(P)
∣∣∣ µ ∈ G2,q(P), distW1,q (α,A1,qflat(P)) < ǫ˜0} .
For sake of contradiction, suppose that for every ǫ > 0 there is some connection
α with ‖Fα‖Lq < ǫ, but where
‖µ∗α− α0‖W1,q ≥ ǫ˜0, ∀µ ∈ G2,q(P), ∀α0 ∈ A1,qflat(P) (25)
Then we can find a sequence of connections αν with ‖Fαν‖Lq → 0, but (25) holds
with αν replacing α. By Uhlenbeck’s weak compactness theorem, there is a sequence
of gauge transformations µν ∈ G2,q(P) such that, after possibly passing to a sub-
sequence, µ∗ναν converges weakly in W1,q to a limiting connection α♭. The condi-
tion on the curvature implies that α♭ ∈ A1,qflat(P) is flat. Moreover, the embedding
W1,q →֒ L2q is compact, so the weak W1,q-convergence of µ∗ναν implies that µ∗ναν
converges strongly to α♭ in L
2q. By redefining µν if necessary, we may suppose that
µ∗ναν is in Coulomb gauge with respect to α♭, d∗α0(µ
∗
ναν − α♭) = 0, and still retain the
fact that µ∗ναν converges to α∞ strongly in L2q. This gives
‖µ∗ναν − α♭‖qW1,q = ‖µ∗ναν − α♭‖
q
Lq + ‖dα♭ (µ∗ναν − α♭) ‖
q
Lq
+‖d∗α♭ (µ∗ναν − α♭) ‖
q
Lq
≤ ‖µ∗ναν − α♭‖qLq + ‖Fαν‖
q
Lq +
1
2‖µ∗ναν − α♭‖
q
L2q
≤ C
(
‖µ∗ναν − α♭‖qL2q + ‖Fαν‖
q
Lq
)
where we have used Fα♭+ν = dα♭(ν) +
1
2 [ν ∧ ν]. Hence ‖µ∗ναν − α♭‖
q
W1,q
→ 0, in
contradiction to (25). This proves the claim.
To define NSP, it therefore suffices to show that for α sufficiently W
1,q-close to
Aflat(P) there is a unique Ξ(α) ∈ Ω0(Σ, P(g)) close to 0, with Fexp(iΞ(α))∗α,ρ = 0.
Once we have shown this, then we will define
NSP(α) := exp(iΞ(α))
∗α.
Recall the definition ofF in (16). In light of (15), finding Ξ(α) is equivalent to solving
for ξ in F (α, ξ) = 0, for then Ξ(α) := −ξ. To solve for ξ we need to pass to suitable
Sobolev completions.
It follows from (14), and the Sobolev embedding and multiplication theorems,
that F extends to a smooth map A1,q(P)× Lie(G(P))2,q → Lie(G(P))0,q, whenever
q > 1. Suppose α0 is a flat connection. The linearization of F at (α0, 0) in the direc-
tion of (0, ξ) is
D(α0,0)F (0, ξ) = 2JE ∗ ∂α0∂α0(ξ),
where we have used the fact that dα,ρ commutes with JE = i (this is because the
complex structure JE is constant and the elements of A(P) are unitary). Observe
that jΣ acts by the Hodge star on vectors, so
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dα0,ρ(dα0,ρ ◦ jΣ) = dα0,ρ ∗ dα0,ρ, (dα0,ρ ◦ jΣ)dα0,ρ = Fα0,ρ ◦ (jΣ, Id). (26)
Using this and the fact that Fα0,ρ = 0, we have
D(α0,0)F (0, ξ) =
1
2
∆α0,ρξ
where ∆α0,ρ = d
∗
α0,ρ
dα0,ρ + dα0,ρd
∗
α0,ρ
is the Laplacian. By assumption, all flat connec-
tions are irreducible, so Hodge theory tells us that the operator ∆α0,ρ : Lie(G(P))2,q →
Lie(G(P))0,q is an isomorphism. Since α0 is flat, the pair (α0, 0) is clearly a solution
to F (α, ξ) = 0. It therefore follows by the implicit function theorem that there are
ǫα0 , ǫ
′
α0
> 0 such that, for any α ∈ A1,q with ‖α− α0‖W1,q < ǫα0 , there is a unique
Ξ = Ξ(α) ∈ Lie(G(P))2,q with ‖Ξ(α)‖W2,q < ǫ′α0 and F (α,−Ξ(α)) = 0. The implicit
function theorem also implies that Ξ(α) varies smoothly in α in the W1,q-topology.
Moreover, by the uniqueness assertion, it follows that Ξ(α) = 0 if α is flat.
We need to show that ǫα0 and ǫ
′
α0
can be chosen to be independent of α0 ∈
A1,qflat(P). Since the moduli space Aflat/G of flat connections on P is compact, it suf-
fices to show that ǫα0 = ǫµ∗α0 , for all real gauge transformations µ ∈ G2,q(P), and
likewise for ǫ′α0 . Fix µ ∈ G2,q(P) and α a connection that isW1,q-close to α0, then find
Ξ(α) as above. By (8) and the statement following (10) we have
exp(iΞ(α))µ = µ exp(iAd(µ−1)Ξ(α)). (27)
Since the curvature is G2,q(P)-equivariant, we also have
0 = Ad(µ−1)Fexp(iΞ)∗α = F(exp(iΞ)µ)∗α = Fexp(iAd(µ−1)Ξ)∗(µ∗α).
It follows that Ξ(µ∗α) = Ad(µ−1)Ξ(α) since Ξ(µ∗α) is uniquely defined by
Fexp(iΞ(µ∗α))∗(µ∗α) = 0.
We therefore have ǫµ∗α0 = ǫα0 and ǫ
′
µ∗α0 = ǫ
′
α0
, so we can take ǫ0 to be the minimum
of
inf
[α0]∈Aflat/G
ǫα0 > 0 and inf
[α0]∈Aflat/G
ǫ′α0 > 0.
This argument also shows that NSP is G2,q(P)-equivariant.
Finally, we show that NSP(α) depends smoothly on α in the L
p-topology for p >
2. It suffices to show that α 7→ Ξ(α) extends to a map A0,p(P) → Lie(G(P))1,p that
is smooth with respect to the specified topologies. To see this, note that F from (16)
is well-defined as a map
A0,p(P)× Lie(G(P))1,p −→ Lie(G(P))−1,p.
and is smooth with respect to the specified topologies (the restriction to p > 2 is
required so that Sobolev multiplication is well-defined). Then the implicit function
theorem argumentwe gave above holds verbatim to show that for each α sufficiently
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Lp-close to A0,pflat(P), there is a unique W1,p-small Ξ˜(α) ∈ Lie(G(P))1,p such that
exp(iΞ˜(α))∗α is flat. Moreover, the assignment
A0,pflat(P) −→ Lie(G(P))1,p, α 7−→ Ξ˜(α)
is smooth. The uniqueness of Ξ˜(α) and Ξ(α) ensures that the former is indeed an
extension of the latter.
Remark 3.8. Let Π : A1,qflat(P)→ A
1,q
flat(P)/G2,q(P) denote the projection. The above proof
shows that the composition Π ◦ NSP is invariant under a small neighborhood of G2,q(P)
in G2,q(P)C. Indeed, α and exp(iξ)∗α both map to the same flat connection under NSP
whenever they are both in the domain ofNSP.
More generally, differentiating the identities
NSP(exp(tφ)
∗α) = exp(tφ)∗NSP(α), NSP(exp(itφ)∗α) = NSP(α)
at t = 0 gives
DαNSP(dαφ) = dNSP(α)φ, DαNSP(∗dαφ) = 0,
where DαNSP is the linearization of NSP at α.
3.1.2 Analytic properties of almost flat connections
This section is of a preparatory nature. The results extend several elliptic properties,
which are standard for flat connections, to connections with small curvature. The
following lemma addresses elliptic regularity for the operator dα on 0-forms.
Lemma 3.9. Suppose G is a compact Lie group, Σ is a closed oriented Riemannian surface,
and P → Σ is a principal G-bundle such that all flat connections are irreducible. Let 1 <
q < ∞. Then there are constants C > 0 and ǫ0 > 0 with the following significance.
(i) Suppose that either α ∈ A1,q(P) with ‖Fα‖Lq(Σ) < ǫ0, or α ∈ A0,q(P) with
‖α− α♭‖L2q(Σ) < ǫ0 for some α♭ ∈ A0,2qflat (P). Then the map dα : W1,q(P(g)) −→
Lq(P(g)) is a Banach space isomorphism onto its image. Moreover, for all f ∈
W1,q(P(g)) the following holds
‖ f‖W1,q(Σ) ≤ C‖dα f‖Lq(Σ). (28)
(ii) For all α ∈ A1,q(P) with ‖Fα‖Lq(Σ) < ǫ0, the Laplacian d∗αdα : W2,q(P(g)) −→
Lq(P(g)) is a Banach space isomorphism. Moreover, for all f ∈ W2,q(P(g)) the
following holds
‖ f‖W2,q(Σ) ≤ C‖dα ∗ dα f‖Lq(Σ). (29)
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Proof. This is basically the statement of [8, Lemma 7.6], but adjusted a little to suit
our situation. We prove (ii), the proof of (i) is similar. The assumption that all flat
connections α♭ are irreducible implies that the kernel and cokernel of the elliptic
operator d∗α♭dα♭ : W
2,q(P(g)) −→ Lq(P(g)) are trivial. In particular, we have an
estimate ‖ f‖W2,q ≤ C‖dα♭ ∗ dα♭ f‖Lq for all f ∈ W2,q(P(g)), so the statement of the
lemma holds when α = α♭ is flat.
Next, fix α ∈ A1,q(P) and α♭ ∈ A1,qflat(P). Then, by the above discussion, and the
relation dα♭ f = dα f + [α♭ − α, f ], we have ‖ f‖W2,q is bounded by
C‖d∗αdα f‖Lp ≤ C
{
‖dα ∗ dα f‖Lq + ‖dα [∗(α− α♭), f ] ‖Lq
+ ‖[α− α♭ ∧ [∗(α− α♭), f ]]‖Lq
}
≤ C
{
‖dα ∗ dα f‖Lq
+ C′‖ f‖W2,q
(
‖dα ∗ (α− α♭)‖Lq + ‖α− α♭‖L2q
)}
,
for all f ∈ W2,q(P(g)), where we have used the embeddings W2,q →֒ W1,q and
W2,q →֒ L∞ in the last step. Now suppose that ‖α − α♭‖L2q < 1/2CC′ is small.
Then by composing α♭ with a suitable gauge transformation, we may suppose α is in
Coulomb gaugewith respect to α♭, and still retain the fact that ‖α− α♭‖L2q < 1/2CC′.
Then the above gives
‖ f‖W2,q ≤ C‖dα ∗ dα f‖Lq +
1
2
‖ f‖W2,q ,
which shows that d∗αdα is injective when sufficiently L2q-close to the space of flat
connections.
Now we prove the lemma. Suppose (ii) in the statement of the lemma does not
hold. Then there is some sequence of connections αν with ‖Fαν‖Lq → 0, but the esti-
mate (29) does not hold for any C > 0. By Uhlenbeck’s weak compactness theorem,
after possibly passing to a subsequence, there is some sequence of gauge transfor-
mations uν, and a limiting flat connection α♭, such that ‖αν − u∗να♭‖L2q → 0. So the
discussion of the previous paragraph shows that, for ν sufficiently large, the esti-
mate (29) holds with α replaced by αν. This is a contradiction, and it proves the
lemma.
Now we move on to study the action of dα on 1-forms. First we establish a
Hodge-decomposition result for connections with small curvature. For 2 ≤ q < ∞
and k ∈ Z, we will use the notation Vk,q to denote the Wk,q-closure of a vector sub-
space V ⊆Wk,q(T∗Σ⊗ P(g)). The standard Hodge decomposition says
Wk,q(T∗Σ⊗ P(g)) = H1α♭ ⊕
(
im dα♭
)k,q ⊕ (im d∗α♭)k,q , (30)
for any flat connection α♭. Here H
1
α♭
is finite dimensional (this dimension is indepen-
dent of α♭ ∈ A♭), and so is equal to its own Wk,q-closure. Furthermore, the direct
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sum in (30) is L2-orthogonal, even though the spaces need not be complete in the
L2-metric. We have a similar situation whenever α has small curvature, as the next
lemma shows.
Lemma 3.10. Assume that P → Σ satisfies the conditions of Lemma 3.9, and let 1 < q < ∞
and k ≥ 0. Then there are constants ǫ0 > 0 and C > 0 with the following significance. If
α ∈ A1,q(P) has ‖Fα‖Lq(Σ) < ǫ0, then
H1α := (ker dα)
k,q ∩ (ker d∗α)k,q ⊆Wk,q(T∗Σ⊗ P(g))
has finite dimension equal to dim H1α♭ , for any flat connection α♭. Furthermore, the space
H1α equals the L
2-orthogonal complement of the image of dα ⊕ d∗α:
H1α =
(
(im dα)
k,q ⊕ (im d∗α)k,q
)⊥
,
and so we have a direct sum decomposition
Wk,q (T∗Σ⊗ P(g)) = H1α ⊕
(
(im dα)
k,q ⊕ (im ∗ dα)k,q
)
. (31)
In particular, the L2-orthogonal projection
projα : W
k,q(T∗Σ⊗ P(g)) −→ H1α (32)
is well-defined.
Remark 3.11. It follows by elliptic regularity that the space (ker dα)
k,q ∩ (ker d∗α)k,q con-
sists of smooth forms. Moreover, when k− 2/q ≥ k′ − 2/q′, the inclusion Wk,q ⊆ Wk′ ,q′
restricts to an inclusion of finite-dimensional spaces
(ker dα)
k,q ∩ (ker d∗α)k,q →֒ (ker dα)k
′,q′ ∩ (ker d∗α)k
′,q′ ,
and this map is onto by dimensionality. Hence, the definition of H1α is independent of the
choice of Sobolev constants k, q.
Proof of Lemma 3.10. Wefirst show that, when ‖Fα‖Lq(Σ) is sufficiently small, we have
a direct sum decomposition
Wk,q (T∗Σ⊗ P(g)) = H1α ⊕ (im dα)k,q ⊕ (im ∗ dα)k,q .
We prove this in the case k = 0; the case k > 0 is similar but slightly easier. By
definition of H1α, it suffices to show that the images of dα and ∗dα intersect trivially.
Towards this end, write dα f = ∗dαg for 0-forms f , g of Sobolev class Lq = W0,q.
Acting by dα and then dα∗ gives
[Fα, f ] = dα ∗ dαg, [Fα, g] = −dα ∗ dα f .
A priori, dα ∗ dαg and dα ∗ dα f are only of Sobolev classW−2,q, however, the left-hand
side of each of these equations is in Lr , where 1/r = 1/q+ 1/p. So elliptic regularity
implies that f and g are each W2,q. (This bootstrapping can be continued to show
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that f , g are smooth, but we will see in a minute that they are both zero.) By Lemma
3.9 and the embedding W2,q →֒ L∞, it follows that, whenever ‖Fα‖Lq is sufficiently
small, we have
‖ f‖L∞ ≤ C‖dα ∗ dα f‖Lq = C‖ [Fα, g] ‖Lq ≤ 2C‖Fα‖Lq‖g‖L∞ .
Similarly, ‖g‖L∞ ≤ 2C‖Fα‖Lq‖g‖L∞ , and hence
‖ f‖L∞ ≤ 4C2‖Fα‖2Lq‖ f‖L∞ .
If ‖Fα‖2Lq < (2C)−2, then this can happen only if f = g = 0. This establishes the
direct sum (31).
Now we prove that the dimension of H1α is finite and equals that of H
1
α♭
for any
flat connection α♭. It is well-known that the operator
dα♭ ⊕ ∗dα♭ : Wk+1,q(P(g))⊕Wk+1,q(P(g)) −→Wk,q(T∗Σ⊗ P(g))
is elliptic, and hence Fredholm, whenever α♭ is flat. The irreducibility condition
implies that it has trivial kernel, and so has index given by −dim(H1α♭), which is a
constant independent of α♭. Then for any other connection α, the operator dα ⊕ ∗dα
differs from dα♭ ⊕ ∗dα♭ by a compact operator, and so dα ⊕ ∗dα is Fredholm with
the same index −dim(H1α♭) [23, Theorem A.1.5]. It follows from Lemma 3.9 that the
(bounded) operator
dα ⊕ ∗dα : Wk+1,q(P(g))⊕Wk+1,q(P(g)) −→Wk,q(T∗Σ⊕ P(g))
is injective whenever ‖Fα‖Lq(Σ) is sufficiently small, and hence the cokernel has finite
dimension dim(H1α♭). That is, dim(H
1
α) = dim(H
1
α♭
), so this finishes the proof of
Lemma 3.10.
Next we show that the L2-orthogonal projection to H1α = ker dα ∩ ker d∗α depends
smoothly on α in the Lq-topology.
Proposition 3.12. Suppose that P → Σ and ǫ0 > 0 are as in Lemma 3.10, and let 1 < q <
∞. Then the assignment α 7→ projα is affine-linear and bounded
‖projα − projα′‖op,Lq ≤ C‖α− α′‖Lq(Σ), (33)
provided ‖Fα‖Lq , ‖Fα′‖Lq < ǫ0, where ‖ · ‖op,Lq is the operator norm on the space of linear
maps Lq(T∗Σ⊗ P(g))→ Lq(T∗Σ⊗ P(g)).
Proof. Wewill see that defining equations for projα are affine linear, and so the state-
ment will follow from the implicit function theorem in the affine-linear setting.
First, we introduce the following shorthand:
Wk,q(Ωj) := Wk,q
(
ΛjT∗Σ⊗ P(g)
)
, Lq(Ωj) := W0,q(Ωj).
Next, we note that for µ ∈ Lq(Ω1), the L2-orthogonal projection projαµ is uniquely
characterized by the following properties:
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Property A: ∃(u, v) ∈W1,q(Ω0)⊕W1,q(Ω2), µ− projαµ = dαu+ d∗αv,
Property B: ∀(a, b) ∈W1,q∗(Ω0)⊕W1,q∗(Ω2), 〈projαµ, dαa+ d∗αb〉 = 0,
where q∗ is the Sobolev dual to q: 1/q+ 1/q∗ = 1. Here and below, we use the nota-
tion 〈µ, ν〉 to denote the L2-pairing on forms. Note that by Lemma 3.9 the operators
dα and d
∗
α are injective on 0- and 2-forms, respectively, so any pair (u, v) satisfying
Property A is unique.
Consider the map(A0,q ⊕ Lq(Ω1))× (Lq(Ω1)⊕W1,q(Ω0)⊕W1,q(Ω0))
−→
(
W1,q
∗
(Ω0)
)∗ ⊕ (W1,q∗(Ω2))∗ ⊕ Lq(Ω1) (34)
defined by
(α, µ; ν, u, v) 7−→
(
〈ν, dα (·)〉, 〈ν, d∗α (·)〉, µ− ν− dαu− d∗αv
)
The key point is that a tuple (α, µ; ν, u, v)maps to zero under (34) if and only if this
tuple satisfies Properties A and B above. By the identification (Wk,q
∗
)∗ = W−k,q, we
can equivalently view (34) as a map(A0,q × Lq(Ω1))× (Lq(Ω1)×W1,q(Ω0)×W1,q(Ω0))
−→W−1,q(Ω0)⊕W−1,q(Ω2)⊕ Lq(Ω1) (35)
defined by
(α, µ; ν, u, v) 7−→ (d∗αν, dαν, µ− ν− dαu− d∗αv) .
Claim 1: The map (35) is bounded affine linear in the A0,q-variable, and bounded
linear in the other 4 variables.
Claim 2: The linearization at (α, 0; 0, 0, 0) of (35) in the last 3-variables is a Banach
space isomorphism, provided ‖α− α♭‖Lq is sufficiently small for some flat connec-
tion α♭.
Before proving the claims, we describe how they prove the lemma. Observe that
(α, 0; 0, 0, 0) is clearly a zero of (35) for any α. Claim 1 implies that (35) is smooth,
and so by Claim 2 we can use the implicit function theorem to show that, for each
pair (α, µ) ∈ A0,q ⊕ Lq(Ω1), with ‖α − α♭‖Lq sufficiently small, there is a unique
(ν, u, v) ∈ Lq(Ω1) ⊕W1,q(Ω0) ⊕W1,q(Ω0) such that (α, µ; ν, u, v) is a zero of (35).
(A priori this only holds for µ in a small neighborhood of the origin, but since (35) is
linear in that variable, it extends to all µ.) It will then follow that ν = projαµ depends
smoothly on α in the Lq-metric. In fact, (35) is affine linear in α and linear in the
other variables, so the uniqueness assertion of the implicit function theorem implies
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that projα depends affine-linearly on α, and so it follows that ‖projα − projα♭‖op,Lq is
bounded by
inf
‖µ‖Lq=1
∥∥∥(projα − projα♭) µ∥∥∥Lq ≤ C inf‖µ‖Lq=1 ‖α− α♭‖Lq‖µ‖Lq = C‖α− α♭‖Lq .
This proves the lemma for all α sufficiently Lq-close toAflat. To extend it to all αwith
‖Fα‖Lq sufficiently small, one argues by contradiction as in the proof of Lemma 3.9,
using Uhlenbeck’s compactness theorem. It therefore remains to prove the claims.
Proof of Claim 1: It suffices to verify boundedness for each of the three (codomain)
components separately. The first component is the map
A0,q × Lq(Ω1) −→W−1,q(Ω0), (α, ν) 7−→ d∗αν (36)
It is a standard consequence from the principle of uniform boundedness that a bilin-
ear map is continuous if it is continuous in each variable separately. The same holds
if the map is linear in one variable and affine-linear in the second, so it suffices to
show that (36) is bounded in each of the two coordinates separately. Fix α and a flat
connection α♭. Then
‖dαν‖W−1,q ≤ ‖dα♭ν‖W−1,q + ‖ [α− α♭ ∧ ν] ‖W−1,q≤ ‖dα♭ν‖W−1,q + 2‖α− α♭‖Lq‖ν‖Lq≤ C (1+ ‖α− α♭‖Lq) ‖ν‖Lq
which shows that the map is bounded in the variable ν, with α fixed. Next, fix ν and
write
‖dαν− dα♭ν‖W−1,q = ‖ [α− α♭ ∧ ν] ‖W−1,q ≤ 2‖ν‖Lq‖α− α♭‖Lq ,
which shows it is bounded in the α-variable. This shows the first component of (35)
is bounded. The other two components are similar.
Proof of Claim 2: The linearization of (35) at (α, 0; 0, 0, 0) in the last three variables
is the map
Lq(Ω1)×W1,q(Ω0)×W1,q(Ω0) −→ W−1,q(Ω0)⊕W−1,q(Ω2)⊕ Lq(Ω1)
(ν, u, v) 7−→ (d∗αν, dαν, −ν− dαu− d∗αv)
By Claim 1, this is bounded linear, so by the open mapping theorem, it suffices to
show that it is bijective. Suppose
(d∗αν, dαν, −ν− dαu− d∗αv) = (0, 0, 0). (37)
Then by Lemma 3.10, we can write ν uniquely as ν = νH + dαa+ d
∗
αb for νH ∈ H1α =
ker dα ∩ ker d∗α, and (a, b) ∈ W1,q(Ω0) ×W1,q(Ω2), provided ‖Fα‖Lq is sufficiently
small. This uniqueness, together with the first two components of (37), imply that
ν = νH. The third component then reads
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νH = −dαu− d∗αv,
which is only possible if νH = dαu = d
∗
αv = 0. By Lemma 3.9, this implies (ν, u, v) =
(0, 0, 0), which proves injectivity.
To prove surjectivity, suppose the contrary. Then by the Hahn-Banach theorem,
there are non-zero dual elements
( f , g, η) ∈W1,q∗(Ω0)⊕W1,q∗(Ω2)⊕ Lq∗(Ω1)
satisfying
0 = 〈 f , d∗αν〉, 0 = 〈g, dαν〉, 0 = 〈η, ν+ dαu+ d∗αv〉
for all (ν, u, v). The first two equations imply 〈dα f , ν〉 = 0 and 〈d∗αg, ν〉 = 0 for all ν.
This implies dα f = 0 and d∗g = 0, and so f = 0 and g = 0 by Lemma 3.9. For the
third equation, take (u, v) = (0, 0) and we get 0 = 〈η, ν〉 for all ν. But this can only
happen if η = 0, which is a contradiction to the tuple ( f , g, η) being non-zero.
We end this preparatory section by establishing the analogue of Lemma 3.9 for
1-forms.
Lemma 3.13. Assume that P → Σ satisfies the conditions of Lemma 3.9, and let 1 < q <
∞. Then there are constants C > 0 and ǫ0 > 0 such that
‖η − projαη‖W1,q(Σ) ≤ C
(
‖dαη‖Lq(Σ) + ‖dα ∗ η‖Lq(Σ)
)
(38)
for all η ∈W1,q(T∗Σ⊗ P(g)) and all α ∈ A1,q(Σ) with ‖Fα‖Lq(Σ) < ǫ0.
Proof. First note that this is just the standard elliptic regularity result if α = α♭
is flat. To prove the lemma, suppose the conclusion does not hold. Then there
is (1) a sequence of connections αν with ‖Fαν‖Lq → 0, and (2) a sequence of 1-
forms ην ∈ im dαν ⊕ im ∗ dαν with ‖ην‖W1,q = 1 and for which ‖dανην‖Lq and‖dαν ∗ ην‖Lq both converge to zero. By applying suitable gauge transformations to
the αν, and by passing to a subsequence, it follows from Uhlenbeck compactness
that the αν converge strongly in L
2q to a limiting flat connection α♭. Next, we have
‖dα♭ην‖Lq ≤ ‖dανην‖Lq + ‖ [αν − α♭ ∧ ην] ‖Lq , and so
‖dα♭ην‖Lq ≤ ‖dανην‖Lq + C0‖αν − α♭‖L2q‖ην‖W1,q −→ 0,
where in the last inequality we have used the embedding W1,q →֒ L2q for q > 1.
Similarly ‖dα♭ ∗ ην‖Lq → 0. By the elliptic estimate for the flat connection α♭, we
have
‖ην − projα♭ην‖W1,q ≤ C1
(‖dα♭ην‖Lq + ‖dα♭ ∗ ην‖Lq) −→ 0. (39)
On the other hand, by Proposition 3.12, the projection operator projαν is converg-
ing in the Lq operator norm to projα♭
. In particular,
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‖projα♭(ην)‖W1,q ≤ C2‖projα♭(ην)‖Lq
= C2‖projα♭(ην)− projαν (ην)‖Lq≤ C2‖α♭ − αν‖Lq‖ην‖Lq −→ 0,
where the first inequality holds because H1α♭ is finite-dimensional (and so all norms
are equivalent), the second inequality holds by Proposition 3.12, and the conver-
gence to zero holds since ‖ην‖Lq ≤ C3‖ην‖W1,q = C3 is bounded. Combining this
with (39) gives
1 = ‖ην‖W1,q ≤ ‖ην − projα♭ην‖W1,q + ‖projα♭(ην)‖W1,q −→ 0,
which is a contradiction, proving the lemma.
3.1.3 Analytic properties of NS
The next proposition will be used to obtain C0-estimates for convergence of instan-
tons to holomorphic curves. It provides a quantitative version of the statement that
NS is approximately the identity map on connections with small curvature.
Proposition 3.14. Let NSP be the map (23), and 3/2 ≤ q < ∞. Then there are constants
C > 0 and ǫ0 > 0 such that
‖NSP(α)− α‖W1,q(Σ) ≤ C‖Fα‖L2q(Σ) (40)
for all α ∈ A1,q(P) with ‖Fα‖Lq(Σ) < ǫ0.
Proof. The basic idea is that NSP(α) = exp(iΞ(α))
∗α can be expressed as a power
series, with lowest order term given by α (see the proof of Theorem 3.6 for the defi-
nition of Ξ(α)). The goal is then to bound the higher order terms using the curvature.
To describe this precisely, we digress to discuss the power series expansion for the
exponential.
As discussed above, the space Lie(G(E)C)2,q can be viewed as theW2,q-completion
of the vector space Γ(P ×G End(Cn)). Since q > 1, we are in the range in which
pointwise matrix multiplication is well-defined, and Lie(G(E)C)2,q becomes a Ba-
nach algebra. Then for any ξ ∈ Lie(G(E)C)2,q, the power series
∞
∑
k=0
ξk/k! ∈ Lie(G(E)C)2,q
converges, where ξk is k-fold matrix multiplication on the values of ξ.
As with finite-dimensional Lie theory, this power series represents the expo-
nential map exp : Lie(G(E)C)2,q −→ G2,q(E)C, where we are using the inclusion
G2,q(E)C ⊂ W2,q(P×G End(Cn)). The power series defining exp continues to hold
on the restriction exp : Lie(G(P)C)2,q −→ G2,q(P)C. Similarly, the usual power se-
ries definitions of sin and cos hold in this setting, and we have the familiar relation
exp(iξ) = cos(ξ) + i sin(ξ). Note that by (12), for any real ξ ∈ Lie(G(E))2,q and
α ∈ A1,q(P), we have
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exp(iξ)∗α− α = −
{
dα(cos(ξ)− 1) + ∗dα(sin(ξ))
}
∈ TαA1,q(P), (41)
where the action of dα on each of these power series is defined term by term.
Now we prove the proposition. We will show that that there is some ǫ0 > 0
and C > 0 such that, if α ∈ A1,q(P) satisfies ‖Fα‖Lq(Σ) < ǫ0 and ‖Ξ(α)‖W2,q < ǫ0,
then ‖NSP(α)− α‖W1,q ≤ C‖Fα‖L2q . This is exactly the statement of the proposition,
except we have an additional assumption on Ξ(α). However, we know Ξ(α) de-
pends continuously on α and vanishes when α is flat, so this additional assumption
is superfluous.
Set Ξ = Ξ(α) and η := NSP(α)− α. Using the power series expansion of exp, we
have
η = exp(iΞ)∗α− α = − ∗ dα,ρΞ +
(
Ξ(dα,ρΞ) + (dα,ρΞ)Ξ
)
2
+ . . .
The nth term in the sum on the right has the form − ∗nn! ∑nk=0 Ξk(dα,ρΞ)Ξn−k−1. By
assumption 2q > 2, and so
∥∥∥∥∥∗nn! n∑
k=0
Ξ . . .Ξ(dα,ρΞ)Ξ . . .Ξ
∥∥∥∥∥
W1,2q
≤ ‖dα,ρΞ‖W1,2q
(
C2n1
n!
n
∑
k=0
‖Ξ‖n−1
W1,2q
)
≤ ‖Ξ‖W2,2q
(
C2n1
(n− 1)!‖Ξ‖
n−1
W1,2q
)
,
whereC1 is the constant from the Sobolevmultiplication theorem. This gives ‖η‖W1,q ≤
C2‖η‖W1,2q ≤ C2‖Ξ‖W2,2q ∑∞n=1 ‖Ξ‖n−1W1,2qC2n1 /(n− 1)!. Whenever ‖Ξ‖W1,2q ≤ 1, we
therefore have
‖η‖W1,q ≤ C2‖Ξ‖W2,2q
∞
∑
n=1
C2n1
(n− 1)! = C3‖Ξ‖W2,2q . (42)
We will be done if we can estimate ‖Ξ‖W2,2q in terms of η and Fα.
By (41) and the definition of NSP we have that dα,ρη is equal to
dα,ρ (exp(iΞ)∗α− α) = −dα,ρ
(∗dα,ρ(sin(Ξ)) + dα,ρ(cos(Ξ)− 1))
= −dα,ρ ∗ dα,ρ(sin(Ξ)) + Fα,ρ(1− cos(Ξ)) (43)
Now use the elliptic estimate from Lemma 3.9 (ii):
‖ sin(Ξ)‖W2,2q ≤ C4‖dα,ρ ∗ dα,ρ(sin(Ξ))‖L2q
≤ C5
{‖dα,ρη‖L2q + ‖Fα,ρ(1− cos(Ξ))‖L2q}
≤ C6
{
‖η‖2
L4q
+ ‖Fα,ρ‖L2q (1+ ‖1− cos(Ξ)‖L∞)
}
,
where the second inequality is (43), and in the last inequality we used
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‖dα,ρη‖L2q ≤ C
(
‖Fα,ρ‖L2p + ‖η‖2L4q
)
coming from the identity 0 = FNSP(α),ρ = Fα,ρ + dα,ρη +
1
2 [η ∧ η]. Note also that the
norm of Fα,ρ is controlled by that of Fα, so we can drop the subscript ρ by picking up
another constant:
‖ sin(Ξ)‖W2,2q ≤ C7
{
‖η‖2
L4q
+ ‖Fα‖L2q (1+ ‖1− cos(Ξ)‖L∞)
}
(44)
For ‖Ξ‖W2,q small we have ‖Ξ‖W2,q ≤ 2‖ sin(Ξ)‖W2,q and ‖1− cos(Ξ)‖L∞ ≤ 1, so (44)
gives ‖Ξ‖W2,2q ≤ C8
(
‖η‖2
L4q
+ ‖Fα‖L2q
)
.
Returning to (42), we conclude
‖η‖W1,q ≤ C9
(
‖η‖2
L4q
+ ‖Fα‖L2q
)
≤ C10
(
‖η‖2
W1,q
+ ‖Fα‖L2q
)
where we have used the embedding W1,q →֒ L4q, which holds provided q ≥ 3/2.
This gives ‖η‖W1,q
(
1− C10‖η‖W1,q
) ≤ C10‖Fα‖L2q , and completes the proof since
we can ensure that ‖η‖W1,q ≤ 1/2C10 by requiring that ‖Ξ‖W2,q is sufficiently small
(when Ξ = 0, it follows that η = 0, and everything is continuous in these norms).
Throughout the remainder of this section, we assume that Σ is closed, connected
and orientable, G = PU(r), and P → Σ is a bundle for which t2(P) [Σ] ∈ Zr is
a generator. Let Π : A1,qflat(P) → M(P) = A
1,q
flat(P)/G
2,q
0 (P) denote the quotient
map. The assumptions on G and P imply that M(P) and Π are smooth. We will be
interested in estimating the derivative of the composition Π ◦NSP.
Any choice of orientation and metric on Σ determines complex structures on
the tangent bundles TA1,q(P) and TM(P) that are induced by the Hodge star on
1-forms. Denote by
Dα (Π ◦NSP) : TαA1,q(P) −→ TΠ◦NSP(α)M(P)
the linearization of Π ◦NSP at α, defined with respect to the W1,q-topology on the
domain. The following lemma will be used to show that holomorphic curves in
A1,q(P) descend to holomorphic curves in M(P).
Lemma 3.15. Suppose G = PU(r), Σ is a closed, connected, oriented Riemannian surface,
and P → Σ is a principal G-bundle with t2(P) [Σ] ∈ Zr a generator. Let 1 < q < ∞ and
suppose α is in the domain of NSP. Then the linearization Dα(Π ◦NSP) is complex-linear:
∗Dα(Π ◦NSP) = Dα(Π ◦NSP) ∗ .
Proof. We refer to the notation of Section 2.2. The complex gauge group G(P)C acts
on C(P), and hence A(P), in a way that preserves the complex structure, and this
holds true in the Sobolev completions of these spaces. Indeed, let µ ∈ G2,q(P)C,
α ∈ A1,q(P) and η ∈W1,q (T∗Σ⊗ P(g)). Then by (11) we have
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d
dτ
∣∣∣
τ=0
µ ◦ ∂α+τ∗η ◦ µ−1 = ddτ
∣∣∣
τ=0
µ ◦ ∂α ◦ µ−1 + τµ ◦
(∗η0,1) ◦ µ−1
= ∗ (µ ◦ η0,1 ◦ µ−1)
= ∗ ddτ
∣∣∣
τ=0
µ ◦ ∂α+τη ◦ µ−1,
which shows the infinitesimal action of the complex gauge group is C-linear.
Let G2,q0 (P)C ⊆ G2,q(P)C denote the identity component. This can be described
as
G2,q0 (P)C =
{
µ exp(iξ)
∣∣∣µ ∈ G2,q0 (P), ξ ∈W2,q(P(g))} .
It follows from (12) and Lemma 3.9 that GC0 (P)2,q acts freely on the space of con-
nections. Moreover, by Remark 3.8, the map NSP is equivariant under a neighbor-
hood of G2,q0 (P) in G2,q0 (P)C. These two facts imply that NSP has a unique G2,q0 (P)C-
equivariant extension to the flow-out
Ass(P) :=
(
G2,q0 (P)C
)∗ {
α ∈ A1,q(P)
∣∣∣ ‖Fα‖Lq < ǫ}
of the domain of NSP. Furthermore, the group G2,q0 (P)C restricts to a free action onAss(P).
Consider the projection ΠC : Ass(P) −→ Ass(P)/G2,q0 (P)C. Using NSP, we have
an identification Ass(P)/G2,q0 (P)C ∼= M(P), and hence a commutative diagram
Ass(P) NSP−−−→ A1,qflat(P)
ΠC
y yΠ
Ass(P)/G2,q0 (P)C
∼=−−−→ A1,qflat(P)/G
2,q
0 (P) = M(P)
As we saw above, the infinitesimal action of G2,q0 (P)C is complex linear. This implies
that the linearization of ΠC : Ass(P)→ M(P) is complex-linear, but ΠC = Π ◦NSP,
so this finishes the proof.
Lemma 3.16. Let P → Σ be as in the statement of Lemma 3.15 and 1 < q < ∞. There are
constants C, δ > 0 so that∣∣∣Dα(Π ◦NSP) (η) ∣∣∣
M(P)
≤ C‖η‖Lq(Σ) (45)
for all 1-forms η ∈W1,q(T∗Σ⊗ P(g)) and all connections α ∈ A(P) with ‖Fα‖L2q(Σ) < δ.
Proof. Note that by Lemma 3.10 there is a decomposition
TαA1,q(P) = H1α ⊕ (im dα ⊕ im d∗α) ,
29
whenever α has sufficiently small curvature. Moreover, the first summand is L2-
orthogonal. Denote by projα : TαA1,q(P) → H1α the projection to the dα-harmonic
space, and note that this is continuous with respect to the Lq-norm on the domain
and codomain. We claim that the operator
Dα (Π ◦NSP) : TαA1,q −→ HNSP(α)
can be written as a composition
TαA1,q −→ Hα Mα−→ HNSP(α)
for some bounded linear map Mα, where the first map is projα. Indeed, we have
Dα (Π ◦NSP) (µ) = Dα (Π ◦NSP) (projαµ)
since the difference µ− projαµ lies in im dα ⊕ im ∗ dα, and this space is contained in
the kernel of Dα(Π ◦NSP) by Remark 3.8. So the claim follows by taking
Mα := Dα (Π ◦NSP) |Hα
to be the restriction. Since Mα is a linear map between finite-dimensional spaces,
it is bounded with respect to any norm. We take the Lq-norm on these harmonic
spaces. Then Dα (Π ◦NSP) is the composition of two functions that are continuous
with respect to the Lq norm:
|Dα (Π ◦NSP) µ|M(P) = C‖Dα (Π ◦NSP) µ‖Lq(Σ)
= C‖Mα ◦ projαµ‖Lq(Σ) ≤ Cα‖µ‖Lq(Σ).
That this constant can be taken independent of α, for Fα sufficiently small, follows us-
ing an Uhlenbeck compactness argument similar to the one carried out at the begin-
ning of the proof of Theorem 3.6. Here one needs to use the fact that Dα(Π ◦NSP) =
projα when α is a flat connection, and so this has norm 1 (which is clearly indepen-
dent of α).
Corollary 3.17. Suppose 1 < q < ∞, and let P→ Σ be as in the statement of Lemma 3.15.
Then there is a constant ǫ0 > 0 and a bounded function f : A0,q(P) → R≥0 such that for
each α ∈ A1,q(P) with ‖Fα‖L2q(Σ) < ǫ0, the following estimate holds
‖projαη− Dα (Π ◦NSP) η‖Lq(Σ) ≤ f (α) ‖projαη‖Lq(Σ) (46)
for all η ∈ Lq(T∗Σ ⊗ P(g)), where projα is the map (32). Furthermore, f can chosen so
that f (α) → 0 as ‖Fα‖Lq(Σ) → 0.
Proof. Consider the operator projα − Dα (Π ◦NSP). It is clear from Lemma 3.16 that
its kernel contains im(dα)⊕ im(∗dα), and so we have
‖projαη − Dα (Π ◦NSP) η‖Lq ≤ C1‖projαη − Dα (Π ◦NSP) η‖L2q
= C1‖ (projα − Dα(Π ◦NSP)) (projαη) ‖L2q .
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This last term is bounded by C1
∥∥(projα − Dα (Π ◦NSP))∥∥op,L2q ‖projαη‖L2q , where
‖ · ‖op,L2q is the operator norm. On the finite-dimensional space Hα, the Lq- and L2q-
norms are equivalent: ‖projαη‖L2q ≤ C2‖projαη‖Lq . This constant C2 is independent
of projαη ∈ Hα, however it may depend on α. On the other hand, Proposition 3.12
tells us that C2 is independent of α provided ‖Fα‖L2q is sufficiently small. So we have
‖projαη − Dα (Π ◦NSP) η‖Lq ≤ f (α)‖projαη‖Lq ,
where we have set f (α) := C1C2
∥∥(projα − Dα (Π ◦NSP))∥∥op,L2q . By Theorem 3.6
and Proposition 3.12, the function f (α) depends continuously on α in the L2q-topology.
If α = α♭ is flat, then Dα (Π ◦NSP) equals the projection projα, and so f (α♭) = 0. In
particular, f (α) → 0 as α approaches A1,qflat(P) in the L2q-topology. That f (α) → 0
as ‖Fα‖Lq → 0 follows from a contradiction argument using Uhlenbeck compact-
ness.
3.2 Proof of Lemma 3.5
Note that (i) implies that Theorem 3.6 applies to αν(x) for each x ∈ K and ν suffi-
ciently large. Let NS be the map constructed in Theorem 3.6 for the bundle P → Σ.
Define vν : S −→ M(P) by vν(x) := Π ◦NS (αν(x)). Then Lemmas 3.15 and 3.16
imply that vν is a holomorphic map.
Claim 1: Fix a compact K ⊂ S0. The vν have uniformly bounded energy density:
sup
ν
sup
x∈K
|Dvν|M(P) < ∞.
Here | · |M(P) is the norm on M(P) given by the L2-inner product on the tangent
(harmonic) spaces. It suffices to prove the claim in local orthonormal coordinates
x = (s, t) on K. Since vν is holomorphic, Dvν(x) is controlled by ∂svν(x). Suppress-
ing the point x we have
|∂svν|M(P) = ‖∂s (Π ◦NS(αν))‖L2(Σ)
= ‖Dαν(Π ◦NS)(∂sαν)‖L2(Σ)
= ‖Dαν(Π ◦NS)(projαν∂sαν)‖L2(Σ)
where the last equality holds by Lemma 3.16, since ∂sαν and projαν∂sαν differ by an
element of im dαν ⊕ im ∗ dαν . By Lemma 3.16 we have
‖Dαν(Π ◦NS)(projαν∂sαν)‖L2(Σ) ≤ C0‖projαν∂sαν‖L2(Σ).
By assumption (ii) in the statement of the Lemma 3.5, this last term is controlled by
a constant C, and this proves the claim.
It follows from Claim 1 that {vν} is a C1-bounded sequence of maps K → M(P)
for each compact K ⊂ S0. By the compactness of the embedding C1(K) →֒ C0(K),
there is a subsequence, still denoted by {vν}, which converges weakly in C1, and
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strongly in C0, to some limiting holomorphic map v∞ : K → M(P). By repeating the
above with a sequence Kn of compact sets that exhaust S0, and by taking a diagonal
subsequence, one can show that v∞ is defined on all of S0 and the vν converge to v∞
in C0 on compact subsets of S0.
Remark 3.18. We can actually say quite a bit more: The uniform energy bound given in
Claim 1 implies that, after possibly passing to a further subsequence, we have that the vν
converge to v∞ in C∞ on compact subsets of the interior of S0 (see [23, Theorem 4.1.1]).
Claim 2: There exists a smooth lift α∞ : S0 → Aflat(P) of v∞ : S0 → M(P).
This is only non-trivial when S0 is closed, and in this case the result basically
follows because (i) each v∗νAflat(P) → S0 is trivializable (vν admits a lift αν), and (ii)
the vν converge to v∞ in C0 so v∗∞Aflat(P) is trivializable. To see this explicitly, we
will show that, for large enough ν, there is a map Γ : I × S0 → M(P) that restricts to
v∞ on {0} × S0 and to vν on {1} × S0. Then the result will follow since the pullback
over an elementary cobordism is trivial if and only if it is trivial over one of the
boundary components. To construct Γ, pick ν large enough so dist(vν(x), v∞(x)) is
smaller than the injectivity radius of M(P). Let γt(x) be the geodesic from v∞(x) to
vν(x) parametrized so that it has length 1. Then defining Γ(t, x) := γt(x) proves the
claim.
Now we use Claim 2 to translate the convergence of Claim 1 into a statement
about αν and α∞. Note that, because M(P) is finite-dimensional, we can choose
any metric we want. At this point it is convenient to choose the metric on the tan-
gent space induced from the C0-norm on the harmonic spaces. In particular, the
C0-convergence in the S-directions immediately implies that, for each x ∈ S0, there
are gauge transformations µν(x) ∈ G2,q0 (P) such that
sup
x∈K
‖α∞(x)− µν(x)∗NS(αν(x))‖C0(Σ) −→ 0. (47)
By perturbing the gauge transformations, wemay suppose that each µν(x) is smooth
in x. This gives that
∥∥∥α∞ − µ∗ναν∥∥∥C0(K×Σ) is bounded by
supx∈K
{∥∥∥µ∗ναν − µ∗νNS(αν)∥∥∥C0(Σ) +
∥∥∥α∞ − µ∗νNS(αν)∥∥∥C0(Σ)
}
≤ C supx∈K
{∥∥∥Fαν∥∥∥C0(Σ) +
∥∥∥α∞ − µ∗νNS(αν)∥∥∥C0(Σ)
}
where the inequality follows from Proposition 3.14. This last term goes to zero by
assumption (i) and (47). This proves (21).
Now we prove (22). We begin with p = 2. We will work in local coordinates
x = (s, t) on int S0. By the holomorphic and ǫ-ASD conditions, it suffices to prove
that
sup
x∈K
∥∥∥projα∞∂sα∞ −Ad(µ−1ν )projαν∂sαν∥∥∥L2 −→ 0
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for each compact K ⊂ int S0, where here and below the L2-norms are on Σ. The key
ingredient is that ∂svν converges to ∂sv∞ in C0 on K; this is coming fromRemark 3.18.
We first translate this to a statement about the connections: The appropriate lift of
∂sv∞ to Tα∞A(P) is the harmonic projection projα∞∂sα∞. Similarly, the appropriate
lift of ∂svν(x) is the harmonic projection of the linearization DανNS (∂sαν(x)). This
harmonic projection is exactly Dαν (Π ◦NS) (∂sαν), since DαΠ = projα whenever α
is flat. Then the C0 convergence ∂svν → ∂sv∞ implies that
sup
K
∥∥∥projα∞∂sα∞ −Ad(µ−1ν )Dαν (Π ◦NS) (∂sαν)∥∥∥L2 ν−→ 0. (48)
The gauge transformations that appear here are exactly those from the previous
paragraph; this is due to the fact that since the µ∗ναν converge to α∞, the harmonic
spaces Ad(µ−1ν (x))Hαν(x) converge to Hα∞(x). For each x ∈ K, the triangle inequality
gives that ‖projα∞∂sα∞ −Ad(µ−1ν )projαν∂sαν‖L2 is bounded by∥∥∥projα∞∂sα∞ −Ad(µ−1ν )Dαν (Π ◦NS) (∂sαν)∥∥∥L2
+
∥∥∥Dαν (Π ◦NS) (∂sαν)− projαν∂sαν∥∥∥L2
≤
∥∥∥projα∞∂sα∞ −Ad(µ−1ν )Dαν (Π ◦NS) (∂sαν)∥∥∥L2 + f (αν)‖projαν∂sαν‖L2
where the inequality here is Corollary 3.17. It follows from (48) that the first term
on the right goes to zero. For the second term, note that assumption (ii) implies that
‖projαν∂sαν‖L2 is bounded by some constant C, uniformly in x ∈ K. Then Corol-
lary 3.17 combines with assumption (i) in the statement of Lemma 3.5 to give that
f (αν)
ν→ 0 uniformly in x ∈ K. This finishes the proof of (22) with p = 2.
Now we prove (22) for 1 < p < ∞. To simplify notation, replace αν by µ
∗
ναν.
Note that by Proposition 3.12, for any 1-forms η, η′ on Σ we have
‖projα∞η − projανη′‖Lp ≤ C‖α∞ − αν‖L∞‖η‖Lp + ‖projανη − projανη′‖Lp ,
where all norms are on Σ and we are working pointwise on S0. The harmonic space
H1αν is finite-dimensional and converging to H
1
α∞ , so the L
p-norm on H1αν is equiva-
lent to the L2-norm by a constant C′ that is independent of ν. We therefore have that
‖projα∞η − projανη′‖Lp is controlled by
C‖α∞ − αν‖L∞‖η‖Lp + C′‖projανη − projανη′‖L2≤ C‖α∞ − αν‖L∞ (‖η‖Lp + C′‖η′‖L2) + C′‖projα∞η − projανη′‖L2
where we used Proposition 3.12 again. Apply this with η = projα∞∂sα∞ (which is
obviously uniformly bounded in Lp(Σ)), and η′ = projαν∂sαν (which is bounded
uniformly on K in L2(Σ) by assumption (ii) in the statement of Lemma 3.5). Since
‖α∞ − αν‖L∞ and ‖projα∞η− projανη′‖L2 converge to zero uniformly on K, it follows
that ‖projα∞η − projανη′‖Lp does as well.
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3.3 Proof of Theorem 3.3
In light of Lemma 3.5, we consider each of the following cases:
Case 1 ‖Fαν‖L∞(Z) → ∞;
Case 2 ‖Fαν‖L∞(Z) → ∆ > 0;
Case 3 ‖Fαν‖L∞(Z) → 0, and supx∈S ‖projαν ◦ Dxαν‖L2(Σ) → ∞.
To prove the theorem, we will show that each case leads to energy quantization. That
is, we will show that there is a positive constant h¯ > 0, depending only on the group
PU(r), with the following significance: We will show that each case above implies
there is some bubbling point x ∈ S and a set Tx ⊂ Z (Tx will be either a point in
{x} × Σ, or the whole fiber {x} × Σ), such that for every neighborhood U of Tx
the energy Einstǫν (Aν) ≥ h¯ is uniformly bounded from below for all ν. To see why
this implies the theorem, let B denote the set of exceptional points x ∈ S. Since
each Aν is an ǫν-instanton on the bundle R, it follows that ǫν-energies are equal
to 2π2κrr
−1q4(R) ≥ 0. This implies that B must be a finite set. Then hypotheses of
Lemma 3.5 hold on S0 := S\B, so the convergence result in Theorem 3.3 follows from
the lemma. That A∞ extends over the bubbling set B follows from the removable
singularities theorem for holomorphic curves: The set B projects to a finite set in
S; now apply the removable singularities theorem to v∞ in the proof of Lemma 3.5
and lift using Claim 2 appearing in that proof. The verification of the bound (20) is
standard.
It remains to prove that the three cases above lead to energy quantization. For
the first two cases we follow [8], so we only sketch the details; see also Section 4.4.
Case 1. (Instantons on S4) For each ν identify a point zν ∈ Z where |Fαν (zν)| is
maximized. To simplify notation, we may assume zν = z∞ is fixed for all ν (this is
approximately true by compactness of Z). Restrict attention to a small fixed neigh-
borhood of z∞. Rescale each Aν by ǫν, but only in the S-directions (the Σ-direction
remain unscaled). Then we obtain a sequence of connections A˜ν on increasing and
exhausting subsets of C × Σ that are instantons with respect to a fixed metric, and
have curvature |F
A˜ν
| blowing up at z∞ ∈ C × Σ. Now we rescale again, this time
in all four directions and by the maximum of |F
A˜ν
|. By Uhlenbeck’s strong com-
pactness theorem to the twice-rescaled sequence of connections, these converge to
a non-trivial instanton on a bundle R∞ over S
4. The energy of such instantons is
h¯ = 2π2κrr−1q4(R∞). Note that since t2(R∞) ∈ H2(S4,Zr) obviously vanishes,
q4(R∞) is divisible by 2r (see, e.g., [11, Equation (4)]), and so h¯ = 4π
2κr .
Case 2. (Instantons on C × P) Exactly as in the previous case, we rescale by ǫν
in the S-directions to obtain a sequence A˜ν of instantons on exhausting subsets of
C × Σ with curvature maximized at some z∞ ∈ C × Σ. If these maxima |FA˜ν | di-
verge, then we repeat the analysis of Case 1 and get an instanton on S4. Other-
wise, the curvatures are L∞ bounded and we can apply Uhlenbeck’s strong com-
pactness theorem directly to the A˜ν to obtain a non-flat finite-energy instanton on
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C × P → C × Σ. We therefore need to show that there is a minimum allowable en-
ergy 12
∫
C×Σ |FA|2 ≥ h¯ > 0 for all non-flat instantons A on bundles over the domain
C× Σ. The basic idea in [8] is to introduce polar coordinates on the C-component in
C × Σ. This allows us to view A as being defined on the cylinder R × S1 × Σ. The
finite energy instanton A limits to flat connections on the cylindrical ends S1 × Σ, at
±∞, and the energy of A is given by the difference of the Chern-Simons functional
applied to each of these limiting flat connections. Then it is shown in [8] that this
difference is given by 4π2κrr
−1 deg(u), where u is a certain gauge transformation
on S1 × P and necessarily has non-zero degree (otherwise A would be flat). We can
therefore take h¯ = 4π2κrr−1. See also [32] for a similar discussion along these lines.
Case 3. (Holomorphic spheres in M(P)) In this case, we rescale around a blow-
up point to find that a holomorphic sphere bubbles off in the moduli space of flat
connections. These rescaled connections do not satisfy a fixed ASD equation, and
so Uhlenbeck’s strong compactness theorem does not apply, as it did in Cases 1 and
2. One could try to use Uhlenbeck’s weak compactness theorem, but this theorem
is too weak to conclude that the limiting bubbles are non-constant. Dostoglou and
Salamon resolved this issue [9] by developing several intricate estimates for these
types of ǫ-instantons. We present an alternative argument using the heat flow (the
key ingredient is (22)). Our argument has the additional bonus that it applies even
in cases where there are boundary conditions, as we will encounter in Theorem 4.1.
Set cν := ‖projαν(xν) ◦ Dxναν‖L2(Σ) where xν ∈ S is chosen to maximize the right-
hand side. This diverges to ∞, by assumption. By compactness we may assume xν
converge to some x∞ ∈ S, and we fix a small ball B2δ(x∞) ⊂ S with holomorphic
coordinates x = (s, t). We may also assume ν is large enough so that xν is within δ of
x∞. Write Aν|U×Σ = αν + φν ds+ ψν dt and define a rescaled connection Aˆν in terms
of its components by
αˆν(x) := α(c
−1
ν x+ xν),
φˆν(x) := c−1ν φ(c−1ν x+ xν)
ψˆν(x) := c−1ν ψ(c−1ν x+ xν).
(49)
View these as being defined on subsets C×Σ. By Hofer’s Lemma [23, Lemma 4.6.4],
we can refine the choice of xν to ensure that these subsets are increasing and exhaust
C× Σ. Write FAˆν = Fαˆν − βˆs,ν ∧ ds− βˆt,ν ∧ dt+ γˆν ds∧ dt in terms of its components.
These satisfy βˆs,ν + ∗βˆt,ν = 0 and γˆ = −ǫˆ−2ν ∗ Fαˆν , where ǫˆν := cνǫν. It may not
be the case that ǫˆν is decaying to zero; this is replaced by the assumption that the
slice-wise curvatures are going to zero in L∞(C × Σ): ‖Fαˆν‖L∞ = ‖Fαν‖L∞ → 0. We
also have
‖projαˆν(0)∂sαˆν(0)‖L2(Σ) =
1
2cν
‖projαν(xν) ◦ Dxναν‖L2(Σ) =
1
2
, (50)
wherewe have used the ǫˆν-ASD equation in the first equality. Then the Aˆν satisfy the
hypotheses of Lemma 3.5, so (after possibly passing to a subsequence) there exists
a sequence of gauge transformations Uν ∈ G2,qloc(C× P), and a limiting holomorphic
curve representative Aˆ∞ ∈ A1,qloc(C× P) such that
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sup
K
‖projαˆ∞∂sαˆ∞ −Ad(µ−1ν )projαˆν∂sαˆν‖L2(Σ)
ν−→ 0,
for all compact K ⊂ C. Then this descends to a finite-energy holomorphic curve v∞ :
C → M(P), which is non-trivial by (50). By removal of singularities [23, Theorem
4.1.2 (ii)] it follows that v∞ extends to a holomorphic sphere v∞ : S
2 → M(P). We
have energy quantization with h¯ = 4π2κrr−1 for non-constant holomorphic spheres
[6, Corollary 6.3], which completes Case 3.
4 Compactness for cylinders R× Y
Fix a broken circle fibration f : Y → S1 as in [10]. This means that Y is a closed, con-
nected, oriented 3-manifold, and f is aMorse functionwith connected and nonempty
fibers. We will assume that the number N of critical points of f is positive (otherwise
we are essentially in the case of Section 3). We also assume the critical points of f
have distinct critical values. This implies that N is even, and also allows us to view
Y as a composition of cobordisms:
Y01 ∪Σ1 (I × Σ1) ∪Σ1 Y12 ∪Σ2 . . . ∪ΣN−1 Y(N−1)0 ∪Σ0 (I × Σ0) ∪Σ0 (51)
where I := [0, 1] is the unit interval, each Σj ⊂ Y is a fixed regular fiber of f , and
each Yj(j+1) ⊂ Y is a cobordism from Σj to Σj+1 such that f |Yj(j+1) has exactly one
critical point. Note that (51) is cyclic in the sense that the cobordism I × Σ0 on the
right is glued to the cobordism Y01 on the left, reflecting the fact that f maps to the
circle. We set Y• := ⊔jYj(j+1) and Σ• := ⊔jΣj.
I × Σ0
Y01
p0∗
I × Σ1
Y10
p1∗
∗
c0
∗
c1
S1//
f
Figure 1: An illustration of a broken circle fibration with N = 2. Each Yi(i+1) has a
unique critical point pi, with corresponding critical value ci.
In this section we consider the 4-manifold Z := R × Y. We equip Z with a prod-
uct metric g = ds2 + gY, where gY is a metric on Y. To simplify the exposition, we
assume gY has been chosen so that gY|I×Σ• = dt2 + gΣ, where gΣ is a metric on Σ•
that is independent of t ∈ I. Then we define a metric gǫ by setting
gǫ|R×Y• := ds2 + ǫ2gY|R×Y• , gǫ|R×I×Σ• := ds2 + dt2 + ǫ2gΣ.
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Figure 2: Picture above are four copies of the manifold Y, viewed from the ‘top’
relative to the illustration in Figure 1. Each copy of Y has N = 4 critical points,
represented by stars ∗. Moving from left to right, the different copies represent the
metric gǫ on Y = {pt} × Y ⊂ R × Y as ǫ decreases to zero. Notice that the volumes
of the Σi and the Yi(i+1) are going to zero. However, the length in the I-direction (the
‘neck’) of each I × Σi is remaining fixed. In the picture on the far right, the Yi(i+1)
have collapsed entirely to the critical points of f .
See Figure 2. When ǫ 6= 1, the metric gǫ is not smooth on Z with respect to the given
smooth structure on Z. However, there is a different smooth structure on Z in which
gǫ is smooth. We call this the ǫ-dependent smooth structure, and say a function,
tensor, connection, etc. is ǫ-smooth if it is smooth with respect to the ǫ-dependent
smooth structure. See [10, Section 2.1] for more details.
We take R → Z to be the pullback of a PU(r)-bundle Q → Y such that t2(Q) is
Poincare´ dual to d [γ] ∈ H1(Y,Zr), where d ∈ Zr is a generator, and γ : S1 → Y is a
section of f : Y → S1. Set
Qj(j+1) := Q|Yj(j+1), Q• := ⊔jQj(j+1), Pj := Q|{0}×Σj , P• := ⊔jPj.
The assumption on t2(Q) ensures t2(Qj(j+1))
[
Qj(j+1)
]
= t2(Pj)
[
Pj
]
= d. In [11] we
show that the fibers Σ• ⊂ Y determine a connected component in G(Q) consisting of
degree 1 gauge transformations. We let GΣ ⊂ G(Q) denote the subgroup generated
by this component.
We say that a connection on R is ǫ-ASD or an ǫ-instanton if it is ASDwith respect
to gǫ. In coordinates over R × I × Σ• ⊂ Z, this takes the form (18). Over R × Y•,
any connection can be written as a(s) + p(s) ds, where a(s) is a path of connections
on Q, and p(s) is a path of Q(g)-valued 0-forms on Y. Then the ǫ-ASD condition on
R× Y• takes the form
∂sa(s)− da(s)p(s) + ǫ−1 ∗Y Fa(s) = 0,
where ∗Y is the Hodge star coming from gY. As before, the ǫ-energy is Einstǫ (A) :=
1
2
∫
Z〈FA ∧ ∗ǫFA〉 (this makes sense for any connection on R that isW1,2 with respect
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to the ǫ-smooth structure). If A is ǫ-ASD, then the ǫ-energy is finite if and only
if A limits to flat connections at ±∞ in the sense that there are flat connections
a± ∈ Aflat(Q) such that lims→±∞ a(s) = a±, and lims→±∞ p(s) = 0. When this is
the case, Einstǫ (A) = CS(a+) − CS(a−), where CS is the Chern-Simons functional.
In particular, this is independent of ǫ and A.
Now we describe the symplectic theory. Restricting to each of the two boundary
components of Yj(j+1) determines a Lagrangian embedding
L(Qj(j+1)) →֒ M(Pj)− ×M(Pj+1).
Then we set
M := M(P0)
− ×M(P1)×M(P2)− × . . .×M(PN−1)
L(0) := L(Q01)× L(Q23)× . . .× L(Q(N−2)(N−1))
L(1) := L(Q12)× L(Q34)× . . .× L(Q(N−1)N);
the superscript in M(P2j)
− means that we are using the negative of the given sym-
plectic structure on this manifold. Then there are natural Lagrangian embeddings
L(0), L(1) →֒ M. The Hodge star from gΣ determines a compatible almost complex
structure J on M. The intersection points L(0) ∩ L(1) can be canonically identified
with the space Aflat(Q)/GΣ of flat connections on Y modulo gauge; see [10].
Lagrangian intersection Floer homology considers strips R × I → M with La-
grangian boundary conditions. For our purposes, we are interested in certain lifts of
these to the space of connections on R. That is, we define a strip representative to be
a connection A0 ∈ A(R) satisfying the following: Over R× I × Σ•, A0 has the form
α+φ ds+ψ dt, where α : R× I → Aflat(Σ•, P•(g)), and φ,ψ : R× I → Ω0(Σ•, P•(g))
are 0-forms defined so that ∂sα − dαφ and ∂tα − dαψ are harmonic; see Example
3.1. Over R × Y•, A0 has the form a + p ds, where a : R → Aflat(Q•) is deter-
mined uniquely (up to gauge) by the condition that a(s)|∂Y• = α(s, ·)|∂I×Σ•, and
p : R → Ω0(Y•,Q•(g)) is determined by the condition that ∂sa(s)− da(s)p(s) is a(s)-
harmonic. It follows that any strip representative A0 is a continuous connection
on Z that is W1,p with respect to the ǫ-dependent smooth structure for any ǫ > 0.
We will often write A0 = a + p ds on all of Z, and so a|R×I×Σ• = α + ψ dt. It fol-
lows immediately that any strip representative descends to give a map R × I → M
with Lagrangian boundary conditions in the L(j). Moreover, this projection gives
the space of strip representatives the structure of a principal bundle over the space
of maps R× I → Mwith Lagrangian boundary conditions. We define the energy of
a strip representative A0 by the formula
Esymp(A0) :=
1
2
∫
R×I×Σ•
|∂sα− dαφ|2 + |∂tα− dαψ|2 dvol.
This is concocted so that it recovers the energy of the curve that A0 represents. We
will say that a strip representative A0 is a holomorphic strip representative if, over
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R × I × Σ• its components satisfy (19). When A0 is a holomorphic strip representa-
tive, then the energy Esymp(A0) is finite if and only if A0 limits to flat connections
a± at ±∞; see [10]. In this case we have
Esymp(A0) = CS(a+)− CS(a−)
and so the energy is again a topological quantity only depending on the limiting
connections (this essentially follows because the symplectic action functional for M
is given by the Chern-Simons functional of representatives; see also Lemma 3.2).
For s0 ∈ R, and A ∈ A(R), let τ∗s0A ∈ A(R) be the connection defined by
translating τ∗s0A|{s}×Y := A{s+s0}×Y. Given x ∈ R × I, we will use ιx : Σ• = {x} ×
Σ• →֒ Z to denote the inclusion, and so the pullback α(x) := ι∗xA can be viewed as an
R × I-dependent connection on P• → Σ•. Similarly, if s ∈ R, then ιs : {s} × Y →֒ Z
is the inclusion, and the restriction a(s) := ι∗sA can be viewed as an R-dependent
connection on Q → Y. Now we can state the main theorem.
Theorem 4.1. Fix 2 < q < ∞, and let R → Z be as above. Assume all flat connections
on Q are non-degenerate, and fix flat connections a± ∈ Aflat(Q). Suppose (ǫν)ν∈N is
a sequence of positive numbers converging to 0, and assume that, for each ν, there is an
ǫν-ASD connection Aν ∈ A1,qloc(R) that limits to a± at ±∞. Then there is
(i) a finite set B ⊂ R× I;
(ii) a subsequence of the Aν (still denoted Aν);
(iii) a sequence of gauge transformations Uν ∈ G2,qloc(R);
(iv) a finite sequence of flat connections
{
a0 = a−, a1, . . . , aJ−1, aJ = a+
} ⊆ Aflat(Q);
(v) for each j ∈ {1, . . . , J}, a holomorphic strip representative Aj ∈ A1,qloc(R) limiting to
u∗j−1a
j−1 at −∞ and u∗j aj at +∞, for some uj−1, uj ∈ GΣ, possibly depending on Aj;
(vi) for each j, a sequence s
j
ν ∈ R
such that for each j ∈ {1, . . . , J}, the restrictions
sup
x∈K
∥∥∥ι∗x (U∗ντ∗s jνAν − Aj
)∥∥∥C0(Σ•) ν−→ 0 (52)
converge to zero for every compact K ⊂ R × I\B. The gauge transformations Uν can
be chosen so that they restrict to the identity component G0(Pi) on each {x} × Σi ⊂ Z.
Moreover, for each b ∈ B there is a positive integer mb > 0 such that for any ν,
J
∑
j=1
Esymp(Aj) ≤ Einstǫν (Aν)− 4π2κrr−1 ∑
b∈B
mb. (53)
Finally, Esymp(Aj) > 0 for each j.
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To simplify the exposition, we have assumed that all flat connections a ∈ Aflat(Q)
are non-degenerate, meaning that da is injective on 1-forms. In general, this need not
be the case. However, non-degeneracy can always be achieved by first performing a
suitable perturbation to the defining equations. See Section 5.
For x ∈ R × I, we will continue to use the notation αν(x) = ι∗xAν, αj(x) = ι∗xAj
and µ(x) = ι∗xU. Then the conclusion of the theorem says that for each j and compact
K ⊂ R × I\B, the sequence
sup
(s,t)∈K
‖µ(s, t)∗αν(s− sjν, t)− αj(s, t)‖C0(Σ•)
converges to zero; see Remark 3.4 (d). As in Section 3, it is convenient to first prove
a modified version that a priori excludes bubbling.
Lemma 4.2. Let S0 := R × I\B, where B is any finite set, and let 2 < q < ∞. Suppose
(ǫν)ν∈N is a sequence of positive numbers (not necessarily converging to zero), and that for
each ν there is an ǫν-ASD connection Aν ∈ A1,q(R) with uniformly bounded ǫν-energy,
and satisfying the following conditions:
(i) For each compact K ⊂ S0, the slice-wise curvatures on Σ• converge to zero:
sup
(s,t)∈K
‖Fαν(s,t)‖L∞(Σ•)
ν→ 0.
(ii) For each compact L ⊂ R with L× {0, 1} ∩ B = ∅, the slice-wise curvatures on Y•
converge to zero:
sup
s∈L
‖Faν(s)‖L∞(Y•)
ν→ 0, aν(s) := ι∗sAν.
(iii) For each compact K ⊂ S0, there is some constant C with
sup
ν
sup
(s,t)∈K
‖∂sαν(s, t)− dαν(s,t)φν(s, t)‖L2(Σ•) ≤ C.
(iv) For each compact L ⊂ R with L× {0, 1} ∩ B = ∅, there is some constant C with
sup
ν
sup
s∈L
‖∂saν(s)− daν(s)pν(s)‖L2(Y•) ≤ C.
Then there is a subsequence of the connections (still denoted Aν), a sequence of gauge trans-
formations Uν on R|S0×Σ, and a holomorphic strip representative A∞ ∈ A
1,q
loc(R) such that:
sup
(s,t)∈K
∥∥∥α∞(s, t)− µν(s, t)∗αν(s, t)∥∥∥C0(Σ•) ν−→ 0, (54)
sup
s∈L
∥∥∥a∞(s)− uν(s)∗aν(s)∥∥∥
L4(Y•)
ν−→ 0, (55)
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sup(s,t)∈K
( ∥∥∥∂sα∞(s, t)− dα∞(s,t)φ∞(s, t)∥∥∥L2(Σ•)
−
∥∥∥∂sαν(s, t)− dαν(s,t)φν(s, t)∥∥∥L2(Σ•)
)
ν−→ 0,
(56)
sups∈L
( ∥∥∥∂sa∞(s)− da∞(s)p∞(s)∥∥∥L2(Y•)
−
∥∥∥∂saν(s)− daν(s)pν(s)∥∥∥L2(Y•)
)
ν−→ 0,
(57)
for any compact K ⊆ S0, and any compact L ⊂ R with L× {0, 1} ∩ B = ∅.
The key technical point of this lemma is that the convergence in (56) holds even
for K that intersect the boundary of R × I; compare with (22). We also mention that
the connections τ∗sνAν from Theorem 4.1 satisfy the same type of convergence as in
(56), for compact K ⊂ R × I\B.
We point out that Lemma 4.2 makes a stronger hypothesis in (iii) relative the
analogous assumption (ii) in Lemma 3.5 (there is no projα appearing in Lemma 4.2
(iii)). We use the stronger assumption to prove the various elliptic estimates in Sec-
tion 4.2. On a related note, the conclusion (56) is weaker than the analogous (22),
since the former only claims that the values of the norms converge, whereas the lat-
ter makes a claim about the convergence of the vector values of the functions.
In the next section we review the heat flow on 3-manifolds. This will be used to
obtain Lagrangian boundary conditions for the limiting holomorphic strip represen-
tatives appearing in these theorems. We then develop several estimates that allow
us to obtain the convergence in (56) in the case when K intersects the boundary of
R× I. The proofs of Lemma 4.2 and Theorem 4.1 will appear in Sections 4.3 and 4.4,
respectively.
4.1 The heat flow on cobordisms
Suppose Q is principal G-bundle over a Riemannian 3-manifold Y. In his thesis [26],
Ra˚de studied the Yang-Mills heat flow; that is, he studied solutions τ 7→ a(τ) ∈
A(Q) to the gradient flow of the Yang-Mills functional
d
dτ
a(τ) = −d∗a(τ)Fa(τ), a(0) = a, (58)
where a ∈ A(Q) is an initial condition. Specifically, Ra˚de proved the following:
Theorem 4.3. Suppose G is compact and Y is a closed, oriented manifold of dimension 3.
Let a ∈ A1,2(Q). Then (58) has a unique solution {τ 7→ a(τ)} ∈ C0loc
(
[0,∞) ,A1,2(Q)),
with the further property that Fa(·) ∈ C0loc
(
[0,∞) , L2
) ∩ L2loc ([0,∞) ,W1,2). Moreover,
the limit limτ→∞ a(τ) exists, is a critical point of the Yang-Mills functional, and varies
continuously with the initial data a in the W1,2-topology.
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DifferentiatingYMQ(a(τ)) in τ and using (58) shows thatYMQ(a(τ)) decreases
in τ. Moreover, it follows from Uhlenbeck’s compactness theorem together with
[26, Proposition 7.2] that the critical values of the Yang-Mills functional are dis-
crete. Combining these two facts, it follows that there is some ǫ˜Q > 0 such that
if YMQ(a) < ǫ˜Q, then the associated limiting connection limτ a(τ) is flat. The flow
therefore defines a continuous gauge equivariant deformation retract
HeatQ :
{
a ∈ A1,2(Q) ∣∣ YMQ(a) < ǫ˜Q} −→ A1,2flat(Q) (59)
whenever Y is a closed 3-manifold.
Remark 4.4. Ra˚de’s theorem continues to hold, exactly as stated, in dimension 2 as well.
Given a bundle P→ Σ over a closed connected oriented surface, we therefore have thatNSP
and HeatP are both maps of the form
{
α ∈ A1,2(P) | YMP(α) < ǫP
} −→ A1,2flat(P), for
some ǫP > 0. It turns out these are equal, up to a gauge transformation. That is,
Π ◦NSP = Π ◦HeatP, (60)
where Π : A1,2flat(P) → A1,2flat(P)/G2,20 (P) is the quotient map. Though we will not use this
fact in this paper, we sketch a proof at the end of this section for completeness.
In the remainder of this section we prove a version of Ra˚de’s Theorem 4.3, but for
bundles Q over 3-manifoldswith boundary. The most natural boundary condition for
our application is of Neumann type. This will allow us to use a reflection principle
and thereby appeal directly to Ra˚de’s result for closed 3-manifolds.
Ra˚de’s result holds with the W1,2-topology. However, on 3-manifolds not all
W1,2-sections are continuous. This makes the issue of boundary conditions rather
tricky. One way to get around this is to observe that, in dimension 3, restrictingW1,2-
functions to codimension-1 subspaces is in fact well-defined. We take an equivalent
approach by considering the space A1,2(Q, ∂Q), which we define to be the W1,2-
closure of the set of smooth a ∈ A(Q) that satisfy
ι∂na
∣∣
U
= 0 (61)
on some neighborhood U of ∂Q (U may depend on a). Here ∂n ∈ Γ(TQ) is a fixed
extension of the outward pointing unit normal to ∂Q; we may assume that the set
U is always contained in the region in which ∂n is non-zero. Use the normalized
gradient flow of ∂n to write U = [0, ǫ)× ∂Y. Let t denote the coordinate on [0, ǫ).
Then in these coordinates we can write any connection as a|{t}×∂Y = α(t) + ψ(t) dt.
Then (61) is equivalent to requiring ψ(t) = 0.
Set A1,2flat(Q, ∂Q) := A1,2(Q, ∂Q) ∩ A1,2flat(Q). Both of the spaces A1,2(Q, ∂Q) and
A1,2flat(Q, ∂Q) admit the action of the subgroup G(Q, ∂Q) ⊂ G(Q) consisting of gauge
transformations that restrict to the identity in a neighborhood of ∂Q. (We are pur-
posefully only working with the smooth gauge transformations here.)
Theorem 4.5. Let G be a compact, connected Lie group, and Q→ Y be a principal G-bundle
over a compact, connected, oriented Riemannian 3-manifold Y with non-empty boundary.
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1. There is some ǫQ > 0 and a continuous strong deformation retract
HeatQ :
{
a ∈ A1,2(Q, ∂Q) ∣∣YMQ(a) < ǫQ} −→ A1,2flat(Q, ∂Q).
Furthermore,HeatQ intertwines the action of G(Q, ∂Q).
2. Suppose Σ ⊂ Y is an embedded surface that is closed and oriented. Suppose further
that either Σ ⊂ int Y, or Σ ⊂ ∂Y. Then for every ǫ > 0, there is some δ > 0 such that if
a ∈ A1,2(Q, ∂Q) satisfies ‖Fa‖L2(Y) < δ, then
∥∥(HeatQ(a)− a) |Σ∥∥Lq(Σ) < ǫ, for every
1 ≤ q ≤ 4.
Remark 4.6. Recently, Charalambous [4] has proven similar results for manifolds with
boundary.
Proof. Consider the double Y(2) := Y ∪∂Y Y, which is a closed 3-manifold. Denote
by ιY : Y →֒ Y(2) the inclusion of the second factor. We will identify Y with its image
under ιY. There is a natural involution σ : Y
(2) → Y(2) defined by switching the fac-
tors in the obvious way. Then Y(2) has a natural smooth structure making ιY smooth
and σ a diffeomorphism (this is just the smooth structure obtained by choosing the
same collar on each side of ∂Y). Clearly the map σ is orientation-reversing, satisfies
σ2 = Id and has fixed point set equal to ∂Y. Similarly, we can form Q(2) := Q ∪∂Q Q
and an involution σ˜ : Q(2) → Q(2). Then Q(2) is naturally a principal G-bundle over
Y(2) and σ˜ is a bundle map covering σ. Furthermore, σ˜ commutes with the G-action
on Q(2).
Though σ˜ is not a gauge transformation (it does not cover the identity), it behaves
as one in many ways. For example, since σ˜ a bundle map, the space of connections
A(Q(2)) is invariant under pullback by σ˜. The action on covariant derivatives takes
the form dσ˜∗a = σ
∗ ◦ da ◦ σ∗, where σ∗ : Ω(Y(2),Q(2)(g))→ Ω(Y(2),Q(2)(g)) is pull-
back by σ. The induced action on the tangent space TaA(Q(2)) = Ω1(Y(2),Q(2)(g))
is given by pullback by σ. Likewise, the curvature satisfies F˜σ∗a = σ
∗Fa. In particu-
lar, the flow equation (58) on the double Y(2) is invariant under the action of σ˜. We
set ǫQ := ǫ˜Q(2)/2, where ǫ˜Q(2) > 0 is as in (59).
Now suppose a ∈ A1,2(Q, ∂Q) has YMQ(a) < ǫQ. Then a has a unique exten-
sion a(2) to all of Q(2), satisfying σ˜∗a(2) = a(2). We call a(2) the double of a, and we
claim that a(2) ∈ A1,2(Q(2)). To see this, first suppose that a is smooth. Then the
boundary condition on a implies that a(2) is continuous on all of Q(2) and smooth
on the complement of ∂Q. In particular, a(2) is W1,2. (Note that in general a(2) will
not be smooth, even if a is. For example, the normal derivatives on each side of the
boundary do not agree: limy→∂Y ∂na = − limy→Y ∂nσ˜∗a, unless they are both zero,
and this latter condition is not imposed by our boundary conditions.) More gener-
ally, every a ∈ A1,2(Q, ∂Q) is a W1,2-limit of smooth connections aj whose normal
component vanishes in a neighborhood of the boundary. By the linearity of the in-
tegral it is immediate that the doubles of the aj converge to a
(2) in W1,2, and this
proves the claim.
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By assumption, we have YMQ(2)(a(2)) < ǫ˜Q(2) , so by the discussion at the be-
ginning of this section, there is a unique solution a(2)(τ) to the flow equation (58)
on the closed 2-manifold Y(2), with initial condition a(2)(0) = a(2). Furthermore, the
limit HeatQ(2)(a
(2)) := limτ→∞ a(2)(τ) exists and is flat. Since (58) is σ˜-invariant, the
uniqueness assertion guarantees that σ˜∗a(2)(τ) = a(2)(τ) for all τ. In particular,
σ˜∗HeatQ(2)(a
(2)) = HeatQ(2)(a
(2)). (62)
Define HeatQ(a) := HeatQ(2)(a
(2))
∣∣∣
Q
. Then (62) shows that
ι∂n HeatQ(a)
∣∣
∂Y
= 0,
so HeatQ does map intoA1,2flat(Q, ∂Q). Similarly, gauge transformation u ∈ G(Q, ∂Q)
has a unique extension to a σ˜-invariant gauge transformation in G(Q(2)). In partic-
ular, HeatQ(u
∗a) = u∗HeatQ(a) follows from the G(Q(2))-equivariance of HeatQ(2) .
This finishes the proof of 1.
To prove 2, we will assume Σ ⊂ intY. The remaining case Σ ⊂ ∂Y follows by re-
placing Ywith its double, for then we have Σ ⊂ intY(2) and the analysis carries over
directly. For sake of contradiction, suppose there is some sequence aν ∈ A1,2(Q)
with ‖Faν‖L2 → 0, but
c0 ≤
∥∥(HeatQ(aν)− aν) |Σ∥∥Lq(Σ) (63)
for some fixed c0 > 0. By Uhlenbeck’s weak compactness theorem, there is a se-
quence of gauge transformations uν ∈ G2,2 such that u∗νaν converges weakly inW1,2
(hence strongly in L4) to a limiting connection a∞ ∈ A1,2(Q), after possibly passing
to a subsequence. Then a∞ is necessarily flat. Be redefining uν, if necessary, we may
assume that each u∗νaν is in Coulomb gauge with respect to a∞, and still retain the
fact that u∗νaν converges to a∞ strongly in L4. Then
‖u∗νaν − a∞‖2W1,2 = ‖u∗νaν − a∞‖2L2 + ‖da∞(u∗νaν − a∞)‖2L2
≤ C1
(
‖u∗νaν − a∞‖2L2 + ‖Faν‖2L2 + ‖u∗νaν − a∞‖4L4
)
for some constant C1. Observe that the right-hand side is going to zero, so aν is
converging inW1,2 to the space of flat connections, and so
‖aν − (u−1ν )∗a∞‖W1,2 −→ 0. (64)
On the other hand, by the trace theorem [34, Theorem B.10], we have
c0 ≤
∥∥HeatQ(aν)− aν|Σ∥∥Lq(Σ) ≤ C2 ∥∥HeatQ(aν)− aν∥∥W1,2(Y) (65)
for some C2 depending only on Y and 1 ≤ q ≤ 4 (the inequality on the left is (63)).
Since HeatQ is continuous in the W
1,2-topology, and restricts to the identity on the
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space of flat connections, there is some ǫ′ > 0 such that if aν is within ǫ′ of the space
of flat connections, then C2
∥∥HeatQ(aν)− aν∥∥W1,2(Y) ≤ c02 . By (64) aν is within ǫ′ of
Aflat(Q) for ν large, and so we have a contradiction to (65).
The next lemma states that we can always put a connection a ∈ A(Q) in a gauge
so that it is an element of A(Q, ∂Q). This is basically just a variation on the fact that
connections can be put in temporal gauge, so we omit the proof. We state a version
with an additional R parameter, since this is the context in which the lemma will be
used.
Lemma 4.7. Let R→ Z be as in the introduction to Section 4. Then for every A ∈ A1,2loc(R)
there is an identity-component gauge transformation U ∈ G2,2loc(R) with
U∗A|{s}×Yi(i+1) ∈ A1,2(Qi(i+1), ∂Qi(i+1)), ∀i ∈ {0, . . . ,N − 1} , ∀s ∈ R.
Furthermore, if A is smooth then U∗A is smooth as well.
Proof of Remark 4.4. We suppress the Sobolev exponents, unless they are relevant. By
definition, NSP(α) lies in the complex gauge orbit of α. The key observation to the
proof of (60) is that the Yang-Mills heat flow, and hence HeatP(α), always lies in the
complexified gauge orbit of the initial condition α. Indeed, in [5] Donaldson shows
that for any α ∈ A(P) there is some path ξ(τ) ∈ Ω0(Σ, P(g)) for which the equation
d
dτ
α˜(τ) = −d∗α˜(τ)F˜α(τ) + dα˜(τ)ξ(τ), α˜(0) = α (66)
has a unique solution τ 7→ α˜(τ) for all 0 ≤ τ < ∞. The solution has the fur-
ther property that it takes the form α˜(τ) = µ(τ)∗α, for some path of complex gauge
transformations µ(τ) ∈ G(P)C starting at the identity. It is then immediate that
α(τ) := exp
(∫ τ
0 ξ
)∗
α˜(τ) solves (58), and so
HeatP(α) = lim
τ→∞ exp
(∫ τ
0
ξ
)∗
µ(τ)∗α.
Clearly exp
(∫ τ
0 ξ
)∗
µ(τ)∗α lies in the complex gauge orbit of α for all τ, and so
HeatP(α) must as well. Now NSP(α) lies in the complex gauge orbit by definition,
so there is some complex gauge transformation µ˜ ∈ G(P)C (possibly depending on
α) with µ˜∗NS(α) = Heat(α). We will be done if we can show that µ˜ is a real gauge
transformation that lies in the identity component. The former statement is equiva-
lent to showing h˜ := µ˜†µ˜ = Id. By (14) we must have that h˜ is a solution to
F˜ (h) := i∂Heat(α)
(
h−1∂Heat(α)h
)
= 0. (67)
Clearly the identity gauge transformation is a solution as well. It suffices to show
that (67) has a unique solution, at least for α close to the space of flat connections.
The map F˜ is defined on (theW2,2-completion of) G(P)C, we can take its codomain
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to be (the L2-completion of) Ω0
(
Σ, P(g)C
)
. Similarly to our analysis of F in the
proof of Theorem 3.6, the derivative of F˜ at the identity is the map sending η ∈
W2,2
(
P(g)C
)
to 12∆Heat(α),ρη ∈ L2
(
P(g)C
)
. This derivative is invertible, so by the
inverse function theorem F˜ is a diffeomorphism in a neighborhood of the identity.
This is the uniqueness we are looking for, provided we can arrange so that h˜ lies in
a suitably small neighborhood of the identity. However, this is immediate since the
gauge transformation h˜ depends continuously on α in theW1,2-topology, and h˜ = Id
if α is flat.
To finish the proof of (60), we need to show that µ˜ ∈ G(P) is actually in the
identity component G0(P). However, this is also immediate from the continuous
dependence of µ˜ on α. Indeed, pick any path from α to Aflat(P) that never leaves
a suitably small neighborhood of Aflat(P). Applying the above construction to the
values of this path of connections provides a path of real gauge transformations from
µ˜ to the identity.
4.2 Uniform elliptic regularity
In this section we establish several elliptic estimates that will be used in the proof of
Lemma 4.2, below. We refer freely to the notation from the introduction to Section 4,
and we will write
FA|R×I×Σ• = Fα + ds ∧ βs + dt ∧ βt + ds ∧ dt γ, FA|R×Y• = Fa + ds ∧ bs
for the components of the curvature of a connection A. Throughout we assume A is
ǫ-ASD and satisfies uniform estimates of the form
sup
R×I
‖βs‖L2(Σ•) + sup
R
‖bs‖L2(Y•) ≤ c0 (68)
for some fixed constant c0. We also assume the slice-wise curvatures on Σ• and Y•
are sufficiently small in L∞:
sup
R×I×Σ•
|Fα|+ sup
R×Y•
|Fa| ≤ δ0. (69)
Here δ0 > 0 is a constant chosen so that if α, a satisfy (69), then there is some C for
which
‖ρ‖Lp(Σ•) ≤ C‖dαρ‖L2(Σ•), ‖r‖Lq(Y•) ≤ C‖dar‖L2(Y•)
for all 1 ≤ p < ∞, 1 ≤ q ≤ 6, and all 0-forms ρ, r. That such a δ0 > 0 exists
follows because all flat connections are irreducible, and because irreducibility is a
gauge-invariant and open condition. Moreover, the constants δ0,C depend only on
the bundle and the fixed metric. See Lemma 3.9. Note that (68) and (69) are basically
the hypotheses of Lemma 4.2. Intuitively, the conditions in (69) assert that A almost
represents a strip in M with Lagrangian boundary conditions, while (68) can be
viewed as an analogue of a uniform bound on the energy density for such strips.
The main result of this section is the following.
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Theorem 4.8. Fix a constant c0 > 0, and let δ0 > 0 be as above. Then there are constants
ǫ0,C > 0 so that
‖∇sβs‖L2(K×I×Σ•) + ‖∇tβs‖L2(K×I×Σ•)
+ ‖∇2s βs‖L2(K×I×Σ•) + ‖∇2t βs‖L2(K×I×Σ•)
+ ‖∇sbs‖L2(K×Y•)
≤ C(1+ vol(K) + Einstǫ (A))
for all 0 < ǫ < ǫ0, all compact K ⊂ R, and all ǫ-ASD connections A satisfying (68) and
(69).
In the next section this theorem will be combined with the embeddings
W2,2(K× I) →֒ C0(K× I), W1,2(K) →֒ C0(K)
to conclude (56) and (57) in the statement of Lemma 4.2.
It is convenient to use the ǫ-dependent norm
‖v‖2L2(U),ǫ :=
∫
U
〈v ∧ ∗ǫv〉
for measurable U ⊆ R × Y, where v is a form, and ∗ǫ is the Hodge star on R × Y
induced from the metric gǫ. We will also refer to the ǫ-dependent L
2-inner product
(·, ·)ǫ and Lp-norms ‖ · ‖Lp(U),ǫ defined in the obvious way. We drop the ǫ in the
notation when we are working with the ǫ-independent metric g = g1; that is,
‖ · ‖Lp(U) := ‖ · ‖Lp(U),1.
(For example, all norms appearing in Theorem 4.8 arewith respect to this ǫ-independent
metric.) In particular, if v is a map from R to the space of k-forms on Y•, then
‖ds ∧ v‖p
Lp(R×Y•),ǫ = ‖v‖
p
Lp(R×Y•),ǫ = ǫ
3−pk‖v‖p
Lp(R×Y•),
and if ν is a map from R × I to the space of k-forms on Σ•, then
‖ds ∧ dt ∧ ν‖p
Lp(R×I×Σ•),ǫ = ‖ν‖
p
Lp(R×I×Σ•),ǫ = ǫ
2−pk‖ν‖p
Lp(R×I×Σ•).
We will prove Theorem 4.8 in four steps. The first is Proposition 4.9, and estab-
lishes a general estimate that bounds first derivatives on the interval I and surface
Σ• in terms of the 3-dimensional operators da and d∗a on Y. The second step is Propo-
sition 4.10, and bounds the s-derivative ∇sFA for an ǫ-instanton A in terms of the
energy ‖FA‖L2,ǫ. This represents a version of the standard elliptic bootstrapping es-
timate for instantons, where here we keep track of how the constants depend on ǫ.
We have restricted only to the s-derivative because this is the only direction in which
no ǫ-scaling occurs; in Corollary 4.12 we bound various other first derivatives of the
curvature. As a third step we establish a second order version of the first step; this
is stated in Proposition 4.13. The last step is Proposition 4.14, and is a certain sec-
ond order version of the second step, in which we bound the second derivatives
∇2sFA and ∇t∇sFA. Then Theorem 4.8 is an immediate corollary of these latter two
propositions.
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Proposition 4.9. (General elliptic estimates; 1st order) Suppose A is an ǫ-ASD connection
satisfying (68) and (69) for some c0 > 0. Then there are constants ǫ0,C > 0 such that the
following holds for all 0 < ǫ < ǫ0 and all ǫ-smooth 1-forms v on Y with v|I×Σ• = ν+ θ dt:
‖dαν‖L2(I×Σ•),ǫ + ‖d∗ǫα ν‖L2(I×Σ•),ǫ + ‖∇tν‖L2(I×Σ•),ǫ
+ ‖dαθ‖L2(I×Σ•),ǫ + ‖∇tθ‖L2(I×Σ•),ǫ
≤ C
(
‖v‖L2(Y),ǫ + ‖dav‖L2(Y),ǫ + ‖d∗ǫa v‖L2(Y),ǫ
)
.
(70)
The proof will show that the bound (70) continues to hold with the same con-
stants when I × Σ• is replaced by any measurable subset in the complement of the
critical fibers of the Morse function f : Y → S1. We also note that the bound in
(70) can be integrated over any interval in R to obtain analogous L2-bounds for 4-
manifolds.
Proof of Proposition 4.9. To illustrate the basic argument we first suppose we are in
the simpler situation in which f : Y → S1 has no critical points. Then the 1-form dt
is globally defined and so we have decompositions
v = ν+ θ dt, a = α+ ψ dt (71)
that are defined globally on Y. This gives
dav = dαν+ dt ∧ (∇tν− dαθ), and d∗ǫa v = d∗ǫα ν−∇tθ. (72)
In this simplified situation we are continuing to use the rescaled metric taking the
form dt2 + ǫ2gΣ on I × Σ• and ǫ2gY on Y• (even though Y• is now a product cobor-
dism). Throughout this proof, the variable twill denote the coordinate defined with
respect to the ǫ-dependent smooth structure; for example, |dt|ǫ = 1 everywhere on Y.
In this simplified setting we will prove
‖dαν‖L2(Y),ǫ + ‖d∗ǫα ν‖L2(Y),ǫ + ‖∇tν‖L2(Y),ǫ + ‖dαθ‖L2(Y),ǫ+ ‖∇tθ‖L2(Y),ǫ
≤ C
(
‖v‖L2(Y),ǫ+ ‖dav‖L2(Y),ǫ + ‖d∗ǫa v‖L2(Y),ǫ
)
for a constant C that is independent of ǫ. We will then describe how to adjust the
proof to accommodate the more general situation in which f has critical points. Here
and below all norms, inner products and Hodge stars are over Y, unless otherwise
specified. One exception is that the notation d∗ǫα is the adjoint taken with respect to
the inner product on the surface Σ•, whereas d∗ǫa is that on the 3-manifold; the rule
being that we view dα as an operator on the surface and da as an operator on the
3-manifold.
Take the L2-norm square of each term in (72), and then add to get
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‖dav‖2ǫ + ‖d∗ǫa v‖2ǫ = ‖dαν‖2ǫ + ‖∇tν− dαθ‖2ǫ + ‖∇tθ − d∗ǫα ν‖2ǫ
= ‖dαν‖2ǫ + ‖d∗ǫα ν‖2ǫ + ‖∇tν‖2ǫ
+‖dαθ‖2ǫ + ‖∇tθ‖2ǫ
−2 (∇tθ, d∗ǫα ν)ǫ − 2 (∇tν, dαθ)ǫ ,
(73)
where the norms and inner products are on Y. It suffices to bound these last two
terms. We integrate by parts in the second of these to get
−2 (∇tθ, d∗ǫα ν)ǫ − 2 (∇tν, dαθ)ǫ = −2 (∇tθ, d∗ǫα ν)ǫ + 2 (ν,∇tdαθ)ǫ
= −2 (∇tθ, d∗ǫα ν)ǫ + 2 (ν, dα∇tθ)ǫ
+2 (ν, [βt, θ])ǫ
= 2 (ν, [βt, θ])ǫ ,
(74)
where we canceled the first two terms in the last step after a second integration by
parts. To control this, write
(ν, [βt, θ])ǫ =
∫
Y•
〈ν ∧ [∗ǫβt, θ]〉+
∫
I×Σ•
〈ν ∧ [∗ǫβt, θ]〉. (75)
We begin by estimating the second term on the right in (75). For this we note that
pointwise on I × Σ• we have ∗ǫβt = ∗βt, since βt is a 1-form and the ǫ-scaling is
only in the Σ•-direction. This shows that |
∫
I×Σ•〈ν ∧ [∗ǫβt, θ]〉| is bounded by(
supI ‖βt‖L2(Σ•)
)
‖ν‖L2(I,L4(Σ•))‖θ‖L2(I,L4(Σ•))
≤ c0C1
(
‖ν‖L2(I×Σ•) + ‖dαν‖L2(I×Σ•) + ‖d∗αν‖L2(I×Σ•)
) (
‖dαθ‖L2(I×Σ•)
)
where we have used the standard elliptic estimates for the operator dα ⊕ d∗α (with
respect to the fixed metric). Converting back to the ǫ-dependent norms, we can
continue this as follows:
= c0C1
(
‖ν‖L2(I×Σ•),ǫ + ǫ‖dαν‖L2(I×Σ•),ǫ + ǫ‖d∗ǫα ν‖L2(I×Σ•),ǫ
) (
‖dαθ‖L2(I×Σ•),ǫ
)
≤ C2‖ν‖2L2(I×Σ•),ǫ +
1
2
(
‖dαν‖2L2(I×Σ•),ǫ + ‖d
∗ǫ
α ν‖2L2(I×Σ•),ǫ + ‖dαθ‖
2
L2(I×Σ•),ǫ
)
,
for ǫ sufficiently small. This finishes the bound on the I × Σ• part of (75) since the
derivative terms appearing here can be absorbed by the analogous terms in (73).
For the first term on the right-hand side of (75) (Y• part), we use the fact that βt
is the dt-component of Fa and we have a bound of the form ‖Fa‖L2(Y•) ≤ ǫc0. This
gives
‖ ∗ǫ βt‖L2(Y•) = ǫ‖βt‖L2(Y•) = |dt|‖βt‖L2(Y•)
= ‖dt ∧ βt‖L2(Y•) ≤ ‖Fa‖L2(Y•) ≤ ǫc0,
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where in the first equality we used ∗ǫβt = ǫ ∗ βt, and in the second we used ǫ =
ǫ|dt|ǫ = |dt|, which holds due to the ǫ-scaling on Y•. At this point the computation
is similar to the one above. We begin by writing∣∣∣∣∫
Y•
〈ν ∧ [∗ǫβt, θ]〉
∣∣∣∣ ≤ ‖ ∗ǫ βt‖L2(Y•)‖ν‖L4(Y•)‖θ‖L4(U).
As before we want to use the elliptic estimates for the operator da ⊕ d∗a , with respect
to the fixed metric. We recall that the appropriate ǫ-independent ‘t’-derivative on Y•
is actually ǫ∇t, since∇t is the object defined with respect to the ǫ-dependent metric.
This allows us to bound | ∫Y•〈ν ∧ [∗ǫβt, θ]〉| by
ǫc0C3
(
‖ν‖L2(Y•) + ‖ǫ∇tν‖L2(Y•) + ‖dαν‖L2(Y•) + ‖d∗αν‖L2(Y•)
)
×
(
‖ǫ∇tθ‖L2(Y•) + ‖dαθ‖L2(Y•)
)
.
Now we continue this by converting back to the ǫ-dependent metric:
≤ ǫc0C3
(
ǫ−1/2‖ν‖L2(Y•),ǫ + ǫ−1/2‖ǫ∇tν‖L2(Y•),ǫ + ǫ1/2‖dαν‖L2(Y•),ǫ
+ ǫ1/2‖d∗ǫα ν‖L2(Y•),ǫ
)
·
(
ǫ−1/2‖ǫ∇tθ‖L2(Y•),ǫ + ǫ1/2‖dαθ‖L2(Y•),ǫ
)
= c0C3
(
‖ν‖L2(Y•),ǫ + ǫ‖∇tν‖L2(Y•),ǫ + ǫ‖dαν‖L2(Y•),ǫ
+ ǫ‖d∗ǫα ν‖L2(Y•),ǫ
)
·
(
ǫ‖∇tθ‖L2(Y•),ǫ + ǫ‖dαθ‖L2(Y•),ǫ
)
≤ c0C4‖ν‖2L2(Y•),ǫ + ǫ
2‖∇tν‖2L2(Y•),ǫ + ǫ
2‖dαν‖2L2(Y•),ǫ
+ǫ2‖d∗ǫα ν‖2L2(Y•),ǫ + ǫ
2‖∇tθ‖2L2(Y•),ǫ + ǫ
2‖dαθ‖2L2(Y•),ǫ.
When ǫ2 is small, the derivative terms appearing here can be absorbed into the anal-
ogous terms in (73), so this completes the proof in the simplified situation with no
critical points.
Now we describe how to adjust the above argument to accommodate the case
where f has N critical points {pi}. We recall that N is even and each Yi(i+1) contains
a unique critical point pi with index 1 or 2. Note that the 1-form dt = d f/|d f |ǫ
is well-defined on the complement Y\ {pi}i of the critical points. Consequently,
the component functions appearing in (71) are also defined in this region. Write
ci = f (pi) for the critical value associated to pi. Fix r > 0 small, and set
Yr := f
−1
(
S1\ ∪i Br(ci)
)
, (76)
where Br(ci) ⊂ S1 is the closed interval of radius r around ci. When r = 0 we declare
Y0 to be the complement in Y of the critical fibers ∪i f−1(ci). Note that Y0 has full
measure in Y.
We will repeat the calculations above with Y replaced by Yr. Due to the integra-
tion by parts, this will result in some additional boundary terms, but we will see
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that these cancel as r goes to zero. Explicitly, note that the computation of (73) holds
with all norms interpreted as being over Yr instead of Y. The new feature occurs in
(74) where the integration by parts in ∇t gives the aforementioned boundary terms:
− 2 (∇tθ, d∗ǫα ν)L2(Yr),ǫ − 2 (∇tν, dαθ)L2(Yr),ǫ
= 2 (ν, [βt, θ])L2(Yr),ǫ − 2
∫
∂Yr
(ν, dαθ)ǫ.
Our above estimates for the first term in the second line remains valid, so we there-
fore have
‖dαν‖2L2(Yr),ǫ + ‖d
∗ǫ
α ν‖2L2(Yr),ǫ + ‖∇tν‖
2
L2(Yr),ǫ
+‖dαθ‖2L2(Yr),ǫ + ‖∇tθ‖
2
L2(Yr),ǫ
− 2
∫
∂Yr
(ν, dαθ)ǫ
≤ C
(
‖v‖2
L2(Yr),ǫ
+ ‖dav‖2L2(Yr),ǫ + ‖d
∗ǫ
a v‖2L2(Yr),ǫ
)
≤ C
(
‖v‖2
L2(Y),ǫ
+ ‖dav‖2L2(Y),ǫ+ ‖d
∗ǫ
a v‖2L2(Y),ǫ
)
.
Since the right-hand side is independent of r, we will be done if we can show
lim
r→0+
∫
∂Yr
(ν, dαθ)ǫ = 0.
This inner product is independent of ǫ by the conformal scaling properties of 1-
forms on surfaces. The manifold Yr is a deformation retract of the cobordism I × Σ•,
and so can be viewed as a cobordism between surfaces S−r to S+r , with S±r ∼= Σ•. See
Figure 3.
In terms of the notation S±r , to prove the proposition it suffices to show(∫
S+r
(ν, dαθ)−
∫
S−r
(ν, dαθ)
)
r−→ 0. (77)
Since S−r and S+r are both converging to the same fiber f−1(∪ici) as r approaches
0, verifying the limit (77) would be straight-forward if, for example, we knew the
integrands were L∞. Unfortunately, in general these integrands are not L∞. The
issue arises from the fact that the coordinate decomposition v = ν + θ dt is only
valid away from the critical points of f . Though this implies ν, θ are L∞ on all of Y
(e.g., |ν| ≤ |v|), the derivative dαθ is typically not L∞. However, we will see that it
is L1, and this will be enough to verify (77). To carry this out, we begin by isolating
the problem. For ρ > 0, let N±ρ,r ⊂ S±r denote the set of points in S±r that are within
a distance of ρ to a gradient trajectory of the restriction f | : Yr → S1. Then N+ρ,r
is a collection of N/2 annuli and N/2 pairs of disks; a pair of disks arise from the
unstable (resp. stable) manifold of an index 1 (resp. 2) critical point, and an annulus
from the stable (resp. unstable) manifold of an index 1 (resp. 2) critical point. The
same holds for N−ρ,r. The neighborhoods N±ρ,r contain the regions in which dαθ is
poorly behaved. The next claim is the key estimate in controlling dαθ in this region.
Claim: There is a constant C so that
51
Yr
p0∗
Yr
p1∗
S−r S+r
S+r S
−
r
N+ρ,r,0N
−
ρ,r,0
p0∗
S−r S+r
Figure 3: The manifolds Yr, S
−
r and S
+
r each have N connected components, where
N is the number of critical points of the Morse function f : Y → S1. The case N = 2
is illustrated on the left above. The surfaces S±r are indicated by the solid lines, and
these bound the cobordism Yr . The dotted lines indicate where the cobordisms Y•
and I × Σ• meet. The figure on the right is a larger illustration of the region around
the critical point p0. Taking the standard orientation of the circle, this is a critical
point of index 1. The annulus labeled N−ρ,r,0 is the portion of the neighborhood N
−
ρ,r
that lies in the component of S−r closest to p0. Similarly, the pair of disks labeled
N+ρ,r,0 is the portion of N
+
ρ,r in the component of S
+
r closest to p0. Though this is not
illustrated, the intersection of S−r with the stable manifold of p0 is a loop lying in
the middle of the annulus N−ρ,r,0. Similarly, the unstable manifold of p0 determines a
pair of points in S+r , and these are the centers of the disks N
+
ρ,r,0.
∫
N±ρ,r
|(ν, dαθ)| ≤ C(ρ+ r)
for all ρ > 0, r > 0 sufficiently small. The constant depends on f , v, and the fixed metric.
Before proving the claim, wewill show how it used to finish the proof of (77). Let
S0 := f
−1(∪ici) denote the critical fibers of f . Then the normalized gradient flow of
∓ f provides embeddings
ϕ±r : S0\
{
pj
}
j
→ S±r .
The image of ϕ±r is the complement in S±r of the stable and unstable manifolds of
f |Y\Yr . The family {ϕ+r }r varies continuously in r and approaches the inclusion
ϕ0 : S0\
{
pj
} →֒ S0
as r approaches 0; the same holds for {ϕ−r }r . Each function (ν, dαθ)|S±r is well-
defined and smooth on the complement of the critical points pj. These observations
imply that the family of functions
(ϕ+r )
∗
(
(ν, dαθ) |S+r
)
− (ϕ−r )∗
(
(ν, dαθ) |S−r
)
: S0\
{
pj
} −→ R
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is continuous in r and converges pointwise, as r approaches zero, to the zero function
on S0\
{
pj
}
. On any compact K ⊂ S0\
{
pj
}
this convergence is therefore uniform,
and so we have∫
ϕ+r (K)
(ν, dαθ)−
∫
ϕ−r (K)
(ν, dαθ)
=
∫
K
(ϕ+r )
∗
(
(ν, dαθ) |S+r
)
− (ϕ−r )∗
(
(ν, dαθ) |S−r
)
r−→ 0.
(78)
Combining this observation with the claim, we obtain the desired convergence in
(77): Fix δ > 0. By the claim we can ensure∫
N±ρ,r
|(ν, dαθ)| ≤ δ/3
for all ρ, r > 0 sufficiently small, which we assume is the case; we will refine the
choice of r momentarily. Notice that the functions ϕ±r only drastically change the
metric near the stable/unstable manifold. In particular, there is some compact K ⊂
S0\
{
pj
}
so that S±r \ϕ±r (K) ⊂ Nρ,r for all r > 0. By (78), we have∣∣∣∣∫
ϕ+r (K)
(ν, dαθ)−
∫
ϕ−r (K)
(ν, dαθ)
∣∣∣∣ ≤ δ/3,
for any sufficiently small r > 0. Putting this all together gives
∣∣∣∣∫
S+r
(ν, dαθ)−
∫
S−r
(ν, dαθ)
∣∣∣∣ ≤ ∫
S+r \ϕ+r (K)
|(ν, dαθ)|+
∫
S−r \ϕ−r (K)
|(ν, dαθ)|
+
∣∣∣∣∫
ϕ+r (K)
(ν, dαθ)−
∫
ϕ+r (K)
(ν, dαθ)
∣∣∣∣
≤
∫
N+ρ,r
|(ν, dαθ)|+
∫
N−ρ,r
|(ν, dαθ)|+ δ/3
≤ δ
Since this holds for all r sufficiently small, this completes the proof of (77).
To finish the proof of the proposition it therefore suffices to prove the claim. Fix
a critical point pi and denote by N
±
ρ,r,i the component of N
±
ρ,r that is closest to pi; see
Figure 3. With this notation, we then have∫
N±ρ,r
|(ν, dαθ)| ≤ ‖v‖L∞(Y) ∑
i
‖dαθ‖L1(N±ρ,r,i).
Since ‖v‖L∞(Y) is independent of ρ, r, it suffices to bound each ‖dαθ‖L1(N±ρ,r,i). We will
do this by expressing dαθ in terms of smooth coordinates on Y, and then estimat-
ing to show that the coefficients in these coordinates are L1. Fix a critical point pi.
Without loss of generality, wemay assume pi has index 1 with respect to the positive
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orientation of the circle. Then theMorse lemma allows us to identify a neighborhood
of pi with the set{
(x1, x2, x3, ζ) ∈ U × Br(0) ⊂ R3 ×R | − x21 + x22 + x23 = ζ
}
(79)
for some open neighborhood U of the origin in R3. To simplify the discussion we
assume the metric on Y near pi agrees with the metric on (79) induced from the
standard metric on R3 × R; the more general situation can be reduced to this by
noting that (i) two different metrics on Y induce equivalent L1-norms on N±ρ,r,i, and
(ii) the constants defining this equivalence can be chosen to depend only on the
metrics (that is, the constants do not depend ρ, r since the neighborhoods N±ρ,r,i are
all contained in a compact region).
In terms of the Morse coordinates (79), we have the following:
• pi is identified with (0, 0, 0, 0),
• the function f is the projection (x1, x2, x3, ζ) 7→ ζ + f (pi),
• the unstable manifold is the set of points (x1, 0, 0,−x21), and
• the stable manifold is the set of points (0, x2, x3, x22 + x23).
By choosing U appropriately, we can arrange so that N±ρ,r,i is identified, under these
coordinates, with the fiber ζ = ∓r. That is, N+ρ,r,i is the set of points (x1, x2, x3,−r)
in (79) that are within a distance of ρ to the unstable manifold, and N−ρ,r,i is the set of
points (x1, x2, x3, r) in (79) that are within a distance of ρ to the stable manifold. See
Figure 4.
The restriction of the principal bundle Q to the coordinate patch (79) is trivializ-
able, and we let d denote the trivial connection coming from a fixed trivialization.
Then dαθ and dθ differ by the L
∞ form [α, θ], so to prove the claim it suffices to bound
the L1-norm of dθ. The coordinates x1, x2, x3 are smooth functions near (and at) the
critical points of f . In particular, writing
v = w1dx1 + w2dx2 + w3dx3
it follows that the wi are smooth because v is smooth. We also have
dt =
1
|d f |d f =
2
|d f | (x1dx1 − x2dx2 − x3dx3)
and so comparing with the coordinates v = ν + θ dt, we find θ = 12x1 |d f |w1. This
gives
dθ =
dx2
2x1
((∂2|d f |)w1 + |d f |∂2w1) + dx32x1 ((∂3|d f |)w1 + |d f |∂3w1) .
Taking the norm, we obtain
|dθ| ≤ C|x1| =
C√
−ζ + x22 + x23
, (80)
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Figure 4: The figure on the left illustrates the pair of disks N+ρ,r,i with center • and
radius ρ. The vertical (x1-)axis is the unstable manifold of pi, and the intersection
of this with N+ρ,r,i consists of the two centers •. The projection of N+ρ,r,i to the x2x3-
plane is illustrated as the circle of radius R+ρ,r with center ∗, the origin. The figure
on the right illustrates the annulus N−ρ,r,i and its projection to the x2x3-plane. This
projection is another annulus with inner radius
√
r and outer radius R−ρ,r. The stable
manifold of pi is the x2x3-plane and ρ is the distance in N
+
ρ,r from the stable manifold
to the boundary of N+ρ,r.
where C depends only on v and f .
First we analyze the integral of |dθ| over N+ρ,r,i. Recall N+ρ,r,i is a pair of disks
corresponding to the fiber ζ = −r. Projecting N+ρ,r,i to the x2x3-plane is 2-1 with
image
{
(x2, x3) | x22 + x23 ≤ (R+ρ,r)2
}
, a disk with some radius R+ρ,r > 0. It is easy to
check that R+ρ,r ≤ ρ. Now integrating (80) over both disks in N+ρ,r,i we get
‖dθ‖L1(N+ρ,r,i) ≤ 4πC
(√
r+ (R+ρ,r)2 −
√
r
)
≤ 4πC
(√
r+ ρ2 −√r
)
,
which is the desired estimate for the region N+ρ,r,i.
Now we move on to N−ρ,r,i, which is an annulus corresponding to the fiber ζ = r.
Projecting this annulus to the x2x3-plane is a map that is 2-1 off of the intersection of
this annulus with this plane. The image is the annulus{
(x2, x3) | r ≤ x22 + x23 ≤ (R−ρ,r)2
}
for some radius
√
r < R−ρ,r ≤ ρ+
√
r. The claim then follows by integrating (80) over
N−ρ,r,i:
‖dθ‖L1(N−ρ,r,i) ≤ 4πC
√
−r+ (R+ρ,r)2 ≤ 4πC
√
ρ2 + 2
√
rρ.
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Now we begin to estimate the derivatives of FA for an ǫ-ASD connection.
Proposition 4.10. (Instanton bootstrapping estimate; 1st order) Fix c0 > 0, open Ω ⊂ R
and compact K ⊂ Ω. Then there are ǫ0,C > 0 so that
‖∇sFA‖L2(K×Y),ǫ ≤ C(1+ vol(K) + ‖FA‖L2(Ω×Y),ǫ)
for all 0 < ǫ < ǫ0 and all ǫ-ASD connections A satisfying (68) and (69).
Remark 4.11. The proof will show that constants ǫ0,C can be chosen to depend on K,Ω
only through the value 1/dist(∂K, ∂Ω). In particular, if Ω = R, then they can be taken to
be independent of K. Similarly, by taking K = [n, n+ 1], Ω = (n− 1/2, n+ 3/2), and
then summing over n we get
‖∇sFA‖L2(R×Y),ǫ ≤ 2C(2+ ‖FA‖L2(R×Y),ǫ).
Before proving Proposition 4.10, we note that combining Propositions 4.9 and
4.10 we obtain uniform bounds for various other first derivatives of the curvature.
Corollary 4.12. Under the assumptions of Proposition 4.10, the following are bounded by
C(1+ ‖FA‖L2(R×Y),ǫ):
‖dαβs‖L2(R×I×Σ•),ǫ + ‖d∗ǫα βs‖L2(R×I×Σ•),ǫ + ‖∇tβs‖L2(R×I×Σ•),ǫ
‖dαγ‖L2(R×I×Σ•),ǫ + ‖d∗ǫα γ‖L2(R×I×Σ•),ǫ + ‖∇tγ‖L2(R×I×Σ•),ǫ
‖βs‖L4(R×I×Σ•) + ‖ [βs, γ] ‖L2(R×I×Σ•).
(81)
The constant C depends only on c0. If K ⊆ R is any compact set, then
‖bs‖L4(K×Y•) ≤ C(1+ vol(K) + ‖FA‖L2(R×Y),ǫ).
Proof of Corollary 4.12. For the items in the first and second rows of (81), apply Propo-
sition 4.9 with v = bs, and use the identities
dabs = ∇sFa, d∗ǫa bs = 0,
together with ∇sFA = ∇sFa + ds ∧∇sFa.
We can estimate the items in the third row as follows:
‖βs‖L4(R×I×Σ•) + ‖ [βs, γ] ‖L2(R×I×Σ•) ≤ c0
(
‖βs‖L2(L4) + ‖γ‖L2(L4)
)
,
where we have set L2(L4) := L2(R× I, L4(Σ•)) and used (68). Using the embedding
W1,2 →֒ L4 on Σ•, we can bound this by
c0C (‖βs‖L2 + ‖dαβs‖L2 + ‖d∗αβs‖L2 + ‖dαγ‖L2)
= c0C
(‖βs‖L2,ǫ + ǫ‖dαβs‖L2,ǫ + ǫ‖d∗ǫα βs‖L2,ǫ + ‖dαγ‖L2,ǫ)
where L2 := L2(R× I × Σ•). We have already bounded these in the first and second
row, so the result for the third row of (81) follows.
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It remains to bound ‖bs‖L4(K×Y•). For this, write
‖bs‖L4(K×Y•) ≤ c0‖bs‖L2(L4),
where now L2(L4) := L2(K, L4(Y•)) and we have used (68) again. This is bounded
by
c0C
(
‖bs‖L2(K×Y•) + ‖dabs‖L2(K×Y•)
)
≤ c0C
(
‖bs‖L2(K×Y•) + ǫ1/2‖∇sFA‖L2(R×Y),ǫ
)
.
Using (68) one last time, we have ‖bs‖L2(K×Y) ≤ vol(K)c0 is bounded. Finally, use
Proposition 4.10 to control ǫ1/2‖∇sFA‖L2,ǫ.
Proof of Proposition 4.10. In what follows, all unspecified integrals and Hodge stars
are over R× Y; for example, L2 = L2(R× Y). Observe that
∇sFA = ∂sFA + [p, FA] = dA∂sA− dA(dAp) = dA (∂sA− dAp) .
and
∂sA− dAp = ∂sa− dap+ (∂sp−∇sp) ds = ∂sa− dap = bs.
In particular, we get
∇sFA = dAbs,
where dA is the derivative on the 4-manifold R×Y, and in this formula we are view-
ing bs as a 1-form on this 4-manifold.
Let h : R → [0, 1] be a compactly supported bump function for K ⊂ Ω. Then
there is a constant Ch so that |∂sh| ≤ Ch; the dependence on K,Ω, h of all constants
will only be through the values Ch and vol(supp(h)). Then
‖h∇sFA‖2L2,ǫ =
∫
h2〈∇sFA ∧ ∗ǫ∇sFA〉 =
∫
h2〈dAbs ∧ ∗ǫ∇sFA〉. (82)
By Stokes’ theorem, we obtain
‖h∇sFA‖2L2,ǫ =
∫
h2〈dAbs ∧ ∗ǫ∇sFA〉
= −
∫
2h ∂sh ds ∧ 〈bs ∧ ∗ǫ∇sFA〉+
∫
h2〈bs ∧ dA∇s ∗ǫ FA〉
= −
∫
2h ∂sh ds ∧ 〈bs ∧ ∗ǫ∇sFA〉 −
∫
h2〈bs ∧ [bs ∧ ∗ǫFA]〉,
where, in the last step, we used ∇sdA = dA∇s + [bs, ·] and the ǫ-ASD condition.
Next, use the inequality
2ab ≤ δ−1a2 + δb2, δ > 0 (83)
with δ = 5 to get
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‖h∇sFA‖2L2,ǫ ≤ 5Ch‖bs‖2L2,ǫ + 15‖h∇sFA‖2L2,ǫ −
∫
h2〈bs ∧ [bs ∧ ∗ǫFA]〉.
Subtract the term 15‖h∇sFA‖2L2,ǫ from both sides to get
4
5
‖h∇sFA‖2L2,ǫ ≤ 5Ch‖bs‖2L2,ǫ −
∫
h2〈bs ∧ [bs ∧ ∗ǫFA]〉. (84)
It suffices to bound the second term on the right. For this, we note that in terms of
the Hodge star ∗Yǫ on Y we have
∗ǫFA = ds ∧ ∗Yǫ Fa + ∗Yǫ bs,
so this second term is just
∫
h2ds ∧ 〈bs ∧
[
bs ∧ ∗Yǫ Fa
]
〉 =
∫
R×Y•
h2ds ∧ 〈bs ∧
[
bs ∧ ∗Yǫ Fa
]
〉
+
∫
R×I×Σ•
h2ds ∧ 〈bs ∧
[
bs ∧ ∗Yǫ Fa
]
〉.
(85)
We will be done if we can satisfactorily estimate (85); we begin by estimating the
first integral on the right. Note that on Y• we have ∗Yǫ Fa = ǫ−1 ∗Y Fa, so by (68) the
integral
∫
R×Y• h
2ds ∧ 〈bs ∧
[
bs ∧ ∗Yǫ Fa
]〉 is controlled by
c0‖hbs‖2L2(R,L4(Y•)) ≤ c0C1
(
‖hbs‖2L2(R×Y•) + ‖hdabs‖
2
L2(R×Y•)
)
,
where we have used the Sobolev embedding W1,2(Y•) →֒ L4(Y•) and the ǫ-ASD
condition d∗abs = ǫ2d
∗ǫ
a bs = 0 on Y•. Using (68) again we can bound ‖hbs‖2L2(R×Y•)
by c20 times the volume of the support of h. To control ‖hdabs‖2L2(R×Y•), we convert
back to the ǫ-dependent norm to write
‖hdabs‖2L2(R×Y•) = ǫ‖h∇sFa‖
2
L2(R×Y•),ǫ ≤ ǫ‖h∇sFA‖
2
L2,ǫ
.
Taking ǫ < 1/5, this can be absorbed by the left-hand side of (84).
It remains to estimate the second integral in (85). Expanding bs and Fa into com-
ponents on I × Σ•, this becomes
∫
R×I×Σ•
h2ds ∧ dt ∧ 〈βs ∧
[
βs ∧ ∗Σǫ Fα
]
〉+ 2
∫
R×I×Σ•
h2ds ∧ dt ∧ 〈γ ∧
[
βs ∧ ∗Σǫ βt
]
〉.
Using (68), this is controlled by
c0C2‖hβs‖L2(R×I,L4(Σ•))
(
‖hǫ−2Fα‖L2(R×I,L4(Σ•)) + ‖hγ‖L2(R×I,L4(Σ•))
)
≤ C3 (‖hβs‖L2 + ‖hdαβs‖L2 + ‖hd∗αβs‖L2)
(‖hǫ−2d∗αFα‖L2 + ‖hdαγ‖L2) ,
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where the L2-norms are over R × I × Σ•. Using (83) and converting back to the
ǫ-dependent norms, we can bound this by
C4δ
−1
(
‖hβs‖2L2,ǫ + ǫ2‖hdαβs‖2L2,ǫ + ǫ2‖hd
∗ǫ
α βs‖2L2,ǫ
)
+ δ‖hd∗ǫα Fα‖2L2,ǫ + δ‖hdαγ‖2L2,ǫ.
(86)
By Proposition 4.9 applied to v = bs and v = ∗ǫFa, the last two terms are bounded
by
δC
(
‖FA‖L2,ǫ + ‖h∇sFA‖2L2,ǫ
)
.
By taking δ so that δC < 1/5, the derivative term can be absorbed into the left-hand
side of (84); as usual, the non-derivative term is fine. Having fixed δ, we focus now
on the remaining derivative terms C4δ
−1ǫ2(‖hdαβs‖2L2,ǫ + ‖hd
∗ǫ
α βs‖2L2,ǫ) in (86). By
Proposition 4.9, these terms are controlled by
CC4δ
−1ǫ2
(
‖FA‖L2,ǫ + ‖h∇sFA‖2L2,ǫ
)
.
Now take ǫ small enough so CC4δ
−1ǫ2 < 1/5. Then the∇sFA term can be subtracted
and absorbed into the left-hand side of (84).
The following is a second order version of Proposition 4.9. To simplify the dis-
cussion we state it for the special case v = bs and v = ∗ǫFa. The point is that we
can bound various second order derivatives by the norms of ∇2sFA,∇t∇sFA, plus
lower order terms. We have singled out the derivatives∇2sFA,∇t∇sFA because these
derivatives scale favorably in ǫ; this will be estimated in Proposition 4.14, below.
Proposition 4.13. (General elliptic estimates; 2nd order) Fix c0 > 0, open Ω ⊂ R and
compact K ⊂ Ω. There are ǫ0,C > 0 so that the following holds for all 0 < ǫ < ǫ0 and all
ǫ-ASD connections A satisfying (68) and (69):
‖∇sdαβs‖2L2(K×I×Σ•),ǫ + ‖∇sd
∗ǫ
α βs‖2L2(K×I×Σ•),ǫ
+ ‖∇tdαβs‖2L2(K×I×Σ•),ǫ + ‖∇td
∗ǫ
α βs‖2L2(K×I×Σ•),ǫ
+ ‖∇s∇tβs‖2L2(K×I×Σ•),ǫ + ‖∇t∇tβs‖
2
L2(K×I×Σ•),ǫ
+ ‖∇sdαγ‖2L2(K×I×Σ•),ǫ + ‖∇tdαγ‖
2
L2(K×I×Σ•),ǫ
+ ‖∇s∇tγ‖2L2(K×I×Σ•),ǫ + ‖∇
2
tγ‖2L2(K×I×Σ•),ǫ
≤ C
(
1+ vol(K) + ‖FA‖L2(Ω×Y),ǫ
+ ‖∇2sFA‖L2(Ω×Y),ǫ+ supr>0 ‖∇t∇sFA‖L2(Ω×Yr),ǫ
)
,
(87)
where Yr is as in (76). The same result holds with βt (resp. ∗ǫFα) in place of βs (resp. γ) on
the left.
As with Proposition 4.9, the proof will show that the bound (87) continues to
hold with I × Σ• replaced by any subset of Yr . Also, the constants only depend on
the choice of K,Ω through the distance from ∂K to ∂Ω; see Remark 4.11.
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Proof of Proposition 4.13. The only reason we restrict to compact K (rather than all of
R) is so we can appeal to Proposition 4.10. To simplify notation, we will ignore this
and work with K = Ω = R, with the understanding that the ‘true’ computation
would involve a bump function with compact support in Ω; the extension to this
‘true’ case is no more complicated than the situation appearing in Proposition 4.10.
It therefore suffices to bound the left-hand side of (87) by a constant times
1+ ‖FA‖L2(R×Y),ǫ + ‖∇sdabs‖2L2(R×Y),ǫ+ sup
r>0
‖∇tdabs‖2L2(R×Yr),ǫ.
Let r > 0 be small. Then on Yr we have
dabs = dαβs + dt ∧ (∇tβs − dαγ), 0 = d∗ǫa bs = d∗ǫα βs −∇tγ.
Apply ∇s and then ∇t to both equations, take the norm square and add everything
to get that ‖∇sdabs‖2L2(R×Yr),ǫ + ‖∇tdabs‖
2
L2(R×Yr),ǫ is greater than or equal to
‖∇sdαβs‖2L2(R×Yr),ǫ + ‖∇sd
∗ǫ
α βs‖2L2(R×Yr),ǫ + ‖∇s∇tβs‖
2
L2(R×Yr),ǫ
+ ‖∇tdαβs‖2L2(R×Yr),ǫ + ‖∇td
∗ǫ
α βs‖2L2(R×Yr),ǫ + ‖∇t∇tβs‖
2
L2(R×Yr),ǫ
+ ‖∇sdαγ‖2L2(R×Yr),ǫ + ‖∇tdαγ‖
2
L2(R×Yr),ǫ
+ ‖∇s∇tγ‖2L2(R×Yr),ǫ + ‖∇
2
t γ‖2L2(R×Yr),ǫ
− 2(∇s∇tβs,∇sdαγ)L2(R×Yr),ǫ − 2(∇sd∗ǫα βs,∇s∇tγ)L2(R×Yr),ǫ
− 2(∇2t βs,∇tdαγ)L2(R×Yr),ǫ − 2(∇td∗ǫα βs,∇2tγ)L2(R×Yr),ǫ.
(88)
It suffices to show that we can control the four cross terms at the end. We will work
this out explicitly for the terms
− 2(∇s∇tβs,∇sdαγ)L2(R×Yr),ǫ − 2(∇sd∗ǫα βs,∇s∇tγ)L2(R×Yr),ǫ; (89)
the analysis for the remaining terms (i.e., the last two terms in (88)) is similar. As in
the proof of Proposition 4.9,the idea is to integrate by parts. These will then cancel,
up to some boundary terms coming from ∂Yr plus lower-order terms coming from
the commutation relations
∇s∇t −∇t∇s = γ, ∇sdα − dα∇s = βs, ∇tdα − dα∇t = βt.
Explicitly, we integrate by parts in ∇t and then in dα to get that (89) is equal to a
linear combination of the boundary term∫
R×∂Yr
(∇sβs,∇sdαγ) (90)
together with the following lower order cross terms
([γ, βs] ,∇sdαγ)L2(R×Yr),ǫ (91)
(∇sβs,∇s [βt, γ])L2(R×Yr),ǫ (92)
(∇sβs, [γ, dαγ])L2(R×Yr),ǫ (93)
(∇sβs, [βs,∇tγ])L2(R×Yr),ǫ (94)
(∗Σǫ
[
βs ∧ ∗Σǫ βs
]
,∇s∇tγ)L2(R×Yr),ǫ. (95)
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The star that appears in (95) is the Hodge star on surfaces. As in the proof of Propo-
sition 4.9, the boundary term (90) goes to zero as r decreases to zero. It therefore
suffices to show that the lower order terms (91-95) are suitably bounded with con-
stants independent of r and ǫ.
• (91): This is bounded by
δ‖∇sdαγ‖2L2(R×Yr),ǫ + δ
−1C‖ [γ, βs] ‖2L2(R×Yr),ǫ.
The first term on the right is good for δ small since it can be absorbed by analogous
terms. To bound the second term first notice that the portion of the integral over
I × Σ• is controlled by Corollary 4.12. The portion over the complementary region
Yr ∩Y• can be bounded by the following similar argument: By the scaling properties
of the Hodge star on 3-manifolds, we have
‖ [γ, βs] ‖2L2(R×Yr∩Y•),ǫ = ǫ‖ [γ, βs] ‖
2
L2(R×Yr∩Y•) ≤ ǫc0‖γ‖
2
L2(R,L4(Yr∩Y•))
where we used that βs is a component of bs, together with (68). The embedding
W1,2 →֒ L4 on Yr ∩ Y•, together with the fact that a is irreducible implies that there
is a bound of the form
‖γ‖2
L2(R,L4(Yr∩Y•)) ≤ C‖daγ‖
2
L2(R×Yr∩Y•)
= C
(
ǫ2‖∇tγ‖2L2(R×Yr∩Y•) + ‖dαγ‖
2
L2(R×Yr∩Y•)
)
= ǫ−1C
(
‖∇tγ‖2L2(R×Yr∩Y•),ǫ + ‖dαγ‖
2
L2(R×Yr∩Y•),ǫ
)
,
where in the second line we used |dt| = ǫ on the ∇tγ-term. Apply Proposition 4.9
with v = bs to bound ∇tγ and dαγ in terms of dabs and d∗ǫa bs = 0. This gives
‖ [γ, βs] ‖2L2(R×Yr),ǫ ≤ c0C
′
(
‖bs‖2L2(R×Y) + ‖dabs‖2L2(R×Y)
)
,
which, by Proposition 4.10, is bounded by a constant times ‖FA‖2L2(R×Y),ǫ.
• (92): Integrate by parts in ∇s. Then this is bounded by
δ‖∇2sβs‖2L2(R×Yr),ǫ + δ
−1‖ [βt, γ] ‖L2(R×Yr),ǫ.
The first of these can be absorbed for small δ. The second is controlled as in (91);
here note that βt is a component of Fa, and in particular satisfies
sup
R
‖βt‖L2(Yr∩Y•) ≤ ǫ−1 sup
R
‖Fa‖L2(Y•) ≤ c0.
• (93): Integrate by parts in ∇s to get that (93) is equal to
− (βs, [∇sγ, dαγ])L2(R×Yr),ǫ − (βs, [γ,∇sdαγ])L2(R×Yr),ǫ. (96)
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The second term is exactly (91). The first term in (96) can be controlled as follows:
The portion of the integral over I × Σ• is bounded by
c0(δ‖dα∇sγ‖2L2(R×I×Σ•),ǫ + δ
−1ǫ2‖d∗ǫα dαγ‖2L2(R×I×Σ•),ǫ).
For the first of these terms, use dα∇sγ = ∇sdαγ + [βs, γ], then Corollary 4.12 and
take δ small to absorb the second order terms. For the second term, use the identity
dαγ = −∇sβt+∇tβs to produce terms of the form∇sd∗ǫα βt,∇td∗ǫα βs and lower order
terms. Having chosen δ, now pick ǫ small enough to absorb the second order terms.
The portion of the integral over Yr ∩ Y• is bounded similarly. Here one should
use
sup
R
‖βs‖2L2(Y•),ǫ = ǫ sup
R
‖βs‖2L2(Y•) ≤ c0ǫ
as well as the embeddingW1,2 →֒ L4 on the 3-manifold Yr ∩Y•.
• (94): This is similar to the first term in (96).
• (95): Integrate by parts in ∇s to get (94).
Proposition 4.14. (Instanton bootstrapping estimates; 2nd order) Fix c0 > 0, open Ω ⊂ R
and compact K ⊂ Ω. Then there are ǫ0,C > 0 so that
‖∇2sFA‖L2(K×Y),ǫ+ sup
r>0
‖∇t∇sFA‖L2(K×Yr),ǫ ≤ C(1+ ‖FA‖L2(Ω×Y),ǫ)
for all 0 < ǫ < ǫ0 and all ǫ-ASD connections A satisfying (68) and (69).
As usual, the constants only depend on the choice of K,Ω through the distance
from ∂K to ∂Ω.
Proof of Proposition 4.14. Fix a compactly supported bump function h for K ⊂ Ω. All
integrals, inner products, norms, etc. are over R × Y unless otherwise specified.
We begin with ∇2sFA, but in the end we need to compute this simultaneously with
∇t∇sFA. The proof is in many ways quite similar to that of Proposition 4.10, so we
will be brief, putting most emphasis on the new features. Use integration by parts
and the ǫ-ASD relation d∗AFA = 0 to get that the quantity ‖h∇2sFA‖2L2,ǫ is given by a
linear combination of the following terms∫
h2ds ∧ 〈[∇sbs ∧∇sbs] ∧ bs〉 (97)∫
h(∂sh)ds ∧ 〈∇sbs ∧ ∗Yǫ∇2sbs〉, (98)
where ∗Yǫ is the ǫ-dependent Hodge star on Y. We will estimate these in the bullets
below (we separate (97) into two integrals, one over R×Y• and one over R× I×Σ•).
• (97) on R× Y•: Use (68) to control this by
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c0‖h∇sbs‖2L2(R,L4(Y•)).
Note that by the ǫ-ASD relation on R × Y•, ∇sbs = ǫ−1d∗aFa is coexact. Combining
this observation with the embedding W1,2 →֒ L4 for Y•, we can bound this by a
constant times
‖hda∇sbs‖2L2(R×Y•) ≤ ‖h∇sdabs‖
2
L2(R×Y•) + ‖hbs‖
2
L4(R×Y•),
where we used [∇s, da] = [bs, ·] in the inequality. Corollary 4.12 provides a uniform
bound for the L4-norm. For the derivative term, convert to the ǫ-dependent norm to
get
‖h∇sdabs‖2L2(R×Y•) = ǫ‖h∇sdabs‖
2
L2(R×Y•),ǫ ≤ ǫ‖h∇
2
sFA‖2L2,ǫ.
This can absorbed for ǫ small.
• (97) on R × I × Σ•: In coordinates we have ∇sbs = ∇sβs + dt ∧ ∇sγ, so (97)
becomes a linear combination of the two terms∫
R×I×Σ•
h2ds ∧ dt ∧ 〈[∇sβs ∧∇sγ] , βs〉,∫
R×I×Σ•
h2ds ∧ dt ∧ 〈[∇sβs ∧∇sβs] , γ〉.
(99)
For the first term in (99), we use (68) on βs, together with the embeddingW
1,2 →֒ L4
for Σ• to control this by a constant times
δ−1
(
‖h∇sβs‖2L2(R×I×Σ•) + ‖hdα∇sβs‖L2(R×I×Σ•) + ‖hd
∗
α∇sβs‖L2(R×I×Σ•)
)
+ δ‖hdα∇sγ‖2L2(R×I×Σ•)
for some δ > 0 that wewill determinemomentarily. The norm of h∇sβs is controlled
by Proposition 4.10. For the remaining terms we commute ∇s and dα and then con-
vert to the ǫ-dependent norms to get that these remaining terms are bounded by
δ−1
(
ǫ‖h∇sdαβs‖L2(R×I×Σ•),ǫ + ‖h∇sd∗ǫα βs‖L2(R×I×Σ•),ǫ
)
+ δ‖h∇sdαγ‖2L2(R×I×Σ•),ǫ
(100)
plus terms of the form ‖h [βs ∧ βs] ‖2L2 and ‖h [βs, γ] ‖2L2 , which are uniformly bounded
by Corollary 4.12. By Proposition 4.13, the quantity (100) is controlled by
C1(δ
−1ǫ+ δ)
(
1+ ‖hFA‖2L2,ǫ + ‖h∇2sFA‖2L2,ǫ + ‖h∇t∇sFA‖2L2,ǫ
)
.
By taking δ small, and then ǫ smaller, we can absorb these second derivative terms
(recall we should really be estimating ∇2sFA and ∇t∇sFA simultaneously).
To bound the second term in (99), integrate by parts in ∇s to get that this second
term equals a linear combination of
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∫
R×I×Σ•
h2ds ∧ dt ∧ 〈[∇sβs ∧ βs],∇sγ〉, ∫
R×I×Σ•
h2ds ∧ dt ∧ 〈[∇2sβs ∧ βs], γ〉,
∫
R×I×Σ•
h(∂sh)ds ∧ dt ∧ 〈
[∇sβs ∧ βs], γ〉.
The first of these is exactly the first term in (99) and was already bounded. The
second of these is controlled by
δ‖h∇2sβs‖2L2(R×I×Σ•) + δ
−1‖h [βs, γ] ‖2L2(R×I×Σ•)
which is fine for δ small by Corollary 4.12. The last of these terms is bounded by a
constant times
‖h∇sβs‖2L2(R×I×Σ•),ǫ + ‖hdαγ‖
2
L2(R×I×Σ•),ǫ,
which is controlled by Proposition 4.10.
• (98) on R× Y: This is bounded by
δ‖h∇2sbs‖2L2,ǫ + δ−1‖∇sbs‖2L2(supp(h)×Y),ǫ.
The first of these can be absorbed for small δ; the second is bounded by Proposition
4.10 since h has compact support.
This completes the argument for ∇2sFA, so we move on to the quantity ∇t∇sFA.
Integration by parts as above shows that ‖h∇t∇sFA‖2L2(R×Yr),ǫ is equal to a linear
combination of terms of the form∫
R×Yr
h2ds ∧ dt ∧ 〈[∇t∇sβs ∧ βs] , γ〉∫
R×Yr
h2ds ∧ dt ∧ 〈[∇sβs ∧ βt] ,∇tγ〉∫
R×Yr
h2ds ∧ dt ∧ 〈[∇sFα, γ] ,∇tγ〉∫
R×Yr
h(∂sh)ds ∧ 〈∇tbs ∧∇t∇sFa〉∫
R×Yr
h(∂sh)ds ∧ dt ∧ 〈[βs ∧ βt] ,∇tγ〉
together with the terms
∫
R×∂Yr
h2ds ∧ 〈∇t∇sβs ∧∇tβs〉,∫
R×∂Yr
h2ds ∧ 〈[∇sβt ∧ βs] , γ〉,
∫
R×∂Yr
h2ds ∧ 〈[∇tβs ∧ βs] , γ〉,∫
R×∂Yr
h2ds ∧ 〈[βs ∧ βs] ,∇tγ〉,
∫
R×∂Yr
h2ds ∧ 〈[βs ∧ βt] ,∇sγ〉
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coming from integration in the t-direction. The first group can be bounded as we
did in the case of ∇2sFA (recall |dt| = ǫ on Yr ∩ Y•), and the second group goes to
zero as r decreases to 0, just as with Proposition 4.9.
4.3 Proof of Lemma 4.2
Throughout wewrite Aν|{s}×Y = aν(s)+ p(s) ds, Aν|{s,t}×Σ• = αν(s, t)+φν(s, t) ds+
ψ(s, t) dt, βs,ν = ∂sαν − dανφν, and βt,ν = ∂tαν − dανψν. We use similar notation for
A∞.
By the assumption on the curvature of the αν, it follows that Theorem 3.6 applies
to αν(s, t) for all s, t, provided ν is sufficiently large. Let NSPi be the map constructed
in Theorem 3.6 for the bundle Pi → Σi. Let M be the product symplectic manifold
defined in the beginning of Section 4. Define a map vν : R × I → M by sending
(s, t) ∈ R× I to(
Π ◦NSP0
(
αν(s, 1− t)|Σ0
)
, . . . ,Π ◦NSPN−1
(
αν(s, t)|ΣN−1
))
; (101)
the terms on Σk with k even have 1− t, and those with k odd have t. Then Lemmas
3.15 and 3.16 imply that vν is holomorphic with respect to the complex structure
∑
N−1
i=0 (−1)i+1∗Σi on M. We will denote by | · |M the norm induced by this almost
complex structure. Recall (iii) from the statement of Lemma 4.2. This implies that
the energy density of vν is uniformly bounded on compact sets in S0. Since S0 =
R× I\B, where B is a finite set, it follows from the removal of singularities theorem
for holomorphic maps [23, Theorem 4.1.2 (ii)] that each vν extends to a holomorphic
map defined on all of the interior R × (0, 1) (we do not have Lagrangian boundary
conditions, so we it may not extend over the bad points at the boundary B ∩ R ×
{0, 1}).
It follows exactly as in Claim 1 appearing in Section 3.2 that for each compact
K ⊂ S0 there is a uniform bound of the form supKˆ |∂svν|2M ≤ CK. In particular, there
is a subsequence, still denoted by {vν}, that converges weakly in C1, and strongly
in C0, on compact subsets of S0, including the boundary. Let v∞ ∈ C1(S0,M) denote
the limiting holomorphic curve. As with the vν, the curve v∞ extends to R × (0, 1)
and is C∞ in this region [23, Theorem B.4.1].
Remark 4.15. We can actually say quite a bit more: The uniform energy bound implies that,
after possibly passing to a further subsequence, we have that the vν : R × I → M converge
to v∞ in C∞ on compact subsets of the interior, S0 ∩ (R× (0, 1)) (see [23, Theorem 4.1.1]).
In particular, this automatically proves (56) for K ⊂ S0 ∩ (R × (0, 1)). However, for the
proof of Theorem 4.1 we will need this for K intersecting the boundary ∂S0; we address this
in Claim 2, below.
Claim 1 below states that v∞ actually does have Lagrangian boundary condi-
tions. This will follow because the vν have approximate Lagrangian boundary condi-
tions. To state this precisely, let L(0), L(1) ⊂ M be the Lagrangians from the begin-
ning of Section 4. Let B be as in the statement of Lemma 4.2, and let SR denote the
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set of s ∈ R such that (s, 0), (s, 1) /∈ B. Note that R\SR is a finite set because B is
finite.
Claim 1: For j ∈ {0, 1} and for each s ∈ SR, the sequence (vν(s, j))ν converges (in the
metric on M) to a point in L(j). In particular, since R\SR is finite, the map v∞ extends to a
map defined on all of R × I with Lagrangian boundary conditions: v∞(·, j) : R → L(j).
By applying suitable gauge transformations, we may assume each Aν satisfies
the conclusions of Lemma 4.7. Fix a compact K ⊂ SR . Consider the hypothesis
in Lemma 4.2 stating that the norms ‖Faν(s)‖L∞ decay to zero uniformly on K. This
implies that Theorem 4.5 applies to each aν(s) for each s ∈ K and for all ν sufficiently
large (exactly how large will depend on K). For each i, let Π ◦HeatQi(i+1) be the map
constructed in Theorem 4.5. By restriction to ∂Y•, the assignment sending s ∈ K to(
Π ◦HeatQ01
(
aν(s)|Y01
)
,Π ◦HeatQ23
(
aν(s)|Y23
)
,
. . . ,Π ◦HeatQ(N−2)(N−1)
(
aν(s)|Y(N−2)(N−1)
))
determines a map ℓν,0 : K → L(0). Similarly, we obtain a map ℓν,1 : K → L(1) by
using Π ◦HeatQi(i+1)(aν(s)|Yi(i+1)) with i odd. We will show
sup
s∈K
distM
(
ℓν,j(s), vν(s, j)
) ν−→ 0. (102)
Then Claim 1 follows by repeating this argument for a sequence of compact K that
exhaust SR. This will also establish (55) via the second assertion of Theorem 4.5.
The proof of (102) is just a computation. It is useful to keep track of the bun-
dle P in the notation for the projection ΠP : Aflat(P) → M(P). Let distM de-
note the distance function on M coming from the metric induced by the L2-inner
product on the harmonic spaces H1α
∼= T[α]M. Then fixing s ∈ K, we find that
distM
(
ℓν,j(s), vν(s, j)
)2
is equal to
∑
i
distM(Pi+j)
({
ΠQi(i+1) ◦HeatQi(i+1)
(
aν (s) |Yi(i+1)
)}
|Σi+j ,
ΠPi+j ◦NSPi+j
(
αν (s, j) |Σi+j
))2
= ∑
i
distM(Pi+j)
(
ΠPi+j
{(
HeatQi(i+1)aν(s)|Yi(i+1)
)
|Σi+j
}
,
ΠPi+j
{
NSPi+j
(
αν (s, j) |Σi+j
) })2
≤ ∑
i
∥∥∥(HeatQi(i+1)aν(s)|Yi(i+1)) |Σi+j −NSPi+j (αν (s, j) |Σi+j)∥∥∥2L2(Σi+j)
The first equality holds because restricting a flat connection on Qi(i+1) to the bound-
ary commutes with harmonic projections ΠQi(i+1) and ΠPi+j; the inequality holds by
the definition of the distance on the M(Pi), and because Πi+j has operator norm
equal to one. Taking the supremum over s ∈ K and using the triangle inequality, we
can continue this to get that sups distM
(
ℓν,j(s), vν(s, j)
)2
is bounded by
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sups ∑
i
{∥∥∥(HeatQi(i+1)aν(s)|Yi(i+1)) |Σi+j − (aν(s)|Yi(i+1)) |Σi+j∥∥∥2L2(Σi+j)
+
∥∥∥(aν(s)|Yi(i+1)) |Σi+j −NSPi+j (αν (s, j) |Σi+j)∥∥∥2L2(Σi+j)
}
= sups ∑
i
{∥∥∥(HeatQi(i+1)aν(s)|Yi(i+1)) |Σi+j − (aν(s)|Yi(i+1)) |Σi+j∥∥∥2L2(Σi+j)
+
∥∥∥αν (s, j) |Σi+j −NSPi+j (αν (s, j) |Σi+j)∥∥∥2L2(Σi+j)
}
.
The equality holds because αν agrees with aν at the boundary of Y•. The second part
of Theorem 4.5 shows that the first term in the summand goes to zero as ν → ∞,
since Faν converges to zero in L
∞ (uniformly in s ∈ K). Similarly, the second term in
the summand goes to zero by Proposition 3.14. This verifies (102) and proves Claim
1.
Just as in Claim 2 appearing in Section 3.2, the holomorphic strip v∞ : R× I → M
lifts to a smooth α∞ : R × I → Aflat(P•), and hence determines a holomorphic
strip representative A∞ ∈ A1,qloc(R×Q) (this follows because R× S1 retracts to its 1-
skeleton). Then the convergence statement in (54) follows exactly as the proof of (21)
in Lemma 3.5. It remains to prove (56) and (57). For this, consider the real-valued
functions
eν := ‖βs,ν‖L2(Σ•) : S0 → R, fν := ‖bs,ν‖L2(Y•) : SR → R.
In light of the Sobolev embeddings W2,2 →֒ C0 and W1,2 →֒ C0 for compact sets in
dimensions 2 and 1, respectively, the convergence statements (56) and (57) follow
immediately from the next claim (after passing to a suitable subsequence).
Claim 2: There is a constant C so that
sup
ν
‖eν‖W2,2(R×I) + ‖ fν‖W1,2(R) ≤ C.
To prove the bound for eν, apply Kato’s inequality
|d|V|| ≤ |∇V|,
with V = βs,ν and∇ = ds⊗∇s + dt⊗∇t. Now the result follows immediately from
Theorem 4.8 together with the uniform energy bound on the Aν. The bound for fν
is similar, but use Kato’s inequality with V = bs,ν and ∇ = ds⊗∇s. This completes
the proof of Lemma 4.2.
4.4 Proof of Theorem 4.1
We follow the proof of Theorem 3.3 quite closely, with Lemma 4.2 used in place of
Lemma 3.5. In particular, we assume there is some compact K ⊂ R for which one of
the following cases holds
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Case 1 ‖Fαν‖L∞(K×I×Σ•) + ‖Faν‖L∞(K×Y•) → ∞;
Case 2 ‖Fαν‖L∞(K×I×Σ•) + ‖Faν‖L∞(K×Y•) → ∆ > 0;
Case 3 sup(s,t)∈K ‖βs,ν(s, t)‖L2(Σ•) + sups∈K ‖bs,ν(s)‖L2(Y•) → ∞, and for all com-
pact K′ ⊂ Z we have ‖Fαν‖L∞(K′) + ‖Faν‖L∞(K′) → 0.
Most of the work is in showing that each case leads to energy quantization. Sup-
posing we have shown this, it would then follow (from Lemma 4.2 applied to the
complement of the bubbling set) that a subsequence of the Aν converges in the sense
of the statement of Theorem 4.1 (with J = 1 and s1ν = 0) to a limiting holomorphic
strip representative A1 on R → Z. At this stage, the only real difference between
this non-compact case and the compact case of Theorem 3.3 is that here one does not
know that A1 has non-zero energy. For example, it could be the case that all of the
energy has escaped to ∞, and so A1 is a flat connection. To rectify this, one incorpo-
rates time translations; we defer a complete discussion of this until after of our case
analysis for energy quantization.
Case 1. (Instantons on S4) By passing to a subsequence, we may assume the L∞-
norm of each curvature is always achieved on Σj+1 or Yj(j+1) for some j. That is, one
of the following holds for all ν:
‖Fαν‖L∞(K×I×Σj+1) ≥ max
{
‖Fαν‖L∞(K×I×Σ•), ‖Faν‖L∞(K×Y•)
}
(103)
‖Faν‖L∞(K×Yj(j+1)) ≥ max
{
‖Fαν‖L∞(K×I×Σ•), ‖Faν‖L∞(K×Y•)
}
. (104)
If (103) holds, find a point (sν, tν) ∈ K× I so that
‖Fαν(sν,tν)‖L∞(Σj+1) = ‖Fαν‖L∞(K×I×Σj+1).
Similarly, if (104) holds, then find a point sν ∈ K with
‖Faν(sν)‖L∞(Yj(j+1)) = ‖Faν‖L∞(K×Yj(j+1)).
By passing to a subsequence, we may suppose the sν converge to some element of
K ⊂ R. Similarly, we may assume tν → t∞ ∈ I converges. Strictly speaking, we
need to distinguish between whether t∞ lies in the interior of I, or on the boundary.
However, the analysis for when t∞ lies in the boundary can be incorporated to the
analysis for when (104) holds. Precisely, we find ourselves considering the following
subcases:
Subcase 1 (103) holds and t∞ 6= 0, 1;
Subcase 2 (104) holds, or (103) holds and t∞ = 0, 1.
Without loss of generality, we may suppose j = 0 and t∞ ∈ [0, 1).
In Subcase 1, for each ν, define a rescaled connection A˜ν in terms of its compo-
nents as follows:
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α˜ν(s, t) := α(ǫνs+ sν, ǫνt+ tν)|Σ1
φ˜ν(s, t) := ǫνφ(ǫνs+ sν, ǫνt+ tν)|Σ1
ψ˜ν(s, t) := ǫνψ(ǫνs+ sν, ǫνt+ tν)|Σ1 .
(105)
We view these as connections and 0-forms defined on B
ǫ−1ν η × Σ1 ⊆ C × Σ1, where
η = 12 min {t∞, 1− t∞}, Br ⊂ C is the ball of radius r centered at zero, and we
assume ν is large enough so tν ≤ η.
In Subcase 2, for each νwe define a connection A˜ν on a neighborhood of R×Y01
as follows:
a˜ν(s) := aν(ǫνs+ sν)|Y01 , p˜ν(s) := ǫνpν(ǫνs+ sν)|Y01
α˜ν(s, t) :=
{
α(ǫνs+ sν,−ǫνt+ 1)|Σ0 on Σ0
α(ǫνs+ sν, ǫνt)|Σ1 on Σ1
φ˜ν(s, t) :=
{
ǫνφ(ǫνs+ sν,−ǫνt+ 1)|Σ0 on Σ0
ǫνφ(ǫνs+ sν, ǫνt)|Σ1 on Σ1
ψ˜ν(s, t) :=
{
ǫνψ(ǫνs+ sν,−ǫνt+ 1)|Σ0 on Σ0
ǫνψ(ǫνs+ sν, ǫνt)|Σ1 on Σ1
(106)
which we view as a connection defined on R × Y01(ǫ−1ν ), where Y01(r) is the man-
ifold Y01 with a cylinder of length r attached to each boundary component. This
construction will come up repeatedly, so we introduce some notation: Given r > 0
and a smooth X, we set
X(r) := X ∪∂X [0, r)× ∂X, X∞ := X ∪∂X [0,∞)× ∂X. (107)
Remark 4.16. There exist smooth structures on these spaces that are compatible in the sense
that the inclusions
X(r) ⊆ X(r′) ⊆ X∞ (108)
are smooth embeddings for r ≤ r′. If X has a metric g, then we will consider the metric
on X(r) and X∞ that is given by g on X and dt2 + g|∂X on the end. In particular, the
embeddings (108) become metric embeddings. This will be called the fixed metric on the
given manifold, and we denote its various norms by | · |, ‖ · ‖Lp , etc. If X is equipped with
a bundle B → X then we define bundles B(r) → X(r) and B∞ → X∞ in the obvious way.
Note also that we have the following decomposition
R× X∞ = (R× X) ∪ (H× ∂X) . (109)
In both Subcases the connections A˜ν are ASD with respect to the fixed metric,
and have uniformly bounded energy 12‖FA˜ν‖2L2 ≤ CS(a+)− CS(a−); here the norm
should be taken on the domain on which the connection is defined. Furthermore,
the energy densities are bounded from below:
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‖F
A˜ν
‖L∞ ≥ ‖F˜αν‖L∞ + ‖F˜aν‖L∞ = ‖Fαν‖L∞ + ‖Faν‖L∞ . (110)
In particular, the condition of Case 1 implies that ‖F
A˜ν
‖L∞ → ∞. Following the usual
rescaling argument [30] [8, Section 9] (see also [23, Theorem 4.6.1] for the closely-
related case of J-holomorphic curves) we can conformally rescale in a small neigh-
borhood U of the blow-up point to obtain a sequence of finite-energy instantons
with energy density bounded by 1 and defined on increasing balls in R4. By Uhlen-
beck’s strong compactness theorem, there is a subsequence that converges, modulo
gauge, in C∞ on compact sets to a finite-energy, non-constant instanton A˜∞ on R4.
By Uhlenbeck’s removable singularities theorem this extends to a non-constant in-
stanton, also denoted by A˜∞, on a PU(r)-bundle R∞ → S4. Since A˜∞ is ASD and
non-constant we have
0 <
1
2
∫
S4
|F
A˜∞
|2 = −1
2
∫
S4
〈F
A˜∞
∧ F
A˜∞
〉 = 2π2κrr−1q4(R∞).
As in Case 1 from Section 3.3, this means that we have energy quantization with
h¯ = 4π2κr .
Case 2. (Instantons on non-compact domains) This case is much the same as the
previous, in that instantons near the blow-up point bubble off. However, this time
the geometry of the underlying spaces on which these bubbles form can be more
exotic. Define A˜ν exactly as in Case 1 above. Everything up to and including equa-
tion (110) continues to hold. In particular, lim inf ‖F
A˜ν
‖L∞ is bounded from below by
∆ > 0. After possibly passing to a subsequence, we may assume the energy densi-
ties ‖F
A˜ν
‖L∞ converge to some ∆′ ∈ [∆,∞]. If ∆′ = ∞ then we are done by precisely
the same analysis as in Case 1. So we may assume 0 < ∆′ < ∞, in which case we
can apply Uhlenbeck’s strong compactness theorem directly to the sequence A˜ν. We
may therefore assume this sequence converges to a non-flat finite-energy instanton
A˜∞ on a bundle over one of the spaces R×Y∞01 or C×Σ1, depending on whether we
are in Subcase 1 or 2 (see the discussion above Remark 4.16 for a definition of Y∞01).
We show in [12] that the energy of any such instanton A∞ is 4π
2κrr
−1k for some
positive k ∈ N.
Case 3. (Holomorphic spheres and disks in M(P)) For each ν, let cν be the supre-
mum of the numbers
‖βs,ν(s, t)‖L2(Σ•), ‖bs,ν(s)‖L2(Y•)
over s ∈ K and t ∈ I. The conditions of this case imply that cν → ∞. Find jν ∈
{0, . . . ,N − 1} and points (sν, tν) ∈ K× I for which
cν = ‖βs,ν(sν, tν)‖L2(Σjν), or cν = ‖bs,ν(sν)‖L2(Y(jν−1)jν);
such points exist since βs,ν, bs,ν decay at ±∞, due to the finite energy assumption;
alternatively, one could replace cν by cν/2, without changing the argument below. If
cν = ‖bs,ν(sν)‖L2(Y(jν−1)jν), then we just declare tν = 0. By passing to a subsequence,
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we can assume that jν = 1 for all ν, and that the (sν, tν) converge to some (s∞, t∞) ∈
K× I. The two relevant subcases to consider are as follows:
Subcase 1 t∞ ∈ (0, 1)
Subcase 2 t∞ ∈ {0, 1}
We may assume, without loss of generality, that if Subcase 2 holds then t∞ = 0.
Define rescaled connections Aˆν using (105) and (106), except replace every ǫν by c
−1
ν
(the subcases here correspond to those from Case 1 in the obvious way).
Subcase 1 can be treated exactly as Case 3 from Section 3.3. For Subcase 2 we
will use an argument similar to the one appearing in that section. The argument will
show that a holomorphic disk bubble appears in M(P0) × M(P1) with Lagrangian
boundary conditions in L(Q01) ⊂ M(P0)×M(P1).
We view the rescaled connections Aˆν as being defined on R × Y01(cν) (see the
discussion above Remark 4.16). The components of FAˆν satisfy
βˆs,ν + ∗βˆt,ν = 0, γˆ = −ǫˆ−2ν ∗ Fαˆν , bˆs,ν = −ǫˆ−1ν Faˆν ,
where ǫˆν := cνǫν, and the Hodge star is the one on the surface Σ0 ⊔ Σ1. It may not
be the case that the ǫˆν are decaying to zero; this is replaced by the assumption in this
case that the slice-wise curvatures converge to zero in L∞:
‖Fαˆν‖L∞ = ‖Fαν‖L∞ −→ 0, ‖Faˆν‖L∞ = ‖Faν‖L∞ −→ 0.
Our choice of rescaling also gives
1 ≤ ‖βˆs,ν(0, 0)‖L2(Σ1) + ‖bˆs,ν(0)‖L2(Y01) ≤ 2. (111)
By arguing as in Lemma 4.2 it follows that, after possibly passing to a subsequence,
there exists a sequence of gauge transformations µν : H →∈ G(P0 ⊔ P1), and a
limiting connection Aˆ∞ ∈ A(R×Q∞01) that is a holomorphic representative
βˆs,∞ + ∗βˆt,∞ = 0, Fαˆ∞ = 0, Faˆ∞ = 0,
and satisfies (56) and (57); here we are using (109) to, e.g., view α∞ as a map de-
fined on H. Let ΠPi : Aflat(Pj) → M(Pj) and ΠQ01 : Aflat(Q01) → L(Q01) be the
projections to the moduli spaces. Then
v∞ :=
(
ΠP0(αˆ∞|Σ0),ΠP1(αˆ∞|Σ1)
)
: H −→ M(P0)×M(P1)
is a holomorphic curvewith Lagrangian boundary conditions R → L(Q01) ⊂ M(P0)×
M(P1) determined by a∞ : R → Aflat(Q01). Furthermore, v∞ has bounded energy
∫
H
|∂sv∞|2 =
∫
H×Σ1⊔Σ2
|βˆs,∞|2 ≤ lim infν ‖βs,ν‖2L2(R×Y),ǫν
≤ lim infν 12‖FAν‖2L2(R×Y),ǫν = (CS(a
+)− CS(a−)) .
(112)
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In particular, the removal of singularities theorem [23, Theorem 4.1.2 (ii)] applies and
so v∞ extends to a holomorphic disk v∞ : D → M(P1) × M(P2) with Lagrangian
boundary conditions. Then (56) and (57) combine with (111) to give
2|∂sv∞(0, 0)| ≥ lim inf
ν
‖βˆs,ν(0, 0)‖L2(Σ1) + ‖bˆs,ν(0)‖L2(Y01) ≥ 1.
In particular, v∞ is non-constant. Since v∞ is a disk with boundary conditions in a
simply-connected Lagrangian, it follows that v∞ has an extension to a map of the
form vˆ∞ : S
2 → M(P1)×M(P2) that agrees with v∞ on one hemisphere D ⊂ S2 and
lies in the Lagrangian in the other hemisphere. Then the energy of v∞ is given by
∫
D
|∂sv∞|2 = −
∫
D
ω(∂sv∞, ∂tv∞) = −
∫
S2
ω(∂svˆ∞, ∂tvˆ∞) = (vˆ
∗
∞ω)
[
S2
]
,
where the second equality holds since ω vanishes on the Lagrangian. Bymonotonic-
ity, it follows that the energy is an integer multiple of h¯ = 4π2κrr−1. This finishes
the analysis for Case 3.
Finally, we address translations; we follow the strategy of [29]. The moduli space
of flat connections on Q is canonically identified with the set of Lagrangian inter-
section points L(0) ∩ L(1), and the non-degeneracy assumption on the elements of
Aflat(Q) implies that L(0) ∩ L(1) is a finite set in M; see [10, Section 4]. In particular,
there is some ǫ0 > 0 so that Bǫ0(p) ∩ Bǫ0(p′) = ∅, for all p, p′ ∈ L(0) ∩ L(1). Define
vν as in (101). By assumption, each Aν converges at ±∞ to the flat connection a±.
Since the maps NSPi preserve flat connections, it follows that each vν converges at±∞ to the Lagrangian intersection point p± ∈ L(0) ∩ L(1) associated to a±. Define
s1ν := sup
{
s ∈ R
∣∣∣ distM(P•) (p−, vν(s, t)) ≤ ǫ0, for all t ∈ I} .
(We may assume p− 6= p+, otherwise all instantons are trivial and all holomorphic
curves are constant; in particular, the set defining s1ν is non-empty.) Then for each ν
we have
distM(P•)
(
p−,
(
τ∗
s1ν
vν
)
(s, t)
)
≤ ǫ0 ∀t ∈ I, ∀s ≤ 0, (113)
distM(P•)
((
τ∗
s1ν
vν
)
(0, t), p+
)
= ǫ0 for some t ∈ I (114)
Then the case analysis above combines with Lemma 4.2 to show that, after passing to
a subsequence, the translates τ∗
s1ν
vν converge on compact sets off of a finite bubbling
set to a limiting holomorphic strip v1. This limits to some Lagrangian intersection
point p0 at−∞ and p1 at ∞. By (113) and the definition of ǫ0, we must have p0 = p−.
On the other hand, the equalities expressed in (114) show that v1(0, t) is not at a
Lagrangian intersection point for some t ∈ I. In particular, v1 is non-constant and
so p1 6= p0. This proves that v1 has positive energy, and also shows that the τ∗
s1ν
vν
become arbitrarily close to p1.
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Continue inductively with p1 replacing p0, etc. to obtain a sequence of limiting
holomorphic strips vj that limit to Lagrangian intersection points pj−1 and pj. The
theorem follows by lifting the vj and pj to representatives, and converting the con-
vergence of the τ∗
s
j
ν
vν to statements about the representatives, as we did in the proof
of Lemma 4.2.
5 Perturbations
Theorems 3.3 and 4.1 both have extensions to the case where the ASD equations
are perturbed by a suitable function. We describe this now, freely referring to the
notation established above.
We begin with Theorem 3.3. Suppose H is a section of the bundle
T∗S⊗Maps(A(P),R)G(P) → S,
whereMaps(A(P),R)G(P) is the space of gauge invariant real-valuedmaps onA(P).
Fixing x ∈ S and v ∈ TxS, then the differential of the contraction ιvH(x) : A(P)→ R
can be represented by some XHx,v : A(P)→ Ω1(Σ, P(g)) in the sense that
d(ιvH(x))α(ν) =
∫
Σ
〈XHx,v(α) ∧ ν〉
for all α ∈ A(P) and all ν ∈ Ω1(Σ, P(g)). We assume H has been chosen so that for
each x, v,
(a) supα∈A(Px) ‖XHx,v(α)‖L∞(Σ) < Cx,v, for some Cx,v that depends continuously on
x, v, and
(b) if {Aν} is any sequence of connections on R such that ‖ιx(Aν − A0)‖Lp(Z) is
bounded, then XHx,v(ιxAν) has an L
q(Z)-convergent subsequence.
The main example we have in mind is when H is defined by the holonomy around
loops in Σ; Kronheimer shows [21, Lemma 10] that these conditions are always sat-
isfied for such H.
Allowing x and v to vary, XHx,v naturally determines a map X = X
H : A(R) →
Ω2(Z, R(g)) by declaring X(A) to be the 2-form defined for v ∈ TxS, w ∈ TΣ by
X(A)(v,w) := XHx,v(α(x))(w), X(A)(w, v) := −X(A)(v,w)
and defined to be zero otherwise. This formula combines with the G(P)-invariance
of H to imply that X satisfies X(U∗A) = Ad(U−1)X(A) for all U ∈ G(R). In local
coordinates x = (s, t) on S, X has the form X(A) = ds ∧ Fx(α) + dt ∧ Gx(α) for
x-dependent Fx(α),Gx(α) ∈ Ω1 (Σ, P(g)).
The relevant perturbed ǫ-instanton equation is
(FA − X(A))+ǫ := 12 (1+ ∗ǫ) (FA − X(A)) = 0.
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In local coordinates, this condition has the form (18), where the zero on the right-
hand side of the top equation is replaced by Fx(α) + ∗ΣGx(α). On the symplectic
side, the gauge invariance means that X determines a 1-form on S with values in
the vertical bundle in TM(P); we denote this 1-form by the same symbol X. The
relevant holomorphic curve equation is
(dv− projα X(α)) + ∗Σ (dv− projα X(α)) ◦ jΣ = 0, (115)
where α is a lift of v, and projα is the L
2-orthogonal projection to the α-harmonic
space (the gauge invariance of H implies that this is independent of the lift α). Sup-
pose A ∈ A(R) represents a solutions of this equation. In local coordinates, this has
the form (19), where the zero in the right-hand side of the first equation is again re-
placed by Fx(α) + ∗ΣGx(α). Then Theorem 3.3 continues to hold in this X-perturbed
setting, provided one replaces the energies Esymp and Einstǫ with the X-perturbed
energies obtained by replacing FA with FA − X(A).
The adjustments to the proof are as follows: One should replace every appear-
ance of Dxαν with Dxαν − X(αν), and likewise with Dxα∞. Then Claim 1 in the
proof of Lemma 3.5 would show Dvν − Dαν (Π ◦NS)X(αν) is uniformly bounded
on compact subsets of S0 (in local coordinates, the ds-component of this is ∂svν −
Dαν (Π ◦NS) Fx(αν)). It follows from assumption (a) on H that the Dvν are uni-
formly bounded, and so convergeweakly in C1 on compact sets to a limiting v∞. The
vν satisfy ∂vν = X
(0,1)
ν , where X
(0,1)
ν is the (0,1)-component of Dαν (Π ◦NS) (X(αν)).
It follows from assumption (b) on H that the limiting map v∞ satisfies (115). Then
the proofs of Lemma 3.5 and Theorem 3.3 continue as in the unperturbed case.
Nowwe address Theorem 4.1. Let H be a function as above, with S := R× I and
P := P•. We also assume that X and its first derivatives are bounded in C0 on R ×
I × Σ• (see the next paragraph for more details). In addition to these assumptions,
we assume that, for any connection A over R × I × Σ•, the induced 2-form X(A)
vanishes to all orders near R × {0, 1} × Σ•. For example, all of these conditions
are satisfied if H is a suitable holonomy perturbation; see [10, Section 5.3]. Then
X admits a canonical smooth extension as a map X : A(R) → Ω2(Z, R(g)), by
declaring X(A) to be zero on R× Y•.
The modifications to the proofs of Theorem 4.1 and Lemma 4.2 are as follows:
Of course, one needs to make the modifications discussed in the S× Σ case above.
In addition to these, one needs to extend the analysis of Section 4.2. The only real
difference from the unperturbed case shows up in (82), where we used the ǫ-ASD
relations. In the perturbed case there are terms of the form
∫
h2〈∇sFA ∧∇sX(A)〉
and
∫
h2〈∇sFA ∧ ∗ǫ∇sX(A)〉 appearing on the right-hand side of (82). Working in
temporal gauge, for simplicity, we have
∇sX(A) = ds ∧ ∂sF(α) + dt ∧ ∂sG(α)
= ds ∧ ((∂sF)(α) + DF(βs)) + dt ∧ ((∂sG)(α) + DG(βs)) ,
where DF, DG are derivatives of F, G in the α-variable, and ∂sF, ∂sG are the deriva-
tives in s. Then these additional terms are all controlled by
C (‖∇sβs‖ǫ + ‖∇sβt‖) ‖βs‖ǫ, (116)
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where the norms are L2-norms, and C depends linearly on the C0 norm of the deriva-
tives of X (which we assumed are bounded). It follows that (116) is bounded by
δ‖∇sFA‖2ǫ + δ−1C′‖FA‖2ǫ for any δ > 0, and so the ∇sFA term can be absorbed into
the left-hand side of (82). Then the proof of Lemma 4.2 goes through as before. If we
assume H is independent of R, then Theorem 4.1 holds with the obvious modifica-
tions made to the statement, analogous to the case of S× Σ above; one also needs to
replace every occurrence of the word ‘flat’ with ‘H-flat’ (see [10] for a definition).
Theorem 4.1 has an extension to the case when H does depend on R as well. In
this case we assume that H is independent of s when |s| is large. One has to be a
little careful working with the translations as we did at the end of Section 4.4: Let
Xs be the perturbation 1-form coming from H, but translated by s, and let X± be
the perturbation 1-form that is constant in the R-direction and agrees with Xs for s
near±∞. Since we do not have translational invariance, the translated holomorphic
curves now satisfy a perturbed equation of the form ∂sv+ J∂tv = Xs jν
(v). However,
since H is independent of s for large |s|, these ν-dependent perturbations can be
controlled. In particular, for each j a subsequence of τ∗
s
j
ν
vν converges to a curve
vj that satisfies the perturbed equation with X−,Xs j or X+ on the right-hand side,
depending on whether s
j
ν converges to −∞, sj ∈ R or +∞.
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