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Abstract—Traditional studies of multi-source, multi-terminal
interference channels typically allow a vanishing probability of
error in communication. Motivated by the study of network
coding, this work addresses the task of quantifying the loss in
rate when insisting on zero error communication in the context
of interference channels.
I. INTRODUCTION
In the distributed multi-source/multi-terminal network cod-
ing paradigm, independent sources wish to convey their infor-
mation to a set of terminals over a given network N via a
communication scheme in which internal nodes of the network
may mix (i.e., encode) the information content of received
packets before forwarding them (see e.g., [1], [15], [10], [8],
[6] and references therein). In such a communication scheme,
each terminal eventually receives a certain function of the
source information and is required to decode based on the
information received. For example, in the multiple-unicast
scenario, there are k source/terminal pairs and terminal i is
required to decode the information of source i.
One may abstractly model the end-to-end behavior of a
given multiple-unicast communication scheme by a corre-
sponding k-source/k-terminal interference channel W : X k →
X̂ k. Such a channel receives as input the encoded information
x = x1, . . . , xk ∈ X k from the k independent sources and
returns as output a vector xˆ = xˆ1, . . . , xˆk ∈ X̂ k, where
xˆi is the information available at terminal node i. As an
example, consider the famous butterfly network in Figure 1.
The channel W , corresponding to the well known encoding
scheme presented in the figure, sets W (x1, x2) = (xˆ1, xˆ2)
with xˆ1 = (x2, x1 + x2) and xˆ2 = (x1, x1 + x2).
As in the butterfly example, it is common in the network
coding literature to assume that the corresponding channel W
is deterministic (i.e., it is completely determined by the source
information) and that communication is considered success-
ful if all terminals are able to decode the information they
received, no matter what source information was transmitted.
We refer to the latter requirement as zero error communication.
The question whether zero error communication poses a
restriction on the achievable rate has seen recent interest [3],
[13] and has been found in [14], [4] to be closely related to ad-
ditional intriguing questions such as the edge-removal problem
[5], [9]. Relaxing the requirement of zero error communication
to that of ε > 0 error (in which one allows communication to
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Fig. 1. The interference channel corresponding to the butterfly network takes
input x1 and x2 and returns (x2, x1+x2) to the right terminal (which requires
x1) and (x1, x1 + x2) to the left terminal (which requires x2).
fail with probability ε over the source messages) yields the
following open question [3], [13]. 1
Question 1. Let ε > 0 be an arbitrarily small constant. In the
network coding paradigm, can one obtain a strictly higher rate
of communication when allowing ε error in communication as
opposed to zero error?
To better understand the price in rate of the zero-error
constraint in the context of network coding, in this work we
study a relaxed version of Question 1. Specifically, we view
communication via network coding as communication over
deterministic interference channels and study the potential gap
in rate when communicating with zero error over deterministic
interference channels as opposed to ε > 0 error.
Question 2. Let ε > 0 be an arbitrarily small constant. Do
there exist deterministic interference channels for which one
can obtain a strictly higher rate of communication with ε error
as opposed to zero error?
A negative answer to Question 2 would imply a negative
answer to Question 1. Resolving Q.2 however does not nec-
essarily resolve Q.1, since the channels that may affirmatively
answer Q.2, could possibly not correspond to any given
network coding topology. Also, Q.2 fixes a single network code
on a given network topology, but it is not sufficient to study a
single network code to resolve Q.1 (as the coding scheme that
achieves ε error may differ from the best zero error scheme).
The answers to Q.1 and Q.2 are known to be positive when
information transmitted from different sources is dependent.
1We note that several statements below are made informally. Formal
definitions and statements follow in Section II.
That is, allowing an ε-error can significantly increase the
achievable rate region, as shown, for example, for the Slepian-
Wolf problem in [19]. In the network coding setting, we
assume that sources are independent.
A. Our contribution
The main focus of this work is to better understand Q.2
and, in light of its connections with Q.1, to gain a better
understanding of the tradeoff between ε > 0 and zero error
in network coding.
Our work focuses on the 2-source/2-terminal setting. While
not resolving Q.2, we present and analyze a family of deter-
ministic interference channels W , which we believe can act
as witnesses to an affirmative answer of Q.2, with arbitrarily
small values of ε > 0.
In Sections II and III, we present our channel model in
detail and define a refined version of Q.2 alongside preliminary
results and previous work. In Section IV, we analyze the
familyW discussed above and present a positive answer to Q.2
assuming a finite communication blocklength n. In Section V,
we study what we view as a natural approach to refute Q.2, and
show that it does not necessarily succeed. Finally we conclude
in Section VI.
II. MODEL
In a multiple unicast communication network, the objective
is for k source nodes, s1, s2, . . . , sk, to communicate their
information to k corresponding terminal nodes, t1, t2, . . . , tk
over a channel W . In this work, we focus on the case of
two sources and two terminals (i.e., k = 2). A discussion
regarding our model and results for larger values of k appears
in Section VI. One can model a deterministic multiple unicast
communication network with blocklength n by the following
components. The model presented here differs slightly in
notation from that presented informally in the Introduction;
namely, to simplify notation for k = 2, encoded source
information is denoted by the pair (x, y) and not (x1, x2).
Message space: For i = 1, 2, source si holds a message
from a set of size Mi. Without loss of generality, the message
space can be defined as [Mi] = {1, . . . ,Mi}.
Encoding: For alphabet [Q] = [2q],2 and block length n,
each source si holds an encoding function Ei : [Mi]→ [Q]n.
We denote the coded information corresponding to source s1
by x(n) = (x1, . . . , xn) ∈ [Q]n, and that corresponding to s2
by y(n) = (y1, . . . , yn) ∈ [Q]n.
Network W : The network W : [Q]2 → [Q]2 is a determin-
istic function that takes as input elements from [Q]2 and returns
elements from the same alphabet. Denoting W as (W1,W2),
terminal ti receives the evaluation of Wi : [Q]2 → [Q] on
input (x, y) ∈ [Q]× [Q].
Network W (n): Applying the network W n times (for
blocklength n) yields the network W (n) : [Q]n × [Q]n →
[Q]n × [Q]n which is a deterministic function that takes
as input two n vectors and returns two n vectors. Namely,
2For simplicity, we assume that Q is an integer power of two; our results
hold for any Q ≥ 2.
denoting W (n) as (W (n)1 ,W
(n)
2 ), the evaluation of W
(n)
1 :
[Q]n × [Q]n → [Q]n on input (x(n), y(n)) ∈ [Q]n × [Q]n is
a vector xˆ(n) ∈ [Q]n received at terminal t1, where xˆ(n)j =
W1(x
(n)
j , y
(n)
j ). Similarly, W
(n)
2 (x
(n), y(n)) is a vector yˆ(n) ∈
[Q]n received at terminal t2, where yˆ(n)j =W2(x
(n)
j , y
(n)
j ).
Decoding: Each terminal ti holds a decoding function Di :
[Q]n → [Mi].
Communication with block length n is successful for
terminal ti and source information (m1,m2) if for i = 1, 2,
Di[W
(n)
i (E1(m1), E2(m2))] = mi. We say that communica-
tion is successful with probability 1− ε if for source informa-
tion (m1,m2) chosen uniformly at random from [M1]× [M2]
it holds with probability 1−ε that communication is successful
for all terminals. Rate (R1, R2) is achievable with probability
1 − ε and block length n over network W if for Mi = 2Rin
there exist encoding and decoding functions such that commu-
nication is successful with probability 1− ε.
The ε-error sum capacity of a network W and block length
n is defined to be
R(ε)W,n = sup
(R1,R2)∈Γn,ε
(R1 +R2),
where the supremum is taken over the set Γn,ε of rate pairs
(R1, R2) that are achievable with probability 1− ε and block
length n over W . The ε-error sum capacity of a network W
is defined as
R(ε)W = sup
n
R(ε)W,n.
In particular, for ε = 0, we have R(0)W . We here study the
relationship between R(ε)W and R(0)W .
Some remarks are in place. Our model implies indepen-
dence in encoding (i.e., sources cannot communicate with
each other) and independence in decoding (i.e., terminals
cannot communicate with each other), which is a commonly
used and realistic model. Also notice that W can be defined
probabilistically and not deterministically as above. We do not
address probabilistic W in this work, but one may prove that
Q.2 has a positive answer in this context.3
III. PRELIMINARIES AND PREVIOUS WORK
Given a channel W , our main interest in this work is the
relationship between R(0)W and R(ε)W . In words, R(0)W represents
the achievable rate when communicating with no error at
all, while R(ε)W represents the rate when allowing a small ε
probability of error. Specifically, we explore the plausibility of
the following open statement which claims a large gap between
R(ε)W and R(0)W . The statement below is a refined version of Q.2
above.
Statement 1. Let ε > 0. There exists δ = δ(ε) > 0 that tends
to 0 when ε tends to 0 such that for every network W it holds
that
R(ε)W
2
− δ ≤ R(0)W .
3For example, consider the channel W which on input (x1, x2) returns
(x1, x2) with probability 1−ε and a random pair (x′1, x′2) chosen uniformly
from [Q]2 with probability ε.
Moreover, for ε > 0 and δ as above, there exists a network
Wε, such that
R(0)Wε ≤
R(ε)Wε
2
+ δ.
In other words, for certain networks W , requiring zero-
error in communication may reduce the sum capacity by a
factor of 2 (or equivalently, allowing an ε error may increase
the sum capacity by a factor of 2), and this 2-factor is tight.
It is simple to obtain the first part of Statement 1 via a
time sharing scheme.
Lemma 1. For any n, ε > 0, and δ = − log(1−ε)n , any channel
W satisfies R
(ε)
W,n
2 − δ ≤ R(0)W,n. Here, δ > 0 tends to 0 as ε
tends to 0 or n to ∞.
Proof: Let without loss of generality Mi = 2Rin and
R(ε)W,n = R1 + R2. Assume that R1 ≥ R2. By definition of
R(ε)W,1, there exists an m∗ ∈M2 and a subset S ⊆M1 of size at
least (1 − ε)|M1| such that D1[W (n)1 (E1(m), E2(m∗))] = m
and D2[W (n)2 (E1(m), E2(m∗))] = m∗ for every m ∈ S. Tak-
ing M ′1 = S and M ′2 = {m∗}, we get a zero-error communica-
tion scheme over Wn with sum rate 1n (log |M ′1|+ log |M ′2|) =
R1 +
log(1−ε)
n . Since we assumed R1 ≥ R2, we get
R(0)W,n ≥ R1 +
log(1− ε)
n
≥ R
(ε)
W,n
2
+
log(1− ε)
n
.
As a corollary of Lemma 1 we get the first part of
Statement 1: Fix ε, and let δ∗ = − log(1 − ε). Lemma 1
implies that for all n,
sup
n
(
R(ε)W,n
2
− δ∗
)
≤ sup
n
R(0)W,n.
Since δ∗ does not depend on n, we can take it out of the
parentheses, giving the first part of Statement 1. Recall the
definitions supnR(0)W,n = R(0)W and supnR(ε)W,n = R(ε)W,n.
A. Previous work
In an excellent survey, Ko¨rner and Orlitsky [11] discuss the
problem under study, and describe a special case of a 2-user
network in which [Q] = [2] ≡ {0, 1} and W = (W1,W2) with
W1 (x, y) = max (x, y) , W2 (x, y) = min (x, y) .
The problem addressed in [11] is to find R(0)W . It is not hard
to verify that R(1/4)W = 2. The authors note that this problem
has a combinatorial formulation, and that R(0)W is conjectured(by [18] and [2]) to be equal to 1 (which matches Statement 1
for R(1/4)W = 2). However, the best known upper bound is
R(0)W ≤ 1.2118 [7]. A sum rate 1 is easily achieved by using
the network to transmit the information of one user only. For
n = 1, define E1 (0) = 0, E1 (1) = 1, E2 (0) = 0, E2 (1) = 0
and D1 (x, y) = x. Using the time-sharing scheme suggested
above, we can convey information to both users, one at a time,
with sum rate 1. The above proves Claim 1.
Claim 1 ([7]). There exists a binary channel W such that for
ε = 1/4, R(0)W ≤ 0.6059 · R(ε)W .
Our work addresses the potential gap between R(0)W and
R(ε)W for arbitrary values of ε > 0.
B. “Erasure/identity” channels
As we have seen, the first part of Statement 1 is true.
In this work, we explore the second part of that statement.
We conjecture that it is correct, and provide evidence that
supports this conjecture. To this end, we analyze the gap
between R(ε)W and R(0)W on a family of channels W for which
W : [Q]2 → ([Q]2 ∪ (φ, φ)) is either the identity function
(i.e., W (x, y) = (x, y)) or W returns an “erasure value” (i.e.,
for a new symbol φ 6∈ [Q], W (x, y) = (φ, φ)). Notice that
we change the model slightly by allowing our output alphabet
to have an additional symbol. We refer to such channels as
erasure/identity channels. More specifically, we consider a
distribution over erasure/identity channels W , and study the
properties of the resulting channels. Our distribution is very
natural and is parametrized by ε.
Definition 1. Let WQ,ε be the distribution over era-
sure/identity channels in which for every (x, y) ∈ [Q]2 we fix
W (x, y) = (φ, φ) independently with probability ε; otherwise
W (x, y) = (x, y).
In words, any typical channel W ∈ WQ,ε is almost the
identity function. It only deviates from the identity function on
an ε-fraction of input values in expectation, and in such case
returns the value (φ, φ). In addition, using Markov’s inequality,
it follows that with probability at least 1/2 (over W ∈ WQ,ε)
the channel W deviates from the identity on at most a 2ε-
fraction of input values. This implies that with probability at
least 1/2 we have that R(2ε)W ≥ R(2ε)W,1 = 2q, which is optimal.
In light of Statement 1, we ask how far R(0)W is from q.
First of all we note that for parameters Q and ε in which Q
is small with respect to ε (e.g., ε < 1/Q) it holds for typical
W ∈ WQ,ε that R(0)W is close to 2q (which does not support
Statement 1). This follows from the fact that in such channels
there are very few input pairs that result in erasures. Thus, for
any ε > 0, we focus on values of Q which are large and satisfy
Q ≥ Ω(1/ε). Secondly, we remark that finding zero error
codes for W ∈ WQ,ε seems challenging as a standard analysis
of the natural encoding scheme in which we encode the source
information via an erasure code and send the codewords over
the channel will not improve on the trivial sum rate q for values
of Q ≥ Ω(1/ε).
In what follows we support Statement 1 by showing the
existence of channels W ∈ WQ,ε for which on one hand
R(2ε)W = 2q, while on the other R(0)W,n ≤ (1 − 1n )2q. In other
words, for every fixed n we establish a gap between R(0)W,n
and R(2ε)W . Our results do not have any asymptotic significance
since as n grows we approach the trivial bound R(0)W,n ≤ 2q.
This is stated formally in Theorem 1 and Corollary 1 in
Section IV. In Section V, we study what we view as a natural
attempt (that differs from the scheme based on erasure codes
discussed above) to show that R(0)W > q.
IV. UPPER BOUNDS ASSUMING FINITE BLOCK LENGTH
In this section we present an upper bound on the rate R(0)W,n
for channels W chosen from the aforementioned distribution
WQ,ε. For any error value ε > 0, we study the distribution
WQ,ε for values of Q which are sufficiently large and satisfy
Q = Ω(1/ε). Posing a lower bound on Q that depends on ε is
essential as it is not hard to see that for small Q (say Q ≤ 1/ε)
“typical” channels W in the support of WQ,ε will have R(0)W
which is close to 2q.
Theorem 1. For every integer n ≥ 2, ε ∈ [0, 1] and γ > 0, let
Q = 2q with q ≥ max{logn, 4γ log 3ε}. Then with probability
at least 3/4, a random channel W ∈ WQ,ε satisfies
R(0)W,n ≤ 2q
(
1− 1
n
)
(1 + γ). (1)
Specifically, for n = 2
R(0)W,2 ≤ q(1 + γ).
We thus conclude (based on the earlier discussion) that
Corollary 1. For every integer n ≥ 2, ε ∈ [0, 1] and γ > 0,
let Q = 2q with q ≥ max{logn, 4γ log 3ε}. Then there exist
channels W ∈ WQ,ε such that R(2ε)W = 2q and R(0)W,n ≤
2q
(
1− 1n
)
(1 + γ).
The proof of Theorem 1 consists of two parts. The first
(Proposition 1) reduces the communication rate R(0)W,n to a
bipartite independent set (BPIS) problem in a suitably con-
structed graph GW,n. The second part (Proposition 2) upper
bounds the size of the largest BPIS in that graph. Given the
channel W , let GW,n be the bipartite graph with vertex set
[Q]n ∪ [Q]n and an edge (x(n), y(n)) if there exists at least
one index i s.t. W (xi, yi) = (φ, φ).
Given a bipartite graph H = H(X∪Y,E), a BPIS is a pair
(A,B), A ⊆ X and B ⊆ Y , such that E(H) ∩ (A×B) = ∅.
Here, E(H) is the edge set of H . We define the size of the
BPIS (A,B) to be |A||B|.
Proposition 1. Let W be any channel from the support of
WQ,ε. If R(0)W,n ≥ r, then GW,n has a BPIS of size at least
2rn − 2rn/2((1 + 2q)n − 2nq).
Proposition 2. Let W be a random channel chosen according
to the distribution WQ,ε, with the corresponding graph GW,n.
With probability at least 3/4, the largest BPIS (A,B) in GW,n
satisfies
1
n
log |A||B| ≤ q + log
(
3
ε
)
.
Before we proceed with the proofs of Propositions 1 and
2, we use them to derive Theorem 1.
Proof: (Theorem 1) We reinterpret (1 + 2q)n − 2qn as
a sum of (n − 1) binomial terms. One can easily verify that
for q ≥ logn, the terms form an increasing series, whose
sum is then upper bounded by n2q(n−1) = 2logn+q(n−1).
Now suppose that R(0)W,n > r = 2q
(
1− 1n
)
(1 + γ). Then
by Proposition 1, GW,n has a BPIS of size
s = 2rn − 2 rn2 ((1 + 2q)n − 2nq) ≥ 2rn − 2 rn2 +logn+q(n−1).
Plugging in the value of r and rearranging, one arrives at
s ≥ 22qn(1− 1n )(1+γ) − 22qn(1− 1n )(1+ γ2+ lognqn ).
Since q ≥ 4/γ, we have log nqn ≤ γ4 . Rearranging again we get
s ≥ 22qn(1− 1n)(1+ 3γ4 ) ·
(
22qn(1−
1
n )
γ
4 − 1
)
.
Since q ≥ 4/γ and n ≥ 2, the latter is at least
22qn(1−
1
n)(1+
3γ
4 )
. Taking the logarithm we arrive at
log s
n
≥ 2q
(
1− 1
n
)(
1 +
3γ
4
)
≥ q + 3qγ
4
.
By our choice of q ≥ 4γ log 3ε , the latter contradicts the upper
bound stated in Propositions 2.
Proof: (Proposition 1) By the assumption R(0)W,n ≥ r,
it follows that there exist sets X ⊆ [Q]n and Y ⊆ [Q]n,
corresponding to the first and second source respectively, such
that log(|X ||Y |) = rn, and for every (x(n), y(n)) ∈ X × Y ,
D1[W
(n)(x(n), y(n))] = x(n) and D2[W (n)(x(n), y(n))] =
y(n). Define the set Xi ⊆ Q to be Xi = {x ∈ Q :
∃x(n) ∈ X, xi = x}, that is, Xi is the projection of X
to the ith block. Similarly define Yi. Our first goal is to
upper bound the number of pairs (x(n), y(n)) ∈ X × Y
that have at least one index i s.t. W (xi, yi) = (φ, φ). The
key observation can be summarized as follows. Consider any
pair (x(n), y(n)) ∈ X × Y that has exactly t indices i for
which W (xi, yi) = (φ, φ) in locations i1, . . . , it. Due to our
assumption of correct decoding, it must be the case that for
any other pair (x′(n), y′(n)) ∈ X×Y that has exactly t indices
i for which W (x′i, y′i) = (φ, φ) in locations i1, . . . , it the
projection of x(n) onto indices in the set [n] \ {i1, . . . , it}
must differ from the projection of x′(n) onto indices in the set
[n] \ {i1, . . . , it} (and the same for y(n) and y′(n)). Otherwise
D1(W
(n)
1 (x
(n), y(n))) = D1(W
(n)
1 (x
′(n), y′(n))).
Hence the total number of different x(n)’s that belong to
a pair (x(n), y(n)) ∈ X × Y with exactly t failure is at most(
n
t
) ·Qn−t = (nt)2(n−t)q. The total number of x(n)’s for t ≥ 1
is at most
n∑
t=1
(
n
t
)
2(n−t)q = (1 + 2q)n − 2nq. (2)
Consider the subgraph H of GW,n induced by (X,Y ), and let
H ′ be the graph obtained from H by removing every x(n) ∈ X
that belongs to a pair (x(n), y(n)) with one or more failures.
By definition, the graph H ′ is a BPIS in GW,n. Suppose that
|X | = 2r1n, |Y | = 2r2n for r1 ≥ r2, r1 + r2 = r. Then by
(2), the size of the BPIS H ′ is at least
(2r1n − ((1 + 2q)n − 2nq))·2r2n ≥ 2rn−2nr/2((1+2q)n−2nq).
Proof: (Proposition 2) We first bound the size of the
largest BPIS (A,B) in G = GW,1. Let s = |A| · |B|. The
probability that G has a BPIS of size s is at most
2Q · 2Q · (1− ε)s = 22Q+log(1−ε)s ≤ 22Q−εs.
If s ≥ (2Q+ 2)/ε, then the above probability is smaller than
1/4. That is, with probability at least 3/4, G has no BPIS
larger than s.
Next we show that the following holds: s is the size of
the largest BPIS in G iff sn is the size of the largest BPIS
in GW,n. One direction is trivial: If (A,B) is a BPIS in G
of size s, then clearly (An, Bn) is a BPIS in GW,n, and its
size is sn. On the other hand, let (A′, B′) be a largest BPIS
in GW,n. Observe that since A′ is maximal, then by definition
it must be the Cartesian product A′1 ×A′2 × . . . A′k, where A′i
is the projection of A′ to the ith coordinate. The same is true
for B′. Next observe that for all i, (A′i, B′i) is a BPIS in G, or
else there will be an edge in (A′, B′). If the size of (A′, B′) is
at least sn, then at least one of (A′i, B′i) satisfies |A′i||B′i| ≥ s.
To conclude, we have established that with probability at
least 3/4, GW,n has no BPIS of size larger than
(
2Q+2
ε
)n
. In
this case,
log
(
2Q+ 2
ε
)n
≤ n log
(
3Q
ε
)
= n(log 3+logQ+log(1/ε)).
Rearranging, and replacing logQ = log 2q = q, we get that
the latter equals n (q + log(3/ε)), as required.
V. γ-UNIFORM SET SYSTEMS
In this section, we tie the existence of a certain natural
combinatorial structure to zero error communication schemes.
Namely, in Section V-A we define a combinatorial criterion
(called the γ-uniform criterion) on subsets of [Q]n× [Q]n and
show that subsets satisfying this criterion yield good zero error
encoding schemes for the typical deterministic interference
channels W ∈ WQ,ε. We then study upper bounds and lower
bounds on the sizes of γ-uniform sets in Section V-B. Finally
we show that the bounds obtained do not resolve the question
of whether R(0)W is strictly larger than q (the time sharing
bound) but only partially support the conjecture that R(0)W ≃ q.
A. γ-uniform set systems and their connection to R(0)W
Definition 2. Given x(n) ∈ [Q]n and i ∈ [n], denote by xi the
i-th coordinate of x(n). A pair (x(n), y(n)) ∈ [Q]n × [Q]n is
called γ-uniform if for each pair (α, β) ∈ [Q]2 it holds that
(1− γ) n
Q2
≤ |{i ∈ [n] | (xi, yi) = (α, β)}| ≤ (1 + γ) n
Q2
.
In other words, the number of appearances of any pair
(α, β) ∈ [Q]2 in (x(n), y(n)) is bounded by (1 ± γ) nQ2 ; i.e.,
the type of (x(n), y(n)) is γ-far from being uniform (under the
‖ · ‖∞ norm). Similarly, the subsets A ⊆ [Q]n, B ⊆ [Q]n are
called γ-uniform if for any x(n) ∈ A, y(n) ∈ B, (x(n), y(n))
are γ-uniform.
The following theorem ties the existence of γ-uniform set
systems to good zero error codes for typical channels W in
WQ,ε. Roughly speaking, given a γ-uniform pair A and B one
can construct a zero error code for W by taking large subsets
A′ of A and B′ of B with large minimum distance. Here the
term large depends on ε and γ.
Theorem 2. Let Q = 2q. Let A ⊆ [Q]n, B ⊆ [Q]n be γ-
uniform with |A| ≥ Qn(1−δ1) and |B| ≥ Qn(1−δ2). Let δ > 0
be arbitrarily small. Consider a channel W chosen from the
distribution WQ,ε. With probability at least 1/2 it holds that:
R(0)W,n ≥ 2q
(
1−
(
δ1 + δ2
2
+ 2(1 + γ)ε+ δ
))
− 2. (3)
To prove Theorem 2 we will introduce an additional
combinatorial criterion on sets. We refer to the additional
criterion as the (d, ε)-diversity criterion.
Definition 3. A pair (x(n), y(n)) ∈ [Q]n × [Q]n is called
(d, ε)-diverse if for each index set I ⊆ [n] of size dn it
holds that |{(xj , yj) | j ∈ I}| > εQ2. Similarly, the subsets
A ⊆ [Q]n, B ⊆ [Q]n are called (d, ε)-diverse if for any
x(n) ∈ A, y(n) ∈ B, (x(n), y(n)) are (d, ε)-diverse.
We first connect (d, ε)-diverse set systems to good zero
error codes for channels in WQ,ε (via Theorem 3 below). We
then turn to prove Theorem 2.
Theorem 3. Let Q = 2q. Let A ⊆ [Q]n, B ⊆ [Q]n be
(d, 2ǫ)-diverse with |A| ≥ Qn(1−δ1) and |B| ≥ Qn(1−δ2).
Consider a channel W chosen from the distribution WQ,ε.
With probability at least 1/2 it holds that
R(0)W,n ≥ 2q
(
1−
(
δ1 + δ2
2
+ d
))
− 2.
To prove Theorem 3, we first require the following lemma
that follows from a standard packing argument.
Lemma 2. Let A ⊆ [Q]n. Then for any d ∈ [0, 1] there exists
A′ ⊆ A such that |A′| > |A|
2nQdn
and for any x(n), x′(n) ∈ A′
h(x(n), x′(n)) > dn, where h : [Q]n× [Q]n → {0, 1, . . . , n} is
the Hamming distance function.
Proof: (Lemma 2) Consider a graph G = (V,E) where
the vertices are elements of A, and there is an edge between
two vertices x(n), x′(n) if and only if h(x(n), x′(n)) ≤ dn. The
maximal degree of a vertex in this graph is
(
n
dn
)
Qdn. Thus, the
size of the independent set in G is at least |A|
( ndn)Qdn
> |A|
2nQdn
,
and the vertices of this independent set satisfy the conditions
on A′ in the lemma.
Proof: (Theorem 3) We first note that with probability
at least 1/2, W chosen at random from WQ,ε has at most
2εQ2 distinct values (x, y) ∈ [Q]2 s.t. W (x, y) = (φ, φ). This
follows from the Markov inequality.
Let A′ ⊆ A,B′ ⊆ B be the subsets whose existence is
guaranteed by Lemma 2. We claim that communication with
block length n over W is successful on input (x(n), y(n)) ∈
A′ ×B′. Let us assume the contrary. Namely, that there exist
x(n), x′(n) ∈ A′, y(n), y′(n) ∈ B′ such that: (a) x(n) 6= x′(n)
and W (n)1 (x(n), y(n)) = W
(n)
1 (x
′(n), y′(n)) or (b) y(n) 6=
y′(n) and W (n)2 (x(n), y(n)) = W
(n)
2 (x
′(n), y′(n)). Without
loss of generality, consider option (a). Since h(x(n), x′(n)) >
dn, there exists an index set I ⊂ [n] of size dn such
that for any i ∈ I , xi 6= x′(n)i . By our assumption
W
(n)
1 (x
(n), y(n)) = W
(n)
1 (x
′(n), y′(n)), this means that for
each i ∈ I ,
(
W
(n)
1 (x
(n), y(n))
)
i
=
(
W
(n)
1 (x
′(n), y′(n))
)
i
=
φ. Now, as A,B are (d, 2ε)-diverse, so are A′, B′. Thus,
|{(xi, yi) | i ∈ I}| > 2εQ2 in contradiction to the fact
that for W , |{(α, β) ∈ [Q]2|W1(α, β) = φ}| ≤ 2εQ2.
Finally, note that by using A′, B′ we can achieve a rate of(
log |A′|
n ,
log |B′|
n
)
. By Lemma 2, this rate is lower bounded
by:(
log |A|
2nQdn
n
,
log |B|
2nQdn
n
)
≥
 log Qn(1−δ1)2nQdn
n
,
log Q
n(1−δ2)
2nQdn
n

which is equal to:
q(1− (δ1 + d))− 1, q(1− (δ2 + d))− 1
and this rate yields the asserted bound on R(0)W,n.
We now tie γ-uniform set systems to (d, ε)-diverse systems.
Lemma 3. If d > (1 + γ)ε then: (A,B) is γ-uniform ⇒
(A,B) is (d, ε)-diverse.
Proof: Let (x(n), y(n)) ∈ [Q]n × [Q]n be γ-uniform and
I ⊆ [n] some index set of size dn. A pair (α, β) ∈ [Q]2 can
appear at most (1 + γ) nQ2 times in (x
(n), y(n)). Particularly,
|{i | (xi, yi) = (α, β), i ∈ I}| ≤ (1 + γ) nQ2 . This means that
|{(xi, yi) | i ∈ I}| ≥ dn(1+γ) n
Q2
= d1+γQ
2
. But if d > (1 + γ)ε
then d1+γQ
2 > εQ2, and thus (x(n), y(n)) is (d, ε)-diverse.
Finally, we conclude with the proof of Theorem 2:
Proof: (Theorem 2) The proof of Theorem 2 follows
directly by combining Lemma 3 with Theorem 3.
B. Upper and Lower bounds on γ-uniform set systems
The previous section presented a scheme to construct codes
for channels W chosen at random from the distribution WQ,ε
based on γ-uniform set systems. We now attempt to better
understand the parameters for which such set systems exist.
The following lemmas present both upper and lower bounds
on the size of γ-uniform set systems. We then elaborate on the
implication of our bounds on Theorem 2.
Lemma 4. Let 0 < γ < 2. Let n be divisible by 4. There
exists a γ-uniform pair A ⊆ [2]n, B ⊆ [2]n such that:
|A||B| > 2
n(n+ 1)
· 2(1+H( γ4 ))n.
where H is the binary entropy function.
Proof: Define a(n), a¯(n) ∈ [2]n to be:
ai =
{
1 if i ≤ n2
2 otherwise
a¯i =
{
1 if i > n2
2 otherwise
Namely a(n) has the form 1n2 2n2 and a¯(n) is its bitwise inverse
and has the form 2n2 1n2 . Consider the sets A′ ⊆ [2]n, B ⊆ [2]n
where A′ = {a(n), a¯(n)} and B is the maximal set such that
(A′, B) is zero-uniform. It is easy to see that
|A′||B| = 2 ·
(n
2
n
4
)2
since such B can be obtained by selecting y(n)-s that have
exactly n4 ones in the range y1 . . . yn2 and exactly
n
4 ones in
the range yn
2 +1
. . . yn.
Let A = {x(n) | min(d(x(n), a(n)), d(x(n), a¯(n))) ≤ γn4 },
where d is the Hamming distance. (A,B) is γ-uniform, and
since γ < 2:
|A||B| =
2 ∑
i≤ γn4
(
n
i
) · (n2n
4
)2
Using the lower bounds (see, e.g., [12] for the first one):(n
2
n
4
)2
≥ 2
n
n∑
i≤ γn4
(
n
i
)
>
(
n
γn
4
)
≥ 2
H( γ4 )n
n+ 1
We obtain the bound of Lemma 4:
|A||B| > 2
n(n+ 1)
· 2(1+H( γ4 ))n.
Lemma 5. Let Q ≥ 3 and n ≥ Q3 such that n is divisible by
Q2. For γ ≤ Q2 there exists a γ-uniform pair A ⊆ [Q]n, B ⊆
[Q]n such that:
|A||B| ≥
(
1
n
)Q2
2
· 2H
(
γ
Q2
)
n · (Q− 1)
γn
Q2 ·Qn.
Proof: The technique of this proof is similar to the one
used in Lemma 4. Define a(n) ∈ [Q]n to be:
ai =
⌈
Qi
n
⌉
for all 1 ≤ i ≤ n
Namely a(n) has the form 1
n
Q 2
n
Q . . . Q
n
Q
. Consider the sets
A′ ⊆ [Q]n, B ⊆ [Q]n where A′ = {a(n)} and B is the
maximal set such that (A′, B) is zero-uniform. It holds that
|A′||B| = |B| =
(
Q∏
i=1
(
i · nQ2
n
Q2
))Q
Let A = {x(n) | d(x(n), a(n)) ≤ γnQ2 }, where d is the
Hamming distance. (A,B) is γ-uniform, and
|A||B| =
∑
i≤ γn
Q2
((
n
i
)
(Q − 1)i
) ·( Q∏
i=1
(
i · nQ2
n
Q2
))Q
Notice that:
Q∏
i=1
(
i · nQ2
n
Q2
)
=
(
n
Q
)
!((
n
Q2
)
!
)Q
To evaluate this expression we can use the following
bounds on the factorial that result from Stirling’s formula [16]:
√
2πn
(n
e
)n
e
1
12n+1 < n! <
√
2πn
(n
e
)n
e
1
12n
Which means that:
(
n
Q
)
! >
√
2π
(
n
Q
)
(
n
Q
)
e
(
n
Q )
e
1
12( nQ )+1
(
n
Q2
)
! <
√
2π
(
n
Q2
)
(
n
Q2
)
e

(
n
Q2
)
e
1
12
(
n
Q2
)
This provides the following upper bound:(
n
Q
)
!((
n
Q2
)
!
)Q > QQ− 12
(2πn)
Q
2 −
1
2
·Q nQ · e Q12n+Q− Q
3
12n >
QQ−
1
2
(2πn)
Q
2 −
1
2
·Q nQ · e− Q
3
12n
Which for n ≥ Q3 is greater than:
QQ−
1
2
(2πn)
Q
2 −
1
2
·Q nQ · e− 112 > e− 112 ·
(
Q2
2πn
)Q
2 −
1
2
·Q nQ
And thus:
|A||B| =
∑
i≤ γn
Q2
((
n
i
)
(Q− 1)i
) ·( Q∏
i=1
(
i · nQ2
n
Q2
))Q
>
(
n
γn
Q2
)
(Q − 1)
γn
Q2 · e− Q12 ·
(
Q2
2πn
)Q(Q−1)
2
·Qn
>
2
H
(
γ
Q2
)
n
n+ 1
· e− Q12 ·
(
Q2
2πn
)Q(Q−1)
2
· (Q − 1) γnQ2 ·Qn
>
(
1
n
)Q2
2
· 2H
(
γ
Q2
)
n · (Q − 1)
γn
Q2 ·Qn
Lemma 6. If A ⊆ [Q]n, B ⊆ [Q]n are γ-uniform with Q = 2q,
γ ≤ 2, then
|A||B| ≤ 2nq(1+ γ2+H( γ2 )).
In order to prove Lemma 6 we need a few other lemmas.
The first lemma is a result of Sgall [17], which in our terms
states the following:
Lemma 7. [17, Corollary 3.5] Let A ⊆ [2]n, B ⊆ [2]n be
γ-uniform (γ ≤ 2). Then:
|A||B| ≤
(
n
γn
2
)
2n(1+
γ
2 ) ≤ 2n(1+ γ2+H( γ2 ))
The next lemma provides a framework for creating a re-
duction from any Q = 2q to Q = 2. Our proof essentially uses
the binary representation of elements in [Q] but is presented in
a general manner to support a similar (although slightly more
complicated) proof that can be used if needed for any value
of Q (not necessarily of size 2q).
Lemma 8. Let Q = 2q and let f, g : [Q] → [2]q be any
functions such that for any 1 ≤ i ≤ q it holds that
|{x ∈ [Q] | f(x)i = 1}| = Q
2
|{y ∈ [Q] | g(y)i = 1}| = Q
2
Define functions f (n), g(n) : [Q]n → [2]qn to be
f (n)(x(n)) = f(x1)f(x2) . . . f(xn)
g(n)(y(n)) = g(y1)g(y2) . . . g(yn)
Let A ⊆ [Q]n, B ⊆ [Q]n and define subsets A′ ⊆
[2]qn, B′ ⊆ [2]qn to be
A′ = {f (n)(x(n)) | x(n) ∈ A}
B′ = {g(n)(y(n)) | y(n) ∈ B}
If A,B are γ-uniform then A′, B′ are γ-uniform.
Proof: Let f, g be functions as in the lemma statement.
For any 1 ≤ i ≤ q and some (α, β) ∈ [2]2 let us define
Sf,g,i(α, β) = {(x, y) ∈ [Q]2 | (f(x)i, g(y)i) = (α, β)}.
Namely, Sf,g,i(α, β) is the set of pairs in [Q]2 that ”generate”
the pair (α, β) at position i, with respect to functions f and
g. Note that the restrictions on f, g in the lemma imply that
|Sf,g,i(α, β)| = Q
2
4 .
Let A,B be γ-uniform, (x(n), y(n)) ∈ A × B, and con-
sider the number of times a pair (α, β) ∈ [2]2 appears in(
f (n)(x(n)), g(n)(y(n))
)
. This number is equal to
q∑
i=1
∑
(x,y)∈Sf,g,i(α,β)
C(x,y)(x
(n), y(n)) (4)
where
C(x,y)(x
(n), y(n)) = |{k ∈ [n] | (xk, yk) = (x, y)}|
Since (x(n), y(n)) is γ-uniform, C(x,y)(x(n), y(n)) is bounded
by (1± γ) nQ2 . Thus, Expression 4 is bounded by q · Q
2
4 · (1±
γ) nQ2 = (1 ± γ) qn4 . Hence A′, B′ are γ-uniform.
Now we can prove Lemma 6.
Proof: (Lemma 6) Let A ⊆ [Q]n, B ⊆ [Q]n be γ-uniform.
For Q = 2, the upper bound is provided by Lemma 7. The
upper bounds for Q = 2q is obtained by constructing A′, B′
via Lemma 8, and then using Lemma 7 on A′, B′. All that
remains is to prove the existence of injective f, g that satisfy
the conditions of Lemma 8. Indeed, define f greedily in the
following way: let P = {P1, P2, . . . PQ
2
} be any partition of
[Q] such that |Pi| = 2 (for any i). For each Pi = (v1, v2)
set f(v1) to any previously unused value w ∈ {1, 2}q, and
set f(v2) to the bitwise inverse of w (1-s replaced with 2-s
and 2-s replaced with 1-s). Also set g = f . It is easy to see
that f, g satisfy the conditions of Lemma 8 and are injective.
(Note that for the case Q = 2q , described above, any bijection
f satisfies the conditions of Lemma 9, in particular the binary
representation. The described algorithm is more generic, and
can be used for any even Q).
C. Implications on R(0)W
In this section we show that the upper and lower bounds
presented above combined with Theorem 2 do not resolve the
question whether R(0)W is greater than q. Namely, we show that
the lower bound on γ-uniform set systems does not imply that
R(0)W > q. In addition, to put our result in context, we also
show that an optimistic assumption that there exist γ-uniform
set systems that match the upper bound of the previous section
does indeed imply that R(0)W > q, however our upper bound
may be loose and such set systems are not known to exist.
All in all, even though we cannot conclude any bounds on the
value of R(0)W for our channels W ∈ WQ,ε, we believe that
the concept of γ-uniform set systems is an interesting one and
that a better understanding of bounds for such systems may
lend insight into the value of R(0)W .
Claim 2. Let A ⊆ [Q]n, B ⊆ [Q]n be γ-uniform with |A||B|
equal to the lower bound in Lemma 5. If ε > 12Q2 , then the
RHS of equation 3 is no larger than q − 1.
Proof: We will prove a stronger statement by using a
lower bound of 2nq(1+γ/Q2+1/q) which is larger than the
lower bound in Lemma 5. In order to satisfy the conditions of
Theorem 2:
|A||B| = 2nq(1+γ/Q2+1/q) ≥ 2nq(1−δ1)+nq(1−δ2)
= 2nq(2−δ1−δ2)
Thus:
1 + γ/Q2 + 1/q ≥ 2− δ1 − δ2
Which means that:
δ1 + δ2
2
≥ 1
2
− γ
2Q2
− 1
2q
Thus we can bind the RHS of equation 3 from above:
2q
(
1−
(
δ1 + δ2
2
+ 2(1 + γ)ε+ δ
))
− 2 ≤
2q
(
1−
(
1
2
− γ
2Q2
− 1
2q
+ 2(1 + γ)ε+ δ
))
− 2 =
2q
(
1
2
+
γ
2Q2
− 2(1 + γ)ε− δ
)
− 1
And since ε > 12Q2 the whole expression is less than q− 1.
Claim 3. Let A ⊆ [Q]n, B ⊆ [Q]n be γ-uniform with |A||B|
equal to the upper bound in Lemma 6. Then the RHS of
equation 3 is equal to
2q
(
1
2
+
γ
4
+
H(γ2 )
2
− 2ε(1 + γ)− δ
)
− 2,
which is greater than q for ε < γ+2H(γ/2)8(1+γ) and sufficiently
large Q.
Proof: According to the conditions of Theorem 2:
|A||B| = 2nq(1+ γ2+H( γ2 )) = 2nq(1−δ1)+nq(1−δ2)
= 2nq(2−δ1−δ2)
Thus:
1 +
γ
2
+H
(γ
2
)
= 2− δ1 − δ2
Which means that:
δ1 + δ2
2
=
1
2
− γ
4
− H
(
γ
2
)
2
Thus the RHS of equation 3 is:
2q
(
1−
(
δ1 + δ2
2
+ 2(1 + γ)ε+ δ
))
− 2 =
2q
(
1−
(
1
2
− γ
4
− H
(
γ
2
)
2
+ 2(1 + γ)ε+ δ
))
− 2 =
2q
(
1
2
+
γ
4
+
H
(
γ
2
)
2
− 2(1 + γ)ε− δ
)
− 2
To see that this is may better guarantee than the time sharing
scheme, consider, e.g., the case γ = 1, ε = 18 . The expression
above will evaluate to 1.5q−2δq−2 > q for sufficiently large
values of q (as δ > 0 is arbitrarily small).
Claim 4. Assume the existence of γ-uniform sets A ⊆
[Q]n, B ⊆ [Q]n such that |A||B| ≥ Qn(1+f(γ)). Then if for
some constant c it holds that f(γ) > 4ε(1 + γ) + 2q2 + c, we
have by Theorem 2 a scheme that improves on the time sharing
scheme.
Proof: According to the conditions of Theorem 2:
|A||B| ≥ Qn(1+f(γ)) = Qn(1−δ1)Qn(1−δ2)
Thus:
1 + f(γ) = 2− δ1 − δ2
Which means that:
δ1 + δ2
2
=
1
2
− f(γ)
2
Thus the RHS of equation 3 is:
2q
(
1−
(
δ1 + δ2
2
+ 2(1 + γ)ε+ δ
))
− 2 =
2q
(
1−
(
1
2
− f(γ)
2
+ 2(1 + γ)ε+ δ
))
− 2 =
2q
(
1
2
+
f(γ)
2
− 2(1 + γ)ε− δ
)
− 2
If f(γ) > 4ε(1 + γ) + 2q2 + c then the RHS of equation 3 is
bounded from below by q(1 + c − 2δ). Since we can select
any δ > 0, this improves on the time sharing scheme.
VI. CONCLUSION AND OPEN PROBLEMS
Motivated by similar questions in network coding, we
address the potential gap between R(0)W and R(ε)W in the context
of 2-source/2-terminal deterministic interference channels. In
Statement 1 we conjecture that there exist channels W for
which R(0)W ≤ R(ε)W /2 + δ (and more generally for the k-
source/k-terminal case that R(0)W ≤ R(ε)W /k+ δ). Studying the
channels that result from the distribution WQ,ε, we support
Statement 1 by presenting upper bounds on R(0)W,n (which take
into account the block length n) and by studying the limitations
of a natural encoding scheme based on γ-uniform set systems.
We view our posing of Statement 1, our upper bounds, and
the study of γ-uniform set systems as the main contributions
of this work. Whether Statement 1 is true or not remains an
interesting open subject for future research.
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