Time-varying networks are fast emerging in a wide range of scientific and business disciplines. Most existing dynamic network models are limited to a single-subject and discrete-time setting. In this article, we propose a mixed-effect multi-subject continuous-time stochastic blockmodel that characterizes the time-varying behavior of the network at the population level, meanwhile taking into account individual subject variability. We develop a multi-step optimization procedure for a constrained stochastic blockmodel estimation, and derive the asymptotic property of the estimator. We demonstrate the effectiveness of our method through both simulations and an application to a study of brain development in youth.
Introduction
The study of networks has recently attracted enormous attention, as they provide a natural characterization of many complex social, physical and biological systems. A variety 1 arXiv:1806.03829v1 [stat.ME] 11 Jun 2018 of statistical network models have been developed to analyze data in the form of networks (Wei and Li, 2007; Bickel and Chen, 2009; Li et al., 2014; Zhao et al., 2014; Cai et al., 2017; Zhao et al., 2017, among many others) . See also Kolaczyk (2009) for a review. To date, much research, however, has focused on static networks, where a single snapshot of the network is observed and modeled. Dynamic networks, where the data consist of a sequence of snapshots of the network that evolves over time, are fast emerging. Examples include brain connectivity networks, gene regulatory networks, protein signaling networks, and terrorist networks. Modeling of dynamic networks has appeared only recently (Xu and Hero, 2014; Matias and Miele, 2017; Pensky, 2016; Zhang and Cao, 2017) . Most existing dynamic network models, however, considered a discrete-time and single-subject setting, in which the network observed at multiple time points is based upon the same study subject; the snapshots of the dynamic network are observed on a finite and typically small number of discrete time points. Methodology for modeling dynamic networks in a multi-subject and continuous-time setting remains largely missing. In this article, we develop a new network model to address this question.
Our motivation is a study of brain development in youth based on functional magnetic resonance imaging (fMRI). In recent years, there has been substantially increasing attention in understanding how brain functional connectivity develops during youth (Fair et al., 2009; Supekar et al., 2009 ). Brain connectivity reveals synchronization of brain systems via correlations in neurophysiological measures of brain activity, and when measured during resting state, it maps the intrinsic functional architecture of the brain (Varoquaux and Craddock, 2013 ). Brain connectivity is commonly encoded by a network, with nodes representing brain regions and links representing interaction and coordination between those regions (Chen et al., 2015b; Kang et al., 2016; Li and Solea, 2017) . As such, network based analysis has become a crucial tool in understanding brain functional connectivity. Our data consist of 491 healthy young subjects with age between 7 and 20 years, where age was continuously measured. Each subject received a resting-state fMRI scan, and the image was preprocessed and summarized in the form of a network. The nodes of the network correspond to 264 seed regions of interest in brain, following the cortical parcellation system defined by Power et al. (2011) . The links of the network record partial correlations between pairs of those 264 nodes. Partial correlation has been frequently employed to characterize functional connectivity among brain regions (Wang et al., 2016; Xia and Li, 2017) . Moreover, those 264 nodes have been partitioned into 10 functional modules that correspond to the major resting-state networks defined by Smith et al. (2009) . Each module possesses a relatively autonomous functionality, and complex brain tasks are carried out through coordinated collaborations among those modules. The goal of this study is to investigate how functional connectivity at the whole-brain level varies with age, and in turn to understand how brain develops from childhood to adolescence and then to early adulthood.
To achieve this goal, we propose a new mixed-effect time-varying stochastic blockmodel. count for individual variability. An important contribution of the proposed model is that it can handle both the multi-subject and continuous-time settings. It thus fills an existing gap in the literature on network models. For the proposed model, we develop a multi-step optimization procedure to address the challenges in parameter estimation that are introduced by the shape and fusion constraints. We also derive the error bound of the resulting estimator.
Our proposal makes a useful addition to the toolbox of network modeling.
The rest of the article is organized as follows. Section 2 develops the mixed-effect timevarying stochastic blockmodel, and introduces the shape and fusion structures on the model parameters. Section 3 describes a multi-step procedure for model estimation, and Section 4 investigates the asymptotic property of the resulting estimator. Section 5 demonstrates the effectiveness of the proposed method through simulations, and Section 6 analyzes the motivating brain development data. The Supplementary Materials collect all technical proofs.
Model
Suppose there are N subjects, ordered by a continuous time variable. Without loss of generality, we assume the time variable is sorted and normalized in that 0 = r 1 ≤ r 2 ≤ . . . r N −1 ≤ r N = 1. In our example, the time variable is age, while it can represent other variable that orders the subjects as well. For each subject i = 1, . . . , N , a network
is observed, where V i denotes the set of nodes and E i the set of edges. Here we consider simple networks that are undirected and have no self-loops or multiple edges. Most real world networks, including brain connectivity networks, belong to this class. We also assume that all subjects share the same set of nodes, i.e., V 1 = . . . = V N = V, and the size of V is n. This assumption is reasonable in our context, as brain images of different subjects are generally mapped to a common reference space. Each network G i is uniquely represented by its n × n adjacency matrix A i , where A ijj = 1 if there is an edge between nodes j and j for subject i, and A ijj = 0 otherwise, 1 ≤ j ≤ j ≤ n.
We assume the nodes in V belong to K communities, and denote the community membership of node j as c j ∈ {1, 2, . . . , K}, j = 1, . . . , n. We model the entries of the adjacency matrix A i of subject i as independent Bernoulli random variables such that
In this model, θ kl (t) is the continuous-time connectivity function that characterizes the population level between-community connectivity when k = l, and the within-community connectivity when k = l. It is modeled as a function of time t, and is treated as a fixed-effect term, as it is commonly shared by all subjects. In our investigation, θ kl (t) is the primary object of interest. To account for subject-specific variability, we introduce a random-effect term w i for subject i, which is assumed to follow a normal distribution with zero mean. Its variance σ(t) 2 is also time-varying, which is supported by the existing literature that the subject level variability varies with age (Garrett et al., 2017; Nomi et al., 2017) . On the other hand, different communities are assumed to share a common variance function σ 2 (t). This is a reasonable tradeoff between model complexity and flexibility; it allows one to pool information from different communities to estimate the variance function. If there are additional subject-specific covariates, it is straightforward to incorporate those covariates into our model. That is, letting x i denote the vector of covariates from subject i, we simply modify (1) with g(P ikl ) = θ kl (t) + x i β + w i , where β is the vector of covariate coefficients. For simplicity, we skip the term x i β in this article.
We note that our proposed model is different from those in the literature in several ways (Xu and Hero, 2014; Pensky, 2016; Matias and Miele, 2017; Zhang and Cao, 2017) . First, it accommodates multi-subject network data, and includes a random effect term to characterize subject-level variability. Second, the proposed model handles the continuous-time setting, while existing methods are limited to the discrete-time setting. As such, existing timevarying network models cannot be applied when the time variable (e.g. age, observation time,. . . ) is continuous. Furthermore, to increase the model flexibility, we allow both the fixed effect term and the variance of the random effect component to be time-varying. We call model (1) a mixed-effect time-varying stochastic blockmodel.
In model (1), g(·) is a known, monotonic, and invertible link function. We set g(·) as the logit link, while other link functions such as the probit link can also be used. We remark that, in our model formulation, we assume the network community information is known, and it does not change over time. This assumption is both plausible and useful scientifically. In brain connectivity analysis, brain regions (nodes) are frequently partitioned into a number of known functional modules (communities). These communities are functionally autonomous, and they jointly influence brain activities. Moreover, although the connectivities within and between the functional modules vary with age, the nodes constituting those modules remain stable over age (Yeo et al., 2011; Betzel et al., 2014) . Focusing on those brain functional modules also greatly facilitates the interpretation, particularly when the brain network changes over time.
Next, we propose to model the time-varying components θ kl (t) and σ(t) as piecewise constant functions. This assumption is desirable for several seasons. Scientifically, numerous studies have found that the development of brain undergoes a mix of periods of rapid growth and plateaus (Zielinski et al., 2010; Geng et al., 2017) . Such a pattern can be adequately captured when θ kl (t) is piecewise constant. Moreover, functions with a simple structure such as piecewise constant enables an easier and clearer interpretation than those involving curvatures. Methodologically, the piecewise constant structure allows one to pool together subjects of similar ages to better estimate the variance of the subject-specific random-effect term w i , which would in turn lead to an improved estimation of the connectivity probabilities.
This characteristic is particularly useful, since the individual variability is typically large in brain development studies. Theoretically, we show in Section 4 that, even when the true connectivity function θ kl (t) does not admit a piecewise constant form, estimating it with a piecewise constant structure with a diverging number of constant intervals would still achieve a reasonable estimation accuracy.
To model the piecewise constant functions θ kl (t) and σ(t), we partition (0, 1] into S intervals; i.e., (0, 1] = ∪ S s=1 (t s−1 , t s ] for 0 = t 0 < t 1 < . . . < t S = 1. One can either use equal-length intervals, or set each interval to contain the same number of subjects. In Sections 5 and 6, we show that our method is not overly sensitive to the number of intervals S, in that a similar estimate is obtained as long as S is within a reasonable range. Theoretically, we allow S to go to infinity along with the sample size N . This allows our piecewise constant approximation to better capture the time-varying pattern, even if it changes frequently. Following the above partition, we assume that the connectivity function between the communities k and l is constant in (t s−1 , t s ] and denote it as θ kl,s , and the random-effect variance function is constant in (t s−1 , t s ] and denote it as σ 2 s , s = 1, . . . , S. Next we define the vector θ kl = (θ kl,1 , . . . , θ kl,S ) ∈ R S , σ = (σ 1 , . . . , σ S ) ∈ R S , and
denote the interval that contains subject i, where I(·) is the indicator function. Write A = {A 1 , . . . , A N }, and c = {c 1 , . . . , c n }, where A i is the adjacency matrix of subject i, i = 1, . . . , N , and c j is the community membership of node j, j = 1, . . . , n. We then aim to estimate the parameters of interest Θ and σ by minimizing the following loss function,
where φ(·, ·) is the zero mean normal density function, Figure 1 , the left panel, shows the estimated connecting probability g −1 (θ 89 ) between the 8th and 9th communities, executive control and frontoparietal right, in our brain development example, after minimizing the loss function (2). Details on minimization of (2) are given in Section 3.
It is seen from the plot that the estimated connecting probability roughly follows an increasing trend along with age; however, it is not strictly monotonic, with small fluctuations from approximately 9 to 16 years old. Next we introduce a shape constraint to the loss function (2), in that θ kl (t) follows a certain shaped trajectory, such as monotonically increasing, monotonically decreasing, unimodal, and inverse unimodal shape. Such a constraint is to both facilitate the interpretation, and is scientifically plausible, supported by evidences from current literature on human brain development (Sowell et al., 2002 (Sowell et al., , 2003 Wang et al., 2012) . Toward that end, we impose
where U kl complies with one of the following shape constraints, (a) the monotonically increasing shape:
(b) the monotonically decreasing shape:
(c) the unimodal shape:
the inverse unimodal shape:
We briefly note that, imposing a unimodal or inverse unimodal shape constraint consists of two steps: locating the mode, then imposing two monotonic shape constraints. If only imposing the monotonic shape constraint, one simply skips the mode finding step. Figure 1 , the middle panel, shows the estimated g −1 (θ 89 ) under the loss function (2) and the unimodal constraint. It is clearly seen that the connectivity increases with age.
It is also seen from the middle panel in Figure 1 that the estimated connectivity at adjacent time points are often very close, and there are relatively a small number of time points with a substantial change in magnitude. We thus further introduce a fusion type constraint, in addition to the shape constraint, to encourage sparsity in difference of the coefficients. Specifically, we consider
|| · || 0 is the 0 norm and equals the number of non-zero elements, and b kl is the fusion parameter that takes a positive integer value and controls the maximum number of different values in θ kl . Adding such a fusion constraint again facilitates the model interpretation. Moreover, it is able to reduce the estimation error, as the fusion constraint fits well with the piecewise constant model assumption, and can effectively pool information from adjacent time intervals. Figure 1 , the right panel, shows the estimated g −1 (θ 89 ) under the loss function (2) with both the unimodal constraint and the fusion constraint. It is seen that the connectivity between those two functional modules experiences notable changes when the age is around 9, 13 and 19 years. The resulting estimate is more interpretable than the one without any constraint. We next develop an optimization algorithm to estimate the unknown parameters of our model under the shape and fusion constraints.
Estimation
We aim at the constrained optimization problem, minimize Θ,σ L(Θ, σ|c, A), such that θ kl ∈ U kl , and Dθ kl 0 ≤ b kl .
This is a nontrivial optimization as it is neither convex nor biconvex. We propose a sequential estimation procedure with three major steps. We first summarize the procedure in Algorithm 1, then describe each step in detail.
In step 1, we seek the minimizer of the loss function (2) without any constraint. We
where Θ s,· is the sth row of matrix Θ, s = 1 . . . , S and
It involves an integration that cannot be evaluated exactly, but instead can be approximated through the adaptive Gauss-Hermite numerical integration (Pinheiro and Bates, 1995) . That is, the integral f (a)φ(a)da can be approximated as
where B is the number of quadrature points used in the approximation, a b and u b are the adaptive quadrature nodes and weights (Pinheiro and Bates, 1995) . A reasonable value of B ensures a good approximation of the integral, and we further discuss the choice of B in parameter tuning later. Accordingly, we approximate f i (A i |c, Θ τ i , σ τ i ) with
We then seek the minimizer,
We achieve this by updating Θ and σ in an alternating fashion. The block coordinate decent algorithm is used for such an update (Tseng, 2001 ).
In step 2, we add the shape constraint to the loss function in (2), by computing a
Algorithm 1
The sequential optimization procedure of (3).
step 1: Solve the minimization problem (5) to obtain {Θ,σ}.
s is the sth element of the vector σ (q) at iteration q, s = 1, . . . , S.
is the sth row of the matrix Θ (q) at iteration q, s = 1, . . . , S. step 1.3: Update the iteration number q = q + 1. until the objective functionL(Θ, σ|A, c) in (5) converges. step 2: Solve the shape constrained problem (6) to obtainΘ. step 3: Solve the fusion constrained problem (7) to obtainΘ. projection ofθ kl , the column ofΘ, to the set of shape constrained sequences,
That is, we find the vectorθ kl = (θ kl,1 , . . . ,θ kl,S ) such that it satisfies the shape constraint specified in U kl , meanwhile minimizing the sum of squared error with respect tõ θ kl = (θ kl,1 , . . . ,θ kl,S ) . For the unimodal shape constraint, we first find the mode of the sequence, by performing an isotonic regression for each possible candidate, then taking the one that yields the smallest sum of squared error as the estimated mode (Turner and Wollan, 1997 ). Once we locate the mode, finding a unimodal sequence breaks into finding two monotonic sequences, one monotonically increasing before the mode and the other monotonically decreasing after the mode, and each can be achieved by an isotonic regression. The isotonic regression is carried out using an efficient linear algorithm, the pool adjacent violators algorithm (Barlow et al., 1972) . For the inverse unimodal constraint, the estimation can be carried out similarly. For the monotonic shape constraint, we simply skip the mode finding step, and the rest of implementation is the same.
In step 3, we further add the fusion constraint to the shape constrained estimateθ kl , by
where v = (v 1 , . . . , v S ) , and b kl is the fusion tuning parameter. A common way to incorporate the fusion penalty is through soft thresholding, such as in fused lasso (Tibshirani et al., 2005) , though it would yield a biased estimator (Rinaldo et al., 2009) It is important to note that, the added fusion structure in the third step actually preserves the shape constraint from the second step, in that the estimator after applying the fusion constraint still belongs to the parameter space under the shape constraint. The next lemma characterizes this result, and its proof is given in the Supplementary Materials.
Lemma 1 Let U comply with one of the following shape constraints on sequences v ∈ R S : monotonically increasing, monotonically decreasing, unimodal, or inverse unimodal. For any v ∈ U and b ∈ N + , we have Fuse(v, b) ∈ U.
Our proposed three-step estimation procedure involves a number of tuning parameters, including the number of intervals S, the number of quadrature points B in the integral approximation, and the fusion penalty parameters b kl . For S, in our numerical analysis, we have experimented with a number of different values and found our final estimate is not overly sensitive to the choice of S. See Sections 5 and 6 for more details. For B, we have also experimented with a range of values between 1 and 25, which is often deemed sufficient to provide a good approximation to the numerical integration. The final estimates with B in this range are very close. As a greater B value implies a higher computational cost, we fix B = 5 in our subsequent analysis. For b kl , we propose to use the following BIC criterion for tuning,
In the above BIC criterion, we havẽ
and df (θ kl ) denotes the degrees of freedom, which is defined as the number of unique elements in the vectorθ kl .
Theory
We next investigate the asymptotic property of our proposed estimator as the sample size N tends to infinity. We first introduce some notations. . For two sequences {a n } and {b n }, we write a n ≺ b n if a n /b n → 0 as n → ∞. We write a n b n if a n ≤ cb n and a n ≥ c b n for some positive constants c and c . For 1 ≤ k ≤ l ≤ K, let θ kl (t) denote the true underlying function, which is assumed to be piecewise constant and comply with one of the following shape constraints: monotonically increasing, monotonically decreasing, unimodal or inverse unimodal. Let p kl denote the true number of constant intervals of θ kl (t), and p = max 1≤k,l≤K p kl . We write
j=1 (t kl,j−1 , t kl,j ], for 0 = t kl,0 < t kl,1 < . . . < t kl,p kl = 1, and
We assume that |t kl,j−1 − t kl,j | 1 p kl for j = 1, . . . , p kl . Given a chosen number of intervals S, the vector estimatesθ kl from (6) andθ kl from (7), we define the corresponding function estimates asθ
We next introduce a set of main regularity conditions, and give some additional technical conditions in the Supplementary Materials.
Assumption 1 Assume the number of intervals S and the number of subjects N satisfy that
This assumption allows the number of intervals S to diverge along with the subject size N .
The condition α < 1 ensures that there are enough number of samples in each interval to guarantee the performance of our estimation in the first step.
Assumption 2 Assume that p ≺ S 1/3 and the tuning parameter b kl ≥ 2p.
This assumption allows the true number of constant intervals in the true underlying function to diverge. Moreover, by placing a lower bound on the tuning parameter b kl , the fusion step would not incorrectly merge two distinctive groups of coefficients. This is similar to the condition required in the hard thresholding operator in sparse learning problems (Yuan and Zhang, 2013) , and is also analogous to the condition on the tuning parameter in soft thresholding based fused lasso (Rinaldo et al., 2009) .
Assumption 3 Denote the gaps in θ kl (t) as ∆ kl,j = |θ kl,j − θ kl,j−1 |, j = 1, . . . , p kl . Assume
This assumption places both a lower bound and an upper bound on the gaps among sequential distinct values of θ kl (t). The condition on the lower bound is analogous to the minimal signal condition of sparse coefficients in high-dimensional regressions (Fan et al., 2014) . The condition on the upper bound indicates that, as the number of intervals in θ kl increases, the signal in θ kl grows at a bounded rate. This is needed to control the approximation error. Moreover, the technical condition (C4) in the Supplementary Materials ensures the identifiably of the unique minimizer.
Next we present the main theorem of our proposed estimator.
Theorem 1 Under Assumptions 1 -3 and the technical condition (C4) in the Supplementary
Materials, we have
where the equality holds if and only ifθ kl (t) =θ kl (t). Furthermore, we have
for some positive constant C, and · 2 denotes the function 2 norm.
We give an outline of the proof here, and present the complete proof in the Supplementary Materials. The fact that the true underlying connectivity function θ kl (t) is a step function with unknown time intervals, and that the estimation is multi-step, have posed challenges in obtaining the asymptotic property of our estimator. Based on Domowitz and White (1982) , we first show thatθ kl , which is obtained from (5) in Step 1, is asymptotically normal and consistent. It is also noteworthy that, the estimation ofθ kl can be formulated as a generalized mixed partial linear regression problem (Heckman, 1986; Chen et al., 2015a; Lian et al., 2015) . As such,θ kl can be viewed as the estimator when the unknown function in this model takes a step function form. The asymptotic property of this type of estimator
has not yet been studies in the literature. Next we follow Chatterjee and Lafferty (2015) , which establishes the adaptive risk of the unimodal least square estimator, to obtain the asymptotic property of the shape constrained estimatorθ kl from Step 2. Finally, we show that the error of the fused and shape constrained estimator is no greater than that of the shape constrained estimator using the property of our hard thresholding fusion operator. This is reflected in the inequality in (8), which offers a theoretical justification of the fusion step in our procedure. We then establish the error bound for the final estimatorθ kl (t) from
Step 3.
We also make some remarks about the derived error bound. First, when the true function θ kl (t) is indeed piecewise constant, the error bound obtained in (9) for our estimatorθ kl (t)
is analogous to the bound that is commonly seen in sparse regressions, which is in the form of sparsity × log(dimension)/(sample size) (Negahban et al., 2012) . In our setup, p plays the role of the sparsity quantity, and S the role of the dimension. Second, when the true function θ kl (t) is not piecewise constant, we work under a misspecified model. Since the number of intervals S is allowed to grow with the sample size N , the difference between the true function and the piecewise constant approximation tends to zero as S tends to infinity. In this case, the number of distinct values in the approximation function scales with S, and the corresponding error bound becomes C(S log S)/N . This is analogous to the error bound that is commonly seen in non-sparse regressions, which is in the form of dimension × log(dimension)/(sample size) (Bühlmann and Van De Geer, 2011) .
Simulations
Next we investigate the finite sample performance of our proposed method. We generated N subjects with the age variable simulated from a uniform distribution on [0, 1]. For each subject a network was generated based on a stochastic blockmodel, with n nodes belonging to K communities. We fix n = 75, K = 2, and the two communities have numbers of nodes equal to n 1 = 50 and n 2 = 25, respectively.
We consider different ways of generating the within-community and between-community connectivity functions {θ 11 (t), θ 12 (t), θ 22 (t)} and the variance function of the random-effect
Example A: The connectivity functions are time-varying, while the variance of the random-effect is fixed over time. Specifically, we set logit −1 {θ 11 (t)} and logit as true intervals, whereas the between-community connecting probability is monotonically Specifically, we choose the same {θ 11 (t), θ 12 (t), θ 22 (t)} as in Example A, while we set σ(t) = 0.2 − 0.1I(t > 0.5). This function is motivated by the scientific finding that there is usually a higher variability in functional connectivity when subjects are at a younger age (Nomi et al., 2017 ).
Example C: Both the connectivity functions and the variance function are time-varying.
Moreover, the connectivity functions are no longer piecewise constant, but instead continuous functions. This example thus evaluates the performance of our method under model misspecification. Specifically, we set logit −1 {θ 11 (t)} and logit −1 {θ 22 (t)} to take the functional form as shown in the lower left panel and logit −1 {θ 12 (t)} as shown in the lower right panel of Figure 2 . In this setting, the within-community connectivity is monotonically increasing and goes through a continuous and notable increase between t = 0.2 and t = 0.6; the between-community connectivity is monotonically decreasing and goes through a continuous decrease between t = 0.4 and t = 0.8. We again set σ(t) = 0.2 − 0.1I(t > 0.5).
We compare three estimation methods. The first is our proposed mixed-effect time-varying stochastic blockmodel estimator with shape and fusion constraints. The second is the unconstrained estimator obtained from (5). The third is to fit a cubic B-spline with nine interior knots equally spaced in [0, 1] . For the first two methods, we divide [0, 1] into S equal-length intervals, and we vary the value of S. We impose the unimodal shape constraint and use BIC to tune the fusion penalty parameters. The estimation error is evaluated based on the criterion,
2 dt, whereθ(t) denotes the estimated function of the truth θ(t). Figure 3 reports the results based on 50 data replications, while the sample size is fixed at N = 600. For Example A (the left panel), we observe that our proposed fused and shape constrained estimator achieves the best overall performance, as long as the number of intervals S is reasonably large (S ≥ 10). Moreover, its performance is stable for a wide range of values of S. This is an appealing feature of our estimator. By contrast, the unconstrained estimator is much more sensitive to the choice of S. This is because it does not borrow information across different time intervals as the constrained estimator does. The spline estimator also performs poorly, since the underlying true function is piecewise constant rather than smooth. For Example B (the middle panel), we again observe that our proposed estimator performs the best, and remains relatively stable across a wide range of values of S. By comparison, the unconstrained estimator performs worse when the random-effect variance varies over time. The spline estimator continues to perform poorly in this setting.
For Example C (the right panel), we see that our proposed method maintains a competitive performance, even though the underlying true functions are continuous and our model is misspecified. This is due to the property that our estimator effectively pools information across different time intervals and across subjects. By contrast, the unconstrained estimator performs poorly. This setting favors the spline estimator; however, our method performs about the same as the spline solution.
We also vary the sample size N = 200, 600 for different values of S = 20, 50 in the above three examples. Table 1 the pattern shown in Figure 3 , we see that our proposed estimator achieves the best performance in all combinations of N and S in Examples A and B. In Example C, our proposed estimator performs similarly as the cubic B-spline, and both outperform the unconstrained one.
Brain development study
We revisit the motivating example of brain development study in youth that is introduced in Section 1. We analyzed a resting-state fMRI dataset from the ADHD- These modules are (1) medial visual, (2) occipital pole visual, (3) lateral visual, (4) default mode, (5) cerebellum, (6) sensorimotor, (7) auditory, (8) executive control, (9) frontoparietal right, and (10) frontoparietal left, and they form the K = 10 communities in our stochastic blockmodeling. The original data included both combined types of attention deficit hyperactivity disorder subjects and typically developing controls. We focused on the control subjects only in our analysis, as our goal is to understand brain development in healthy children and adolescents. This results in N = 491 subjects. Their age ranges between 7 and 20 years, and is continuously measured.
We applied our method to this data. We partitioned the time interval such that each interval contains about the same number of subjects 20. We have also experimented with other choices of S, and obtained similar results. We further discuss the sensitivity of our result as a function of S later. We applied both the unimodal and inverse unimodal shape constraints, and selected the one with a smaller estimation error. We used BIC to select the fusion tuning parameter. Figure 4 reports the heat maps of the connecting probabilities both within and between the ten functional modules when age takes integer values from 8 to 20. In principle we can estimate the connecting probabilities for any continuous-valued age. Figure 4: Heat maps of the estimated within-and between-communities connecting probabilities at different ages.
We first make some observations of the overall patterns of the connectivity as a function of age. It is seen that the within-community connectivity is greater than the betweencommunity connectivity, by noting generally much darker cells on the diagonals. This observation agrees with the literature that brain regions within the same functional module share high within-module connectivity (Smith et al., 2009) . It is also seen that the betweencommunity connectivity grows stronger with age, by noting an increasing number of darkcolored off-diagonal cells as age increases.
We next examine the between-community connectivity patterns. It is seen from Figure   4 that the connectivity between the 4th community, default mode network, and other modules increases with age. This observation supports the existing literature that the default mode module has increasingly synchronized connections to other modules (Grayson and Fair, 2017) . It is also observed that there is increased connectivity between the 5th community, cerebellum, and other modules, which agrees with a similar finding in Fair et al. (2009) .
Moreover, it is seen that the 6th community, sensorimotor, is segregated from all other communities, with a low connecting probability between this community and the rest. A similar finding has been reported in Grayson and Fair (2017) . In addition, we have noted that the first three communities, all involved with visual function, exhibit a high between-community We then examine the within-community connectivity patterns, which are shown in Figure   5 . It is seen that the 5th community, cerebellum, has a high within-community connectivity and it does not change over time. All other within-community connectivities tend to increase with age. This agrees with the literature that large-scale brain functional modules tend to become more segregated with age, and as part of this process of segregation, the within-module connectivity strengthens (Fair et al., 2009) . There is also an age period, approximately around age 9 and 10, i.e., late childhood and early adolescence, where most within-community connectivity exhibit notable changes. On the other hand, most within-community connectivity remain unchanged starting from approximately age 13, i.e., adolescence.
Finally, we carried out a sensitivity analysis by varying the number of intervals S so that the number of subjects in each interval ranges in {10, 15, 20, 25, 30, 35, 40, 45}, respectively. Our general finding is that the final estimates are not overly sensitive to the choice of S as long as each interval contains a reasonably large number of subjects. As an illustration, we report in Figure 6 the estimated within-community connectivity for the 4th module, default The estimated connecting probability between the 9th and 10th communities. The number of subjects in each interval from top to bottom and left to right is n S = {10, 15, 20, 25, 30, 35, 40, 45}, respectively. model network, and report in Figure 7 the between-community connectivity for the 9th and 10th modules, frontoparietal right and frontoparietal left, under different choices of S.
