Capacity planning is indispensable for future Internet providing QoS. Accurate dimensioning is especially important when no per-flow signaling or control exists.
as [11] [12] , or LSP setup and dimensioning problem [13] . However, in those works the link capacity is fixed and not subject to be optimized.
Papers where the routing and capacity assignment problems are treated simultaneously include [14] [15] [16] [17] [18] [19] [20] [21] . Gerla and Kleinrock [14] presented heuristic methods based on the flow deviation algorithm [22] . Gavish and Neuman [15] formulated the problem as a non-linear integer programming problem, and proposed a Lagrangean relaxation based approach. [21] studied the network with elastic traffic and approximated the non-linear cost function to a piece-wise linear function. The networks studied in [14] [15] [21] only include one traffic class, though. Medhi and Tipper [19] proposed four approaches for reconfigurable ATM networks based on the Virtual Path concept. Even though ATM networks include multiple traffic classes, Medhi proposed a model that assumes the deterministic multiplexing of different virtual paths, which results in linear performance constraints.
We studied the problem of capacity planning for DiffServ networks in a previous work [23] , where the MPLS protocol is not supported. Because of the absence of MPLS in [23] , traffic demands with the same origin and destination will be constrained to follow the same path. [23] only considers the routing of EF demand pairs, while the routing of both EF and BE classes are optimized in this paper. A nonlinear cost function is assumed in this paper, while [23] uses a linear cost function.
The novel aspect of our capacity planning problem is the fact that two traffic classes, EF and BE, with independent behaviors and performance requirements, share the same capacity resource, which results in a complex non-linear performance constraint. In addition to the nonlinear performance constraint, non-bifurcated routing and discrete link capacity constraints dramatically increase the degree of difficulty, and significantly limit the viable solution approaches.
The remainder of this paper is organized as follows. In Section 2, notation and detailed assumptions and models are presented. The problem definition is given in Section 3. Section 4 shows a Lagrangean relaxation of the original problem, and describes the subgradient procedure to solve the resulting dual problem. Section 5 presents some numerical results on the use of the method. The paper is concluded in Section 6.
Notation and Models
The following notation will be used throughout the paper.
K
set of (both EF and BE) Origin-Destination (O-D) pairs
EF path routing variable; 1 if EF demand m, m ∈ M k , k ∈ K uses path j ∈ J k , 0 otherwise. η l total requested bandwidth of EF demand on link l ∈ L β ef l average arrival rate of total EF traffic demand on link l ∈ L x be kj BE path routing variable: the portion of BE demand k uses candidate path j, j ∈ J k . x be kj can be any real value between 0 and 1 α be k average arrival rate of a BE traffic demand, k ∈ K γ l average arrival rate of extra BE traffic demand on link l, l ∈ L β be l average arrival rate of total BE traffic demand on link l ∈ L d l average delay experienced by BE traffic on link l ∈ L d lmax maximum value of d l allowed for link l ∈ L g l BE delay bound factor T l index of available link types for link l ∈ L u lt link type decision variable; 1 if link type t is used for link l ∈ L, 0 other wise. ψ lt size of the capacity of link type t, t ∈ T l ψ l total capacity of link l, l ∈ L C lt cost of the link type t, t ∈ T l , in link l C l total cost of link l, l ∈ L y, y 2 the first and second moment of packet size, (units: bits & bits 2 )
Link based formulation is used in this paper. The network is defined by (L, K, J k ).
For an EF demand m, m ∈ M k , we differentiate between the average arrival rate, α ef km , and the requested bandwidth, ρ ef km . ρ ef km is usually a value between the average arrival rate and the peak rate. It is noted in [7] that the packets of the EF traffic class belonging to the same flow should not be reordered. Consequently, traffic from the same EF demand can not be separated into different LSPs.
where Γ() is the EF demand multiplexing function (discussed further below). The inequality becomes equality only when there is no multiplexing gain. For each O-D pair k , only one BE demand pair is defined. We allow an arbitrary portion of the BE demand to route through any candidate LSP. Therefore the aggregation of BE traffic would potentially improve the effectiveness of traffic engineering.
Because of the connectionless nature of IP traffic, it is unlikely that all the BE demand can be clearly mapped to specific O-D pairs. We introduce another variable γ l , which is the average arrival rate of extra BE traffic in link l besides that from the BE demand pairs {k : k ∈ K}. Thus the total BE load (average arrival rate) on link l is:
The capacity and the cost of link l,ψ l andC l respectively, are:
There is no linear relationship assumed between C lt and ψ lt , thereforeC l is not necessarily a linear function ofψ l .
There are many discussions about the original EF PHB [24] concerning the limits on EF utilization. Charny reported in [25] that the worst case delay jitter can be made arbitrarily large using a FIFO queue unless the utilization of EF traffic was limited to a factor smaller than 1/(H − 1), where H is the number of hops in the longest path of the network. Other implementations of packet scheduling may improve the upper bound on the EF utilization. The revised EF PHB [7] , RFC 3246, introduces an error term E a for the treatment of the EF aggregate, which represents the allowed worst case deviation between the actual EF packet departure time and the ideal departure time of the same packet. It is not immediately clear whether this revision totally eliminates the constraint on the EF utilization, or simply allows a trade-off between the EF utilization and the delay jitter. In this paper, we assume that the projected EF user demand η l is much less than the capacity of the link, so there is no concern about this limit on the EF utilization, and the exact form of the multiplexing function Γ() does not have any impact on the final solutions.
How to specify the performance of BE traffic in the service level agreement (SLA) is still an active research topic. [26] suggests using the latency averaged over a large time scale as the primary criteria for the performance of BE traffic in IP network service level agreements (SLAs). We pick the average delay as the sole performance measurement for BE traffic in this paper. We evaluate the performance of BE traffic on a per-link basis (i.e., not end-to-end). The valueỹ ψ l stands for the average transmission delay of packets. We useỹ ψ l as the basis for the
, where g l is a parameter defined by the network designer. The larger the value of g l , the more bandwidth is required for link l, therefore the lower the link utilization. We assume that the performance of BE traffic is satisfactory if
Every router is modeled as a M/G/1 system with Poisson packet arrivals and an arbitrary packet length distribution. While it has been suggested that the Internet traffic is long-range dependent [27] and thus bursty, a recent work [28] shows that the network traffic can be smooth and "Poisson-like". [29] concludes, through both simulation and analytic study, that even though the traffic exhibits bursty behavior at certain time scales, the variance-mean relation is approximately linear over larger time scales, where the traffic can be treated as if it were smooth. Our choice of the Poisson arrival model is justified because we are more concerned about the average BE performance over a large time scale for capacity planning purposes.
From the average queueing delay formula of the priority queue [30] , we obtain the performance constraint for BE traffic:
In order to have a meaningful solution for constraint (5),ψ l > β ef l + β be l is required. With some rearrangement, (5) yieldsψ l f (β ef l ), where
Problem Formulation
The formal problem definition is presented below.
j∈J k
Constraint (6) ensures the performance of BE traffic. (9) imposes a discrete constraint on the link capacities. (7) ensures that all traffic from one EF O-D pair will follow one single path.
Because C l is a non-decreasing function of β Subject to (6) (7) (8) (9) and:
We refer to the problem defined by (10, 6, 7, 8, 9, 11, 12) as problem (P) in the rest of this paper. As can be seen from the above problem formulation, problem (P) is a non-linear integer programming problem, which is very difficult to optimize in general.
Solution Method

Lagrangean Relaxation
Lagrangean Relaxation is a common technique for multicommodity flow problems [31] . It has been successfully applied to the capacity planning and routing problems [32] [15] [20] [18] [19] . We describe its use for our problem in this section.
Using Lagrangean Relaxation, relax (11) and (12), and we have the Lagrangean as:
The Lagrangean dual problem (D) is then:
where:
Since β 
Solving the Subproblems
Equation (17) shows that the problem (15) can be separated into the following three subproblems:
Subproblem (i):
Subject to:
Subproblem (i) can be solved by the gradient projection method [33] . Subproblem (ii):
This is simply a shortest path problem where the cost of link l is set to λ ef l . The solution is to let x ef kmj * = 1 for j * satisfying:
where
Subproblem (iii):
Similar to Subproblem (ii), the solution is to set x be kj * to 1 for j * satisfying:
Subgradient Method
The subgradient method is used to update λ ef l and λ be l . Due to space limitations, the reader is referred to the standard reference [31] , or to our earlier work [23] , for a detailed description of the procedure and the choices of parameters.
At each iteration, the solution of x ef kmj * and x be kj * for the primal problem (P) can be obtained from the solution of subproblem (ii) and(iii). The link capacityψ l can be computed according to (6) . Consequently, the primary objective function can be derived. As the iteration proceeds, we store the best solution found so far for the primal problem (P). In this way, we are always able to obtain a feasible solution. The maximum number of iterations is set to 400 in the implementation [23] [31] s.
The solution of the dual problem provides a lower bound for the primal problem. Therefore, the solution quality can be assessed by the duality gap, which is the difference between the solutions of problem (P) and problem (D). Note that because the duality gap is always no smaller than the actual difference between the obtained feasible solution and the optimal solution, it is a conservative estimate of the solution quality.
Computational Results
In this section, we present numerical results based on experimentation. The objective of our experiment is to evaluate the solution quality and running time of the algorithm. The program is implemented in C and the computation is performed on a Pentium IV 2.4GHz PC with 512M memory, running Redhat Linux 7.2.
The network topologies are generated using the Georgia Tech Internetwork Topology Models (GT-ITM) [34] . The locations of origins and destinations are randomly selected. For each O-D pair, 10 candidate paths are calculated using Yen's K-shortest path algorithm [35] .
If not specified, EF and BE demand pairs are randomly generated with a uniform distribution from 0 Mbps to 10 Mbps, while the average BE traffic load of each link is also uniformly distributed from 30 Mbps to 100 Mbps. The number of EF demands for the same O-D pair is uniformly distributed from 1 to 10. The number of candidate link types for link l is uniformly distributed from 5 to 10. The capacities of link types are set to be multiples of 45Mbps, while the costs of the link types for link l are randomly generated in such a way that the cost goes higher and the unit cost per Mbps goes down as the link capacity increases. We use average packet sizeỹ = 4396 bits and second moment of packet sizeỹ 2 = 22790170 bits 2 for all the test cases. They are calculated based on a traffic trace (AIX-1014985286-1) from the NLANR Passive Measurement and Analysis project [36] .
In practice, the BE delay bound factor, g l , should be carefully chosen to reflect the actual traffic pattern, the desired BE performance, and the expected link utilization. g l is set to 2 for all links in our experiments. The average link utilization is about 60% when g l equals 2.
The algorithm was tested on 8 different sizes of networks, ranging from 10 nodes to 1000 nodes. Some details of the network topologies are listed in Table 1 . Note that the O-D demand number shown in Table 1 includes both EF and BE demands. To obtain confidence intervals, we generate 30 different topologies for each network size, with the same number of nodes, links, and O-D pairs.
The solution quality is represented by the duality gap, which is the percentage difference between the solution of the primal problem and the dual problem. s p and s d are the solutions of primal problem and dual problem respectively. A value close to zero means the solution is very close to optimal. Table 1 shows the running time and Duality Gap (where a value of 0 means optimal quality) of various network sizes, expressed in terms of the 95% confidence intervals. In all 240 test cases, the algorithm converges without difficulty. It is easy to see from the table that the Lagrangean Table 1 Network topology information and experimental results Relaxation together with the subgradient method produces reasonable results as the duality gap is bounded by no more than 4%. Note the primal problem itself is approximated when reducing the size of candidate path set for all possible path set. But according to our experimental results, more than 99% of the time, the final solution is chosen among the 5 shortest candidate paths. Therefore, 10 candidate paths are considered adequate. Having more than 10 candidate paths will have minimal impact on the solution quality, while significantly increasing the running time. Given the large number of networks being tested, we are confident that the solution should have good quality for other sizes of networks.
Because capacity planning is usually performed on the time scale of weeks to months, the running time of the algorithm is not the most critical factor. But it is still desirable to know how the running time scales up with respect to the network size. The size of the largest network evaluated in this paper is representative of a large network, and is much larger than the test cases used in most work on capacity planning. It is fair to predict that the running time of the algorithm will stay reasonable for practical sized networks.
The other observation is that over 93% of the time, demands with the same O-D use only single candidate path. It means that when designing a least cost network, traffic engineering capability enabled by the MPLS protocol does not have a significant impact on the optimal result at the stage of network planning. This is understandable, since traffic engineering is most useful when the real traffic fluctuates in an operational network. Further investigation is required to have a better understanding of the effect.
Conclusions and Future Directions
In this paper, we addressed the problem of link dimensioning and routing for MPLS networks supporting DiffServ EF and BE traffic. We formulate the problem as an optimization problem, where the total link cost is minimized, subject to the performance constraints of both EF and BE classes. The performance guarantee of BE traffic results in nonlinear constraints. The variable here is the non-bifurcated (single-path) routing of EF demands, multipath routing of BE demands, and the discrete link capacities.
We presented a Lagrangean Relaxation-based method to effectively decompose the original problem. A subgradient method is used to find the optimal Lagrangean multiplier. We investigated experimentally the solution quality and running time of this approach. The results from our experiments indicate that our method produces solutions that are within a few percent of the optimal solution, while the running time stays reasonable for practical sized networks. This paper presents a preliminary investigation of the capacity planning issue for MPLS networks supporting DiffServ. The novelty of the problem presented in this paper is that it involves two traffic classes, EF and BE, which have totally different forms of performance requirements. The problem formulation and solution approaches may be applied to other traffic classes and similar network architectures.
There are opportunities to extend this work in several directions. We are working on a method where an empirical performance model may be used, and thus AF traffic classes can be incorporated into the problem. We are also investigating the adaptation of this technique to other type of networks, when there are multiple classes of service.
