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1. INTRODUCTION 
This paper is devoted to the study of existence, weak stability and repre- 
sentations of solutions of the integrodifferential equation 
where a and b are finite real numbers and K(x, y) is a Lebesque square 
summable function defined on the square a < X, y < b. A special case of 
(1.1) where K(x,y) is continuous and f(x, t, U) E u was studied by 
Volterra [l]. He showed that the unique solution of 
(l.la) 
which reduces to a continuous function U,,(X) at t = t, , is given by 
where 
qx, y, t) = f @ yoJ KG> Y>, 
n=1 
the functions J&(X, y) being iterates of K(x, y). Barnett [2] obtained an 
expansion for solutions of (1.1 a) for the case where K(x, y) was symmetric or 
skew-symmetric. Chang [3] developed a representation for solutions of (1.1) 
where, among other assumptions, f(x, t, U) is a continuous function of 
(x, t, u) in the domain a < x < b, - CO < t, u < co. A more general 
integrodifferential equation 
g (x9 t) = J: W,Y, t, U(Y, t>> dY + Q, t, 45 t)) (1.2) 
170 
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has been considered by Libermann [4]. By imposing a Lipschitz condition on 
K and F, the author proves an existence and uniqueness theorem for the 
initial-value problem associated with (1.2). He also introduces and studies 
the concept of uniform asymptotic stability of solutions of (1.2). 
In this paper we study the solutions of (1.1) without the assumption of 
continuity on f(x, t, U) (cf. Section 2). In Section 3 and 4 existence and repre- 
sentation theorems are proven. In Section 5 weak stability and asymptotic 
weak stability of solutions of (1 .I) are considered. The approach used in this 
paper is essentially separation of variables. However, functional analysis 
will be employed in order to obtain the required generality of the results. 
2. DEFINITIONS AND NOTATIONS 
For any closed bounded region R in one or two dimensional real Euclidean 
space, let L2(R) denote the Hilbert space of all Lebesque square summable 
functions defined on R. For any I,$ v E L2(R) let 
II v 112 = (1, I v’(4 I2 q2 and 64 ‘p) = J, $44 cpo & 
Let /, denote the Hilbert space of all sequences 6 = {ti , t2 ,...} such that 
and define 
11 5II2 = (FI I fi 12)1’2- 
For each 01 > 0 let Xyp, IX] denote the class of all sequences of functions 
z(t) = {4), ~,(O,...> such that for each i > 1, xi(t) E L2[0, CX] and 
For each z(t) E X[O, a] define 
then q0, CY] is a nonempty Hilbert space with norm N,[z]. 
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Let f(x, 2, U) be a complex-valued function defined for a < x < 6, 
0 < t < co, u complex, and assume that f(x, t, U) satisfies the conditions of 
Caratheodory (cf. [S], p. 20). Furthermore, assume that for each 01 > 0 the 
transformation F defined by 
Fu(x, t> = f(x, 6 4x, 4) (2.1) 
maps L2(R,) into P(RJ, where R, denotes the rectangle Q < x < 6, 
0 < t < 01. By [5], Theorem 2.1 and Theorem 2.2, F is continuous and maps 
bounded sets into bounded sets. 
Let K(x, y) be a Lebesque square summable function defined on the square 
a < X, y 6 b. A complex number h will be called an eigenvalue of K(x, y) 
if there exists a nonzero function a(x) EL~[~, b] such that 
(2.2) 
The function T(X) is called an eigenfunction of K(x, y) associated with the 
eigenvalue h. The reciprocals of nonzero eigenvalues will be called singular 
values. Define 
-- 
K*(% Y) = Jb q, 4 K(Y, 4 6 
a 
K&, Y) = j-” K(s, 4 %, Y) ds 
a 
for Q < X, y < !I. Then K*(x, y) and I&(x, y) are positive, symmetric, 
Lebesque square summable kernels. Moreover, they have the same (positive) 
singular values {hn2} with the same indicies (cf. [6], p. 147). Let (~&)) and 
{&(x)} denote the orthonormal systems of eigenfunctions associated with the 
singular values of K*(x, y) and K&x, y), respectively. Then for each integer n, 
(2.3) 
(2.4) 
We assume that {h,) is ordered in a nondecreasing manner 
0 < h, < h, 6 Xs < *a* . By Bessel’s inequality 
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so that the series 
converges. For each F(X) EL~[u, b] 
the series being absolutely and almost uniformly convergent (cf. [6], p. 160). 
Also, for each T(X) EL~[u, b] th ere exists I,+) gL2[u, b] (depending on v(x)) 
such that 
i.e., in the sense of mean convergence and, 
I b K*b Y) VXY) d. = 0 
(u < x < b). 
a 
CONVENTION. If K(x, y) is a symmetric kernel (K(x, y) = K(y, x)) we 
shall let {An} and {&x)} denote the (real) singular values and corresponding 
eigenfunctions of K(x, y). Also, we assume that 0 < 1 X1 1 6 1 h, 1 < *** . 
Then (2.6) becomes 
(2.6a) 
and (2.7) holds where 
b 
(cf. [6], pp. 109-110). 
Since f(x, t, u) is not assumed to be continuous, a modification must be 
made in the concept of a solution of (1.1). 
DEFINITION. A function U(X, t) defined in the strip a < x < b, 0 < t < co 
is called a solution of (1.1) if 
(Pi) for each a > 0, U(X, t) gL2(R,) and there exists a set EC [a, b] (inde- 
pendent of a) of measure zero such that for each x +! E, U(X, t) is absolutely 
continuous with respect to t in [0, a]; 
(P,) for each a > 0, ~(3, t) satisfies (1.1) almost everywhere in Ra; 
(P2) 4% 0) EL2[U, bl. 
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DEFINITION. Given a function z+,(x) EL~[u, b], a function U(X, t) is called 
a solution of (1.1) with initial value u&x) if U(X, t) is a solution of (1.1) and 
u(x, 0) = u&x) for a < x < b. 
3. AN EXISTENCE THEOREM 
In this section we shall prove the following theorem. 
THEOREM 1. Let K(x, y) and f (x, t, u) satisfy the conditions of Section 2. 
If uo(x) E L”[u, b] is giwen by 
(3-l) 
then there exists a solution u(x, t) of (1.1) with initial value uO(x). Furthermore, 
there exists a sequence of functions z(t) = {z,(t)) such that for each OL > 0: 
converges for each t in [0, a]; (3.2) 
each a;(t) is absolutely continuous on [0, a] and 
q(O) = (u. , go) for all i 2 1; (3.3) 
u(x, t) = Q(X) + 1.:~. i a;(t) vi(x) in La(R). (3.4) 
i=l 
In order to prove this theorem, some preliminary lemmas will be needed. 
Let (Y > 0 be given and fixed. Choose any z+,(x) EL2[a, b] and assume (3.1) 
holds. 
LEMMA 1. For each .z( t) E X[O, IX] define 
Az(x, t) = q)(x) + I$&. i Q) 944, 
i-1 
(3.5) 
where the mean convergence is in Le(R,). Then A is a codmroirs transfomMtion 
fTom X[O, a] into L2(R,) and is bounded. 
ON A NONLINEAR INTEGRODIFFERENTIAL EQUATION 175 
PROOF. Let z(t) E x[O, a] be given and for n 2 1 define 
$h(% t, = i dt) Vdx) ((x, t) E JO 
f-1 
By the orthonormality of &Q(X)}, 
whenever n > m. Consequently, {ppl(x, t)} is a Cauchy sequence in LB(%) 
so that the limit in (3.5) exists. Now define A’ on X[O, a] by 
A’+, t) = A+, t) - q,(x), (x, t) E R, . 
Then A’ is a linear mapping from 30, a] intoL2(R,) and 1) A’(x) Jja < IV&]. 
Therefore A is continuous and bounded. 
LEMMA 2. Fur each integer i > 1 and each x(t) E X[O, CX] define 
@dt) = f j-bfLr, t> MY, t>) V%(Y) dr (0 < t & a). (34 
e a 
Put Q, = (4$, oa ,...}, then @ is a continuous operator from 30, CX] into 
ao, 4 
PROOF. Let x(t) E X[O, a], then by Holder’s inequality 
II @i(z) II: < IIF II: (+-)” (; = 1,2,3,...). (3.7) 
Here the norm on the left is in L2[0, a] and FA denotes the composition of 
the two operators (2.1) and (3.5). It follows NJ@(x)] < 52 )) FA(z) )I2 which 
implies that a(z) E X[O, a]. 
To prove continuity, let z(t), w(t) E X[O, a] be given. By Holder’s inequal- 
ity 
for all i >, 1. Consequently, 
N&Q) - @WI < Q II F%4 -F&4 112 . 
Since FA is continuous it follows that @ is continuous and the lemma is 
proven. 
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Consider the ordinary differential equation 
z’(t) = @z(t), (34 
where x’(t) = {x;(t)}, z;(t) being the derivative of xi(t). Since the operator Q, 
depends on U,-,(X), it is necessary to define what we mean by a solution of (3.8). 
DEFINITION. Let Us eL2[a, b] be given such that (3.1) holds. A sequence 
of functions z(t) = {x1 (t), zs(t),...> is called a u,(x)-solution of (3.8) on an 
interval [0, Q’] if 
(i) the operator A is given by (3.5) and @ is given by (3.6) for the interval 
[O, 4; 
(ii) each zi(t) is absolutely continuous on [0, ar’] and z(t) E X[O, a’]; 
(iii) z(t) satisfies (3.8) almost everywhere on [0, ~1’1. 
If x(t)is a u,(x)-solution of (3.8) on [0, cy’] for every 01’ > 0, then we call 
x(t) simply a u&)-solution of (3.8). 
DEFINITION. Let z+,(x) EP[u, b] be given such that (3.1) holds. A sequence 
of functions z(t) = {x1(t), zs(t),...> is called a u&x)-solution of the initial- 
value problem 
z’(t) = tlyt), $3 = 5 (Q) 
on [0, ar’] if z(t) is a u&x)-solution of (3.8) on [0, (~‘1 and Zi(O) = & for i > 1. 
If z(t) is a u,(x)-solution of (Q) on [0, a’] for every 01’ > 0, then we call z(t) 
simply a u,(x)-solution of (Q). 
By using the Schauder-Leary fixed point theorem and a continuation 
argument, we shall show that (Q) h as a u&)-solution on [0, IX]. Let 5 E es 
be given, then @ is continuous at 4 so that there exists constants c1 > 0, 
cs > 0 such that N,[z - fl < ci implies NJ@(z)] < cs . Define 
/3 = min(c,/ca , a) and consider the Hilbert space X[O, /3]. Defining the opera- 
tors F, A and @ on X[O, j?] as before, it is clear that they retain their same 
properties. Since /? < 01, the following lemma is obvious. 
LEMMA 3. Let x(t) E XIO, /?I be given and let x:(t) be any continuation of 
xi(t) to the interval [0, a] such that the sequence z*(t) = (z:(t)} belongs to 
X[O, a]. Then N&D(x)] < N,[@(z*)]. 
In order to apply the Schauder-Leary fixed point theorem, a criterion for 
compactness in X[O, p] is needed. For every pair of positive integers i, j and 
each t E [0, p] define 
eidt) = i t 
if i=j, 
if i#j. 
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Put eJt) = {I lj = 1,2, 3,...}, then for each z(t) in X[O, /I], 
where the convergence is in the sense of the norm. For each integer n > 1 
define 
z&> = i Q(t) 3(t), T&t) = z(t) - S&z(t). 
i=l 
Then S, and T, are bounded linear operators on XIO, p]. 
For each z(t) E X[O, /3], extend x(t) to the whole real line by defining 
z(t) = 0 if t 6 [0, /3]. For every real number h define z(t, h) = z(t + h) - z(t) 
for 0 < t < @. 
LEMMA 4 ([l], p. 44 and p. 136; [g], p. 143). Let M be a subset ofX[O, p] 
such that: 
(i) there exists a constant c, > 0 such that Ne[x] < c3 for all z(t) E M, 
(ii) given E > 0, there exists 8 = S(E) > 0 such that 1 h 1 < 6 implies 
NB[z(*, h)] < E for all x(t) E M, 
(iii) given E > 0, there exists an integer n, = n,,(c) > 0 such that 
N,[T&)] < E for all z(t) E M. 
Then M is a compact subset of X[O, /3]. 
LEMMA 5. Let ,f E 8, be given, then there exists a u&)-solution z(t) of (Q) 
on 10, PI. 
PROOF. Let M = {x(t) 1 z(t) E X[O, ,!I], Na[z - [] < cr}, then M is a 
closed, convex subset of X[O, /I]. F or each z(t) E M and each integer i > 1, 
define 
and put I’ = {I’$}. We show that r has a fixed point. By Holder’s inequality, 
so that Ns[r(z) - [] < ,3Ns[@(z)] for all a(t) E M. For each x(t) = {q(t)} EM 
let x*(t) = (z:(t)} be an extension of z(t) to the interval [0, a] defined by 
409/26/1-12 
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It is obvious that x*(t) E X[O, a] and N,[z* - .$I < c1 . Therefore 
N,[@(z*)] < cs and by Lemma 3 
wq4 - El d Bq3[@(41 < rslv,[@,(x*)l d Cl * 
Similarly, N,[r(z) - r(w)] < piVa[@(x) - 0(w)] for all z(t), w(t) E n/r. 
Consequently, r is continuous on M and r(iVI) C M. 
It remains to prove that T(M) is compact. Clearly T(M) is bounded. For 
each x(t) EM and every real number h, define r(h, z) (t) = rz(t + h) - J’x(t). 
By Holder’s inequality, 
%wh 41 G (B I h I)“” ~,P(~)l G c,(B I h I)“” 
for all x(t) E M. Hence N,[P(/z, z)] + 0 as h 3 0 uniformly on M. 
Let x(t) E M, then 
II ri(2) II2 G Pa I f* I + B II @it2) II2 
so that by Minkowski’s inequality 
%[~m41 G B1’2Nsc~?&(4)1 + mwnP(41 
for all n > 1. By (3.7), 
for all TJ > 1. Since FA maps bounded sets into bounded sets, there exists a 
constant c, > 0 such that /IFA )I2 < c, for all z(t) EM. Hence for all 
n b 1, 
It follows that N&“,(P(z))] -+ 0 as n + 00 uniformly on M. By Lemma 4, 
the set T(M) is compact. So by the Schauder-Leray fIxed point theorem, 
there exists z(t) E M such that I%(t) = x(t) in -0, j?]. Since sets of measure 
zero do not effect the value of r, we may assume that J%(t) = 2(t) for all 
0 < t < /I. Then z(t) is a u,(x)-solution of (Q) on [0, A. This proves the 
lemma. 
Since the constant sequence s(p) = {2&?)} belongs to 8, , the argument 
used in Lemma 5 can be repeated to obtain a u,(x)-solution of(Q) on [0, a]. 
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PROOF OF THEOREM 1. Let ti = (~0, vi) and 5 = ([J, then 6 E ds . 
Let z(i) be a u,(x)-solution of (Q) on [0, a]. Then s’(t) E X[O, a] SO that 
w(x, t) = l.i&. 5 2;(t) @) 
i=l 
exists, where the mean convergence is in L2(R,). Then 
,: w(x, s) ds = l.jz. i cp&) s,t Ii(S) ds 
i=l 
so that by the absolute continuity of q(t) we get 
I 
t 
w(x, s) a3 = Ax(x, t) - u&) 
0 
in L2(RJ. Now define 
4% t> = uo(x) + 1; w(x, s) ds ((x> 4 E Q 
then U(X, 0) = uo(x) for a < x < b and U(X, t) = As(x, t) in La(R,). So by 
(2.6) 
in L2(R,). Since a > 0 was arbitrary, we see that u(x, t) is a solution of (1.1) 
with initial value uo(x) and U(X, t) satisfies (3.4). Since 
we have by Parseval’s identity 
Fl I z,(t) 1% = 1: I u(x, t) Ia dx (0 < t < a, a > 0). (3-9) 
This completes the proof of Theorem 1. 
4. A REPRESENTATION THEOREM 
In this section, the possibility of strengthening (3.4) is investigated. The 
following theorem will be proven. 
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THEOREM 2. Let u,,(x), u(x, t) and z(t) = {,q(t)} be given us in Theorem 1. 
Suppose there exists a constant c5 > 0 such that 
then 
u(x, t> = wO(x) + f %tt) Pi(x> 
i=l 
for all a < x < b, 0 < t < CD. 
PROOF. Fix a > 0 and suppose (4.1) holds; Define 
hi(t) = j-'fCY, t, 4~ t>) MY) dr (0 < t < a, i 2 1). 
a 
Then by Hiilder’s inequality, for n > m 
(4.2) 
for a < x < b, 0 < t < a. By Bessel’s inequality 
for all Q < x < b, 0 < t < a. Since 
for ti > m and a < x < b, 0 < t < a it follows from (4.2), (4.3), and (4.4) 
that xZi(t) at(x) converges. Moreover, the sum of this series must be 
U(X, t) - woo(x). Since a > 0 was arbitrary, this proves the lemma. 
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REMARKS. Throughout Sections 3 and 4 it was tacitly assumed that K(x, y) 
was not symmetric. In case K(x, y) is symmetric, it is convenient (for compu- 
tational purposes) to use the Convention stated in Section 2. In this case, the 
only changes to be made in Sections 3 and 4 is to replace (3.6) by 
%a = f Ibf(Y, t, MY, 4) %(Y) dy z a 
for i >, 1, 0 < t < 01, and use to (2.6a) instead of (2.6). 
5. WEAK STABILITY 
Throughout this section it shall be assumed that f(x, t, 0) G 0 and that 
the solutions of the initial-value problem associated with (1.1) are unique. 
A Lipschitz condition on f(x, t, U) is sufficient to guarantee uniqueness 
[cf. [3], p. 565). 
DEFINITION. A solution u(x, t) is called weakly bounded if there exists a 
constant e, > 0 such that 
for all t 3 0. 
DEFINITION (Libermann [4]). The trivial solution of (1.1) is said to be 
uniformly stable if for each E > 0 there exists 6 = 6(c) > 0 such that if 
u(x, t) is any solution of (1.1) satisfying 1 U(X, 0) ) < 6 for all a < x $ b, then 
1 U(X, 1) 1 < E for all a < x < b, t > 0. The trivial solution of (1.1) is said to 
uniformly asymptotically stable if it is uniformly :stable and [ U(X, 0) ) < 6 
for all a < x < b implies 1 u(x, t) 1 -+ 0 as t -+ co uniformly on [(I, b]. 
DEFINITION. The trivial solution of (1.1) is said to be weakly stable if for 
each c > 0 there exists 6 = S(a) > 0 such that if u(x, t) is any solution of (1.1) 
satisfying 
I 




b 1 u(x, t) I2 dx < e2 
a 
for all t >, 0. The trivial solution of (1 .l) is said to be weakly asymptotically 
stable if it is weakly stable and (5.1) implies 
f$ 
I 
b 1 u(x, t) I2 dx = 0. 
a 
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DEFINITION. A u&x)-solution z(t) = (zi(t)} of (3.8) is said to be bounded 
if there exists a constant c, > 0 such that C& 1 z,(t) I2 < c, for all t > 0. 
Since the sequence x(t) = 0 is a O-solution of the homogeneous initial-value 
problem (Q), we make the following definition. 
DEFINITION. The O-solution z(t) = 0 of (3.8) is said to be stable if for 
each E > 0 there exists S = S(a) > 0 such that if z(t) = {xi(l)} is any U,,(X)- 
solution of (3.8) satisfying 
Fl I Z*(O) I2 < a2 (5.2) 
then 
i I Jw I2 < r2 
for all 2 2 0. The O-solution z(t) = 0 of (3.8) is said to asymptotically stable 
if it is stable and (5.2) implies 
From (3.9) we have the following theorem. 
THEOREM 3. Every solution of (1.1) is weakly bounded if and only if ewery 
u,(x)-solution of (3.8) is bounded. The trivial solution of (1.1) is weakZy stable 
(weakly asymptotically stable) if and only if the O-solution z(t) = 0 is stable 
(asymptotically stable). 
At this point it is instructive to consider some examples using Theorem 3. 
First consider the linear case (1 .la). Let us(x) EL2[a, b] be given such that 
(3.1) holds. Then an easy computation shows that (3.8) becomes 
z;(t) = Ii&. ; bC,z3.(t) + 3/r 
3=1 
(i = 1, 2, 3 ,... ), 
where n = (v,, , &)/hi and bdj = (q+ , $i)/Ai for 1 < i, j < W. By Bessel’s 
inequality and the orthonormality of {#i(X)>, it is clear that 
fJl 1 bif I2 G G2 (i = 1, 2, 3 ,... ). 
So if x(t) = {z,(t)} is a u,(x)-solution of (3.8), then by (3.9) and (5.4), z(t) must 
also satisfy 
4(t) = t buZ,ai(t) + Yi 
f-1 
(i = 1, 2, 3 ,... ). (5.3a) 
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Conversely, if r(t) = {zi(t)} is a u,(x)-solution of (5.3a), then it is a u,,(x)- 
solution of (5.3). Therefore (5.3) and (5.3a) are equivalent. 
For each integer i 3 1 and each f = {Ei} E r!, define 
and put B = {B$}. Then by (5.4), B is a bounded linear operator on ta and 
11 B(t) \I2 < Q 11 [ II2 for all 6 E ea. Using operator notation, (5.3a) becomes 
W> = B@) + y, 
where y = {Ye}, and solutions of this equation are given by 
2(t) = e%(O) + j: dtsJB Y da 
The properties of B are given in the following lemma. 
LEMMA 6. The operator B = {Bi} defined on 8, by (5.5) is a completely 
continuous linear transformation. Moreover, the operator B and the kernel 
K(x, y) have the same nonzero eigenvalues. 
PROOF. For each p(x) EP[~, b] define 
W4 = s” K(x, Y) do) drs 
a 
Let 6 E tS be given and define 
q-J(x) = I.iil& 2 &g*(x). 
i-l 
Then for each integer i 3 1 
‘9 s” P(Y) MY) dr = ~(4 h(5) 
a 
so that by (2.6) 
K&4 = f B&3 d4, 
i-1 
the series being absolutely and almost uniformly convergent on [a, b]. It 
follows from the Riesz-Fischer theorem that 
II K(P) 112 = II B(5) IL . (5.6) 
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Now let 6” = {tin} be any bounded sequence in /, and define 
By the Riesz-Fischer theorem, /I CJP 11s = ]I 5” )I2 for all n, hence {CJP} is a 
bounded sequence in L2[a, b]. Since K is completely continuous, {K(cJP)) 
possesses a convergent subsequence. By (5.6) 
II K(P) - %m) 112 = II B(P) - 43 II2 
for all n and m. Hence {B(P)) 1 a so p assesses a convergent subsequence and 
therefore B is completely continuous. 
Now let X be an eigenvalue of B, then there exists a nonzero .$ E & such 
that B(t) = hf. Define 
(5.7) 
then for each i > 1 
so that by (2.6) I+(x) = &I(X). S’ mce q3 is nonzero, A is an eigenvalue of 
K(x, Y). 
Let h be a nonzero eigenvalue of K(x, y), then h is a nonzero eigenvalue of 
K(y, x). By using (2.6) for K(y, x), there is a nonzero y(x) EL~[u, b] such 
that 
h(x) = f (q+ qJi> y . 
i=l z 
(5.8) 
Define fi = (v, vi) and .$ = i&i), then by (5.8) 
a = 2 (A, Vi> % (i = 1, 2, 3 ,... ). 
i=l 3 
Since .$ # 0, h is an eigenvalue of the conjugate of B. But B is compact, so A 
must also be an eigenvalue of B. 
THEOREM 4. Suppose that K(x, y) is symmetric If all the eigenvalues qf 
K(x, y) are negative, then the trivial solution of (1.1) is weakly asymptotical[v 
stable. 
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PROOF. Using the Convention stated in Section 2, let (A;‘) be the eigen- 
values of K(x, y) and {am} be the corresponding eigenfunctions. Then 
bij = (vi , qi) Ayl = 0 if i # j and bsi = h;l. Let q,(x) EL2[a, b] be given 
by (3.1), then y< = (v,, , I& Xi1 = 0 for all i. Let [i = (us, yi) then (Q) 
becomes 
Z{(t) = &‘Zi(t), zi(0) = Si (i = 1, 2,...), 
which has the solution q(t) = & exp(t&‘), i = 1,2,... . Since hi < 0 for all 
i > 1, 1 q(t) 1 < 1 Ei 1 for all i 2 1, 0 < t < co. So the series C I q(t) I2 
converges uniformly on [0, a~). Therefore, if u(x, t) is the solution of (1.1) 
with initial value q,(x) then 
This proves the theorem. 
COROLLARY. Let K(x, y) be a symmetric km1 whose eigenvalues are 
negative. Let p(t) be defined for 0 < t < 03 and absolutely integrable on every 
jinite subinterval of 0 < t < w. If u(x, t) satisfies 
$t% t) + P(t) 4% t) = j; K@, t) u(y, t) dy 
fora,(x<b,O<t<wthen 
1” I u(x, t) I2 dx = 0 lexp (- 2Re Itp(s) ds)/ (t -+ w). 
a 0 
PROOF. Let 
4x, 4 = 4x, t) exp (11 P(s) h) , 
then (5.9) becomes 
2 (x, t) = 1‘” K(x,Y> W(Y, f) 4. 
a 
From Theorem 4 it follows that 
I 
a 
1 w(x, t) I2 dx = O(1) (t -+ w). a 
This proves the corollary. 
For the case where K(x, y) is not symmetric, the behavior solutions of 
(1 .la) is more difficult. Even if yi = 0 (i > 1) and even if (assuming K(x, y) 
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has eigenvalues) the real part of all the eigenvalues of K(x, y) are negative, 
it is still not obvious that the trivial solution of (1.1 a) is weakly asymptotically 
stable. The reason for this is that the eigenvalues of K(x, y) can never be 
uniformly bounded away from zero. 
In the nonlinear equation (l.l), some results concerning the weak asymp- 
totic behavior of solutions are obtainable when f(x, t, U) is “small” in a 
suitable sense. More precisely, assume that there exists a bounded, real- 
valued positive function g(t) defined for 0 < t < CO such that for all 
a < x < b, 0 < t < co and complex u, 
and that 
I f(% t, 4 I G g(t) I 24 I (5.10) 
Mz 
s 
mg(t) dt < co. 
0 
We shall prove that (5.10) and (5.11) imply that all solutions of (1.1) are 
weakly bounded. 
Before proceeding with the analysis, a few preliminaries concerning the 
series (3.9) will be established. If x(t) = {am} is any u,(x)-solution of (3.8) 
then the series 2 1 xi(t) 1s converges for every t > 0. We introduce the nota- 
tion 
II z(t) 112 = (f I 3(t) ly2 (t ax, 
i=l 
LEMMA 7. Assume that (5.10) ho&. If z(t) = (q(t)} is any u,(x)-solution 
of (Q) then the series (z’(t), z(t)) converges almost uniformly on every finite 
subinterval of [0, CO). Consequently, d 11 z(t) I/i/dt exists for almost all t > 0 and 
I$ II 4t> II: 1 G 2 II w II2 II 40 II2 l (5.12) 
In addition, d 11 z(t) Il&dt exists at almost every point t where 11 x(t) II2 # 0 and 
g II 40 II2 j G II m II2 * (5.13) 
PROOF. Let z(t) = (z+(t)> be any u,(x)-solution of (Q) and let hi(t) be 
defined as in Section 4. Then z:(t) = hT1hd(t) for i > 1 and almost all t > 0. 
By Bessel’s inequality and (5.10) 
I hi(t) I < (j-" If(y, t, 4~s 9 I2 dy)1'2 < GUI W 112 + II “0 11217 
a 
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where G = sup{g(t) 1 t > O}. In the above inequality, ]I r+, ]]a denotes the 
L2[a, 6]-norm of the function D,,(X) given in (3.1). Let I be any finite sub- 
interval of [0, co), then by (3.9) and the Lebesque Dominated Convergence 
theorem the function 11 z(t) ]I2 is continuous on I. So there exists a constant 
cs = c,(l) > 0 such that 1 hi(t) I < cs for all t E I and i > 1. It follows that 
1 z;(t) I < cs I hfl I and 1 zi(t) 1 < cs I I I I h;’ I for almost all t EI and 
i > 1, where I I I denotes the length of I. So the series (z’(t), z(t)) converges 
almost uniformly on 1. 
The remarks made above imply that 
$ II 40 II”, = 2Wz’(O, 49) 
for almost all t > 0. Applying the Cauchy-Schwarz inequality gives (5.12). 
Let I = (tr , t2) be a finite subinterval of [0, 00) on which ]I z(t) II2 # 0. Then 
$ II 40 II2 = + II m IL’ $ II 44 II: 
for almost all t ~1. Inequality (5.13) now follows from (5.12) and the lemma 
is proven. 
THEOREM 5. Assume that (5.10) and (5.11) hold. Then ewery solution of 
(1.1) is weakly bounded. 
PROOF. Let u(x, t) be the solution of (1.1) with initial value U&X). Assume 
that (3.1), (3.4), (5.10), and (5.11) hold. Let n = sup{] A;” I : i Z l} then by 
(3.6) and Bessel’s inequality 
2 I @AtI I2 < A2 j: If(y, t, Az(y, t)) I2 dy 
i-l 
for all t > 0. So in the notation just established 
II @N II2 G 454 (II 44 II2 + II 00 112) 
for all t > 0. Let I = (tl , t,) be any finite subinterval of [0, 00) where 
II s(t) II2 # 0 and assume ]I z(t,) ]I2 = 0. Then by (5.13), (3.8) 
I$ II 40 II2 1 < 4?(t) (II z(t) II2 + II “0 112) 
for almost all t E I. Consequently 
II z(t) II2 < II w. II2 [exp (A J:&) ds) - 11 
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for all t EI. So 11 z(t) 11s < jl o0 jj ( eliM - 1) for t E I and since the right side 
of this inequality does not depend on I, we see that 11 z(t) 11s i bounded. This 
proves the theorem. 
THEOREM 6. Assume that (5.10) and (5.11) hold. Let q,(x) eL2[u, b] be 
such that (3.1) holds with q,(x) = 0. If u(x, t) is the solution of (1.1) with initial 
value u&x) then 
exists. 
3i ,: 1 u(x, t) I2 dx = j; 1 u(x, 00) I2 dx (5.14) 
PROOF. Let U(X, 2) be the solution of (1.1) with initial value U,,(X). When 
v,,(x) = 0 we have 
for all t 2 0. So by (3.6), (5.10) and Bessel’s inequality, 
II @44 II2 d clg(t) II Jm II2 for all t 20. 
So by (5.12) and (3.8) 
for almost t > 0. It follows that 
II 40 II2 G II 40) II2 exp (fl j,” g(s) ds) 
and 
0 > 0) 
II x’(t) II2 G 4(t) II 49 II2 exp (A j,“.& A) 
for almost all t 3 0. So by (5.12) 
1; II 44 II: ( G A II #) Iii etiM&) 
for almost all t > 0. So the limit (5.14) exists, in fact, by (3.9) 
1 1: (I 4~ t) I2 - I 4~ 00) I”) dx 1 Q d II W II: eMM ,p g(s) ds 
for all t > 0. This proves the theorem. 
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