We study the existence and smoothness of densities of laws of solutions of a canonical stochastic differential equation (SDE) driven by a Lévy process through the Malliavin calculus on the Wiener-Poisson space.
Introduction and main result
A canonical SDE on a Euclidean space R d is defined through a finite dimensional Lévy process and a finite number of vector fields. Let Z t = (Z 1 t , . . . , Z m t ), t ≥ 0 be an m-dimensional Lévy process and let V 0 , V 1 , . . . , V m be C 2 -vector fields on R d such that their derivatives are bounded. A canonical SDE based on {V 0 , V 1 , . . . , V m } and Z t is represented by
(1.1) (The precise definition will be given in Section 6.) Let ξ 0 be an R d -valued random variable independent of Z t − Z 0 , t ≥ 0 such that E[|ξ 0 | p ] < ∞ holds for any p > 1. Let ξ t be the solution of the equation starting from ξ 0 at time 0. In this paper, we study the existence and smoothness of the density function of the law (distribution) of the d-dimensional random variable ξ t when the parameter t is fixed.
In our discussion, we will assume that the Lévy process is nondegenerate, which is explained as follows. Observe that E[e i(y, Note that Lévy measures with finite mass do not satisfy the order condition, because lim inf ρ→0 ϕ(ρ) ρ α = 0 holds for any α ∈ (0, 2) then. On the other hand, Lévy measures of stable laws with exponent β satisfy the order condition with α = 2 − β.
We define m × m matrices B ρ by
The infinitesimal covariance B (at the origin) of the Lévy measure µ is defined as a nonnegative definite symmetric matrix B which is a greatest lower bound of B ρ as ρ → 0, i.e., (v, Bv) ≤ lim inf ρ→0 v, B ρ v holds for all v ∈ R m , provided that the Lévy measure satisfies the order condition. We set B = 0 if µ does not satisfy the order condition. The Lévy process is called nondegenerate if the matrix A + B is invertible. We define a d × m matrix C(x) by (V 1 (x), . . . , V m (x)). We shall consider the case where the vector fields V 1 , . . . , V m are nondegenerate, i.e., the rank of the matrix C(x) is d for any x. Theorem 1.1. Assume that the Lévy process Z t of Eq. (1.1) is nondegenerate and that the Lévy measure is supported by a compact set. Assume further that there exists C > 0 and a nonnegative integer n 0 such that
4)
holds for any real d-dimensional vector v = (v 1 , . . . , v d ). Then the law of ξ t has a C ∞ -density for any 0 < t < ∞ and ξ 0 .
In [4] and [6] , SDE's with pure jumps (not including the Gaussian part) based on Itô integrals are studied. For the existence of the smooth density, a condition like inf x,z det I + ∂ ∂ x V j (x)z > C > 0, j = 1, . . . , m is assumed. In our case, we do not have to assume a condition similar to the above, since we are considering the canonical SDE. Indeed, in our setting, the term I + (∂/∂ x)V j (x)z corresponds to the Jacobian matrix of the diffeomorphism φ z 1 (x) = exp( m i=1 z i V i ) and it is always invertible. See Section 6.
We would like to emphasize that our condition needed for the Lévy measure µ is very mild. In [1] and [4] , it is assumed that µ has a smooth density (with respect to the Lebesgue measure) and the density function satisfies an order condition near the origin. In our case we only assume the order condition (1.3), which was introduced by Picard [6] . In particular µ can be a discrete measure.
The proof of the theorem is based on the Malliavin calculus on the product space of the Wiener measure and the Poisson measure, called a Wiener-Poisson space. In Sections 4 and 5, we will obtain criteria for the existence of the smooth density of the law of a d-dimensional random variable on the Wiener-Poisson space (Theorems 4.1, 5.1 and 5.2). These criteria will be shown to be effective by examining the decay order of the characteristic function (Fourier transform) of the law as |w| → ∞. In the Malliavin calculus on the Wiener space, it is known that a formula of the integration by parts plays an important role. But in the Wiener-Poisson space we do not have such a formula. Instead, we will obtain a useful formula, which may be regarded as a modification of the formula of the integration by parts (Proposition 4.4).
Our approach is new and is different from Picard [6] . Indeed, our discussion is based on a discrete (or Poisson) analogue of Meyer's inequality concerning the Skorokhod integral operators δ andδ in the Wiener and Poisson spaces. See Theorem 3.2.
In Section 6, we give the proof of Theorem 1.1 by checking with a criterion of Theorem 5.2.
Wiener-Poisson space
Let us recall basic facts on the Wiener-Poisson space (Ω ,F, P). Let T 0 be a positive number and let T = [0, T 0 ]. Let Ω 1 be the set of all continuous maps ω 1 : T → R m such that ω 1 (0) = 0 and let F 1 be the smallest σ -field of Ω 1 with respect to which {w 1 (t), t ∈ [0, T ]} are measurable. Let P 1 be a probability measure on (
Let Ω 2 be the set of all integer valued measures on U = T × R m such that ω 2 (T × {0}) = 0 and let F 2 be the smallest σ -field of Ω 2 with respect to which {w 2 (E); E are Borel sets in U } are measurable. Let P 2 be a probability measure on (Ω 2 , F 2 ) such that N (dt dz) := ω 2 (dt dz) is a Poisson random measure with intensity measureN (dt dz) := dtµ(dz), where µ is a Lévy measure. In the following, we set u
We set (Ω , F) to be the product measurable space (i.e.,
, and consider the product probability measure P = P 1 ⊗ P 2 on (Ω , F). The completion of F with respect to P is denoted byF. Sub σ -fields F 1 ⊗ {φ, Ω 2 } and {φ, Ω 1 } ⊗ F 2 are identified with F 1 and F 2 , respectively. We set
The triple (Ω ,F, P) is called the Wiener-Poisson space with Lévy measure µ.
We denote by S 1 the collection of random variables X written as
where f (x 1 , . . . , x n 1 ) is bounded B(R n 1 ) measurable, smooth in (x 1 , . . . , x n 1 ), n 1 ∈ N. The Malliavin-Shigekawa's derivative of X (with respect to the first variable ω 1 ) is an m-dimensional row vector stochastic process given by
Let l be a nonnegative integer and p ≥ 1. Norms | · | l, p for a random variable X ∈ S 1 are defined by
where
and operators D j , j = 1, . . . , l are extended to D l, p in a obvious way.
Next, we shall introduce difference operatorsD u , u ∈ U , acting on the Poisson space. For each u = (t, z) = (t, z 1 , . . . , z m ) ∈ U , we define a map ε − u :
.) It holds ε − u ω = ω a.s. P for any u since ω 2 ({u}) = 0 holds for almost all ω 2 for any u. The difference operatorsD u for a F 2 -measurable random variable X is defined after Picard [6] bỹ
Let k be a positive integer and let p ≥ 1. For a random variable X we define
where the measureŝ
are probability measures. We define D k, p = {X ; F 2 -measurable and |X | k, p < ∞}. We introduce here another probability measureM(du; du) on U k × U , which is used in the next section, byM(du; du)
for some i u i = u}, where
Let S 2 be the collection of random variables X written as
where f (x 1 , . . . , x n 2 ) is bounded B(R n 2 ) measurable, smooth in (x 1 , . . . , x n 2 ), n 2 ∈ N. Then, for any X ∈ S 2D k X is well defined and satisfies |X | k, p < ∞ for any k ≥ 0, p ≥ 1.
Remark. Let k be a positive integer. Suppose thatD u X is differentiable with respect to u. The operation ∂ uDu gives an intrinsic geometry on L 2 (U, T (U ), N ), where T (U ) is the tangent space of U . Indeed, for X = N (ϕ) define the gradient operator ∇ by
where v is a vector field on U and Exp(v)N denotes the exponential map of N along v. Then it holds that ∇ X = ∂ uDu X, N -a.e. (cf. [8] , Lemma 2, and [7] , Section 4).
We then can define another semi-norm by
Although this norm induces a stronger topology compared to the original |X | k, p , this differentiability setting works effectively in the calculus for the solution to SDE in Section 6 (cf. [6] ).
Let S = S 1 ⊗ S 2 . Spaces S 1 , S 2 are identified with S 1 ⊗ 1, 1 ⊗ S 2 respectively. The space S is the linear span of functionals X such that
2 are bounded B(R i ) (B(R j )) measurable, smooth functions of i ( j) variables, respectively.
For X ∈ S we extend the operators D t andD u by the linearity as follows.
2 , let
ThenD u X is represented by (2.3) for any X ∈ S. Multiple operations D j X andD k u X are defined analogously. Further we havẽ
Then the operators D andD on S are commutative and therefore D lDk =D k D l holds for any positive integers l, k.
For X ∈ S, we define
where we put |X | 0,l, p = |X | l, p in (2.2), and
. The derivative operator D is then extended to the space D k,l, p for any k, l, p. Similarly,D is extended to the space D k,l, p for any k, l, p. These two extended linear operators are denoted by the same symbols
The following lemma will be used in Section 4.
Lemma 2.1. For any k, l, p and p > 1, there exists a positive constant c = c(k, l, p, p ) such that
holds for any X ∈ D k,l, pp and Y ∈ D k,l, pq , where
Proof. The inequality (2.6) holds for k = l = 0 by Hölder's inequality. We consider the case
Consequently,
proving the inequality (2.6) in the case where k = 0 and l = 1. We shall next consider the case k = 1 and
we have the inequality
Then we get the inequality (2.6) similarly as the above. We can prove the inequality (2.6) for the general case similarly.
Adjoints of derivative and difference operators
The adjoint of the derivative operator D = (D t ) t∈T is defined as follows. Let δ be a
(2) δ(Z ) is characterized by a random variable satisfying
The random variable δ(Z ) is uniquely determined. If Z = {Z t } is F 1 -measurable, δ(Z ) coincides with the Skorokhod integral of Z = {Z t } based on W (t). Then Meyer's inequality holds ( [5] , Proposition 1.5.4). For any l ≥ 1 and p > 1 there exists a positive constant c such that
holds for any {F t }-adapted process Z = {Z t }, where
Now if Z t = X tZt , where X t is F 2 -measurable andZ t is F 1 -measurable. Then Meyer's inequality implies
Taking the expectation with respect to P 2 , we obtain the same inequality for Z = XZ . Observe that any {Z t } can be approximated by a sequence {Z n t } which are written as linear sums of X tẐt mentioned above. Then the inequality holds for any F-measurable process Z t . Repeating this argument to {D k Z }, we can show sinceD and δ are commutative, there exists a positive constant c such that
holds for any Z = {Z t }, where Z k,l, p equals Z l, p if k = 0 and
The adjointδ of the operatorsD = (D u ) u∈U is defined as follows. Let Z = {Z u } = {Z t,z } be an F-measurable continuous random field such that Z t,0 = 0, integrable with respect to
We denote by Z the set of all such random fields Z u . We set for Z ∈ Z
It is known that the operator satisfies the adjoint property:
for any bounded F-measurable random variable X ( [6] , Lemma 1.4). We define another norm ∼ k,l, p for Z ∈ Z by
in the case k = 0, and for k ≥ 1 by
The following lemma can be verified similarly as in Lemma 2.1. 
holds for any X ∈ D k,l, pp and {Z t } such that Z k,l, pq < ∞, where 1/ p + 1/q = 1. (2) For any k, l, p and p > 1, there exists a positive constant c = c(k, l, p, p ) such that
holds for any X ∈ D k,l, pp and {Z u } such that Z ∼ k,l, pq < ∞, where 1/ p + 1/q = 1.
We will establish an inequality which corresponds to Meyer's inequality (3.2). For ρ > 0, we set a cut-off function χ ρ by
Theorem 3.2. Let k, l be nonnegative integers and let p ≥ 2 be an even number. There exists a positive constant c = c(k, l, p) such that for any s ≥ 2 and 0 < ρ < 1 the inequality
holds for all Z = {Z u } ∈ Z.
Proof. We first consider the case k = l = 0. Let ρ > 0 and Z u be a random field mentioned above.
We divide the domain A(ρ) p of the integral into a disjoint union of subsets as follows. Let {I 1 , . . . , I q } (q ≤ p/2) be a family of disjoint subsets of {1, 2, . . . , p} such that |I h | ≥ 2 for h = 1, . . . , q, where |I h | denotes the cardinal number of the set I h . We denote by ∆ the set of all such {I 1 , . . . , I q }'s and the empty set. We set
p | u i = u j holds if and only if i, j ∈ I h for some I h ∈ {I 1 , . . . , I q }}.
Then S {I 1 ,...,I q } are disjoint with each other and the union of these sets as {I 1 , . . . , I q } runs in ∆ is equal to U p . Thus integral (3.10) is written as a sum of the integrals whose domains are the sets S {I 1 ,...,I q } . In the following, we fix a domain S {I 1 ,...,I q } and consider the integral on this set. Set J = {1, . . . , p} − ∪ q h=1 I h . We represent u ∈ S {I 1 ,...,I q } as (u I 1 , . . . , u I q , u J ), where each u I h = (u I h , . . . , u I h ) is an |I h |-dimensional vector with the same component and u J ∈ U r with r = |J |. Then it holds 2q + r ≤ p. Further, (u I 1 , . . . , u I q , u J ) ∈ S q+r , where S q+r = {(u 1 , . . . , u q+r )|u i = u j for any i = j}. FunctionsẐ u , |u| ≤ ρ etc. can be regarded as functions of (u I 1 , . . . , u I q , u J ) ∈ S q+r . Further, |I h | fold product measureÑ (du I h ) · · ·Ñ (du I h ) coincides with N (du I h ) on the set S {I 1 ,...,I q } . Therefore, the above integral (3.10) is written as
The expectation of each term of the right hand side is computed as
See Lemma 2.4 in [6] .
On the domain S q+r , the inequality
holds if |u| ≤ ρ. Therefore (3.12) is dominated by
where c 1 = ϕ(1) q+r and v = {u I 1 , . . . , u I q }. We shall estimate
Then |D u JŴ u • + v | is dominated by the sum of terms
Each of these terms is dominated by the sums of
Then (3.13) is dominated by the sum of the terms 
The last inequality follows since
for any q ≤ p/2 and s ≥ 2. Therefore, (3.15) is dominated by the sum of . s., the above is dominated by
We have thus shown the inequality (3.10) in the case k = l = 0. Next suppose k = 0 and l = 1. Since D andδ are commutative, we have D tδ (Z ) =δ(D t Z ). Therefore we have
is dominated by sums of the following terms:
Therefore the inequality (3.9) holds for k = 0 and l = 1. Next, consider the case k = 1 and l = 0. Note the commutation relation ofδ andD:
Then we get
We can compute the integrand E δ
similarly as before. Then the first term of the right hand side is dominated by sums of the terms
The second term is dominated by
Therefore the inequality (3.9) holds in the case k = 1, l = 0.
Next for the case
The first term can be estimated as previously. For the second term,
Repeating this argument, we get (3.9) for any k, l. The proof is complete.
A criterion for the existence of the smooth density
. We will fix it throughout this section. We are concerned with the smooth density of the law of the random variable F. We 
where A(ρ) = {u; |u| ≤ ρ}.
Theorem 4.1. Assume that the Lévy measure µ satisfies the order condition (1.3). Let F be a random variable belonging to D d ∞ and let R,R ρ be the associated Malliavin covariances. Assume that there exists 0 < ρ 0 ≤ 1 such that R +R ρ is invertible a.s. for any 0 < ρ ≤ ρ 0 and that the inverse matrix (R +R ρ ) −1 satisfies
for any positive integer k and p ≥ 1. Then the law of F has a C ∞ -density.
The rest of this section will be devoted to the proof of the theorem. Throughout this section we assume that R +R ρ satisfies the condition of the above theorem. We first observe for any k, l, p.
Proof. The inverse matrix S ρ is written as
, where F ρ is the cofactor matrix of R +R ρ and G ρ is the determinant of R +R ρ . It holds F ρ ∈ D ∞ (d × d) and G ρ ∈ D ∞ for any ρ. Note the formula of the derivation
The nominators and
) are also uniformly bounded. Therefore we have sup 0<ρ≤ρ 0 |S ρ | 0,1, p < ∞. Repeating this argument we can show that for any l, p sup 0<ρ≤ρ 0 |S ρ | 0,l, p < ∞ holds valid.
On the other hand, for any u ∈ U , we havẽ
Therefore, we get the inequality.
The last term is uniformly bounded for ρ ≤ ρ 0 . Then we get sup 0<ρ≤ρ 0 |S ρ | 1,0, p < ∞. Repeating this argument for u = (u 1 , . . . , u k ) we can show that for any k, p sup 0<ρ≤ρ 0 |S ρ | k,0, p < ∞ holds. Combining these two arguments, we get (4.4).
We shall next introduce linear maps Q andQ ρ : 
respectively, wherẽ
Further, for any nonnegative integers k, l and any even number p ≥ 2, there exist positive constants c i = c i (k, l, p), i = 1, 2 such that
(4.12)
hold for any 0 < ρ ≤ 1 and s ≥ 2.
Therefore, the adjoint of Q exists and is represented by Q * X = δ((D F) T X ). Next we have
Therefore we have (4.9). We will show (4.11). We have from (3.2) and Lemma 3.1,
On the other hand, we have from Theorem 3.2 and Lemma 3.1
This proves (4.12).
Let ψ(x) be a C 2 -function defined on R d with bounded derivatives. We set ∂ψ = (∂ 1 ψ, . . . , ∂ d ψ) T . It is a d-vector function. We claim a modified formula of integration by parts.
Concerning the difference operatorD u , we have by the mean value theorem,
for a random variable G on the Poisson space. This implies Sum up (4.13) and (4.15) and then take the inner product of this with S ρ X . Its expectation yields the following.
Note that the equality holds in fact pathwise. If there is no Poisson part in (4.16), then the formula is written as
It is known as the formula of integration by parts, which implies the existence of the C ∞ density of the law of F. IfR ρ is not zero or equivalentlyQ ρ is not zero, we have a remaining term (the last term of (4.16)). We shall study the remaining part in detail.
We shall restrict our attention to the function ψ(x) = e i(w,x) , where w ∈ R d − {0}. Note equalities ∂ψ(x) = ie i(w,x) w and e i(w,F+θD u F) − e i(w,F) = e i(1−θ)(w,F)D u (e i(w,θ F) ). Then the last term of (4.16) equals
(4.18)
Define linear maps R * ρ,w with parameters ρ, w by
]. Therefore (4.16) implies 
holds for any 0 < ρ ≤ 1, s ≥ 2 and |w| > 0, Proof. In view of Theorem 3.2 and Lemma 3.1, we have for 0 < ρ ≤ 1,
Note that the inequality
Therefore we get the inequality
Therefore we get (4.21). The proof is complete. 
holds for any |w| ≥ ρ −1 0 and s ≥ 2. We remark lastly that the above L depends on the space variable w.
Proof of Theorem 4.1. By the iterated use of (4.23), we have for any positive integer n,
].
Since L w satisfies (4.24), for any n there exist c n , k n , l n , p n such that
holds for any |w| ≥ ρ Thus the characteristic function (Fourier transform) of the law of F converges to 0 with polynomial decay order as |w| → ∞. Therefore the law of F has a C ∞ -density. (The reader can consult, e.g., the proof of Lemma 38.52 in [9] for a routine argument hereafter.) The proof is complete.
Other criteria for the existence of the smooth density
Although we have introduced general norms | · | k,l, p , · k,l, p , . . . to describe the behaviour of D u F with respect to the gauge γ (u) when it is small, we consider in this section a special case aiming for an application to the solution to SDE. In paying attention to the concentration of the masses near the origin of the Lévy measure, we will assume an additional condition for F.
Condition (A).D t,z F is twice continuously differentiable with respect to z = (z 1 , . . . , z m ) a.s. Further, for any positive integer k and p > 1 derivatives satisfy
This condition can be verified if F is a solution to SDE. We introduce still another Malliavin covariance. Assuming z →D t,z F is differentiable under Condition (A), let ∂D t,z F be the d × m matrix defined by (∂ z 1D t,z F, . . . , ∂ z mD t,z F) and let ∂D t,z F| z=0 = ∂D t,0 F. Let B ρ be the matrix defined in Section 1. Set
It plays a similar role as what the Malliavin covarianceR ρ does.
Theorem 5.1. Assume that the Lévy measure satisfies the order condition (1.3) for ϕ(ρ). Let F be an R d -valued random variable belonging to D d ∞ and satisfying Condition (A). Assume that there exists 0 < ρ 0 ≤ 1 such that R +K ρ is invertible for any 0 < ρ ≤ ρ 0 and it satisfies
for any positive integer k and p > 1. Then the law of the random variable F has a C ∞ -density.
Proof. We first observe that inequality (4.3) is equivalent to the inequality
In the following we will show the above inequality. For a given v ∈ S d−1 and u ∈ A(1) k , we define a nonnegative random variable τ = τ (v, u) by the infimum of ρ ∈ (0, 1] which satisfies
(We set τ = 1 if the above is an empty set.) Then we have
u is continuous and nondecreasing with respect to ρ a.s., we have
(We set ϕ(0) = 0.) Then by Schwarz's inequality
Here it holds sup 0<ρ≤ρ 0
by the assumption of the theorem. We claim
If the above is verified, we get (5.3), completing the proof of the theorem. In order to prove (5.4), we show that for any p > 1, there exists a positive constant c p such that
Observe first the inequality
In view of Condition (A), the integrand of the above is estimated as
where Φ = Φ(t, z, u) is a nonnegative random field satisfying
for any p > 1 and k. Consequently, for any p > 1 there exists a positive constant c 1 such that
holds for any ρ ≤ 1. Then, combining two inequalities (5.2) and (5.7), we obtain by Schwarz's inequality
for any ρ ≤ ρ 0 . Consequently we have by Chebyschev's inequality
for all 0 < ρ ≤ ρ 0 , v ∈ S d−1 and u ∈ A(1) k . The probability of the left hand side dominates P(τ ≤ ρ). Therefore we have P(τ ≤ ρ) ≤ c 3 ρ 4 p for any v ∈ S d−1 and u ∈ A(1) k , proving (5.5).
Now we can prove (5.4). Set
Since ϕ(x) ≥ c 4 x α holds for any 0 < x ≤ ρ 0 , we have
Therefore we get (5.4). We have thus proved the theorem.
Let B be the matrix introduced in Section 1. We shall introduce a simpler criterion for the existence of the smooth density in the case where B is invertible. We first definẽ 9) then the law of the random variable F has a C ∞ -density.
Proof. The theorem will be established if we can show that there exists ρ 0 > 0 such that (R +K ρ ) −1 , 0 < ρ ≤ ρ 0 are invertible and satisfy (5.2) for any positive integer k and p > 1. Let λ ρ and Λ ρ be the minimum and the maximum eigenvalues of B ρ , respectively. Then there exist positive constants ρ 0 , c, C (c < C) such that λ ρ > c > 0 and Λ ρ < C holds for 0 < ρ < ρ 0 , since lim inf ρ→0 B ρ ≥ B and B is positive definite. Then if 0 < ρ < ρ 0 , we have
is nondecreasing with respect to ρ ∈ (0, 1], a similar inequality is extended to the interval (0, 1], i.e., there exists a positive constant c such that
(5.10)
Hence if R +K is positive definite (invertible) a.s., then R +K ρ is also positive definite a.s. for any 0 < ρ ≤ ρ 0 . Let γ and γ ρ be the minimum eigenvalues of covariances R +K and R +K ρ , respectively. Then we have γ ρ ≥ c/Cγ a.s. for any ρ < ρ 0 . Since ϕ(ρ)γ ρ is nondecreasing with respect to ρ, there exists a positive constant c such that γ ρ > c γ holds for all 0 < ρ ≤ ρ 0 . If (5.9) is satisfied, then sup u∈A (1) 
< ∞ is satisfied for any k and p > 1. This implies that
Therefore we have the assertion by Theorem 5.1. The proof is complete.
6. Application to canonical SDE with jumps 6.1. Criterion for the existence and smoothness of the density of the law of canonical SDE with jumps
Let us return to the canonical SDE. Observe first that the Lévy process Z t admits the Lévy-Itô decomposition:
where W t is a standard m-dimensional Brownian motion and σ is a m × m-matrix such that σ σ T = A. N (dt dz) is a Poisson random measure on [0, ∞) × R m with intensity measurê N (dt dz) = dtµ(dz), where µ is the Lévy measure. Hence we may regard that the Lévy process Z t is defined on the Wiener-Poisson space (Ω ,F, P) with the Lévy measure µ. We assume µ satisfies the order condition of Section 1.
Let ξ 0 be an R d valued random variable independent of Z t − Z 0 , t ≥ 0. Let V 0 , . . . , V m be C ∞ vector fields on R d such that their derivatives are bounded. By the solution of canonical SDE (1.1) starting from ξ 0 at time 0, we mean a cadlag semimartingale {ξ t ; t ≥ 0} with values in R d adapted to F t = σ (ξ 0 , Z s − Z 0 ; s ≤ t) satisfying;
. . , z m ) ∈ R m and the one parameter group of diffeomorphisms generated by the vector field
It is known that Eq. (6.1) has a unique global solution. Denote by ξ 0,t (x) the solution starting from ξ 0 = x at time 0. It has a modification such that the maps ξ 0,t : R d → R d are C ∞ diffeomorphisms a.s. for any t > 0. See Fujiwara-Kunita [3] . We set ξ s,t = ξ 0,t • ξ −1 0,s for s < t. It has the cocycle property ξ t,u • ξ s,t = ξ s,u for any s < t < u. {ξ s,t , 0 ≤ s < t < ∞} is called the stochastic flow of diffeomorphisms associated with the SDE (6.1). We remark that the solution ξ t of Eq. (6.1) is represented by ξ t = ξ 0,t (ξ 0 ). Canonical SDE appears naturally in finance models using the so-called geometric Lévy process S t = S 0 e Z t .
We want to apply Theorem 5.2 to the R d -valued random variable F = ξ T 0 for any fixed T 0 > 0. We can prove similarly as the case of diffusion that D t F exists and equals for some C p,k < ∞. HereD u denotesD k u etc. Let H = ∇ξ s,t or (∇ξ s,t ) −1 introduced above. Since ∇ξ s,t and (∇ξ s,t ) −1 satisfy (6.9), (6.7) respectively, we have H ∈ D d×d ∞ . Then, calculating as above, we obtain that for each u = (t, z), |z| ≤ 1, and p > 1,
for some c p,k < ∞.
We write H u = O(γ (u)) if for any p > 1, any k and any u = (u 1 , . . . , u k ) ∈ A (1) This lemma is proved using the induction and a basic formulã We have ( The last member is dominated by a positive constant C p,k . Then the assertion of the theorem follows from Theorem 5.2.
