Abstract. In this paper we study the structure of suffix trees. Given an unlabelled tree τ on n nodes and suffix links of its internal nodes, we ask the question "Is τ a suffix tree?", i.e., is there a string S whose suffix tree has the same topological structure as τ ? We place no restrictions on S, in particular we do not require that S ends with a unique symbol. This corresponds to considering the more general definition of implicit or extended suffix trees. Such general suffix trees have many applications and are for example needed to allow efficient updates when suffix trees are built online. We prove that τ is a suffix tree if and only if it is realized by a string S of length n − 1, and we give an O(n 2 ) time algorithm for inferring S when the first letter on each edge is known. This generalizes the work of I et al. [Discrete Appl. Math. 163, 2014].
Introduction
The suffix tree was introduced by Peter Weiner in 1973 [19] and remains one of the most popular and widely used text indexing data structures (see [1] and references therein). In static applications it is commonly assumed that suffix trees are built only for strings with a unique end symbol (often denoted $), thus ensuring the useful one-to-one correspondance between leaves and suffixes. In this paper we view such suffix trees as a special case and refer to them as $-suffix trees. Our focus is on suffix trees of arbitrary strings, which we simply call suffix trees to emphasize that they are more general than $-suffix trees 3 . Contrary to $-suffix trees, the suffixes in a suffix tree can end in internal nonbranching locations of the tree, called implicit suffix nodes.
Suffix trees for arbitrary strings are not only a nice generalization, but are required in many applications. For example in online algorithms that construct the suffix tree of a left-to-right streaming text (e.g., Ukkonen's algorithm [18] ), it is necessary to maintain the implicit suffix nodes to allow efficient updates. Despite their essential role, the structure of suffix trees is still not well understood. For instance, it was only recently proved that each internal edge in a suffix tree can contain at most one implicit suffix node [4] .
In this paper we prove some new properties of suffix trees and show how to decide whether suffix trees can have a particular structure. Structural properties is not a $-suffix tree, but it is a suffix tree, e.g. for abaabab. (c) is not a suffix tree.
of suffix trees are not only of theoretical interest, but are essential for analyzing the complexity and correctness of algorithms using suffix trees. Given an unlabeled ordered rooted tree τ and suffix links of its internal nodes, the suffix tree decision problem is to decide if there exists a string S such that the suffix tree of S is isomorphic to τ . If such a string exists, we say that τ is a suffix tree and that S realizes τ . If τ can be realized by a string S having a unique end symbol $, we additionally say that τ is a $-suffix tree. See Fig. 1 for an example of a $-suffix tree, a suffix tree and a tree, which is not a suffix tree.
I et al. [15] recently considered the suffix tree decision problem and showed how to decide if τ is a $-suffix tree in O(n) time, assuming that the first letter on each edge of τ is also known. Deciding if τ is a suffix tree is much more involved, mainly because we can no longer infer the length of a string that realizes τ from the number of leaves. Without an upper bound on the length of such a string, it is not even clear how to solve the problem by an exhaustive search.
Our Results. In Section 2, we start by settling the question of the sufficient length of a string that realizes τ . Theorem 1. An unlabeled tree τ on n nodes is a suffix tree if and only if it is realized by a string of length n − 1.
As far as we are aware, there were no previous upper bounds on the length of a shortest string realizing τ . The bound implies an exhaustive search algorithm for solving the suffix tree decision problem, even when the suffix links are not provided. In terms of n, this upper bound is tight, since e.g. stars on n nodes are realized only by strings of length at least n − 1.
The main part of the paper is devoted to the suffix tree decision problem. Using Theorem 1 we generalize the work of I et al. [15] and show in Section 4 how to decide if τ is a suffix tree. Theorem 2. Let τ be a tree with n nodes, annotated with suffix links of internal nodes and the first letter on each edge. There is an O(n 2 ) time algorithm for deciding if τ is a suffix tree.
In case τ is a suffix tree, the algorithm also outputs a string S that realizes τ . To obtain the result, we show several new properties of suffix trees, which may be of independent interest. Related Work. The problem of revealing structural properties and exploiting them to recover a string realizing a data structure has received a lot of attention in the literature. Besides $-suffix trees, the problem has been considered for border arrays [17, 7] , parameterized border arrays [12, 13, 14] , suffix arrays [2, 9, 16] , KMP failure tables [8, 10] , prefix tables [5] , cover arrays [6] , directed acyclic word graphs [2] , and directed acyclic subsequence graphs [2] .
Suffix Trees
In this section we prove Theorem 1 and some new properties of suffix trees, which we will need to prove Theorem 2. The reader is expected to be familiar with suffix trees. We start by briefly recapitulating the most important definitions.
The suffix tree of a string S is the compacted trie on the suffixes of S [11] . Branching nodes and leaves of the tree are called explicit nodes, and positions on edges are called implicit nodes. The label of a node v is the string on the path from the root to v, and the length of this label is called the string depth of v. The suffix link of an internal explicit node v labeled by a 1 a 2 . . . a m is a pointer to the node u labeled by a 2 a 3 . . . a m . We use the notation v u and extend the definition of suffix links to leaves and implicit nodes as well. We will refer to nodes that are labeled by suffixes of S as suffix nodes. All leaves of the suffix tree are suffix nodes, and unless S ends with a unique symbol $, some implicit nodes and internal explicit nodes can be suffix nodes as well. Suffix links for suffix nodes form a path starting at the leaf labeled by S and ending at the root. Following [4] , we call this path the suffix chain. The string S is fully specified by the order in which the suffix chain visits the subtrees hanging off the root. More precisely, Observation 1 If y 0 y 1 . . . y l = root is the suffix chain in the suffix tree of a string S, then |S| = l and S[i] = a i , where a i is the first letter on the edge going from the root to the subtree containing y i−1 , i = 1, . . . , l.
We define the parent par(x) of a node x to be the deepest explicit node on the path from the root to x. Distance between two nodes is defined to be the difference between the string depths of these nodes.
x 2 is a suffix link, then the distance from x 1 to par(x 1 ) cannot be less than the distance from x 2 to par(x 2 ).
Lemma 2. Let x be an implicit suffix node. The distance between x and par(x) is smaller than the length of any leaf edge.
Proof. It follows from Observation 2 that as the suffix chain y 0 y 1 . . . y l = root is traversed, the distance from each node to its parent is non-increasing. Since the leaves are visited first, the distance between any implicit suffix node and its parent is smaller than the length of any leaf edge.
⊓ ⊔ Lemma 3. If τ is a suffix tree, then it can be realized by some string so that
(1) The minimal length of a leaf edge of τ will be equal to one; (2) Any edge of τ will contain at most one implicit suffix node at the distance one from its upper end.
Proof. Let S be a string realizing τ , and m be the minimal length of a leaf edge of τ . By Theorem 3 [4] , the distance between the deepest implicit suffix node on any leaf edge and the lower end of the edge is constant. We denote this distance by d. Fig. 2b .) The minimal length of a leaf edge of this tree is one. Applying Lemma 2 again, we obtain that the distance between any implicit suffix node x of this tree and par(x) is one, and, consequently, any edge contains at most one implicit suffix node.
⊓ ⊔ Lemma 4. If τ is realized by a string of length l, then it is also realized by strings of length l + 1, l + 2, . . ..
Proof. Let y 0 y 1 . . . y l = root be the suffix chain for a string S that realizes τ . Moreover let letters(y i ) be the set of first letters immediately below node y i , and y j be the first non-leaf node in the suffix chain (possibly the root). Since letters(y i−1 ) ⊆ letters(y i ), i = 1, . . . , l, it follows that Sa also realizes τ , where a is any letter in letters(y j ).
⊓ ⊔
We now prove Theorem 1 by showing that if τ is a suffix tree then a string of length n − 1 realizes it. By Lemma 3, τ can be realized by a string S ′ so that the minimum length of a leaf edge is 1. Consider the last leaf ℓ visited by the suffix chain in the suffix tree of S ′ . By the property of S ′ the length of the edge (par(ℓ) → ℓ) is 1. Note that if τ has I internal nodes then the string depth of any of these nodes is upper bounded by I − 1. Consequently, if L is the number of leaves in τ , the length of the suffix chain and thus the length of S ′ is at most L + I − 1 = n − 1, so by Lemma 4 there is a string of this length that realizes τ .
The Suffix Tour Graph
We now turn to the problem of inferring a string that realizes a suffix tree. In this section, we begin by considering the simpler problem of deciding if τ is a $-suffix tree. Let us first formalize the input to the suffix tree decision problem. Consider a tree τ = (V, E) annotated with a set of suffix links σ : V → V between internal explicit nodes, and the first letter on each edge, given by a labelling function λ : E → Σ for some alphabet Σ. For ease of description, we will always augment τ with an auxiliary node ⊥, the parent of the root. We add the suffix link (root ⊥) to σ and label the edge (⊥→ root) with a symbol "?", which matches any letter of the alphabet.
To determine whether τ is a $-suffix tree, I et al. [15] introduced the suffix tour graph. To construct it, we first compute values ℓ(x) and d(x) for every explicit node x in τ . The value ℓ(x) is equal to the number of leaves y where par(y) par(x) is a suffix link in σ, and λ(par(y) → y) = λ(par(x) → x). Let L x and V x be the set of leaves and nodes, respectively, of the subtree of τ rooted at a node x. We define d(x) = |L x | − y∈Vx ℓ(y). See Fig. 3 for an example. Fig. 4 .)
Lemma 5 ([15]
). The suffix tour graph G of the tree τ is an Eulerian graph (possibly disjoint).
I et al. [15] only proved this for $-suffix trees, but the proof holds for any tree.
Suffix tour graph of a $-suffix tree
The following proposition follows from the definition of a $-suffix tree.
Proposition 1 ([15]).
If τ is a $-suffix tree with a set of suffix links σ and first letters on edges defined by a labelling function λ, then:
(1) For every internal node x there exists a unique path x = x 0 x 1 . . . x k = root such that x i x i+1 belongs to σ for all i; (2) If the arc from par(x) to y is in σ, there is a child z of y such that λ(par(x) → x) = λ(y → z), and the end of the arc a ∈ σ from x belongs to the subtree of τ rooted at y; (3) For any node x ∈ V the value d(x) ≥ 0.
All three conditions can be verified in linear time. I et al. [15] showed that (1) and (2) imply the following: if τ has n nodes, then the number of arcs in G is at most 2n (see Lemma 4 in [15] ). Moreover, if all three conditions hold, we have Lemma 6 ( [15] ). The tree τ is a $-suffix tree iff its suffix tour graph G contains an Eulerian cycle C which goes through the root and all leaves of τ . The authors also proved that the order of leaves in the cycle C gives the order of leaves in the suffix chain. That is, the i th leaf after the root is the i th leaf in the suffix chain. Thus, the suffix chain and the string can be reconstructed in linear time from the suffix tour graph (see Observation 1) . Note that the cycle and hence the string is not necessarily unique. See Fig. 4 for an example.
Suffix tour graph of a suffix tree
We now switch to suffix trees. We show that suffix tour graphs of $-suffix trees and suffix trees are connected in a nice way. Let ST $ and ST be the $-suffix tree and the suffix tree of a string S respectively. We call a leaf of ST $ a $-leaf if the edge coming into it is labeled by a single letter $. Note that the set of nodes V of ST is a subset of the set of nodes V $ of ST $ and can be obtained from the latter by first deleting $-leaves and then deleting nodes of degree one. If a node x belongs to both trees, we denote its parent in ST $ by par $ (x) and in ST -by par(x).
An internal node x of a suffix tour graph has d(x) incoming arcs produced from edges and ℓ(x) incoming arcs produced from suffix links. All arcs outgoing from x are produced from edges, and there are d(x) + ℓ(x) of them since suffix tour graphs are Eulerian graphs. A leaf x of a suffix tour graph has d(x) incoming arcs produced from edges, ℓ(x) incoming arcs produced from suffix links, and one outgoing arc produced from a suffix link. That is, to understand the difference between suffix tour graphs of ST $ and ST it is sufficient to understand how values d(x) and ℓ(x) change upon transition from ST $ to ST .
Let φ ∈ V be a node such that par $ (φ) ∈ V , and there is a leaf y ∈ V , contributing to ℓ(φ) in ST $ , par $ (y) / ∈ V (see Fig. 5b ). Note that there is at most one node like φ, because par $ (φ) is the deepest suffix node that coincides with an explicit internal node of ST , and par(y) is the preceding suffix node (see Lemma 1) . Below in this section we assume that each edge of ST contains at most one implicit suffix node at distance one from its parent.
Lemma 7. Consider a node x ∈ V . Upon transition from ST $ to ST , ℓ(x) changes as follows: If x = φ, ℓ(x) = ℓ(φ) decreases by one and ℓ(par $ (x)) = ℓ(par $ (φ)) increases by one. If x = φ and par $ (x) is an implicit node of ST , ℓ(x) increases by ℓ(par $ (x)). Otherwise, ℓ(x) does not change.
Proof. The value ℓ(x) can change when:
(1) A leaf y contributes to ℓ(x) in ST $ , but not in ST ; (2) A leaf y contributes to ℓ(x) in ST , but not in ST $ .
We start with the first case. Note that no $-leaf contributes to ℓ(x) in ST $ (because x ∈ V is not a $-leaf), and hence any leaf y contributing to ℓ(x) in ST $ is present in ST . Since y contributes to ℓ(x) in ST $ , par $ (y) par $ (x) is a suffix link. From the properties of suffix links we know that if par $ (y) is explicit in ST , then par $ (x) is explicit as well [11] . At the same time, if both par $ (y) and par $ (x) are explicit, y contributes to ℓ(x) in both trees, and we assume that this is not true. Therefore, we have two different subcases: (1a) par $ (y) is implicit in ST , and par $ (x) is implicit (see Fig. 5a ); (1b) par $ (y) is implicit in ST , and par $ (x) is explicit (see Fig. 5b ). We first show that (1a) is impossible. Labels of par $ (y) and par $ (x) are La and L[2..]a for some string L and a letter a. Remember that distances between the implicit suffix node par $ (y) and par(y) and the implicit suffix node par $ (x) and par(x) are equal to one. Therefore, labels of par(y) and par(x) are L and L [2..] , and the first letters on edges par(x) → x and par(y) → y are equal to a. Consequently, par(y) par(x) is a suffix link, and y contributes to ℓ(x) in both trees, a contradiction. In the subcase (1b) we have x = φ, and ℓ(x) = ℓ(φ) decreases by one (see Fig. 5b ).
Consider one of the leaves y satisfying (2). In this case par(y) par(x) is a suffix link, and the first letters on the edges par(y) → y and par(x) → x are equal. Since y does not contribute to ℓ(x) in ST $ , at least one of the nodes par $ (y) and par $ (x) must be implicit in ST . This means we have three subcases: (2a) par $ (y) is implicit in ST , and par $ (x) is implicit (see Fig. 5a ); (2b) par $ (y) is implicit in ST , and par $ (x) is explicit (see Fig. 5b ); (2c) par $ (y) is explicit in ST , and par $ (x) is implicit (see Fig. 5c ).
The subcase (2a) coincides with (1a), meaning that y contributes to ℓ(x) in both trees, a contradiction. In the subcase (2b) the distance between par(y) and par $ (y) is one. This means that x = par $ (φ) (see Fig. 5b ). Consequently, the value ℓ(x) = ℓ(par $ (φ)) increases by one. In the subcase (2c) the leaf y contributes to the ℓ-value of par $ (x) in ST $ , and under transition from ST $ to ST it switches to x. In total, (2c) results in increase of ℓ(x) by ℓ(par $ (x)). Proof. The parent of the deepest $-leaf ψ does not have incoming suffix links. That is, ℓ(ψ) = 0 and therefore there will be an arc par $ (ψ) → ψ in G $ . The parent of any other $-leaf will have exactly one incoming suffix link from the parent of the previous $-leaf and hence there will be an arc between every two consecutive $-leaves.
⊓ ⊔
Speaking in terms of the suffix tour graphs, to obtain G from G $ we first subtract the path from the root to ψ (decrease of d-values of ancestors of ψ) and the path through all $-leaves -that is, we subtract a cycle going from the root to ψ by edges of ST $ and then back to the root via $-leaves. We also make local changes to G $ when x = φ or par $ (x) is implicit in ST . We finally delete all $-leaves and then nodes of degree one. Recall that G $ has a cycle C going through the root and all leaves. Suppose for a moment that we added the path from the root to the nearest explicit ancestor of ψ (either par $ (ψ) or par $ (par $ (ψ))) back to G and reverted the local change caused by φ. Note that G will contain a path P going through the root and all leaves of ST . Indeed, deletion of the path from ψ to the root via $-leaves simply cuts out a continuous piece of C ending at the root. Local changes caused by nodes that become implicit in ST result in re-routing of C as shown in Fig. 6 .
Note that the reverse is also true: For any such path the suffix tour graph G $ contains a cycle with the same order on leaves. Corollary 1. If the size of ST is n, the size of G does not exceed 10n.
Proof. The size of ST $ is at most 4n, and, consequently, the size of G $ does not exceed 8n. Subtraction of the cycle from the root to ψ and back can increase the number of edges (if d-values change from 0 to −1), but not more than by 2n. Local changes can increase the number of edges by at most one.
A Suffix Tree Decision Algorithm
We return to the original problem. Given a tree τ = (V, E) annotated with a set of suffix links σ : V → V between internal explicit nodes, and a labelling function λ : E → Σ, we want to decide whether there is a string S such that τ is the suffix tree of S having all properties described in Lemma 3. Recall that the length of such string S is at most n − 1, where n = |V | (see Theorem 1). We compute d-and ℓ-values for all nodes of τ , and compare the sum of degrees of all nodes of the suffix tour graph of τ with 10n. If it is bigger than 10n, τ is not a suffix tree (see Corollary 1), and we stop. Otherwise, we construct the suffix tour graph G of τ .
We assume that τ satisfies Proposition 1(1), which can be verified in linear time. For all explicit internal nodes we compute their string depths. Recall that if τ is a suffix tree, the string depth of a node exceeds the length of the suffix link path connecting it with the root by one. Consequently, string depths of all nodes can be found in linear time. Moreover, lengths of all internal edges can be found in linear time as well. The corresponding suffix tour graph G. The node ψ hangs from the grey node, φ does not exist. Adding the path from the root to the grey node and reconstructing P gives a string abaabab.
We consider all possible locations of ψ. The node ψ can either hang from a node of τ , or from its edge. In the first case φ does not exist. In the second case the distance from the implicit suffix node par $ (ψ) to the upper end x of the edge it belongs to is one. Following suffix links from x and exploiting our knowledge about lengths of internal edges, we can find the first suffix node that coincides with an internal explicit node. As we explained before, this node is the only possible location for par $ (φ), and it can be checked in linear time if it is indeed par $ (φ). Note that we can also find the node preceding φ in the suffix chain, which allows us to revert the local change caused by φ.
We reconstruct the path P , the corresponding piece of the suffix chain, and a prefix S[1..k] of S, where k < n is the number of leaves of τ . The length of the edge incoming to the last leaf ℓ in the suffix chain, labeled by S[k..], is equal to one. Let L be the label of par(ℓ) and a = λ(par(ℓ) → ℓ). .], we construct its suffix tree and compare it with τ , which takes O(|S|) = O(n) time [18, 11] . This concludes the proof of Theorem 2.
Conclusions and Open Problems
We have proved several new properties of suffix trees, including an upper bound of n − 1 on the length of a shortest string S realizing a suffix tree τ with n nodes. As noted this bound is tight in terms of n, since the number of leaves in τ , which can be n − 1, provides a trivial lower bound on the length of S.
Using these properties, we have shown how to decide if a tree τ with n nodes is a suffix tree in O(n 2 ) time, provided that the suffix links of internal nodes and the first letter on each edge is specified. It remains an interesting open question whether the problem can be solved without first letters or, even, without suffix links (i.e., given only the tree structure).
Our results imply that the set of all $-suffix trees is a proper subset of the set all of suffix trees (the suffix tree shown in Fig. 7 is not a $-suffix tree by Lemma 6), which in turn is a proper subset of the set of all trees (consider, e.g., Fig. 1c or simply a path of length 2).
