This paper introduces balanced switching schemes to compensate linear and quadratic gradient errors, in the unary current source array of a current-steering digital-to-analog converter (DAC). A novel algorithm is proposed to avoid the accumulation of gradient errors, yielding much less integral nonlinearities (INLs) than conventional switching schemes. Switching scheme examples with different number of current cells are also exhibited in this paper, including symmetric arrays and nonsymmetric arrays in round and square outlines. (a) For symmetric arrays where each cell is divided into two parallel concentric ones, the simulated INL of the proposed round/square switching scheme is less than 25%/40% of conventional switching schemes, respectively. Such improvement is achieved by the cancelation of linear errors and the reduction of accumulated quadratic errors to near the absolute lower bound, using the proposed balanced algorithm. (b) For non-symmetric arrays, i.e. arrays where cells are not divided into parallel ones, linear errors cannot be canceled, and the accumulated INL varies with different quadratic error distribution centers. In this case, the proposed algorithm strictly controls the accumulation of quadratic gradient errors, and different from the algorithm in symmetric arrays, linear errors are also strictly controlled in two orthogonal directions simultaneously. Therefore, the INLs of the proposed non-symmetric switching schemes are less than 64% of conventional switching schemes.
Introduction
Segmentation is widely used in wide-band digital-to-analog converters (DACs) with a high dynamic range [1] - [9] . In these DACs, the most-significant bits (MSBs) are thermometer-coded to steer a unary equally-weighted current array. It has been reported that the DAC's performance strongly relies on the matching of the MSB current sources in the unary current array [2] , [3] , [10] , [11] .
However, random matching errors and gradient errors cause nonlinearities [2] , [10] - [12] . To describe the amount of nonlinearities, the integral nonlinearity (INL) is usually used to indicate the maximum deviation of the actual analog output from the ideal output. It is revealed that larger current source area and larger gate-source overdrive voltage reduce random matching errors [13] . The function of overdrive voltage optimization is limited due to the supply and the output voltage swing. In order to keep the influence of random errors negligible, large transistors are often adopted. Consequently, the current source array becomes so large that the gradient errors must be well compensated to satisfy the matching requirements [4] - [7] . Some other methods to compensate the gradient errors are calibration [3] , trimming [4] , and dynamic element matching (DEM) [10] . These methods improve current matching and decrease the size of the current array. However, these methods also increase the complexity and power of the DAC, because they need on-chip analog-todigital converters [3] , post-adjustments [4] , or DEM encoders [10] , etc. One effective and conventional way to compensate the errors is the optimization of the switching scheme, i.e. switching sequence, of current sources.
A switching scheme for the current cells in a unary array is a number sequence that determines which current sources to switch on: when the digital input value of the MSB segment is k, current cells with switching sequence numbers 1, 2, . . . , k are turned on to form a total current of the same value in analog. Figure 1(a) shows an 8-bit switching scheme in which each current source is split into two parallel concentric ones. Note that some cells in the array drive more current than average (positive errors), whereas some drive less (negative errors), so a proper switching scheme might avoid the excessive accumulation of positive errors and that of negative errors. There have been some typical types of switching schemes: row-column switching schemes [5] , [6] , Q 2 random walk switching scheme [7] , Q N rotated walk switching scheme [14] , the gradient-error and edge-effect tolerant (GET) switching scheme [15] , and others as proposed in [11] , [16] - [18] . As indicated in [5] , [7] , an intrinsic accuracy of 12-bit or even 14-bit has been successfully realized using proper switching schemes. The shortcomings of the existing high-accuracy switching schemes are the usage of comparatively large transistors, and the need to split each current source into smaller ones located concentrically. The interconnection lines of these split current sources bring additional parasitic capacitance at the output current route and degrade the dynamic performance, especially at high frequencies [1] , [8] . Therefore, it is of significance to improve the switching schemes so that no split or less split is necessary. From another point of view, given certain INL requirement, an improved switching scheme allows more headroom for random matching errors. Thus, the requirement on the size and overdrive voltage of current source transistors is relaxed, which makes it easier to design a DAC with smaller area and/or lower supply voltage. Aimed at these purposes, this paper proposes a novel algorithm, namely balanced algorithm, to generate improved switching schemes.
Section 2 introduces the gradient errors in a unary arCopyright c 2012 The Institute of Electronics, Information and Communication Engineers ray, and discusses the proposed algorithm in detail. Nonlinearity simulation results under different gradient error distributions will be given in Sect. 3. Finally, Sect. 4 gives the conclusion.
Proposed Balanced Switching Algorithm

Gradient Errors, INL(k), and the Absolute INL Lower Bound
Oxide thickness, dopant variation, heat dissipation, mechanical stress, and voltage drop on the ground and supply lines are major sources of gradient errors [12] , [16] . Given a horizontal coordinate x and a vertical coordinate y, the gradient errors could be described by the Taylor series as
where the constant component a 0 contributes to no nonlinearities, a 11 and a 12 contribute to linear errors, a 21 , a 22 and a 23 contribute to quadratic errors [7] . It has been reported that a 21 has the same polarity as a 22 , and that the errors along x and y directions are uncorrelated, i.e. a 23 ≈ 0 [11] , [12] , [18] . It is generally assumed that linear and quadratic errors are adequate to model nonlinearities, so higher-order errors are not considered in this paper [11] , [14] - [18] . Figure 2 depicted typical zero-averaged models of linear and centered quadratic error distributions. The INL of a DAC is universally defined as the maximum deviation of the DAC's actual analog output from the ideal output at all possible input code k, k = 1, 2, . . . , 2 NOB − 1, where NOB is the number of bits of the DAC. In this paper, INL(k) defines the deviation of the actual analog output from the ideal output at input code k. The absolute INL lower bound for a unary array is defined as the minimum absolute INL of the array that could be achieved. Assuming a zero-averaged error distribution ε(x, y) has a maximum value ε max (positive) and a minimum value ε min (negative), the absolute INL lower bound
This conclusion has been proved in [11] . The equal sign may not be achieved sometimes. For example, if the error sequence is {−1, −3, 4}, then the absolute INL lower bound is 3, rather than max{4/2, −(−3)/2} = 2.
Symmetric Unary Arrays and Non-Symmetric Unary Arrays
In this paper, a symmetric unary array is a unary array where each current source is split into two or more parallel equallyweighted cells and located concentrically. The current of the parallel cells of the same current source is gathered together using interconnections in the chip layout. Symmetric unary arrays have been applied in many designs as in [2] , [6] , [7] , [15] . Different from symmetric unary arrays, a nonsymmetric unary does not split current sources into smaller ones and locate them concentrically. The readers should note that the words "symmetric" and "non-symmetric" here do not refer to the geometrical outline of the array, but the fact whether or not a current source is split and located concentrically.
The introduction section of this paper has already defined the switching schemes. Corresponding to symmetric and non-symmetric unary arrays, there are symmetric and non-symmetric switching schemes. Figure 1 (a) is an example of 8-bit symmetric switching scheme and Fig. 1(b) is an example of 6-bit non-symmetric switching scheme. There is essential difference between symmetric and non-symmetric switching schemes. In symmetric unary arrays, linear errors are fully canceled, and the change of the quadratic error distribution center has no effect on the INL performance [16] . For one thing, it is because the positive and negative linear errors of each pair of concentric cells have the same amount and sum to zero when forming a current source. For another, it is because the change of the quadratic error distribution center is identically to the change of linear error distributions, which are canceled in symmetric arrays. Therefore, the proposed symmetric switching schemes focus on minimizing only the accumulation of quadratic errors, while non-symmetric switching schemes minimize the accumulation of linear and quadratic errors simultaneously.
As introduced in Sect. 1, doubling the number of the current cells may lead to poor dynamic performance. Therefore, all symmetric unary arrays in this paper divide each current source into only two half-size concentric cells.
Generation of Symmetric Switching Schemes for Quadratic Error Compensations
For a symmetric unary array composed of several concentric blocks, switching sequence generation of one block is identical to that of the whole array. As illustrated in Fig. 3(a) , the following steps are taken to generate the sequence number for each current cell in a block:
Step I: Definitions and initializations of the variables and constants as depicted in Table 1 . In addition, the quadratic errors are initialized as a zero-averaged distribution centered in the middle of the block. Step II: Generation of new sequence number segment. Firstly, randomly choose as few cells as possible from VEC-TOR to form a sequence Ap:
while satisfying
The purpose of Eq. (4) is to make sure that the accumulated current errors do not exceed the absolute INL lower bound of VECTOR, when cells a 1 , a 2 , . . . , a P are assigned in step III. The purpose of Eqs. (5) and (6) is to keep the accumulated current errors close to B, which guarantees the accumulated current errors under control after the (M + P + 1)th and (M + P + 2)th cells are assigned in step III. Usually it needs only one or two cells under typical error distributions to form Ap in Eq. (3) while satisfying Eqs. (4)- (6), at the assumption of a reasonable Δ. Next, if VECTOR-Ap ∅, find a P+1 with the most positive current error from VECTOR-Ap. If VECTOR-Ap-{a P+1 } ∅, find a P+2 with the most negative current error from VECTOR-Ap-{a P+1 }.
Step III: Refreshment of the sequence numbers and
Error(a i ) ≤ 0, where a i ∈ Ap, as in the case of Eq. (5), assign switching sequence numbers M + 1, M + 2, . . . , M + P, M + P + 1, M + P + 2 to the current cells a 1 , a 2 , . . . , a P , a P+1 , a P+2 , respectively. Else, as in the case of Eq. (6), assign sequence numbers M + 1, M + 2, . . . , M + P, M + P + 1, M + P + 2 to the current cells a 1 , a 2 , . . . , a P , a P+2 , a P+1 , respectively. Note that if one or two cells of a P+1 or a P+2 does not exist, skip the corresponding assignment of sequence numbers M + P + 1 or M + P + 2. Next, refresh variables M, B, INL M, VECTOR, etc., according to their definitions. If one or more current cells has not been assigned a switching sequence number, go back to step II and loop again. Else, the generation flow is finished. Figure 3(b) shows an example of generating a symmetric scheme. Current cells {1, 2, 3} and {6, 7} are two Ap's generated in step II, {4, 5} are two cells with the most negative and positive current errors assigned in step III in the case of Eq. (6). {8, 9} is similar to {4, 5}.
Usually, the formation of Ap in step III is not unique, so the proposed algorithm is able to generate a series of switching schemes with similar INL performances. The INL simulation results will be presented in Sect. 3, along with the comparisons with other typical switching schemes.
Generation of Non-symmetric Switching Schemes for the Compensation of Linear and Quadratic Errors
It is more complicated to generate non-symmetric switching schemes than symmetric switching schemes, because both linear and quadratic errors must be handled at the same time in non-symmetric switching schemes. When generating a switching scheme for a non-symmetric unary array, the most difficult problem to deal with is that the INL performance deteriorates as the quadratic error distribution center moves. If the distribution center moves from one side of the array to another, the error distribution changes greatly. The proposed algorithm solves this problem by compensating the quadratic errors as in symmetric arrays, while keeping the accumulation of linear errors strictly constrained. In detail, the algorithm controls linear errors by minimizing two orthogonal linear errors. This comes from the fact that any quadratic error distribution can be a linear combination of two orthogonal linear errors and one centered quadratic error distribution: 
and (x 0 , y 0 ) represents the coordinate of the array center. Therefore, an intuitional solution is to deal with the quadratic and linear errors separately. In fact, it is effective because these errors are independent of each other. Furthermore,
If INL centered quadratic , INL x linear , and INL y linear in Eq. (9) are strictly constrained, so will the INL general quadratic . As a result, in the way of minimizing the accumulated quadratic errors, the proposed algorithm is similar to the algorithm in generating symmetric switching schemes, but different in the need of constraining INL x linear , and INL y linear . On the other hand, the proposed algorithm compensates linear errors by avoiding large abs(Σ(Ax i )) and abs(Σ(By i )) in Eq. (9) . Further, in the process of sequence generation, small abs(Σ(Ax i )) and abs(Σ(By i )) at the same By the balanced control on both quadratic and linear errors, the final yielded INL is strictly controlled no matter where the quadratic error distribution center moves or how the linear error distribution coefficients change. This is the reason why the name of the proposed algorithm is balanced algorithm. Finally, it should be emphasized that the two orthogonal linear errors in Eq. (7) can also be others, for example, x + y and x − y.
The flow chart of generating a non-symmetric switching scheme is depicted in Fig. 4 , which is similar to Fig. 3(a) . To make the description concise, only the differences in each step are listed below, and the coordinate of the array center is set to be (0, 0).
Step I: Except for those in Table 1 , additional definitions and initializations are summarized in Table 2 .
Step II: Along with conditions in Eqs. (4)- (6), the following conditions also need to be satisfied when choosing the current cells a 1 , a 2 , . . . , a P , a P+1 and a P+2 :
INL Mx+
Equations (10) and (11) (9) tightly constrained, and Eq. (12) is used to avoid large error accumulations under combinational linear error Table 2 Additional definitions and initializations of the proposed algorithm for generating non-symmetric switching schemes.
Fig. 5
Three INL curves of the non-symmetric switching scheme in Fig. 1(b) under the centered quadratic error ε(x, y) = (x 2 + y 2 )/100, linear error along x: ε(x, y) = x/10, and linear error along y: ε(x, y) = y/10. Each current source occupies an area of 2 × 2 as explained in Sect. 3. distributions: ε(x, y) = Ax + By where AB 0.
Step III: two additional variables INL Mx and INL My need to be refreshed. Figure 1 (b) demonstrates a 6-bit non-symmetric square array. Figure 5 shows three corresponding INL curves of it under centered quadratic error distribution ε(x, y) = (x 2 + y 2 )/100, linear error distribution ε(x, y) = 0.1x, and ε(x, y) = 0.1y. While minimizing the accumulated quadratic errors, the accumulated linear errors in x direction and y direction are never too small or large at the same time. By doing this, the accumulated errors are strictly controlled even if the coefficients of linear errors or the center of the quadratic error changes, as proved by the simulation results in Sect. 3.
Proposed Switching Schemes with a Round Shape for Unary Arrays
Conventional unary arrays have a square outline. Such design fits the shape of a regular chip. However, under linear and quadratic gradient error distributions, the errors in the four corners of the square are the largest, and they directly determine the absolute INL lower bound. Therefore, an intuitional optimization is to reshape the square array to be round [17] . Two 8-bit round switching sequences generated by the proposed algorithm are shown in Fig. 6 and Fig. 7 , representing one symmetric array and one non-symmetric array, respectively.
Simulations
Simulation Settings
The proposed switching schemes in Fig. 1(a) (8-bit, symmetric, square), Fig. 1 (b) (6-bit, non-symmetric, square), Fig. 6 (8-bit, symmetric, round) and Fig. 7 (8-bit, nonsymmetric, round) are simulated and compared with traditional switching schemes. For the purpose of convenience, the origin (0, 0) is located at the array center of both symmetric and nonsymmetric unary arrays in the simulations. This setting is different from the origin of a symmetric unary in the flow chart of the proposed algorithm. In that case, the origin is located in the center of one block of the unary array, rather than the center of the whole array.
For a current-steering DAC with a resolution of 12-bit or more, the number of bits in the MSB segment is usually 6 to 8 [1] - [3] , [5] , [7] , [8] . Although the number of bits in the MSB segment varies in different designs, the area of the MSB segment is nearly the same to satisfy the matching requirement under random mismatch errors [5] - [7] . Therefore, the second setting is that all 6-bit and 8-bit unary arrays occupy the same area, and have the same square or round outline. As a result, one cell in the non-symmetric array in Fig. 7 has twice the area of one in the symmetric arrays in Fig. 1(a) and Fig. 6 . In addition, one current cell in a 6-bit unary array occupies an area of 2 × 2, which is the same size as four current cells in an 8-bit non-symmetric unary array shown in Fig. 7 .
In the simulations, linear errors are expressed as ε(x, y) = a 11 x + a 12 y,
where the coefficients a 11 and a 12 varies from −0.1 to 0.1. Quadratic errors in the simulations are expressed as
where the coefficients a 21 = a 22 = 0.01, and the error distribution center (x 0 , y 0 ) varies inside the whole array.
It is important to note that the yielded INL in the simulations do not have a unit of "least significant bit (LSB)" or "μA". This is because the magnitudes of the linear and quadratic errors are for the purpose of performance comparisons among different switching schemes, and are unlikely the exact gradient errors in fabricated chips. Figure 8 shows the INL curve under quadratic errors in different 8-bit symmetric switching schemes. Figures 8(a)-(d) illustrate the INL curves of conventional switching schemes, i.e. the row-column switching scheme [4] , Q 2 switching scheme [7] , GET switching scheme [15] , and SPBR switching scheme [16] curve of the proposed symmetric square switching sequence in Fig. 1(a) , and the yielded INL is 0.375, exceeding the absolute INL lower bound 0.369 slightly. Compared with the referenced conventional square switching schemes, the INL of the symmetric square switching scheme is reduced to less than 40%. 
Simulations for Symmetric Unary Arrays
Simulations for Non-symmetric Unary Arrays
Different from symmetric arrays, non-symmetric arrays need to compensate both linear errors with varied coefficients and quadratic errors with varied distribution centers at the same time. In the simulations, the 8-bit round non-symmetric switching sequence shown in Fig. 7 , and the 6-bit non-symmetric square switching sequence shown in Fig. 1(b) are simulated and compared with conventional switching sequences. The INL simulation results for GET switching sequence, Cretti's switching scheme, and proposed switching sequence are plotted in Fig. 9 . The other conventional switching sequences result in larger INLs.
All simulations results are added into the INL simulation summary in Table 3 . In the 8-bit non-symmetric case, it is clear that the proposed algorithm reduces the INL much more effectively than conventional algorithms. The average simulated INLs under linear and quadratic errors are 0.54 and 0.90, respectively. These results are less than 64% of the referenced best conventional 8-bit non-symmetric switching schemes.
In the 6-bit case, the referenced best switching scheme gives a result of 4.47 and 4.79 under linear and quadratic errors, respectively, by the Q N rotated-walk switching scheme. The INL of the proposed switching scheme under linear and quadratic errors is 2.18 and 2.62, respectively. The proposed 6-bit switching scheme improves the INL by a reduction of more than 45.3%.
Conclusion
This paper has presented the novel balanced algorithm for generating switching schemes to compensate the gradient errors in current-steering DACs. It is applied successfully in both symmetric and non-symmetric, round and square arrays. The generation flow chart of the proposed algorithm has been described in detail. Although the algorithm has not been tested with fabricated chips, the simulations results have proved that the proposed switching schemes yield a much smaller INL than conventional switching schemes. In the near future, fabricated DAC chips with different resolutions and array shapes will be statistically tested and compared with conventional schemes. Future work of applying the new switching sequences in current-steering DACs is of significance.
