Recent results for geometrically ergodic Markov chains show that there exist constants R < 1; < 1 such that
Bounds for Geometrically Ergodic Chains
Let = f n : n 2 Z Z + g be a discrete{time Markov chain on a general state space X, endowed with a countably generated { eld B(X). Our notation will in general follow that of 16] . We denote by P n (x; A); n 2 Z Z + ; x 2 X; A 2 B(X) the (stationary) transition probabilities of the chain, i.e. P n (x; A) = P x f n 2 Ag where P x and E x denote respectively the probability law and expectation of the chain under the initial condition 0 = x. When the initial distribution is a general probability on (X; B(X)) the corresponding quantities are denoted by P ; E .
For any non-negative function f, we write Pf and P n f respectively for the functions R P(x; dy)f(y) and R P n (x; dy)f(y), and for any (signed) measure we write (f) for R (dy)f(y). We assume throughout that the chain is -irreducible and aperiodic 16, Chapters 4, 5], and we write B + (X) = fA 2 B(X) : (A) > 0g.
In this paper we consider chains which are geometrically ergodic: that is, when there exists a unique invariant probability measure and constants R x < 1, < 1 such that kP n (x; ) ? k R x n (1) for all x 2 X; n 2 Z Z + , where for a signed measure , we use k k := sup jfj 1 j (f)j to denote the total variation norm.
Our speci c goal is to nd computable bounds on the constants R x and .
Recall from 16, Chapter 5] that for a -irreducible chain every set A 2 B + (X) contains a small set C: that is, a set for which there exists some probability measure , some > 0 and some m with P m (x; A) (A);
x 2 C; A 2 B(X): (2) Our expressions bounding R x and will be in terms of the quantities and m in (2) together with constants < 1; b < 1 and a function V 1 satisfying the \drift inequality"
PV V + b1l C
where C is small. That the existence of solutions to this inequality is equivalent to geometric ergodicity was rst shown by Popov 21] in the countable space case and in 19, 35] in the general case, and verifying geometric ergodicity is most often done through such bounds (see Chapters 15 and 16 of 16] , or examples such as 4, 5, 3] ).
To set up our results we need the concept of a V {norm for the kernels (P n ? ). Conditions for the convergence of kP n (x; )? k V for appropriate V are given in 16, Chapter 14] : essentially all that is required to move to this convergence from total variation convergence is that (V ) < 1.
Next, for any two kernels P 1 and P 2 on (X; B(X)) de ne the V -norm as j j jP 1 ? P 2 j j j V := sup x2X kP 1 (x; ) ? P 2 (x; )k V V (x) : (4) In studying geometric ergodicity, we will consider the distance j j jP k ? j j j V , where is the invariant kernel (x; A) := (A); A 2 B(X); x 2 X:
The key concept is that of V -uniform ergodicity, introduced in 31, 10] there exists an invariant probability measure such that j j jP n ? j j j V ! 0; n ! 1:
We then have 10, 15] that V -uniform ergodicity is, for the correct class of functions V , actually equivalent to geometric ergodicity as studied in 20, 18] . (i) is V -uniformly ergodic.
(ii) There exists < 1 and R < 1 and an invariant probability kernel such that for all n 2 Z Z + j j jP n ? j j j V R n : (6) (iii) For some one small set C (and then every small set in B + (X)) there exists a function V C 1 and constants C < 1; b C < 1 such that the drift condition PV C C V C + b C 1l C
holds, and V C is equivalent to V in the sense that for some c 1, c ?1 V V C cV: (8) This allows us to place V -uniform ergodicity in an operator theoretic context: for let L 1 V denote the vector space of all functions f: X ! C satisfying jfj V := sup x2X jf(x)j V (x) < 1: If P 1 and P 2 are two transition kernels and if j j jP 1 ? P 2 j j j V is nite, then P 1 ? P 2 is a bounded operator from L 1 V to itself, and j j jP 1 ? P 2 j j j V is its operator norm.
It then follows from a standard operator norm convergence approach 16] , and the fact that P n ? = (P ? ) n , that the convergence must be geometrically fast so that (i) must imply (ii) in Theorem 1.1.
Identifying upper bounds on the rate of convergence and the constant R in (6) for chains on nite state spaces has been a well-studied problem for many years 28], and 1 Bounds for Geometrically Ergodic Chains 3 in special cases the optimal rates of convergence can be found explicitly: for a recent example see 11]. On countable spaces, this problem was studied soon after the original work on geometric ergodicity 36], although no generally applicable results seem available. On these and on more general spaces such as IR n , the problem has attracted considerable attention recently, largely as a result of the use of Markov chain Monte Carlo (MCMC) techniques. In this context one key to stopping rules for simulations is knowledge of the accuracy of n-step approximations, and this motivates the calculation of computable bounds in (6) . However, existing results have been sparse. For example, even for speci c situations on continuous spaces in the MCMC area, only the simple facts of convergence in total variation, or the existence of some unknown rate < 1 for which convergence is geometrically fast, have been asserted by most authors (see e.g. 23, 8, 33, 3] ). Some special cases have been studied through spectral theory of operators 27], but again bounds on the actual value of the \second eigenvalue" have not proved easy to establish in any closed form. In our concluding section we give one such application, although regrettably the actual bounds found are too large for practical purposes as yet. To our knowledge, the results here are the rst explicit general bounds on the rate of convergence, even for countable space chains, although there are several recent approaches which give related results.
Firstly, under the assumption that the whole space is small, so that there is an m, a and a such that for all x P m (x; ) ( ); then (see Theorem 16.0.2 of 16]) there is an elegant coupling argument to show that we have kP n (x; ) ? k (1 ? ) n=m ; x 2 X : (9) that is, we can choose R = 1 and = (1 ? ) 1=m . This is exploited in, for example, 24, 33, 7, 13] . However, the requirement that X be small is extremely restrictive and is not satis ed for most models of a truly \in nite" nature. Secondly, and closely related in spirit to our results, in 12] it has been shown since we developed this paper that if one has stochastic monotocicity properties on the chain, then it is possible to get very much tighter bounds which are in very many circumstances exact, using only the same minimal information which we use here. In fact the rate of convergence can be bounded by where this is the contraction factor in (3), provided C is a single point (an \atom") at the \bottom" of such a stochastically monotone chain. This can be shown to be best possible under weak (and natural) extra conditions. Thirdly, in 25] Rosenthal has recently extended the method of argument used in proving (9) for uniformly ergodic chains to nd bounds on chains such as those we consider here. His method assumes slightly greater structure than does ours, but the corresponding bounds may well be considerably tighter in many cases as a consequence; no systematic comparison has as yet been undertaken, although the links between the two methods are now understood 26].
Finally, Spieksma 32] and Baxendale 1] have both considered the structure of Kendall's Theorem (Theorem 15.1.1 of 17]) which lies at the heart of the analytic approach to convergence rates. As in 12], Spieksma shows that for a special class of models on countable spaces (which include many single-server queueing models) the rate of convergence can be bounded by in (3) when C is a single point: this relies crucially on her Assumption A, which is unfortunately not always satis ed. Baxendale's approach makes no such assumption, and as in this paper, his results give general computable bounds which are complex in nature but could be compared with ours in speci c circumstances. It is clear that, other than the results in 12] and 32], both of which require special structure, none of these bounds are likely to be tight, but the methods of proof indicate areas in which more explicit knowledge of speci c models may be used to sharpen the results. In the next section we give the main results, and the proofs and related results then follow. We consider speci c numerical values which the bounds produce in a queueing and a uniformly ergodic context, and conclude with a more detailed application, to a speci c MCMC context, which is related to rather more detailed studies in 13]. This illustrates the approach needed to apply these methods in practice.
Computable Bounds
We rst consider the case where (3) holds for a small set which is an \atom": that is, P(x; ) P( ; ) for all x 2 . More general cases will later be reduced to this using the Nummelin splitting technique 16 P n ( ; ) ? P n?1 ( ; )]z n j: (12) Then is V -uniformly ergodic, and for any > #, j j jP n ? j j j V ? # n ; n 2 Z Z + : (13) This theorem, which is proved in Section 3 and Section 4, gives an explicit bound for the constant and the convergence rate, provided we can also nd a bound for . Although in speci c cases can be estimated precisely (see for example Section 9), which is why we give the bound M in the form of (11) 
for some > 0 and probability measure concentrated on C; and that there is drift to C in the sense that for some C < 1, some b C < 1 and a function V 1,
where C; V also satisfy
Then is V -uniformly ergodic, and j j jP n ? j j j V (1 + C ) ? # n ; n 2 Z Z + : (19) for (25) These expressions give computable bounds on the rates of convergence for strongly aperiodic geometrically ergodic chains. Because of their generality, the bounds in Theorem 2.3 are of necessity far from tight: indeed, in the form using (21) and (22), we can consider again the probable leading terms and nd that we are likely to produce a value of M C of the order of ]: (27) In the case where we can use (24) (28) which we might nd to be considerably smaller than (27) in some circumstances. There is thus clearly a premium on making and as large as possible, and this is somewhat independent of the choice of V . Even so we always have + 1, and so the intrinsic capacity of this calculation seems doomed to be never better than M C 2 13 This shows that in general one will want to use more structure to get explicit bounds. In particular it will pay handsomely to get far better bounds than (22) or (25) for C , as we do in some of the examples below; and in particular we nd that it is certainly worth attempting to make the small set C as small as possible in order to maximise the value of that can be chosen, provided that this can be done without making C too close to unity or b C too large. This tradeo is illustrated in detail in our last section. In Section 7, we extend the results from strongly aperiodic chains to general aperiodic chains. In this case the bounds become somewhat less explicit unless there is an atom in the space, although this is an important special case since it means that for chains on countable spaces, or for chains such as queueing systems with identi ed regeneration points, we do have a complete solution to the problem in principle. The result we prove is This result is not quite explicit. It still involves for the atom in (29) and the theorem contains no assumptions that will bound this: we need either special pleading, or extra conditions such as the strong aperiodicity in Theorem 2.2, for a completely computable bound.
3 Bounding the convergence rate for a bounded operator Theorem 2.1 is a consequence of two sets of observations, the rst using the spectral theory of operators and the second using probabilistic bounds most of which are inherent in Chapters 14{16 of 16].
As we saw in Theorem 1.1, (10) implies V -uniform convergence of the operator P := P ? at some geometric rate. It therefore follows that the norm of the inverse (I ?zP) ?1 is bounded for jzj in some region containing the unit circle, and so at least for jzj on the circle itself. To use this fact we will generalize a result of 22], which enables us to move explicitly from a bound M on the unit circle to a bound in a larger circle, as given in (13). This is the operator-theoretic observation. The probabilistic observations then come in generating the bound on the unit circle, which will give the form of M in (11) . which is the desired bound.
As also observed by Spieksma 32] for countable chains, (ii) now follows from (i) and
Cauchy's inequality. For if we have for some M r j j j(I ? zA) ?1 j j j V M r when jzj = r, then averaging over the circle of radius r in the complex plane we obtain for any jfj V , To apply Theorem 3.1 to the operator P = P ? we now obtain an upper bound M on the norm of the inverse (I ? zP) ?1 for jzj 1 when the drift condition (10) holds. This bound follows from the Regenerative Decomposition Theorem 13.2.5 of 16]. We have in convolution notation P n (x; f) = P n (x; f) + a x u t f (n) (34) where for n 1, writing for the rst return time to , P n (
and for convenience we set t f (0) = 0. For any f 2 L 1 ( ) de ne f = f ? (f). We rst bound the V -norm j j j(I ?zP) ?1 j j j V in terms of these quantities, and then move to bound the quantities themselves using (10).
Proposition 4.1 If an atom 2 X exists then for jzj 1,
where = sup z2D j where
We have that jA x (z)j 1 for any z 2 D, x 2 X. The term P(I ?z1l cP ) ?1 f (x) is less than or equal to E x h P n=1 jf( n )j i for jzj 1, and j(1 ? z)U(z)j for any jzj 1.
Hence the proposition will be established if we can obtain appropriate bounds on 
This combined with (36) 
Proof By Fubini's Theorem rst, and then using the Markov property and the fact that f A kg 2 F k?1 we have
By Theorem 10.0.1 of 16] the right hand side is equal to
which proves the proposition. u t
We are now able to use (10) to relate (35) to the required bound M in (11).
Proposition 4.3 If (10) holds then the following bounds are satis ed for all x 2 X: 
and this gives (ii).
(iii) This follows from (ii) and Proposition 4.2.
(iv) By Jensen's inequality and (10), P log V log V + log( ) + b 1l :
Hence the result again follows from the Comparison Theorem of 16].
(v) As in the proof of (iii), this follows by combining (iv) and Proposition 4. The result then follows directly from Theorem 3.1 on letting A = P. u t
Bounding the renewal variation and
The bounds in the previous section are in general relatively tight, as can be seen from their derivation. The only term which is not explicitly controlled here is , and in the this section we consider bounds on in terms of the known quantities for a model satisfying (10) . We will use Var (u) as the bound for in what follows. In the case of stochastically monotone chains with at the \bottom" of the space as in 12] this is exact since u(n) # ( ). We note that in Assumption A of Spieksma 32] it is in e ect assumed that the quantity j P n z n (u(n)?u(n?1))j is bounded on a suitably large disk D(r)
C and thus the need to nd a bound on is avoided. To bound Var (u) we will use a variation of the coupling technique in 16, Chapter 13]. For convenience let denote the time of rst return to , and let the corresponding return time distribution be given by p(n) = P ( = n):
As is usual in coupling arguments, we will consider two independent renewal sequences with the properties of u: that is, consider S 1 (n) and S 2 (n), where the initial variables (44) Thus we will be able to bound Var (u) in terms of ( ).
In the examples below we show various model-dependent ways to do this: here we will develop a bound that holds for arbitrary strongly aperiodic renewal sequences, although this introduces some undesirable inequalities that can be avoided by direct use of (42) if we are able to assume knowledge of, say, higher values of p(k), and in particular of p (2) In order to bound Var (u) in this way, using only the minorization bound on P( ; ), we need a further and somewhat arti cial construction on the original chain. Let us \split" the atom (in the simplest possible way) into two equal parts 0 and 1 by tossing a fair coin each time is reached, and by putting, for all A c , P( i ; A) = P( ; A); i = 0; 1:
Rather than using a formal split chain we will assume for convenience of notation in this proof that this is the structure of the original chain, so that in particular 
Now focusing on 0 , let us consider the renewal sequence u (n) given by u (n) = P n ( 0 ; 0 )
corresponding to returns to 0 , with corresponding renewal times p (m) = P 0 ( 0 = m); m 2 Z Z + :
this is related to our original renewal sequence by u(n) = P n ( ; ) = 2P n ( ; 0 ) = 2u (n); n 1;
and so we have Var (u) = 2Var (u ): (53) where we have ignored the possible increase in accuracy from the rst term in the last line of (52). We now need one last step. From Proposition 4.3 (i), and the fact that V 1, we have ( ) (1 ? )=b (54) and so, nally, from (53) and (54) we nd (45) as required. u t These bounds involve at least two approximations which are likely to be very poor.
The rst is the bounding p (n) by =2] n , which ignores a great deal of the probability of the event f 0 = ng. The second is the bounding of E 1;2 1;1 ] as in (52), which is clearly not tight, although it does perhaps pick up the main part of the bound in (42). We see in the examples below that the weakness in this estimate of Var (u) warrants every e ort to improve this term in our estimate of M in practical situations.
Bounding strongly aperiodic chains
We have from Theorem 2.1 and Theorem 2.2 a computable bound under the conditions that (i) there exists an atom with P( ; ) ; and (ii) there is a known solution to (10) with drift to this same atom.
In this section we nd bounds under the much more general condition that for some 
Thus through (56) we assume that the chain is strongly aperiodic (see 16, Chapter 5]), and the conditions of Theorem 2.3 all hold.
We rst consider a chain containing an atom and a small set C such that C and for some > 0, P(x; ) ; x 2 C : (58) this is the special case of (56) with a singleton and its Dirac measure, and will be shown below to be an appropriate route to analyzing general strongly aperiodic chains using the Nummelin splitting. (61) and (62) as required. Since we now have drift to as in (60), Theorem 2.1 holds, and from (58) with x = (14) holds and so Theorem 2.2 is also valid. Now in terms of our original function V we have for > # given by (13) 
On C c 0 we have P (x 0 ; ) = P(x; ), and we can essentially ignore P(x 1 ; ) on C c 1 and
shall do so, thus in e ect putting X 1 = C 1 . This splitting introduces an atom = C 1 C into the split space. Moreover, because
we have split using , we have from (70), (73) and (74) 
Note that if we had used a splitting using rather than we might have had P(x 0 ; ) = 0 from (56). The choice of = =2 can be shown to be close to optimal in this argument, although it is likely that as in the examples below, we can often use itself in practice to improve the constants in the bound. We now consider the drift inequalities for the split chain. We still have trivially that (59) holds for x 2 C c 0 , from (72). Since v C = sup x2C V (x) < 1 from (57), and is concentrated on C, we have from (74) that for x 1 
Now we note that by the splitting construction
Moreover, integrating the the original drift equations against we have
and since V 1 we have
Emulating (53) we thus have which is the required bound; and the theorem is proved for the bounds in (21) and (22) .
To prove the bounds using (24) and (25), we re ne these calculations when > 0 in (23) . To show (81) holds with b C ; b de ned as in (24), note as in (78) 
From (81) and (89) In the general aperiodic case we assume only that C in the drift condition (3) satis es the m-step minorization condition (2) . In principle we can reduce this to the strongly aperiodic situation solved above, since the m-skeleton is strongly aperiodic.
In developing computable bounds in practice this presents some problems, since the drift condition is typically available for the one-step chain and the strong aperiodicity is for the m-skeleton.
In this section we develop computable bounds in two situations of practical interest and a general solution which requires more information than we have so far assumed. ? # ) k ; k 2 Z Z + : Since j j j j j j V is an operator norm, it is sub-multiplicative, and hence for any n = mk + i 2 Z Z + , j j jP n ? j j j V = j j j(P mk ? )(P ? ) i j j j V j j j(P mk ? )j j j V j j j(P ? u t
In many situations we will be able to nd a solution to the m-step drift equation and this bound is then practicable. However, in general we are likely to need to consider the case where we have only the one-step drift equation (17) 
where is actually the measure concentrated on C in (91). There is no general prescription that we are aware of for nding N and : if this situation occurs they will need to be calculated separately. However, if they are known then by splitting the m-skeleton over C and using the same arguments as in (81), we can reduce the situation to one where (17) holds for a set C (now given by C(m) in the split space) satisfying, from (95), the condition that P N (x; )
; x 2 C(m):
Now we can nd explicit bounds in this situation (as is shown in Theorem 2.4, which we have yet to prove), and so we can construct a bound for the rate of convergence of the m-skeleton as in the proof of Theorem 2.3, and then transfer this to the original chain as in Proposition 7.1. We will not try to identify the outcome of this program explicitly, and we feel it is unlikely to be a task undertaken except in pressing circumstances. We conclude by providing the missing link in the chain, which is of independent interest in many practical situations for countable chains or for chains with a true atom in the space. In this case we can get a considerably better bound on Var (u) than that given by (15), since we do not need to create the arti cial sequence p (n) through splitting the state f0g.
By just choosing the simplest term in (42) and using the facts that p(1) = p; p (2) 
As examples let us consider two numerical cases.
Suppose rstly that p = 2=3. Then = 0:943 which can be shown to be the best possible rate of convergence (see 12, 32] ). This again indicates, rather dramatically, the bene t that ows from attempting in special cases to get a better estimate of Var (u) than that given in (15).
Bounding Metropolis algorithms
The examples considered in the previous two sections used results where the rates depended on behaviour at a natural atom. Clearly the bounds in Theorem 2.3 on continuous spaces will be larger, using only the minimal information and the methods we employ. In this section we illustrate this by giving an application to Hastings and Metropolis algorithms, which have recently received considerable attention using general Markov chain theory 29, 33, 3]. We will indicate how the bounds are calculated in practice for such algorithms. We do nd, regrettably, that the order of magnitude of the bounds is not of practical value and these techniques cannot be used at this stage to give bounds of value for real applications. Hastings and Metropolis algorithms ( 9, 14] ) allow simulation of a probability measure which is only known up to an unknown constant factor: that is, if densities exist, when only (x)= (y) is known. This is especially relevant when is the posterior distribution in a Bayesian context: see 2, 30, 29, 23, 33] for a more detailed introduction.
To implement such algorithms on IR k , say, we rst consider a \candidate" transition kernel Q with transition probability density q(x; y) which generates potential transitions for a Markov chain. A \candidate transition" generated according to Q is then accepted with probability (x; y); otherwise the chain does not move. The key is that (x; y) can be chosen to ensure that is invariant for the nal chain.
We will consider here only the Metropolis algorithm: other examples are studied in detail in 13]. The Metropolis algorithm utilises a symmetric candidate transition Q: that is, one for which q(x; y) = q(y; x). The most common usage of such chains occurs (cf. 33]) if Q is not merely symmetric but satis es the random walk condition q(x; y) = q(x ? y) = q(y ? x)
for some xed density q. Thus actual transitions of the Metropolis chain with random walk candidate distribution take place according to a law P with transition density p(x; y) = q(x ? y) (x; y); y 6 = x (108) and with probability of remaining at the same point given by P(x; fxg) = The key observation for this algorithm is that, with this choice of , the \target" measure is stationary for P. As an example of such an algorithm for which we can calculate bounds on the rate of convergence, we will consider the case in which is N(0; 1). A natural choice of symmetric candidate distribution is then the centred Normal: that is, Q(x; ) is a N(x; 1) distribution. In this situation we have (x; y) = min(1; e ?1=2(y 2 ?x 2 ) ); x; y > 0;
and we know from Theorem 3.4 of 13] that the chain is geometrically ergodic. We will apply the second set of bounds in Theorem 2.3 to generate bounds on this convergence.
It is intuitively sensible to apply (17) for the symmetric small set C = (?x ; x ) for some x > 0 to be chosen. The size of the bound (28) seems best controlled by controlling x , which determines C and . If one were interested only in establishing existence of geometric ergodicity, could be chosen to be Lebesgue so that C would be given by e ?2x 2 this gives C = N e ?x 2 : The in mum occurs at x = x , so that = 1=2 ? (?2x ) ? N e ?x 2 :
To choose an optimal value of x we now need to focus on V and . We will take the test function V (y) = e sjyj for some s to be chosen also. The terms b c ; c ; ; b; ; M C then follow as in (24), (25) and (20 As indicated, we nd a minimum value of M C = 6:5E10, obtained for x = 1:15 and c = 0:95. Although this bound is not useful for practical purposes, it is unfortunately relatively close to the best that can be expected using these computations. We note that this procedure gives C = 0:17 and = 0:32, so that ?8 c ?5 = 1:4E9 in our best case; (28) shows that with this constraint our nal result cannot be improved greatly.
