The growth rate of the compressible Rayleigh-Taylor instability is studied in the presence of a background temperature gradient, Θ, using a normal mode analysis. The effect of Θ variation is examined for three interface types corresponding to combi- 
I. INTRODUCTION
The Rayleigh-Taylor instability 1-4 (RTI) occurs in a number of important natural phenomena and applications, for example in supernova explosions and neutron stars, 5-7 solar corona, 8, 9 earth oceans, atmosphere and mantle, 10-15 quantum plasma, [16] [17] [18] [19] combustion,
20
Inertial Confinement Fusion (ICF). 21, 22 Compared to its classical formulation, in most practical cases, RTI manifests itself as an extremely complex process. The complexity arises, in particular, due to inter-wined manifold of factors involved, among which are the density difference, compressibility, temperature distribution, viscosity, surface tension and other interfacial phenomena for the immiscible case or mass diffusion for the miscible case, heat diffusion, geometrical and finite boundary effects, specific plasma and magnetic field properties, etc. A lot of endeavor has been undertaken to understand the implication of these parameters and their combinations for RTI growth. The stabilizing effects of viscosity, surface tension and magnetic fields on the linear stage development were discussed in the classical work of Chandrasekhar. 23 Inclusion of mass diffusion was shown to dump to zero the instability growth rate in the limit of large wave numbers. [24] [25] [26] . The parameter space increases substantially for the compressible case, since various aspects (e.g. flow compressibility, material properties such as specific heat ratio or viscosity dependence on temperature, background state) depend on different parameters, which independently affect the growth. [27] [28] [29] Studying the astrophysical phenomena and ICF has inspired further interest in understanding the RTI development for the compressible case, sometimes in association with other phenomena such as plasma effects, ablation, etc. Specifically for the ICF plasma, the crucial role of the ablative 22, [30] [31] [32] [33] and viscous 34, 35 effects on RTI was highlighted.
Temperature differences are often present across the Rayleigh-Taylor (RT) unstable layers and can modify the instability growth compared to layers of constant temperature. For example, in the solar corona prominences, the temperature difference can reach 10 5 K and during the ICF coasting or deceleration stage up to 10 7 K. In oceans and atmosphere, due to presence of inverted temperature regions, denser gas and water can occasionally be dumped over less-dense material. In some specific theoretical studies of liquid-vapor interfaces with temperature differences, the effect of mass and heat transfer was shown to be stabilizing or destabilizing depending on whether the gas phase is hotter or colder than the liquid. 36 In the experimental work of Burgess et al., 37 heating from below was applied to RT unstable liquid- when viscous effects were considered, the viscosities of the two fluids were commensurate.
Nevertheless, in applications such as ICF, RTI can develop between fluids with vastly different viscosities. In the ICF context, this is due to the viscosity variation with temperature and the large temperature difference between the hot spot and the surrounding material.
Thus, the limiting case in which one of the fluids is viscous and the other is inviscid, is practically important. The stability of the viscous-inviscid interfaces has been studied for mixing layers 40, 41 , but, to our knowledge, not for RTI. Thus, in this study, we present the first investigation of the viscous-inviscid interface in the context of RTI; the growth rate is obtained numerically for the general case, while a dispersion relation is presented for the incompressible case. All derivations and results apply to the case when the specific heats of the two fluids are equal and the only incompressible limit considered is that of infinite interfacial pressure (incompressible flow limit). The incompressible fluid limit (ratio of specific heats, γ → ∞) 4, 27, 28 and the effects of different specific heats are not addressed since they are not directly relevant to the applications discussed here. 
II. GOVERNING EQUATIONS
Taking the case of two superimposed fluids with an interface atx 1 = 0 and the gravitational acceleration given by (−ĝ, 0, 0), the equations of motion for each fluid are 4, 29, 42 ∂ρ ∂t
where the viscous stress is Newtonian,τ ij =μ(∂û i /∂x j + ∂û j /∂x i − (2/3)(∂û k /∂x k )δ ij ), and the heat flux is assumed to follow Fourier's law. In these equations, a dimensional quantity is denoted by a hat, (·). To close the governing equations, ideal gas equations of state for pressure and internal energy are used:
whereR is the gas constant and γ is the ratio of specific heats. In the above equations, material properties such as γ andμ can be different for the two fluids, but are constant for each of the fluids unless otherwise specifically considered (e.g. when studying the influence of a temperature dependence ofμ).
By defining:
Eq. (1) - (3) can be cast into non-dimensional form. In these definitions, the dimensional quantities defined at the fluid interface are denoted by an ( ∞ ) subscript, ( m ) subscript indicates a quantity in either fluid 1 or 2, with fluid 2 at the top, non-dimensional quantities are unadorned, andL is the height of the domain occupied by each fluid (half-height of the total domain). These non-dimensionalizations imply that there is a density jump across the interface, but the pressure and temperature are continuous across the interface. Continuities of the background pressure and temperature assume that the unperturbed configuration is in thermodynamical equilibrium at the interface and are necessary to reduce the first order equations to ordinary differential equations. This implies that the two fluids had been in contact for sufficient time before the perturbation is applied.
Using the definitions above, the non-dimensional forms of Eq. (1) - (3) become
The non-dimensional numbers in equations (5)- (7) are: (a) the gravitational Mach number, characterizing the compressibility effects as the ratio between free fall velocity over the distanceL and isothermal sound speed,
(b) the Grashof number, characterizing the importance of buoyancy relative to viscous forces,
and (c) the Prandtl number, characterizing the importance of momentum diffusivity relative to thermal diffusivity
Note that in the context of RTI, the Archimedes number might be used to replace Gr. In the non-dimensionalization used here, the Froude number, F r, does not appear explicitly.
Nevertheless, since the velocity perturbation amplitude is small, the linearized analysis corresponds to the limit F r → 0. On the other hand, neglecting the nonlinear terms in the momentum equations, but keeping the viscous terms, corresponds to the assumption that the Reynolds number is small. However, since Gr = Re/F r there is no restriction on its values for the linear analysis, so both limits Gr → 0 and Gr → ∞ are valid in this con-
, where the kinematic viscosity at the interface is The equation of state, Eq. (4), is written in non-dimensional form as
where
The linearized analysis can be performed in two ways. In the classical approach 23 , the linearized equations are assumed valid throughout the domain, in which case the subscript ( m ) does not appear in equations (5)- (6) and the variables are considered in the sense of generalized functions. The discontinuity at the interface is treated by integrating the vertical momentum equation over a small volume across the interface, which yields a jump condition across the interface. This is the approach followed in this paper. However, for the rest of the derivations, each fluid region is treated separately, in which case the subscript ( m ) will be used to distinguish between the two fluid regions. Alternately, one can consider the governing equations separately in each fluid region and treat the interface as a boundary. The vertical momentum equations are integrated over each domain separately and the continuity of the normal stress at the interface yields a condition equivalent to the jump condition from the first approach. The two approaches are fully equivalent for the linearized equations.
A. Zeroth-order equations
The two fluids are assumed to be initially at rest and the primary variables are written as small perturbations about the equilibrium (background) state, denoted by the subscript ( 0 ). For the (unperturbed) equilibrium state, u 0 = 0, variables depend on x 1 only and the governing equations in each fluid region are
As far as we know, all previous studies of the linear stage of compressible RTI neglect the heat conduction term in equation (15) . Indeed, if the heat conduction term is nonzero, then the background pressure is not constant in time, which prevents the normal mode analysis. Previous studies were able to neglect this term by considering a uniform background temperature. Nevertheless, the heat conduction term also becomes zero for a constant background temperature gradient, provided that the heat conduction coefficient is constant for each fluid. Since in many practical applications such as ICF or astrophysics, RTI occurs in the presence of background temperature variation, here we consider, for the first time, the role of a background temperature gradient.
The condition that the heat fluxes are equal on both sides of the interface is imposed bŷ
. Thus, in dimensional form, it is assumed that the background temperature varies asT 0m =â 2κm
is the temperature at the interface. In non-dimensional form, the temperature variation is
where the M 2 factor appears explicitly, highlights the condition that, as the incompressible limit is approached following M → 0, the background temperature (and hence density) becomes constant in each fluid region. Under these assumptions, the background pressure is constant in time. Using the T 0m variation with x 1 (Eq. 16), Eq. (14) becomes dp 0m
The solution to this equation is
This solution is normalized so that the nondimensional pressure at the interface is p ∞ . Using the equation of state, the density is obtained as
The kinematic viscosity is then
In the subsequent analysis, a power law dependence of the dynamic viscosity with temperature, µ 0m = µ 0m,∞ (ΘM 2 x 1 +1) ξ , will be assumed, since this may be important in the practical applications considered, as the temperature can have large variations across the RTI layer.
The dimensionless isothermal sound speed can be written as c
The equations reduce to those derived in Ref. 27 when Θ → 0.
B. First-order equations
The interface between the fluids is perturbed with an x 2 and x 3 dependent perturbation.
The location of the interface can be described using the function x s (x 2 , x 3 , t), with ∂x s /∂t = u 1 . It is further assumed that the first order heat conduction term is small (large P r √ Gr).
Then the first-order linearized equations become
In these equations ∆ = ∂u k /∂x k , and D = ∂/∂x 1 . Following a normal mode analysis, solutions to these equations are sought with the x 2 , x 3 and time dependencies of the form
. The growth rate,n, is nondimensionalized as n =n L /ĝ.
III. INVISCID-INVISCID INTERFACE
In absence of viscosity, µ = 0; however, the background temperature gradient can still be present. In this case, if heat conduction is further assumed to be zero, the background temperature variation simply becomes T = ΘM 2 x + 1. The same relation is obtained for equal thermal conduction coefficients for the two fluids. After transforming equations (21)- (23) into Fourier space, the equations for the amplitudes of the Fourier modes become (where the same notation was used for the real space variables and their Fourier amplitudes):
After eliminating p, ∆, u 2 , and u 3 from these equations, an equation for u 1 is obtained
Eq. (27) gives the jump condition at the interface between the two fluids by integrating over an infinitesimal element which includes the interface
where the subscript s denotes a quantity evaluated at the interface, whose location is given by the equation x s = x 1 , and δf
further simplifications, the equation for u 1 in each fluid (27) becomes
Note that the coefficients in Eq. (29) are functions of x 1 because the sound speed is a linear function of x 1 . Eq. (29) does not admit an analytical solution in a general case and is solved numerically using the following boundary conditions:
at the interface, δu 1 = 0, and the jump condition Eq. (28) . When Θ = 0, Eq. (29) becomes identical to the differential equation derived in Ref. 27 .
In the limit of large Θ, the coefficients in Eq. (29) are dominated by temperature gradient effects and the equation reduces to
The solution to Eq.(30) is
where: U is the confluent hypergeometric Kummer's function of the second kind and L is the associated Laguerre's polynomial. The coefficients C 1 , C 2 are determined to a multiplying constant from the conditions that u 1 vanishes at the rigid boundaries located at x 1 = ±1
and that it is continuous over the interface. After replacing u 1 in the jump condition, a dispersion equation for the growth rate can be obtained (not shown in the paper because of its cumbersomeness).
In the incompressible limit (M 2 = 0), the dispersion relation simplifies to an explicit formula for the growth rate, n 2 /k = At tanh k, which corresponds to the finite domain growth rate equation from Ref. 27 . In this case, the normalized growth rate becomes zero in the limit of small domain size with respect to the perturbation wavelength (k → 0) and approaches the infinite domain formula (n 2 /k = At) in the limit of large domain size with respect to the perturbation wavelength (k → ∞).
IV. VISCOUS-VISCOUS INTERFACE
For the viscous case, neglecting viscosity fluctuations in x 2 and x 3 so that viscosity varies in x 1 direction only, the equations (21) - (23) become
Following a similar procedure as in the previous section, the equation for u 1 is obtained as a fourth order ordinary differential equation
where the coefficients A i are given in Appendix. The boundary conditions for Eq. (35) are: vanishing velocity at the rigid boundaries, u i = 0 and ∆ − Du 1 = 0 at x 1 = ±1, continuity of velocity and tangential stress at the interface, δu 1 = 0, δ(∆ − Du 1 ) = 0 and
The divergence of velocity, ∆, is given by
with the coefficients β and B i and expressions for D∆ and D 2 ∆ in terms of the derivatives of u 1 are provided in the Appendix. Since u 1 can be found only to a multiplying constant, the boundary conditions are supplemented with the specification of u 1 or one of its derivatives at one point inside of the domain. Then Eq. (35) with the boundary and jump conditions form a closed set of equations from which u 1 on each side of the interface and the growth rate, n, can be determined. Eq. (35) is numerically integrated on each side of the domain using a fourth order Runge-Kutta scheme. In order to determine n and u 1 from the matching conditions at the interface, a multidimensional secant method (Broyden's method) is employed. 43 This numerical method, where the equations are integrated starting from one boundary to the next works very well at small to moderate Gr, but it can become unstable at large Gr values.
An approach which can capture the case when Gr is large for one of the fluids is described in the next section.
V. VISCOUS-INVISCID INTERFACE
In some practical applications (including the two applications considered here), the viscosity ratio between the two fluids is large enough so that, for the range of wavenumbers around the most unstable mode corresponding to one of the fluids, the other fluid has negligible viscous effects. In this case, the first fluid needs to still be considered as viscous, while the second can be treated as inviscid. This allows the equations to simplify considerably compared to the fully viscous case and also the use of the numerical integration method described in the previous section. For ICF and solar corona examples, the large viscosity ratio between the two fluids is due to the very large temperature difference between the hot spot and DT ice during the ICF coasting stage and solar coronal plasma and prominence plumes, respectively. Consistent with these two examples, here we consider that the light fluid is viscous and the heavy is inviscid. Then the boundary conditions are: u i = 0 at x 1 = ±1, vanishing tangential velocity at the rigid boundary only for the viscous side, i.e.
∆ − Du 1 = 0 at x 1 = −1, continuity of u 1 at the interface, δu 1 = 0 at x 1 = x s , and vanishing viscous tangential stress at the interface due to slip condition,
Unlike the viscous-viscous case, the tangential velocity is not continuous at the interface. The jump condition becomes
where µ 0 = 0 on the inviscid part and Gr corresponds to the viscous part of the interface. 
and can be analytically solved
where q = n √ Gr + k 2 . Eq. (29) for the inviscid part becomes
and has the solution
where C 1 through C 6 are constants of integration. After applying the boundary and jump conditions to Eq. (40) and (42) to eliminate the constants of integration, a dispersion equation can be obtained as
where the coefficients are defined as
, with upper and lower signs corresponding to the left and right coefficients, respectively.
For a large domain compared to the wavelength of the perturbation (k =kL ≫ 1), keeping only the dominant terms in Eq.(43) simplifies this equation to
where At = (ρ 02 − ρ 01 )/(ρ 02 + ρ 01 ). For the case of infinitely small viscosity on the viscous side (Gr → ∞), the first term in Eq. (44) becomes small compared to the other two terms and the equation reduces to the classical inviscid-inviscid incompressible interface for an infinite domain n 2 /k = At, or in the dimensional formn 2 /ĝk = At.
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VI. DISCUSSION
The comparison of all three interface types for different At values in the simplest incompressible case without temperature gradient (M 2 = 0, Θ = 0) is shown in Fig. 1 . As Gr increases, the normalized growth rates obtained for the viscous cases approach the limiting inviscid case results for some low k range which increases with At. Viscous cases have a most unstable mode close to k ≈ 2 (the wavenumber location decreases with At), which is relatively insensitive to Gr. While for all viscous and viscous-inviscid cases the normalized growth rate goes to zero as k → ∞, it is interesting to mention the growth behavior around the most unstable mode. When one side is inviscid, the results are very close to the fully inviscid case at high At, with larger differences at low At. Compared to the viscous-viscous case, there are noticeable differences for the viscous-inviscid case results at all At values. (Θ < 0), corresponding to hotter light fluid, yield growth rates larger than those obtained for Θ = 0. Thus, the effect should be destabilizing for the two applications considered in this paper. Both the negative and positive temperature gradient effects are more pronounced for smaller At and smaller k (k < 6). This is consistent with the variation of the background stratification subsequent to the variation of Θ (Fig. 3) . Thus, the integral Atwood numbers, At I , presented in Table I , show larger differences between positive and negative Θ cases at small nominal At. Here, At I values are calculated using the background density integrals over the heavy and light fluid regions, respectively.
While the growth rates obtained for Θ < 0 are larger than those obtained for the Θ = 0 compressible case for all k values, they also become larger than those obtained for the incompressible constant density case in an infinite domain (n 2 /k = At) for k sufficiently large. Again, this is consistent with the background density variation and the fact that Θ < 0 growth rates are larger than Θ = 0 growth rates and the latter should approach the incompressible constant density infinite domain results as k → ∞. 27 Since the normalized growth rate starts from small values and approaches the asymptotic value n 2 /k = At from above as k increases, there is a maximum normalized growth rate which, interestingly, occurs around k ≈ 2, similar to the most unstable mode obtained for the viscous cases. Again, this effect is more pronounced at small At and becomes negligible as At approaches 1.
The results for the growth rate obtained analytically from Eq.30 in the large temperature gradient limit are also presented in Fig. 2 . The analytical formula follows the numerical results for a finite temperature gradient and approximates these results well for small At and/or large k values (large domain size compared to the perturbation wavelength).
Figure 2 also shows that the compressible growth rate with Θ = 0 can become larger than the corresponding incompressible growth rate at At = 0.9 and k 2. This overshoot occurs in a different parameter range than that studied in Ref. 27 Nevertheless, unlike the overshoot studied in Ref. 27 , in this case, since the normalized growth rates for compressible and incompressible Θ = 0 cases increase monotonically with k, the infinite domain incompressible constant density growth rate still represents the upper bound. all scales and dominates at large k, when the normalized growth rate asymptotes to zero.
Similar to the inviscid-inviscid interface, a Θ < 0, corresponding to hotter light fluid, has a destabilizing effect, while Θ > 0 has a stabilizing effect. The destabilizing effect of Θ < 0 is more pronounced at low At and becomes smaller as At → 1. The peak of n 2 /k (most unstable mode) with respect to its location corresponding to the ΘM In ICF, ignition is triggered by a hot spot at the center of an imploded fuel shell. 21, 22 The hot spot formation requires implosion symmetry, which is hindered, in particular, by the development of RTI. The focus of the present study is the instability that forms during the coasting or deceleration phase, before stagnation, when the dense fuel shell is decelerated by the pressure exerted by the hot and less dense inner plasma. Curvature effects are neglected in this analysis; this implies that the results are not applicable at small wavenumbers, i.e. k 1/R (R -radius of ICF shell).
The input parameters for the numerical calculations are taken from Weber et al. 34 Fig . 6 shows the radial profiles, averaged over 4π, corresponding to the beginning of the coasting phase. In their computational study, Weber et al. 34 considered the importance of plasma viscosity on the development of turbulent mixing during the coasting phase. In another (Fig. 3) . 34 Thick lines in the density and viscosity profiles: One degree of uncertainty related to the set of parameters described above is the vertical extent of the domain. As explained in section IV, the numerical integration method used here becomes unstable at large Gr values and increasing the domain size has the effect of increasing the overall Gr. On the other hand, small domain sizes are affected by finite size effects and yield lower growth rates. Thus, first the influence ofL is examined. Fig. 7 shows the growth rate in dimensional form in the approximation of viscous-inviscid interface and uniform background temperature for differentL values. The inviscid-inviscid case is also presented for comparison. The growth rate increases significantly asL increases from 1µm to 10µm; however, it appears to converge asL approaches 10µm. The inset to Fig. 7 shows the peak value and the peak location of the growth rate as a function ofL. ForL > 5µm
both the peak and its location almost do not depend on the domain size, which means that calculations made with the domain sizeL = 10µm provide converged results. It can also be concluded from the comparison of the viscous-inviscid and inviscid-inviscid interfaces that viscosity has a strong damping effect on RTI during the coasting phase. 
The results can be qualitatively compared with previous results related to the ICF coasting. [31] [32] [33] 45 . These studies include the effect of ablation, however they do not account for the presence of viscosity. In general, the growth rate calculated for viscous-inviscid compressible interface atL = 10µm is less than the values obtained in these studies, pointing to the importance of including the physical transport in the multi-dimensional calculations.
In ICF, RTI grows at micron scale. It would be interesting to compare the results to large scale applications. As an example, the solar corona is considered here where the instabilities can develop on hundreds to thousands kilometers scale. RT-type instabilities are formed at the interface of the quiescent low density coronal plasma and the prominence plumes of denser plasma from the chromosphere, providing At = 0.6 ÷ 0.7 and Θ ≈ −0.9. [46] [47] [48] Because the prominence plasma is strongly magnetized, there is a dumping effect of magnetic pressure on the instability growth, that, in addition to other complex plasma properties, is not taken into account in the present estimates. In Fig. 9 , the growth rate is calculated based on the parameters derived from [46] [47] [48] 
VIII. CONCLUSIONS
Using a normal mode analysis, the effects of viscosity and background temperature gradient, Θ, on the growth rate are systematically studied for the compressible RTI with two In general, for all cases, the effect of Θ < 0, corresponding to hotter light fluid, is found to be destabilizing and that of Θ > 0 stabilizing, compared to the background state with Θ = 0.
These results are consistent with the corresponding background density stratifications. The effect of the Θ = 0 is stronger at small At and becomes small as At approaches 1 for all cases.
In the limit of large k, the effect diminishes and the growth rates approach the corresponding Θ = 0 case. On the other hand, for the inviscid case, at small k values, the growth rate obtained with Θ < 0 exceeds the infinite domain incompressible constant density result, n 2 /k = At, so that this result is no longer an upper bound for the compressible growth rate as in the Θ = 0 case. Then, since n 2 /k corresponding to Θ < 0 should approach the value
At from above, this suggest the existence of a peak in the normalized growth rate variation with k. The magnitude of the overshoot relative to the n 2 /k = At value decreases with At, consistent with the rest of the results.
The effect of viscosity on the growth rate is important for all At numbers and at all scales but becomes dominant at large k. As Gr number increases, the viscous growth rates approach the limiting inviscid case results for some small range of k and this range becomes larger with At. Viscous cases have a most unstable mode at k ≈ 2 (the wavenumber location where the coefficients (with subscript ( m ) is dropped for simplicity) are given by
