The states of a boron acceptor near a Si/SiO2 interface, which bind two low-energy Kramers pairs, have exceptional properties for encoding quantum information and, with the aid of strain, both heavy hole and light hole-based spin qubits can be designed. Whereas a light-hole spin qubit was introduced recently [Phys. Rev. Lett. 116, 246801 (2016)], here we present analytical and numerical results proving that a heavy-hole spin qubit can be reliably initialised, rotated and entangled by electrical means alone. This is due to strong Rashba-like spin-orbit interaction terms enabled by the interface inversion asymmetry. Single qubit rotations rely on electric-dipole spin resonance (EDSR), which is strongly enhanced by interface-induced spin-orbit terms. Entanglement can be accomplished by Coulomb exchange, coupling to a resonator, or spin-orbit induced dipole-dipole interactions. By analysing the qubit sensitivity to charge noise, we demonstrate that interface-induced spin-orbit terms are responsible for sweet spots in the dephasing time T * 2 as a function of the top gate electric field, which are close to maxima in the EDSR strength, where the EDSR gate has high fidelity. We show that both qubits can be described using the same starting Hamiltonian, and by comparing their properties we show that the complex interplay of bulk and interface-induced spin-orbit terms allows a high degree of electrical control and makes acceptors potential candidates for scalable quantum computation in Si.
I. INTRODUCTION
Quantum computing is among the most intensively researched topics in modern physics. [1] The need for scalability and long coherence times has spurred the development of spin-based solid state quantum bits (qubits), [2] [3] [4] [5] [6] [7] [8] [9] which are inherently scalable and interact weakly with their environment. Solid state spin qubits employ the nuclear spin of a donor, [2] the spin of a quantum dot or donor-bound electron, [3] or two-electron singlet and triplet states. [4] Among semiconducting host materials, Si is promising due to its compatibility with Si microelectronics, the absence of piezoelectric coupling to phonons and nuclear-spin free isotopes offering the possibility of isotopic purification to eliminate the hyperfine interaction leaving nearly pure 28 Si. [10] The outstanding spin coherence times of Si [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] have caused Si-based devices to be energetically investigated. [19, 20, [22] [23] [24] [25] [26] At the same time, the study of localised spin systems with strong spin-orbit interactions has flourished in recent years, motivated by their potential for all-electrical spin manipulation. [27] [28] [29] [30] [31] [32] [33] [34] Spin-based quantum computing schemes typically rely on static magnetic fields to achieve a splitting of the qubit states, and on radiofrequency (RF) magnetic fields to effect transitions between these states. Static magnetic fields can be localised by using nanomagnets [35] but localising RF magnetic fields is considerably harder. Hence, a significant body of research has been devoted to accomplishing spin manipulation entirely by electrical means, such as electric dipole spin resonance (EDSR) [31, [36] [37] [38] [39] . Many additional advantages of spin-orbit coupling have been identified. Via coupling to electric fields and deformation potentials, spin orbit coupling opens new channels for entanglement of spin qubits by direct Coulomb interactions, photons, and phonons. When intrinsic spin-orbit coupling of the crystal is employed, complex fabrication of nano-magnets can be avoided, while also avoiding additional decoherence channels they may introduce.
Confined hole systems are ideal to explore spin-orbit coupling effects in localized spins. Hole spin-orbit interactions are inherently strong, due to the orbital angular momentum l = 1 of their constituent atomic wave functions, and holes are described by an effective spin-3/2 [40] . The additional degrees of freedom of the spin-3/2 -the quadrupole moment associated with the heavy hole-light hole coupling as well as the octupole moment -give rise to physics unique to holes: an alternating spin polarisation [41] and interactions with an electric field quadratic in the effective spin. [40, 42] Decoherence in hole systems can be less pronounced than in some electron systems, [43] [44] [45] due to the suppression of the holenuclear spin contact interaction. [46] [47] [48] Thanks to these favourable properties, hole quantum dots and acceptors have been the focus of increasing attention, [26, 38, [49] [50] [51] [52] [53] for example experiments have successfully measured the Zeeman splitting of a single acceptor hole [54] .
Spin-orbit coupling in conventional spin qubits enhances unwanted coupling to electric fluctuations arising from phonons and charge fluctuations, thus potentially destroying single-and two-qubit coherence. The fundamental question to be answered is whether strong spin-orbit must necessarily be associated with dephasing and the loss of quantum information, [55] [56] [57] [58] or whether quantum computation schemes could be devised in which electrical spin control by desired electric fields is enabled while dephasing due to unwanted electric fields is suppressed. The long-term aim of our work is therefore to devise a highly coherent localised spin-orbit qubit which can be operated and entangled purely through the use of electric fields. In particular it is important that the qubit be robust to electrical noise during both single qubit and two-qubit gates. Protection during two qubit operations could prove to be very important since the exchange mechanism for entangling spin qubits is inherently vulnerable to dephasing by electric field fluctuations.
In this paper we propose using holes bound to B:Si acceptors implanted near an interface ( Fig. 1 ) to realize highly coherent qubits that utilise both the spin and the charge degrees of freedom for enhanced functionality [59] [60] [61] [62] We discuss analytically the various hole interactions with the interface and electric fields and introduce their use in a new heavy-hole qubit, in a manner broadly analogous to our previously proposed light-hole qubit. [63] We develop a theoretical picture unifying acceptor qubits and compare the heavy-hole and light-hole architectures in a way that illustrates the principles used in acceptor quantum computing. The greatest advantage of acceptors is their high degree of tunability using a gate electric field, which is due to the interplay of the dipole and quadrupole degrees of freedom inherent in the hole spin-3/2. Acceptors in Si combine a series of additional desirable properties. The acceptor confinement potential is built into the device, the sharp confinement helps to reduce decoherence, and its shape is well understood and reproducible. Moreover, devices based on single Si:B acceptors have recently been demonstrated [54] , and we expect that fabrication of future Si:B devices will benefit from advances in ion implantation and STM lithography technologies used for fabricating Si:P devices [64, 65] .
Near an interface both heavy (HH) and light hole (LH) spin qubits can be implemented allowing a degree of flexibility. In both architectures all-electrical quantum computing is enabled by the subtle interplay between bulk terms with T d symmetry and interface-induced Rashbalike spin-orbit terms, which are tunable by a top gate. As compared to Si electrons, holes do not possess a valley degree of freedom, which could interfere with qubit operation and entanglement. The key physics of interfacebound acceptor qubits is conveniently captured by an effective 4 × 4 Hamiltonian, which enables an analytical description, and is our central result:
The basis used here is {3/2, −3/2, 1/2, −1/2} in the notation detailed in Sec. II. The energies ε H± = ε H ± 3 2 ε Z , and ε L± = ε L ± 1 2 ε Z , with ε H,L the HH, LH energies respectively in the absence of magnetic fields, and the Zeeman energy ε Z = gµ B B z . The terms ε =
2 gµ B B + where E ± = E x ± iE y , B ± = B x ± iB y are the in-plane electric and magnetic fields, while F z is the out-of-plane gate electric field. We provide an analytic model with an analytic solution, with parameters obtained from exact numerical solution to the 6x6 LK Hamiltonian with cubic terms and split-off holes, and parametrized in terms of a series expansion in the gate-electric field. Based on this Hamiltonian and on numerical calculations, we demonstrate that B:Si hole EDSR is especially strong thanks to the interface-induced spin-orbit terms. The biggest challenge facing electrical quantum computation schemes is decoherence due to fluctuating electric fields [66] [67] [68] [69] . In B:Si, at certain values of the gate electric field we identify sweet spots in the qubit dephasing rates due to charge noise, which are traced to HH-LH mixing, i.e. the quadrupole moment. The EDSR term peaks close to the point where the dephasing time T * 2 also peaks, implying high gate fidelity at the T * 2 sweet spot. Hence acceptor hole qubits can have better coherence times than certain quantum dot-based electron qubits. Entanglement can be accomplished by coupling to a superconducting resonator, using the spin-orbit induced dipole-dipole interaction, or Coulomb exchange [26, [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] . Our proposed architectures are feasible by combining mature silicon nanofabrication technology with emerging schemes for single-dopant electronics [23, 54, 89, 90] . This paper is part of a series of joint experimental and theoretical studies of acceptor spin qubits. Our experimental work Ref. 91 demonstrated the use of acceptor dopants in silicon for quantum simulation, with results backed up by theoretical modeling. Ref. 63 proposed a spin quantum computation scheme based on the light hole states of an acceptor near an interface (cf. Sec. V). In this greater context our scope in this paper is twofold: to derive a master Hamiltonian for all interface-bound acceptor qubits and to demonstrate the use of the heavy hole states as a qubit thus completing the greater picture of acceptor spin qubits.
The outline of this paper is as follows. In Sec. II we introduce the total Hamiltonian of an acceptor near an interface. In Sec. III we discuss the methodology of implementing a heavy-hole qubit, and a general entanglement platform applicable to all acceptor qubit architectures is introduced in Sec. IV. The heavy-hole and lighthole schemes are compared in Sec. V, and we end with a summary and conclusions.
II. TOTAL HAMILTONIAN
The total Hamiltonian for a boron acceptor located near the Si/SiO 2 interface is
Here H Lut is the 4 × 4 Luttinger Hamiltonian describing holes in bulk semiconductors in the absence of external fields or confinement potential [92] , discussed in detail below. The acceptor Coulomb potential H C = e 2 /(4π 0 r r), with r the hole position vector and r the relative permittivity. The Zeeman Hamiltonian H Z incorporates the interaction with a constant magnetic field, which is needed only to define the qubit. The normal to the interface is taken to be ẑ, with Si on the +z side, and the interface potential is represented by H if = U 0 Θ(−z), with U 0 the potential step and Θ the Heaviside step function. The gate Hamiltonian H gt = eF z z takes into account the interface electric field F , which gives rise to the Rashba terms needed to drive the qubit. The term H E represents the interaction with the applied time-dependent in-plane electric field E for a bulk acceptor. Finally, H T d represents the T d corrections to the interaction with the electric fields. We explicitly neglect the central cell correction to H C [93] , which works well for Si:B [94] but which cannot be neglected for other acceptors such as Si:Al, Si:Ga or Si:In.
A. Bulk acceptor
The Luttinger Hamiltonian is written as
where p is the momentum operator, m 0 the bare electron mass, S the effective spin-3/2, and the dimensionless Luttinger parameters for Si are γ 1 = 4.28, γ 2 = 0.375, and γ 3 = 1.45, [93] while c.p. stands for cyclic permutations and {A, B} = AB + BA. Alternatively, µ = (6γ 2 + 4γ 3 )/(5γ 1 ) measures the strength of the spherical term, while δ = (γ 3 − γ 2 )/γ 1 < µ measures the strength of the cubic terms. [95, 96] Since in Si µ ≈ 0.38 while δ ≈ 0.25, a perturbative treatment of δ is known to be inaccurate. [94, 96] In our numerical calculations therefore we have retained the full cubic symmetry of Si and included the spin-1/2 split-off band. Both affect the Si acceptor energy spectrum and are needed for quantitative accuracy, though they do not affect qubit spin dynamics qualitatively. Our analytical exposition therefore relies on the spherical approximation. In the absence of 
where |Ψ m J are the 4-fold degenerate ground state functions with energy ε 0 and |Φ m J are the first excited states with energy ε 1 . The energy eigenfunctions |Ψ m J are also eigenstates of J z .
The T d symmetry of the diamond lattice enables terms linear in the electric field, coupling HH1 to LH1 [42] 
where p is given in Table I Table I , where the coefficient p (1) is negligible. The interface electric field reduces the charge density at the centre of the ion by mixing in higher excited states with P symmetry which have zero charge density at the origin.
B. Hamiltonian near an interface
In the vicinity of the interface, inversion symmetry breaking lifts the degeneracy of the ground state, and provides a natural spin quantisation axis ẑ. Symmetry breaking gives rise to a splitting between HH1 and LH1, and to Rashba-like spin-orbit coupling terms.
The interface potential H if (z) = u 0 Θ(−z) is a function of z = r cos θ only, and thus does not couple states with different m J . Therefore if we consider only matrix elements within the 4×4 bulk ground state manifold, the interface gives only a splitting between HH1 and LH1:
We will use ε H± = ε H ± 3 2 ε Z , and ε L± = ε L ± 1 2 ε Z . The energies ε H,L are the energies in the absence of the Zeeman field:
comes from the interface, and has been observed experimentally. [90] The Zeeman energy ε Z = gµ B B, with B ẑ for the HH qubit, and B x for the LH qubit. The states HH1 are lowest in energy in the absence of strain. [107] Henceforth we work in the basis of eigenstates of H Lut + H C + H Z + H if , and restrict the analytical treatment to the manifold spanned by the four states |Ψ m J ≡ {3/2, −3/2, 1/2, −1/2} corresponding to HH1 and LH1, which are two sets of Kramers conjugate pairs.
Next we consider the first excited state manifold {|Φ m J } and evaluate Rashba-like spin-orbit terms perturbatively using a Schrieffer-Wolff transformation to project onto the ground state manifold. [40] This transformation is described in detail in the supplement. Including H if + H gt and denoting E ± = E x ± iE y , we find
We can write
z , where α (0) comes from the interface potential step while the additional terms stem from the interface electric field F z . 
These terms are given in Table II . At low fields we can retain only the linear-in-field term, but at higher values of F z this approximation does not hold. The full dependence of α on the gate electric field is displayed in Fig. 4 . We note that Zincblende materials also have Dresselhaus spin-orbit interactions due to bulk inversion asymmetry, [40] but these are absent in Si. The SchriefferWolff transformation also yields diagonal terms which give a renormalisation of the splitting between heavy holes and light holes:
In a real system higher order terms are always involved, however a parabolic dependence holds as long as F z is not very large. The coefficients ∆ (i) HL are given in Table III .
C. Our approach
In this work we use a hybrid approach combining analytics and numerics, which gives both physical insight and numerical accuracy. The analytical approach is based on the simplified 4 × 4 Luttinger Hamiltonian in the spherical approximation introduced above, in which the cubic terms and the spin split-off band are neglected. We include the T d interaction terms with the electric fields as well as the interface-induced level splittings and spin-orbit terms, and adding up all the terms introduced above we obtain the Hamiltonian of Eq. (1). The numerical approach is a non-perturbative, exact diagonalisation 6 × 6 Luttinger-Kohn calculation explicitly including the cubic terms, the ion and interface well potentials and all electric field terms. We account for hybridisation of levels outside the 4 × 4 extended qubit subspace, leading to renormalised parameters for e.g. the Zeeman interactions. Since the analytics cannot yield the coefficients e.g. α (0) and α (1) for the interface spin-orbit coupling, these coefficients are obtained by fitting the analytical results to the numerics, thus we keep all the terms in the analytics required to reproduce the numerical results.
III. HEAVY HOLE QUBIT
Taking Eq. (1) as our starting point, we now describe in detail the operation of a HH qubit encoded in the effective HH1 Kramers doublet |Ψ ± 3 2 . A constant uniform Zeeman field ẑ separates the qubit states, such that a hole can be loaded into the m J = − 3 2 state in the HH1 manifold. A Zeeman field of ≈ 0.5 T produces an energy splitting of ≈ 50µeV k B T in a dilution refrigerator, hence initialisation is straightforwardly accomplished. The in-plane magnetic field in Eq. (1) is set to zero for the remainder of this discussion.
A. Effective HH Qubit Hamiltonian and states
We assume E x , E y F z and initially we take E x = E y = 0. Diagonalizing Eq. (1), assuming ∆ HL > 2ε Z , we obtain the eigenvalues
(10) with corresponding eigenvectors
where N 1 , N 2 are normalisation factors, given by:
The corresponding eigenvector matrix V is given in the supplement. The originally 4-fold degenerate subspace was first split into HH and LH subspaces as a result of the interface potential, each being doubly degenerate. This remaining degeneracy is completely removed in response to the applied Zeeman field. In the presence of the Zeeman field, the energy of the state |u H+ is lifted while the energy of |u L− is suppressed. We notice that the two level cross each other at ε Z = 1 2 ∆ HL , thus 1 2 ∆ HL is the critical Zeeman field strength below which the two lowest energy levels are the heavy holes |u H± and above which are |u H− and |u L− . Without the interface spinorbit terms
(13) The dependence of the qubit Larmor frequency on the gate electric field is shown in Fig. 5 .
B. EDSR
Rotated Rashba terms: The off-diagonal terms of Rashba Hamiltonian couple between heavy holes and light holes. In the basis {|v H+ , |v H− , |v L+ , |v L− } the off-diagonal matrix is transformed tõ
where
Hamiltonian describes the response of the HH qubit to the in-plane electric field through the Rashba interaction.
It has an overall dependence on F z which is the origin of all the novel physics in the vicinity of this interface. In this same basis
We further projectH E into the HH subspace using a Schrieffer-Wolff transformation, whence the original dipole moment p → p ef f = √ 3ξ 1 p. We apply the same transformation toH R , finding that the Rashba-induced dipole moment
, thus the total EDSR dipole moment is D = |p ef f + p R |, with the interface-induced spin-orbit terms making a significant contribution. The dependence of D on the gate electric field is shown in Fig. 6 . The blip in this figure indicates the point at which the interface-induced spin orbit terms become dominant over the bulk T d -symmetry p-terms.
C. Relaxation
Qubit relaxation is expected to be due predominantly to acoustic phonons. For the heavy hole qubit the spin relaxation time is given by the standard expression
where ε Z = gµ B B, ω is the qubit frequency,∆ HL is the splitting between heavy hole subspace and light hole subspace modified both by the interface and gate electric field, which is given in the supplement, where the details of the derivation are also provided. This value of T Bir-Pikus deformation potentials. We obtain T 1 = 40 µs for B = 0.5 T, and T 1 = 1.3 ms for B = 0.25 T. The dependence of T 1 on the gate electric field is shown in Fig. 7 .
D. Dephasing
For a Zeeman energy ε Z < 1 2 ∆ HL , the two lowest energy states are |v H− and |v H+ . To analyse the promise of constructing a highly coherent qubit out of these two heavy hole states, we evaluate the free induction decay dephasing time T * 2 . [58, 68, [108] [109] [110] [111] [112] [113] Common sources of dephasing in solid state spin qubits include the hyperfine interaction, fluctuations in the Landé g-factor and through the joint effect of hyperfine or spin-orbit coupling and fluctuating electric fields due to phonon effects or charge noise. [46, 66, 69, [114] [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] [125] In silicon the hyperfine effect can be removed by isotopic purification while phonon effects decrease in importance at low magnetic fields, therefore the susceptibility to charge noise is expected to be the main source of dephasing. [18, [126] [127] [128] [129] [130] We introduce explicitly the vertical electric field F z due to the defect, which modifies the total vertical electric field as F z → F z + F z , and the HH-LH splitting as
We will retain only terms up to first order in F z , since in realistic samples active defects will be some distance d away from the acceptor. We will assume d = 40 nm. The dephasing rate is plotted in Fig. 8 , in which a sweet spot is notable. We find T * 2 > 1 ms for F z within ±0.1 MV/m of the sweet spot, which is more than 10 3 times the value of the obtained entanglement gate times. To obtain these figures, firstly a realistic defect separation d = 40 nm is considered, since the immediate vicinity of the acceptor is depleted by the gates. The value of the defect F z is 3380 V/m using = 11.8, and a defect switching time τ = 1000τ 1 is considered as a worst case estimate. Here τ 1 is taken as the EDSR gate time for a π-pulse represented by h/2DE ac , with E ac the ac in-plane electric field, estimated as 500 V/cm, and the dipole moment D estimated at the sweet spot from Fig. 6 . This choice is justified by the fact that the effect of slower fluctuators can be strongly suppressed by dynamical decoupling pulses, which in our architecture are mediated by EDSR.
Importantly, we find that the peak in T * 2 occurs at a point where the EDSR strength is near the maximum, which implies that at the T * 2 sweet spot the EDSR term exhibits very little sensitivity to noise. Since very little jitter in the gating is expected at this point well-defined gate times can be obtained as well as high fidelity. The same may be true of the circuit quantum electrodynamics (cQED) and dipole-dipole entanglement schemes discussed below, which rely on the EDSR gate to couple the qubit spin to an electric field.
IV. ENTANGLEMENT
The transverse coupling of both the HH and LH qubits to electric fields allows for entanglement of spins over long distances. Two schemes of immediate interest for spinspin coupling include electric dipole-dipole interactions, or cQED using superconducting microwave cavities.
Long-range schemes for entanglement have important advantages over short-range schemes such as Heisenberg exchange, because they reduce qubit density, reducing the density of qubit control lines, and make entanglement operations far less susceptible to errors in positioning of the dopants. Acceptor-bound holes are ideal for longdistance coupling of spins mediated by electric fields and photons, since their large spin-orbit coupling allows for strong couplings to electric fields resulting in fast operations over long distances. Moreover, despite the strong coupling to electric fields, the spins are protected at the Hamiltonian level against electric field noise, when operating at the sweet spot during entanglement operations.
A. Dipole-dipole interactions
Given that Coulomb interactions couple into the spinsubspace due to spin-orbit coupling, two qubit gates can be achieved by electric dipole-dipole interactions [71, 72] . We consider the mutual Coulomb interaction for qubits with R 12 20 nm separation, where the exchange interaction is sufficiently small to be neglected.
The Hamiltonian in the two-spin subspace is H = H 1 + H 2 + H int where H i is the extended 4 × 4 Hamiltonian for isolated qubit i = 1 and 2, and H int is their mutual Coulomb interaction. Working in a 16×16 direct product subspace |pq = |v p ⊗ |v q where p ∈ {H±, L±} and q ∈ {H±, L±}, the dipole-dipole interaction in the multipole expansion is
where we have introduced
That is, δr i pp is related by scale factors to the sum of quadrupolar interactions of individual qubits with electric fields,H Rnn +H Enn , given by Equation (14) and Equation (15) . Here, R i is the position of qubit ion i, and
The combined effect of Zeeman and Coulomb perturbations can be projects into the coupled qubit subspace |H − H− , |H − H+ , |H + H− , |H + H+ as a spindependent interaction, using a Schrieffer-Wolff transformation. This interaction, which is physically interpreted as Ising-type interaction, has a magnitude
, where v i is the spin-dependent charge dipole of qubit i = 1, 2. After some simplification we obtain
12 . An electric dipole-dipole mediated two-qubit √ SWAP time of τ dd = h/4J dd = 1 µs is obtained.
B. Circuit QED
For entanglement using cQED it is customary to start from the well-known Jaynes-Cummings Hamiltonian
where a, a † represent photon creation and annihilation operators respectively for a resonator with frequency ω r , ω is the qubit frequency, and g c = eDE 0 / the vacuum Rabi coupling constant, given by the product of the qubit dipole matrix element and the vacuum electric field E 0 of the resonator mode.
By means of a unitary transformation, described in Ref. 78 , the following effective two-qubit (1,2) interaction Hamiltonian can be derived
Here the detuning ∆ = ω − ω r is the difference between the Larmor energy of the qubit ω and the photon energy ω r in the resonator. This indicates that an effective spin-spin interaction of magnitude J c = 2 g 2 c /∆ can be achieved, whose magnitude is estimated as follows.
Assuming a coplanar waveguide resonator operating at B = 0.5 T narrowed to a gate of 60 nm in the vicinity of the dopant, a vacuum electric field of E 0 = 50 V/m should be achievable, and the vacuum Rabi coupling g c = eDE 0 / can be found from Fig. 6 by taking the value of D at the sweet spot. Operating at a detuning of ∆ = 4g c , we obtain a two-qubit √ SWAP time of τ c = h/4J c,xx = 6.6 µs. Recently, quality factors exceeding 10 5 have been achieved for fields up to 0.5 T in an in-plane field geometry, which corresponds to a photon decay rate of approximately κ ∼ (40 µs) −1 . We note that the insensitivity of the qubit Larmor frequency to charge noise also protects the qubits against decoherence during two-qubit gates. Moreover, the strength of the dipole-dipole and cQED mediated interactions is proportional to D 2 , such that the jitter in gate times goes as dD 2 /dF z , see Fig. 6 . Here we see that dD 2 /dF z goes to zero near the sweet spot, also helping to minimize gate errors that might be introduced by charge noise during two-qubit operations.
V. DISCUSSION
The quadrupolar spin-orbit interactions described herein are general to acceptor-bound holes experiencing additional confinement from an interface and a gate electric field. For example, they are the essential ingredients for the proposed electrically controllable light-hole qubit in Ref. 91 . They include the (i) T d symmetry electric-field interactions, (ii) interface-induced splitting, and (iii) interface induced spin-orbit coupling.
For both the HH qubit described herein, and the LH qubit in Ref. 91 , the gate-electric field is used to tune the interface-induced splitting and the interface-induced spin-orbit coupling between the light and heavy holes.
Moreover, in both cases, the T d symmetry spin-orbit interaction with gate electric fields mixes the light and heavy holes. This mixing is responsible for two effects: first, together with the applied magnetic field, it transforms the spin-orbit coupling between the light and heavy holes into a transverse EDSR term in the qubit subspace, and second, it introduces a dispersion into the ground state that gives rise to the sweet spot, which makes the qubit insensitive to electric field noise. We emphasise that both qubits can be described starting from the generic Hamiltonian introduced in Eq. (1), which is thus regarded as a master Hamiltonian of acceptor spin qubits. The key ingredients enabling full electrical control of acceptor qubits are the interface-induced spin-orbit terms, which may be regarded as the spin-3/2 equivalent of the Rashba terms known in semiconductor nanostructures. These fall into two categories: a contribution due to the potential energy step at the interface, which has not been calculated before, and a contribution due to the interface electric field, which can be identified with the d-terms in Ref. 42 .
In spite of the overall similarities, the heavy-hole qubit that has been the focus of this paper is described by a qualitatively different effective Hamiltonian than the one in Ref. 91 . This is because it relies on the spin-diagonal Zeeman interaction with an out-of-plane magnetic field, since HH have vanishing Zeeman interactions for in-plane magnetic fields. On the other hand, the light-hole qubit of Ref. 91 has spin off-diagonal Zeeman interactions because the applied magnetic field is perpendicular to the interface-induced spin quantization axis. The in-plane gfactor can be sizeable thanks to couplings between the heavy holes and the light holes. In part due to these qualitative differences, the physical origin of the sweet spot in T * 2 is different for the two systems. For the LH qubit with an in-plane magnetic field a very generic reason for the sweet spot can be identified, namely the nonperturbative HH-LH mixing near the anti-crossing, where the qubit states comprise a √ 3/2 spectral amplitude of light holes and a 1/2 spectral amplitude of heavy holes. Moreover, for an out of plane applied magnetic field, the LH qubit architecture would not exhibit a sweet spot in T * 2 . The sweet spot for the HH qubit, on the other hand, is not liable to a simple explanation. It is absent if ∆ (2) HL is artificially set to zero, even for p = 0, which is not a restriction on the realization of the sweet spot for the LH qubit.
The two qubits we have introduced in this work and in Ref. 91 can be controlled solely by electrical means. Quite generally in both cases, the location of the qubit with respect to the interface is important in achieving a high degree of electrical tunability. Having the qubit too close to the interface is not ideal because the HH-LH splitting ∆ HL becomes very large, suppressing HH-LH mixing terms. At the same time it is undesirable to have the qubit too far from the interface, since the eF z z term increases linearly with z. The ground state is a hybrid between triangular and spherical eigenstates and the anti crossing between the two becomes very sharp (narrow) at large values of eF z z. [131] This latter shortcoming can be compensated using strain. [54, 91, 132, 133] Two notable quantitative differences stand out between the HH and LH qubits. Firstly, as compared to the LH qubit, the effective EDSR dipole moment for the HH qubit is weaker by a factor of approximately 30. This is compensated by the fact that for the exact same physical setup the HH qubit is considerably less sensitive to noise than the LH qubit, exhibiting much longer dephasing times around the sweet spot. Furthermore, the second order term in the noise electric field is expected to be much smaller for the HH qubit because the curvature of the Larmor frequency as a function of gate electric field is considerably smaller. This fact, and the quantitative description of dephasing, will be addressed in detail in a future publication.
Overall, the LH qubit has more extreme performance characteristics, since it allows for larger drives to be obtained, giving more gate operations per T 1 . However, it is harder to make, requiring strain. Moreover, obtaining larger drive strengths requires deeper acceptors, such that the sweet spot has a narrower window of operation where T * 2 T 1. The HH qubit on the other hand allows fewer gate operations per T 1 , since around the sweet spot T 2 is limited by T 1 ≈ 100 µs, allowing 100 qubit operations compared with 10 4 for the LH qubit. However, it has a much larger window in which the charge noise T * 2 T 1 , and it does not require strain, simplifying the fabrication. At the same time, for the HH qubit, to a first approximation the Zeeman interaction with an inplane magnetic field vanishes, therefore a magnetic field perpendicular to the interface is needed to split the qubit states. Such a perpendicular field may affect the Q-factor of a superconducting resonator used in entanglement via circuit QED. In that case it will be preferable to use dipolar coupling for entanglement, a scheme for which we have found no obvious restrictions.
Finally, we note that two-qubit gates, mediated by dipole-dipole interactions or cQED and producing entanglement, can either be turned "on" and "off", by varying the gate electric field, or alternatively, "alwayson" interactions could be employed [134] . The "on" behaviour is obtained at the finite-field sweet spot, where EDSR-mediated cQED and dipole-dipole interactions are strong. The "off" behaviour is obtained by adiabatically sweeping at the F z ∼ 0 (zero-field) sweet spot where EDSR is considerably weaker, see Fig. 6 . Although couplings αE x,y between the light and heavy holes are present at F z ∼ 0 due to the interface, the pF z -induced light-heavy hole mixing vanishes, and as such, the αE x,y interactions do not couple into the qubit subspace as EDSR interactions. Alternatively, several schemes exist which can provide a universal set of operations, without the ability to dynamically modulate two-qubit interactions. The relative merits of these two schemes follow from their requirements; tuning the interactions requires control of individual qubits between the two sweet spots, while "always-on" interactions consume additional physical resources [134] [135] [136] .
VI. SUMMARY
In conclusion, we have studied an interface-bound silicon acceptor-spin qubit driven by a Rashba-like spinorbit interaction induced by the interface. We have demonstrated that quadrupolar terms in the qubit interaction with the electric field are the source of sweet spots in the dephasing time, which enhance the qubit immunity to charge noise. The spin off-diagonal terms induced by the interface enhance EDSR significantly, which allows efficient manipulation entirely by means of electric fields. Entanglement by means of dipole-dipole interactions or cQED is inherently scalable thanks to the noise immunity of the qubit. The Rashba-like spin-orbit interaction terms improve the possibility of building a true spin qubit in solid state quantum computing platforms.
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ground state manifold using Schrieffer-Wolff transformation, keeping terms up to the second order, we obtain the effective Rashba Hamiltonian in basis {3/2, −3/2, 1/2, −1/2}:
where ∆ = ε 1 − ε 0 is the splitting between ground state and the first excited state, ρ = − 1 15
The off-diagonal terms are to couple between heavy holes and light holes which can be simplified as:
where a R = − eρU t ∆ comes from the interface, while
describes the (first-order) coupling due to the gate field F z .
The diagonal terms give a parabolic correction to the splitting between heavy holes and light holes:
in this case.
Appendix D: Relaxation
We derive the phonon-induced spin relaxation for a J = 3/2 system. In first-order perturbation theory, the phononmediated relaxation rate from a level |n to a level |n via emission of a phonon with energy ω qs = v s q s is
where s = , t 1 , t 2 are the phonon polarizations, q s is the phonon wavevector, and i,j H ijs = i,j D ij ijs . The deformation potential matrices D ij are determined from the Bir-Pikus Hamiltonian 
and the strain ijs = 1 2 (dδR is /dr j + dδR js /dr i ) of the phonon mode s is determined by the displacement [137] 
whereê qs is the normalized phonon polarization vector, N is the number of unit cells, V c is the unit cell volume, N V c = L 3 is the crystal volume, and ρ is the mass density. Using these relations, we obtain H ijs = qD ij 2N V c ρω qs − i 2 (e qis q j /q + e qjs q i /q)(a † qs + a qs ) exp(iq s · r)
For n |D ij exp(iq · r)|n we make use of the dipole approximation n |D ij (1 + iq · r + . . . )|n ≈ n |D ij |n , which is appropriate since qa ∼ 10 −2 where q is the the phonon wavevector for ω = 60 µeV and a ∼ 1 nm is the Bohr radius. The identity δ[g(x)] = i δ(x − x i )/|(∂g/∂x) x=xi |, where x i are the zeros of g(x), gives δ( ω − vs ) = δ(q − ω/v q )/( v q ), and we furthermore the summation over phonon wavevectors to an integral with q (·) ≈ ( 
where Ω ijs = dΩ(e qsi q j /q + e qsj q i /q) 2 is a dimensionless angular integral. At low temperatures T ω ω/k ≈ 0.7 K we have | n q + 1|(a † qs + a qs )|n q | 2 ≈ 1, and
where v l and v t are the longitudinal and transverse acoustic phonon velocities. The Ω ijs are computed by substitution of q s andê qs [138] ê q = q −1 (q x , q y , q z ) (D7) = (cos(θ) sin(φ), sin(θ) sin(φ), cos(φ)) (D8) e qt1 = (q 
For the longitudinal phonons we have Ω xx = Ω yy = Ω zz = 16π/5 and Ω xy = Ω yz = Ω xz = 16π/15. Similarly, for the ta1 phonons we have Ω xxt1 = Ω yyt1 = 4π/3 and Ω zzt1 = 0, and Ω xyt1 = 4π/3 and Ω yzt2 = Ω xzt2 = 2π/3. Finally, for the ta2 phonons we have Ω xxt2 = Ω yyt2 = 4π/5 and Ω zzt2 = 32π/15 and Ω xyt2 = 4π/15 and Ω yzt2 = Ω xzt2 = 14π/15. These integrals obey Ω ij = 16π/5 for i = j, Ω ij = 16π/15 for i = j, Ω ijt1 + Ω ijt2 = 32π/15 for i = j and Ω ijt1 + Ω ijt2 = 8π/5 for i = j. Substituting these expressions we obtain 
We determine the deformation potential −|D ij |+ of the heavy-hole spin-orbit qubit using a Schrieffer-Wolff transformation. Because the magnetic field is a diagonal interaction for the heavy-hole qubit, we work with a perturbation H =H Z +H hp , whereH hp = V † ( i,j,s D ij ijs )V , andH Z = V † H Z V . where ε Z = gµ B B and ω is the qubit frequency. This value of T −1 1 is approximately 3(ε Z /∆ HL ) 2 smaller than the value for the |−1/2 to |−3/2 transition in Si:B. The factor of 3 comes because the Zeeman energy is tripled, and the factor (ε Z /∆ HL ) 2 comes because the transition here is for a spin qubit. We use v l = 8.99 × 10 3 m/s and v t = 1.7v l for the longitudinal and transverse sound velocities in silicon, respectively, ρ = 2330 kg/m 3 for the mass density, and b = −1.4 eV and d = −3.7 eV for the Bir-Pikus deformation potentials. We obtain T 1 = 40 µs for B = 0.5 T, and T 1 = 1.3 ms for B = 0.25 T.
