Abstract: It has recently been shown that the feedback solution to linear and quadratic constrained Model Predictive Control (MPC) problems has an explicit representation as a piecewise linear (PWL) state feedback. For nonlinear MPC the prospects of explicit solutions are even higher than for linear MPC, since the bene…ts of computational e¢ ciency and veri…ability are even more important. Preliminary studies on approximate explicit PWL solutions of convex nonlinear MPC problems, based on multi-parametric Nonlinear Programming (mp-NLP) ideas show that sub-optimal PWL controllers of practical complexity can indeed be computed o¤-line. However, for non-convex problems there is a need to investigate practical computational methods that not necessarily lead to guaranteed properties, but when combined with veri…cation and analysis methods will give a practical tool for development and implementation of explicit NMPC. The present paper focuses on the development of such methods. As a case study, the application of the developed approaches to compressor surge control is considered.
Introduction
Nonlinear Model Predictive Control (MPC) involves the solution at each sampling instant of a …nite horizon optimal control problem subject to nonlinear system dynamics and state and input constraints [1] - [5] . A recent survey of the main on-line optimization strategies of Nonlinear MPC (NMPC) is given in [6] . A novel approach for NMPC design for input-a¢ ne nonlinear systems is suggested in [7] , which deploys state space partitioning and graph theory to retain the on-line computational e¢ ciency.
It has recently been shown that the feedback solution to linear and quadratic constrained MPC problems has an explicit representation as a piecewise linear (PWL) state feedback de…ned on a polyhedral partition of the state space [8] . The bene…ts of an explicit solution, in addition to the e¢ cient on-line computations, include also veri…ability of the implementation, which is an essential issue in safety-critical applications. For nonlinear MPC the prospects of explicit solutions are even higher than for linear MPC, since the bene…ts of computational e¢ ciency and veri…ability are even more important. Preliminary studies on approximate explicit PWL NMPC solutions [9] , [10] , [11] , based on multi-parametric Nonlinear Programming (mp-NLP) ideas [12] , show that sub-optimal PWL controllers of practical complexity can indeed be computed o¤-line. In the case of convex problems, it is straightforward to impose tolerances on the level of approximation such that theoretical properties like asymptotic stability of the sub-optimal feedback controller can be ensured [10] , [13] . However, for non-convex problem there is a need to investigate practical computational methods that not necessarily lead to guaranteed properties, but when combined with veri…cation and analysis methods will give a practical tool for development and implementation of explicit NMPC.
The present paper focuses on computational and implementation aspects of explicit NMPC and is structured as follows. In section 2, the formulation of the NMPC problem is given. In section 3, computational methods for approximate explicit NMPC are suggested. The application of the developed approaches to compressor surge control is considered in section 4.
Formulation of nonlinear model predictive control problem
Consider the discrete-time nonlinear system:
where x(t) 2 R n , u(t) 2 R m , and y(t) 2 R p are the state, input and output variable. It is also assumed that the function f is su¢ ciently smooth. It is supposed that a full measurement of the state x(t) is available at the current time t. For the current x(t), MPC solves the following optimization problem:
subject to x tjt = x(t) and:
y min y t+kjt y max ; k = 1; :::; N (4) u min u t+k u max ; k = 0; 1; :::; N 1 (5)
with U = fu t ; u t+1 ; :::; u t+N 1 g and the cost function given by:
Here, N is a …nite horizon. From a stability point of view it is desirable to choose in (6) as small as possible [14] . If the system is asymptotically stable (or pre-stabilized) and N is large, then it is more likely that the choice of a small will be possible. The following assumptions are made: A1. P; Q; R 0. A2. y min < 0 < y max .
A3. There exists u st 2 R m satisfying u min u st u max , and such that f (0; u st ) = 0. Assumption A3 means that the point x = 0; u = u st , is a steady state point for system (1) . The optimization problem can be formulated in a compact form as follows:
subject to:
This MPC problem de…nes an mp-NLP, since it is NLP in U parameterized by x(t). An optimal solution to this problem is denoted U = u t ; u t+1 ; :::; u t+N 1 and the control input is chosen according to the receding horizon policy u(t) = u t . De…ne the set of N -step feasible initial states as follows:
If assumption A3 is satis…ed and in (6) is chosen such that the problem (3)- (9) is feasible, then X f is a non-empty set. Then, due to assumption A2, the origin is an interior point in X f .
In parametric programming problems one seeks the solution U (x) as an explicit function of the parameters x in some set X X f R n [12] . The explicit solution allows us to replace the computationally expensive real-time optimization with a simple function evaluation. However, for general nonlinear functions J and G an exact explicit solution can not be found. In this paper we suggest practical computational methods for constructing an explicit approximate PWL solution of general non-convex nonlinear MPC problems. They can be considered as a further extension of the method proposed in [10] where the NMPC problem was assumed to be convex. In general, the cost function J can be non-convex with multiple local minima. Therefore, it would be necessary to apply an e¢ cient initialization of the mp-NLP problem (10)-(11) so to …nd a close-to-global solution. One possible way to obtain this is to …nd a close-to-global solution at a point w 0 2 X by comparing the local minima corresponding to several initial guesses and then to use this solution as an initial guess at the neighbouring points w i 2 X, i = 1; 2; :::; l , i.e. to propagate the solution. This is described in the following procedure: (10)- (11) at the center point w 0 through the following minimization:
where U (10)- (11) at the points w i 2 W , i = 1; 2; :::; N 1 in the following way:
1. Determine a close-to-global solution of the NLP (10)- (11) at the center point w 0 by solving problem (13) . Let i = 1.
2. Let W s = fw 0 ; w 1 ; w 2 ; :::; w N2 g W be the subset of points at which a feasible solution of the NLP (10)- (11) has been already determined.
3. Find the point e w 2 W s that is most close to the point w i , i.e. e w = arg min
Let the solution at e w be U ( e w). 4. Solve the NLP (10)- (11) at the point w i with initial guess for the optimization variables set to U ( e w). (10)- (11) at the point w i has been found, mark w i as feasible and add it to the set W s . Otherwise, mark w i as infeasible. 6. Let i = i + 1. If i N 1 , go to step 2. Otherwise, terminate. Fig.1 . First, a close-to-global solution to the NLP (10)- (11) is determined at the center point w 0 of the hyper-rectangle X 0 (the case when no feasible solution at the center point w 0 exists is discussed in section 3.4). Then, this solution is used as an initial guess when solving the NLP at the points w 1 ; w 2 ; :::; w 8 which represent the vertices and the facets centers of the smallest interior hyper-rectangle X 1 0 . Then, the solutions at these points are used as initial guesses when solving the NLP at the points w 9 ; w 10 ; :::; w 16 which are the vertices and the facets centers of the interior hyper-rectangle X 2 0 . Next, the solutions at these points are used as initial guesses when solving the NLP at the points w 17 ; w 18 ; :::; w 24 which represent the vertices and the facets centers of the interior hyper-rectangle X 3 0 . At the end, the solutions at these points are used as initial guesses when solving the NLP at the points w 25 ; w 26 ; :::; w 32 which are the vertices and the facets centers of the hyper-rectangle X 0 . 
If a solution of the NLP

Procedure 1 is illustrated on
Computation of feasible approximate solution De…nition 1:
Let X = fw 1 ; w 2 ; :::; w L g R n be a discrete set. A function U (x) is feasible on X if G(U (w i ); w i ) 0, i 2 f1; 2; :::; Lg.
We restrict our attention to a hyper-rectangle X R n where we seek to approximate the optimal solution U (x) to the mp-NLP (10)- (11) . We require that the state space partition is orthogonal and can be represented as a k d tree [15] , [16] . The main idea of the approximate mp-NLP approach is to construct a feasible piecewise linear (PWL) approximation b U (x) to U (x) on X, where the constituent a¢ ne functions are de…ned on hyper-rectangles covering X. In case of convexity, it su¢ ces to compute the solution of problem (10)- (11) at the 2 n vertices of a considered hyper-rectangle X 0 by solving up to 2 n NLPs. In case of non-convexity, it would not be su¢ cient to impose the constraints only at the vertices of the hyper-rectangle X 0 . One approach to resolve this problem is to include some interior points in addition to the set of vertices of X 0 [10] . These additional points can represent the vertices and the facets centers of one or more hyper-rectangles contained in the interior of X 0 . Based on the solutions at all points, a feasible local linear approximation b U 0 (x) = K 0 x + g 0 to the optimal solution U (x), valid in the whole hyper-rectangle X 0 , is determined by applying the following procedure:
Procedure 2 (computation of approximate solution): Suppose A1-A3 hold, and consider any hyper-rectangle X 0 X f with vertices 0 = 
subject to: 15) where N 1 is the total number of points.
In order to give an appropriate initialization of the NLP problem (14)- (15) for the region X 0 , the already computed solutions of this problem in some of the neighbouring regions can be used as initial guesses.
Estimation of error bounds
Suppose that a state feedback b U 0 (x) that is feasible in X 0 has been determined by applying Procedure 2. Then it follows that the sub-optimal cost b
is an upper bound on V (x) in X 0 , such that for all x 2 X 0 we have:
As already mentioned, the cost function J can be non-convex with multiple local minima. Therefore, in ( 
where N 1 is the total number of points.
Procedure and heuristic rules for splitting a region
The following procedure is applied to determine the best split of a region X 0 for which a feasible local state feedback b U 0 (x) is found, but the required accuracy is not achieved.
Procedure 4 (determination of the best split of a region):
Consider a hyper-rectangle X 0 and suppose that a feasible local state feedback b U 0 (x) was found by applying Procedure 2. Suppose also that the required accuracy is not achieved. Then, determine the best split of X 0 in the following way:
1. Let j = 1. 2. Split X 0 by a hyperplane through its center and orthogonal to the axis x j . Denote the new hyper-rectangles with X 
5. Let j = j + 1. If j n, go to step 2. 6. Split X 0 by a hyperplane through its center and orthogonal to the axis x j where b " j is minimal.
The following rule is applied when no feasible solution to the NLP problem (10)- (11) was found at some of the points w i 2 W , w i 6 = w 0 , where the set W = fw 0 ; w 1 ; w 2 ; :::; w N1 g is de…ned in Procedure 1.
Heuristic splitting rule 1 (handling infeasibility): Consider the following two cases: 1). The set of the feasible points in X 0 includes the center point w 0 and some of the points w i 2 W , w i 6 = w 0 (the set W = fw 0 ; w 1 ; w 2 ; :::; w N1 g is de…ned in Procedure 1). Then, split X 0 into two types of hyper-rectangles by hyperplanes containing some of the feasible points w i 2 W :
i. Hyper-rectangles X In Fig.2 , the hyper-rectangle X 0 will be split into the hyper-rectangles X (10)- (11) at the center point w 0 of the hyper-rectangle X 0 .
Heuristic splitting rule 2 (handling infeasibility):
If there is no feasible solution of the NLP (10)-(11) at the center point w 0 of X 0 , split the hyper-rectangle X 0 by a hyperplane through w 0 and orthogonal to an arbitrary axis.
The following rule is used when the NLP problem (14)- (15) in Procedure 2 has no feasible solution.
Heuristic splitting rule 3 (handling infeasibility): If the NLP problem (14)- (15) in Procedure 2 is infeasible, split the hyper-rectangle X 0 by a hyperplane through its center and orthogonal to an arbitrary axis.
Approximate algorithm for explicit solution of mp-NLPs
Assume the tolerance " > 0 of the cost function approximation error is given. The following algorithm is proposed to design explicit NMPC controller for constrained nonlinear systems:
Algorithm 1 (approximate explicit mp-NLP)
Step 1. Initialize the partition to the whole hyper-rectangle, i.e. P = fXg. Mark the hyper-rectangle X as unexplored.
Step 2. Select any unexplored hyper-rectangle X 0 2 P . If no such hyper-rectangle exists, the algorithm terminates successfully.
Step 3. Compute a solution to the NLP (10)- (11) at the center point w 0 of X 0 by applying Procedure 1. If the NLP has a feasible solution, go to step 4. Otherwise, split the hyper-rectangle X 0 into two hyper-rectangles X 1 and X 2 by applying the heuristic splitting rule 2. Mark X 1 and X 2 unexplored, remove X 0 from P , add X 1 and X 2 to P , and go to step 2.
Step 4. De…ne a set of hyper-rectangles X j 0 X 0 , j = 1; 2; :::; N j contained in the interior of X 0 . For each of the hyper-rectangles X 0 and X j 0 X 0 , j = 1; 2; :::; N j , in addition to its vertices, determine a set of points that belongs to its facets. Denote the set of all points (including the center point w 0 ) with W = fw 0 ; w 1 ; w 2 ; :::; w N1 g.
Step 5. Compute a solution to the NLP (10)-(11) for x …xed to each of the points w i , i = 1; 2; :::; N 1 of the set W by applying Procedure 1. If all NLPs have a feasible solution, go to step 7. Otherwise, go to step 6.
Step 6. Compute the size of X 0 using some metric. If it is smaller than some given tolerance, mark X 0 infeasible and explored and go to step 2. Otherwise, split the hyper-rectangle X 0 into hyper-rectangles X 1 , X 2 ,:::, X Ns by applying the heuristic splitting rule 1. Mark X 1 , X 2 ,:::, X Ns unexplored, remove X 0 from P , add X 1 , X 2 ,:::, X Ns to P , and go to step 2.
Step 7. Compute an a¢ ne state feedback b U 0 (x) using Procedure 2, as an approximation to be used in X 0 . If no feasible solution was found, split the hyper-rectangle X 0 into two hyperrectangles X 1 and X 2 by applying the heuristic splitting rule 3. Mark X 1 and X 2 unexplored, remove X 0 from P , add X 1 and X 2 to P , and go to step 2.
Step 8. Compute an estimate b " 0 of the error bound " 0 in X 0 by applying Procedure 3. If b " 0 ", mark X 0 as explored and feasible and go to step 2. Otherwise, split the hyper-rectangle X 0 into two hyper-rectangles X 1 and X 2 by applying Procedure 4. Mark X 1 and X 2 unexplored, remove X 0 from P , add X 1 and X 2 to P , and go to step 2.
In contrast to the conventional MPC based on real-time optimization, the explicit MPC makes the rigorous veri…cation and validation of the controller performance much easier [10] . Hence, problems due to lack of convexity and numerical di¢ culties can be addressed during the design and implementation. Notice that the o¤-line computational complexity and real-time computer memory requirements may grow very quickly with the number of states.
4 Application of the approximate explicit NMPC approach to compressor surge control
Consider the following 2-nd order compressor model [9] , [17] with x 1 being normalized mass ‡ow, x 2 normalized pressure and u normalized mass ‡ow through a close-coupled valve in series with the compressor:
:
The following compressor and valve characteristics are used:
e (x 1 ) = c0 + H 1 + 1:5
with = 0:5, B = 1, H = 0:18, c0 = 0:3 and W = 0:25. Like in [9] , the control objective is to avoid surge, i.e. stabilize the system. This is formulated as [9] :
with ; ; k; R 0 and the set-point x 1 = 0:4, x 2 = 0:6 corresponds to an unstable equilibrium point. We have chosen = 1, = 0 and k = 0:08. The horizon is chosen as T = 12, which is split into N = 15 equal-sized intervals, leading to a piecewise constant control input parameterization. Valve capacity requires the following constraint to hold:
The pressure constraint:
avoids operation too far left of the operating point. The variable v 0 is a slack variable introduced in order to avoid infeasibility and R = 8 is a large weight. Numerical analysis of the cost function shows that it is non-convex [9] . It can be seen that this NMPC problem formulation di¤ers from that in section 2 in the absence of a terminal constraint and in the use of a slack variable.
The mp-NLP (10)- (11) has 16 free variables, 46 constraints and 2 parameters. The mp-NLP (14)- (15) has 46 free variables (the elements of the matrix K 0 , vector g 0 and the slack variable v). The constraints in the problem (14)- (15) are 811, from which 765 are related to the control input and state constraints imposed at the vertices, the facets centers and the center point of a given region X 0 , and the vertices and the facets centers of one internal region X 1 0 X 0 . In (14) , it is chosen = 10 and the control input only at the …rst sample is considered. The approximation tolerance is determined in the following way: . The resulting closed-loop response is depicted in the state space (Fig.3) , as well as trajectories in time (Fig.4 to Fig.6 ). The performance of the explicit NMPC controller can be improved by using a smaller approximation tolerance when partitioning the regions near the set point.
Conclusions
In this paper, practical computational methods for constructing approximate explicit PWL solutions of NMPC problems are developed. They represent an extension of the approximate approach in [10] since they provide some additional mechanisms to practically handle also the case of non-convexity of the resulting mp-NLP problem. The proposed methods when combined with veri…cation and analysis methods give a practical tool for development and implementation of explicit NMPC. As a case study, the design of an approximate explicit NMPC for compressor surge control is considered.
