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INTRODUCTION
Les donne´es brutes issues des radars me´te´orologiques fixes
peuvent comporter des signaux parasites. Ainsi le relief
et les constructions e´leve´es, la turbulence atmosphe´rique,
les oiseaux et les insectes ge´ne`rent des motifs qui com-
pliquent l’interpre´tation de l’image et faussent les cumuls de
pre´cipitations. Ces motifs sont caracte´rise´s par une signature
polarime´trique, par une forme, ou par une dynamique partic-
ulie`re. De nombreuses techniques ont e´te´ de´veloppe´es pour les
de´tecter dans l’image et pour les en soustraire. Nous utiliserons
les termes de segmentation et de restauration pour de´signer ces
deux taˆches.
Le proble`me de la segmentation des signaux parasites a e´te´
aborde´ par seuillage simple, arbres de de´cision [1], re´seaux
de neurones [2], [3] et logique floue [4], [5], [6], [7]. La
cate´gorie du radar (ge´ne´ralement bande S ou bande C) et
les signaux parasites cible´s varient, mais la plupart de ces
me´thodes ont en commun le caracte`re local de la pre´diction:
la classe est de´cide´e a` partir des mesures associe´es au pixel,
ou, e´ventuellement aux pixels adjacents lorsque des indices de
textures [5] ou des gradients [6] sont utilise´es.
Le proble`me de la restauration est ge´ne´ralement aborde´ en
deux e´tapes : la segmentation des signaux parasites permet de
de´finir un masque binaire. L’e´tape de restauration a` propre-
ment parler consiste alors a` comple´ter les re´gions masque´es
(non blind inpainting). Elle peut impliquer plusieurs angles
d’e´le´vation et des proce´de´s locaux d’interpolation, mais a` notre
connaissance, ni les corre´lations longue porte´e ni les valeurs
des variables polarime´triques associe´es aux pixels masque´s ne
sont exploite´es. Elles pourraient pourtant eˆtre utiles lorsque
les signaux parasites et les e´chos de pre´cipitation sont meˆle´s.
La correction de ces “e´chos meˆle´s” est d’ailleurs encore un
challenge [5]. Dans notre e´tude, ce proble`me fait l’objet d’une
attention particulie`re.
Re´cemment, des taˆches de segmentation et de restauration
ont e´te´ aborde´es a` l’aide de re´seaux a` couches de convolution
particuliers, les FCN (“Fully Convolutional Network”) [8],
[9]. Avec ces mode`les, la pre´diction d’une classe ou d’une
intensite´ de´pend d’un large voisinage, a` travers des re`gles de
de´cision se´lectionne´es par apprentissage. Si les performances
de ces re´seaux ont d’abord e´te´ e´tablies dans le cadre d’un
apprentissage supervise´, elles ont dernie`rement e´te´ e´tendues a`
des contextes moins contraignant en matie`re de labellisation.
Dans cet article, nous pre´sentons des me´thodes faiblement
supervise´es de segmentation binaire et de restauration de la
re´flectivite´ horizontale a` partir de FCN. C’est la premie`re fois
que les FCN sont utilise´s dans ce contexte. Pour e´viter d’avoir
a` nettoyer “a` la main ” des images de re´flectivite´, nous nous
sommes place´s dans le cadre e´tudie´ dans [10], ou` deux bases
sont disponibles. La premie`re contient les images a` nettoyer,
la deuxie`me ne contient que des signaux parasites. Dans notre
cas, les signaux parasites sont collecte´s en dehors des pe´riodes
de pre´cipitations. La me´thode consiste a` les superposer aux
images a` nettoyer. Nous entraıˆnons les re´seaux a` de´tecter ou a`
soustraire les signaux parasites additionnels en espe´rant qu’ils
traitent de la meˆme fac¸on les signaux parasites de´ja` pre´sents
dans l’image. Ces signaux parasites “initiaux” sont assimile´s
a` un proble`me de cible bruite´e contre lequel nous pouvons
employer des strate´gies de´ja` e´prouve´es. Les me´thodes sont
d’abord valide´es sur des donne´es de synthe`se, pour lesquelles
ce bruit de labellisation est maıˆtrisable. Puis elles sont e´value´es
sur les donne´es re´elles a` travers des e´tudes de cas et une
analyse des cumuls.
Nettoyage des donne´es des radars me´te´orologiques po-
larime´triques
Au de´but des anne´es 2000, la segmentation des e´chos radar
est de´ja` domine´e par les me´thodes statistiques, avec d’un coˆte´
des re´seaux de neurones peu profonds [2], [3] et de l’autre
des approches par logique floue [6], [5]. Dans les deux cas,
le traitement est tre`s local, ou base´ sur des indices de textures
intuitifs, et repose sur une collection de pixels classe´s a` la
main par des experts (approche supervise´e).
Plus re´cemment, la classification a e´te´ subordonne´e a` une
analyse plus globale du contexte par Deep Learning: Wang et
al. [11] commencent par entraıˆner un re´seau de neurones a`
couches de convolution (CNN) sur une taˆche de segmentation
qui n’implique que quelques grandes classes d’e´chos. Ils
raffinent ensuite la pre´diction par logique floue. Les auteurs
remarquent une ame´lioration de la de´tection des signaux para-
sites, et l’attribuent a` la prise en compte d’un large voisinage.
L’estimation des pre´cipitations par l’observation satellitaire fait
face aux meˆmes proble`mes de classification. Les re´seaux de
neurone profonds ont donne´ des re´sultats inte´ressants sur le
proble`me basique de la classification pluie/non pluie dans un
cadre supervise´ [12], [13]. Cependant, dans ces travaux, les
architectures utilise´es ne correspondent pas l’e´tat de l’art sur
des proble`mes de segmentation ou de restauration, meˆme dans
un cadre supervise´.
Quelques e´tudes sortent du cadre de l’apprentissage su-
pervise´ : Bechini et al. [14], Besic et al. [15] ont adapte´
et de´veloppe´ une me´thode de clustering non-supervise´e pour
la classification des hydrome´te´ores. Ils ajoutent une con-
trainte charge´e d’assurer la cohe´rence spatiale des types
d’hydrome´te´ores pre´dits. Par contre, la question de la restau-
ration n’est pas aborde´e.
Segmentation et restauration avec les FCN
Depuis 2015, les FCN (Full Convolutive neural Net-
works) offrent une alternative performante aux CNNs sim-
ples sur de nombreuses taˆches. Ces FCN ne posse`dent pas
de couches comple`tement connecte´es. Graˆce a` des couches
de de´convolution, la taille de la sortie et celle de l’entre´e
peuvent eˆtre rendues identiques. Ces re´seaux sont entre autres
employe´s pour des taˆches de segmentation [8], [9], [16] et de
restauration aveugle 1 [9], [17], [18]. Dans [19], la restauration
est aborde´e en paralle`le de la segmentation des motifs a`
gommer, suivant une approche multi-taˆche. En restauration
d’image, les FCN font l’e´tat de l’art sur des proble`mes d’e´cole
(“text removal”, “watermark removal”, etc) et commencent a`
eˆtre utilise´s en te´le´de´tection. Par exemple, Xiao et al. [20]
nettoient par FCN les motifs parasites (bandes paralle`les) sur
des images satellites IR.
Dans les e´tudes cite´es pre´ce´demment, l’entraıˆnement est
parfaitement supervise´. Pour la restauration, on dispose dans
ce cadre de deux bases, l’une constitue´e de motifs (zi), par
exemples des textes de couleurs et police varie´s, “watermark”,
etc ; l’autre constitue´e d’images propres (yi). Le re´seau est
alors entraıˆne´ sur des paires entre´e-cible (xi = yi   zi, yi),
ou` l’ope´rateur   de´signe une superposition (matting). Nous
conservons ces notations ge´ne´riques par la suite.
Restauration faiblement supervise´e
Pour la restauration, des me´thodes par Deep Learning ont
e´te´ re´cemment de´veloppe´es pour le cas ou` les images propres
ne sont pas disponibles. Pajot et De Bezenac [21] supposent
seulement que le processus de corruption F✓ : yi  ! xi, ou`
✓ est une variable ale´atoire latente, est simulable. Halperin et
al. [10] travaillent dans le cas particulier ou` le proce´de´ de
corruption est une superposition : seuls sont disponibles des
images parasite´es yi   zi et des motifs parasites z0i de meˆme
nature que les zi. Les yi sont estime´s ite´rativement selon un
proce´de´ sensible a` l’initialisation (Neural Egg Separation) : a`
chaque pas, un FCN est entraıˆne´ a` isoler les z0i des y˜ki   z0i
ou` les y˜ki sont les estime´es successives des yi.
Comme dans [10], nous supposons que le processus de
corruption correspond a` une superposition de signaux par-
asites zi inde´pendants des yi et que ces signaux peuvent
eˆtre e´chantillonne´s en dehors des e´pisodes de pluie. Notre
1“blind inpainting”. Sur ces taˆches, il s’agit de restaurer l’image sans savoir
quels pixels ont e´te´ de´grade´s
algorithme ressemble a` la premie`re e´tape du NES, dans sa
forme la plus naı¨ve. Nous entraıˆnons un FCN a` restaurer des
images corrompues sur les paires entre´e-cible de la forme
([yi  zi]  z0i, [yi  zi]) . Mais l’angle d’attaque est diffe´rent:
dans ces paires, la cible y0i = yi   zi est corrompue par les
signaux parasites initiaux. Nous avons donc de´veloppe´ une
me´thode adapte´e au cas de cibles bruite´es. Nous abordons en
paralle`le le proble`me de la segmentation binaire. De nouveau,
les images a` nettoyer sont enrichies en signaux parasites
additionnels. Le support de ces signaux parasites additionnels
de´finit les deux classes : un pixel est “corrompu” ou “non
corrompu”. Les re´gions de l’image contenues dans le support
des signaux parasites initiaux sont donc associe´es au mauvais
label : il s’agit encore d’un proble`me de bruit de labellisation.
Cibles bruite´es. Quel impact? Comment ame´liorer la ro-
bustesse?
Un proble`me de restauration avec bruit de cible a re´cemment
e´te´ e´tudie´ par Lehtinen et al. [18]. A partir d’une formalisation
du proble`me d’apprentissage, ils adaptent la fonction de couˆt a`
la forme du bruit et ve´rifient sur des FCN que les performances
sont identiques au cas supervise´, voire meilleures. Mais dans
cette e´tude, les bruits sur la cibles et ceux sur les entre´es sont
inde´pendants et leur conclusion ne peut pas eˆtre e´tendue au
cas ou` les entre´es contiennent le meˆme bruit que les cibles.
L’analyse et la correction des effets du bruit de labellisation
sur les algorithmes de classification ont e´te´ plus e´tudie´s [22].
Sur des taˆches de classification et de segmentation ou` les labels
sont intervertis ale´atoirement (“flip noise”), les CNN se sont
montre´s relativement robustes [23], [24], [25]. Rolnick et al.
[24] montrent par exemple que pourvu que la taille des bases
soit assez grande, un “flip noise” important a des effets limite´s
sur la justesse malgre´ une proportion de labels errone´s tre`s
de´favorable.
Petit et al. [26] e´tudient les performances d’un FCN sur une
taˆche de segmentation binaire, dans un cadre semi-supervise´.
Ils comparent deux approches. Dans la premie`re, ils utilisent
toutes les images disponibles et des re´gions entie`res peuvent
eˆtre mal labellise´es, comme le sont nos signaux parasites
initiaux. Les auteurs montrent que l’effet du bruit de label-
lisation sur les performances est significatif. L’autre approche,
ite´rative, leur permet de recoller aux scores obtenus sans bruit
de labellisation. Mais elle est initialise´e sur une sous-base
d’images proprement labellise´es.
Des me´thodes moins exigeantes existent. Les unes inte`grent
une e´tape de de´tection des erreurs de labellisation [27], [28],
[29], etc, les autres incorporent un mode`le de bruit [23], [30],
etc.
Dans [27], sur une taˆche de classification, un premier
apprentissage portant sur toutes les images permet de repe´rer
les donne´es suspectes, et de les rejeter. Un deuxie`me appren-
tissage est ensuite conduit, sur la base nettoye´e. Avec cette
approche, le risque est de rejeter les cas difficiles, importants
pour l’apprentissage, avec les cas de labellisation errone´e.
Cependant, comme elle porte ses fruits sur des donne´es radar
Fig. 1. a. : Re´flectivite´ horizontale en dBZ a` 0.4° d’e´le´vation. Secteur de
Sainte-Assise (77). 9/11/2017, 11h40 UTC. La partie de l’image dans le
cadre blanc est restaure´e en b. ou` l’e´cho fixe associe´ au radio-e´metteur de
Sainte-Assise (en bas a` gauche du cadre) et l’interfe´rence principale ont e´te´
correctement gomme´s. c. : exemple d’image radar de synthe`se. Les e´chos de
pre´cipitation sont repre´sente´s par des disques, les signaux parasites par des
rectangles plein ou bruite´s. d. : restauration de c.
de synthe`se, nous l’avons adapte´e aux cas de la segmentation
binaire et de la restauration.
LES DONNE´ES
Les donne´es brutes
La me´thode est mise en place sur les donne´es brutes du radar
me´te´orologique de Trappes (78, France) associe´es a` l’angle
d’e´le´vation le plus bas (0.4°). Ces donne´es pre´sentent des
e´chos de sol permanents mais d’intensite´ variable, des e´chos
de propagation anormales, des e´chos de ciel clair, etc. La figure
1.a. pre´sente quelques exemples de ces signaux parasites :
e´chos de sol et interfe´rence.
L’entraıˆnement des re´seaux porte sur environ dix mois
d’archives au pas de temps 5 minutes. En entre´e, nous utilisons
les quatre canaux polarime´triques disponibles : re´flectivite´
horizontale(Zh), autocorrelation en 0 (⇢0), gradient radial de
la phase diffe´rentielle (Kdp) et re´flectivite´ diffe´rentielle (Zdr).
Nous avons exclu de l’analyse le rond central (0 – 15 kms),
trop bruite´, et les parties e´loigne´es de l’image radar (a` partir
de 150 kms).
Pre´paration des bases
Nous avons pre´pare´ deux bases, l’une, Bp, ne comportant
que des signaux parasites (Base “parasites”), l’autre Br, com-
portant d’e´ventuels signaux parasites meˆle´s a` des e´chos de
pre´cipitations (Base “pluie”). Pour extraire ces images, nous
avons utilise´ les donne´es pluviome`tres de la re´gions parisienne.
Nous isolons des e´pisodes de pluie des intervalles de non-pluie
sur un crite`re de´veloppe´ dans [31]. Les images radar de la base
Fig. 2. Les z0j issus de Bp sont superpose´s a` y
0, prise dans Br , pour
former l’entre´e x. D’abord, S1 est entraıˆne´e a` segmenter les signaux parasites
contenus dans les z0j . Dans un second temps, les pixels signale´s par S1 comme
mal labellise´s sont masque´s pour apprendre S2. Pour la restauration, c’est S2
qui sert de masque pour entraıˆner R
“parasites” (resp. base “pluies”) sont extraites de la couronne
situe´e entre 15 kms et 150 kms pendant les intervalles de
non-pluie (resp. pendant les e´pisodes de pluie). Sans autre
traitement, les images extraites ne pre´sentent souvent aucun
signal significatif. Pour ame´liorer les bases, ces images ont
e´te´ regroupe´es par clustering (K-means) et exclues des bases.
Apre`s cette e´tape, les deux bases contiennent environ 105
images de 128⇥ 128 pixels.
Donne´es de synthe`se
Pour e´valuer et re´gler l’algorithme, nous avons utilise´ des
images de simulation (voir figure 1.c). Les pseudo-e´chos de
pre´cipitations, discoı¨des, et les signaux parasites, rectangu-
laires, sont ge´ne´re´s ale´atoirement et les centres des formes sont
re´partis suivant une loi uniforme. Les signaux parasites sont
de deux formes diffe´rentes (pleine et bruite´e) de dimensions
et d’intensite´ variable. Les donne´es de synthe`se permettent de
controˆler le bruit de cible. Les briques successives de notre
algorithme ont e´te´ valide´es sur ces donne´es.
ME´THODE
Une fois les bases mises en place, une ope´ration de super-
position est de´finie de fac¸on a` ce que les signaux parasites
additionnels z0i ne puissent pas eˆtre distingue´s des signaux
parasites initiaux zi. Lorsque les signaux parasites additionnels
sont majoritaires, l’entraıˆnement d’un premier FCN sur une
taˆche de segmentation devient envisageable. Suivent deux
e´tapes successives d’entraıˆnement pour affiner la segmentation
et apprendre la restauration. La figure 2 pre´sente un aperc¸u de
la me´thode. L’ajout de signaux parasites modifie la distribution
des entre´es. Pour contenir les effets ne´gatif de cette modifie,
la sortie est post-traite´e suivant une me´thode d’ensemble.
Ope´ration de superposition et de´finition des entre´es
Les images de Br sont note´es y0i, celles de Bp, z0i. Elles con-
tiennent les quatre canaux polarime´triques. Pour deux cibles
R et P situe´es a` la meˆme distance du radar, les puissances du
signal re´tropropage´es s’additionnent :
Zh = Zh(P ) + Zh(R)
Zv = Zv(P ) + Zv(R)
Zdr = Zv/Zh
= 1/Zh[Zh(P )⇥ Zdr(P ) + Zv(R)⇥ Zdr(R)]
= mh(Zdr(P ), (Zdr(R))
Ou` mh de´signe la moyenne ponde´re´e par les re´flectivite´s
horizontales. Pour Kdp et l’autocorre´lation en ze´ro, la compo-
sition des signaux fait intervenir des donne´es indisponibles.
Par de´faut, nous interpolerons avec mh entre les situa-
tions ou` l’un des signal est de puissance nulle : Kdp =
mh(Kdp(R),Kdp(P )) et ⇢0 = mh(⇢0(R), ⇢0(P )). Nous
supposons ainsi que les images de Br sont de´composables
en: y0i = yi   zi ou` yi contient les e´chos de pre´cipitation,
zi les signaux parasites et   correspond a` une somme sur la
premie`re composante et a` mh sur les trois autres.
Nous supposons encore que les signaux parasites initi-
aux contenus dans les zi, peuvent eˆtre conside´re´s comme
inde´pendants des e´chos de pluie yi, et distribue´s comme les
z0i, si bien qu’en formant les entre´es xi = y0i   z0i, les
signaux parasites contenus dans les z0i et ceux contenus dans
les zi sont indiscernables. Ajouter plusieurs images de Bp
permet de s’assurer que les signaux parasites additionnels sont
plus fre´quents que ceux de´ja` contenus dans l’image. Mais des
signaux parasites trop nombreux ne seraient plus identifiables.
D’apre`s expe´rience sur les donne´es de synthe`se, l’ajout de trois
images z0i,1, z0i,2, z0i,3 prises dans Bp est un bon compromis.
Ainsi, les entre´es sont de´finies par :
xi = y
0
i   [
j=3M
j=1
z0i,j ] (1)
Segmentation et restauration
La me´thode comprend trois phases qui consistent a` entraıˆner
des architectures U-Net [32] sur des taˆches de segmentation
et de restauration. L’initialisation des poids [33], la me´thode
d’optimisation [34], le taux d’apprentissage (10 4) sont stan-
dards. Le premier re´seau est entraıˆne´ a` la segmentation et la
fonction associe´e est note´e S1. La classification est binaire :
les pixels cibles sont classe´s “corrompus” partout ou` z0i > 0.
La fonction de couˆt est de´finie par l’entropie croise´e :
L1 =  
X
k2E
ln(P kS1(C
k)) (2)
ou` E de´signe l’ensemble des pixels de la cible, Ck, la classe
associe´e au pixel k et P kS1(C
k), la probabilite´ associe´e a` Ck
en sortie de S1.
Ensuite, un deuxie`me U-Net S2 est initialise´ avec les poids
de S1 et entraıˆne´ avec une fonction de couˆt modifie´e. Suivant
[27], le poids des pixels soupc¸onne´s d’eˆtre mal labellise´s (ceux
contenus dans FS1noisy label — voir e´quation (3)) est re´duit.
Sur les donne´es de synthe`se, c’est un poids nul qui offre les
meilleurs re´sultats. Cela conduit, pour de´finir L2, a` remplacer
E par :
ES1 = E \ FS1noisy label (3)
Ou`:
FS1noisy label = {k 2 E | P kS1(“corrompu00) > 0.5
et Ck = “non corrompu00}
Enfin, un troisie`me U-Net, note´ R, est entraıˆne´ sur une
taˆche de restauration. Les entre´es sont inchange´es, mais les
cibles sont de´finies par les premie`res composantes des y0 (i.e.,
la re´flectivite´ horizontale), et la dernie`re couche du re´seau,
modifie´e en conse´quence, ge´ne`re un champ scalaire, note´
y˜. Pour la fonction de couˆt, l’erreur absolue moyenne est
ponde´re´e en utilisant cette fois les sorties de S2 :
L3 =
X
k2ES2
|y˜k–y0k| (4)
En phase de test, pour e´viter de bruiter les sorties sur les
re´gions qui n’ont pas e´te´ corrompues par des signaux parasites,
les sorties y˜ sont conserve´es selon les pre´dictions de S2 :
y˜k := y˜k si PS2k (“corrompu
00) > 0.5
y0k sinon
Post-traitement
L’ajout d’e´chos parasites pre´sente un de´faut commun
aux me´thodes auto-supervise´es : la distribution des entre´es
est modifie´e (cf. [35]). Plutoˆt que d’appliquer directement
l’algorithme sur les images de la base “pluies”, nous re´pe´tons
N fois l’ajout suivant une me´thode d’ensemble naı¨ve. A partir
d’une entre´e xtest, nous formons les entre´es:
xtest,l = xtest  
L3
j=1 z
0
l,j , l = 1, . . . , N (en pratique, on
prend N = 16). Pour calculer la sortie post-traite´e y˜p.t. au
pixel k, on ne tient compte que des entre´es xtest,l qui n’ont
pas e´te´ corrompues en k :
y˜kp.t. =
1
|Fk| [
X
l2Fk
y˜kl ] (5)
ou` Fk = {l | 8j, z0kl,j = 0} et y˜kl correspond a` S2(xtest,l)k ou
de R(xtest,l)k selon la taˆche.
RE´SULTATS
Etude du secteur de Sainte-Assise
Les re´flectivite´s moyennes re´ve`lent la pre´sence d’e´chos
parasites fixes. Parmi eux, les interfe´rences avec des signaux
parasites e´mis par une source fixe et les e´chos de sols
dont l’intensite´ peut varier selon l’indice de re´fractivite´ de
l’atmosphe`re et l’humidite´ des sols.
Le secteur de Sainte-Assise (77), de´limite´ par le contour
blanc de la figure 1.a, pre´sente plusieurs types d’e´chos fixes.
Des pyloˆnes de plus de deux cents me`tres de haut y ge´ne`rent
un e´cho fixe massif important, visible en bas a` gauche de la
figure 3.a. Dans ce secteur sont aussi visibles deux “bandes
d’interfe´rence” , la premie`re massive et tre`s fre´quente (cf
Fig. 3. Etude du secteur de Sainte-Assise. a. : moyenne des re´flectivite´ en
entre´e. c. : moyenne des re´flectivite´ apre`s restauration. b. : diffe´rence entre a.
et b. (e´chelle non respecte´e). d. : cas particulier ou` l’interfe´rence secondaire
est visible
figure 1.a). La seconde est plus te´nue et occasionnelle ; des
e´chos de sol intermittents peuvent aussi se manifester (cf.
figure 3.d).
La figure 3.c montre la re´flectivite´ moyenne apre`s restaura-
tion. Le traitement conserve les effets de l’atte´nuation (bandes
plus sombres) mais gomme correctement les traces des signaux
parasites fixes, fre´quents ou non.
Sur ce secteur de Sainte-Assise, l’efficacite´ de la me´thode a
e´te´ e´value´e sur une base d’un millier d’images. L’ e´cho de sol
principal et les interfe´rences sont presque syste´matiquement
de´tecte´s (respectivement 99 % sur 896 cas et 97 % sur
190 cas). Les e´chos de sols isole´s des pre´cipitations sont
correctement gomme´s, comme sur la figure 1.b, et ceux meˆle´s
aux e´chos de pluie le sont dans 71 % des cas. Les interfe´rences
ne sont correctement gomme´es que dans 74 % des cas (traces
re´siduelles).
Comparaison avec le typage de Me´te´o-France
Notre algorithme a e´te´ compare´ avec celui de Me´te´o-France
dans une situation de convection en air chaud (figure 4.a). Sur
l’image de re´flectivite´, des e´chos d’une intensite´ de quelques
dBZ forment une aure´ole d’une cinquantaine de kilome`tres
autour du radar. D’apre`s l’analyse des donne´es Doppler et des
se´quences des radars ROXI et BASTA situe´s au SIRTA, il
s’agit d’e´chos de ciel clair.
Au dela` d’un disque de 10 kms de rayon, ces signaux
sont en partie confondus avec des e´chos de pre´cipitation par
l’algorithme de typage de Me´te´o-France base´ sur une approche
par logique floue (figure 4.b). Dans la meˆme zone, notre
algorithme les soustraits entie`rement (figure 4.c.).
Fig. 4. Comparaison avec le typage Me´te´o-France. Cas de pre´cipitations
convectives le 15/08/2017 a` 20 h 20. a.:Re´flectivite´ horizontale a` 0.4°. L’e´toile
blanche correspond au site du SIRTA. b. Classification pluie/parasites issue de
l’algorithme de typage de Me´te´o-France. Les zones blanches correspondent
aux pixels a` -9dBZ. Dans le contour en forme de C, le typage est errone´. c.:
restauration par notre algorithme
CONCLUSION
Nous avons propose´ un algorithme de segmentation et de
restauration des images radar. Cet algorithme est base´ sur les
FCN (Full Convolutive neural Networks), des architectures
qui font l’e´tat de l’art sur des proble´matiques de segmen-
tation se´mantique et de restauration d’image, dans un cadre
supervise´ comme en situation de supervision faible. Dans cette
e´tude, nous avons e´vite´ le recours a` l’expertise humaine, en
e´chantillonnant les signaux parasites entre les e´pisodes de
pluie. Ces signaux sont superpose´s aux images a` nettoyer,
et les FCN sont entraıˆne´s a` les de´tecter et les e´liminer. Les
signaux parasites initialement pre´sents dans l’image sont alors
assimile´s a` un bruit de cible. Une me´thode d’apprentissage
simple et adapte´e favorise un nettoyage complet des images,
signaux parasites superpose´s et initiaux confondus.
Malgre´ des hypothe`ses relativement fortes sur la distribution
et la composition de signaux parasites avec les e´chos de
pre´cipitation, les re´sultats sont prometteurs. L’algorithme a
e´te´ e´value´ sur le site du radio-e´metteur de Sainte-Assise par
des cumuls et une e´tude de cas, puis compare´ au typage
ope´rationnel de Me´te´o-France. En dehors de son caracte`re ob-
jectif, cette me´thode relativement ge´ne´rique pourra eˆtre teste´e
sur les donne´es issues de radars embarque´s. Des alternatives
re´centes (cf. [10], [21]) pourront aussi lui eˆtre compare´es.
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