Introduction
Monte Carlo techniques are used to estimate quantities that are difficult to calculate by analytic means [1, 2] . In general, the problem can be formulated in terms of evaluating some integrals. Reference functions are functions that can be integrated both by Monte Carlo and by analytic means. Such functions can be used to reduce the error on Monte Carlo integrals of other functions for which there is no such analytic means.
Reference functions can be useful when Monte Carlo simulations need high accuracy. In physics, they are likely to be useful in cases where the theoretical probability distribution of a physical quantity, el' has an analytic expression but the detector distortions that affect the measured value, 6, of 6 have to be simulated by Monte Carlo. If the expectation value, 6, of the undistorted quantity, 6, can be calculated analytically, then the predicted expectation value,{';, of the measured value 6 under these conditions can be computed more accurately with proper use of reference functions derived from the distribution of { 1 • An example is given in the next paper [3] .
Generalities about Monte Carlo Integrals
Basically, Monte Carlo simulation is used to evaluate integrals of the form
where x is a multidimensional variable of dimension M:c (large), f( x) is a function of the variable x that can be expressed in closed form, 1 and pM 0 (x) is a function of x that can be simulated by a distribution of points generated by Monte Carlo. The distribution pM 0 (x) may not be expressed in closed form but a Monte Carlo algorithm exists that generates points k of coordinates ek with a probability pM 0 (x)dx for each point k to fall in the 1 In this context, "closed form" means the possibility for an expression to be calculated to the computer accuracy in a few machine cycles, i.e., in a time negligible with respect to the time needed to compute integrals numerically. Note that limits of integrations have not been spelled out in Eqs. (1) and (2) . These integrals are to be understood as integrals over the whole range of x. This does not restrict the generality of these equations since we can always define a function to be integrated over any finite domain as a function that is .zero outside of that domain.
The estimation of the integral of Eq. ( 1) involves the following quantities:
N = number of Monte Carlo points,
Let us use the symbol~ above a quantity to designate an estimate of that quantity. An estimate of F is
To justify Eq. (6), it is easy to demonstrate that the expectation value of F is F. Let us designate the expectation value of a quantity by a bar above that quantity.
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An idea about the discrepancy 6F between F and F,
can be given by the expectation value, S 2 (F), of the square of 6F. 
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The quantity S(F) is the one-standard deviation error on F. For N large enough, S 2 (F) given by Eq. (10) as an integral involving f(x) and f 2 (x) can be approximated by a quantity §2( F), which depends only on quantities computed at the Monte Carlo points.
We write:
1 ( 
~)2·

S2(F)
(12)
The quantity S2(F) is the practical way to estimate the square of the error on F. That is the kind of estimate we will be mostly using here.
A Simple Case of Use of a Reference Function
Consider another function, t(x), for which the integral
unlike the one ofEq. (1) , is known in closed form. The function t(x)·~0 (x) can be integrated by both Monte Carlo and analytic means. Thus a new estimate F ofF, different from the one of Eq. (6), can be defined [4] .
That estimate can be justified; like the one of Eq. (6), by writing an equation similar to Eq. (7).
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The integration procedure of Eq. {18) amounts to applying Eq. {6) to the function f(x)-t(x) and then add the known value T of the integral of t( x) · pMC ( x ). The integral T is not affected by statistical fluctuations.
The absolute error on F using Eq. {18) is the same as the error one would have integrating the function [f(x)-t(x )] · ~c(x) using Eq. {6). To get an estimate of the square of that error, one has to substitute 'Pk-{)k for 'Pk in Eq. {11 ), which then reads
Suppose the function t(x) approximates f(x) better than a constant, i.e., f( x) -t( x) is smaller in absolute value than /( x) -F in the regions where pMC ( x) is substantial, therefore for most of the Monte Carlo points. Then, by comparing Eqs. {20) and {11), it can be seen that integrating f(x)·~c(x) using Eq. {18) is more accurate than using Eq. (6), as pointed out in Ref. [4] .
In Eq. {18), the function t(x) is used as a "reference" for the function f(x). This is possible because the integral T ofEq. (15) is known. Therefore we call any function for which we know the integral of type {15) in closed form a "reference function".
As an example in physics, let us consider the simulation of events, each one characterized by a quantity 6, which is then measured. In general, the measurement of 6 will yield a value 6 close to but different from 6
because of detector distortions and measurement errors. Suppose the distribution of the physical quantity 6 and its expectation value 6 can be expressed in closed form. Suppose the detector distortions cannot be expressed analytically and will have to be simulated by Monte Carlo. The predicted expectation value, '6, of 6 can be computed by generating Monte
Carlo events simulating the real events. The probability distribution of the quantities 6 and 6 fo'r each event is a function ~c(x~,x2) .
This equation is of the form of Eq. (1). Since the expectation value of 6 is known and equal to (25) Eq. (18) can be used with the function x 1 plugged in as the reference function t(x) of Eqs. (15) and (16). Since 6 and 6 are always close, the result using
Eq. (18) should be much more accurate than using Eq. (6). In this particular example, the use of a reference function amounts to relying on the Monte Carlo only to determine the bias (26) due to detector distortion.
A more elaborate example, using several reference functions, is given in the next paper (3] .
Because of Eq. (2), the integral of any constant is known. Therefore any constant independent of x is a reference function. Any constant introduced as t(x) in Eqs. (15) This estimate can be justified because, for N large,
The difference, 8F, between F and F is related to the statistical fluctuations of~ and 0, 8~ and 80, which are correlated with each other.
Averaging stochastic quantities, one gets
a quantity which can be approximated using only the quantities 'Pk and t1k of Eqs. (3) and (16) computed at the integration points,
where £j, ~'and £t are the quantities defined in Eqs. (13), (5), and (21). 
Implicit Normalization
The formalism of Sect. 1.3 allows us to generalize the kind of integrals that can be estimated by Monte Carlo. Let a( x) be a function whose shape is the same as the expectation value pM 0 (x) of the Monte Carlo distribution but for which the normalization is not necessarily 1.
Suppose the normalization factor A is not known in closed form but only defined implicitly as the factor that makes the integral of t( x) ·a( x) equal to a known value T.
T= j t(x)a(x)dx
Any integral of the form
can be estimated, using~ of Eq. (5) Here as before, the functions J( x) and t( x) are functions expressible in closed form, at least at each of the Monte Carlo points. Like ~c ( x ), the function a(x) which describes the shape of the Monte Carlo distribution may not be expressed in closed form. However, here, the normalization factor A of a(x) may not be equal to 1, and may not even be known. The only thing known about a(x) may be the algorithm that generates the Monte Carlo points and the value T of the integral of Eq. (37).
To estimate integrals of the type of Eq. ( 38) involving distributions a( x)
not necessarily normalized to 1, we now generalize the definition of "reference function" to any function t(x) for which the integral of t(x) · a(x), i.e., T of Eq. (37), is known in closed form.
If the normalization factor A of Eq. (36) is known, the problem can be reformulated, changing f(x) into A· f(x), t(x) into A· t(x), and a(x) into pMC ( x ), and keeping T the same. Then the formalism of Sect. 1.3 can be applied. If A is known, there is no advantage in generalizing the integrals of the type of Eq. (1) to integrals of the type of Eq. (38). The advantage of the implicit normalization of this section becomes apparent if one has to evaluate integrals involving distributions a(x) whose normalizations are given only implicitly by an equation of the type of Eq. (37). On the other hand, since Eqs. (37) and (38) reduce to Eqs. (1) and (15) for A= 1, there is nothing lost in developing our general formulae for integrals of the form of Eqs. (37) and (38).
As a short example in physics leading to implicit normalization, let us consider the case where the distribution pMC ( x) of the Monte Carlo points is different from the distribution pPhll 6 (x) of real events, and where one wants 8 ...
to estimate the expectation values of quantities associated with the physical events. These expectation values are given by integrals of the type
where g(x) is the relevant quantity expressed in closed form at the Monte Carlo points. A weighting function w(x), known in closed form at least at each integration point, may be associated with the Monte Carlo distribution so that w(x) · pM 0 (x) has the same shape as p"hya(x). However the normalization of w( X) • PMC (X) may not be known in closed form. Because p"hys(x) is normalized to 1, one has (40) where, here, A is given by
A function a(x) can be defined according to Eq. (35). Then, Eq. (40) implies
Equation (42) is just a special case of Eq. (37). Thus the function w(x) is a reference function. The integral of Eq. (39) is of the form Eq. {38) if we
. From now on, in this example, use of the implicitnormalization procedure of this section is straightforward. 2 
Extracting the Maximum Information Out of the Reference Functions
In this part, our goal is to derive expressions to extract all information that reference functions can give to minimize errors on integrals. The goal is also to give these expressions a simple enough form so that they can be used automatically. Since integrals of the type of Eqs. (37) and (38) of Sect. 1.4 allow us to use or not to use implicit normalization, they are more general than Eq. (1) and will be the types of integrals for which we derive our general formulae.
The Poisson Process
To be as general as possible, one must be able to consider that, if we know the integral of the function a(x) (i.e., the quantity of Eq. (36), which we call A), a constant could be used as the reference function t(x) of Eq. (27).
We have seen that this is possible in the final formulae but, as a concept, considering a constant as a reference function is extremely counter-intuitive.
The benefit obtained from a reference function t(x) used in the estimate that constant has to be given a different treatment throughout the whole development than the other reference functions for which the sum (17) is a random quantity. Only at the end can it be shown that the constant plays exactly the same role in the final formulae as the other reference functions. It is possible to take a unified approach and analyze cases where we kr.ow the integral A of Eq. (36) with exactly the same concepts as cases where we do not know A. For this, we consider that the total number N of Monte Carlo points is not predetermined but that it results from a Poisson process [5] . Now N is a random number. It has an expectation value Nand a standard deviation v'N. In this context, if the integral A of the function 1 · a( x) is known, 1 is a reference function like the others. It can be shown that the final formulae are the same if N is an outcome of a Poisson process or if N is predetermined but, with the Poisson process, the development·is smoother.
In the context of a Poisson process of negligible probability for N = 0, 
The Case of Several Reference Functions
If there are several reference functions, a rigorous statistical treatment has to be given to the problem of using all the available information so that the error on the estimate ofF of Eq. (38) be truly minimized.
Let us consider a set of Mt reference functions tm(x ), i.e., a set of functions for which the integral of the type of Eq. (37) is known. Of course any linear combination of them is also a function for which the integral is known, therefore it is another reference function. However that linear combination obviously supplies only redundant additional information. Therefore we do not lose any information in restricting our set of reference functions to a set of linearly independent functions tm ( x ). Let us construct a vector lt(x)l as a vector having the functions tm(x).
as its components.
The known integrals Tm of these reference functions multiplied by a(x) also constitute the components of a vector ITI of dimension Mt.
Along with 'Pk and~ in Eqs. (3) and (5) It determines the probability distribution of IAI. At its minimum as a function of r and F, it yields a value F that is the best estimate of F.
The Best Estimate of F
To minimize the x
Since the functions tm(z) are linearly independent, the Mt X Mt matrix ll£tll can be inverted. We define the vector IIII of dimension Mt, (60) and, using fJ of Eq. {13), (61) which is > 0 and < oo because f( z) is assumed not to be a linear combination of the functions tm(z). 
Therefore Eq. {65) gives the best possible estimate F of F.
At the minimum, the value of the x 2 is (66) 3 1t is indeed easy to demonstrate that 
The Least Square Fitted Reference Function
To understand the rqle played by the reference functions and to generate guidelines as how to choose them, we introduce another function, t< 0 
>(x), defined as that linear combination of reference functions tm ( x) that minimizes ,-the quantity
H = j [f(x)-t< 0 >(x)r a(x)dx.
>(x) is a least square approximation of the function f(x).
The integral H of Eq. (74) can be approximated by the sum
using Eqs. (13), (58), and (57). The coefficients IPI are approximately equal to the coefficients IPI which make fi minimum, i.e., 
The quantity fi is a sum of squares of differences between f(x) and i(O)(x ).
Minimizing ii amounts also to some least square fit ofi(O}(x) to f(x). Like 
In Sect. 1.2, we considered integrals of the type of Eqs. (37) and (38) where the function a(x) was the same as the Monte Carlo probability distribution pMC(x). Note that the discrepancy between the two errors vanishes if, in the set of reference functions considered in Sect. 2.3, a constant is one of the reference functions used. 5 In any case, there are two terms in the general expression of the error given by Eq. There is another consequence to the fact that estimates F of Eq. ( 65) and its error, Eq. (72), can be expressed as in Eqs. (81) and (83) tm(x) is replaced by a set of linear combinations of tm(x). Therefore our procedure is invariant with respect to a linear transformation of the set of reference functions. In our choice of reference functions, we should be guided only by the desire to have a set of functions tm ( x) that could define linear combinations that fit f(x) best for most Monte Carlo points. The actual representation of the set has no impact on the result or its error. The simplest representation will work as well as a complicated one. For instance, powers of any relevant variable will have the same effect as Legendre-or more sophisticated polynomials.
Generalizations and Practical Formulae
The formulae of Sect. 2 can be generalized and written in a compact form to make handling of the actual computation easier. Spelling out and justifying such general and compact formulae are the subjects of this last part of the paper.
Integrating Linear Combinations of Reference Functions
Since it is advantageous to have reference functions tm(x) such that a linear combination of them fit the function J(x) well, it is important that one considers the limit where /( x) actually is a linear combination of tm( x ).
That case was excluded from our general development because, to establish the general formulae, we considered a x 2 as in Eq. (56). This x 2 could be formulated only if the matrix 11£11 of Eq. (55) could be inverted and this was possible only if /( x) was not a linear combination of the functions tm ( x ). However, if /( x) is such a linear combination, the final formulae, 76) is the one that makes fi zero, i.e., the one for which
Therefore, ~ and e<o) are equal. Thus F gives the exact result:
This fact is confirmed by Eq. (83), which gives
If f(x) is a linear combination of the tm(x), the above procedure is equivalent to recognizing the coefficients of that linear combination by a minimum square fit to the function f(x) at each Monte Carlo point, and then to computing the exact integral corresponding to that linear combination. The error is zero. This procedure gives certainly the most accurate result. Thus the estimate of F by Eq. (65) and of the error by Eq. {72)
can be generalized to cases where f(x) is a linear combination of the tm(x).
There is no reason to limit the search toward getting reference functions with a linear combination that fits f(x) best. Hit fits perfectly, the same procedure applies and that special circumstance can be recognized because the estimated error will turn out to be zero. Since the result of integration is exact in the case of linear combinations, there is another interesting consequence. In this case, the result does not depend on the distribution of integration points in the integration domain. All that is required for the procedure to be valid is that the set of points generated be adequate for determining the coefficients of the development of f(x) in terms of a linear combination of tm(x). That There are more suitable forms to perform computations in computers [7) . Assuming one has to evaluate several integrals with the same Monte Carlo points, it is advantageous to separate terms that do not depend on the function f( x) to be integrated from the terms that do depend on f(x ). The former can be computed once for all integrals and not every time, if computer time is to be saved.
One can reformulate Eqs. (65) and (72), replacing the vector 1111 by its expression from Eq. (60). After computing 101 by the sum (48), llftll by the sum (57), and ITI by the closed form that expresses the integrals of the reference functions, we can calculate the following quantities:
The terms 101, ll£tll, and ITI can be computed without the knowledge of f(x). They could be computed during the generation of Monte Carlo points. Then Eqs. If an estimate of the error is also needed, S2(F) can be calculated. Equation (72) reduces to
An interesting case is one where a constant can be and actually .is used as one of the reference functions. The general formulae of this section still apply but can be simplified. 5 • 6 However the simplification may not warrant using a special procedure just for this case.
Several Functions to Be Integrated
A rather common situation is one where integrals of several functions have to be computed at the same time. As examples of such circumstances, let us mention fits, where integrals of a function and of its derivatives may have to be computed at each iteration. One can construct a vector lf(x)l of MJ components equal to the functions involved in the integrals in question. One defines the M rdimensional vectors 
k Then one can obtain an estimate IFI of the vector IFI of Eq. {97), using an equation similar to Eq. {94),
Alternately, a computer-time saving procedure may be designed to minimize the computation to be performed for each function. Instead of computing the sums 1~1 and IIWII, the two sums can be combined to get the result IFI directly. 
Equation (103) shows the analogy with numerical integrations. The weight fJk associated with each point of integration k is independent of the functions to be integrated but it depends on the location ofthe other points. 7 These integration weights, fllc, should not be confused with Monte Carlo weights, such as those we talk about in Sect. 3 Here, w( x) is a weighting function expressible in closed form at each in tegration point, ~c(x) is the distribution of the integration points, and A a normalization constant which may be defined either explicitly in closed form or implicitly by integrals of reference functions. We assume that the known integrals ITI of the reference functions lt(x)l are also expressed in the form of Eq. (46) To adjust our formulae to this case, all that is needed is, at the integration points, to multiply 1/(x)l and lt(x)l by the factor w(x), since it is no longer incorporated in the definition of these functions. At each point k, we define a quantity Wk, called Monte Carlo weight, vector. This general procedure is the one in the program described in Ref. [7] .
As seen in Sect. 3.1, for integrands that are linear combinations of reference functions, the estimates of the integrals come out exact and the estimated errors are zero.
An example of use of reference functions in a Monte Carlo simulation for a physics problem is given in the next paper [3] .
