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Abstract
In this paper we are concerned with the exponential asymptotic stability of the solution of a class of differ-
ential equations with state dependent delays. Our approach is based on the Crandall–Liggett approximation
and the properties of semigroups.
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0. Introduction
In this paper we are concerned with the exponential asymptotic stability of solution of differ-
ential equation with state-dependent delays. The main result is an extension of the work of Ruess
and Summers [13] in the case of constant delay. Our approach is based on the Crandal–Liggett
approximation and semigroup properties, and uses a generalization of a theorem of Desch and
Schappacher (see Section 1, Theorem 1.6).
Our approach is specifically applied to the two following classes of differential equations with
state dependent delay:
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x′(t) = f (x(t − τ(t))),
τ ′(t) = h(x(t), τ (t)), (0.1)
where f :R → R, h :R × R → R, and the delay is determined by a differential equation.
Convenient assumptions are made on f and h in order to have t − τ(t) increasing and the
function τ(t) bounded, that is, τ(t) ∈ [τ , τ ], where τ is the small delay and τ is the maximum
delay.
(2)
x′(t) = g(x(t), x(t − r1(xt )), . . . , x(t − rn(xt ))), (0.2)
where g :Rn+1 → R, ri :C([−M,0];R) → [0,M], for i = 1, . . . , n, and the delays are ex-
plicit functions of the solution x(t).
Equation (0.1) was discussed by Arino et al. [3] to show the existence of oscillating periodic
solutions. An example of this type of equations is given by Arino et al. [2] to describe a renewal
equation of a population of fish. Equation (0.2) is studied by Mallet-Paret et al. in [11] to show
the existence of oscillating periodic solutions.
Differential equations with state dependent delay appear in various phenomena in chemistry,
physics, biology, ecology and particularly in management of renewable resources. One can see
the works of W.G. Aiello et al. [1], J. Bélair [4], Y. Cao et al. [5], J.M. Mahaffy et al. [10] and
H.L. Smith [15].
Equations (0.1) and (0.2) can be written in the following “general generic” formulation:{
x˙(t) = F(xt ), t  0,
x0 = ϕ ∈ C, (0.3)
where
F(ψ1,ψ2) =
(
f
(
ψ1
(−ρ(ψ2(0)))), h(ψ1(0), ρ(ψ2(0)))),
for all (ψ1,ψ2) ∈ C([−τ ,0];R2), and ρ is the retraction ρ :R → [τ , τ ] defined by
ρ(a) =
{
τ if a  τ ,
a if a ∈ [τ , τ ],
τ if a  τ ,
for Eq. (0.1) and
F(ϕ) = g(ϕ(0), ϕ(−r1(ϕ)), . . . , ϕ(−rn(ϕ))),
for Eq. (0.2).
In this work we will be concerned by the study of state dependent delay equation in this
“general generic form.” The results we obtain in this context are applicable to other class of
differential equations with state dependent delays.
The paper is organized in three sections. The first section deals with basic and preliminary
results. In the second section, we establish a general result of exponential asymptotic stability
of semigroups which is a generalization of the Desh and Schappacher results mentioned in the
beginning of this introduction. The last section is devoted to exponential asymptotic stability of
Eq. (0.3), and will be ended by an application to Eqs. (0.1) and (0.2). Specific examples related
to mathematical population models will be mentioned.
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We first give some definitions and basic results.
Let X denote a Banach space and let C([−M,0];X) denote the Banach space of X-valued
continuous functions defined on the interval [−M,0]. Cq([−M,0];X) is the Banach space of q
times continuously differentiable X-valued functions defined on [−M,0]. C0,1([−M,0];X) is
the Banach space of Lipschitz continuous X-valued functions defined on [−M,0].
We denote lip(h) the Lipschitz constant of any Lipschitz continuous function h.
Definition 1.1. (See [11].) Let C = C([−M,0];R) and let g : D ⊂ C → R be a continuous map,
and for each ϕ0 ∈ C, and quantities δ > 0 and R > 0, define V (ϕ0; δ,R) by
V (ϕ0; δ,R) =
{
ϕ ∈ C: ‖ϕ − ϕ0‖∞  δ and lip(ϕ)R
}
.
We shall say that g is “almost locally Lipschitzian” if, for each ϕ0 ∈ D and R > 0, there exist
δ = δ(ϕ0,R) and k = k(ϕ,R, δ) 0 such that for all ϕ,ψ ∈ V (ϕ0; δ,R)∩ D∣∣g(ϕ) − g(ψ)∣∣ k‖ϕ −ψ‖∞.
Definition 1.2. (See [11].) Let C = C([−M,0];R) and let C0,1 = C0,1([−M,0];R). Suppose
that δ0 > 0 and f : {ϕ ∈ C: ‖ϕ‖∞ < δ0} → R is a map. We say that f is “almost Fréchet differen-
tiable at 0” if there exist a continuous linear map L :C0,1 → R and a function σ : ]0, δ[ → ]0,∞[
with limε→0+ ε−1σ(ε) = 0 such that∣∣f (ϕ) − f (0) − L(ϕ)∣∣ σ (‖ϕ‖∞ + lip(ϕ))
for all Lipschitz ϕ ∈ C with ‖ϕ‖ + lip(ϕ) < δ0.
Definition 1.3. (See [18].) Let S(t), t  0 be a family of operators in a Banach space X. We say
that S(t), t  0, defines a strongly continuous nonlinear semigroup in a closed subset Y of X if
(i) S(t) is continuous from Y into Y , for each t  0,
(ii) S(0) = IY , S(t + s) = S(t) ◦ S(s), for each t, s  0, x ∈ Y ,
(iii) t → S(t)x is continuous from [0,∞[ into Y, for each fixed x ∈ Y.
Definition 1.4. (See [8,18].) Let T (t), t  0 be a strongly continuous nonlinear semigroup in the
closed subset Y of the Banach space (X; ‖ · ‖). An equilibrium (or equilibrium solution) of T (t),
t  0, is a point xˆ ∈ Y such that T (t)xˆ = xˆ. If xˆ ∈ Y , then xˆ is exponentially asymptotically stable
if and only if for every ε > 0 there exist δ > 0, ω > 0, k > 0 such that if x ∈ Y and ‖x − xˆ‖ < δ
then ‖T (t)x − xˆ‖Ke−ωt‖x − xˆ‖ < ε.
Definition 1.5. (See [16].) Let (X,‖ · ‖) be a Banach space and Λ an operator defined on a subset
of X with value into X. We say that
(a) Λ is dissipative if∥∥(I − λΛ)x1 − (I − λΛ)x2∥∥ ‖x1 − x2‖ (1.1)
for all x1 and x2 in the domain of Λ and all λ > 0.
(b) Λ is ω-dissipative if Λ − ωI is dissipative.
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equal to X, for each λ > 0 small enough.
Theorem 1.6. (See [8].) Let T (·) be a strongly continuous nonlinear semigroup in the closed
subset Y of the Banach space X and xˆ an equilibrium. Suppose that T (·) is Fréchet-differentiable
at xˆ with U(t) = T ′(t, [xˆ]) and that the zero solution is exponentially asymptotically stable with
respect to this linearized semigroup U(·). Then xˆ is exponentially asymptotically stable with
respect to T (·).
Theorem 1.7. (See [7].) Let Λ be an operator with domain contained in a Banach space X. If
there exists ω ∈ R such that Λ −ωI is m-dissipative then
lim
n→∞
(
I − t
n
Λ
)−n
x := S(t)x, (1.2)
exists for x ∈ D(Λ). Furthermore, (S(t))t0 is a strongly continuous nonlinear semigroup
on D(Λ).
Denote by A the operator defined by{
D(A) = {ϕ ∈ C2: ϕ′(0) = F(ϕ)},
Aϕ = ϕ′. (1.3)
Theorem 1.8. (See [14].) Suppose that there exist constants γ > 0, σ  0, and 0 γσ < 1 such
that, for all ϕ and φ in (C1([−M,0]);X),∣∣F(ϕ) − F(φ)∣∣ γ ‖ϕ − φ‖∞ + γσ Sup
θ∈[0,M]
{
exp(−σθ)∣∣φ′(θ) − ϕ′(θ)∣∣}.
Then, there exists ω > 0 such that A− ωI is m-dissipative and
lim
n→∞
(
I − t
n
A
)−n
x := T (t)x, (1.4)
generates a shift semigroup (T (t))t0 on D(A). Moreover, the function xϕ(·) defined, for each
ϕ ∈ D(A), by
x(t;ϕ) =
{
ϕ(t),
[T (t)ϕ](0)
is the unique solution of Eq. (0.3).
2. Formal linearization and exponential asymptotic stability of nonlinear semigroups
Let (X,‖ · ‖) and (X1,‖ · ‖1) be two Banach spaces, such that X1 is a subspace of X and
‖x‖ ‖x‖1 for all x ∈ X1. (H(t))t0 is a strongly continuous nonlinear semigroup defined on
a closed subset Z of (X1,‖ · ‖1) and (S(t))t0 is a C0-semigroup defined on X. Let xˆ be an
equilibrium point of H(·).
This section is devoted to the investigation of the exponential asymptotic stability of equilib-
rium solution via a formal linearization introduced in the next definition.
In the sequel, we will use the following assumption:
M. Louihi, M.L. Hbid / J. Math. Anal. Appl. 329 (2007) 1045–1063 1049(H1) There exist a constant M and an increasing function σ defined from [0,∞[ into [1,∞[
such that{‖H(s)x − xˆ‖1  σ(s)‖x − xˆ‖, for all s >M and x ∈ Z,
‖H(s)x − xˆ‖1  σ(s)‖x − xˆ‖1, for all s  0 and x ∈ Z.
Definition 2.1. We shall say that S(·) is the “the almost linearized” of H(·) around xˆ if, for all
t > 0 and ε > 0, there exists β1 =: β1(t, ε) such that∥∥H(t)x − xˆ − S(t)(x − xˆ)∥∥ ε‖x − xˆ‖1
for all x ∈ Z with ‖x − xˆ‖1  β1.
Theorem 2.2. Assume that H(·) verifies the hypothesis (H1) and suppose that S(·) is “the almost
linearized” of H(·) around xˆ. If the zero solution is exponentially asymptotically stable with
respect to (S(t))t0 then there exist η > 0 and ω > 0 such that
lim
t→∞ sup
x∈Z;‖x−xˆ‖1η
{
exp(ωt)
∥∥H(t)x − xˆ∥∥1}= 0. (2.1)
We have divided the proof of Theorem 2.2 in lemmas.
Fix a real t0 >M .
Lemma 2.3. Assume that H(·) verifies the hypothesis (H1). Moreover, suppose that S(·) is “the
almost linearized” of H(·) around xˆ, and zero is exponentially asymptotically stable with respect
to S(t). Then there exists an integer N0 := N0(t0) > 0, such that for all n  N0, there exists
βn := βn(t0) ∈ ]0,1[ such that∥∥H(t0)nx − xˆ∥∥ 12σ(t0)‖x − xˆ‖1, for all x ∈ Z with ‖x − xˆ‖1  βn. (2.2)
Proof. The fact that S(·) is “the almost linearized” of H(·) around xˆ implies that there exists
βn := β1(nt0, 14σ(t0) ) ∈ ]0,1[ such that∥∥H(t0)nx − xˆ − S(t0)n(x − xˆ)∥∥ 14σ(t0)‖x − xˆ‖1 (2.3)
for all x ∈ Z with ‖x − xˆ‖1  βn. Zero is exponentially asymptotically stable with respect to the
C0-semigroup S(t) implies that there exists an integer N0 := N0(t0) > 0 such that∥∥S(t0)n∥∥ 14σ(t0) , for all nN0. (2.4)
Lemma 2.3 follows by combining (2.3) and (2.4). 
Fix an integer n0 >N0 + 1.
Lemma 2.4. Suppose that the hypotheses of Lemma 2.3 hold. For all ω ∈ ]0, ln 2
n0
[, there exists
l := l(ω) ∈ ]0,1[ such that
eωnn0
∥∥H(t0)nn0x − xˆ∥∥ ln‖x − xˆ‖1, for all x ∈ Z with ‖x − xˆ‖1  βn0 , (2.5)
where βn0 = min(βn0 , βn0−1).
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We deduce then, for all ω ∈ ]0, ln 2
n0
[, that
eωn0
∥∥H(t0)n0x − xˆ∥∥ l
σ (t0)
‖x − xˆ‖1, with l := e
ωn0
2
∈ ]0,1[. (2.6)
Equation (2.5) is then true for n = 1.
Assume (2.5) holds for the degree n; we will prove it for n + 1.
We have
eω(n+1)n0
∥∥H(t0)(n+1)n0x − xˆ∥∥= eωn0eωnn0∥∥H(t0)nn0(H(t0)n0x)− xˆ∥∥. (2.7)
Hypothesis (H1) implies∥∥H(t0)n0x − xˆ∥∥1 = ∥∥H(t0)(H(t0)n0−1x)− xˆ∥∥1  σ(t0)∥∥H(t0)n0−1x − xˆ∥∥. (2.8)
Since ‖x − xˆ‖1  βn0  βn0−1 and n0 − 1N0, then Lemma 2.3 gives∥∥H(t0)n0−1x − xˆ∥∥ 12σ(t0)‖x − xˆ‖1  βn02σ(t0) . (2.9)
By (2.8) and (2.9), we deduce that∥∥H(t0)n0x − xˆ∥∥1  βn02 . (2.10)
(2.10) gives
eωnn0
∥∥H(t0)nn0(H(t0)n0x)− xˆ∥∥ ln∥∥H(t0)n0x − xˆ∥∥1. (2.11)
Consequently, and from (2.8)–(2.11), we deduce that
eω(n+1)n0
∥∥H(t0)(n+1)n0x−xˆ∥∥ eωn0 lnσ (t0)∥∥H(t0)n0−1x − xˆ∥∥
 1
2
eωn0 ln‖x − xˆ‖1  ln+1‖x − xˆ‖1. 
Lemma 2.5. Suppose that the hypotheses of Lemma 2.3 hold. There exist η0 = η(t0) and
ω0 = ω(t0) such that
lim
n→∞ sup
x∈Z: ‖x−xˆ‖1η0
{
exp(ωn)
∥∥H(t0)nx − xˆ∥∥}= 0. (2.12)
Proof. For all integers 1 k  n0, and all x ∈ Z with ‖x− xˆ‖1  β˜n0 := {β1, . . . , βn0}, Eq. (2.3)
gives ∥∥H(t0)kx − xˆ∥∥ ∥∥H(t0)kx − xˆ − S(t0)k(x − xˆ)∥∥+ ∥∥S(t0)k(x − xˆ)∥∥

(
1
4σ(t0)
+ ∥∥S(t0)k∥∥)‖x − xˆ‖1. (2.13)
Put L = max1kn0{1, exp(ωn0)( 14σ(t0) + ‖S(t0)k‖)}, η =
β˜n0
Lσ(t0)
and consider x ∈ Z with
‖x − xˆ‖1  η.
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 σ(t0)L‖x − xˆ‖1
 σ(t0)Lη = β˜n0 .
Lemma 2.4, shows that, for all integers n and 1 k  n0:
exp
(
ω(nn0 + k)
)∥∥H(t0)nn0+kx − xˆ∥∥= exp(ωk) exp(ωnn0)∥∥H(t0)nn0(H(t0)kx) − xˆ∥∥
 exp(ωk)ln
∥∥H(t0)kx − xˆ∥∥
 lnL‖x − xˆ‖1
 lnLη.
Consequently,
lim
n→∞ sup
x∈Z: ‖x−xˆ‖1η
{
exp
(
ω(nn0 + k)
)∥∥H(t0)nn0+kx − xˆ∥∥}= 0
for all n and 1 k  n0. Equation (2.12) is then proved for all n ∈ N. 
Proof of Theorem 2.2. Let t  t0 and x ∈ Z. Put k := [ tt0 ].
From k  t
t0
 k + 1, we deduce that
exp
(
ω
t
t 0
)∥∥H(t)x − xˆ∥∥ exp(ω(k + 1))∥∥Hk(t0)(H(t − t0k)x)− xˆ∥∥. (2.14)
Since 0 t − kt0  t0 and σ is nondecreasing function, hypothesis (H1) implies that∥∥H(t − kt0)x − xˆ∥∥1  σ(t0)‖x − xˆ‖1. (2.15)
By combining Lemma 2.5 and Eqs. (2.14), (2.15), we deduce then that
lim
t→∞ sup
x∈Z;‖x−xˆ‖1 ησ(t0)
{
exp
(
ω
t0
t
)∥∥H(t)x − xˆ∥∥}= 0. (2.16)
Finally, (2.1) follows from (2.16) and the fact that∥∥H(t)x − xˆ∥∥1  σ(t0)∥∥H(t − t0)x − xˆ∥∥, for all t  t0. 
3. Application to the case of differential equations with state-dependent delays
3.1. The general differential equation with state dependent delay
The result of this section is an application of Theorem 2.2 to the case of differential equations
with state-dependent delays. For more precision, we establish a result of exponential asymptotic
stability of Eq. (0.3).
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– xˆ denotes an equilibrium solution of Eq. (0.3): F(xˆ) = 0;
– C0,1 = C0,1([−M,0];Rn) endowed with the norm ‖ · ‖0,1 defined by
‖ϕ‖0,1 = ‖ϕ‖∞ + ‖ϕ′‖L∞, for all ϕ ∈ C0,1;
– C1 = C1([−M,0];Rn) endowed with the norm ‖ · ‖1 defined by
‖ϕ‖1 = ‖ϕ‖∞ + ‖ϕ′‖∞, for all ϕ ∈ C1;
– ‖ · ‖∗γ , for γ > 0, the norm of C1, equivalent to the norm ‖ · ‖1, defined by
‖ϕ‖∗γ = ‖ϕ‖∞ +
1
γ
‖ϕ′‖∞, for all ϕ ∈ C1;
– Bδ(ϕ0) and B0,1δ (ϕ0), for δ > 0, the balls of center ϕ0 and radius δ respectively of the spaces
(C,‖ · ‖∞) and (C0,1,‖ · ‖0,1) and Bδ(0) = Bδ and B0,1δ (0) = B0,1δ ;
– F˜ is the function defined by
Vγ (ϕ) =
{
ϕ, if‖ϕ‖∗γ  1,
ϕ
‖ϕ‖∗γ , if not,
(3.1)
F˜ (ϕ) = F
(
xˆ + δ˜Vγ
(
ϕ − xˆ
δ˜
))
, (3.2)
where γ = α + 1, δ˜ = δ2(1+γ ) ;
– J˜λ is the operator defined by J˜λ = (I − λA˜)−1, where A˜ is the operator defined by{
D(A˜) = {ϕ ∈ C2: ϕ′(0) = F˜ (ϕ)},
A˜ϕ = ϕ′; (3.3)
– Jλ is the operator defined by Jλ = (I − λA)−1, where A is the operator defined by (1.3).
Throughout this subsection we shall suppose that F satisfies one or more of the following
hypotheses:
(H2) F :C → Rn is continuous and there exist δ > 0 and α > 0 such that∣∣F(ϕ) − F(ψ)∣∣ α‖ϕ −ψ‖∞, ∀ϕ,ψ ∈ B0,1δ (xˆ).
(H3) F is Fréchet differentiable at xˆ in (C1,‖ · ‖1).
(H4) There exist υ > 0 and δ > 0 such that∣∣F(ϕ)∣∣ υ‖ϕ − xˆ‖∞, for all ϕ ∈ Bδ(xˆ).
Remark 3.1. From assumptions (H2) and (H3), if we denote by L the Fréchet derivative of F at
xˆ in (C1,‖ · ‖1), then from Mallet-Parret et al. [11], we know that L can be extended uniquely
to a continuous linear map defined from C into Rn; and the norm of this extension is bounded
by α. In the sequel, by abuse of notation, we use the same letter L to designate this extension.
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y′(t) = Lyt ,
y0 = ϕ ∈ C := C[−M,0]. (3.4)
Denote (S(t))t0 the family of operators defined from C into C by S(t)ϕ = yϕt for all t  0
and ϕ ∈ C, where yϕ(·) is the solution of Eq. (3.4) with initial data ϕ. It is well known that the
C0-semigroup (S(t))t0 satisfies:
lim
n→∞J
n
0,λ(ϕ) = S(t)ϕ, (3.5)
where J0,λ := (I − λA0)−1, and A0 is the operator defined by{
D(A0) = {ϕ ∈ C1: ϕ′(0) = L(ϕ)},
ϕ′ = A0ϕ. (3.6)
Theorem 3.2. Assume that F satisfies (H2) and (H3). If the zero solution is exponentially as-
ymptotically stable with respect to the C0-semigroup S(t), then there exist η > 0 and ω > 0 such
that the solution xϕ(·) of Eq. (0.3), with initial data ϕ ∈ B0,1η (xˆ), exists in [−M,+∞] and
lim
t→∞ exp(ωt) sup
ϕ∈B0,1η (xˆ)
{∥∥xϕt − xˆ∥∥1}= 0. (3.7)
The main idea of the proof is to construct a nonlinear semigroup that coincides with a segment
of solution of Eq. (0.3), for small initial data, and for which the C0-semigroup (S(·)) is the almost
linearized (see Definition 2.1).
For notational convenience we restrict ourselves to xˆ = 0, generalization to xˆ = 0 is straight-
forward. We begin by constructing a regular function that coincides with F in a neighborhood
of 0 in (C0,1,‖ · ‖0,1).
Lemma 3.3. Suppose that hypothesis (H2) holds. The following properties are true:
(a) F˜
/B
0,1
δ˜
= F ; (3.8)
(b) ∣∣F˜ (ϕ)∣∣ γ α‖ϕ‖∞, ∀ϕ ∈ C0,1; (3.9)
(c) there exist ρ > 0 and σ ∈ ]0,1[ such that∣∣F˜ (ϕ) − F˜ (ψ)∣∣ ρ‖ϕ −ψ‖∞ + σ‖ϕ′ − ψ ′‖∞, ∀ϕ,ψ ∈ C1. (3.10)
Proof. (a) For all ϕ ∈ B0,1
δ˜
, since γ > 1, we have∥∥∥∥ϕ
δ˜
∥∥∥∥
1,γ
= 1
δ˜
(
‖ϕ‖∞ + 1
γ
‖ϕ′‖L∞
)
 1
δ˜
‖ϕ‖0,1  1.
This yields Vγ (ϕ
δ˜
) = ϕ
δ˜
, and so F˜ (ϕ) = F(ϕ).
(b) If ‖ϕ‖0,1  δ˜, then property (a) implies that F˜ (ϕ) = F(ϕ). Thus, from (H2) we obtain
|F˜ (ϕ)| = |F(ϕ)| α‖ϕ‖∞.
If ‖ϕ‖0,1 > δ˜, then we have
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(∥∥∥∥Vγ(ϕ
δ˜
)∥∥∥∥∞, 1γ
∥∥∥∥(Vγ(ϕ
δ˜
))′∥∥∥∥
L∞
)

∥∥∥∥Vγ(ϕ
δ˜
)∥∥∥∥∗
γ
 1.
Then, we get∥∥∥∥Vγ(1
δ˜
ϕ
)∥∥∥∥
0,1
 1 + γ (3.11)
and so∥∥∥∥δ˜Vγ(1
δ˜
ϕ
)∥∥∥∥∗
γ
 δ˜(1 + γ ) = δ
2
.
Hypothesis (H2) shows then that∣∣F˜ (ϕ)∣∣= ∣∣∣∣F(δ˜Vγ(1
δ˜
ϕ
))∣∣∣∣ α∥∥∥∥δ˜Vγ(1
δ˜
ϕ
)∥∥∥∥∞. (3.12)
We need to consider two subcases:
1st subcase: If Vγ ( 1
δ˜
ϕ) = 1
δ˜
(ϕ).
Then we have ‖δ˜Vγ ( 1
δ˜
ϕ)‖∞ = ‖ϕ‖∞ and from (3.12) we obtain |F˜ (ϕ)| α‖ϕ‖∞.
2nd subcase: If Vγ ( 1
δ˜
ϕ) = ϕ/δ˜‖ϕ/δ˜‖∗γ . Then one has∥∥∥∥Vγ(1
δ˜
ϕ
)∥∥∥∥∞ = ‖ϕ‖∞‖ϕ‖∗γ = ‖ϕ‖∞‖ϕ‖∞ + 1γ ‖ϕ′‖L∞ 
‖ϕ‖∞
1
γ
‖ϕ‖0,1
 γ ‖ϕ‖∞
δ˜
and so∥∥∥∥δ˜Vγ(1
δ˜
ϕ
)∥∥∥∥∞  γ ‖ϕ‖∞. (3.13)
Finally, (3.12) and (3.13) yield∣∣F˜ (ϕ)∣∣ αγ ‖ϕ‖∞.
(c) Consider ϕ ∈ C1.
Lemma 6.1 in [12] gives for all ϕ and ψ :∥∥∥∥Vγ(ϕ
δ˜
)
− Vγ
(
ψ
δ˜
)∥∥∥∥∞ 
{
2
∥∥∥∥ϕ
δ˜
− ψ
δ˜
∥∥∥∥∞ + 1γ
∥∥∥∥ϕ′
δ˜
− ψ
′
δ˜
∥∥∥∥
L∞
}
and so∥∥∥∥δ˜Vγ(ϕ
δ˜
)
− δ˜Vγ
(
ψ
δ˜
)∥∥∥∥∞  2‖ϕ − ψ‖∞ + 1γ ‖ϕ′ − ψ ′‖L∞ . (3.14)
We conclude from (H2) and (3.11) and (3.14) that∣∣F˜ (ϕ) − F˜ (ψ)∣∣= ∣∣∣∣F(δ˜Vγ(ϕ
δ˜
))
− F
(
δ˜Vγ
(
ψ
δ˜
))∣∣∣∣
 α
∥∥∥∥δ˜Vγ(ϕ
δ˜
)
− δ˜Vγ
(
ψ
δ˜
)∥∥∥∥∞
 2α‖ϕ −ψ‖∞ + α
γ
‖ϕ′ −ψ ′‖L∞ . 
Under the same hypotheses of Lemma 3.3, we make the following remarks.
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consider the equation{
y′(t) = F˜ (yt ),
y0 = ϕ, (3.15)
then, the family of operators (T (t))t0, defined by T (t)ϕ = yϕt , where yϕ(·) is the solution of
(3.15) with initial data ϕ, is a strongly continuous semigroup on the adherence, in (C1,‖ · ‖1),
of D(A˜), which is equal to
E˜ := D(A˜) = {ϕ ∈ C1: ϕ′(0) = F˜ (ϕ)}
(see, for instance, [12,17]). Moreover,
lim
n→∞ J˜
n
λ ϕ := T (t)ϕ, for all ϕ ∈ E˜. (3.16)
Remark 3.5. The semigroup (T (t))t0 verifies the hypothesis (H1). Indeed, for all ϕ ∈ E˜ we
have, by using property (b) of Lemma 3.3, that
∣∣y(t)∣∣ ∣∣y(0)∣∣+ t∫
0
∣∣F˜ (ys)∣∣ds  ‖y0‖∞ + t∫
0
αγ ‖ys‖∞ ds. (3.17)
Gronwall’s lemma gives
‖yt‖∞  ‖y0‖∞ exp(αγ t) = exp(αγ t)‖ϕ‖∞, (3.18)
and so∣∣y′(t)∣∣= ∣∣F˜ (yt )∣∣ αγ ‖yt‖∞  αγ exp(αγ t)‖ϕ‖∞. (3.19)
Hypothesis (H1) is then satisfied, with for example σ(·) = αγ exp(αγ (·)) + 1.
Remark 3.6. From Proposition 4.3 in [14], by using property (c) in Lemma 3.3, we de-
duce that the operator −A + ω0I is m-dissipative with respect to the C1-norm: ‖ϕ‖∗ =
max{ω0‖ϕ‖∞,‖ϕ′‖∞} where ω0 = 2α1−α/γ . That is, J˜λ is Lipschitzian. Since F(0) = 0, we have
J˜λ(0) = 0. It follows then, for all φ ∈ C1 and all n ∈ N∗, that∥∥J˜ nλ (φ)∥∥1  2min{ω0,1}∥∥J˜ nλ (φ)∥∥∗
 2
min
{ω0,1} 1
(1 − λω0)n ‖φ‖∗
 2 max{ω0,1}
min{ω0,1
} 1
(1 − λω0)n ‖φ‖1. (3.20)
Proof of Theorem 3.2. We begin by proving that there exist two constants η > 0 and ω > 0 such
that
lim
t→∞ exp(ωt) sup
ϕ∈E˜∩B1
{∥∥T (t)ϕ∥∥1}= 0. (3.21)η
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linearized of T (·) around zero (recall Definition 2.1).
Let ε > 0 and t > 0. We prove that there exists η = η(ε, s) such that∥∥T (t)ϕ − S(t)ϕ∥∥ ε‖ϕ‖1, for all ϕ ∈ E such as ‖ϕ‖1  η
(see Definition 2.1). Hypothesis (H3) and property (a) in Lemma 3.3 imply that there exists
μ = μ(ε) δ˜ such that∣∣F˜ (ϕ) −L(ϕ)∣∣ ε‖ϕ‖1, for all ϕ ∈ C1 with ‖ϕ‖1  μ. (3.22)
Put ω = max{ 2 max{ω0,1}
min{ω0,1} , α,αγ } and prove by induction, for all λ > 0 small enough and all
n ∈ N∗, that∥∥J˜ nλ (φ) − Jn0,λ(φ)∥∥∞  ωnλ(1 − λω)−(n+1)ε‖φ‖1 (3.23)
for all φ ∈ E with ‖φ‖1  (1−λω)nω μ.
For n = 1, let φ ∈ E such that ‖φ‖1  1−λωω μ.
Put ϕ˜ = J˜λ(φ) and ϕ = J0,λ(φ). We have then ϕ˜ − ϕ − λ(ϕ˜ − ϕ)′ = 0, which is equivalent to
ϕ˜ − ϕ = exp( θ
λ
)(ϕ˜ − ϕ)(0).
Consequently,
‖ϕ˜ − ϕ‖∞ =
∣∣ϕ˜(0) − ϕ(0)∣∣. (3.24)
From (3.24) and from the following equalities:{
ϕ˜(0) = φ(0) + λF˜ (ϕ˜),
ϕ(0) = φ(0) + λL(ϕ), (3.25)
we deduce that
‖ϕ˜ − ϕ‖∞  λ
∣∣F˜ (ϕ˜) − L(ϕ)∣∣ λ∣∣F˜ (ϕ˜) − L(ϕ˜)∣∣+ λα‖ϕ − ϕ˜‖∞. (3.26)
Applying (3.20) and the induction hypothesis, we obtain that
‖ϕ˜‖1  ω(1 − λω)−1‖φ‖1  μ. (3.27)
Combining (3.22) , (3.26) and (3.27) yields
‖ϕ˜ − ϕ‖∞  ωλ(1 − λω)−1ε‖φ‖1 + λα‖ϕ − ϕ˜‖∞. (3.28)
Finally, we have
‖ϕ˜ − ϕ‖∞  ωλ(1 − λω)−2ε‖φ‖1.
Now, assuming (3.23) to hold for n, we will prove it for n + 1.
Let φ ∈ E with ‖φ‖1  (1−λω)n+1ω μ (for λ small enough).
If we put J˜ n+1λ (φ) = ϕ˜ and Jn+10,λ (φ) = ϕ, we can assert that{
ϕ˜ − λϕ˜′ = J˜ nλ (φ),
ϕ − λϕ′ = Jn0,λ(φ) (3.29)
and so
ϕ − ϕ˜ − λ(ϕ − ϕ˜)′ = Jn0,λ(φ) − J˜ nλ (φ). (3.30)
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ϕ − ϕ˜ = exp
( ·
λ
)
(ϕ − ϕ˜)(0) + exp(
·
λ
)
λ
0∫
·
exp
(−s
λ
)(
Jn0,λ(φ) − J˜ nλ (φ)
)
ds (3.31)
which implies, for all θ ∈ [−M,0], that∣∣(ϕ − ϕ˜)(θ)∣∣ ∣∣∣∣exp(θλ
)∣∣∣∣∣∣(ϕ − ϕ˜)(0)∣∣+(1 − exp(θλ
))∣∣(Jn0,λ(φ) − J˜ nλ (φ))(θ)∣∣. (3.32)
Consequently, we obtain
‖ϕ − ϕ˜‖∞ max
{∣∣ϕ(0) − ϕ˜(0)∣∣,∥∥Jn0,λ(φ) − J˜ nλ (φ)∥∥∞}. (3.33)
Since ‖φ‖1  (1−λω)n+1ω μ (1−λω)
n
ω
, then induction hypothesis implies∥∥Jn0,λ(φ) − J˜ nλ (φ)∥∥∞  nωλ(1 − λω)−(n+1)ε‖φ‖1
 (n + 1ω)λ(1 − λω)−(n+2)ε‖φ‖1. (3.34)
On the other hand, we have{
ϕ˜(0) = J˜ nλ (φ)(0) − λF˜ (ϕ˜),
ϕ(0) = Jn0,λ(φ)(0) − λL(ϕ), (3.35)
then (3.35), (3.22) and (3.20) and induction hypothesis imply∣∣ϕ(0) − ϕ˜(0)∣∣ ∥∥Jn0,λ(φ) − J˜ nλ (φ)∥∥∞ + λ∣∣F˜ (ϕ˜) −L(ϕ˜)∣∣+ λ∥∥L(ϕ˜) − L(ϕ)∥∥∞
 ωnλ(1 − λω)−(n+1)ε‖φ‖1 + λε‖ϕ˜‖1 + λω‖ϕ˜ − ϕ‖∞
 ω(n + 1)λ(1 − λω)−(n+1)ε‖φ‖1 + λω‖ϕ˜ − ϕ‖∞. (3.36)
Finally, we conclude from (3.33), (3.34) and (3.36) that
‖ϕ − ϕ˜‖∞  ω(n + 1)λ(1 − λω)−(n+2)ε‖φ‖1,
which proves (3.23). It is well known that limn→∞(1 − tnω)n = exp(−tω) and the convergence
is increasing. Then, for ‖φ‖1  12 exp(−tω)μ and n large enough, we have
‖φ‖1 
(
1 − t
n
ω
)n
μ.
By Eqs. (3.23), (3.5) and (3.16) we obtain, for φ ∈ E such that ‖φ‖1  12 exp(−tω)μ, that∥∥T (t)φ − S(t)φ∥∥∞ = limn→∞∥∥Jn0,t/n(φ) − J˜ nt/n(φ)∥∥∞
 ω lim
n→∞ t
(
1 − t
n
ω
)−(n+1)
ε‖φ‖1
 ωt exp(tω)ε‖φ‖1, (3.37)
which implies that both Eqs. (3.21) and (3.22) are true.
The end of the proof is done in two steps. First, we prove the existence of a number
η1 < min{η, δ˜} such that for all initial data ϕ ∈ B1η1 ∩ E˜, xϕ exists in [−M,+∞[ and coin-
cides with yϕ in this interval. Second, we prove the existence of a number η2 < η1 such as, for
all initial data ϕ ∈ B0,1η , xϕ exists in [−M,M] and xϕ ∈ B1η ∩ E˜.2 M 1
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sup
ϕ∈B1η∩E˜
{∥∥yϕt ∥∥1}< δ˜. (3.38)
For t  t0, if we apply again Remark 3.5, we obtain, for all ϕ ∈ B1
δ˜/σ (t0)
∩ E˜, that∥∥yϕt ∥∥1  σ(t)‖ϕ‖1  δ˜. (3.39)
So, if we put η1 := min{η,δ˜}σ(t0) and if we combine (3.38), (3.39) and property (a) of Lemma 3.3, we
obtain, for all initial data ϕ ∈ B1η1 ∩ E˜, that
d
dt
yϕ(t) = F˜ (yϕt )= F (yϕt ), for all t  0. (3.40)
Thus, Claim 1 holds.
Claim 2. From Hale [9], and because F is continuous, there exists a solution of Eq. (0.3) for any
initial data in C.
Let ϕ ∈ C0,1 such that ‖ϕ‖0,1  η12σ(M) := η2. Denote by [−M,ζ [ the maximal interval of
existence of xϕ(·), and put
t1 := max
{
t : xt ∈ B0,1
δ˜
}
. (3.41)
Firstly, we have to prove that ζ M and t1 M .
Suppose that ζ <M . We have in this case that t1 = ζ . Indeed, if we suppose that it is not true,
then we obtain for all t ∈ [0, t1[, by arguing as in (3.17)–(3.19), that∣∣xϕ(t)∣∣ σ(M)η2 and ∣∣∣∣ ddt xϕ(t)
∣∣∣∣ σ(M)η2. (3.42)
We deduce then, using continuity of xϕ(t) and d
dt
xϕ(t), that there exists ε ∈ ]0, t1 − δ] such as
|xϕ(t)| < δ˜2 and | ddt xϕ(t)| < δ˜2 , for all t ∈ [t1, t1 + ε[.
Then,∥∥xϕt ∥∥0,1 < δ˜ for all t ∈ [t1, t1 + ε[. (3.43)
This contradicts (3.41). That is, we have t1  ζ , which implies, using (3.42), that |xϕ(t)| 
δ˜
2 < +∞, which contradicts the fact that [−M,ζ [ is the maximal interval of existence and that
ζ <M < +∞.
So we have prove that xϕ exists in [−M,M]. And we can obtain, exactly as we have done in
(3.43), that t1 M . That is, we deduce by using (3.42), that ‖xϕM‖1 min{η1, δ˜}. Then the proof
of Claim 2 is complete.
To summarize, for any initial data ϕ ∈ B0,1η2 , xϕ exists in [−M,+∞[, ‖xϕM‖1  min{η, δ˜},
x
ϕ
M ∈ B1η ∩ E˜ and
x
ϕ
t = T (t − M)xϕM, for all t M.
Thus, applying (3.21), we conclude that
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t→∞ exp(ωt) sup
ϕ∈B0,1η2
{∥∥xϕt ∥∥0,1}
= exp(ωM) lim
t→∞ exp
(
ω(t −M)) sup
ϕ∈B1η
{∥∥T (t −M)ϕ∥∥1}= 0.  (3.44)
Corollary 3.7. Assume that F satisfies (H2)–(H4). If the zero solution is exponentially asymptot-
ically stable with respect to the C0-semigroup S(t), then there exists η > 0 such that any solution
xϕ(t) of (0.3), with initial data ϕ ∈ Bη , exists in [−M,+∞] and satisfies
lim
t→∞ exp(ωt) sup
ϕ∈Bη(xˆ)
{∥∥xϕt − xˆ∥∥1}= 0. (3.45)
Proof. Without loss of generality, we suppose that xˆ = 0. Arguing as in [6, Corollary 3.2], we
can assert that for fixed numbers 0 < δ0 < δ, 0 < δ∗ < exp(−νM)δ0, and for all ϕ ∈ Bδ∗ , the
associated solution xϕ(t) of (0.3) exists in [−M,M] and∥∥xϕt ∥∥∞  exp(νt)‖ϕ‖∞  δ0 for all t ∈ [0,M]. (3.46)
Assumption (H4) gives for all 0 t M ,∣∣∣∣ ddt xϕ(t)
∣∣∣∣= ∣∣F (xϕt )∣∣ ν∥∥xϕt ∥∥∞  ν exp(νt) (3.47)
which implies that∥∥xϕM∥∥1  (ν + 1) exp(νM)‖ϕ‖∞. (3.48)
Let η0 = inf{δ∗, η(ν+1) exp(νM) }. By Theorem 3.2, we get that the solutions of (0.3) with initial
data xϕM , with ‖ϕ‖∞  η0, are defined on [−M,+∞]. We deduce then that the solutions xϕ(t)
of (0.3), with initial data ‖ϕ‖∞  η0, are also defined on [−M,+∞].
Then, using (3.48), one has for all t >M ,
sup
ϕ∈Bη0
{∥∥xϕt ∥∥} sup
ϕ∈B1η
{∥∥xϕt ∥∥}.
We conclude, applying again Theorem 3.2, that
lim
t→∞ exp(ωt) supϕ∈Bη0
{∥∥xϕt ∥∥}= lim
t→∞ exp(ωt) sup
ϕ∈B1η
{∥∥xϕt ∥∥}= 0. 
3.2. Applications and examples
Consider the following state dependent delay:⎧⎨⎩x
′(t) = f (x(t − τ(t))),
τ ′(t) = h(x(t), τ (t)), t  0,
(x0, τ (0)) = (ϕ, τ ) ∈ C([−τ ,0];R) × [τ , τ ].
(3.49)
The functions f and h verify the following hypotheses:
(H5) (i) |h(x, τ )| 1;
(ii) h(x, τ ) 0 and h(x, τ ) 0, for each (x, τ ) ∈ R× K.
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neighborhood of (xˆ, τ ∗), f (xˆ) = 0, h(xˆ, τ ∗) = 0, τ ∗ ∈ [τ , τ ], f is differentiable at xˆ and
h is differentiable at (xˆ, τ ∗).
Assumption (H5) insures that the function t → t − τ(t) is increasing and the boundedness of
the delay function τ(t) holds in the interval [τ , τ ].
This class of equations corresponds in some specific forms to models in control theory and
marine population dynamics.
An example of such equation is the model given in the work of Arino, Hbid and Bravo de la
Parra [2]. This model describes the evolution of a population of fish in the larval stage taking ac-
count the density-dependence effect. The authors obtain the renewal equation of such population
as a differential equation with state dependent delay. This equation is given by⎧⎪⎪⎨⎪⎪⎩
N ′1(t) = KN1(t − r) − (1 − a′1(t)) exp(−
∫ a1(t)
0 f (σ )dσ)kN1(t − r − a)
− k ∫ t
t−a1(t) f (t − a) exp(−
∫ t−a
0 f (σ )dσ)N1(a − r) da,
a′1(t) = N1(t)−N1(t−a1(t))N1(t)+C1 .
(3.50)
Equation (3.50) is a model of growth of populations of fishes in the larval stage.
N1(t) is the total population in the stage immediately following the egg stage, after the yolk
has been consumed at time t (per unit of volume), a1(t) is the time spent in this stage. C1 and r
are constants.
Corollary 3.8. Suppose that the hypotheses (H5) and (H6) hold. If τ ∗f ′(xˆ) ∈ ]0, π2 [ and
∂h
∂x2
(xˆ, τ ∗) < 0, then there exist η > 0 and ω > 0 such that
lim
t→∞ exp(ωt) sup
{∥∥x(ϕ,τ)t − xˆ∥∥0,1 + ∣∣τ (ϕ,τ)(t)−τ∗ ∣∣: (ϕ, τ ) ∈ C([−τ ,0];R)× [τ , τ ]
and ‖ϕ − xˆ‖∞ + |τ − τ ∗| < η
}= 0, (3.51)
where (x(ϕ,τ)(·), τ (ϕ,τ)(·)) denote the solution of Eq. (3.49) with initial data (ϕ, τ ) ∈
C([−τ ,0];R)× [τ , τ ].
Proof. Equation (3.49) can be written in the following form:{
dY (t)
dt
= F(Yt ),
Y0 = ϕ ∈ C([−M,0];R2),
(3.52)
with Y(t) = (x(t), τ (t)) for all t  0, F is the function defined by
F(ψ1,ψ2) =
(
f
(
ψ1
(−ρ(ψ2(0)))), h(ψ1(0), ρ(ψ2(0)))),
for all (ψ1,ψ2) ∈ C([−τ ,0];R2), and ρ is the retraction ρ :R → [τ , τ ] defined by
ρ(a) =
{
τ if a  τ ,
a if a ∈ [τ , τ ],
τ if a  τ .
On the other hand, assumption (H5) implies that F satisfies hypotheses (H2)–(H4), and (xˆ, τ ∗)
is the equilibrium point of F . The derivative of F at (xˆ, τ ∗) is defined by
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(
f ′(xˆ)ψ1(−τ ∗), ∂h
∂x1
(xˆ, τ ∗)ψ1(0) + ∂h
∂x2
(xˆ, τ ∗)
(
ψ2(0)
))
for all (ψ1,ψ2) ∈ C([−τ ,0];R2). The linear differential equation associated with L is written
as follows:{(
dz1
dt
(t), dz
2
dt
(t)
)= L(z1t , z2t ),
(z10, z
2
0) = (ψ1,ψ2) ∈ C([−M,0];R2),
(3.53)
or equivalently as{(
dz1
dt
(t), dz
2
dt
(t)
)= (f ′(xˆ)z1(t − τ ∗), ∂h
∂x1
(xˆ, τ ∗)z1(t) + ∂h
∂x2
(xˆ, τ ∗)(z2(t))),
z10 = ϕ ∈ C([−M,0];R), z20 = τ ∈ R.
(3.54)
Therefore, the semigroup solution of Eq. (3.53) is exponentially asymptotically stable if and
only if τ ∗f ′(xˆ) ∈ ]0, π2 [ and ∂h∂x2 (xˆ, τ ∗) < 0. Then the result of Corollary 3.8 follows from Corol-
lary 3.7. 
As another particular case of Eq. (3.49), one can consider the following state dependent delay
equation:{
dx(t)
dt
= f (x(t − ρ − r0 exp(−εt))),
x0 = ϕ ∈ C,
(3.55)
where ε, ρ and r0 are positive scalars such that ρ+r0 M , εM  1 and f :R → R is a Lipschitz
continuous function in a neighborhood of 0, f is differentiable at 0 and satisfies f (0) = 0. This
example is academic. It is designed as a simple case of Eq. (3.49), to illustrate the results.
If we put τ(t) := ρ + r0 exp(−εt) for each t  0, and h(y) := ερ − εy for all y  0 then
Eq. (3.55) is equivalent to⎧⎨⎩x
′(t) = f (x(t − τ(t))),
τ ′(t) = h(τ(t)),
(x0, τ (0)) = (ϕ, τ ) ∈ C([−M,0],R) × [ρ,M],
(3.56)
f and h satisfy hypotheses (H5) and (H6), with ρ = τ , M = τ and (0, ρ) is the equilibrium.
Therefore, applying Corollary 3.8, we deduce that if f ′(0)ρ ∈ ]0, π2 [, then there exist η > 0
and ω > 0 such that, for each τ ∈ [ρ,M] such that |τ − ρ| = r0 < η, we have
lim
t→+∞ exp(ωt) supϕ∈Bη1
{∥∥xϕt ∥∥1}= 0
with η1 = η − r0.
Consider the following functional differential equation with multiple time lags:
x′(t) = g(x(t), x(t − r1(xt )), . . . , x(t − rn(xt ))). (3.57)
We shall denote elements ς ∈ Rn+1 by ς = (ς0, ς1, . . . , ςn). f and ri , i = 1, . . . ,2, satisfy part
or all of the assumptions:
(H7) g : U = {ς ∈ Rn+1: |ςi | < δ0 for 1  i  n} → R is continuously differentiable and
g(0) = 0. ri : Bδ0 = {ϕ ∈ C([−M,0];R): ‖ϕ‖∞ < δ0} → [0,M], for i = 1, . . . , n, are
continuous, almost locally Lipschitzian maps (see Definition 1.1) and ri(0) = τ0.
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Corollary 3.9. Assume that g and ri , for i = 1, . . . , n, satisfy (H7). If α0 = max{Reλ: λ − A −
Be−λτ0 = 0} < 0 then there exist η > 0 and ω > 0 such that any solution xϕ(·) of Eq. (3.57), with
initial data ϕ ∈ Bη, exists in [−M,+∞[ and
lim
t→∞ exp(ωt) supϕ∈Bη
{∥∥xϕt ∥∥1}= 0. (3.58)
Proof. Define F :Bδ0 → R by
F(ϕ) = g(ϕ(0), ϕ(−r1(ϕ)), . . . , ϕ(−rn(ϕ))).
Equation (3.57) can be written in the following form:{
dY (t)
dt
= F(Yt ),
Y0 = ϕ ∈ C([−M,0];R).
(3.59)
0 is the equilibrium. From [11, Lemma 4.1], we have that F is continuous, almost locally Lip-
schitzian and almost Fréchet differentiable at 0. The almost Fréchet derivative L of F at 0 is
given by
L(ϕ) = A +Bϕ(−τ0).
Hypotheses (H2) and (H3) are then satisfied. F satisfies hypothesis (H4) because g is contin-
uously differentiable in a neighborhood of zero. On the other hand, if α0 < 0 then, from [9,
Theorem 6.2], the zero solution is exponentially asymptotically stable with respect to the semi-
group solution associated with the equation
x′(t) = L(xt ).
Therefore, from Corollary 3.7, we deduce that the limit in (3.58) holds. 
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