Abstract-We study the problem of finding a stable stabilizing controller that satisfies a desired sensitivity level for an MIMO infinite dimensional system. The systems we consider have finitely many simple transmission zeros in , but they are allowed to possess infinitely many poles in . We compute both upper and lower bounds of the minimum sensitivity achievable by a stable controller via the tangential Nevanlinna-Pick interpolation. We also obtain stable controllers attaining such an upper bound. To illustrate the results, we discuss a repetitive control system as an application of the proposed method.
I. INTRODUCTION
The purpose of this note is to find stable controllers achieving a desired sensitivity level for MIMO infinite dimensional systems. Let us first note that even for stable plants, optimization may produce unstable controllers. However, such controllers have difficulties with robustness and hardware implementation. Indeed, an unstable controller can lead to instability of the closed-loop system if a component such as a sensor or an actuator fails [1] or saturates [2] . See also [3] - [5] for theoretical and practical significance of stabilization by a stable controller. Applications of stable controllers can be found in flexible structures [6] , DC servo motors [7] , data-communication networks [8] , etc.
For SISO infinite dimensional systems, the Nevanlinna-Pick interpolation [9] , [10] enables us to design stable controllers providing the minimum sensitivity [11] or robust stability [12] . The point of this approach is that a stable controller stabilizes the plant if and only if a unit element in satisfies certain interpolation conditions at the unstable zeros of the plant. On the other hand, for MIMO infinite dimensional systems, the stable controller design problem is still largely open. This is due to the difficulty of multivariable zeros.
We have studied sensitivity reduction by a stable controller for MIMO systems with infinitely many unstable poles in [13] . We have shown there that the matrix-valued Nevanlinna-Pick interpolation [3] , [14] gives a sufficient condition and also a necessary condition for this problem. However the results in [13] are subject to the rather stringent assumption that all unstable zeros of the plant be blocking In this technical note, we consider MIMO plants with equal numbers of inputs and outputs only. However they are allowed to possess finitely many simple transmission zeros in and infinitely many poles in . With the aid of Cramer's rule, we first show that stabilization by a stable controller is equivalent to tangential interpolation by a unimodular matrix. Next we obtain both a sufficient condition and a necessary condition for sensitivity reduction by a stable controller, using the tangential Nevanlinna-Pick interpolation with boundary conditions. This interpolation problem is solvable if and only if the Pick matrix consisting of the interpolation data at the interior points of is positive definite [10] . Thus we can compute upper and lower bounds of the minimum sensitivity by iterative calculations of the associated Pick matrices. We also design stable controllers achieving such an upper bound.
The technical note is organized as follows: In Section II, we give the problem formulation of sensitivity reduction by a stable controller. In Section III, we first transform this problem to a tangential interpolation by a unimodular matrix in whose norm is less than one. Next we obtain both upper and lower bounds of the minimum sensitivity achievable by a stable controller. Section IV presents two numerical examples and the second example illustrates application to a repetitive control system. Concluding remarks are made in Section V. Also, if one exists, find such a controller. The aim of this article is to obtain a sufficient condition and also a necessary condition for Problem II.1 that can be checked by matrix computations. We also design stable controllers satisfying(II.2) under the sufficient condition.
Notation and Definitions
In [13] , the same problem has been studied. Here, we place more general constraints on the multivariable zeros of the plant than those in [13] . In the next section, we will discuss the difference of the constraints and address the nontrivial modifications arising from it.
III. SENSITIVITY REDUCTION BY STABLE CONTROLLERS
In this section, we prove that if the plant has unstable transmission zeros, strong stabilization is equivalent to tangential interpolation by a unimodular matrix in . In conjunction with the tangential Nevanlinna-Pick interpolation, this equivalence enables us to obtain both lower and upper bounds of the minimum sensitivity achievable by a stable controller.
A. Strong Stabilization of MIMO Systems With Unstable Transmission Zeros
Let us first study strong stabilization for MIMO systems only. By Lemma III.1 of [13] Thus it suffices to prove from the following three conditions: The unstable zeros of are simple; ; and (III.9) holds. Suppose . Then, since , the unstable poles of must be the zeros of . Let be one of such poles. Since has only simple zeros in , it follows that . This contradicts (III.9), and hence . Prasanth [17] presents a method to find a unimodular matrix in satisfying tangential interpolation conditions. In [17] , a result similar to Theorem III.4 is also developed for finite dimensional systems. The argument there makes use of the results of [10] and a state-space realization of the plant. Hence it is not applicable to the present situation. On the other hand, using Cramer's rule, we prove Theorem III.4 in a transfer-function approach.
Remark III.5: In [13] , we have considered matrix-valued interpolation conditions . This interpolation leads to the stringent assumption that all unstable zeros of the plant be blocking zeros, enabling us to handle such multivariable zeros in a way similar to that used for zeros of SISO systems. On the other hand, here we address tangential interpolation conditions so that the plant is allowed to have unstable transmission zeros.
B. Strong Stabilization With Sensitivity Reduction
Let us next proceed to the problem of strong stabilization with sensitivity reduction. We further place the next assumptions on , , and :
Assumption 
IV. NUMERICAL EXAMPLES
In this section, we present a numerical example to show the effectiveness of the results. We also apply the proposed method to a repetitive control system [20] , [21] with a coprime factorization technique on MIMO systems whose infinite dimensional part is scalar. See [22] for the applications of repetitive control systems.
1) Example IV.1: We consider sensitivity reduction by a stable stabilizing controller for the following infinite dimensional system and weighting functions: where are distinct. Let us begin by finding left coprime such that . First, applying the factorization method of [23] to each element of , we show that can be factored as , where
The unstable zeros of are and . The vectors given by satisfy and they are unique up to multiplication by a constant complex number.
Next, from the same argument leading to in Theorem III. 4 , we see that and are left coprime if and only if there exists satisfying the interpolation conditions for . This problem is called the tangential Lagrange interpolation [10] , Chapter 16. We can check the existence of such by the tangential Nevanlinna-Pick interpolation with the scaling of the interpolation data.
We take and . Fig. 2 shows the relationship between the unstable transmission zero and the minimum sensitivity in (III.16). In Fig. 2 , the solid line indicates an upper bound of derived by Theorem III.12. The dashed line shows a lower bound of obtained by Corollary III.10. From Fig. 2 , we see that an unstable pole-zero cancellation at in does not affect strong stabilization with sensitivity reduction. This is because is not a blocking zero but a simple transmission zero and it is not in the same input nor output channel as the pole at .
2) Example IV.2: (Application to repetitive control systems)
Consider the repetitive control system in Fig. 3 , where is a finite dimensional plant and is the internal model of any periodic signals with period .
Note that if we use the internal model of the type , then the closed-loop internal stability cannot be achieved for strictly proper plant [21, Theorem 5.12] . Also, such an internal model leads to the potential loss of the w-stability [24, Section 8] of the closed-loop system. So it is practical to construct modified repetitive controllers [20] - [22] . To illustrate our results, however, we do not proceed along this line.
For a given and , we design to meet performance requirements. Here let us find yielding exponential stability and low sensitivity of the closed loop system. By the same argument as in [13] , in order to do this, we study Problem II.1 with for some . If we find the solution to the problem, then we design by . Since , it follows that is analytic and bounded in the region . When we apply the proposed method to infinite dimensional systems, we first raise the following question: How do we obtain a left coprime factorization of general MIMO infinite dimensional systems? If the infinite dimensional part of the systems is scalar, we can answer this question affirmatively by using a factorization of the finite dimensional part. We have studied the problem of strong stabilization with sensitivity reduction for MIMO infinite dimensional systems. The systems are allowed to have infinitely many poles in but finitely many transmission zeros in . Since we have derived only a sufficient condition and a necessary condition, the problem has not yet been fully solved. However the proposed method gives both upper and lower bounds of the minimum sensitivity via the tangential Nevanlinna-Pick interpolation. Hence we can obtain these bounds by iterative computations of the associated Pick matrices. We have also designed stable controllers attaining such an upper bound. In addition, we have presented two numerical examples. The second example illustrates practical application to a repetitive control system. Sensitivity minimization may not always lead to robust controllers, so future works include bounding other closed-loop transfer functions in (II.1) as well, e.g., mixed sensitivity reduction. Fig. 1 . Linear system with feedback on the first part of the state vector, the "fast" states .
in the limit as grows large for in some sense to be made precise later. All matrices are complex, and is a real parameter. For different classes of , we derive sufficient (and in one case also necessary) conditions on such that, for all (2) That is, we are interested in conditions guaranteeing that the coupling blocks (1,2) and (2,1) vanish (in addition to the (1,1)-block).
In addition to being an interesting matrix problem, the result can be applied to control systems that exhibit significantly different time scales, such as systems with high-gain feedback on some states. For example, consider the system (3) (4) with static feedback on the states (index f for "fast" and s for "slow"),
The matrix function then represents the feedback gain parametrized by . The feedback system is depicted in Fig. 1 . A more general multi-loop feedback system with additional reference inputs is considered in [1] .
The matrix exponential (1) is a fundamental matrix (see e.g., [2] ) of the feedback system (3)-(5). The limit (2) means that the dynamics of and are decoupled in the limit as grows large. In this context, we seek to determine what type of feedback yields a decoupling of the states in feedback from the remaining ones in the limit as the feedback gains become arbitrarily large.
This question is of interest, for example, when designing multi-loop control systems with high-gain inner loops, since a decoupling of the states allows for a simplified system description and, hence, a simplified control design. The matrix result herein is applied in [1] to derive a time-scale separation algorithm for a cascaded control system with high-gain inner feedback loops. The algorithm yields a system description that includes the plant dynamics and the effect of the inner feedback loops. The obtained representation is useful, for example, for designing an outer-loop controller. This methodology is applied in the design of a cascaded feedback control system for an inverted pendulum in [1] and for a balancing cube (a multi-body 3-D inverted pendulum) in [3] .
Related to the problem studied herein is the work by Campbell et al., [4] , [5] . The authors consider the matrix exponential with its argument being a polynomial in and derive conditions for its convergence
