We prove a conjecture of Nakajima describing the relation between the geometry of quiver varieties of type A and the geometry of partial flags varieties and nilpotent variety.
The kind of quiver varieties we are interested in, have been introduced by Nakajima as a generalization of the description of the moduli space of anti-self-dual connections on ALE spaces constructed by Kroneheimer and Nakajima ([3] ). They result to have a rich and interesting geometry and they where used by Nakajima to give a geometric construction of the representations of Kac Moody algebras ( [5] , [6] ). A similar construction had already been done in the case of sl n by Ginzburg ( [1] ) using partial flags varieties. A precise conjecture of Nakajima ([5] or theorem 5 below) describes the relation between the two kind of varieties.
I want to thank Corrado De Concini who explained me quiver varieties and pointed out to me this problem and Hiraku Nakajima who pointed out an error in a previous version of this paper and the solution to it.
Nakajima's conjecture
We recall some definition and fix some notation on quiver varieties of type A n−1 and on partial flags varieties. Notation 1. In this paper v = (v 1 , . . . , v n−1 ) and w = (w 1 , . . . , w n−1 ) will be vectors of nonnegative integers and V i and W i will be vector spaces of dimension v i and w i for i = 1, . . . , n − 1. Usually A i will be an element of Hom(V i , V i+1 ) and A = (A 1 , . . . , A n−2 ) the (n − 2)-tuple of these maps. In the same way let B i ∈ Hom(V i+1 , V i ) and B = (B 1 , . . . , B n−2 ), γ i ∈ Hom(W i , V i ) and γ = (γ 1 , . . . , γ n−1 ) and δ i ∈ Hom(V i , W i ) and δ = (δ 1 , . . . , δ n−1 ). There is a natural action of the groups GL(V ) = GL(V i ) and GL(W ) = GL(W i ) on the set of data (A, B, γ, δ):
), (g i γ i ), (δ i g −1 i )). The action of GL(W ) is described in a similar way. We will use also the following notations: γ j→i = B i . . . B j−1 γ j and δ j→i = δ i A i−1 . . . A j .
Definition 2 (Nakajima , [5] , [6] ). A data (A, B, γ, δ) is said to satisfy the ADHM equation or admissible if it satisfies the following relations
We call Z(v, w) the set of all admissible data. An admissible data is said to be stable if each collection U = (U 1 , . . . , U n−1 ) of subspaces of V containing Im γ and invariant by the action of A and B must be equal to V . We call SZ(v, w) the set of stable admissible data.
The set of admissible data and the set of stable data are invariant by the action of GL(V ), so following Nakajima we can define the following two types of quiver varieties:
The construction come equipped with an equivariant action of the group GL(W ) on the quiver varieties and with a projective map π : M (v, w) −→ M 0 (v, w). We observe that the data 0 = (0, 0, 0, 0) is always admissible so we can define Γ(v, w) to be the fiber of the map π in zero. This variety is called the Lagrangian subvariety. We define M 1 (v, w) to be the image of π, which is closed since π is projective, with the reduced structure.
Definition 3.
If N is a natural number and W is a vector space of dimension N we define N = N N to be the variety of nilpotent elements in gl(W ). Counting the dimensions of the Jordan blocks of an element of N we obtain a partion of N , and this give us a parametrization of the orbits O λ , for λ a partion of N , of the action of GL(W ) on N . If x ∈ N and x, y, h is a sl 2 triple in gl(W ) we define the transversal slice to the orbit of x in N in the point x as:
Here and in the sequel, using a non standard convention, we admit 0, 0, 0 as a sl 2 triple, so that in the case of x = 0 we have S 0 = N .
Definition 4.
For N an natural number , d = (d 1 , . . . , d n ) a vector of nonnegative integers such that d 1 + · · · + d n = N , W a vector space of dimension N we define a partial f lag of type d of W to be an increasing sequence F :
We define F d to be the GL(W )-homogenous variety of partial flags of type d. We define also
the projection onto the first factor, and
For N , d, W as above let δ = (δ 1 ≥ δ 2 ≥ · · · ≥ δ n ) be a permutation of d and define the partition λ d = 1 δ1−δ2 2 δ2−δ3 · · · n δn . λ d is a partition of N and it is known that if (x, F ) is in N d then µ d (x) is in the closure of O λ d and moreover the map
is a resolution of singularity and it is an isomorphism over O λ d . We define
. In this paper we will prove the following theorem which was conjectured by Nakajima [5] .
Theorem 5. Let v and w as above, and set N = n−1 i=1 iw i , d 1 = w 1 + · · ·+ w n−1 − v 1 , d n = v n−1 and for i = 2, . . . , n − 1, d i = w i + · · · + w n−1 − v i + v i−1 and assume that d i ≥ 0 for each i. Let x ∈ N be a nilpotent element of type 1 w1 · · · · · (n − 1) wn−1 then there exists an isomorphism of holomorphic manifolds ϕ between M (v, w) and S d,x and an isomorphism of algebraic varieties ϕ 1 between M 1 (v, w) and S d,x such that 0 ∈ M 1 (v, w) goes to x ∈ S d,x and the following diagram commutes:
Since the fibers Γ(v, w) and F x d are projective varieties we obtain that the restriction of ϕ to Γ(v, w) is an isomorphism of algebraic varieties. Remark 6. It is not clear at this point that 0 ∈ M 1 (v, w), but this will be a consequence of the proof.
Remark 7. In many cases we have that M 0 (v, w) = M 1 (v, w). Indeed Nakajima ([5] , [6] ) furnished a sufficent criterion for the map π to be a resolution of singularity. In that case we can also deduce, by Zarisky main theorem that ϕ is an isomorphism of algebraic varieties.
We end this section with two simple lemmas. Proof. By a result of Nakajima ([5] , [6] ) M (v, w) is a smooth variety of dimension 2 t v w − t v Cv, where C is the Cartan matrix of type A n−1 . It is also known that S d,x is a smooth variety of dimension dim O λ d + dim Z sln (x) − dim sl(n). To check that the two numbers in our case are equal is not difficult.
Lemma 9. If (A, B, γ, δ) is an admissible stable data iff for all 1 ≤ i ≤ n − 1
definition of the map
In this section we will define the maps ϕ 1 and ϕ.
Lemma 10 (Nakajima, [5] ). If N ≥ v 1 ≥ · · · ≥ v n−1 and if w = (N, 0, . . . , 0) then the conjecture is true. In this case we have
Proof. The proof is given in [5] , but in that case Nakajima took the inverse condition of stability so we remind the definition of the isomorphism in our case and give a sketch of the proof. The one between M (v, w) and F d is given in this way:
The map between M 1 (v, w) and O λ d or between M 0 (v, w) and N is given by (A, B, γ, δ) → δ 1 γ 1 . Once the map on M (v, w) is defined it is easy to check that it is bijective and that it is GL(W ) equivariant. Now we know that the map µ d is a resolution of singularity and that it is an isomorphism over O λ d which is a homogenous space. Now by bijectivity and equivariance we see that the map we have defined must be a isomorphism over this set. Now we can proove the lemma by Zarisky main theorem and the normality of the closures of nilpotent orbits proved by Kraft and Procesi [2] . Now to treat the general case we use the lemma above in the following way. Let v, w, d, λ d be given as in the theorem (remember d i ≥ 0) and define w i = 0 if i > 1 and
To be explicit we have:
So we can construct our map by giving a map from Z(v, w) to Z( v, w). Let us begin with the definition of V and W . If we set W (j) i to be an isomorphic copy of W i . We define:
We will use also the following conventions: V 0 = W 1 , A 0 = γ 1 , B 0 = δ 1 and we define the following subspaces of V i :
We consider the group GL(V ) as the subgroup of GL( V ) acting as the identity map on W ′ i and mapping V i into V i . We will always think at the maps A i , B i as a block-matrix with respect to the given decomposition of V , W and when we use a projection on one of our subspaces, it will be a projection with respect to the given decomposition. We give also a name to the blocks:
We define also (x i , y i , [x i , y i ]) to be the following special sl 2 triples of sl(W ′ i ):
and we observe that x = x 0 y = y 0 , [x, y] is an sl 2 triple in sl( W ) of the type required in the theorem.
We want now to introduce a set of special data. To do it we give a formal degree to the block of our matrices. Indeed we define two different kind of degrees, deg and grad, in the following way:
and finally if for each 0 ≤ i ≤ n − 2:
We call T the set of transversal data and we call ST the set of stable data which are also transversal.
We observe that p(ST ) ⊂ S d,x and p 0 (T ) ∩ M 1 ( v, w) ⊂ S d,x and we observe also that T and ST are GL(V ) invariant closed subset of Z and SZ respectively.
We will define our maps ϕ, ϕ by giving a GL(V ) equivariant map Φ from Z(v, w) to T . In order to do it we need the following definition. A polinomial P in (A, B, γ, δ) is said to be admissible of type (l, m) if it is a linear combination of monomials of the form u 1 . . . u r where u i ∈ {A j , B j , γ j , δ j looked as variables over Z}, target u i = source u i−1 and u 1 = δ m and u r = γ l . P is called admissible if there exists l, m sucht that it is admissible of type (l, m). Of course the set of admissible polinomials is not at all a ring of commutative polinomials, indeed a sum is defined only between elements of the same type, the product is defined only between elements that are "composable", and finally instead of commutativity we have the ADHM relations. Nevertheless will be usefull to consider this set of "polynomials" instead of the coordinate ring of M 0 (v, w). The relation between the two is given in the following lemma which is a simple consequence of ADHM equations and Theorem 1.3 in [4] .
Lemma 12. 1) The set of admissible polinomial in (A, B, γ, δ) is generated (under admissible sum and admissible composition) by the following set
Moreover by homogeneity of ADHM equations the naive definition of degree of an admissible polinomials is well given.
2) The GL(V ) invariant subring of the coordinate ring of Z(v, w) is generated by the matrix coefficients of admissible polinomial in P.
Now we define the map
, γ, δ) of the following shape:
Lemma 13. There exist uniquely determined admissible polinomials T j ′ ,h ′ i,j,h and S j ′ ,h ′ i,j,h in (A, B, γ, δ) such that ( A, B, γ, δ) ∈ T . Moreover for deg> 0 they result to be homogeneous polinomials of degree equal to grad of the following form:
where r = j + h ′ − h and P and Q can be expressed as a linear combination of products of admissible polinomials of degree strictly less than grad(at least each monomial of P and Q is a product of two admissible polinomials of positive degree) and λ j ′ ,h ′ i,j,h , µ j ′ ,h ′ i,j,h are rational numbers. 2) Moreover for i = 0, . . . , n − 2 and deg > 0 the following inequalities hold:
Proof. We prove this lemma by decreasing induction on i. For i = n − 2 we have that A n−2 and B n−2 are already completely defined by relations (5) and they verify the relation A n−2 B n−2 = 0. Now we assume to have constructed T * , * j, * , * and S * , * j, * , * for j ≥ i + 1 as stated in the lemma such that A j , B j verify the relations requested to be in T . We prove that there exist unique admissible polinomials T * , * i, * , * and S * , * i, * , * such that:
and we prove also that they have the required form. First we observe that the following equations are satisfied by relations (3) and (5):
and N j ′ ,h ′ j,h . So we can give the following formulation to equations (6):
Now we give a deg and a grad also to these new blocks, in the following way:
we have that deg and grad behaves well under composition; that is:
We observe that in the N -case the term −x i respects these rules). So if the blocks have deg strictly less than 0 they vanish identically, and if deg = 0 then to be different from zero we must have j = j ′ and h = h ′ − 1 and it is straight forward that also in this case all the equations are satisfied. In this way we see that the equations (8) and (9) are always satisfied. Now we argue by induction on d = deg > 0 in the following way: we assume to have constructed T j ′ ,h ′ i,j,h and S j ′ ,h ′ i,j,h for the blocks of deg < d such that all the relations (7) and (10) for blocks of deg < d are satisfied and we prove that T j ′ ,h ′ i,j,h and S j ′ ,h ′ i,j,h for blocks of deg = d are uniquely determined by the equations (7) and (10) for blocks of deg = d. So we have the following relations:
By induction hypothesis we have under this assumpotions on j, j ′ , h, h ′ , d the following formulas:
are admissible polinomials that by induction we already know and that are a linear combination of products of admissible polinomials of degree strictly less than grad, and
In any case by induction hypothesis we see that ν h is a positive rational number. We observe that also the numbers h ′ (j ′ − i − h ′ ) = α h , and h(j − i − h) = β h are positive rational numbers. Now we group together all the equations with the same j and the same j ′ and we solve them altogether. Once we have fixed j and j ′ the relations between indeces can be written in this form: h 0 ≤ h ≤ h 1 and h ′ = k + h, where h 1 = j − i − 1 and:
We observe also that once j, j ′ , d are fixed also r = j + h ′ − h is fixed. Now to write our sistems of equations in a more readable way we introduce the following variables:
; and we observe that variables involved exhaust all the unknown blocks of type T j ′ , * i,j, * and S j ′ , * i,j, * of deg = d that is what we we want to construct. So we can write the equations (7) and (10) in the following way:
and
where P * , * are known polinomials of degree equal to the grad = 2 deg +|j − j ′ | of our blocks and that are a linear combination of products of polinomials that have degree strictly less than grad. This system has a unique solution: first we use the equations (12) to give an expression of Y h1 + X h1+1 in terms of X h0 then we sum all the equations (11) and we obtain a formula for X h0 and then we see that we can determine all the others X h and Y h . We observe also that equations (11) and (12) give an inductive formula for the coefficients λ j ′ ,h ′ i,j,h and µ j ′ ,h ′ i,j,h . Indeed they are the coefficient of the term δ r→j γ j ′ →r in the polinomials T j ′ ,h ′ i,j,h and S j ′ ,h ′ i,j,h above so they solve the same systems (11) and (12) but with the costant coefficients P * , * equal to zero. So if we use the same variables X and Y for λ and µ, we obtain from system (12) the following formulas:
where ρ h are positive rational numbers. We observe that the coefficients of the point 2) of the lemma are just, with our convention X h0 , (Y h0 + X h0+1 ), . . . , Y h1 . So it is enough to prove that X h0 > 0. But summing the equations in system (11) we obtain:
which is a positive rational number and we have proved the lemma.
Remark 14. The lemma above show, how is possible to define the map Φ from Z(v, w) to T . An inverse of Φ is given in the following way. Take ( A, B, 
It is clear that the new data is admissible and it also clear that Φ −1 • Φ = Id Z . The relation Φ • Φ −1 = Id T follows from the unicity proved in the lemma above. To be more precise, we see that if Φ −1 ( A, B, γ, δ) = (A, B, γ, δ) then using the relations (3) and working us in the proof of the lemma, but in a more simple case, it is easy to prove that π Vi A i−1 | W (1) j = γ j→i and that π W (j−i+1) j B i−1 | Vi = δ i→j . So we can really apply the unicity proved in the lemma.
Proof. We have just proved 1). To prove 2) we observe that in the case of ( v, w) the stability condition is equivalent to A i is an epimorphism for i = 0, . . . , n − 2. We observe also that if ( A, B, γ 
n−1 is a complementary space of W + i and that V i+1 is a complementary space of W ′ i+1 , we conclude, by (3) and (5), that the stability condition in our case is equivalent to A i ⊕ γ i+1 ⊕ · · · ⊕ γ n−1→i+1 :
is an epimorhpism for i = 0, . . . , n − 2; which is exactly the condition of lemma 9 for the stability of (A, B, γ, δ).
Definition 16. As observed Φ is a GL(V )-equivariant morphism, so we can define ϕ 0 and ϕ as the maps making the following diagrams commute:
and if we set ϕ 1 = ϕ 0 | M1(v,w) we observe that by definition the diagram (1) commutes, and that Im
3. Proof of Theorem 5 Proof. We prove first that g i (V i ) = V i and g i (W ′ i ) = W ′ i . To prove it we introduce for i = 0, . . . , n − 2, l = 0, . . . , n − 2 − i and h = 0, . . . , n − 2 − i − l the following subspaces of V i : W l,(h) i = 0≤h ′ ≤h i+1+l+h ′ ≤j≤n−1 W (j−i−h ′ ) j . Nakajima ([5] [6] ) all the orbits in SZ(v, w) and SZ( v, w) are closed we see that ϕ is also injective. Since by lemma 8 M (v, w) and S d,x are smooth varieties of the same dimension and S d,x is connected we have proved that it is an isomorphism of holomorphic varieties. In particular ϕ is surjective and µ d is also surjective, so also ϕ 1 is surjective, but since it is a closed immersion of reduced varieties over C it must be an isomorphism of algebraic varieties. Finally ϕ 0 (0) = x ∈ S d,x , so by the previous lemma 0 ∈ M 1 (v, w) and ϕ 1 (0) = x. QED Remark 20. The map ϕ restricted to Γ(v, w) take a more explicit and simple form. Indeed it is easy to see that in this case δ vanishes so we have that all the polynomials T and S vanish also, and we have an explicit formula for ϕ.
Remark 21. In the study of Springer fibers it is very useful (see for example [8] ) to consider the map α : F x d → Gr d1 (ker x) defined by α(0 = F 0 ⊂ F 1 ⊂ · · · F n = W ) = F 1 . This map can be realized as a map on Γ(v, w) in the following way:
α : Γ(v, w) → {map of maximal rank in Hom(W 1 ⊕ · · · ⊕ W n , V 1 )}/GL(V 1 ) α(A, B, γ, 0) = (γ 1 ⊕ · · · ⊕ γ n−1→1 ). The fibers of the map α are Springer fibers of type A n−2 and indeed they can be described directly as Lagrangian subvarieties of quiver varieties of type A n−2 .
Remark 22. The conjecture as observed in [5] , does not generalize to diagrams of type E and D. But it is an interesting and more general fact (see for example the stratification of quiver varieties constructed by Nakajima [5] , [6] or the remark above) that some subvarieties can be described as an another quiver variety. From this point of view we want to point out that it is possible to give an explicit pairs of injective maps ψ and ψ from M (v, w) to M ( v, w) and from M 0 (v, w) to M 0 ( v, w) respectively such that the diagram (1) commute and ψ(0) = x. As we said they have an explicit formula and so they look more simple than ϕ and ϕ 1 but their image is not contained in S d,x and S d,x respectively, they "describe" different subvarieties.
