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ABSTRACT 
The aim of this research was to establish whether it was feasible to use CFD software 
(in this case Fluent) to predict the transport of a solute through a pipe. 
Two approaches were evaluated~ the species transport model and the discrete phase 
(particle tracking) model. The species transport model predictions were found to be 
sensitive to spatial and temporal disretization scheme, and to the time step. However, 
the options that result in robust predictions for both the mean travel time and dispersion 
coefficient were identified. The particle tracking model was found to be 
computationally efficient and consistent predictions were attainable. However, the 
prediction of mean travel time was inaccurate, and consequently the model was 
eliminated from further investigation. 
The second half of the thesis focuses on the validation of the speCles transport 
modelling approach, with a suitable laboratory data set being identified. The most 
appropriate modelling options to use in order to represent the experimental flow 
conditions were identified through consideration of the system being modelled, a grid 
refinement study and two parametric studies. With the exception of turbulent viscosity, 
good correlations between measured and simulated flow fields were observed for all of 
the turbulence model configurations. 
The species transport model was utilised to predict solute transport at three flowrates. 
At each flow rate the measured dispersion was underpredicted. Reanalysis of the 
laboratory data, and consideration of certain model set-up options (including the 
turbulent Schmidt number and the upstream boundary conditions) tended to align the 
simulation results and the experimental data more closely. 
With further development, the modelling approach developed within this thesis should 
enable dispersion coefficients to be identified for a wide range of urban drainage 
structures. Such predictions are required to enhance urban drainage quality models, 
and, ultimately, to improve sewer management and pollution control. 
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1 Introduction 
The sewerage system transports a wide variety of substances, many of which have a detrimental 
impact when spilled to the receiving waters. Field observations suggest that many of the 
polluting substances are transported as dissolved solutes, or as fine suspended material, with the 
dominant processes on their transport being advection and dispersion. 
The quality aspect of sewer discharges has become an important issue in recent years due to the 
tightening of environmental constraints. Models that predict the transport of pollutants through 
the sewerage system are therefore being increasingly used. Some of the models transport the 
pollutants by advection alone, while others also account for the effects of dispersion. 
Appropriate values must be assigned when dispersion is accounted for, but at present there is 
only limited guidance for how to obtained them. Simplified assumptions are therefore often 
made. In some instances laboratory or field measurements are conducted, but these are 
expensive, time consuming and case specific. It is clear that a versatile approach for 
determining the dispersive effects of urban drainage structures would be of benefit. 
Computational fluid dynamics (CFO) is increasingly being used in the water industry. It has a 
significant benefit over the other methods in that once a model has been validated it may be 
used to examine the impact of changes to the geometry or flow rate with comparative ease. 
CFO has been utilised to model the flow and particle movement through a variety of urban 
drainage structures including manholes, storage tanks, sewer grit traps and combined sewer 
overflows (CSOs). Although less well documented, CFO has also been used to model the 
transport of a solute. 
Although there is evidence of the use of CFO in the water industry, the studies that have been 
undertaken have tended to lack convincing validation, particularly with respect to solute 
transport. In particular, most of these studies modelled the movement of the solute through 
relatively complex flows, with any discrepancies between the predicted and measured values 
being attributed to the complexity of the flow and to the simplifying assumptions that were 
required. The aim of this study is to determine whether CFO may be used to accurately predict 
the transport of a solute in a straightforward flow, specifically fully developed pipe flow. 
1.1 Aims and Objectives 
The aim of the research was to establish whether it was feasible to use commercial CFD 
software to predict the transport of a solute through a pipe. 
The specific objectives for the research were as follows: 
• Identify all feasible solute transport modelling approaches within the adopted CFD 
software. 
• Undertake feasibility studies on all identified solute transport modelling approaches to 
assess their usability and robustness. 
• Identify appropriate datasets and undertake validation studies for both the flow field and 
solute transport predictions. 
• Define a methodology and appropriate modelling options to use for the prediction of solute 
transport through a pipe. Clearly, this objective assumes that one or more of the identified 
solute transport modelling approaches proves to provide an accurate and robust approach. 
1.2 Structure of the thesis 
In Chapter 2 a review of the relevant literature is presented. The characteristics of the pollutants 
that are of interest to the study and the impact they have on the environment when spilled to the 
watercourse are highlighted in Section 2.2. The advection diffusion equation (ADE) may be 
used to describe the transport of a solute, with a derivation of the equation presented in Section 
2.3. In Section 2.4 the governing equations of fluid dynamics, which are the basis for all CFD 
code, are presented. Numerical techniques for solving these equations are outlined. In Section 
2.4.8 a description ofthe two transport models that have been utilised to predict the transport of 
a solute tracer is presented, while details of the Fluent CFD software (Fluent, 1998) that was 
used during this study are presented in Section 2.4.9. Key studies against which the CFD 
predictions may be validated are highlighted in Section 2.3.4 and Section 2.5.2. 
The feasibility studies that evaluated the species transport model and discrete phase model are 
presented in Chapters 3 and 4 respectively. Parametric studies that examined the impact of the 
modelling options on the predictions of solute transport formed a major component of each 
feasibility study. In Section 4.5 a recommendation is made regarding which of the two models 
to consider for further investigation. 
The data set of Guymer and O'Brien (2000) was identified as appropriate for the validation of 
the dispersion predictions. The first part of the validation study determined the most 
appropriate modelling options to use in order to represent the experimental flow conditions. 
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This was achieved through consideration of the system being modelled, a grid refinement study 
and two parametric studies. The development of the flow field is reported in Chapter 5. 
The species transport model was utilised to predict the transport of a solute at three flow rates. 
In Section 6.2 a comparison is made between the predictions and the measurements of 
dispersion. Although the predictions showed the same qualitative features there were 
significant quantitative differences. Consideration was therefore given to assessing both the 
accuracy of the measured data and the appropriateness of the modelling 
assumptions/simplifications that were made. These studies are reported in Section 6.4 to 
Section 6.7. 
The overall conclusions of the study and suggestions for further work are made in Chapter 7 
3 
2 Literature review 
2.1 Introduction 
The engineering stimulus for this research was the need to model the transport of substances 
through the sewerage system. This is of importance because sewers transport a wide variety of 
substances, many of which have a detrimental impact when spilled to the receiving waters. 
Field observations suggest that many of these polluting substances are transported as dissolved 
solutes, or as fine suspended material. In both cases the dominant transport processes are 
advection and dispersion, and the effects of gravity (settlement) may be ignored. The 
characteristics of these pollutants are described in Section 2.2. The transport of these substances 
may be described by the advection-diffusion equation (ADE), which is derived in Section 2.3. 
The equation requires coefficients with which to characterise the mixing effects. To date these 
have been largely identified through laboratory or field measurements. 
The specific focus of this study was to determine whether computational fluid dynamics (CFD) 
could be used to accurately model the transport of a solute, and therefore to identify the ADE 
coefficients. This is of relevance because CFD is now being used increasingly in the water 
industry. Section 2.4 describes the fundamental equations of fluid flow that are the basis for all 
CFD code, the three approaches to solving these equations, and approaches that are available for 
modelling turbulence. Details of the models that have been used to predict the transport of a 
solute are highlighted in Section 2.4.8, and in Section 2.4.9 a description is presented of the 
Fluent CFD software (Fluent, 1998) that was used during this study. 
Highlighted in Section 2.4.10.3 are the studies that have used CFD to model the transport of 
solute tracer. Most of the studies modelled the movement of the tracer through relatively 
complex flows, with the discrepancies between the predicted and measured values being 
attributed to the complexity of the flow and to the simplifying assumptions that were required. 
This study, therefore, aimed to establish whether CFD could be used to accurately predict the 
transport of a tracer in a straightforward flow. To do this the most basic flow, fully developed 
flow in a straight pipe, was considered. 
Section 2.3.4 and 2.5 highlight key studies against which the CFD model may be validated 
against 
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2.2 The characteristics of dissolved and suspended material in the 
sewerage system 
2.2.1 Physical characteristics of suspended sediments 
There have been a number of studies, both in the UK and aboard, which have investigated the 
physical, chemical and biological characteristics of sewer sediments. They have highlighted the 
spatial variability, both in terms of the position within the sewerage system and between 
different catchments. These studies have led to attempts to classify sewer sediments according 
to the source and/or location within the sewerage system (Crabtree, 1989; Ashley and Crabtree, 
1992; Verbanck et al., 1994). 
Crabtree's (1989) classification did not include sediments that passed through the sewer without 
depositing, therefore missing out some of the sediments that are of interest to this study. 
However, Type C sediments were classified as fine grained sediments that were mobile and 
only deposited in low flow zones. These sediments could be described as moving in suspension 
under normal flow conditions. Type C sediments had a mean specific gravity of 1.17, with 
45 % having a diameter less than 63 microns. 
Verbanck et al. (1994) proposed a three category classification for combined sewer sediments 
based on the origin of the sediment. Butler et al. (1996) provides a comprehensive summary of 
studies that have been undertaken, both in the UK and world wide, to determine the physical 
properties of sewer sediments based on this classification. Using this summary it is possible to 
determine significant differences in sediment characteristics between regions (e.g. because of 
catchment slope) and countries (e.g. due to different practices, such as the usc of gully pots in 
UK). Table 2.1 provides a summary of typical UK sewer sediment characteristics based on this 
classification system. The characteristics of Crabtree's Type C sediments lie somewhere 
between those of the sanitary and storm water solids. 
Normal Concentration (mg/l) Median particle size. (lUll) Specific gravity 
Type Transport Low Medium High 
mode 
Low Medium High Low Medium High 
Sanitary Suspension 100 350 500 10 40 60 1.01 1.4 1.6 
solids 
Stormwater Suspension 50 350 1000 20 60 100 1.1 2.0 2.5 
solids 
Grit Bedload 10 50 200 300 750 1000 2.3 2.6 2.7 
Table 2.1 Summary of typical UK sewer sediment characteristics (after Butler et aL, 1996) 
Andoh (1994) calculated the relationship between particle diameter and settling velocity for two 
values of specific gravity under quiescent conditions, with the comparison presented graphically 
in Figure 2.1. Figure 2.1 implies that sanitary solids, with the typical properties as indicated in 
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Table 2.1, would fall at a velocity of approximately one metre per hour. Given that combined 
sewers are designed to have a minimum flow velocity of between 0.75 and I m/s (Ackers et al. , 
1996) the horizontal component acting on the particle from the flow is clearly much greater than 
the vertical component causing it to settle. It follows that the influence of gravity on the particle 
is negligible and it would not be inappropriate to model these particles as neutrally buoyant over 
short distances or time periods. It may be argued, therefore, that although this research 
primarily focused on dissolved material, its findings will also be relevant to sanitary solids as 
well as a proportion of the stormwater solids and Type C sediments. 
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Figure 2.1 The variation in settling velocity with particle diameter and SI)ecific gravity (llfter 
Andoh,1994) 
2.2.2 Quality impacts of dissolved and suspended material 
The flow within the sewerage network originates from domestic, commercial and industrial 
sources, and from surface runoff during times of rainfall . Although the type and quantity of 
contaminants found in wastewater will be site specific, it is possible to classify the potential 
impacts of dissolved and suspended material under the following three categories: 
2.2.2.1 Physical impacts 
Suspended solids may be kept in suspension by turbulence while in the sewerage system. Once 
discharged to the watercourse they may eventually settle and form silt or mud. This reduces the 
channel capacity, which may lead to flooding . It also prevents oxygen exchange to the bed, 
creating anaerobic conditions. 
2.2.2.2 Chemical impacts 
Chemically wastewater is composed of organic and inorganic compounds, as well as various 
gases. Organic matter, such as faeces and vegetable waste, provide nutrients for micro 
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organisms, creating a biochemical oxygen demand (BOD). When these substances arc spilled 
to the watercourse the concentration of dissolved oxygen (DO) is depleted, which in severe 
situations can lead to the watercourse becoming devoid of oxygen downstream of an outflow. 
An oxygen deficiency can asphyxiate aquatic life, creating an imbalance in the ecosystem. 
Inorganic compounds include metals, solvents and chemicals. Chemicals such as pesticides, 
insecticides and herbicides can accumulate in fish and shellfish, poisoning humans, animals and 
birds that eat them. Nutrients, such as nitrogen and phosphorus, can accelerate the growth of 
flora in the watercourse, termed eutrophication. This will increase the quantity of rotting 
vegetation, which in tum increases the release of methane and hydrogen sulphide into the flow 
from anaerobic decomposition. Eutrophication may also restrict the flow, increase the risk of 
flooding and hinder the movement of craft. Detergents and oils, as well as being toxic, float and 
spoil the appearance of the watercourse, and may have unpleasant odours too. Heavy metals 
and polycyclic aromatic hydrocarbons (P AH) are known to cause mutations and increase the 
risk of cancer. 
2.2.2.3 Biological impacts 
Wastewater contains various microorganisms, but pathogenic organisms cause most concern to 
human health. Pathogenic organisms found in wastewater include bacteria, viruses and 
protozoa, which can cause typhoid, dysentery, diarrhoea and cholera. Discharge of these 
pollutants is most significant when the watercourse is used for amenity purposes, or when 
fished, as marine life can also become contaminated. 
2.3 Mixing theory 
2.3.1 Mixing in turbulent flows 
In order to investigate the transport of solutes and fine particles, it is necessary to understand the 
fundamental processes of solute mixing. When a tracer is introduced into a flow it is carried 
with the flow body by a process termed advection. As the tracer moves it will also spread out as 
a result of differential advection and diffusion, which together are termed dispersion. 
Differential advection, also sometimes called shear dispersion, is when the tracer is dispersed by 
variations in the flow velocity. Diffusion can be molecular, where the particles move by 
Brownian motion, or turbulent, which is the result of short term velocity fluctuations. The 
processes of differential advection and turbulent diffusion are of a similar order of magnitude, 
while molecular diffusion is considerably smaller. 
Figure 2.2 shows a vertical velocity profile for a turbulent flow in a wide channel with a free 
surface. It also shows the vertical profile of a tracer being released from an instantaneous line 
source and at a point downstream. The downstream profile shows that the tracer travels more 
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slowly near the fixed boundary than at the free surface, creating a profile that is the result of 
differential advection. The tracer has also spread horizontally, which is primarily the result of 
turbulent diffusion. 
Free 
surface 
Bed 
Velocity profile Tracer profile 
at time t. 
Spreading by 
turbulent diffusion 
Tracer profile 
at time t , 
Figure 2.2 The effects of differential advection and turbulent diffusion (lifter Rutherford, 1994) 
2.3.2 Derivation of the advection-diffusion equation 
The advection-diffusion equation (ADE) may be used to describe the transport of a solute. The 
derivation of the equation is presented because it is of fundamental importance to the study. 
Consider the control volume shown in Figure 2.3. The change in the mass of the tracer with 
time is given by the mass conservation law: 
aM = un - unaut 
at In 
(2.1 ) 
where M is the mass of the tracer in the control volume, and min and m aUl are the mass of the 
tracer entering and leaving the control volume during time {j( . 
The mass fluxes in and out of the control volume are a function of the advective and diffusive 
transport, with the diffusive transport described using Fick ' s first law. The total flux in the x 
direction is given by (Fischer, 1979): 
J =uc+(-e ac) 
x m Ox (2.2 ) 
where J x is the total flux in the x direction, u is the velocity in the x direction, c is the tracer 
concentration and em is the molecular diffusion coefficient. 
The mass flow rate in the x direction is therefore (inflow defined as positive): 
(2.3 ) 
where mix is the mass flow rate in the x direction and locations I and 2 arc the inflow and 
outflow faces . 
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A Taylor series expansion is used to determine Oc I Ox and ue at location 2. The general form 
of the equation is : 
f(x) = f(xo) + Ofl ax + HOTs &lxo (2.4 ) 
where HOTs stands for higher order terms 
Substituting Oc / Ox and ue for f(x) , ignoring the higher order terms and rearranging gives: 
(2.5 ) 
(2.6 ) 
Thus, for the x direction 
a(ue) a2e 
ml =- - -axc5y8z+em - 2 axc5y8z 
x Ox Ox 
(2.7 ) 
Substituting this result and similar ones for the y and z directions into Equation 2.1, and 
knowing that the mass of the tracer within the control volume at time t is M = eaxc5y& , yields 
the advection-diffusion equation in three dimensions for a laminar flow . 
(2.8 ) 
z 
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oy 
u 
y OX ----+i¥ 
Figure 2.3 Schematic diaJ,rram of the control volume 
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For most practical problems the flow is turbulent and the processes of advection, molecular 
diffusion and turbulent diffusion need to be considered. Turbulence is characterised by random 
short term fluctuations about a mean value, which may be described mathematically as: 
a=a+a' (2.9 ) 
where a denotes time averaged values and a' denotes instantaneous turbulent fluctuations of 
the variable. 
The description of turbulence may be combined with equation ( 2.8 ) to yield the instantaneous 
turbulent advection-diffusion equation: 
a(c + c') _ ') a(c + c') (_ ') a(c + c') (_ ') a(c + c') ~-~+(u +u + v+v + w+w = 
at ax ~ az 
(a
2(c + c') a2(c + c') a2(c + C'») 
e + +w~~~ 
m ax2 ~2 az2 
(2.10 ) 
By taking ensemble means and considering continuity this may be simplified to (Rutherford, 
1994): 
(2.11 ) 
The equation has four bracket components. The first represents the rate of change of the mean 
concentration with time, the second the advection of mean concentrations by mean velocity, the 
third molecular diffusion and the fourth turbulent diffusion. 
In deriving Equation ( 2.11 ) no approximations have been introduced. This has led to an 
equation involving instantaneous fluctuations of velocity and concentration. In order to solve 
this equation it is necessary to obtain detailed records of velocity and concentration data to 
evaluate these terms. In order to obtain a practieal solution for Equation ( 2.11 ) the turbulent 
properties need to be related to a property that can be time averaged. This has now become 
knoy,n as the problem of closure and is discussed in more detail in the Section 2.4.4. 
One of the features of the Fickian diffusion model is that the variance of the cloud increases 
linearly with time. Taylor (1921) (from Rutherford, 1994) demonstrated that in stationary 
homogeneous turbulence the variance of a tracer cloud also increases linearly with time. This 
suggests that under these conditions the turbulent diffusion may be modelled using Fick's first 
law. By analogy the turbulent fluxes are: 
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, , oc 
u c=-c -Xax 
ac 
v'c'=-cy 0' 
, , ac 
wc=-c -
z& 
where Ex> Ey and Ez are turbulent diffusion coefficients. 
Equation ( 2.11 ) may now be converted to time averaged mean values: 
(2.12 ) 
(2.13 ) 
(2.14 ) 
(2.15) 
Equation ( 2.15 ) contains two separate coefficients for molecular and turbulent diffusion. 
However, it is commonplace to combine the effects under one term, K. Equation ( 2.16 ) is the 
three dimensional form of the time averaged turbulent advection diffusion equation: 
(2.16 ) 
The validity of the model has been questioned. Taylor himself did not go as far as to make the 
analogy between the molecular and turbulent diffusion coefficients. Fischer et al. (1979) argued 
that although the linear increase in the variance is an essential condition, it is not sufficient on 
its own to establish the validity of the Fickian model for turbulent diffusion. Despite these 
doubts, the ADE model has been utilised with great success to address a wide variety of mixing 
problems. 
2.3.3 Longitudinal dispersion 
Theoretical and experimental work by Taylor (1953, 1954) in pipe flow indicates that an 
equilibrium becomes established between the differential advection (which encourages 
longitudinal dispersion) and turbulent diffusion (which counteracts longitudinal dispersion) at a 
point downstream of the source. Upstream of this point the shape of the tracer will largely be 
determined by velocity differences, or differential advection, and this region is termed the 
advective zone. Beyond this point the region is called the equilibrium zone, where, assuming 
no change in the cross sectional area or discharge (Rutherford, 1994): 
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• The tracer will be cross sectionally mixed. 
• The longitudinal variance of the tracer concentration will mcrease linearly with 
distance, Figure 2.4. 
• Any skewness introduced by differential advection in the advective zone or by the 
initial tracer distribution begins to decay slowly and eventually the tracer distribution 
will become Gaussian, Figure 2.4. 
Advective 
zone 
Gaussian zone 
Equilibrium 
zone 
Figure 2.4 Fickian model predictions of how the variance and coefficient of skewness of a 
concentration profile change with time (after Rutherford,1994) 
When the tracer is in the equilibrium zone it is only possible to determine longitudinal mixing, 
which is the focus of this study. Longitudinal mixing, or longitudinal dispersion, is shown by a 
reduction in the peak concentration of a tracer and increasing spread with distance and time, 
Figure 2.5. Longitudinal dispersion is of importance only for intermittent discharges (short 
defined in relation to travel time and injection length) because inputs over long durations create 
constant concentrations downstream. 
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• The tracer will be cross sectionally mixed. 
• The longitudinal variance of the tracer concentration will IOcrease linearly with 
distance, Figure 2.4. 
• Any skewness introduced by differential advcction in the advective zone or by thc 
initial tracer distribution begins to decay slowly and eventually the tracer distribution 
will become Gaussian, Figure 2.4. 
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Figure 2.4 Fickian model predictions of how the variance and coefficient of skewness of a 
concentration profile change with time (after Rutherford, 1994) 
When the tracer is in the equilibrium zone it is only possible to determine longitudinal mixing, 
which is the focus of this study. Longitudinal mixing, or longitudinal dispersion, is shown by a 
reduction in the peak concentration of a tracer and increasing spread with distance and time, 
Figure 2.5 . Longitudinal dispersion is of importance only for intermittent discharges (short 
defined in relation to travel time and injection length) because inputs over long durations create 
constant concentrations downstream. 
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When the tracer is in the equilibrium zone it is well mixed over the cross section and the 
transverse concentration gradients become unimportant. Equation ( 2.16 ) is still valid under 
these conditions, however it may be simplified to: 
(2.t7 ) 
where C is the average cross sectional tracer concentration, U is the average cross sectional 
velocity in the x direction and K is the longitudinal dispersion coefficient. 
Equation ( 2.17 ) is sometime refereed to as the Fickian model of longitudinal dispersion. No 
attempt is made to model the variation in the tracer concentration over the cross section and the 
longitudinal dispersion coefficient includes all the processes that contribute to the tracer 
spreading longitudinally. 
If U and K are constant then the solution to Equation ( 2.16 ) for an instantaneous point source 
(slug injection) is Equation ( 2.18). It may be used to predict a downstream spatial profile if the 
upstream profile was an instantaneous injection. 
M (X-Ut)2) C(x,t) = ~ exp -
Av4trKt 4Kt 
(2.t8 ) 
where C(x, t) is the cross sectional average tracer concentration, M is the mass of tracer 
introduced at x = 0 and t = 0 and A is the cross sectional area. 
2.3.3.1 Routing a temporal concentration profile 
Equation ( 2.18 ) may be used to predict a spatial downstream profile from an instantaneous 
injection of tracer. However, for most practical situations measurements are made of temporal 
concentrations as a fixed position. Routing procedures are used to predict a temporal 
downstream profile from a measured temporal upstream profile. Routing is useful as it can 
verify velocity measurements and assumed values of the dispersion coefficient. Two alternative 
temporal routing procedures have been proposed (Rutherford, 1994), but further consideration is 
only given here to the frozen cloud routing method as it was used in this study. 
The frozen cloud routing method relies on the frozen cloud assumption that no longitudinal 
dispersion occurs during the time taken for the tracer to pass a sampling site. In practice this 
assumption is incorrect because longitudinal dispersion continually occurs. However, the error 
is usually small and the approach is considered valid (Rutherford, 1994). 
The frozen cloud routing method effectively splits the upstream profile into a series of elements 
of time M. To transport an upstream element downstream, the travel time (the advective 
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movement downstream) and dispersion coefficient (how much it spreads) are required . By the 
process of superposition each of the downstream elements is then amalgamated to give a 
downstream temporal concentration profile. The routing process is illustrated in Figure 2.6 and 
is described mathematically by Equations ( 2.19 ) and ( 2.20 ). 
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Figure 2.6 Examille of the routing procedure 
00 
fIC(x;, t)dt 
t. = I=-«J 
I 00 
f C(x; ,t) dl 
t =--CO 
(2.19 ) 
(2.20 ) 
where subscript one refers to the upstream profile and subscript two the downstream profile, 
C(x;, t) is the predicted temporal concentration, Ii represents the time at the centroid of the tracer 
profile and y is the time integration variable. 
When the tracer is in the equilibrium zone it is possible to calculate a value for the dispersion 
coefficient between an upstream and downstream temporal concentration profile from : 
K = U 2 0-2 (X2 )-0-2 (XI ) ( 2.21 ) 
2 12 - II 
where 0-2 represents the temporal variance of the profile: 
00 f (t - 1)2 C(x; , I) dt 
0- 2 (x;) = .:....1=_- 00 __ "' ________ _ (2.22 ) 
f C(x; , t)dt 
1=-00 
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2.3.4 Previous tracer studies in pipes 
Tracers, usually dyes or salts, have been used for many purposes including estimating 
discharge, monitoring contaminants, detecting leaks and measuring retention times. These 
studies have occurred in a wide range of flows, such as through ground water, rivers, sewers and 
power plants. Considerable literature exists on the subject so further consideration is only given 
to tracer studies through pipes, some of which will be used as a basis for evaluating the 
performance of the CFD model. 
Taylor (1953, 1954) conducted the first theoretical and experimental analysis of longitudinal 
dispersion in a straight pipe. He proposed a theoretical relationship that may be used to predict 
a value for the dispersion coefficient in a straight pipe, Equation ( 2.23). This equation has 
been shown to compare well with experimental data for both smooth and rough pipes. 
K =10.JRU· (2.23 ) 
where R is the pipe radius and ct is the shear velocity given by Equation ( 2.24 ). 
(2.24 ) 
where To is the shear stress at the pipe wall and p is the density of the fluid. 
Calabrese and Middleman (1979) measured the radial dispersion of three different chemicals in 
a straight vertical pipe filled with water. Droplets of n-Heptane (p = 695 kglm\ Butyl 
Benzoate (p = 1000 kglm3) and Carbon Tetrachloride (p = 1595 kglm3) were released from the 
axis ofthe pipe in a region where the flow was fully developed. The radial dispersion, X2 , was 
measured using at least 300 counts made by photographic observations, Equation ( 2.25). The 
results demonstrated that the radial dispersion was governed by particle density, with the effects 
of particle diameter being almost insignificant. 
(2.25 ) 
where n is the number of observations and X; is the radial displacement of the itt. droplet. 
A laboratory study by Guymer and O'Brien (2000) determined a relationship between 
dispersion coefficient and discharge for a straight pipe of fixed diameter over a distance of 
2.7 m. Using linear regression analysis the dispersion coefficient was found to equal 3.3 times 
the discharge (in litres per second), although the R2 value for relationship was only 0.75. When 
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compared with the predictions made using Taylor's equation the measured dispersion was 10 % 
less. This study was used as a basis for validating the CFD model's dispersion predictions. A 
more detailed description of the laboratory facility, data analysis techniques and results, is 
presented in Chapter 6. 
Boxall et al. (2002) presented the results of tracer tests that had been conducted in a sewer 
during both dry weather flow (DWF) and storm flow. The progress of the tracer was monitored 
at seven sites. The results highlighted the hydraulic differences, such as increased travel times 
and dispersion, under storm conditions. It was not possible to compare the results of this study 
with Taylor's equation as the dispersion coefficient would include the delayed storage effects of 
ancillary structures, such as manholes, and under DWF conditions the sewer was not flowing 
full. 
2.3.5 Sewer quality modelling 
There are a number of computer models which may be used to describe the hydraulics of sewer 
flow. The aim of these models is to provide insights into the performance of existing sewer 
networks and to plan sewer rehabilitation and new systems. In recent years the tightening of 
environmental constraints has meant that intermittent discharges have become an increasing 
concern. As a result most hydraulic models now offer procedures with which to model water 
quality parameters. The most widely used models are SWMM, MOUSE and Hydroworks, 
developed by the US Environmental Protection Agency (US EPA), The Danish Hydraulic 
Institute (DHI) and Wallingford Software respectively. These are complex models requiring 
detailed data from the catchment, although they have been shown to simulate the hydraulics of 
sewer flow accurately. Some more simplistic models have also been produced, such as 
SIMPOL, which is recommended in the UPM manual (FWR, 1998). 
The HydroWorks and SWMM sewer flow quality models assume that all dissolved and 
suspended sediments are fully mixed, and that their transport is due to advection alone. The 
effects of dispersion are assumed to be negligible (Herath et al. 1999). 
The MOUSETRAP model (DHI, 1994) includes an advection dispersion model, with a 
requirement on the user to input a dispersion coefficient of between 0 m% and 5 m2/s. 
Different values of the coefficient may be defined for different system components, although no 
guidance on suitable values is provided in the documentation. 
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2.4 Computational fluid dynamics (CFD) 
2.4.1 Introduction 
"Computational fluid dynamics or CFD is the analysis of systems involving fluid flow, heat 
transfer and associated phenomena such as chemical reactions by means of a computer based 
simulation" (Versteeg and Malalasekera, 1999). The use of CFD has grown rapidly over the 
last decade. This can be attributed to the increased computational power that is now widely 
available, thus allowing more complex problems to be investigated, and to improvements in the 
software, both in terms of the algorithms and the user interface. CFD is now used for research 
and industrial applications associated with a wide range of fluid flows. 
CFD represents an additional tool for the investigation of fluid flow. For example, once a 
numerical model has been validated the effect on the flow pattern of a change in the geometry 
can be investigated without the need to construct additional physical models. A numerical 
model also calculates the fluid properties, such as velocity and pressure, at all points defined 
within the structure. It may not be possible to obtain such complete data sets from physical 
models or in-situ testing. This demonstrates that CFD may provide benefits in terms of 
information, time and cost. 
Section 2.4.2 describes the fundamental equations of fluid flow that are the basis for all CFD 
codes, while Section 2.4.3 describes the three approaches that are used to solve these equations. 
The Reynolds averaging approach is described in more detail in Section 2.4.4, while later 
sections describe the turbulence models that are used to close these equations. 
Additional models have been incorporated into CFD codes to solve transport equations for a 
chemical species and a discrete phase. These models may be used to track the movement of a 
tracer, thus providing greater insights into the process of dispersion. Sections 2.4.8 describes 
these models in more detail. 
There are many software packages that have implemented various CFD codes. This study, 
however, used the Fluent software (Fluent, 1998). This software was chosen because expertise 
in the use of Fluent exists at the University of Sheffield and because it was already available on 
the University network. However, the choice of the software is only relevant in terms of the 
user interface and post processing, as the underlying equations are fundamentally the same. 
Details of the Fluent software are presented in Section 2.4.9. 
CFD has been used increasingly to provide insights into flow patterns, pollutant mixing and 
sediment transport behaviour of urban drainage structures, such as combined sewer overflows 
(CSOs) and storage tanks. Details of some ofthe most relevant studies are presented in Section 
2.4.10, including a more detailed discussion of studies that have used CFD to model pipe flow 
or to predict the movement of a solute. 
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2.4.2 The governing equations of fluid dynamics 
The governing equations of fluid flow are based on the conservation laws of physics: 
• Conservation of mass (The continuity equation) 
• Conservation of momentum (Newton's second law) 
• Conservation of energy (The first law of thermodynamics) 
The mathematical statement of these physical principals is the basis for all fluid dynamics code. 
The equations may be used to describe the movement of fluid exactly, if the temporal and 
spatial change in the variables can be represented. They were developed by considering the 
physical principals of flow passing through an infinitesimally small fluid element. A full 
derivation of the governing equations is not presented, but may be found in many fluid 
dynamics text books, including Anderson (1995) and Versteeg and Malalasekera (1999). The 
equations presented here are for a three dimensional compressible flow. The equations relating 
to the conservation of energy are not included as temperature change is not of interest in this 
study. 
The conservation of mass, or continuity equation, is based on the physical principal that the net 
mass out of the element is equal to the rate of decrease of mass inside the element: 
(2.26 ) 
where p is the fluid density, t is time and u, v and ware the instantaneous velocities in the x, y 
and z directions respectively. 
The conservation of momentum, or Navier Stokes equations, were developed from Newton's 
second law of motion. The equations are based on the principal that the rate of increase of 
momentum on the element is equal to the sum of forces on the element. Equation (2.27) is the 
Navier Stokes equation for the x direction (with similar equations possible for the y and z 
directions). 
(2.27 ) 
where p is the instantaneous static pressure, f.J is the dynamic viscosity. 
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2.4.3 Numerical simulation of the governing equations 
In low Reynolds number flows (laminar flows) the fluid layers slide smoothly past each other 
and the molecular viscosity dampens the randomly occurring small scale disturbances making 
the process predictable. A numerical simulation of the governing equations for this type offlow 
is relatively simple. 
When the Reynolds number increases, the restraining effects of the viscosity are too weak to 
prevent such disturbances from amplifying, and the velocity and pressure change continuously 
with time and space. To capture all the length and time scales of turbulence is considerably 
more difficult. At present there are three numerical techniques to solve the governing equations 
in turbulent flow; direct numerical simulation (DNS), large eddy simulation (LES) and 
Reynolds averaging. 
Direct numerical simulation (DNS) 
The direct numerical simulation (DNS) technique solves the governing equations directly on 
a fine spatial and temporal grid to rcsolve all the scales of turbulent motion without 
assumptions. For high Reynolds number flows the amount of calculation effort required to 
capture all the temporal and spatial variation in the variables is extremely large and requires 
phenomenal computational resources. Speziale (1991) (from Versteeg and Malalasekera, 1999) 
estimated that a DNS of turbulent pipe flow at a Reynolds number of 5 xlOs would require a 
computer that is ten million times faster than the 1990 Cray supercomputer. 
Large eddy simulation (LES) 
In large eddy simulations (LES) the governing equations are spatially filtered to separate small 
scale turbulent motions from large scale turbulent motions. The large scale motions are solved 
directly using the governing equations, while turbulence models are used to describe the 
influence of the small scale motions upon the large scale ones. Although providing a saving 
over the DNS simulation approach, LESs still solve the time dependent governing equations for 
the large eddies and are therefore too computationally costly to consider for most practical 
situations. 
Reynolds averaging 
The Reynolds averaging approach differs from the DNS and LES approaches as no attempt is 
made to make the simulation time dependent. Instead the governing equations are time 
averaged by considering the variables as a function of a mean and fluctuating component, 
Figure 2.7. The time averaged governing equations are used to transport the mean flow 
quantities, with techniques to model the effects of turbulence. Commonly used turbulence 
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models include the simple mixing length model developed by Prandtl, the popular k-e model 
and the more sophisticated Reynolds Stress Model (RSM). 
Fluctuating 
component, u' 
Mcan velocity, U 
Time, t (8) 
Figure 2.7 A typical point velocity measurement from a turbulent flow 
As demonstrated, the DNS and LES of the governing equations for most turbulent flows with 
typical computational resources is unattainable in the ncar future. This research therefore used 
the Reynolds averaging approach. 
2.4.4 Reynolds Averaged Navier Stokes Equations (RANS) 
In Reynolds averaging the equations are decomposed into the mean (time averaged) and 
fluctuating components. Mathematically this can be described as: 
(2.28 ) 
where c[J is the mean component and ift' is the instantaneous fluctuating component. 
The time averaged Navier Stokes equation for the x direction is therefore: 
p-+pU-+pv-+pW-+P-+P--+P--=--+/-J -+-+-au au au au ou,2 au'v' au'w' ap (a2u a2u a2u) 
at ax ay az ax ay az ax ax2 ay2 oz2 ( 2.29 ) 
(I) (II) (III) 
The process of time averaging has introduced three new terms. These terms are usually placed 
on the right hand side of the equation to reflect their role as additional turbulent stresses on the 
mean velocity component U, Equation ( 2.30 ): 
oU pU oU vou oU oP (02U 02U 02U) ou'2 OU'V' OU'W' p-+ -+p -+pw-=--+/-J -+-+- -p--p---p--
ot ox ay OZ ox ox2 ay2 oz2 ox ay az (2.30 ) 
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Repetition of this process yields the time averaged Navier Stokes equations for the y and z 
directions: 
(2.31 ) 
oW oW oW oW oP (o2W o2W o2W) Ou'w' OV'W' ow,2 p-+pU-+pV-+pW-=--+~ -+--+-- -p---p---p-
01 ox c3y OZ OZ ox2 c3y2 OZ2 ox c3y OZ (2.32 ) 
These equations can be written more compactly by using the Cartesian tensor notation: 
(2.33 ) 
Equations ( 2.30 ), ( 2.31 ), ( 2.32 ) and ( 2.33 ) are called the Reynolds averaged Navier Stokes 
equations (RANS). They have the same general form as the instantaneous Navicr Stokes 
equations, with the velocities and other solution variables now representing time averaged 
values. The equations are also exact because no assumptions have been introduced in deriving 
them. The extra terms that have appeared represent the effects of turbulence and are called the 
Reynolds stresses. 
The Reynolds stresses result from six additional stresses, three normal and three shcar stresses: 
Normal stresses: T"" = _pU,2 
Shear stresses: Txy =Tyx =-Pu'v' 
,2 
T no = -pv 
, , 
T;rz=Tzx=-PUW T =T =-pv'w' yz zy 
Physically the Reynolds stresses represent the transport of momentum due to turbulent motion. 
In turbulent flows the normal stresses are always non zero because they contain squared velocity 
fluctuations. The shear stresses are products of the different velocity components and if they 
were statistically independent fluctuations the time average of their product would be zero. 
The instantaneous Navier Stokes equations form a closed set of four equations with four 
unknowns. When time averaging all information is lost concerning the instantaneous 
fluctuations and six additional unknowns (the Reynolds stresses) are obtained to make ten 
unknowns in total: one mean pressure, three mean velocity components and six Reynolds 
stresses. The disparity between the number of unknowns and equations makes a direct solution 
of any turbulent flow problem impossible. Finding additional equations or conditions to make 
up for this disparity is commonly called 'the problem of closure'. The purpose of a Reynolds 
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averaging turbulence model is to relate the six Reynolds stresses to the mean flow quantities in 
some plausible manner, thus providing closure. 
2.4.4.1 The k-£ turbulence model 
The k-e model is one type of two equation turbulence model. Although thcre are many 
variations of the model, the majority are based on the Boussinesq hypothesis that assumes the 
Reynolds stresses are proportional to the mean velocity gradient. This hypothesis may be 
expressed as: 
(2.34 ) 
Unlike the molecular viscosity, fl, the turbulent or eddy viscosity, flt, is not a property of the 
fluid. Its value will vary from point to point in the flow, being largely determined by the 
turbulence at the position in question. The use of the Boussinesq hypothesis is a step towards a 
turbulence model, but is not a turbulence model itself, as a way of calculating the turbulent 
viscosity is still required (Launder and Spalding, 1972). 
The k-e model is used to calculate the turbulent viscosity and hence determine values for the 
Reynolds stresses. The model uses two transport equations, one for the turbulent kinetic energy, 
k, and one for the rate of dissipation of turbulent kinetic energy, e. Exact equations for k and e 
can be derived from the Navier Stokes equation, but the e equation contains complex 
correlations that are not understood, thus requiring drastic modelling assumptions to make the 
equation tractable (Rodi, 1993). 
The standard k-e model was published by Launder and Spalding (1972, 1974): 
(2.35 ) 
(2.36 ) 
(2.37 ) 
where k is the generation of turbulent kinetic energy, e is the dissipation of turbulent energy and 
(h.lTe, C/. C2 and CI' are model constants. 
0.09 1.44 1.92 1.0 1.3 
Table 2.2 Values of the constants used in Launder and Spalding's (1974) k-t model 
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The equations for k and E may be expressed in words as: 
Rate of change + Transport of k or 
of k or f: f: by convection 
Transport of k or + Rate of production 
f: by diffusion of k or e 
Rate of destruction 
ofk ore 
The constants used in the model represent different types of turbulence. Values were obtained 
by conducting experiments during which the other types of turbulence were excluded and then 
optimising for generality (Launder and Spalding, 1972; Rodi, 1993). An example of this is grid 
turbulence, where diffusion and production terms are zero, so C2 is the only constant left. The 
standard values have been used to successfully replicate a number of real fluid flow problems in 
both two and three dimensions (Launder and Spalding, 1974; Abbot and Basco, 1989; Rodi, 
1993; Versteeg and Malalasekera, 1999). The constants are not universal and under certain 
conditions they require calibration, with the most documented case being an axisymmetric jet 
(Launder and Spalding, 1974; Rodi, 1993). 
The standard k-e model is the most widely used and validated turbulence model. It has been 
used successfully with the standard constants for a variety of flow conditions including thin 
shear layer flows, pipe flows, recirculating flows and confined flows (Launder and Spalding, 
1974; Rodi, 1993; Versteeg and Malalasekera, 1999). However, the model has been shown to 
perform less well in unconfined flows, some swirling flows and flows with rapid strains, such as 
highly curved boundary layers (Rodi, 1993; Versteeg and Malalasekera, 1999). 
Further turbulence models have been proposed as the limitations of the standard k-t model have 
become apparent, including the RNG and Realizable models. The RNG k-e turbulence model 
was derived from the instantaneous Navier Stokes equations using a mathematical technique 
called renormalization group (RNG) methods. The model has additional terms and functions in 
the transport equations for k and e, and different constants from the standard k-e model. At low 
Reynolds numbers a differential equation is used to calculate the turbulent viscosity, which 
allows the model to better represent low Reynolds number and ncar wall flows. A more 
comprehensive description of the RNG turbulence model may be found in Yakhot and Orszag 
(1986). The model has been shown to perform better than the standard k-t model for rapidly 
strained and swirling flows and can improve the modelling of low Reynolds number flows 
(Fluent, 1998). 
The Realizable k-e turbulence model proposed by Shih et a/. (1995) differs from the standard 
k-e model in that it has different equations for the turbulent viscosity and e. The Realizable 
model must satisfy certain mathematical constraints on the Reynolds stresses, consistent with 
the physics of turbulent flow. The model has been shown to accurately predict the spreading 
rate of both planar and round jets, and is also likely to have superior performance compared 
with the standard k-e model for flow involving rotation, separation and spreading (Fluent, 
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1998). However, as the model is relatively new the amount of validation data is comparatively 
small. 
The underlying assumption of all the k-e models is that the turbulent viscosity is isotropic, that 
is the ratio between the Reynolds stresses and the mean rate of deformation is the same in all 
directions. This assumption does not affect the calculations in certain instances, such as simple 
thin shear layer flows, because only the shear stress is important. However, in certain flow 
situations the assumption of an isotropic eddy viscosity is too crude. For example, it does not 
produce the turbulence driven secondary motions in square ducts that have been observed in 
experiments (Rodi, 1993). 
2.4.4.2 The Reynolds stress turbulence model 
The Reynolds stress turbulence model (RSM) was developed because the Bousinesq hypothesis 
has been shown to perform badly for complex strain fields, even if the kinetic energy was 
computed accurately. The RSM model does not use the Bousinesq hypothesis, but instead 
closes the RANS equations by solving transport equations for each of the Reynolds stresses, 
plus E for the dissipation rate. In three dimensions this means solving seven partial differential 
equations compared to two for the k-e model. 
The exact form ofthe Reynolds stress transport equations may be derived by taking moments of 
the exact Navier Stokes equation and Reynolds averaging. There are a number of different 
forms of the RSM model. However, the model proposed by Launder et a/. (1975) is the most 
popular. The equations used in this model are not reproduced here due to their complexity, but 
may be found in Launder et al. (1975) and Rodi (1993). The Reynolds stresses cannot be 
solved directly and extra models are required for the diffusion, dispersion rate and pressure 
strain correlation terms. Numerical constants are required to make the equations tractable and 
these were developed in the same manner as those for the k-e model. 
Rodi (1993) describes how the model has been successfully applied to homogeneous flows, two 
and three dimensional duct flows and wakes. In particular turbulence driven secondary flows 
and the effects of strain caused by wall curvature, which cannot be described with two equation 
models, are well predicted. However, the RSM model may not perform significantly better than 
the k-£ models for free surface flows, and flows with swirls. As with the k-£ model this can be 
attributed partly to the closure assumptions, particularly the pressure strain and dissipation rate 
terms (Rodi, 1993). 
The RSM model might not always yield results that are clearly superior to the k-e models in all 
cases of flows to warrant the additional computational expense of solving the extra transport 
equations. The model is also not as well validated as the standard k-e model, partly due to the 
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computational cost. However, the RSM model can account for the directional cffects of the 
Reynolds stresscs, therefore providing greater potential to accurately predict complex flows. 
2.4.5 Discretization 
It is not possible for computers to directly solve the governing equations so they are transformed 
into a numerical analogue of the equation through a process called numerical discretization. 
Three major numerical discretization schemes exist: the fmite difference, finite element and 
finite volume methods. The main difference between the methods is related to the way in which 
the simulation is coded, with no significant differences in the results. Details regarding these 
schemes can be found in many CFD texts including Abbot and Basco (1989), Anderson (1995) 
and Versteeg and Malalasekera (1999), but further consideration is only given to the finite 
volume approach as it was used in this study. 
The finite volume approach consists of the following steps: 
• Division of the domain into discrete control volumes using a computational grid. 
• Integration of the governing equations over all the control volumes to construct 
algebraic equations for the discrete dependent variables such as velocity, temperature 
and pressure. 
• Solution of the algebraic equations by an iterative method. 
In each of the cells the fluid properties are stored at the cell centre. However, face values are 
required for the convection terms and must be interpolated from the cell centred values. This is 
accomplished through an upwind scheme. Upwinding means that the face value is derived from 
quantities in the cell upstream, or upwind, relative to the direction of normal flow velocity. 
Several upwind schemes exist, including first and second order upwind, power law and QUICK. 
The first order upwind scheme is the most basic of the discretisation schemes as it assumes the 
face values is identical to the cell centred value. The second order upwind scheme calculates 
each face value from a Taylor series expansion of the cell centred solution about the cell 
centriod. The power law scheme interpolates face values from the cell centre using the solution 
to a one dimensional convection diffusion equation. The QUICK scheme is based on a 
weighted average of second order upwind and central interpolations of the variable. 
When the flow is aligned with the grid the first order scheme is generally acceptable and will 
give quick convergence. However, when the flow is not aligned the scheme will increase 
numerical diffusion. Therefore, for complex flows, or flows which do not use structured 
meshes the use of second order is generally advised (Fluent, 1998). Under certain conditions, 
such as rotating or swirling flows, the QUICK scheme has been shown to be an improvement 
over the second order upwind scheme. Versteeg and Malalasekera (1999) provide an example 
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which shows that the QUICK scheme performs better than the upwind schemes for two 
dimensional convection diffusion problems. However, there may be stability problems as the 
coefficient can become negative under certain conditions. There does not appear to be a general 
consensus of opinion regarding the power law scheme. The Fluent 5 User's Guide (Fluent, 
1998) suggests the scheme will typically give the same results as a first order scheme, whereas 
Shaw (1992) and Versteeg and Malalasekera (1999) suggest that there will be an improvement. 
When a segregated solver is used the Navier Stokes and continuity equations are solved 
sequentially. As most of the terms in the Navier Stokes equations are functions of the velocity 
components these equations are used to create solutions for the velocity components. However 
the continuity equation does not contain terms for the fluid pressure. To proceed, the continuity 
equation is modified to relate pressure to velocity by a process which is commonly referred to 
as pressure-velocity coupling. There are a number of pressure velocity coupling algorithms, but 
most are based on the SIMPLE algorithm proposed by Patankar and Spalding (1972). The 
SIMPLE algorithm uses a relationship between velocity and pressure to enforce mass 
conservation and obtain a pressure field. A number of variants have been proposed as the 
limitations of the SIMPLE algorithm have become apparent, including the SIMPLEC, 
SIMPLER and PISO algorithms. 
The SIMPLE algorithm is relatively straightforward and has been used successfully in many 
types of flows. The SIMPLEC and SIMPLER algorithms require a little more computational 
time per iteration, but can dramatically reduce the overall time for convergence. However, 
these algorithms do not provide more accurate results, so if convergence is not limited by the 
pressure velocity coupling they provide no benefit. For steady state problems the PISO 
algorithm does not provide any significant benefit over the other algorithms, but is 
recommended for transient flows (Fluent, 1998). 
2.4.6 Meshing 
The meshing ofa geometry may be considered to be the discretisation of the space in which the 
flow takes place. When meshing a surface or volume consideration must be given to the 
requirements of the CFD solver. Some solvers require structured meshes which use i, j, k 
indexing to locate neighbouring cells. More recent solvers are unstructured, thus allowing the 
use of hexahedral, tetrahedral, pyramid and wedge shaped cells. Hybrid meshes that contain 
combinations of the above shapes are also possible. Unstructured meshes may be useful as they 
allow a great deal of flexibility. However, they can increase numerical dispersion. 
The shape of the cells has a significant impact on the accuracy of the numerical solution. 
Skewness is defined as the difference between the cell's shape and the shape of an equilateral 
cell of equivalent volume. If the cells are highly skewed the accuracy and stability of the 
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simulation will be reduced. The aspect ratio is a measure of how the cell is stretched. To 
prevent inaccurate results an aspect ratio of less than 5 to I is desirable (Fluent, 1998). 
It is usual for a CFD simulation to contain a wide variety of flow features . To make an accurate 
prediction each one of these will need to be modelled. Extra cells will be required in regions 
where gradients are large and nonlinear to allow the numerical methods to accurately predict the 
change. In general the larger the number of cells the better the solution accuracy, however, the 
finer the mesh the longer the calculation time. For most flows a point will be reached when 
adding extra cells provides no significant change in the simulation results . This is often referred 
to as a grid independent solution. A grid independent solution is desirable as it represents the 
most accurate prediction possible. 
2.4.7 Near wall modelling 
There arc two approaches to modelling the flow close to a wall . In the first approach, the 
turbulence models do not model the near wall region, instead semi empirical wall functions are 
used to bridge the gap between the wall and the fully turbulent region. In the second approach 
the turbulence models are modified to enable the viscous sublayer and buffer layer to be 
resolved. The difference between the two approaches is shown graphically in Figure 2.8 . 
Wall function 
(a) 
buffer & 
sublayer 
= 
(b) 
Figure 2.8 Comparison between the near wall modelling techniques. (a) wall functions apllroach, 
(b) near wall approach (after Fluent, 1998) 
There are two benefits to the use of wall functions . Firstly, as the number of cells used is much 
fewer they provide a considerable saving of computational resources. Secondly, they allow 
extra empirical information to be considered, such as a wall roughness. A detailed description 
of the methodology and equations of the most popular wall function model can be found in 
Launder and Spalding (1974) . 
The y value is the non dimensional distance from the wall, Equation ( 2.38). If wall functions 
arc used it is general desirably for the cell adjacent to a fixed boundary to have a / value of 
around 30 (Fluent, 1998). However, Tannehill et al. (1997) suggests that they are valid in the 
range 30 < y+ < 200, while Versteeg and Malalasekera (1999) claim they may be valid until the 
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y+ value exceeds 500. The extent of the near wall region is discussed in more detail in Section 
2.5. 
+ U·y 
Y =-
v 
whcrc y is the distance from the wall and v is the kincmatic viscosity. 
(2.38 ) 
The assumptions made with wall functions are that the velocity profile is logarithmic and the 
turbulence parameters are constant or vary linearly. These assumptions are often adequate for 
simple flows in pipes and channels, and for high Reynolds number flows. However, they 
become less reliable when the flow field is different from the idealised conditions assumed in 
their derivation. 
A recent extension of the standard wall function approach is the development of non 
equilibrium wall functions. Further consideration to the approach is not given here, but may be 
obtained from Kim and Chohdury (1995). 
The universality of wall functions is in doubt, particularly for complex flows. This has led to 
the development of near wall, or low Reynolds number turbulence models. In these models the 
transport equations are integrated to the wall allowing the rapid changes in velocity, turbulent 
kinetic energy and turbulence dissipation rate that occur in this region to be predicted. In order 
to do this the models incorporate either wall damping effects, or a direct effect of molecular 
viscosity on the empirical constants and functions in the turbulence transport equations. 
Launder and Spalding (1974) and Versteeg and Malalasekera (1999) demonstrated how the 
standard k-E model may be modified in this manner. A wide range of low Reynolds turbulence 
models exists, with further information available in Martinuzzi and Pollard (1989), Pollard and 
Martinuzzi (1989), Hrenya et al. (1995) and Thakre and Joshi (2001). To capture the rapid 
changes that are happening a high grid density is required close to the wall. The general 
guidance is that the first cell adjacent to the wall should be within the viscous sublayer and that 
there should be a minimum of ten cells in the near wall region. 
The number of mesh points required to resolve all the details in a turbulent boundary layer 
would normally be prohibitively large, so wall functions are most commonly used. However, 
wall functions have been shown to be unable to predict rotating or swirling flows, or flows with 
strong pressure gradients. 
2.4.8 Transport models 
The transport of a solute has traditionally been modelled using a finite difference or finite 
volume form of the advection-diffusion equation. Recently particle tracking methods have also 
been used which are based on the idea that the tracer can be represented by a large number of 
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discrete particles that are each subjected to advection and dispersion. The underlying principals 
of each method are presented below. 
2.4.8.1 Advection-diffusion equation (ADE) transport model 
The transport of a solute may be modelled by the advection-diffusion equation described in 
Section 2.3 .2: 
(2.39 ) 
where c is the time averaged concentration, em is the molecular mass diffusivity and Gx, Gy, and 
Ez. are the turbulent mass diffusivities in the x, y and z directions. 
The molecular mass diffusion coefficient describes the spreading of the tracer due to the random 
molecular motion of the fluid, called Brownian motion. The coefficient is a property of the 
fluid and for a given solvent, solute, concentration and temperature the value is constant. 
Typical values for solutes in water are in the range 0.5 - 2 xlO·9 m2/s (Rutherford, 1994). 
If the flow is turbulent the mass diffusion will be a function of the molecular and turbulent mass 
diffusion. The turbulent mass diffusion, unlike the molecular mass diffusion, is not constant. 
The dimensionless turbulent Schmidt number is used to convert the turbulent viscosity 
(calculated from the turbulence models) into the turbulent mass diffusivity. 
PI t: =-
m Sc 
I 
(2.40 ) 
where Em is the turbulent mass diffusivity, III is the turbulent viscosity and ScI is the turbulent 
Schmidt number. 
The equations governing turbulent mass diffusivity are analogous to the equations that describe 
turbulent thermal diffusivity with small temperature differences, Equations (2.41 ). Therefore, 
consideration is also given to research that obtained values for the turbulent Prandtl number. 
The turbulent PrandtllSchmidt numbers can be deduced from measurements of the mean 
velocity or concentration profiles, or the radial profiles of the Reynolds shearing stress and the 
radial turbulent concentrationlhcat flux. 
c=A 
I Pr 
I 
where, GI is the turbulent thermal diffusivity and Prl is the turbulent Prandtl number. 
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(2.41 ) 
The first attempt to define the turbulent SchmidtfPrandtl number was made by Prandtl when he 
took the value to be unity over the whole cross section, but experimental evidence has shown 
this to be incorrect. Following the approach of Launder (1976), consideration is given to the 
ncar wall and core flows separately. 
The measurements ofBlom (1970) and Baker and Launder (1974) (from Launder, 1976) using a 
flat plate suggest a value of 0.95 for Prt in the near wall region, with a tendency to increase 
above unity as the wall is approached. Quarmby and Quirk's (1972) (from Launder, 1976) pipe 
data suggests that the value decreases from 0.85 atylR = 0.2 to only 0.65 atylR =0.05 (y is the 
distance from the pipe wall and R is the pipe radius). Koeltzsch (2000) used a flat plate and 
demonstrated similar results. Rodi (1993) and Schlichting (1997) (from Koeltzsch, 2000) 
suggested a value of 0.9 for Prt and Sct in the ncar wall region. Overall the experimental 
evidence suggests a value of 0.9 for Prt and SCt in the ncar wall region, although it is not clear 
whether the value increases or decreases very close to the wall. 
As with the ncar wall region there is not an agreement regarding the turbulent PrandtVSchmidt 
number away from the wall. Launder (1976) wrote "It does not seem possible to write with any 
certainty on the variation of the turbulent PrandtVSchmidt number in fully developed pipe or 
channel flow. A number of experiments show a gradual reduction in the value towards the 
centre, while others show quite the reverse". Hinze (1975) used the work of Laufer (1954) to 
determine a value of 0.625 for Sct in the core region of turbulent pipe flow, while Launder 
(1976) suggests a value of 0.7 is more appropriate. Launder (1976) describes the finding ofa 
conference that found values ofPrt and SCt in the range 0.5 to 1.0. 
Reynolds (1975) compares more than thirty ways of predicting turbulent SchmidtlPrandtl 
numbers. The most quoted ofthese was developed by Rotta (1964) to describe the variation of 
Prt across a flat plat, Equation (2.42). Values for the constants are taken between 0.9 and 0.95 
for A and 0.4 and 0.45 for B. This equation is shown graphically in Figure 2.9. 
(2.42 ) 
where y is the distance from the wall and ~ is the boundary layer thickness. 
Koeltzsh (2000) used measurements of air flow over a flat plate to demonstrate that SCt is not 
constant, but dependent upon the distance from the boundary. A power series equation to 
approximate the calculated data is shown graphically in Figure 2.9. 
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Figure 2.9 Variation in turbulent PrandtVSchmidt number within the boundary layer 
This ADE method performs well for diffusion problems, but can be affected by two types of 
numerical problems for advection dominated processes. The first type is numerical dispersion, 
which has an effect similar to that of physical dispersion, but is caused by the truncation error in 
the Taylor series expansion of the transport equation. This leads to a smearing of concentration 
fronts that have a sharp leading edge Figure 2.10 (a). The second type of numerical problem is 
artificial oscillations, Figure 2.10 (b). Artificial oscillations occur in higher order schemes that 
have been designed to eliminate numerical dispersion. Artificial oscillation is also more severe 
on steep concentration fronts. Both of these problems can be overcome by refining the grid and 
time step. However, the increase in computational effort may make this impractical when large 
complex systems are being studied, or when long term simulations are required. 
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Figure 2.10 Sources of numerical error (after Anderson, 1995) 
2.4.8.2 Particle tracking models 
Particle tracking models offer an alternative to solving the advection-diffusion equation. The 
method works by assuming the tracer can be represented by a large number of discrete particles 
that are each subjected to advection and dispersion. The trajectory of each particle is 
determined by a force balance calculation that equates the particle inertia with the forces acting 
on the particle from the continuous phase. Models, such as the random walk model, may be 
used to include the effects of the instantaneous turbulent fluctuations on the particle trajectories 
through the use of stochastic methods. 
The particle tracking method has a number of potential advantages over the advection diffusion 
equation transport model: 
• When the tracer only occupies a small proportion of the flow domain the particle tracking 
approach is often more computationally efficient. 
• The mass of the tracer must always be conserved locally and globally. 
• If the modelling options are chosen correctly it is possible to simulate steep concentration 
gradients as the method is virtually free from numerical dispersion. 
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There are many types of particle tracking model available. The equations presented below are 
for the model contained within the Fluent software (Fluent, 1998), but many of the features are 
general to all models. 
The force balance on a particle in the x direction may be written as: 
(2.43) 
where u is the instantaneous fluid velocity, up is the particle velocity, p is the fluid density, 
Pp is the particle density, gx is the gravitational force, FD is the drag force and Fx are 
additional forces that may be included. Additional models are available in Fluent 5.5 (Fluent, 
1998) to represent the effects of temperature, Brownian motion and the lift due to shear on sub 
micron particles. 
The drag force on the particle, FD , is related to the size of the particle. For particles greater 
than one micron the drag force on the particle is represented by Equation ( 2.44) and for sub 
micron particles by Equation (2.45 ). 
(2.44 ) 
(2.45 ) 
where f.J is the molecular fluid viscosity, D p is the particle diameter, Re is the relative Reynolds 
number, CD is the drag coefficient and Co is the Cunningham correction. 
The drag coefficient, CD' is defined by Equation ( 2.46). When spherical particles are being 
modelled ai' a2 and a3 are constants (Fluent, 1998). The Cunningham correction, Cc ' is 
defined by Equation ( 2.47 ). 
(2.46 ) 
( 2.47) 
where A is the molecular mean free path. 
The particle Reynolds number, Re , is defined as: 
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(2.48 ) 
The dispersion of particles due to turbulence in the fluid phase may be modelled using either a 
stochastic particle tracking model or particle cloud model. The stochastic tracking model, or 
discrete random walk model, includes the effects of the instantaneous turbulent fluctuations on 
the particle trajectories through the use of stochastic methods. In the particle cloud model the 
particles are tracked around a mean trajectory. The concentration of particles within the cloud is 
represented by a Gaussian probability density function about the mean trajectory. In both 
models the particles have no direct impact on the generation or dissipation of turbulence on the 
continuous phase. The particle cloud method was not considered during the study so no further 
discussion is presented. 
Turbulence is modelled as a series of eddies that have a lifetime and associated random velocity 
fluctuations in the random walk model. The instantaneous fluid velocity is therefore defined as: 
(2.49 ) 
The fluctuating component, Uj', that prevails for the life time of the turbulent eddy is sampled 
by assuming that they obey a Gaussian probability distribution so that 
(2.50 ) 
where , is a normally distributed random number ranging from zero to one and R is the 
root mean square (rrns) of the velocity fluctuations. 
When the k-e models are used the velocity fluctuations are isotropic, so Equation 2.48 IS 
simplified to: 
(2.51 ) 
To compute a particle trajectory the random fluctuating component has to be kept constant for a 
certain interval of time, called the characteristic lifetime of the eddy. Fluent 5.5 (Fluent, 1998) 
provides the option to define the characteristic lifetime of the eddy as constant function, 
Equation ( 2.52 ), or as a random variation around the Lagrangian time interval, TL , Equation 
(2.53 ). 
(2.52 ) 
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(2.53 ) 
where r is a random number between zero and one. 
The Lagrangian time interval is defined as: 
(2.54 ) 
where C L is the time scale constant. 
The Fluent User's Guide (Fluent, 1998) suggests that the time scale constant be set to 0.15 when 
using the k-e turbulence model and 0.3 when using the RSM model. 
The repeated calculation of a single particle trajectory will show a different direction because of 
the random nature of the eddy. However, the effects of turbulence may be accounted for by 
computing the trajectory ofa significant number of representative particles. 
2.4.9 The Fluent CFD software 
Until this point the general principals of CFD have been presented, but now consideration is 
given to the Fluent CFD software that was used in the study. The Fluent software, from now on 
referred to as Fluent, is a commercial CFD programme that uses the finite volume based method 
to solve the governing equations of fluid dynamics. Fluent is capable of modelling fluid flow, 
heat transfer and chemical reaction in a wide range of situations. A full description of the 
software may be found in the Fluent 5 User's Guide (Fluent, 1998). 
A simulation using Fluent consists of five stages: 
• Stage 1 - Importing the grid/mesh 
• 
Fluent, as with all CFD codes, requires a grid, or mesh, upon which to discretize the 
governing equations. Fluent cannot generate a mesh, but imports ones that have been 
developed in software such as Gambit (Gambit, 1998), which is supplied with Fluent, or 
third party CAD software. Fluent can operate in two or three dimensions and supports 
structured or unstructured meshing techniques. 
Stage 2 - Specification of boundary conditions and material properties 
Once the mesh has been imported the cells that coincide with or touch the outline geometry, 
termed boundary cells, need to be defined. Fluent offers a wide variety of boundary 
conditions to suit different types of flows, with typical boundary conditions including 
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inlets, outlets and walls. Cells inside the domain are given the physical properties of the 
fluid, such as viscosity and density. 
• Stage 3 - Selection of modelling options 
Turbulence may be modelled in Fluent by the Reynolds averaging or LES approaches. If 
the Reynolds averaging approach is used the software contains three versions of the high 
Reynolds k-e model: Standard (Launder and Spalding, 1974), RNG (Yakhot and Orszag, 
1986) and Realizable (Shih et al., 1995). It also contains the high Reynolds number RSM 
that is based on the proposals of Launder et al (1975). All of these models require the use 
of wall functions to model the near wall region. 
Fluent also supports two low Reynolds number modelling approaches. In the first 
approach, called two layer zonal modelling, the high Reynolds number turbulence models 
are used to predict the turbulent flow. In the viscosity affected ncar wall region the 
momentum and k equations are calculated from the high Reynolds number models, but the 
turbulent viscosity and e are calculated from new equations. In the second approach, called 
full low Reynolds number modelling, the turbulence models are altered to allow them to 
model the viscosity affect region as well as the core. Fluent supports five full low 
Reynolds number models, including those proposed by Launder and Sharma (1974) and 
Lam and Bremhorst (1981). 
Fluent offers four schemes with which to discretize the transport equations: first and second 
order upwind, power law and QUICK. When the segregated solver is used Fluent provides 
the SIMPLE, SIMPLEC and PISO schemes for pressure-velocity coupling. 
• Stage 4 - Simulation 
This study used version 5.5 of the Fluent software. This version supports both segregated 
and coupled solvers, however, the coupled solver was not considered because it was 
developed for compressible flows. The segregated solver algorithm solves the governing 
equations sequentially and segregated from each other. As the governing equations are non 
linear (and coupled), several iterations of the solution loop must be performed before a 
converged solution is obtained, this is shown graphically in Figure 2.11. 
The time required for a simulation will depend on a number of factors including the 
computational power available, the number of cells in the domain and the turbulence model 
selected. 
• Stage 5 - Post processing 
Post processing involves the extraction of the desired flow properties from the computed 
flow field. This may be through a visual display, such as vectors or contour plots, or in 
numerical form. 
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Figure 2.11 Overview of the segregated solution method (after Fluent, 1998) 
2.4.9.1 The species transport model 
The species transport model may be used to predict the movement of a species with or without 
chemical reaction. When a non reacting species is transported the advection-diffusion equation 
presented in Section 2.4.8.1 is used. The model can be incorporated into the simulation process, 
as illustrated in Figure 2.11, or be used once the flow simulation has been completed, this is 
often termed cold, or uncoupled, processing. 
When using the species transport model the simulation is time dependent. This requires the 
time dependent equations to be discretized both in time and space, with the spatial discretization 
being the same as in the steady state case. Temporal discretization involves the integration of 
every term in the differential equation over a time step fl.t. The Fluent 5 User's Guide (Fluent, 
1998) suggests that first order accuracy is appropriate for most problems, and is the default 
setting. 
2.4.9.2 The particle tracking model 
Thc particle tracking routine implemented in Fluent is called the discrete phase model. As with 
all particle tracking routines the particle trajectories arc calculated by integrating the force 
balance on the particle. The particle trajectory is updated in fixed intervals, termed length 
scales, or when the particle enters a neighbouring cell. The particle tracking routine in Fluent 
5.5 allows the movement of the particle to be modelled with a fixed flow field, termed an 
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uncoupled simulation, or with the effects of the particle on the flow (and visa versa), termed a 
coupled simulation. The equations used in the discrete phase model are presented in Section 
2.4.8.2. 
2.4.10 Previous studies using CFD 
2.4.10.1 Urban drainage structures 
CFD has been used to model a variety of urban drainage structures. Stovin and Saul (1996) and 
Stovin et al. (1999) used the standard k-& turbulence model to successfully predict the global 
flow patterns in a variety of storage tank configurations. Stovin and Saul (1998) used a discrete 
phase model for the prediction of sediment transport and deposition in storage chambers, while 
Stovin et al. (1999) used the same model to replicate the gross solids separation efficiency 
observed in field scale model storage chambers. Adamsson et al. (in press) developed the 
boundary conditions used by the discrete phase model in the Fluent to include a condition based 
on bed shear stress. A comparison with experimental storage tank data showed the new 
boundary condition to be an enhancement over the standard options. 
Harwood (1999) used the k-e turbulence model to predict flow patterns in a single high side 
weir and a stilling pond CSO, and the Reynolds stress turbulence model to simulate the complex 
three dimensional flow patterns found in Storm King hydrodynamic separator CSO. A 
comparison between the velocity and particle movement from the simulated hydrodynamic 
separator and measurements from a full scale laboratory model demonstrated the CFD 
predictions replicated both the swirling flow pattern and the retention efficiencies. In a similar 
study, Tyack and Fenner (1999) used the k-& RNG turbulence model to predict flow patterns in 
a Grit King hydrodynamic separator. A comparison with experimental data showed the 
numerical model approximately predicted the velocity magnitude at two locations. 
The research of Buxton (in press) focused on the trapping performance of sewer invert traps. 
He demonstrated that the choice of turbulence model dramatically affected the predictions of 
secondary circulations in a trapezoidal channel, and that the sediment retention performance 
was highly sensitive to the choices made in setting up the discrete phase modelling options. 
Asztely and Lyngfelt (1996) used CFD to predict energy losses in different manhole 
configurations. A number of simplifying assumptions were made including creating a line of 
symmetry and fixing the free surface. The standard k-& turbulence model was used to generate 
the flow field. A good correlation was shown between the CFD predictions of energy loss 
coefficients and measurements from a physical scale model. 
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The above examples demonstrate that CFD has been used in a variety of structures connected 
with the sewerage system. A more detailed review is presented below of studies that have used 
CFO to investigate the flow in pipes and to model the transport of a tracer. 
2.4.10.2 Pipe flow 
Martinuzzi and Pollard (1989) used one high Reynolds number k-£ model, one low Reynolds 
number k-e model and four algebraic stress models to predict developing turbulent pipe flow in 
the range 10000 < Re < 380000. Grid independence was explored, but no consideration was 
given to the impact of the discretization schemes. A comparison was made with measurements 
of a number of flow properties including axial velocity, turbulent kinetic energy and Reynolds 
shear stress. It was found the predictions from the low Reynolds number k-e model from Lam 
and Brernhorst (1981) gave the best overall agreement with the experimental data. It was also 
noted that the use of the low Reynolds number k-£ model proved to be superior to the standard 
k-e model, although it required approximately 10 times more CPU time. This study was extend 
(Pollard and Martinuzzi, 1989) to consider five RSM models. However Lam and Bremhorst's 
model was still found to give the best results. 
Hrenya et al. (1995) used ten low Reynolds number k-e turbulence models to predict fully 
developed pipe flow. The models predictions were compared with the experimental data of 
Laufer (1954), Patel and Head (1969), Schildknecht et al. (1979) and the DNS simulation data 
of Eggels et af. (1994). The models generally predicted mean axial velocity and Reynolds stress 
well, but the predictions of turbulent kinetic energy, eddy viscosity and turbulent dissipation 
rate were less good, with this being most noticeable at low Reynolds number flows. The model 
developed by Myong and Kasagi (1990) showed the best overall performance as it was the only 
one that could predict the centreline and peak turbulent kinetic energy to within 15% of the 
experimental measurements and give a good prediction of the spatial variation in the eddy 
viscosity. 
Thakre and Joshi (2001) extended the study of Hrenya et al. (1995) to include three more low 
Reynolds number k-e turbulence models, making twelve different versions in total. Although 
the additional models showed improvement, the model developed by Myong and Kasagi (1990) 
still performed best overall. 
Eggels et al. (1994) compared the predictions of a direct numerical simulation (DNS) with 
measurements of fully developed pipe flow at a Reynolds number of 7000 (Re based on 
centreline velocity). The measurements were carried out using hot wire anemometry (HW A), 
laser doppler anemometry (LOA) and particle image velocimetry (Ply). A description of the 
laboratory set up and results can be found in Weiss (1993) and Westerweel (1993). The DNS 
simulations were performed using Cray computers and required approximately 160 hours of 
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CPU time and 7.6 Gb of permanent file storage for each simulation. A description of the 
numerical algorithms and other details of the simulation may be found in Eggels et aJ. (1994). 
When the numerical and experimental results were compared the agreement was excellent, 
particularly for the mean flow and turbulence intensities. For instance, the predicted mean axial 
velocity and LDA measurements were in agreement to within a few percent over the whole 
cross section. When a comparison was made between the root mean square (rms) values of the 
fluctuating velocities an excellent agreement was also found, particularly between the DNS and 
the LDA data. For higher order statistics the agreement between DNS and experimental data 
was not as close, but was still very good. The DNS predictions did not replicate the universal 
velocity profile, but this observation is not unique as Patel and Head (1969) had demonstrated 
this experimentally. 
Eggels (1994) compared the predictions from a LES simulation with experimental data that had 
been collected by Laufer (1954), Lawn (1971) and Perry (1975). The Reynolds number of the 
flows used in these experiments was similar to the number used in the simulations. Seven 
simulations were performed which considered variations to the grid density and model set up 
options. As with the DNS simulation a Cray computer was used, but the LES simulation 
required between 10 and 50 percent of the CPU time and file storage capacity. The LES model 
was shown to be sensitive to set up options, even for mean flow properties such as axial 
velocity. However, the overall agreement with the experimental data was good. 
2.4.10.3 Numerical dispersion studies 
CFD has been widely used to investigate dispersion. Considerable research has focused on its 
use to predict the movement and dispersion of gases and solids from a variety of sources, such 
as power plants, vehicles and agricultural buildings. Although less well documented, 
researchers have used CFD to predict neutrally buoyant or suspended contaminant movement 
through water. A summary of a number of these studies is presented below. 
Glekas (1995) and Christodoulou et af. (1995) predicted the movement and dispersion of 
contaminants that were being discharged into the Mediterranean Sea from an outfall pipe 
connected to the sewage treatment plant in Limassol, Cyprus. Glekas (1995) modelled the 
process in three dimensions using the standard k-e turbulence model. No validation was 
presented for the flow field, but a comparison between numerical and measured concentration 
distributions at two distances from the shore showed a good agreement considering the 
simplifying assumptions that were made. The study conducted by Christodoulou et aJ. (1995) 
modelled the processes using a two dimensional variable depth model. As with the study of 
GIekes, simplifying assumptions were required for the current and thermal variations. The data 
presented for the flow field and concentrations of BOD and Nitrogen indicated that the 
movement of the contaminant was significantly affected by the direction of the wind, with an 
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easterly wind direction causing the contaminants to be washed into the bay. No validation was 
presented, although the authors claim the comparison with available current measurements was 
good. 
A number of studies have used CFO to model flow patterns and tracer movement in large 
volumes of enclosed water such as reservoirs (Ta and Brignal, 1998), ponds (Wood et al., 1998; 
Shilton, 2000) and lagoons (Salter et al., 2000). These studies were initiated because of 
concerns about the operating performance, usually in respect to short circuiting effects. The use 
of CFO in these studies has generally been to investigate the impact on the retention times of 
using baftles and/or moving the inflow and outflow locations. However, the lack of validation 
data and the poor reporting of the numerical procedure has limited these studies. The studies by 
Ta and Brignal (1998) and Salter et al. (2000) presented little regarding the numerics and no 
validation data for the flow or tracer movement. Shilton (2000) provided validation data that 
showed the CFO velocity predictions were of the same order of magnitude, but no validation 
data was presented for the tracer movement. Of the four studies considered, Wood et al. (1998) 
provided the most comprehensive details ofthe numerical model. Validation was not presented 
for the flow field, but the tracer predictions were compared with experimental data. Various 
geometric configurations were considered in two dimensions, but the comparison was generally 
poor. It was suggested that this discrepancy was primarily caused by the two dimensional 
model's inability to correctly predict the jet from the inlet. 
Oomgin et al. (1997) used CFO to replicate the experiments of Calabrese and Middleman 
(1979) who measured the radial spreading of chemicals in a straight vertical pipe filled with 
water. The k-e turbulence model was used to predict the flow field, but no other information 
was presented regarding the discretization scheme or mesh. A comparison made between the 
prediction of turbulent kinetic energy and experimental data showed significant differences. 
The model's constants were therefore altered to produce a better fit. Three chemicals were used 
in the study; n-Heptane (p = 695 kglm\ Butyl Benzoate (p = 1000 kglm3) and Carbon 
Tetrachloride (p = 1595 kglm3). As with the laboratory measurements, the chemicals were 
released from the centre of the pipe and the radial dispersion recorded. The particle tracking 
model was used to transport individual droplets of each chemical, using at least 5000 
trajectories. The radial dispersion was calculated from Equation (2.25 ). 
The experiments conducted by Calabrese and Middleman (1979) suggested that the size of the 
chemical droplet did not influence the dispersion, but the CFO results showed a significant 
change. A comparison between the CFO predictions of radial dispersion and the measured 
values showed the larger particles produced the same trends as the measured data, but with a 
constant offset. The authors suggested this offset might be the result of the laboratory injection 
device disturbing the flow field. The particle tracking model was altered to include extra terms, 
but these did not affect the numerical predictions significantly. 
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Hancu et al. (2002) reported on a study that used CFD and experimental data to investigate 
water flow through five partially blocked open channels, and contaminant transport through one 
of the configurations. The geometry of each channel was carefully meshed to ensure a high 
resolution in regions that had the largest gradients of fluid velocity, and grid independence was 
claimed. The contaminant transport was modelled using the advection diffusion equation 
described in Section 2.4.8. The turbulent Schmidt number was taken as 0.7 throughout, as no 
significant differences were observed when altering it. No mention is made regarding the 
choice of time step or temporal discretization scheme. Salt was used as the tracer in the 
experiments and the same properties and amount were used in the numerical model. The 
change in concentration of salt with time was measured at the upstream site one hundred 
seconds after the initial injection. Assumptions were therefore made regarding the 
concentration in the numerieal model during this time. 
A visual comparison made between the CFD model and experimental data showed that the 
numerical model correctly predicted the global features of the flow field, including some of the 
recirculation effects. Visual data was also presented for predictions of salt concentration for one 
of the channel configurations. Four snap shots of time are presented that show the build up of 
contaminant behind the obstruction. Six points within the flow are compared with experimental 
data between one hundred and seven hundred seconds (approximately half of the peak 
concentration) after injection. The CFD results show approximately the same change in 
concentration with time, with the authors attributing some of the differences to the assumptions 
that were made about the initial injection. Although of interest this study is limited by the lack 
of numerical comparisons for the flow field, and the assumptions regarding the injection of the 
salt. 
2.5 Fully developed pipe flow 
Flow through pipes is of fundamental importance to many fields of engineering. Consequently, 
a number of experimental studies have been undertaken, with new ones being initiated with 
improvements in measurement technology. Key studies are presented in Section 2.5.2. These 
studies, and others on flat plates, have demonstrated that distinct regions exist within the flow. 
They have been used to develop a number of empirical, or semi empirical, correlations to 
describe the flow properties. The extent of the regions and equations used to predict the 
velocity distribution within them is discussed in Section 2.5 .1. The equations derived for a flat 
plate are also presented as the flow in the near wall region is the same. When the data is 
presented for a flat plate the notation y and J are used, with y being the distance from the wall 
and J being the boundary layer thickness. For pipe flow the boundary layer thickness is the 
same as the pipe radius. 
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2.5.1 Pipe flow 
Numerous experiments have shown that the flow through a pipe or over a flat plate can be 
subdivided into three regions; an inner region, an outer or core region, and an overlap region. In 
the inner region the flow is almost laminar and is dominated by molecular viscosity, while in the 
outer region the flow is dominated by turbulent shear. The overlap region is between these two 
layers and the effects of molecular viscosity and turbulence are both important. Many texts 
describe the processes in each layer, most notably Schlichting (1968) and White (1991). 
Viscous Overlap 
sublayer region 
Outer 
region 
log y' 
Figure 2.12 Subdivision of pipe flow 
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In the inner region the flow is influenced by viscous effects and does not depend on free stream 
parameters. The velocity depends only upon the distance from the wall (y) , the fluid density (P) 
and viscosity (P), and the wall shear stress (rw) (White 1991): 
U = fJy, p , j.J , rJ 
Using dimensional analysis the following equation, which is often referred to as the law of the 
wall, was derived: 
(2.55 ) 
The inner region may be further subdivided into a viscous sub layer and a buffer layer. Within 
the viscous sublayer the velocity will vary linearly with the distance from the wall, which 
explains why it is sometimes called the linear sublayer. This layer is extremely thin and will 
probably only extend to a y + value of around five (Schlichting, 1968; White, 1991). Between 
5 < y + < 30 (Tennekes and Lumley, 1990; White, 1991) or 5 < y + < 70 (Schlichting, 1968; 
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Geropp and Odenthal, 2001) the buffer layer exists. In this region the velocity profile is neither 
linear nor logarithmic, but is instead a smooth merge between the two. 
2.5.1.2 Outer Region 
In the outer layer, or core region, the wall acts to retard the local velocity below the maximum 
velocity in a way that is independent ofthe viscosity, but dependent upon the distance from the 
wall (Y), the wall shear stress ('T,.), the fluid density (P) and the boundary layer thickness (£5), 
which for pipe flow would be the radius (Versteeg and Malalasekera, 1999): 
It is customary to express this relationship in terms of the velocity defect, or the difference 
between the local velocity U at positiony from the wall and the maximum flow velocity Umax: 
(2.56 ) 
This formula is called the velocity defect law. At present there is no agreement as to the form of 
the function !C. Schlichting (1968) developed the following equation which is widely used: 
(2.57 ) 
The constant K is referred to as Von Karman's constant and the value is often taken as 0.4. 
Schlichting (1968), however, proposed a value of 0.36 and White (1991) 0.41. Schlichting 
(1968) assumed the other constant A was zero when he favourably compared the results with 
experimental data. For pipe flow Tennekes and Lumley (1990) demonstrated that a value of-l 
was appropriate. 
This is not the only form of the velocity defect law. Schlichting (1968) proposed two further 
methods which he attributes to Von Karman and Darcy respectively: 
(2.58 ) 
(2.59 ) 
Schlichting (1968) compared equations ( 2.57 ), ( 2.58 ) and ( 2.59 ) with experimental pipe 
flow data. Equation ( 2.57 ) produced the best comparison over the cross section, while 
Equation ( 2.59 ) was only reliable in the region 0.25 < ylb < 1.0. 
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An alternative approach is to use the empirical power law proposed by Prandtl, and developed 
using the experimental data from Nikuradse's (1932) pipe flow experiments: 
(2.60 ) 
where' is the distance from the wall and R is the pipe radius 
The value of n is not constant and will change according to Reynolds numbcr. For pipc flow 
Schlichting (1968) demonstrated that if the value of n is correctly calibratcd with Reynolds 
number it will give a good match with experimental data until close to the pipe centre. 
More recently Gersten and Herwig (1992) developed a new velocity defect law for pipe flow. 
When the equation was compared with the LDA velocity measurements of pipe flow, the 
maximum deviation was 1.5 % (Gcropp and Odcnthal, 2001). 
(2.61 ) 
In this equation, is the distance from the pipe ccntre. Von Karman's constant, K, should be 
taken as 0.407, and the constant C as 2.09. 
2.5.1.3 Overlap region 
The inncr and outcr layers merge smoothly in the ovcrlap rcgion. In this rcgion both the viscous 
and turbulent effects are important and the vclocity varies logarithmically with the distance 
from the wall, which is why it is oftcn called the log law layer. Schlichting (1968) proposed the 
following relationship: 
(2.62 ) 
The values most commonly taken for the constants are based on the experiments of Nikuradse, 
where B = 5.5 and K= 0.4, although other values have been proposed bctwecn K= 0.36 to 0.419 
and B = 3.8 to 5.85 (Datta, 1993). 
There is not an agreement over the extcnt of the log law layer. Verstceg and Malalasckcra 
(1995) suggest a range of 30 < Y + < 500, or 2 % < y/8 < 20 %. White (1991) used expcrimental 
data to demonstrate a range of35 <y+ < 350 or 2 % <y/8< 20 %. Alternatively, Datta (1993) 
suggest for pipe flow the wake is only slight and conscqucntly the log law layer is valid to thc 
pipe a.xis. 
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2.5.2 Experimental measurements of pipe flow 
Laufer (1954) collected the first complete set of pipe flow data. The tests were conducted in 
straight brass tube 5 m long with an internal diameter of 247 mm. Measurements were 
principally taken using a hot wire anemometer (HW A) in fully developed pipe flow 
corresponding to Reynolds numbers of 50000 and 500000 (Re based on centreline velocity). 
HW A works by inserting a heated wire into a flow and recording heat loss. The heat loss can 
then be converted into a fluid velocity in accordance with convective theory. Although the 
study focused on near wall conditions, measurements of mean velocity, Reynolds shear stress, 
turbulent dissipation and energy spectra were taken over the cross section. 
Lawn (1971) questioned the measurement and analysis technique of Laufer (1954), particularly 
the assumptions used to determine the dissipation of energy. Laufer only measured five of the 
contributions to the dissipation rate, and assumed isotropic relations may be used to derive the 
remainder. This may be valid in the turbulent core, but is not valid in the ncar wall region. 
Lawn performed further HW A tests using a pipe 144 mm in diameter and 60 diameters in 
length. Along with spectral analysis, measurements of the axial velocity and the Reynolds shear 
stress are presented at five Reynolds numbers ranging from 36700 to 249000. Lawn concluded 
that although this work was an enhancement of previous studies, particularly with respect to the 
measurements of the dissipation of energy, further progress was restricted because of the 
limitations ofHW A technology. 
Schildknecht et al. (1979) used HW A and Pitot tubes to investigate the influence of suction on 
flow properties in fully developed pipe flow at a Reynolds number of 17250. The pipe was 50 
mm in diameter and 9 m long. The effect of suction was investigated on a variety of flow 
parameters including the mean axial velocity, mean radial velocity, Reynolds shear stress, 
turbulent kinetic energy and turbulent dissipation rate. Schildknecht et al. (1979) also 
questioned the assumptions Laufer (1954) used to calculate the dissipation of energy. This data 
set is regarded as the most comprehensive collected using HW A technology. 
Durst et al. (1995) used laser Doppler anemometry (LDA) measurements to determine mean 
velocity and turbulence statistics in the near wall region. LDA techniques are not intrusive and 
therefore useful for measuring flow properties, particularly in the ncar wall region where the 
invasive measuring technique ofHW A can cause serious errors. Most of the experiments were 
conducted at a Reynolds number of 7442. The majority of the tests were conducted in the 
region 0 < y+ < 300, although some experiments focused on the near wall region below a y+ 
value of30. This data set is regarded as being the most extensive and accurate for the ncar wall 
region. 
Eggels et al. (1994) reported on the HWA measurements of Weiss (1993) and the LDA and 
particle image velocity (PN) measurements of Westerweel (1993) collected at a Reynolds 
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number of 7000 (based on centreline velocity). The measurements taken using the HW A 
technique were shown to be accurate to within 1 % for the mean velocity measurements at the 
pipe centre, and to about 4 % close to the wall. The LOA and PlV experiments were conducted 
on a pipe 127 rom in diameter, with measurements taken 130 pipe diameters downstream of the 
inlet. The estimated error for the measured mean velocity was about 0.3 %. There is generally 
a good agreement between the three measurement techniques. Westerwecl et al. (1995) 
extended this work to include measurements taken using digital particle image velocimetry 
(OPN). 
Geropp and Odenthal (2001) used LOA techniques to measure the change in cross sectional 
velocity of flow a pipe. The pipe had an internal diameter of 76 mm and a length of 6.08 m. 
Tests were conducted at Reynolds numbers of 149000 and 186000. Forty five measurement 
positions were used to develop the profile, at a spacing of 1 mm close to the wall and 2 mm 
towards the centre ofthe pipe. For each reading 1000 samples were taken and averaged. Tests 
showed the total measurement error of the LOA system should be less than 1.5 %. Results from 
these experiments were used to confirm the velocity profile equation proposed by Gersten and 
Herwig (1992), Equation (2.61 ) 
2.6 Summary 
Although CFO has been used in water engineering applications, the studies that have been 
undertaken lack convincing validation for the flow field and/or the solutc transport predictions. 
They also lack information on the precise set-up options adopted, and/or sensitivity analysis on 
the available options. 
Given the large range of modelling options embodied in modcrn CFO codes (see for example 
the discussion on turbulence modelling approaches) it was felt that there was a need for a 
comprehensive parametric study on both the flow field and solute transport modelling options. 
Although the ultimate aim might be to provide a general methodology applicable to the whole 
range of sewer hydraulic structures, the simplest type of hydraulic structure - a pipe flowing 
full - was selected as a starting point for the research. 
This chapter has also highlighted studies that provide appropriate validation data for both the 
flow field and the solute transport occurring within a surcharged pipe. 
The next two chapters explore the feasibility of using each of the two transport models 
described in Section 2.4.8, whilst Chapters 5 and 6 focus on validation of the flow field and 
solute transport predictions respectively. 
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3 Feasibility study on the species 
transport model 
3.1 Introduction 
The aim of this research was to determine whether computational fluid dynamics (CFD) may be 
used to accurately predict the transport of a solute tracer through a straight pipe. The Fluent 
CFD software (Fluent, 1998) was used throughout the study, with the reasons for choosing 
Fluent presented in Chapter 2. The discrete phase model and the species transport model 
contained within Fluent may be used to predict the transport of a solute. Two feasibility studies 
were initially conducted to examine the viability of their use. The objectives of the feasibility 
studies were to determine: 
• How to use the models to predict the transport of a solute 
• The sensitivity of the predictions to the modelling options selected 
• Whether a robust modelling approach was attainable 
• Whether the data could be extracted in a form that would allow further analysis 
• Whether the available computing resources were sufficient to run the models 
• Whether the simulation times were too long to make them viable approaches 
This chapter reports on the feasibility study relating to the species transport model, while 
Chapter 4 reports on the study relating to the discrete phase model. 
The predictions obtained from the species transport model are known to be dependent upon the 
modelling options selected. This includes the schemes to discretize the governing equations, the 
choice of transport model (reacting or non reacting), the physical properties of the species and 
the simulation technique. The modelling options that are most relevant to the transport of a non 
reacting species are described in Section 3.2 
A major component of both feasibility studies were two parametric studies that evaluated the 
impact of the modelling options on the prediction of solute transport. The modelling options 
considered during the species transport model parametric study were the spatial and temporal 
discretization schemes, the simulation technique and the available methods for introducing a 
new species. Consideration was also given to how the transport was affected by a change in the 
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flow field and whether the predictions were the same in two and three dimensions. The findings 
of the parametric study are presented in Section 3.3. 
Section 3.4 summarises the species transport model feasibility study, including making 
recommendations of appropriate modell ing options to use. 
In Chapter 4 a recommendation is made regarding which of the two transport models (i.e. the 
species transport model or the discrete phase model) to consider for further investigation. 
Perhaps the most appropriate method for determining the accuracy of a CFD model is to 
compare the simulation predictions with measured data. A number of researchers have 
measured the transport of a solute tracer through a straight pipe, including Taylor (1954) who 
used the data to verify his theoretical longitudinal dispersion equation, Equation 2.IS. This 
study, however, chose to use the measurements reported by Guymer and O'Brien (2000). This 
data set was chosen because the measurement technique was more accurate than the one used by 
Taylor and because flow and tracer data were presented over a range of discharges. 
3.2 The species transport model 
The transport and mixing of a chemical species may be modelled in Fluent 5.5 by the species 
transport model. The equations used in the model are analogous to the advection diffusion 
equation that was described in Chapter 2. Additional models are also available to predict the 
transport of a species with chemical reactions. The species transport model is described in 
detail in the Fluent 5 User's Guide (Fluent, 1995) and a summary was presented in Chapter 2. 
When using the model to predict the movement of. a non reacting species the following 
modelling options are relevant: 
Discretization 
When performing a time dependent simulation the governing equations must be discretized in 
both time and space. The segregated solver supports the first and second order implicit 
formulation, or temporal discretization, schemes. The Fluent 5 User's Guide (Fluent, 1995) 
suggests that the first order implicit scheme is appropriate for most problems and it is the 
default setting. The species transport model supports the first and second order upwind, power 
law and QUICK spatial discretization schemes, with the first order upwind scheme selected by 
default. The spatial discretization of the species transport equations is similar to that of the flow 
equations. 
Temporal discretization involves the integration of every term in the governing equations over a 
time step lit. If the time step is too large the truncation error inherent in the implicit scheme 
will also be large, however, if the time step is too small it is not computationally efficient. The 
Fluent 5 User's Guide (Fluent, 1998) recommends the size of the time step be set to at least one 
order of magnitude less than the smallest time constant in the system being modelled, with this 
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being deemed to have occurred if ten to twenty iterations are required to obtain convergence at 
each time step. 
Simulation technique 
Two methods are available for simulating the transport of a species. The first method solves the 
species transport equations in isolation, termed cold or uncoupled processing, while the second 
method solves the equations in conjunction with the flow equations, which from now on will be 
termed coupled processing. 
Species properties 
The physical properties of each species and the mixture are required as inputs. This includes 
specifying the density, molecular weight, absolute fluid viscosity and the molecular diffusion 
coefficient. 
Introduction of the new species 
The new species may be introduced from an inlet, or it may be patched directly into the domain. 
For time dependent simulations the mass fraction of the new species entering the domain from 
an inlet is required at each time step. This provides the opportunity to introduce a time varying 
profile. 
Mass diffusion 
The species transport model contains a mass diffusion term that describes the spreading of the 
tracer due to molecular and turbulent diffusion. The molecular diffusion term is defined by a 
molecular mass diffusion coefficient and is specified as a constant throughout the domain. The 
turbulent diffusion term cannot be specified directly, but is related to the turbulent viscosity by 
the turbulent Schmidt number. The species transport model in Fluent 5.5 requires a constant 
value to be specified for the turbulent Schmidt number throughout the domain. The default 
setting is 0.7, but this may be altered to any non zero value. (It is not possible to alter the 
turbulent Schmidt number when the k-E RNG turbulence model is used). 
Convergence criteria 
If the full processing technique is used the convergence criteria and maxImum number of 
iterations per time step need to be specified for both the discretized flow and species equations. 
If the simulations are performed using the uncoupled processing technique the convergence 
criteria is only required for the discretized species equations. 
If the residuals drop below the convergence criteria before the maximum number of iterations 
has been performed, the simulation moves to the next time step. The default setting for the 
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convergence criteria is 1 xlO-3, but this may be set to any value, or turned off so that the 
simulation always performs the maximum number of iterations_ More information regarding 
the residuals may be obtained from the Fluent 5 User's Guide (Fluent, 1998). 
3.3 Parametric analysis of the species transport model 
3.3.1 Introduction 
A parametric study was conducted to determine how the predictions of solute transport were 
affected by the modelling options selected. Unless otherwise specified the tests were conducted 
in the pipe described in Section 3.3.2. The modelling options considered during the parametric 
study were the spatial and temporal discretization schemes, the processing technique and the 
available methods with which to introduce a new species. The impact of these modelling 
#options on the prediction of solute transport was considered over a range of time steps. 
Consideration was also given to assessing how the predictions were affected by changes to the 
flow field and whether they were the same in both two and three dimensions. Details of 
modelling options considered in each of the parametric tests are shown in Table 3.1, with the 
main focus of each test being as follows: 
• Parametric test 1: Spatial and temporal discretization scheme 
• Parametric test 2: Processing technique 
• Parametric test 3: Introduction of the tracer 
• Parametric test 4: Flow field 
• Parametric test 5: 20 and 3D 
In each of the tests the tracer (dye) was introduced into the pipe at, or close to, the inlet. It was 
then tracked through the pipe until the retained mass fraction was zero. Monitoring positions 
were created over the cross section of the pipe at the inlet, outlet and at two metre intervals 
along the length to record the change in the average mass fraction of dye with time, thus 
creating a series of temporal profiles. Only one simulation was performed for each of the 
modelling configurations because they are not stochastic and therefore reproduce exactly. 
The properties of the new solute species were always specified to be the same as the primary 
water phase (density 998.2 kglm3, molecular weight 18.0152 kglkgmol and absolute viscosity 
1.003 x 10-3 kglm s). 
The molecular diffusion coefficient describes how the solute spreads due to molecular diffusion 
in the primary water phase. The spreading was anticipated to be small as the density of the two 
fluids was the same, so the value was set to 1 xl 0-10 m2/s, which is in the range recommended 
by Rutherford (1994) for a solute in water. At this stage of the investigation the turbulent 
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VI 
VJ 
Test 
No 
1 
2 
3 
Solver 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
3D 
----
Mesh Temporal Spatial Processing Convergence Tracer introduction Time steps considered (s) 
discretization scheme discretization scheme technique criteria method 
4 First order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 First order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 First order Power Law Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 First order QUICK Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 Second order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 Second order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 Second order Power Law Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 Second order QUICK Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 First order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 First order First order upwind Coupled 1 x 10-8 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 First order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 First order Second order upwind Coupled 1 x 10-8 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 Second order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 Second order First order upwind Coupled 1 x 10-8 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 Second order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 Second order Second order upwind Coupled 1 x 10-8 1.2 s slug from the inlet 0.2, 0.1, 0.05 
4 First order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 Second order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 First order First order upwind Uncoupled 1 x 10-3 5 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 Second order Second order upwind Uncoupled 1 x 10-3 5 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 First order First order upwind Uncoupled 1 x 10-3 10 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 Second order Second order upwind Uncoupled 1 x 10-3 10 s slug from the inlet 0.2, 0.1, 0.05, 0.01 
4 First order First order upwind Uncoupled 1 x 10-3 Skewed profile from the 0.2,0.01 
4 Second order Second order upwind Uncoupled 1 x 10-3 Skewed profile from the 0.2,0.01 
4 First order First order upwind Uncoupled 1 x 10-3 Patch method 0.2,0.01 
4 Second order Second order upwind Uncoupled 1 x 10-3 Patch method 0.2,0.01 
- -- --
Table 3.1 The modelling options considered during the species model parametric study (continued overleaf) 
VI 
~ 
Test 
No 
4 
5 
Solver 
3D 
3D 
20 
20 
3D 
3D 
Mesh Temporal Spatial Processing Convergence Tracer introduction Time steps considered (s) 
discretization scheme discretization scheme technique criteria method 
1,2,3,4,5,6 Second order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet Time step independence 
1, 2, 3, 4, 5, 6 Second order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet Time step independence 
11,12,13,14 Second order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet Time step independence 
11, 12, 13, 14 Second order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet Time step independence 
1,2,3,4,5,6 Second order First order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet Time step independence 
7,8,9,10 Second order Second order upwind Uncoupled 1 x 10-3 1.2 s slug from the inlet Time step independence 
Table 3.1 The modelling options considered during the species model parametric study (continued from previous page) 
3.3.2 Development of the flow field 
The same flow field was used as the basis for the majority of the tests during both the species 
transport model and discrete phase model parametric studies. The flow field was developed 
using the general guidelines presented in computational fluid dynamic text books and the Fluent 
5 User's Guide (Fluent, 1998). As the purpose of the parametric studies was to assess the 
transport models, not the accuracy of the flow field predictions, a grid refinement study was not 
conducted, nor were comparisons made to determine the impact of the different turbulence 
models or discretization schemes. 
The grid, or mesh, was constructed using the mesh generation software Gambit (Gambit, 1998). 
The diameter of the pipe was set to 88 mm, the same diameter as the pipe used in the 
experiments of Guymer and O'Brien (2000), and the length to 10m. The pipe was meshed 
using the Cooper volume meshing scheme. This scheme treats a volume as a logical cylinder 
composed of two end faces and a barrel. The scheme projects the mesh from one of the end 
faces through the volume the other end face. The quad pave scheme was used to mesh one of 
the end faces. Grid density was controlled by specifying 40 nodal positions evenly around the 
circumference, which resulted in 145 face elements. Using this face as an input, the Cooper 
scheme replicated it 1448 times along the length of the barrel at intervals of 6.9 mm, making 
209960 elements in total. A cross section through the mesh is shown in Figure 3.1. 
Three boundary conditions were specified. One end of the pipe was specified as a velocity inlet, 
and the other a pressure outlet, while the barrel of the pipe was specified as a wall. The flow 
was given the properties of water at approximately 20°C (density 998.2 kg/m3, molecular 
weight 18.0152 kg/kgmol and absolute viscosity 1.003 x 10-3 kg/m s). Flow entered through the 
velocity inlet at a constant rate of 0.33 mls evenly over the face. This is equivalent to 2 Vs or a 
Reynolds number of 29040 (based on mean velocity and pipe diameter). The turbulence 
parameters required for the velocity inlet and pressure outlet were based on this velocity. The 
standard k-e turbulence model was used. Standard wall functions were used to model the near 
wall region, and the roughness height was set to 1 xl 0-5 m. The pipe was set to a horizontal 
position and gravity was modelled accordingly. Second order spatial discretization schemes 
were used throughout, except for pressure velocity coupling which used the SIMPLE scheme. 
The simulation was performed using the segregated implicit solver and was not stopped until 
the residuals became constant. 
Figure 3.1 shows how the velocity magnitude changed over the cross section of the pipe with 
the distance from the inlet. At the inlet the velocity is constant over the face, except for the 
boundary layer cells as they are computed by the wall functions. Downstream of the inlet the 
shear stress from the wall retards the flow velocity in this region, so in order to obey continuity 
the velocity increases in the core. The flow field was found to have become fully developed at a 
distance of approximately 5 m or 55 D from the inlet. 
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Figure 3.1 A cross section through the mesh a nd the change in velocity magnitude over the cross 
section and with dista nce from the inlet 
In the tests reported by Guymer and O ' Brien (2000) it was assumed that the now conditions 
were fu lly developed by the first monitoring position. In order to create fully developed flow 
conditions along the whole pipe length, a second simulation was performed. Values for the 
three velocity components, the turbulent kinetic energy (k) and the turbulent dissipation rate (t:), 
were recorded at each cell over the outlet face, creating what is referred to as a profile. These 
va lues were then used as new inputs at the ve loc ity inlet. Interpo lation was not required as the 
two face meshes were identical. Apart from this change the second simulation was performed 
using the same modelling procedure as the first. Post processing showed the flow properties to 
be constant along the length of the pipe and equal to the values from the profile. The average y ' 
va lue for the boundary layer ce ll was 58, which is within the recommended guidelines for the 
use of wall functions . It is this second fu lly developed flow that was used as a basis for the 
majority of the species transport parametric studies. 
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3.3.3 Parametric test 1: Spatial and temporal discretization scheme 
3.3.3.1 Test aims and model configurations 
The aim of the first series of tests was to assess the sensitivity of the simulation results to the 
choice of temporal and spatial discretization schemes over a range of time steps. Fluent's 
segregated solver supports two temporal discretization schemes, first and second order implict, 
and four spatial discretization schemes, first and second order upwind, power law and QUICK. 
Every combination of temporal and spatial discretization scheme was tested. When the first and 
second order upwind schemes were used the following four time steps were considered: 0.2, 
0.1, 0.05 and 0.01 seconds. When the Power Law or QUICK schemes were used the 0.01 
second time step was not considered. This created 28 separate tests. 
A slug of the tracer (dye) was introduced into the primary water phase from the velocity inlet 
for 1.2 seconds. The movement of the tracer was then simulated until the mass fraction 
remaining in the pipe was zero. However, for the tests that used the QUICK scheme, trace 
elements always remained (a mass fraction of approximately 1 xl 0-11 ). In this case the 
simulations were stopped when the mass fraction of the dye leaving the pipe was constant for 
fifty or more iterations. 
The simulations were performed using the uncoupled processing technique on the fully 
developed flow field described in Section 3.3 .2. The convergence criteria for the species 
transport equations were set to 1 xlO-3, with a maximum of 20 iterations per time step. For 
most of the time steps convergence was obtained within three iterations. However, the 
maximum number was required when the dye initially entered the pipe, or at the end of the 
simulation when low concentrations were left in the pipe. Increasing the maximum number of 
iterations would not have changed the solution as the residuals normally stabilised to a constant 
value after approximately 10 iterations. 
The amount of CPU time required to complete a simulation was mostly dependent upon the size 
of the time step, and to a lesser extent upon the choice of temporal or spatial discretization 
scheme. Key outcomes relating to Parametric test I are plotted in Figure 3.8 to Figure 3.15, 
which have been grouped together at the end of this section. 
3.3.3.2 Data analysis 
Figure 3.2 shows a typical example of the spatial distribution of the tracer observed from the 
tests, with the front of the tracer plume shown in the foreground. The mass fraction, or 
concentration, was lower at the start and end of the plume, with a gradual increase to a peak 
concentration at the centre. The concentration of the dye was not constant over the cross 
section. This is in agreement with the work of Sayre (1968) (from Rutherford, 1994) who 
demonstrated that the concentration does not become uniform over the cross section even when 
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a tracer is well mixed. This occurs because velocity shear continually creates concentration 
gradients that are never entirely removed by the turbulent mixing. 
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Figure 3.2 An example of the spatia l distribution of the tracer 
Figure 3.8 shows the temporal profiles recorded at each of the monitoring positions for the tests 
that used the first order temporal discretization scheme, wh ile Figure 3.9 shows the tempora l 
profiles recorded from the tests that used the second order temporal discretization scheme. In 
all of the tests the tracer is carried away from the point of discharge by the flow. As the tracer 
moves downstream the peak mass fraction reduces and the tracer spreads, a process termed 
longitudinal dispersion. The mean travel time of the tracer was approximately the same in all of 
the tests, but the amount of longitudinal dispersion was dependent upon the choice of the 
temporal discretization scheme and the size of the time step. 
Moment analysis was used to provide insights into the transport, spread and conservation of the 
tracer. The results of the moment analysis are presented below. 
3.3.3.2.1 Mass 
When modelling the transport of a tracer it is usual to first confirm that the mass of the tracer 
has been conserved. The mass of the tracer at each of the monitoring locations was related to 
the initial mass of the injection, with the relative mass at each of the locations shown in Figure 
3.10. In the majority of the tests the mass of the tracer initially changed before stabilising to a 
constant value. The distance required for the mass to stabilise was dependent upon the size of 
the time step, with a longer distance required for larger time steps. For the tests that used the 
second order temporal discretization scheme with a time step of 0.2 seconds the mass of the 
tracer did not stabi lise. However, the increase in the mass reduced with distance, suggesting 
that the mass might stabilise over a longer distance. In some instances the mass of the tracer 
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changed between eight and ten metres. This is a consequence of poor convergence when low 
concentrations of dye remained in the pipe and is therefore not representative of what happens 
at this distance. In all cases where the first order temporal discretization schemes were 
employed the mass conservation errors never exceeded 1 %, while the errors with second order 
temporal discretization were an order of magnitude greater (up to 12 %). 
Figure 3.3 illustrates the significance ofthe time step size when using the second order temporal 
discretization scheme. The plots show the temporal profiles recorded at the outlet from the tests 
that used the second order upwind spatial discretization scheme, although the shape of the 
profiles are similar for all of the tests that used the second order temporal discretization scheme. 
In Figure 3.3 (a) the centroids of the profiles are at t = 0, while in Figure 3.3 (b) the peak 
concentration of the profiles are at t = o. When the time step of 0.2 seconds was used the mass 
of the tracer at the outlet increased by approximately twelve percent. It appears that the extra 
mass is not uniformly distributed and is not proportional to the concentration, but is added to the 
start of the plume (shown to the left of the plots). 
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The criteria used to determine whether the mass of the tracer was conserved were a stable mass 
and a difference of less than one percent from the initial injection. This criteria was reached for 
all of the tests that used the first order temporal discretization scheme, and for the tests that used 
the second order temporal discretization scheme with a time step of 0.0 I or 0.05 seconds. The 
criteria were not reached for the tests that used the second order temporal discretization scheme 
with a time step of 0.1 or 0.2 seconds. When the 0.1 second time step was used the mass of the 
tracer was constant after four metres, but the change was greater than one percent. When the 
0.2 second time step was used the mass of the tracer continually increased with distance, with 
an increase of approximately ten percent from the initial mass at the outlet. 
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3.3.3.2.2 Mean travel time 
The mean travel time of the tracer between each of the monitoring positions is shown in Figure 
3.11. As the discharge was constant, and the flow field was fully developed along the length of 
the pipe, the mean travel time of the tracer should have been constant and equal to the mean 
travel time of the flow, which was 6.06 seconds between the monitoring positions. The mean 
travel time of the tracer was, however, not constant and was dependent upon the distance from 
the inlet, the spatial and temporal discretization schemes, and the size of the time step. The 
greatest change in the travel time occurred between the inlet to two metres and two to four 
metres. This change was most likely caused by a combination of the injection method, slight 
imperfections in the flow field close to the inlet and poor convergence when the tracer was first 
introduced. Changes in the travel time, either a slight increase or decrease, also occurred along 
the length of the pipe. These changes were caused by small variations in the flow field. 
To determine the accuracy of the predictions, the mean travel time of the tracer was compared 
to the mean travel time of the flow. The comparison was made between two and ten metres to 
minimise the imperfections in the flow field close to the inlet and the variations in the flow field 
along the length of the pipe. The mean travel times of the tracer over this distance are plotted 
against time step in Figure 3.4. The mean flow rate was 0.33 mis, resulting in a mean travel 
time of 24.24 seconds over a distance of eight metres. When the time step was small, 0.05 
seconds or less, all of the predictions of mean travel time were similar to the mean travel time of 
the flow. When the time step was greater than 0.05 seconds the range of the predictions 
increased and they were generally worse. However, all of the predictions were within one 
percent of the mean flow and can be considered sufficiently accurate. 
It is interesting to note that the predictions of mean travel time are not the same for the tests that 
used the same temporal or spatial discretization scheme. However, the travel times predicted 
using the second order upwind and QUICK spatial discretization schemes were almost identical 
for both ofthe temporal discretization schemes and across all of the time steps. 
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3.3.3.2.3 Temporal variance 
0.2 
The temporal variance of the tracer at each monitoring location is shown in Figure 3.12, and the 
difference in the temporal variance between monitoring positions in Figure 3.13. When the first 
order temporal discretization scheme was used, or the second order temporal discretization 
scheme with a time step of 0.01 or 0.05 seconds, the variance of the tracer increased linearly 
with distance after two metres from the inlet, therefore following the idealised Fickian model 
predictions described in Chapter 2. The increase in variance reduced with distance when the 
second order temporal discretization scheme was used with larger time steps. The author is 
unaware of any published data showing this under similar flow conditions. 
The variance was dependent upon the size of the time step when the first order temporal scheme 
was used. This is a result of numerical dispersion in the model. The cause of numerical 
dispersion is discussed in Section 3.3.3.3. Numerical dispersion was less evident in the tests 
that used the second order temporal discretization scheme, particularly when the time step was 
0.1 seconds or less. To further illustrate the significance of the time step on the temporal 
discretization schemes consider Figure 3.5. The plot shows a cross section through the pipe and 
the spatial distribution of the tracer at the largest and smallest time steps from two of the tests 
that used the first order temporal discretization scheme and two of the tests that used the second 
order temporal discretization scheme. All of the tests show the tracer spreading. When the 
second order scheme was used, the spread of the tracer was approximately the same for both of 
the time steps, but when the first order scheme was used the spread of the tracer was different, 
with considerably more dispersion at the larger time step. 
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Figure 3.5 A comparison between the spatial distributions of the tracer at different times 
3.3.3.2.4 Coefficient of skewness 
Figure 3.14 shows the coefficient of skewness of the tracer at each monitoring position. Tests 
that used the first order temporal discretization scheme, or the second order temporal 
discretization scheme with a time step of 0.01 or 0.05 seconds showed the same trends. The 
coefficient initially increased and became positive. A peak value was reached a short distance 
from the inlet, followed by a continuous reduction, therefore following the idealised Fickian 
model. When the second order temporal discretization scheme was used with a time step of 0.1 
or 0.2 seconds the coefficient initially increased, but was negative. When the time step of 0.1 
seconds was used the coefficient remained approximately constant with distance, but when the 
0.2 second time step was used the coefficient continually increased with distance, although the 
rate of increase reduced. 
These differences may be attributed to the conservativeness of the modelling configuration. 
Figure 3.3 shows the temporal profiles recorded at the outlet from two of the tests that used the 
second order temporal discretization scheme. When the 0.1 and 0.2 second time steps were 
used the model created extra mass that was added to the front of the tracer plume and it is this 
that created the negative skewness. 
According to the definition of the equilibrium zone proposed in Chapter 2 the tracer entered the 
zone after two metres from the inlet in all of the tests that used the first order temporal 
discretization scheme, and in the tests that used the second order temporal discretization scheme 
with a time step of 0.01 or 0.05 seconds. This was a comparatively short distance as the general 
guidelines for river flow is 100 - 300 channel widths (Rutherford, 1994). Less distance was 
needed in the CFD models because the tracer was evenly injected over the cross section, 
whereas for river studies the tracer usually originates from a single point source, and as a 
consequence takes longer to become fully mixed. For the remaining tests the criteria for the 
equilibrium zone was not reached and the movement of the tracer could not, therefore, be 
accurately modelled using the one dimensional form of the advection diffusion equation, 
Equation 2.16. 
3.3.3.2.5 Longitudinal dispersion coefficient 
Figure 3.15 shows the variation in the longitudinal dispersion coefficient between monitoring 
positions. For all of the tests that used the first order temporal discretization scheme, and for the 
tests that used the second order temporal discretization scheme with a time step of 0.0 I or 0.05 
seconds, the dispersion coefficient was constant with distance once the tracer was in the 
equilibrium zone. To confirm that the calculated values of the dispersion coefficient were 
accurate the temporal profiles recorded at two metres were routed downstream to ten metres 
using the constant value of the dispersion coefficient and the frozen cloud assumptions 
discussed in Chapter 2. The comparison between the predicted and recorded profiles was 
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excellent, with a typical R2 value of greater than 0.999. An example is shown in Figure 3.6 (the 
data presented is for the test that used the second order temporal discretization scheme, second 
order upwind spatial discretization scheme and a time step of 0.0 I seconds). 
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Figure 3.6 An example of the predicted and recorded profile 
The dispersion coefficients obtained from the equilibrium zone are plotted against time step in 
Figure 3.7. For the tests that used the second order temporal discretization scheme and a time 
step of 0.1 or 0.2 seconds an average of the values between 6 and 10m is presented. When the 
first order temporal discretization scheme was used the value of the coefficient was mostly 
dependent upon the size of the time step and to a lesser extent upon the spatial discretization 
scheme. The coefficient increased almost linearly with time step, resulting in approximately 
three times the amount of dispersion at a time step of 0.2 seconds compared to a time step of 
0.0 I seconds. This again demonstrates numerical dispersion in the model. The coefficient was 
independent of the size of the time step and dependent only upon the choice of the spatial 
discretization scheme when the second order temporal discretization scheme wa used with a 
time step equal to, or below 0.05 seconds. At larger time steps the coefficient appeared to 
became dependent upon the size of the time steps a well. However, these values are not true 
reflections as the criteria to use the one dimensional form of the advection-diffusion equation 
had not been met. 
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3.3.3.3 Conclusion 
In this series of tests the impact of the temporal and spatial discretization schemes on the 
predictions of solute transport were considered over a range of time steps. Two temporal and 
four spatial discretization schemes were considered. The tests demonstrated that the choice of 
the temporal discretization scheme was more significant than the choice of the spatial 
discretization scheme 
The predictions were robust when the first order temporal discretization scheme was used . At 
every time step the mass conservation criteria was reached, the mean velocity of the tracer was 
approx.imately the same as the mean velocity of the flow and the change in the variance and 
coefficient of skewness with distance followed the idealised Fickian model. However the 
prediction made by the model suffered from numerical dispersion, shown by a change in the 
spread of the tracer with time step. This occurred even though the number of iterations used per 
time step was within the guidelines recommended by the Fluent 5 User' Guide (Fluent, 1998). 
The predictions made by the second order temporal discretization scheme were not robust at all 
of the time steps. When the 0.1 or 0.2 second time steps were used the mass conservation 
criteria was not reached. Extra mass was added to the start of the tracer plume causing the 
variance to increase non linearly and the coefficient of skewness to become negative. The 
model ' s predictions were robust when the 0.01 or 0.05 second time steps were used, shown by 
mass conservation, accurate travel time predictions and a linear increase in the variance. The 
effects of numerical dispersion on the predictions were much less, with time step independence 
beingjudged to have occured below 0.05 seconds. 
An amount of numerical error must occur in CFD models because higher order terms are missed 
out when repre enting the governing equations in a discrete form. The errors that occur are 
often referred to as truncation errors. Higher order schemes include more higher order terms 
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which reduces the truncation error. The effects of the missing terms become more significant 
when the time step is large. This is demonstrated in Figure 3.7. The truncation error was 
practically removed below a time step of 0.05 seconds when the second order temporal 
discretization scheme was used. If the relationship between dispersion coefficient and time step 
continued, the truncation error in the first order temporal discretization scheme would have been 
present until an infinitely small time step was used. 
These observations suggest that only the predictions made by the second order temporal 
discretization scheme at a time step of 0.05 seconds or below were accurate and robust for the 
purposes of modelling dispersion in a pipe. However, the first order temporal discretization 
scheme should not be eliminated at this stage as the poor performance may well reflect other 
assumptions that have been made in the model set up. For this reason the option is retained for 
the following two parametric tests. 
The tests demonstrated the predictions made by that the first order upwind and the power law 
spatial discretization schemes, and the second order upwind and QUICK spatial discretization 
schemes were similar. Therefore to save time and resources only the first and second order 
upwind schemes were considered further. 
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a - 10m 
3.3.4 Parametric test 2: Processing technique 
3.3.4.1 Test aims and model configurations 
This series of tests assessed the sensitivity of the predictions to the two processing techniques 
available in Fluent 5.5. The first method solves the species transport equations in isolation, 
termed uncoupled processing, while the second method solves the equations in conjunction with 
the flow equations, termed coupled processing. The uncoupled processing technique was used 
in Parametric test 1. To save time and resources the same tests were repeated using the coupled 
processing technique because this reduced the number of new simulations that were required 
with which to make a comparison. The previous tests demonstrated that the predictions made 
by the first order upwind and the power law spatial discretization schemes, and the second order 
upwind and QUICK spatial discretization schemes were similar. A further saving was therefore 
made by only considering the first and second order upwind schemes. The simulation time was 
considerable when using the coupled processing technique (in excess of one week for some 
tests). Therefore, only the 0.2, 0.1 and 0.05 second time steps were considered. In total twelve 
new simulations were performed. 
The flow field used as a basis for both of the simulation techniques is described in Section 3.3.2. 
In an attempt to obtain a fully converged solution at each time step the convergence criteria was 
set to 1 xIO-8, but otherwise the flow field modelling options were unchanged. A maximum 
number of twenty iterations were permitted at each time step. The maximum number was 
always required because the residuals for the discretized continuity equation did not drop below 
1 xl 0-8• 
The amount of CPU resources required to simulate using the coupled processing technique was 
considerable, taking approximately 10 times longer than the uncoupled processing technique. 
3.3.4.2 Data analysis 
Figure 3.16 shows the temporal profiles recorded when the first order temporal discretization 
scheme was used, while Figure 3.17 shows the temporal profiles recorded when the second 
order temporal discretization scheme was used. When the uncoupled and coupled processing 
techniques are compared it can be seen that the temporal profiles are nearly identical, which 
demonstrates that the transport of the solute was not significantly affected by the processing 
technique. A detailed comparison between the profiles using moment analysis was undertaken, 
but is not presented because it provides no new insights. 
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3.3.4.3 Conclusion 
There was no significant differences between the predictions of solute transport made using the 
uncoupled and coupled processing techniques. This occurred because the flow field was fully 
developed at the start of the test and no flow field modelling options were changed. The small 
differences between the predictions was most likely to have been caused by the species transport 
equations being resolved to 1 x \0.8 instead of 1 xl 0.3• Subsequent tests were conducted using 
only the uncoupled technique as the coupled processing technique required substantially more 
CPU time. 
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3.3.5 Parametric test 3: Introduction of the tracer 
3.3.5.1 Test aims and model configurations 
The aim of the third parametric test was to assess the impact on the predictions of the methods 
available for introducing the tracer. Two different methods were considered. The first 
introduced the tracer from the velocity inlet, as was done in Parametric tests 1 and 2, while the 
second patched the tracer directly into the pipe. The mass fraction of tracer entering must be 
specified at each time step when introducing a new species from an inlet, thus providing the 
opportunity to create a temporal profile. Three different slug injections were considered, of 
duration 1.2, 5 and 10 seconds, and one skewed profile where the mass fraction of tracer 
entering increased rapidly and then reduced to zero over a period of ten seconds. When the 
patch method was used, tracer, with a mass fraction of one, replaced the water component 
between 0.5 and 1 metre from the inlet. 
When the slug injection method was used the following four time steps were considered: 0.2, 
0.1, 0.05 and 0.01 seconds. When the skewed inlet profile and patch methods were used only 
the 0.2 and 0.01 second time steps were considered. Two combinations of discretization 
scheme were considered, first order temporal discretization with first order upwind spatial 
discretization and second order temporal discretization with second order upwind spatial 
discretization. This created 32 separate tests. However, only 24 new simulations were required 
as the tests for the 1.2 second slug injection were identical to the tests described in Parametric 
test 1. 
The simulations were performed using the uncoupled processing technique on the flow field 
described in Section 3.3.2. This method was chosen because it was considerably quicker than 
the coupled processing method and Parametric test 2 had demonstrated that there was no loss of 
accuracy. The movement of the tracer was monitored until the mass fraction left in the pipe was 
zero. The convergence criteria for the species transport equations was set to 1 xl 0-3, with a 
maximum of 20 iterations per time step. The maximum number was required when the tracer 
initially entered the pipe, or at the end of the simulation when low concentrations were left in 
the pipe. 
The amount of CPU time required to complete the simulations was dependent upon the injection 
method. When the dye was introduced from the inlet more time was needed for the longer 
injections and for the skewed injection. The amount of CPU time required for the patch method 
was less for a comparable injection size because the dye was introduced downstream of the 
inlet. 
Key outcomes relating to Parametric test 3 are plotted in Figure 3.18 to Figure 3.25, which 
have been grouped together at the end ofthis section. 
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3.3.5.2 Data analysis 
The temporal profiles from the tests that used the 1.2 second slug injection are shown in Figure 
3.8 Figure 3.9, while the temporal profiles relating to the other modelling options are shown in 
Figure 3.18 and Figure 3.19. The shapes of the temporal profiles were very different, reflecting 
the differences in the type and length of the introduction method. However, all of the tests 
showed the tracer being transported with the flow and the effects of longitudinal dispersion. 
Regardless of how the tracer was introduced into the system, all of the tests that used the first 
order temporal discretization scheme showed signs of numerical dispersion. 
3.3.5.2.1 Mass 
The mass of the tracer was calculated at each ofthe monitoring positions and was related to the 
mass of the initial injection. It was not possible to do this for the tests that used the patched 
method, so the mass at each monitoring position was related to the mass of the tracer that was 
calculated at two metres. Figure 3.10 shows the relative mass of the tracer at each of the 
positions for the tests that used the 1.2 second slug injection, while Figure 3.20 shows the 
relative mass at each of the positions for the remaining tests. The injection method did not 
affect whether the mass of the tracer stabilised, with the mass not stabilising for any of the 
methods when the second order temporal discretization scheme was used with a time step of 0.2 
seconds. The method used to introduce the tracer did, however, affect the relative difference in 
the mass. Consider the mass of the different slug injections. As the length of the injections 
increased, and as a consequence the mass of the tracer increased, the relative difference in the 
mass reduced. Therefore, the tests that used the least amount of tracer, namely the 1.2 second 
slug injection and the patched method, produced the greatest relative errors. 
The criteria used to determine if the mass of tracer was conserved were a stabilised mass and a 
variation of less than one percent from the original mass. This criteria was reached for all the 
tests with the exception of the ones that used the second order temporal discretization scheme 
and a time step of 0.2 seconds, and the second order temporal discretization scheme and a time 
step of 0.1 seconds when the 1.2 second slug injection was used. 
3.3.5.2.2 Mean travel time 
Figure 3.11 shows the mean travel time of the tracer between the monitoring positions for the 
tests that used the 1.2 second slug injection, while Figure 3.21 shows the mean travel time for 
the remaining tests. The travel time was not significantly affected by the method used to 
introduce the tracer and is therefore not considered further. 
3.3.5.2.3 Temporal variance 
Figure 3.12 shows the temporal variance ofthe tracer at each of the monitoring positions for the 
tests that used the 1.2 second slug injection, while Figure 3.22 shows the temporal variance of 
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the tracer at each of the monitoring positions for the remaining tests. The initial variance, or 
spread, of the tracer was dependent upon the shape and size of the introduction method. For 
instance, the variance for the 10 second slug injection was greater than the variance for the 1.2 
second slug injection. When the second order temporal discretization scheme was used the size 
of the variance at a point downstream was related to the size of the initial injection and the 
distance from the inlet. When the first order temporal discretization scheme was used the size 
of the variance at a point downstream was also affected by the size of the time step. This was 
due to numerical dispersion in the model. 
Figure 3.13 shows the difference in the temporal variance bctwecn the monitoring positions for 
the tests that used the 1.2 second slug injection, while Figure 3.23 shows the difference in the 
temporal variance for the other tests. Although the magnitude of the variance was affected by 
the introduction method the change in the variance between monitoring positions was not. 
3.3.5.2.4 Coefficient of skewness 
Figure 3.14 shows the coefficient of skewness of the tracer at each of the monitoring positions 
for the tests that used the 1.2 second slug injection, while Figure 3.24 shows the coefficient for 
at each of the monitoring positions for the other configurations. The injection method did not 
affect whether the tracer became positively or negatively skewed. The exception to this was the 
test that used the skewed injection profile with the second order temporal discretization scheme 
and a time step of 0.2 seconds. In this instance the profile became positively skewed. This 
occurred because the injection profile created a positive skewness that required the tracer to 
travel for a longer distance to remove. The value of the coefficient was affected by the method 
used to introduce the tracer and as would be expected the coefficient was greatest for the 
skewed injection profile. When the slug injection method was used the size of the coefficient 
reduced as the size ofthe injection increased. 
3.3.5.2.5 Longitudinal dispersion coefficient 
Figure 3.15 shows the longitudinal dispersion coefficient between the monitoring positions for 
the tests that used the 1.2 second slug injection, while Figure 3.25 shows the coefficients for the 
remaining modelling options. The longitudinal dispersion coefficient was not significantly 
affected by the method used to introduce the tracer and is therefore not considered further. 
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3.3.5.3 Conclusion 
This series of tests demonstrated that the choice of the introduction method did affect the shape 
of the temporal profile at each monitoring position, but did not affect the travel time or the 
amount of longitudinal dispersion between the positions. This was to be expected because the 
equations governing these processes were the same regardless of the introduction method. It 
does, however, suggest that the predictions made by the model were robust. 
Any introduction method would be appropriate to use in subsequent tests as the mean travel 
time and longitudinal dispersion coefficient were primarily used to determine the sensitivity of 
the simulation results to the modelling options selected. Therefore, the 1.2 second slug injection 
was chosen because it was easy to set up and required the least amount of CPU time to complete 
a simulation. 
This parametric test, and the prevIOus two parametric tests, have demonstrated that the 
predictions made using the first order temporal discretization scheme generally suffered from 
excessive numerical dispersion. It is therefore not considered further. 
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3.3.6 Parametric test 4: Flow field 
3.3.6.1 Test aims and model configurations 
The aim of this series of tests was to evaluate the sensitivity of the solute transport predictions 
to the underlying flow field. The underlying flow field was altered by changing the mesh 
density, with six mesh densities considered during the study. The modelling options that related 
to the flow field and the species transport model were specified to be the same for each of the 
meshes considered. A comparison was initially made between the flow fields to determine the 
impact of the mesh density, and then between the species transport model's predictions to 
determine whether they reflected these differences. 
Each mesh was constructed using the Gambit mesh generation software (Gambit, 1998). The 
dimensions of the model were specified to have a length of 10m and a diameter of 88 mm, the 
same dimensions as in previous tests. The Cooper scheme was used to mesh the volume. This 
scheme treats a volume as a cylinder, projecting one of the end faces through the volume to the 
other end face. The quad pave scheme was used to mesh one of the end faces, with the mesh 
density controlled by the number of nodes on the circumference. Using this face as the input 
the Cooper scheme replicated it along the length of the pipe. The interval spacing on the length 
of the pipe was determined by the Cooper scheme to minimise the aspect ratio. The overall 
mesh density was therefore controlled by the number of nodes on the circumference. Details of 
each mesh are shown in Table 3.2, and a cross section through meshes 1,3 and 5 in Figure 3.26. 
Mesh No. No. of elements on No. of faces over the Spacing on length Total No. of elements 
the circumference cross section (mm) in the volume 
1 24 64 11.5 55744 
2 30 88 9.2 95656 
3 36 120 7.7 156480 
4 40 145 6.9 209960 
5 44 178 6.3 283554 
6 48 198 5.8 343926 
Table 3.2 The properties of the six meshes 
Mesh 1 Mesh 3 Mesh 5 
Figure 3.26 Cross sections through meshes 1,3 and 5 
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The modelling options that related to the flow field were the same as the modelling options 
described in 3.3.2. The number of spatial and temporal discretization schemes considered was 
reduced to save time and resources. Only the second order temporal discretization was 
considered, as the previous three parametric tests had demonstrated that the first order scheme 
suffered from considerable numerical dispersion. Only the first and second order upwind 
spatial discretization schemes were considered as Parametric test I had demonstrated that they 
produced similar results to the power law and QUICK schemes respectively. This resulted in 
two combinations of spatial and temporal discretization scheme, making twelve tests in total. 
The analysis presented in Parametric test 3 demonstrated that the introduction method did not 
affect the parameters of interest, namely the mean travel time and the longitudinal dispersion 
coefficient. A slug of the tracer was therefore introduced into the primary water phase from the 
velocity inlet for 1.2 seconds. The simulations were performed using the uncoupled processing 
technique. This method was chosen because it was considerably quicker than the coupled 
processing method and Parametric test 2 had demonstrated that there was no loss of accuracy. 
The movement of the tracer was simulated until the mass fraction left in the pipe was zero. The 
convergence criteria for the species transport equations were set to I x I 0-3, with a maximum of 
20 iterations per time step. The maximum number was required when the tracer initially entered 
the pipe, or at the end of the simulation when low concentrations were left in the pipe. 
Time step independence was determined by using the longitudinal dispersion coefficient as the 
determining factor. This parameter was selected because it incorporates both the transport and 
spread of the tracer. An initial time step was selected, the simulation performed, and the 
longitudinal dispersion coefficient determined from the equilibrium zone. The size of the time 
step was then reduced (in most cases halved) and the process was repeated. If the value of the 
coefficients were the same (or a difference of less that 1 %) the process was stopped as time step 
independence was deemed to have been reached; if they were not the same the process was 
repeated. Time step independence was determined separately for each of the spatial 
discretization schemes, but it was found to occur at approximately the same time. Time step 
independence was reached at 0.05 seconds for meshes one to four and at 0.02 seconds for 
meshes five and six. 
The amount of CPU time required for each simulation was related to mesh density, with more 
time required as the number of elements in the domain increased. 
Key outcomes relating to Parametric test 4 are plotted in Figure 3.28 and Figure 3.30, which are 
presented at the end ofthis section. 
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3.3.6.2 Data analysis 
3.3.6.2.1 Flow field 
Three flow properties were considered when determining the effect of the mesh density on the 
flow field: the velocity magnitude, the generation of turbulent kinetic energy (k) and the 
turbulent dissipation rate (c:). In order to record these properties a monitoring line was created 
in the flow. When a cell touched the monitoring line the required flow properties were 
recorded. The monitoring line was created along the pipe radius at a distance of five metres 
from the inlet. The flow properties recorded along the line are shown in Figure 3.28. 
The change in mesh density did not significantly affect the velocity magnitude and e away from 
the wall, but it did have a significant impact in the near wall region. For instance, at the wall the 
value of t: from the finest mesh, Mesh 6, was approximately twice that of the coarsest mesh, 
Mesh 1. The mesh density had little impact on the turbulent kinetic energy over the entire cross 
section, although slight variations are evident in the coarsest meshes at a distance of 
approximately 30 mm from the centre of the pipe 
3.3.6.2.2 Temporal profiles 
Figure 3.29 shows the temporal profiles recorded at each monitoring position. When the first 
order upwind scheme was used the difference between the temporal profiles was almost 
indistinguishable at all ofthe monitoring positions. When the second order upwind scheme was 
used the mean travel time of the dye was approximately the same for all of the tests, but the 
amount of longitudinal dispersion was related to mesh density, with greater dispersion occurring 
with increased mesh density. The amount oflongitudinal dispersion was greater when using the 
first order upwind spatial discretization scheme for all of the mesh densities considered. 
3.3.6.2.3 Mass 
The mass of the tracer at each of the monitoring positions was related to the initial mass of the 
injection, with the relative mass of the tracer at each location showed in Figure 3.30 (a). When 
the first order upwind scheme was used the mass of the tracer had stabilised by two metres from 
the inlet in all of the tests. When the second order upwind scheme was used the distance 
required for the mass to stabilise was related to mesh density, with a longer distance required for 
the coarser meshes. The relative error in the mass increased between mesh one and four, and 
then reduced for meshes five and six. This change coincides with a change in the time step and 
reflects its importance. The criteria used to define mass conservation was a stable mass and a 
difference of less than one percent from the mass of the original injection. This criteria was 
reached in all of the tests. 
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3.3.6.2.4 Mean travel time 
The mean travel time of the tracer between the monitoring positions is shown in Figure 3.30 (b). 
In all of the tests the mean flow velocity was specified to be 0.33 mIs, which equates to a mean 
travel time of 6.06 seconds between the monitoring positions. There does not appear to be a 
relationship between the mesh density and the mean travel time as the predictions from all of 
the meshes were shown to be close to the mean travel time of the flow. This suggests that the 
mean travel time of the tracer may be accurately modelled by any of the discretization schemes 
on any of the meshes considered. 
3.3.6.2.5 Temporal variance 
The temporal variance of the tracer at each monitoring positions is shown in Figure 3.30 (c) and 
the difference in the temporal variance between the monitoring positions in Figure 3.30 (d). For 
both of the spatial discretization schemes the variance increased linearly with distance after two 
metres from the inlet, therefore following the idealised Fickian model. When the first order 
upwind scheme was used the variance of the tracer was approximately the same at each of the 
monitoring positions. When the second order upwind scheme was used the variance of the 
tracer was related to the density of the mesh, with a higher mesh density leading to an increase 
in the variance. Nevertheless the variance of the tracer was greater at each of the monitoring 
positions when the first order scheme was used. 
3.3.6.2.6 Coefficient of skewness 
The coefficient of skewness ofthe tracer at each of the monitoring positions is shown in Figure 
3 .30 (e). The skewness of the tracer was always positive when the first order upwind scheme 
was used. The coefficient reached a peak value downstream of the inlet and then reduced with 
distance, thus following the Fickian model. The skewness of the tracer was related to mesh 
density, with an increase in skewness occurring with an increase in mesh density. When the 
second order upwind scheme was used the same trends were repeated for meshes three to six. 
Meshes one and two did not follow the idealised model, with the skewness of the tracer 
becoming negative. 
3.3.6.2.7 Longitudinal dispersion coefficient 
The longitudinal dispersion coefficients calculated between adjacent monitoring positions are 
shown in Figure 3.30 (t). In all of the tests the longitudinal dispersion coefficient was constant 
with distance after two metres from the inlet. The coefficient was approximately the same for 
all of the meshes when the first order upwind scheme was used. When the second order upwind 
scheme was used the coefficient was dependent upon the mesh density, with greater 
longitudinal dispersion occurring as the mesh density increased. 
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Figure 3.27 compares the longitudinal dispersion coefficients obtained from the equilibrium 
zone with the number of cells used in the mesh. When the first order upwind scheme was used 
the coefficient was approximately constant with mesh density, but when the second order 
upwind scheme was used the coefficient increased with the mesh density. It was previou Iy 
demonstrated that the flow field was different in each of the meshes. It was only possible to 
detect these differences when using the second order upwind spatial discretization scheme. 
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3.3.6.3 Conclusion 
This parametric study evaluated the sensitivity of the models predictions to the underlying flow 
field. Six underlying flow fields and two combinations of temporal and spatial discretization 
scheme were considered. In each of the tests the size of the time step was reduced until the 
longitudinal dispersion coefficient calculated from the equilibrium zone became independent of 
the time step. 
In all of the tests the mass of the tracer was conserved and the mean travel time was 
approximately the same as the mean travel time of the flow. The spread of the tracer was not 
affected by mesh density when the first order upwind scheme was used, but was when the 
second order scheme was used, with greater dispersion corresponding to an increase in the mesh 
density. 
Analys is of the flow field demonstrated that the near wall flow conditions were sensitive to the 
density of the mesh. The predictions made using the second order upwind scheme varied in 
accordance with the mesh density and are therefore judged to be more accurate. 
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3.3.7 Parametric test 5: 2D and 3D 
3.3.7.1 Test aims and model configurations 
The aim of this series of tests was to determine whether the predictions made by the species 
transport model in three dimensions could be reproduced in two dimensions. If the approach 
could be simplified to 20 it would be of benefit as it would considerably reduce the amount of 
CPU run time required in future tests. In order to make an accurate comparison new meshes 
were created in both 20 and 30. In each of the new meshes the thickness of the cells nearest to 
the wall of the pipe, called the boundary layer cells, were controlled. This allowed the same 
boundary layer thickness to be specified in both 20 and 30. This was done because Parametric 
test 4 had highlighted the sensitivity of the near wall flow predictions to the size of the boundary 
layer cells. The modelling options that related to the flow field and species transport model 
were specified to be the same in all of the simulations. A comparison was initially made 
between the flow field predictions and then between the species transport model ' s predictions to 
determine if they were the same in both 20 and 30. 
Each mesh was constructed using the Gambit software (Gambit, 1998). They were designed to 
replicate a pipe with an internal diameter of 88 mm and a length of 10m (the same as in 
previous tests). When meshing in 20 the height of the domain was specified to be the same as 
the radius of the pipe, and the width the same as the length of the pipe. The extent of the 
domain and the boundary conditions used in the 20 model are shown in Figure 3.31. 
wall 
Velocity, 
1' \ I 1 
,Pressure 
Inlet I Outlet 
Axis \ 
\ ( 
Figure 3.31 The extent of the domain and the boundary conditions used in the 2D model 
Two boundary layer thicknesses were considered: 0.0035 mm and 0.0065 mm. Post processing 
showed these resulted in y + values of 30 and 60 respectively. These values represent the range 
recommended by the Fluent 5 User's Guide (Fluent, 1998) for use with standard wall functions . 
Two mesh densities were considered for each boundary layer thickness as this allowed an 
assessment to be made for grid independence. When meshing in 20 the number of cells could 
be altered along the radius and the length of the pipe, providing two variables with which to 
alter the grid density. The Cooper scheme was used to mesh the 30 pipe. As previously 
discussed, grid density could only be controlled by altering the number of nodes on the 
circumference. 
101 
In total eight different meshes were created, four in 2D and four in 3D. Details of each of the 
meshes are shown in Table 3.3. A cross section through mesh 7, and part of mesh 11 between 
the inlet and 55 mm, is also shown in Figure 3.32. 
Mesh Solver Boundary layer No. of elements on No. of faces over the Spacing on Total No. of 
No. thickness (mm) the circumference cross section length (mm) elements 
7 3D 3.5 38 174 7.3 239424 
8 3D 3.5 44 215 6.3 342495 
9 3D 6.5 38 172 7.3 236672 
10 3D 6.5 44 228 6.3 363204 
Mesh Solver Boundary layer No. of elements on 
· 
Spacing on Total No. of 
No. thickness (mm) the radius length (mm) elements 
11 20 3.5 11 
· 
3.5 31427 
12 20 3.5 15 
· 
3.5 42855 
13 20 6.5 6 
· 
6.5 9228 
14 20 6.5 9 
· 
6.5 13842 
Table 3.3 The properties of each of the meshes 
Figure 3.32 A cross section through mesh 7 and part of mesh 11 
The 2D axisymmetric solver was utilised when modelling in 2D. When this solver is enabled 
the 2D axisymmetric form of the governing equations are solved instead of the 2D Cartesian 
form. For the solver to operate correctly an axis boundary condition must be specified at the 
centreline of an axisymmetric geometry. 
The flow field modelling options that relate to both the 2D and 3D models were the same as 
those described in Section 3.3.2. 
The species transport simulations were performed using the uncoupled processing technique. 
This method was chosen because it was considerably quicker than the coupled processing 
method and Parametric test 2 had previously demonstrated that there was no loss of accuracy. 
Only the second order temporal discretization scheme was used because Parametric tests I, 2 
and 3 had demonstrated that the first order scheme suffered from excessive numerical 
dispersion. The simulations were conducted using the first and second order upwind spatial 
discretization schemes in 20. Simulations were only conducted using the second order upwind 
scheme in 3D because Parametric test 4 had demonstrated the predictions made by the first 
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order scheme were insensitive to changes in the flow field close to the wall, thus allowing the 
data from these tests to be re-used. 
In all of the tests a slug of tracer was released from the velocity inlet for 1.2 seconds. The 
movement of the tracer was then simulated until the mass fraction left in the pipe was zero. The 
convergence criterion for the species transport equations was set to 1 xI0-3, with a maximum of 
twenty iterations per time step. The maximum number was required when the tracer initially 
entered the pipe, or at the end of the simulation when low concentrations of tracer were left in 
the pipe. 
Time step independence was determined for each mesh and each species transport modelling 
configuration separately. It was deemed to have occurred when further reduction in the time 
step did not alter the value of the longitudinal dispersion coefficient obtained from the 
equilibrium zone. Time step independence was reached by 0.02 seconds in all of the 
configurations. 
It was not possible to made a direct comparison between the length of CPU time required to 
complete the simulations because the 20 simulations were conducted on a different platform to 
the one mentioned in Section 3.3.1. However, it was estimated that on the same platform the 
20 simulations would have been approximately 7 - 12 times faster. 
3.3.7.2 Data analysis 
A comparison was first made between the flow fields generated by the 20 and 30 models. If 
the flow fields were not the same in both models any comparison of tracer movement would 
have been irrelevant. Three flow field parameters were selected for the comparison, the velocity 
magnitude, the turbulent kinetic energy (k), and the turbulent dissipation rate (c:). In order to 
record these properties monitoring lines were created in the flow. When a cell touched the 
monitoring line the required flow properties were recorded. In 20 one line was created along 
the radius, while in 3D four lines were created perpendicular to each other and along the radius. 
The spatial variation in the three flow properties was the same in both 20 and 3D for the 
meshes with the same boundary layer thickness. A comparison between the flow properties 
recorded from mesh 7 (30) and mesh II (20) are presented in Figure 3.33 as an example. 
Consideration was therefore given to determining if the species transport model's predictions 
would also be the same in 20 and 3~. 
The temporal profiles recorded during the simulations are shown in Figure 3.34. The profiles 
for the different mesh densities were the same so only one set is presented. Tests were not 
conducted using the first order upwind scheme in 30 for the reasons discussed previously. The 
profiles that are presented relate to Mesh 4 reported in Parametric test 4. 
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The temporal profiles from the 2D and 3D simulations were the same for both of the boundary 
layer thicknesses considered and for both of the spatial discretization schemes considered. The 
temporal profiles were the same for both of the boundary layer thicknesses when the first order 
upwind scheme was used, again demonstrating the inability of the scheme to detect differences 
in the flow field close to the wall. The profiles reflected the differences in the boundary layer 
thickness when the second order scheme was used, with the dispersion being greater when the 
smaller boundary layer thickness was used. 
3.3.7.3 Conclusion 
The aim of this series of tests was to determine whether the predictions made using a 3D model 
could be replicated using a 20 model. The initial comparison made between three flow field 
properties demonstrated that a 3D flow field could be replicated in 20. A comparison 
subsequently made between the recorded temporal profiles demonstrated that the predictions of 
solute transport made in 3D could also be replicated in 20. 
This study was repeated using the k-E RNG and RSM turbulence models and the same 
conclusions were reached. 
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3.4 Conclusion of species transport model feasibility study 
The aim of the species transport model parametric study was to assess the sensitivity of the 
predictions to the modelling options selected. During the study consideration was given to the 
spatial and temporal discretization schemes, the processing technique and the available methods 
with which to introduce a new species. Consideration was also given to assessing how the 
predictions were affected by a change in the flow field, and if the flow field and species 
transport models predictions were the same in both two and three dimensions. The conclusions 
to the parametric study are highlighted below: 
• First and second order temporal discretization schemes were considered. When the first 
order scheme was used the mass of the tracer was stable and the predictions followed the 
idealised Fickian model. However the predictions suffered from numerical dispersion, 
shown by a change in the spread of the tracer with time step. The predictions made using 
the second order scheme were not robust at each time step as extra mass was added to the 
start of the tracer plume when the time step was too large. This resulted in a non linear 
increase in the variance and a negative skewness. However, at the smaller time steps 
considered the predictions made using the scheme were robust and it was also possible to 
obtain a time step independent solution. Future tests should, therefore, use the second order 
temporal discretization scheme, but check for time step independence. 
• Four spatial discretization schemes were considered. The predictions made using the power 
law scheme were found to be almost identical to the predictions made using the first order 
upwind spatial discrtization scheme. This was also the case with the QUICK and second 
order upwind spatial discretization schemes. For this reason the power law and QUICK 
schemes were not considered beyond Parametric test I. Predictions of solute transport were 
made using the two schemes on six different flow fields. It was found that only the second 
order scheme was able to detect the differences between the flow fields. For this reason 
future tests should use the second order upwind or QUICK spatial discretization schemes. 
• The coupled and uncoupled processing techniques were considered. The coupled 
processing technique solves the fluid flow equations in conjunction with the species 
transport equations, while the uncoupled processing technique solves the species transport 
equations in isolation after the flow simulation is completed. The predictions made using 
both techniques were found to be the same, even thought the simulation time was 
approximately 10 time longer when using the coupled processing technique. Therefore, if 
the flow field is steady, the uncoupled processing technique would be recommended. 
• It was found that the choice of the introduction method did affect the shape of the temporal 
profile at each monitoring location, but did not affect the travel time or the amount of 
dispersion between them. If the shape of the profile is not of interest, a short slug injection 
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is recommended because the overall simulation time would be less than for a longer 
injection. 
• Both the flow and species transport equations were conducted on equivalent 2D and 3D 
meshes. It was found that the predictions were the same in both respects. Where possible 
it would be of benefit to simulate in 20 as the amount of simulation time required is 
approximately 10% ofthe time required for the same 3 D simulation. 
These tests have demonstrated that the species transport model has the potential to be a good 
method for predicting solute transport if the modelling options are specified correctly. The data 
can be extracted from the model in a form that is suitable for analysis, the predictions are 
sensitive to the underlying flow field and if sought time step independent solutions are possible. 
Although the run times can be significant (up to 1 week for some of the tests) these can be 
reduced by using the uncoupled processing technique and simulating in two dimensions. Also, 
unlike the discrete phase model only one simulation is required for each modelling 
configuration because stochastic methods are not used. 
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4 Feasibility study on the discrete 
phase model 
4.1 Introduction 
This chapter reports on the second half of a feasibility study that examined the viability of two 
models that are available in the Fluent software for predicting the transport of a solute. The 
previous chapter focused on the species transport model, while this chapter considers the 
discrete phase model. 
The transport of a solute tracer in a turbulent flow may be modelled using the discrete phase 
model by assuming that the tracer can be represented by a large number of discrete particles that 
are each subjected to advection and dispersion. The predictions obtained when using the 
discrete phase model are dependent upon the modelling options selected. These include the 
particle characteristics, the initial conditions, the forces acting on the particle and the response 
to solid boundaries. The modelling options that are considered most relevant to the transport of 
a non reacting solute are described in Section 4.2. 
A major aspect of the feasibility study was a parametric study that examined the sensitivity of 
the simulation results to the modelling options selected. The modelling options considered 
during the parametric study were the injection location, the Saffman lift force, the characteristic 
eddy lifetime, the diameter of the particles and the length scale. Consideration was also given 
to how the transport was affected by a change in the flow field and if the predictions were the 
same in both two and three dimensions. The parametric study is reported in Section 4.3. 
Section 4.4 summarises the findings of the discrete phase model feasibility study. This includes 
recommendations for appropriate default settings and modelling techniques, and suggestions for 
further investigation. 
Section 4.5 summarises the findings of both the discrete phase model and species transport 
model feasibility studies. A recommendation is also made regarding which of the two transport 
models to consider for further investigation. 
4.2 The discrete phase model 
The discrete phase model, more commonly called the particle tracking model, solves transport 
equations for discrete particles that are dispersed in the continuous phase. The trajectories of 
the particles are determined by equating the inertia of the particles with the forces acting on 
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them from the continuous phase. The effects of turbulence on the particle's trajectory may also 
be modelled through the use of stochastic methods. The discrete phase model is described in 
detail in the Fluent 5 User's Guide (Fluent, 1998) and a summary is presented in Chapter 2. 
A number of inputs are required for the discrete phase calculations. These relate to the physical 
properties of the particles, the initial conditions, the way in which the particles respond to the 
boundary conditions, the trajectory calculations and the calculation procedure. Presented below 
are the inputs that appear most relevant to the transport of a non-reacting solute in a turbulent 
flow. 
Coupling between the discrete and continuous phase 
The trajectory calculations are based on the forces acting on the particle from the local fluid 
phase. Fluent 5.5 can predict the movement of the particles based on a fixed flow field, termed 
an uncoupled simulation, or to also include the effects of the particle trajectories on the flow, 
termed a coupled simulation. 
Initial conditions 
Inputs are required for the initial location, velocity and diameter of the particles. These 
conditions are defined by creating an injection and assigning the relevant properties. Five 
injection methods are available in Fluent 5.5, including single and grouped injections. The main 
advantage of the group method is that a range of initial conditions may be specified. Fluent 5.5 
considers the particles in each injection to be of a single material with a single density. 
Trajectory calculation 
The drag force acting on the particle is included in the force balance calculation. Fluent 5.5 
supports three drag laws. The spherical law assumes the particles are smooth spheres, while the 
non spherical law allows the shape of the particles to be controlled by a shape factor term. The 
Stokes Cunningham law is used to represent the drag force on sub micron sized particles. 
Where relevant, additional forces may be included in the force balance equation, such as the 
Saffman lift force to represent the effects of shear on sub micron particles, or thermophoretic 
forces when modelling temperature gradients. 
Tracking parameters 
The discrete phase model requires the force balance equation to be integrated with respect to 
time to obtain a particle trajectory. The integration time step, !1t, may be controlled by the 
length scale, L, Equation ( 4.1 ), or the step length factor. The length scale is equivalent to the 
distance the particle will travel before the trajectory is updated (the trajectory is also updated 
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when a particle crosses a cell boundary). Smaller values of the length scale may increase the 
accuracy of the trajectory calculations. 
(4.1 ) 
where up is the velocity of the particle and Uc is the velocity ofthe continuous phase. 
The maximum number of steps defines how many step lengths are considered per track. When 
the maximum number is exceeded the simulation stops and the particle fate is recorded as 
incomplete. This prevents a particle from being caught in a recirculating region and being 
tracked for infinity. The maximum number of steps available is I x I 09• 
Discrete phase boundary conditions 
Discrete phase boundary conditions are only used when a particle comes into contact with a 
physical boundary such as a wall or outlet. Fluent 5.5 supports three contingencies, reflect, trap 
and escape. The reflect options sends the particle back into the domain via an elastic or inelastic 
collision, which is altered via the coefficient of restitution. When a particle comes into contact 
with the trap and escape boundary conditions the trajectory calculations are stopped at the point 
of impact and the fate of the particle is reported accordingly. 
Stochastic tracking parameters 
The dispersion of particles due to turbulence may be predicted using the stochastic random walk 
model or the particle cloud model. The particle cloud model tracks the statistical evolution of a 
cloud of particles about a mean trajectory. The concentration of the particles within the cloud is 
represented by a Gaussian probability density function about a mean trajectory. The initial and 
maximum cloud diameters are required as inputs. 
The stochastic random walk model represents the effects of turbulence as fluctuating velocity 
components that are discrete functions of time. The random values are kept constant over an 
integral of time given by the characteristic lifetime of the eddies. The characteristic lifetime of 
the eddy may be defined as a constant function, or as a random variation about the Lagrangian 
time integral. The Lagrangian time integral is used in both lifetime equations and is determined 
by the turbulent kinetic energy (k), the turbulent dissipation rate (t:), and a time scale constant. 
Little is known about the time scale constant, however the Fluent 5 User's Guide (Fluent, 1998) 
suggests a value of 0.15 when the k-E models are used and 0.3 when the Reynolds Stress Model 
(RSM) is used. 
Two identical particles that are released from the same location, but at different times, will not 
necessarily follow the same path when using stochastic tracking. In order to obtain a 
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meaningful representation of turbulence a sufficient number of "tracks" must be performed. 
The number of repeat tracks, or the number of tries, may be specified to any value. 
4.3 Parametric analysis of the discrete phase model 
4.3.1 Introduction 
The aim of the parametric study was to assess the sensitivity of the simulation predictions to a 
selection of the modelling options. The modelling options considered were regarded as the 
most relevant for a non-reacting species and were the injection location, the Saffman lift force, 
the characteristic lifetime of the eddy, the particle diameter and the length scale. Consideration 
was also given to how the predictions were affected by changes to the flow field and if they 
were the same in both two and three dimensions. The focus of each test was as follows: 
• Parametric test I: Injection location 
• Parametric test 2: Saffman lift force 
• Parametric test 3: Characteristic lifetime of the eddy 
• Parametric test 4: Length scale 
• Parametric test 5: Particle diameter 
• Parametric test 6: Flow field 
• Parametric test 7: 20 and 3D 
The test procedure and analysis techniques were similar to the ones used in the parametric study 
on the species transport model. In each of the tests the particles were released from the inlet of 
the pipe and were then tracked through the pipe until exit from the outlet. Monitoring positions 
were created at two metre intervals along the length of the pipe. The time when each of the 
particles passed a monitoring position was recorded, thus allowing a series of temporal profiles 
to be created. Moment analysis was performed on the profiles in an attempt to establish a link 
between the movement of the particles and the modelling options selected. The equations that 
were used are presented in Section 3.3.1. 
In order to fully assess the impact of the modelling options a full programme of sensitivity tests 
should have been conducted in which all of the modelling options were altered in relation to 
each other. Unfortunately the number of tests that would have been required to do this would 
have been prohibitively large. Instead the modelling options were altered in relation to a set of 
default modelling parameters. The default parameters are described in Section 4.3.2. 
The random walk model was implemented to represent the influence of turbulence on the 
particle trajectory. In order to obtain a statistical representation of turbulence a sufficient 
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number of tracks must be performed. The procedure that was used to determine how many 
repeat tracks were required is reported in Section 4.3.3. 
All the simulations were performed using a standard PC running under the Windows 2000 
operating system with a 2 GHz Intel Pentium 4 processor and 1048 Mbytes of RAM. 
4.3.2 Default parameters 
As previously mentioned the modelling options considered during the parametric tests were 
altered in relation to a set of default values. The default parameter values are specified in Table 
4.1, with a further explanation below where required. The options are based on the 3D pipe 
reported in Section 3.3.2. 
• The density of the particles was specified to be the same as the continuous fluid phase, 
998.2 kglm3, while the diameter was left at the default setting of I x I 0..(, m. 
• The particles were released from the velocity inlet using a surface injection. This method 
was chosen because it was anticipated that it would encourage the particles to mix. When a 
surface injection is used the particles are released from the centre of each cell face in 
contact with the surface. There are 145 faces in contact with the inlet surface, resulting in a 
corresponding number of injection positions. The initial velocity of the particles was 
specified to be zero in all directions. However, the value selected was not important as the 
velocity of the particles stabilised to the flow velocity a short distance after release (in the 
order of centimetres). 
• The turbulent dispersion of the particles was modelled using the random walk model. The 
time scale constant used in the model was specified to be 0.15 following the 
recommendations made in the Fluent 5 User's Guide (Fluent, 1998). The characteristic 
lifetime of the eddy was defined as a constant function (random eddy set to off). The 
number of repeat injections was set to 450, creating 65250 (450 x 145 injection positions) 
individual particle tracks in each simulation. 450 repeat injections were chosen because the 
data file created by Fluent was the maximum size that could be read into the Microsoft 
Excel software for analysis. In the following sections each batch of 65250 individual 
particle tracks is referred to as a 'test'. 
• The length scale was left at the default setting of 0.01 m. The maximum number of time 
steps was specified to 1 xl05 to ensure that each particle left the domain. 
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Parameter Setting I Value 
Particle properties 
Density 998.2 kg/m3 
Diameter 1 x10-ll m 
Boundary conditions 
Inlet Escape 
Outlet Escape 
Wall Reflect (elastic collision) 
Initial conditions 
Type of injection Surface injection 
Location Velocity inlet 
Velocity Zero in all directions 
Trajectory calculations 
Drag law Spherical 
Saffman lift force Off 
Turbulence 
Model Random walk model 
Characteristic eddy lifetime Constant function 
Time scale constant 0.15 
Number of repeat injections 450 
Tracking parameters 
Length scale 0.01 m 
Maximum number of steps 1 x10s 
Table 4.1 Default modelling parameters used in the discrete phase parametric study 
4.3.3 Number of stochastic simulations 
The random walk model uses stochastic methods to represent the effects of turbulence on the 
particle trajectory. In order to obtain a statistical representation of the stochastic turbulence a 
sufficiently large number of particles need to be tracked before reporting final behaviour. If x 
is the sample mean, then the 99 % confidence limits for the true mean of a Gaussian population 
distribution are defined as: 
(4.2 ) 
where ~ is the standard deviation of the population and ns is the sample size. 
In order to determine representative values for the sample mean and standard deviation twenty 
repeat tests (each based on 65250 individual particle tracks) were performed using the default 
modelling configuration shown in Table 4.1 and the flow field reported in Section 3.3.2. 
During the species transport model parametric study the concentration of the tracer was 
recorded directly at every time step for each monitoring position. However, in the case of the 
particle tracking model some data manipulation was required in order to convert individual 
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track records into profiles of concentration versus time. This was achieved by disctretizing the 
time axis into fixed intervals and recording the number of particles passing the monitoring point 
during each time interval. It was not clear whether the interpretation of the temporal profiles 
would be sensitive to the time interval selected. For this reason four intervals were initially 
considered: 0.01, 0.1, 0.2 and 0.5 seconds. An example of the temporal profiles created using 
each of these intervals is shown in Figure 4.1 (the profiles have been normalised with respect to 
the 0.01 second sampling interval to ensure that the area under each profile was the same). The 
profiles from each of the sampling intervals followed the same basic shape, with the start, peak 
and end at approximately the same time. 
Figure 4.2 shows the results of the moment analysis conducted on the profiles shown in Figure 
4.1. When the 0.01, 0.1 and 0.2 second sampling intervals were used the predictions were 
almost identical. When the largest sampling interval (0.5 seconds) was used the predictions 
differed marginally. As the time required to create and analyse the temporal profiles was 
approximately the same for all of the sampling intervals it was decided that an interval of 0.1 
seconds was appropriate to use. Figure 4.3 shows the temporal profiles calculated at four 
locations for the first five tests, with the remaining tests omitted for clarity. All the profiles 
have approximately the same shape, with the differences between them a reflection of the 
stochastic turbulence. Moment analysis of the temporal profiles was undertaken, with the 
results for the first ten tests shown in Figure 4.4. The results of the moment analysis are 
discussed further in Section 4.3.4. 
Table 4.2 shows the mean and standard deviation of the predictions of the centroid and the 
temporal variance that were determined for the twenty repeat tests. Also shown are the number 
of repeat tests required to achieve a maximum deviation within I %, 1.5 % and 2 % from the 
mean. It was assumed that a maximum deviation of 1.5 % would be acceptable so only one 
simulation was considered in each of the subsequent parametric tests. This reflects the high 
number of particle tracks that are incorporated into a single test result. 
Centroid (s) Variance (S2) 
- -
x rIp ns x rIp noV 
(x10·3) 1% 1.5% 2% (x10·3) 1% 1.5 % 2% 
x=2m 6.097 1.353 1 1 1 0.297 1.068 1 1 1 
x=4m 12.058 2.503 1 1 1 0.698 2.811 2 1 1 
x=6m 18.015 4.198 1 1 1 1.098 4.550 2 1 1 
x=8m 23.954 5.506 1 1 1 1.502 5.276 1 1 1 
x= 10m 29.910 6.119 1 1 1 1.906 4.844 1 1 1 
Table 4.2 The mean and standard deviation of the twenty repeat tests and the number required to 
be within 1 %, 1.5 % and 2 % of the mean value 
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4.3.4 Analysis of the default modelling parameters 
Figure 4.4 shows the results of the moment analysis conducted on the first ten repeat tests when 
using the default modelling parameters. Unlike the species transport model the mass of the 
tracer in the discrete phase model must be conserved throughout the system and is therefore not 
considered during the analysis. Plots (c) and (e) show the variance increasing linearly with 
distance and the coefficient of skewness reducing with distance. Under these conditions the 
Fickian model suggests that the tracer is fully mixed and the mean travel time and longitudinal 
dispersion coefficient between monitoring positions should be constant. Plots (b) and (f) do not 
unambiguously confirm that the mean travel time and longitudinal dispersion coefficient were 
constant with distance from the inlet. The same tests were therefore repeated using a new pipe, 
thirty metres in length. The pipe and the flow field were created using the same procedure that 
was used to create the ten metre pipe. This length was chosen because it contained 630025 
elements, which is close to the maximum number that could be simulated with the available 
computational recourses. 
Figure 4.5 shows the results of the moment analysis on the 30 m pipe. Plots (b) and (f) show 
the values recorded between the monitoring positions over the first ten metres were typical of 
the values recorded further downstream, and could therefore be considered constant. The ten 
metre pipe described in Section 3.3.2 was therefore used in subsequent tests as there was no 
benefit in using extra CPU resources to simulate over a longer reach. 
The mean travel time of the tracer between the monitoring positions was 5.95 seconds. The 
mean travel time of the flow over the same distance was 6.06 seconds, a difference of 
approximately two percent. Figure 4.6 shows a cross section through the pipe at a distance of 
four metres from the inlet and the positions where the first 10000 particles of Test I passed 
through. The particles were not evenly distributed over the cross section, but were more 
concentrated towards the centre of the pipe. This suggests the mean travel time of the tracer 
was less than the mean travel time of the flow because the particles were not experiencing 
enough of the lower flow velocities close to the wall. 
Figure 4.7 shows the particle density distribution at three of the monitoring positions. The 
particle density distribution was higher at the centre of the pipe and lower at the wall of the 
pipe, again demonstrating the particles were not evenly mixed over the cross section. Although 
the particles were not evenly mixed, an equilibrium was established in which the distribution 
was approximately constant with distance. The parametric tests can therefore still demonstrate 
the impact of the modelling options on the predictions. 
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Figure 4.6 The position where the first 10000 particles of Test I passed through the cross section 
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In order to confirm the calculated values of the longitudinal dispersion coefficient were accurate 
the temporal profiles recorded at 2,4, 6 and 8 m were routed to the next downstream monitoring 
position using the routing procedure described in Chapter 2. The com parison between the 
predicted and recorded profiles was not good close to the inlet, Figure 4.8 (a). Thi difference 
occurs because the routing procedure cannot accurately transport a profile that has a steep rising 
limb. Further away from the inlet the accuracy of the prediction increased, Figure 4.8 (b). 
Although the accuracy of the dispersion coefficient cannot be demonstrated close to the inlet the 
parameter is sti ll considered in further investigations as it is believed to be correct. 
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Figure 4.8 An example of the recorded and predicted temporal profiles 
The key findings of the parametric tests are shown in Figure 4. 10 to Figure 4. 15. They are 
grouped together according to the outcome rather than the parametric test. The default 
modelling options shown in Table 4.1 are represented by the results from Test I (Figure 4.3 and 
Figure 4.4) and are presented in blue. 
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4.3.5 Parametric test 1: Injection location 
The aim of parametric test one was to determine the influence of the injection location on the 
transport of the particles. Three injection locations were considered; the default setting of an 
even injection over the inlet surface, and two point injections from the inlet, one from the centre 
of the pipe and one from the wall of the pipe. When the point injection method was used 65250 
repeat injections were performed in order to ensure the total number of particles released in each 
of the tests was the same. All other modelling options were as the default parameters shown in 
Table 4.1. 
The temporal profiles calculated at each of the monitoring positions are shown in Figure 4.10. 
The central injection method initially produced a shorter travel time and a higher peak 
concentration, while the near wall injection resulted in a longer travel time with little impact on 
the peak concentration. It may be inferred that the difference in the travel time occurred 
because the particles that were injected into the centre of the pipe experienced more ofthe faster 
moving flow than the particles that were released from the wall. It may also be inferred that the 
difference in the shape of the profiles occurred because a greater number of the particles that 
were released from the wall experienced more of the variations in the flow field compared with 
the particles that were released from the centre of the pipe. 
Moment analysis was performed on the profiles, with the results shown in Figure 4.11 to Figure 
4.15. Although the mean travel time and spread of the tracer particles were initially dependent 
upon the injection location, the change with distance became the same in all of the tests after 
four metres from the inlet. This demonstrates that the injection location was significant a short 
distance downstream of the inlet, but once the particles became cross sectionally mixed the 
transport between monitoring positions became independent ofthe injection location. 
4.3.6 Parametric test 2: Saffman lift force 
The aim of this parametric test was to determine whether the predictions of particle transport 
and dispersion would be altered by the inclusion of the Saffman lift force in the trajectory 
calculations. The default setting used in the parametric tests is for the option not to be included, 
Table 4.1, so a further simulation was performed with the option turned on, but with the 
remaining modelling options unchanged. 
The temporal profiles calculated from both simulations are shown in Figure 4.10. The profiles 
are almost identical at each monitoring location, with the difference between them partly 
resulting from the stochastic turbulence. Moment analysis was performed on the profiles, with 
the results shown in Figure 4.11 to Figure 4.15. The inclusion ofthe Saffman lift force appears 
not to significantly affect the transport or dispersion of the tracer particles. Slight variations are 
shown in the predictions, however these are within the 1.5 % confidence limits. 
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4.3.7 Parametric test 3: Characteristic eddy lifetime 
The aim of this parametric test was to determine whether changing how the characteristic 
lifetime of the eddy was specified would alter the predictions of particle movement. The 
characteristic lifetime of the eddy can be defined as a constant or random function. The default 
setting used in the parametric tests was a constant function, Table 4.1, so a further simulation 
was performed with the option set to random, but with the other modelling options unchanged. 
The temporal profiles calculated from both of the simulations are shown in Figure 4.10. The 
profiles were very similar, however the peak concentration was less when using the random 
function. The results of the moment analysis are shown in Figure 4.11 to Figure 4.15. The 
mean travel time of the particles was not affected when the characteristic lifetime of the eddy 
was specified as a random function, but the spread was different, with an increase of 
approximately 6 %. 
4.3.8 Parametric test 4: Length scale 
The aim of this parametric test was to determine whether the predictions of particle movement 
were related to the length scale. The length scale is used to determine how far the particle 
moves before the trajectory is updated. Three different length scales were considered: the 
default setting used in the parametric tests of 0.01 m, plus 0.001 m and 0.0001 m. When the 
length scale was 0.001 m and 0.0001 the maximum number of steps was increased to 1 xl06, 
and 1 xl07 respectively. This was done to ensure that all the particles left the domain on each 
track. The remaining modelling options were specified according to the default settings shown 
in Table 4.1. 
The temporal profiles calculated from the three simulations are shown in Figure 4.10. The 
profiles are almost identical at each monitoring location, with the difference between them 
partly reflecting the effects of the stochastic turbulence. Moment analysis was performed in an 
attempt to establish a link between the movement of the tracer and the length scale, with the 
results shown in Figure 4.11 to Figure 4.15. Altering the length scale did not significantly affect 
the mean travel time or spread of the tracer particles, with the small variations within the 1.5 % 
confidence limits. 
4.3.9 Parametric test 5: Particle diameter 
The aim of parametric test five was to determine whether the predictions of particle transport 
and dispersion were related to the particle diameter. Five different particle diameters were 
considered: the default setting used in the parametric tests of 1 xl 0-6 m, plus 1 xl 0.3 m, 
5 xl0-s m, 5 x10-8 m and 1 x10-9 m. All the other modelling options were specified according to 
the default settings shown in Table 4.1. The temporal profiles calculated from the five 
simulations are shown in Figure 4.10. The profiles relating to the 1 xl 0-3 m particle diameter 
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were significantly different to the profiles relating to the other particle diameters, with a reduced 
peak concentration and the centroid offset. 
Moment analysis was performed on the profiles, with the results shown in Figure 4.11 to Figure 
4.15. The predictions made using all of the particle diameters follow the idealised Fickian 
model, with the equilibrium zone reached being after two metres from the inlet. The mean 
travel time of the particles was constant with distance in all of the tests. However, the 
prediction of mean travel time was slower than the mean travel time of the flow when the 
1 xl 0-3 m particle diameter was used, whereas the travel time was faster than the mean travel 
time of the flow when the other particle diameters were used. Likewise the spread of the 
particles was approximately the same for the smallest four diameters, while the variance was 
approximately thirty percent greater when the largest particle diameter, I xl 0-3 m, was used. It 
may, therefore, be concluded that the predictions of solute transport were dependent upon the 
particle diameter, however they were constant when the particle diameter was less than 
5 xl0-s m. 
4.3.10 Parametric test 6: Flow field 
The aim of this parametric test was to determine whether changes to the flow field would affect 
the transport and dispersion of the particles. The changes to the flow field were caused by using 
different mesh densities. Three mesh densities were considered, corresponding to Mesh 1, 4 
and 6 described in Section 3.3.6. Mesh 1 was the coarsest and Mesh 6 the finest, while Mesh 4 
was used in the previous parametric tests. The flow field modelling options were specified to be 
the same for all the meshes, with details specified in Section 3.3.2. The mean flow rate was the 
same for all of the meshes, but the flow field close to the wall altered in relation to the mesh 
density, Figure 3.28. 
The modelling options that related to the particle tracking routine were specified to be the same 
as the default options specified in Table 4.1. The only exception was that the number of repeat 
tests was altered to ensure the total number of particles released was approximately the same. 
This resulted in 1019 repeat tracks when Mesh 1 was used (65216 individual particle tracks) and 
329 repeat tracks when Mesh 6 was used (65142 individual particles tracks). Figure 4.10 shows 
the temporal profiles calculated from the different tests. The mean travel time of the particles 
was approximately the same in all of the tests, but the amount of dispersion was not constant, 
with less dispersion occurring when the coarsest mesh (Mesh 1) was used. 
Moment analysis was performed on the profiles, with the results shown in Figure 4.11 to Figure 
4.15. All of the predictions followed the idealised Fickian model, with the equilibrium zone 
being reached after two metres from the inlet. The mean velocity of the particles was 
approximately the same for all of the mesh densities, but this was approximately two percent 
lower than the mean flow velocity. The spread of the tracer was not the same, with greater 
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dispersion occurring with increased mesh density. This demonstrates that the predictions made 
by the particle tracking routine were sensitive to changes in the flow field. 
4.3.11 Parametric test 7: 2D and 3D 
The aim of this parametric test was to determine whether the predictions made by the discrete 
phase model in three dimensions could be reproduced in two dimensions. If the approach could 
be simplified to two dimensions it would reduce the computational resources required to run 
future simulations. A similar comparison was made with the species transport model. 
In order to make an accurate comparison it was ensured that the flow field was the same in both 
two and three dimensions. This was achieved by controlling the thickness of the boundary layer 
and ensuring grid independence in the core. In the previous study a comparison was made 
between four flow fields, with the predictions being found to be the same in both two and three 
dimensions. Therefore, only one flow field was considered in this parametric test to save time. 
The flow field used corresponds to Mesh 7 (30) and Mesh II (20), with details regarding the 
meshing technique and flow field in Section 3.3.7. 
The particle tracking modelling options were specified to be the same as the default modelling 
options specified in Table 4.1. The only option that was altered was the number of repeat tracks 
as this ensured approximately the same number of particles Were released in each test. 5930 
repeat tracks were simulated in 20 (65230 individual tracks) and 375 repeat tracks in 30 (65250 
individual tracks). 
The temporal profiles calculated from the simulations are shown in Figure 4.10. The profiles 
are very different, with a greater peak concentration and increased skewness associated with the 
20 solver. Moment analysis conducted on the profiles is shown in Figure 4.11 to Figure 4.15. 
The movement of the particles in both 20 and 3D followed the idealised Fickian model, with 
the equilibrium zone being reached after two metres from the inlet. When modelling in 3D the 
mean travel times of the tracer particles were approximately two percent lower than the mean 
flow velocity, and eight percent lower when modelling in 20. The temporal variance of the 
tracer increased linearly with distance in both of the simulations, but the variance of the tracer 
between monitoring positions was not the same, with an increase of approximately 20 % when 
modelling in 3~. It should be noted that even though the mean travel time and variance were 
different. the longitudinal dispersion coefficient was approximately the same. 
Figure 4.9 shows the normalised particle density distribution at two locations for both the 20 
and 3D models. The density distribution is approximately the same, with a greater density at 
the centre of the pipe. The predictions of particle transport and dispersion should have been the 
same as the flow field and particle density distribution are the same in both models, but this is 
not the case. At this stage of the project an explanation cannot be presented to explain why this 
occurs. 
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4.4 Conclusion of the discrete phase model feasibility study 
The modelling options considered during the discrete phase model parametric study were the 
injection location, the Saffman lift force, the characteristic eddy lifetime, the particle diameter 
and the length scale. Consideration was also given to how the transport of the particles was 
affected by a change in the flow field, and whether the predictions were the same in both two 
and three dimensions. The modelling options were altered in relation to the set of default 
parameters which are shown in Table 4.1. The conclusions of the parametric study are 
highlighted below: 
• Three different injection locations were considered: A surface injection from the velocity 
inlet, and two point injections, one from the centre of the pipe and one from the wall of the 
pipe. The injection location affected the mean travel time and the spread of the particles a 
short distance downstream of the inlet, but once the particles become fully mixed the mean 
velocity and increase in variance with distance became independent of the initial injection. 
Therefore any injection method would be appropriate to use for the investigation of 
longitudinal dispersion in fully developed flow, although the particles would become cross 
sectionally mixed more quickly when released using a surface injection, or point injection 
from the wall. 
• The movement of the particles was tracked with and without the inclusion of the Saffman 
lift force in the trajectory calculations. The inclusion of the Saffman lift force appeared not 
to significantly affect the mean velocity or dispersion of the particles. Slight variations 
were shown in the predictions, however these were within the 1.5 % confidence limits. The 
results suggest the inclusion of the Saffman lift force does not significantly alter the 
predictions of particle transport under these conditions, although further investigation 
would need to be conducted with different particle diameters. 
• The characteristic lifetime of the eddy can be modelled as a constant or random function. 
The mean travel time of the particles was the same for both of the modelling options, but 
the spread was approximately 6 % greater when the random function was used. The 
predictions would need to be compared to measured data in order to determine which of the 
modelling options was more appropriate to use. 
• Three different length scales were considered: 0.01 m, 0.001 m and 0.0001 m. Altering the 
length scale did not significantly affect the mean travel time or spread of the particles, with 
the slight variations within the 1.5 % confidence limits. It would therefore be appropriate 
to use the 0.01 m length scale in future tests as this would reduce the computational 
resources required, however further tests would be required to re-establish the value if the 
flow field or mesh were significantly altered. 
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• Five particle diameters were considered: 1 xl 0-3, 5 x 10-5, 1 x 10-6, 5 x I 0-8 and I x 10-9 m. 
The mean travel time of the particles was constant with distance in all of the tests, but the 
travel time was slower when the 1 x10-3 m diameter was used. The spread of the particles 
was approximately the same for the smallest four diameters, while approximately thirty 
percent more dispersion occurred when the largest particle diameter was used. These 
results suggest robust predictions are obtained when the particle diameter is less than 
5 xlO-5 m. 
• Particles were tracked through three different flow fields. The flow field was the same in 
the core of the flow, but was different close to the wall. The dispersion predictions altered 
in relation to the change in the flow field, with greater dispersion occurring when a denser 
mesh was used. 
• A comparison was made between the predictions of particle transport obtained from 20 and 
3D models. The flow field was the same in both of the models, but the particle transport 
predictions were not the same, with the travel time and spread both being different. Further 
investigation would be required to determine the reason for this. 
The discrete phase model has considerable potential as a method for predicting solute transport. 
The data required for analysis can be collected in a suitable form. Unlike the species transport 
model the simulations do not require large run times in 3D (see Section 4.5) and the mass of the 
tracer is inherently conserved throughout the domain. The parametric tests showed the 
predictions follow the idealised Fickian model and were only sensitive to a few of the set-up 
parameters, specifically the characteristic lifetime of the eddy and the diameter of the particle. 
Reassuringly the predictions were sensitive to changes in the flow field. 
The discrete phase model also has a number of disadvantages. The model requires more set-up 
parameters to be specified than the species transport model. The tests conducted during the 
parametric study were based on a set of default parameters (i.e. it was assumed that the effect of 
each parameter could be assessed independently). The conclusions reached should therefore be 
treated with some caution. More repeat simulations may be required to accurately represent the 
stochastic turbulence for different flow rates. A further limitation of the discrete phase model is 
the inability to confirm the accuracy of the predicted longitudinal dispersion coefficient with the 
routing procedure close to the point of release. 
Perhaps the issues that most warrant further consideration are the mean travel time of the tracer 
not being correctly predicted and the predictions of both travel time and dispersion being 
different when modelling in 20 and 3D. 
Although the discrete phase model has shown promise further work would be required to 
establish correct default parameters and the accuracy of the approach. 
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4.5 Conclusion of the feasibility study 
Two models were used to predict the transport of a neutrally buoyant tracer through a pipe, the 
species transport model and the discrete phase model, more commonly called the particle 
tracking model. Indicative run times for generating the flow field and using the two models are 
shown in Table 4.3. Run 1 refers to the first flow field simulation which developed the flow 
field, while Run 2 refers to the second simulation which used a 'profile' from the first run to 
create fully developed flow conditions along the length of the pipe. The tests are based on the 
Mesh 7 (3~) and Mesh 11 (20) which were described, along with the flow field modelling 
options, in Section 3.3.7. The modelling options used for the discrete phase model simulation 
were described in Section 4.3.11 and the modelling options for the species transport simulation 
in Section 3.3.7, with the only changes being that just second order spatial discretization and a 
time step of 0.02 seconds were considered. The simulations were conducted using a Sun V880 
SMP server with 8 processors running under Solaris 8. 
The discrete phase model was shown to have a number of benefits over the species transport 
model, with the two biggest benefits being that the mass of the tracer was always conserved and 
the computational time required to run the simulations in 3D was less than 10 % of the time 
required to run the species model. However, the model was also shown to have a number of 
disadvantages, including uncertainties regarding the correct modelling options to use, the 
incorrect prediction of the mean travel time and the inability to confirm the accuracy of the 
predicted longitudinal dispersion coefficient close to the point of release. It was also not 
possible to reproduce the three dimensional predictions in two dimensions. 
When the correct modelling options were specified the species transport model was shown to be 
robust and to provide solutions that were both grid and time step independent. The model has 
the flexibility to allow a variety of injection profiles to be modelled, and the predictions were 
shown to be the same in both 20 and 3~. 
The aim of the next stage of the project was to identify the most appropriate flow field 
modelling options to use. This would be done via a series of parametric tests. Table 4.3 shows 
that it would be beneficial to conduct the simulations in 20. It was decided, therefore, to just 
consider the species transport model for further analysis as the predictions made using the 
model were robust and the same in 20 and 3~. 
2D 3D 
Flow field - Run 1 26 mins 208 mins 
Flow field - Run 2 18 mins 157 mins 
Species transport 37 mins 676 mins 
Discrete phase model 48mins 51 mins 
Table 4.3 Indicative run times 
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5 Development of the flow field 
5.1 Introduction 
The previous two chapters reported on the feasibility studies that were conducted to examine the 
ability of the species transport model and the discrete phase model to predict the transport of a 
solute tracer. The main conclusion of the feasibility study was that it was not appropriate to 
consider the discrete phase model further at this stage of the investigation because of the 
limitations identified in Section 4.4. 
Although the qualitative characteristics of the species transport model predictions and their 
robustness were evaluated in Chapter 3, the accuracy of the dispersion predictions was not 
considered. In order to assess the accuracy of the predictions a comparison needs to be made 
with measured or theoretical data. As previously mentioned, this study chose to use the 
measurements of Guymer and O'Brien (2000). In order to make an accurate comparison the 
flow field in the CFD model must replicate, or at least closely resemble, the flow field from the 
experiments. The majority of the simulations conducted during the feasibility study used the 
flow field described in Section 3.3.2. Although the flow field obeyed the generally accepted 
CFD guidelines, such as for the use of the wall functions, the author was aware of factors 
omitted from consideration that might affect its accuracy, for example mesh density and 
turbulence models. At this stage no evaluation of the accuracy of the flow field has been 
presented. 
The aim of the work reported in this chapter was to determine the most appropriate modelling 
options to use in order to replicate the flow conditions used in the experiments of Guymer and 
O'Brien (2000). This work is reported in Section 5.3 to Section 5.6. 
Chapter 6 reports on the additional species model simulations that were conducted using the 
flow fields developed with these options, and the comparison between the predicted and 
measured dispersion coefficients to determine the accuracy of the species transport model 
predictions. 
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5.2 Procedure 
The aim of the work reported in this chapter was to determine which modelling options to use in 
order to replicate the flow conditions used in the experiments of Guymer and O'Brien (2000). 
When developing a flow field a number of modelling options must be defined. These relate to 
the model geometry, the mesh, the physical properties of the fluid, the boundary conditions and 
the turbulence models. It was possible to determine some of the options from the experimental 
configuration and measurements. With the time available it was not possible to consider all of 
the remaining options in detail. The decision was therefore made to use high Reynolds number 
turbulence models and standard wall functions because they are more computationally efficient. 
Consideration was given to developing a grid independent solution and to determining the most 
appropriate discretization schemes and turbulence models to use. These parameters were 
selected because they were believed to be the most important options. 
The study was conducted in five stages, each subsequent one building upon the last. Stage 1 
involved considering the system being modelled and identifying and defining a default set of 
modelling parameters. Stage 2 was a grid refinement study, undertaken to determine the mesh 
density at which a grid independent solution occurred. Stage 3 and Stage 4 were parametric 
studies that determined which discretization schemes and turbulence models were most 
appropriate to use. Stage 5 concluded the study and identified the most appropriate modelling 
options to use. The aims and outcomes of each stage are shown in Figure 5.1. 
B Consideration of the system Identification of the default modelling options being modelled -~ 
I 
... 
I Stage 2: I Grid refinement study -. Identification of the mesh density required to obtain a grid independent solution 
I 
... 
I Stage 3: I Parametric study on the Identification of appropriate discretization scheme -. discretization schemes 
I 
... 
I Stage 4: I Parametric study on the Identification of appropriate turbulence models -~ turbulence models 
I 
... 
I Stage 5: I Conclusion -. Identification of the most appropriate modelling options 
Figure 5.1 The aims and outcomes of each stage of the study 
Whenever possible the flow fields were developed and validated using the measurements 
reported in Guymer and O'Brien (2000). However, other than the discharge the only flow 
property that was measured was the variation in the head loss with discharge. These parameters 
alone do not provide sufficient information with which to do this. Where appropriate 
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consideration was therefore also given to the fully developed pipe flow measurements of Laufer 
(1954), Lawn (1971) and Schildknecht et al. (1979). These data sets were chosen because they 
include detailed measurements of the spatial flow properties over a range of flow rates. A 
summary of these experiments is presented in Chapter 2. 
5.3 Stage 1: Determining the default modelling options 
In order to be able to perform the grid refinement and parametric studies the modelling options 
relating to the geometry, fluid properties and boundary conditions needed to be defined. Many 
of the options were determined through consideration of the system being modelled, although 
simplifications were required. The remaining options were selected using experience, guidance 
from a variety of sources and by consideration of the resources that were available. 
5.3.1 Geometry 
The CFD model geometry was based on the experimental straight pipe. Only limited 
information is presented about the facility in Guymer and O'Brien (2000) and the assumption 
was therefore made that the flow field was fully developed before the first measurement 
position. Further consideration is given to this assumption in Chapter 6. 
The tests conducted in Chapter 3 demonstrated that the flow field predictions and the species 
transport model predictions of solute transport were the same in both two and three dimensions 
when the flow field was fully developed. Therefore all of the simulations reported within this 
chapter were conducted in two dimensions as this considerably reduced the required run time. 
The radius of the pipe was specified to be 0.044 m, the same as the pipe used in the experiments 
of Guymer and O'Brien (2000), and the length to 10m. This created a length to diameter ratio 
of 113 which was anticipated to be large enough for the flow field to fully develop before the 
end of the pipe. The pipe was set to a horizontal position and gravity was modelled 
accordingly. 
5.3.2 Fluid properties 
The flow was given the properties of water at approximately 20°C, with the density being 
specified as 998.2 kg/m3 and the absolute fluid viscosity as 1.003 x 10-3 kg/m s. 
5.3.3 Turbulence models 
The Reynolds number of the lowest flow rate considered, 2 lis, was greater than 20000, 
demonstrating that the flow was fully turbulent. In order to model these effects, turbulence 
models were used. At this stage of the investigation all of the simulations were performed using 
high Reynolds number turbulence models and wall functions. High Reynolds number models 
were considered because they are more computationally efficient than the low Reynolds number 
models. For instance, simulations reported by Martinuzzi and Pollard (1989) in fully developed 
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turbulent pipe flow demonstrated that the run time required when using high Reynolds number 
models was between five and ten times less than the run time required when using the low 
Reynolds number models, with only minimal loss of accuracy. The parametric study that 
considered the accuracy of the turbulence models is reported in Section 5.6, while a comparison 
is made between high and low Reynolds number turbulence models in Chapter 6. 
5.3.4 Boundary conditions 
The boundary conditions were specified as follows: 
5.3.4.1 Inlet 
Velocity 
Inlet 
Wall 
Axis 
Figure 5.2 The model boundary conditions 
Pressure 
Outlet 
I 
The inlet to the domain was specified as a velocity inlet. Inputs are required for the inflow 
velocity magnitude and turbulence levels. Guymer and O'Brien (2000) presented measurements 
of solute transport at seven flow rates between 2 and 10.3 Iitres per second. During the present 
study only three flow rates were considered, two, five and ten litres per second. These flow 
rates were chosen because they allow the accuracy of the species transport model to be assessed 
over a range of flow rates, whilst minimising the number of simulations required. The inflow 
discharge was modelled as a uniform mean velocity. 
The turbulence levels may be specified in a number of different ways. This study, however, 
chose to specify the turbulence quantities in terms of the turbulence intensity and hydraulic 
diameter. Turbulence intensity is the ratio of the root mean square (rms) of the velocity 
fluctuations to the mean flow velocity. Following recommendations made in the Fluent 5 
User's Guide (Fluent, 1998) the turbulent intensity was determined from Equation ( 5.1 ) and 
the hydraulic diameter was specified to equal the pipe diameter, 0.088 m. 
1= 0. 16 Re- 1/8 ( 5.1 ) 
where I is the turbulent intensity and Re is the Reynolds number of the flow. 
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5.3.4.2 Outlet 
The outlet from the domain was defined as a pressure outlet. Inputs are required for the static 
pressure and the turbulent backflow conditions. The static pressure provides a reference 
location for the reporting of pressure change within the domain, but does not afrect the other 
flow properties. The parameter was therefore set to zero. The turbulent backflow properties 
were specified to be the same as the turbulent properties at the inlet. 
5.3.4.3 Axis 
No inputs are required at an axis boundary condition. 
5.3.4.4 Wall 
High Reynolds number turbulence models cannot be applied in the immediate vicinity of a solid 
boundary, more commonly referred to as a wall, because they neglect the effects of molecular 
viscosity. In order to avoid modelling these viscous effects, wall functions are used to bridge 
the gap between the wall and the fully turbulent region. Wall functions are a collection of 
empirical formulas and functions that represent flow properties close to the wall. Two types of 
wall function are available in Fluent 5.5 (i.e. standard and non equilibrium), but consideration 
was only given to the standard function that is based on the proposal of Launder and Spalding 
(1974). More information regarding wall functions is presented in Chapter 2. 
Wall functions only operate in the cells nearest to the wall, called the boundary layer. The size 
of the cells should be determined by considering the extent of the viscous affected region. 
Figure 2.11 shows the viscous affected region extending to a y+ value of between 30 and 60, 
although this is only a general rule as the extent of the region is dependent upon a number of 
factors including pressure gradient and Reynolds number. More specifically the measurements 
of Lawn (1971) and Schildknecht et al. (1979) in fully developed turbulent pipe flow show the 
viscous region extending to a y + value of approximately 30. It was not possible to determine the 
extent of the viscous affected region from the measurements of Guymer and O'Brien (2000) so 
it was assumed to have extended to a distance of l = 30 from the wall. 
When using wall functions the roughness height may be specified as an input. When a 
roughness height is specified the wall functions are modified to incorporate the changes to the 
flow field. The method used to modify the near wall flow field was developed using 
Nikuradse's (1932) measurements of flow in pipes that were artificially roughened with tightly 
packed uniform sand grains. The roughness height in the model is equivalent to the height of a 
sand grain. For other types of roughness an equivalent roughness height should be estimated. 
The roughness height of the pipe was not measured in the laboratory experiments, but an 
estimate was made by calculating the head loss for a range of roughness heights and making a 
comparison with the measured head loss. The head loss was calculated using the Darcy-
143 
Weisbach equation, Equation ( 5.2). The pipe fri ction factor, A, was determined from the 
Colebrook-White equation, Equation ( 5.3 ), for a range o f roughnes heights and fl ow rates . 
Figure 5.3 shows a comparison between the best fit equation used to represent the measured 
head loss and the different calculated head losses. A roughness height of 8 x ) 0-5 m 
corresponded best to the measured data over the range of flow rates considered. This va lue is 
higher than the typically quoted value of 3 x I 0-6 m fo r a Perspex pipe ( hadwick and Morfett, 
1994). This is likely to have occurred because of increased roughne at the join ts of the pipe 
and tappings into the pipe. 
}.LU 2 
h =--
I 2gD 
where, hi is the head loss and A is the pipe friction factor. 
_ 1_- - 2/0 (~+~) 
.fi - g 3.7 D Re.fi 
where, ks is the wall roughness height. 
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• Measured data 
- Roughness he~ht • 0.04 mm 
- Roughness height = 0.06 mm 
- Roughness height . 0.08 mm 
- Roughness hetght .. 0.10 mm 
- Roughness height = 0.12 mm 
6 
Discharge x 10· (m' /s) 
Figure 5.3 A comparison between the measured and calculated head los 
(5.2 ) 
(5.3 ) 
10 
When a roughness height is spec ified a roughness constant must a lso be specified. T he default 
value of 0.5 was specified because it was not possible to determine this parameter from the data 
available. 
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5.3.5 Solver 
The 2D axisymmetric solver was used. When this solver is enabled the 2D axisymmetric form 
of the governing equations are solved instead of the 2D Cartesian forms. For the 2 lis flow rate 
the 20 single precision solver was found to be adequate. For the larger flow rates the double 
precision solver was required to ensure the flow rate remained constant on the second 
simulation (see below). 
5.3.6 Simulation procedure 
Two flow simulations were performed. The first flow simulation was used to create a fully 
developed flow profile. The second used the fully developed flow properties as input 
parameters, thus creating fully developed flow conditions along the length of the pipe. This 
procedure was followed because it created the conditions required for the subsequent tracer 
tests. For both runs the simulations were not stopped until the residuals became constant, as is 
generally accepted to indicate the best possible prediction. 
The majority of the simulations were performed using a standard PC runnmg under the 
Windows 2000 operating system with a 2 Gllz Intel Pentium 4 processor and 1048 Mbytes of 
RAM. 
Table 5.1 summarises the default flow field modelling options determined during Stage 1. 
Parameter Setting I Value 
Fluid 
Density 998.2 kg/m3 
Absolute viscosity 1.003 kg/m s 
Boundary conditions 
Wall 
Model Standard wall functions 
Roughness height 8 x10-5 m 
Roughness constant 0.5 
Inlet 
0=211s Vel = 0.33 m/s • Turb Int = 4.4 % 
0=511s Vel = 0.82 m/s • Turb Int = 4.0 % 
0=10 lis Vel = 1.64 m/s • Turb Int = 3.6 % 
Hydraulic diameter 0.088 m 
Outlet 
Pressure a Pa 
Turbulent intensity As above 
Hydraulic diameter 0.088 m 
Table 5.1 The default now field modelling options 
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5.4 Stage 2: Grid refinement study 
In order to obtain the most accurate solution possible a grid refinement study was conducted. A 
grid refinement study involves refining the grid or mesh (cells becoming smaller and the total 
number increasing) and examining the changes that occur to the solution. These changes occur 
because the spatial discretization errors are reduced as the mesh is refined (excluding 
computational round off error). When further refinement to the mesh produces no changes to 
the solution grid independence is reached. In practice a truly grid independent solution is rarely 
reached so grid independence is claimed when further refinement to the mesh yields only small, 
insignificant, changes to the solution. 
A grid refinement study was performed at each of the three flow rates considered because a grid 
independent solution is not independent of flow rate. For each flow rate six meshes were 
considered, with the density controlled so the first mesh was relatively coarse and the 
subsequent ones progressively finer. Each of the meshes were constructed using the mesh 
generation software Gambit (Gambit, 1998). The model geometry and boundary conditions are 
described in Section 5.3.1 and Section 5.3.4. The work reported in Stage 1 suggested that the 
wall functions should extend to a y + value of 30 in order for them to correctly model the viscous 
affected region. The size of the boundary layer cell to achieve this was determined from 
Equation 2.33. The mesh density away from the wall was varied by changing the number of 
elements on the radius and altering the mesh spacing on the length to minimise the maximum 
aspect ratio. A low aspect ratio was desirable as large aspect ratios affect the accuracy and 
convergence of the simulation. The spacing of the nodes on the radius was determined to 
ensure the ratio of any two succeeding interval lengths was constant, while the spacing on the 
length was fixed. For illustrative purposes Mesh GR 1, GR 4 and GR 6 are shown in Figure S.4. 
Wall 
Axis 
Wall 
Axis 
Wall 
Axis 
111111111111111111111111111 
111111111111111111111111111111111111111 
111111111111111111111111111111111111111111111111111111II 
a m (Inlet) a.2m 
Figure 5.4 Three of the meshes considered during the study 
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Mesh GR 1 
Mesh GR4 
Mesh GR 6 
Discharge: 2 lis 
Mesh Boundary layer No. of elements Spacing on the Total No. of Max. aspect 
thickness (m) on the radius length (m) elements ratio 
GR1 0.0035 5 0.0076 6580 2.18 
GR2 0.0035 6 0.0066 9090 1.93 
GR3 0.0035 7 0.0059 11865 1.70 
GR4 0.0035 8 0.0052 15384 1.55 
GR5 0.0035 10 0.0044 22730 1.26 
GR6 0.0035 12 0.0036 33336 1.07 
Discharge: 5 lis 
Mesh Boundary layer No. of elements Spacing on the Total No. of Max. aspect 
thickness (m) on the radius length (m) elements ratio 
GR7 0.0015 8 0.0044 18184 2.94 
GR8 0.0015 10 0.0038 26320 2.53 
GR9 0.0015 12 0.0032 37500 2.21 
GR 10 0.0015 14 0.003 46662 2.00 
GR 11 0.0015 16 0.0026 61536 1.73 
GR12 0.0015 18 0.0024 75006 1.59 
Discharge: 10 lis 
Mesh Boundary layer No. of elements Spacing on the Total No. of Max. aspect 
thickness (m) on the radius length (m) elements ratio 
GR13 0.0008 12 0.0028 42852 3.50 
GR14 0.0008 14 0.0025 56000 3.13 
GR15 0.0008 16 0.0023 69568 2.88 
GR16 0.0008 18 0.0021 85716 2.63 
GR 17 0.0008 20 0.0019 105260 2.43 
GR 18 0.0008 22 0.0018 122232 2.25 
Table 5.2 Details of the meshes considered during the grid refinement study 
In addition to the default set of modelling options shown in Table 5.1 the flow field was 
developed using the standard k-e turbulence model and second order discretization schemes 
throughout, except for the pressure velocity coupling which used the SIMPLE scheme. 
Grid independence was determined by comparing three flow properties and assessing the mesh 
density at which the changes to the solution became insignificant. The three flow properties 
considered were the velocity magnitude, the turbulent viscosity and the turbulent kinetic energy. 
Figure 5.5 shows the spatial variation of these properties for each of the meshes considered at 
the 2 Us flow rate. Cell centred values are presented because they do not require interpolation 
and are therefore most fundamental representation of the flow field. A grid independent 
solution was determined to have occurred for the velocity magnitude when Mesh GR 1 was 
used, and for the turbulent viscosity and the turbulent kinetic energy when Mesh GR 6 and 
Mesh GR 5 were used respectively. Therefore Mesh GR 6 was deemed to have given an overall 
grid independent solution. A similar process was repeated for the other flow rates, with Mesh 
GR 10 yielding a grid independent solution for the 5 lIs flow rate and Mesh GR 15 for the lOlls 
flow rate. 
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The grid independent solutions presented are limited to the modelling options considered. It 
was not possible to determine a grid independent solution for all of the modelling permutations 
with the time available. Therefore, these tests were used as a guide and grid independence was 
reconfirmed when other modelling options were considered. 
5.5 Stage 3: Parametric study on the discretization schemes 
Fluent 5.5 uses a control volume based technique to convert the governing equations into 
algebraic equations that can be solved numerically. This technique, called discretization, 
involves integrating the governing equations about a control volume to obtain discrete equations 
that represent each of the flow processes. There are a number of schemes available with which 
to discretize the governing equations. The work reported in Chapter 3 demonstrated that the 
choice of the spatial and temporal discretization schemes was significant when discretizing the 
advection-diffusion equation. A parametric study was therefore conducted to determine the 
most appropriate spatial discretization schemes to use when discretizing the governing flow 
equations. 
A complete list of the available discretization schemes is not presented, but can be obtained 
from the Fluent 5 User's Guide (Fluent, 1998). To consider all of the permutations of 
discretization scheme would have been impossible with the time available. Consideration was 
therefore only given to the combinations shown in Table 5.3, which are for a two equation 
turbulence model. 
Discretization scheme 
Combination Pressure Pressure velocity Momentum Turbulent kinetic Turbulent dissipation 
coupling energy rate 
DS 1 2nd order SIMPLE 2nd order upwind 2nd order upwind 2nd order upwind 
DS2 Standard SIMPLE 2nd order upwind 2nd order upwind 2nd order upwind 
DS3 Linear SIMPLE 2nd order upwind 2nd order upwind 2nd order upwind 
DS4 Presto SIMPLE 2nd order upwind 2nd order upwind 2nd order upwind 
DS5 2nd order SIMPLE-C 2nd order upwind 2nd order upwind 2nd order upwind 
DS6 2nd order SIMPLE 151 order upwind 151 order upwind 151 order upwind 
DS 7 2nd order SIMPLE Power Law Power Law Power Law 
DS8 2nd order SIMPLE QUICK QUICK QUICK 
Table 5.3 The combinations of discretization schemes considered during the parametric study 
The parametric tests were conducted at a 2 lis flow rate on Mesh GR 6. In addition to the 
default modelling options shown in Table 5.1 the standard k-e model was used. Grid 
independence was confirmed for combinations DS I, 3 and 6 by comparing the predictions 
made using Mesh GR 6 with the predictions made using a denser mesh 
The main conclusion from this study was that the predictions of fully developed turbulent flow 
were not significantly affected by the choice of discretization scheme. For instance, the 
maximum difference in the prediction of static pressure along the length of the pipe was less 
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than 0.0 I % between combinations DS I and DS 4. As the choice of discretization scheme was 
not found to be significant, combination DS I was used in subsequent tests. 
5.6 Stage 4: Parametric study on the turbulence models 
"In general , analyses of turbulence modelling for pipe flow applications are notably lacking in 
the literature" (Hrenya eJ al. 1995). The majority of the work that has been conducted to date 
used low Reynolds number turbulence models (Martinuzzi and Pollard, (1989); Hrenya el al., 
(1995); Thakre and Joshi , (200 I ». The purpose of this parametric test was to test the predictive 
capabilities of the high Reynolds number turbulence models contained within the Fluent 
software for the case of fully developed turbulent pipe flow. 
The Fluent software contains three versions of the high Reynolds number k-E turbulence model 
and one version of the high Reynolds number Reynolds stress model (RSM). Additional 
modelling options are also available for each turbulence model. With the time available it was 
not possible to consider all of the additional options, so consideration was only given to the 
options that appeared most relevant. Details of the configurations considered during the study 
are shown in Table 5.4, with a description of the additional modelling options considered in 
Section 5.6 .1. Further information regarding the turbulence models and the additional 
modelling options are presented in the Fluent 5 User' s Guide (Fluent, 1998) and a summary is 
presented in Chapter 2. 
Model Turbulence 
configuration model 
K-E 1 k-t Standard 
K-E 2 k-E RNG 
K-E 3 k-E RNG 
K-E 4 k-t Relizable 
RSM 1 RSM 
RSM 2 RSM 
RSM3 RSM 
RSM4 RSM 
RSM5 RSM 
RSM6 RSM 
Table 5.4 The turbulence modelling options considered during the parametric study 
5.6.1 Additional modelling options 
Differential viscosity model 
When the k-E RNG model is used the turbulent viscosity may be modelled using a high or low 
Reynolds number form of the equation. When the low Reynolds number form of the equation is 
used low Reynolds number and near wall flows are better modelled (Fluent, 1998). The low 
Reynolds number form is enabled when the differential viscosity model is turned on. 
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Wall boundary conditions for the Reynolds stresses from the k equation 
The Reynolds stresses at the wall adjacent cells may be solved using a transport equation for 
turbulent kinetic energy or by the wall shear stress. The near wall Reynolds stresses are solved 
using the transport equation when the option is turned on. 
Quadratic pressure strain model 
The pressure strain term may be modelled using the linear pressure strain model proposed by 
Gibson and Launder (1978) among others, or by the quadratic pressure strain model proposed 
by Speziale et al. (1991). The quadratic pressure strain model has been shown to give superior 
flow predictions in a variety of simple shear flows (Fluent, 1998). The quadratic pressure strain 
model does not require correction to account for wall reflection effects so the option to include 
the wall reflection term is removed when the model is selected. 
Wall reflection effects on Reynolds stresses 
Wall reflection effects may be included in the pressure-strain term if the linear pressure strain 
model is used. The wall reflection term is responsible for the redistribution of normal stresses 
near to the wall and has the effect of dampening the normal stress perpendicular to the wall 
while enhancing the stresses parallel to the wall (Fluent, 1998). 
5.6.2 Modelling configuration 
Three flow rates were considered during this analysis because the studies mentioned previously 
had noted that the accuracy of the turbulence models was partly dependent upon the flow rate. 
The flow rates considered during the study were 2 lis (Re = 29040), 5 lis (Re = 72 160) and lOlls 
(Re = 144320) (Reynolds numbers based on mean velocity and pipe diameter). With the time 
available it was not possible to consider all of the configurations shown in Table 5.4 at the three 
flow rates. Therefore, all of the configurations were considered at 2 Vs, and only K-E 1, K-E 2 
and RSM 4 (the default setting) at the higher flow rates. The default values were used for the 
model constants. Further information regarding the constants may be found in the Fluent 5 
User's Guide (Fluent, 1998). 
Following the grid refinement study, meshes GR 6, GR 10 and GR t 5 were selected. Following 
the first parametric study second order discretization schemes were used throughout, except for 
the pressure velocity coupling which used the SIMPLE scheme. Grid independence was 
confirmed for all of the predictions. 
5.6.3 Flow field validation 
Other than the discharge, the only flow property measured by Guymer and O'Brien was the 
variation in the head loss with discharge. These parameters alone do not provide sufficient 
information with which to determine the accuracy of the predicted flow field. Where 
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appropriate, consideration was therefore also gIven to the fully developed pipe flow 
measurements of Laufer (1954), Lawn (1971) and Schildknecht et al. (1979). These data sets 
were chosen because they include detailed measurements of fully developed turbulent pipe flow 
over the whole cross section. The data by Laufer was collected at two Reynolds numbers, 
approximately 40000 and 400000 when converted to mean flow rate, and the data of 
Schildknecht et al. at a Reynolds number of 17250. Measurements of the turbulent dissipation 
rate were compared with the data of Lawn (1971) (Re = 90000) because the measurement and 
analysis techniques used were regarded as being more rigorous. More information regarding 
these experiments is presented in Chapter 2. 
In order to enable qualitative comparisons to be made between these experimental data sets and 
the model results, the experimental data was digitised from published graphs. The data 
presented is estimated to be accurate to within approximately 1 %. 
The Reynolds numbers of the simulations did not exactly correspond to the Reynolds number 
used in the experiments of Laufer (1954) Lawn (1971) or Schildknecht et al. (1979). The 
accuracy of the simulations could, however, still be established using this data. This is made 
possible because the properties of different flows will show similar trends when non 
dimensionalized if the Reynolds number is of the same order of magnitude. Nevertheless, 
where possible, two experimental data sets were used for comparison, one at a higher Reynolds 
number and one at a lower Reynolds number as this allowed the accuracy of the predictions to 
be better determined. 
5.6.4 Data analysis 
Model predictions of the mean axial velocity, turbulent kinetic energy, turbulent viscosity, 
dissipation rate of turbulent kinetic energy, Reynolds shear stress and the Reynolds normal 
stresses are compared with the experimental measurements in Figure 5.7 to Figure 5.14. Cell 
centered values are presented for the predictions as they do not require interpolation and are 
therefore the most fundamental representation of the numerical flow field. In order to allow a 
comparison to be made the predicted flow properties were non-dimensionalised using the 
friction velocity, U·. The friction velocity was determined from Equation ( 5.4 ). 
(5.4 ) 
where the shear stress, ", was determined from Equation ( 5.5 ). 
DdP 
" =--
o 4 dl 
(5.S) 
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The turbulent viscosity, P" cannot be directly measured and was determined using the 
measurements of the axial velocity and Reynolds stress via Equation ( 5.6). Likewise the 
turbulent kinetic energy, k, was determined using the measurements of the fluctuating velocity 
components via Equation ( 5.7 ). 
dU 
UV=-P,-
dr 
(5.6 ) 
(5.7 ) 
where uv is the Reynolds shear stress, U is the mean axial velocity and u', v' and w' are the 
axial, radial and tangential fluctuating velocity components respectively. 
A comparison was also made with the head loss measurements of Guymer and O'Brien (2000) 
This is reported in Section 5.6.4.7. 
In Figure 5.7 to Figure 5.14 all the data are plotted as a function of r/R in which r represents the 
distance from the centreline of the pipe and R is the pipe radius (i.e. r/R = 1.0 corresponds to the 
wall). 
5.6.4.1 Axial velocity 
The predicted axial velocity profiles are compared with the experimental data in Figure 5.7. 
The predictions made by all the turbulence models showed the same trends as the experimental 
data, with a low velocity near to the wall and a peak velocity at the centre of the pipe. There 
was however a larger than expected variation in the predictions depending upon the turbulence 
model. For instance there was a 12 % variation in the predictions of peak velocity at 2 lis. 
The predictions made by the four k-e turbulence models may be considered accurate over the 
whole cross section as they are contained within the experimental data sets. The accuracy ofthe 
RSM predictions was dependent upon the additional models selected. When the near wall 
Reynolds stresses were determined from the wall shear stress (RSM I, 3, 6) there was an under 
prediction of the experimental data near to the wall. Unless these configurations included wall 
reflection effects there was also a significant underprediction in the core of the pipe. Of the six 
RSM modelling configurations considered only RSM 4 and 5 can be considered accurate over 
the whole cross section. 
At the higher flow rates the predictions made by the modelling configurations can be considered 
accurate as they were contained within the experimental data set over the whole cross section. 
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5.6.4.2 Turbulent kinetic energy 
The turbulent kinetic energy predictions are compared with experimental data in Figure 5.8. 
The characteristic turbulent kinetic energy profile consists of a rapid increase from zero at the 
wall of the pipe to a peak value at a distance of 20 < y' < 40 (r/R ~ 0.96). The turbulent kinetic 
energy then reduces in the form of an exponential decay to a minimum value at the centre of the 
pipe. 
With the exception of the realizable model (K-E 4) the predictions made by the k-€ models in 
the central region of the pipe over estimated the turbulent kinetic energy. Closer to the wall the 
predictions were approximately accurate for all the modelling configurations, although the peak 
intensity was under predicted. The inclusion of the low Reynolds number effects of the 
turbulent viscosity did not significantly change the predictions made by the RNG model. 
Away from the wall the Reynolds stress model predictions were primarily determined by the 
selection of the wall reflection effects modelling options, with the predictions being more 
accurate when the effects were not included (RSM 1,2,5,6). Nearer to the wall the predictions 
were primarily determined by how the wall boundary conditions were modelled, with an under 
prediction of the peak intensity when the near wall Reynolds stresses were modelled using the 
transport equation for k (RSM 2, 4, 5), and perhaps an over prediction when the wall shear 
stress was used (RSM 1, 3, 6). The specification of the quadratic pressure strain model did not 
appear to be significant. 
All of the models could be considered to have predicted the turbulent kinetic energy quite well. 
Of the k-€ models the relizable model, K-E 4, most closely represented the experimental data, 
but it is less clear which Reynolds stress modelling configuration was best. 
At the higher flow rates the predictions made at the centre of the pipe were very similar, with an 
over prediction of the experimental measurements. There was a noticeable difference in the 
predictions nearer to the wall, but it was not possible to determine which model was most 
accurate from the measurements presented. 
5.6.4.3 Turbulent viscosity 
The distributions of turbulent viscosity are shown in Figure 5.9. Considerable differences exist 
between the predicted values of turbulent viscosity, and also between the predicted and 
measured values. 
The predictions made by all of k-€ models were similar to the experimental data close to the 
wall, but away from the wall there was a significant variation. The predictions made by the 
relizable k-€ model (K-E 4) differed most from the calculated values, with an expected over 
prediction of 100 % at the centre of the pipe. The predictions made by the RNG models 
(K-E 2, 3) most closely represent the measured data, with the inclusion of the differential 
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viscosity making an improvement to the predictions. The predictions made using the RNG 
model were also different to the predictions made using the other turbulence models as they 
showed the maximum turbulence viscosity occurring away from the centre of the pipe. This is 
in agreement with the experimental data. 
All of the RSM modelling configurations predicted the turbulent viscosity increasing from the 
wall to the centre of the pipe. Near to the wall the predictions were similar to the experimental 
data. Away from the wall all of the models over predicted the measured data. The predictions 
were improved when the quadratic pressure strain model was used (RSM 5,6) and were made 
worse when the wall reflection effects were included (RSM 3, 4). 
In general the predictions were not in good agreement with the experimental data. Of the 
models considered the k-E RNG models (K-E 2, 3) and the RSM models that used the quadratic 
pressure strain model (RSM 5, 6) produced the best comparison with experimental data, while 
the k-E relizable model (K-E 4) produced the worst comparison. 
At the higher flow rate the relative performance of the three models did not change. The k-e 
RNG models (K-E 2) best represented the experimental data, while the standard k-e model 
(K-E 1) produced the worst fit. 
5.6.4.4 Turbulent dissipation rate 
In Figure 5.10 the turbulent dissipation rate predictions are compared with the experimental data 
of Lawn (1971). It should be noted the accuracy of the experimental data is limited because 
measurements were not made of all the turbulent correlations necessary to define the dissipation 
rate. 
The qualitative features of the predictions were the same as the measurements, with a rapid 
increase in the dissipation rate close to the wall. However all of the models under predicted the 
dissipation rate at the centre of the pipe and over predicted the dissipation rate close to the wall. 
The predictions made by the k-e models were basically the same over the cross section. With 
the exception of RSM 3 the predictions made by the RSM models were the same in the core of 
the flow. Close to the wall the models which used the wall shear stress to determine the near 
wall Reynolds stresses (RSM 1,3,6) showed a greater over prediction than the models which 
used the transport equation for k. 
At the higher flow rates the relative performance of the models did not change. 
5.6.4.5 Reynolds shear stress 
The Reynolds shear stress predictions were compared with experimental data in Figure 5.11. 
The Reynolds stresses, uv, could not be determined directly when the k-E models were used and 
was therefore calculated using Equation ( 5.6 ). 
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Away from the wall of the pipe all of the predictions were almost indistinguishable from the 
measured data. Close to the wall the predictions made by the k-e models were greater than the 
measured data, while the predictions made using the RSM model were determined by the 
method used to model the near wall Reynolds stresses. The predictions more closely 
represented the measured data when they were determined from the k equation. 
At the higher flow rates the same trends were repeated for the three turbulence models 
considered. 
5.6.4.6 Reynolds normal stresses 
The calculated Reynolds normal stresses are compared with the measured fluctuating velocity 
components in Figure 5.12 to Figure 5.14 (The Reynolds normal stresses are the same as the 
velocity fluctuations). It is not possible to determine the Reynolds normal stresses for the k-e 
models because they use the Bousinesq assumption. 
The predictions of axial normal stress, u', showed the same trends as the experimental data. 
However, u' is over predicted in the centre of the pipe by the models that included wall 
reflection effects (RSM 3, 4), while close to the wall the experimental data was under predicted 
when the near wall Reynolds stress was determined by the transport equation for k 
(RSM 2, 4, 5). The experimental data is best represented by RSM 1 and RSM 6. 
The predictions of radial normal stress, v' , away from the wall were determined by the method 
used to represent the pressure strain term and by the modelling of wall reflection effects. At the 
centre of the pipe the experimental data was under predicted when the quadratic pressure strain 
model was used (RSM 5, 6), while between rlR = 0.3 and 0.95 the data was under predicted 
when the wall reflection effects were included (RSM 3, 4). Close to the wall the predictions 
were more accurate when the near wall Reynolds stress were determined using a transport 
equation for k (RSM 1, 5, 6). The experimental data is best represented by RSM 2. 
The predictions of the tangential normal stress, w', are in reasonable agreement with the 
experimental data in the core of the flow, but do not predict the rapid decline close to the wall. 
The wall reflection effects modelling option dominates the predictions, but it is unclear which 
option is best to use. 
5.6.4.7 Headloss 
In Figure 5.6 a comparison is made between the predicted headloss and the best fit equation 
which represents the measured headloss in the study of Guymer and O'Brien (2000). The 
values presented for the predicted headloss refer to models K-E 1, K-E 2 and RSM 4, as a 
comparison can be made over a range of discharges. The predicted and experimental values are 
close at 2 and 5 lis, but differ at the higher discharge. This may be the result of the extra 
complexity required to model the flow field at a higher discharge. Ifthis is correct it is perhaps 
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surprising that the standard k-E model (K-E I) performs better than the more complex Reynolds 
stress model (RSM 4). 
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5.6.5 Conclusion 
X 
X 
X 
10 
During the study the abi lity of 10 different modelling configurations to predict the fu lly 
developed turbulent pipe flow were examined. All of the configurations were considered at a 
flow rate of 2 I/s, and three of the configurations at two higher flow rates. 
In general the predictions were in reasonable agreement with the experimenta l data. The only 
exception to this was the turbulent viscosity, where most of the prediction showed both 
qualitative and quantitative errors. 
With the exception of the Reynolds stress there was a considerable difference in the predictions 
made by the different models. It was not possible to determine the superiority of one type of 
turbulence model. This demonstrates the extra computational expense required to solve the 
extra partial differential equations when using the RSM model does not necessarily lead to 
improved predictions. 
157 
VI 
00 
25 1 
20 
15 
:, 
:) 
10 
0.0 
25 
20 
15 
:, 
:) 
10 1 
5 i 
o j 
0.0 
25 , 
• SchIldknecht (1979) Re. 17,250 
• Laufer (1954) Re = 40,000 
~K-El 
~K-E2 
~K·E3 
- K·E 4 
0.2 0.4 
• Scholdknecl1l (1979) R. = 17,250 
• Lauter (1954) Re = 40,000 
- RSM 1 
- RSM 2 
- RSM3 
0.2 0.4 
0.6 0.8 
r / R 
0.6 0.8 
r / R 
20 , 
15 j 
:, ~ 
:) 
10 1 
5 ~ • Sch,ldknechl (1979) R. = 17,250 
• Laufer (1954) Re = 40,000 
~RSM4 
--- RSM 5 
- RSM6 
1.0 
1.0 
0.0 0.2 0.4 0.8 0.8 1.0 
r / R 
0= 2 lIs 
(Re = 29040) 
0= 2 lIs 
(Re = 29040) 
0= 2 lIs 
(Re = 29040) 
30 
25 
20 
~ 15 
:) 
10 
0.0 
30 1 
25 
20 
~ 15 1 
10 
• Laufer (1954) Re = 40,000 
• Laufer (1954) Re = 400,000 
- K-E l 
- K·E2 
- RSM 4 
0.2 
• Laufer (1954 ) Re = 40,000 
5 - K-E 1 j . Laut.r (1954) R. = 400,000 ~K·E 2 
-- RSM 4 
0 .0 0.2 
Figure 5.7 Predicted and measured mean axial velocity 
0.4 0.6 
r / R 
~ 
0.4 0.6 
r / R 
0.8 1.0 
~. . . . . 
0.8 1.0 
0= 5 lIs 
(Re = 72160) 
0=101/s 
(Re = 144320) 
VI 
'-0 
3 
1, 
:;; 
• SchIldknecht (1979) Re '" 17.250 
• Lauter(1954)Re=40,OOO 
-K·E1 
~K-E2 
~ K·E3 
~ K-E 4 
Q = 21/5 
(Re = 29040) 
!, 
3 
• Laufer (1954) Re: 40,000 
• Lauter (1954) Re = 400,000 
~ K·E1 
~ K·E2 
- RSM 4 
0 +---1 ~_~_ 
!, 
,. 
!, 
0.0 02 o. 
o ~ 
0 .0 
3 
1 : 
0 .0 
• ScMdknecht (1979) Re = 17,250 
• Laufer (1954) Re = 40,000 
~RSM1 
- RSM2 
~RSM3 
02 0.' 
• Schildknecht (1979) Re = 17,250 
• Laufer (1954) Re = 40,OOO 
- RSM 4 
-- RSM5 
~RSM6 
0.2 0 .' 
r l R 
r l R 
r l R 
0.8 0.8 
0 .8 0 .8 
D .• 0 .• 
1.0 
1.0 
1.0 
Q = 2 1/5 
(Re = 29040) 
Q = 2 115 
(Re = 29040) 
0.0 
:, 
0 .0 
02 
• Laufer (1954) Re = 40,000 
• Laufer (1954) Re = 400,000 
- K-E 1 
- K·E 2 
- RSM 4 
0.2 
0.' 
0.' 
Figure 5.8 Predicted and measured turbulent kinetic energy 
0.8 0.8 
r l R 
08 08 
rlR 
1.0 
1.0 
Q = 51/5 
(Re = 72160) 
a = 101/5 
(Re = 144320) 
0\ 
o 
0.20 1 
0.15 
II: 
~ 0.10 
" 
0.05 
0.00 
0.0 
0.20 1 
0.15 j 
~ 010 j 
0.05 1 
0.00 
0.0 
0.
20 1 
0.15 J 
II: 
~ 0.10 ~ 
cr. 
0.05 1 
0.00 
0.0 
0.2 0.4 
r l R 
~ 
0.2 0.4 
r l R 
0.2 0.4 
r / R 
• Schlidknec:ht (1979) Re = 17,250 
• Laufer (1954) Re = 40,000 
--K-E 1 
- K-E2 
- K-E3 
- K-E4 
0.6 0.8 1.0 
• SchUdknedlt (1979) Re = 17,250 
• Laufer (1954) Re = 40,000 
-- RSM 1 
- RSM2 
- RSM3 
06 0.8 1.0 
• Schlidknecttt (1979) Re = 17,250 
• Laufer (1954) Re = 40,000 
- RSM 4 
- RSM5 
- RSM6 
06 0.8 1.0 
0= 2 lIs 
(Re = 29040) 
0= 2 lIs 
(Re = 29040) 
0= 2 lIs 
(Re = 29040) 
0.20 
0.15 
II: 
~ 0.10 
cr. 
0.05 
• Laufer (1954) Re = 40,000 
• Laufer (1954) Re = 400,000 
- K-El 
- K-E2 
- RSM4 
0.00 +I----_---~---_---~---~ 
00 
0.20 
0.15 
II: 
2 0 10 1 
cr. 
0.05 , 
0.2 0 .4 0 .6 
r l R 
0.8 
• Loulor (1954) Re = 40,000 
• Laufer (1954) Re = 400,000 
- K-E1 
- K-E2 
- RSM4 
1.0 
0.00 ----~----_---______ ---~ 
0.0 0_2 0.4 06 0.8 1.0 
r l R 
Figure 5.9 Predicted and measured turbulent viscosity 
0= 5 lIs 
(Re = 72160 
0=101/s 
(Re = 144320 
50 , 
• Lawn(1971}Re=90,OOO 
- K-El 
- K·E2 
.0 - K·E3 
- K·E 4 
!:, 
3ll 
'" w 20 
10 
0 
0.0 02 0 .• 
r / R 
50 , • Lav.n (1971) Re ""90,000 
- RSMl 
- RSM2 
.0 
- RS M3 
!:, 
30 
'" w 20 
0\ 
101 
a ' 
0.0 02 0 .• 
r / R 
50 , • Lawn (1971) Re = 90,000 
- RSM 4 
- RSMS 
.0 
- RSMS 
30 
" 
'" w 20 
10 
I 
o ~ 
00 02 0 .• 
r / R 
I 50 1 • la'M'l (1971) Re = 90,000 - K·El - K·E2 . 0 - RS M4 
Q = 2 lis 
" 
30 ; 
(Re = 29040) II: 
w 20 ~ 
10 
0.6 0.8 1.0 0.0 0.2 0 .• 
50 
• Lav.n( 1971)Re = 90,OOO 
- K·El 
- K·E 2 
.0 - RSM4 
Q = 2 lI s 1 30 
(Re = 29040) 
'" w 20 
~ 10 
a i .... 
0.6 0.8 1.0 0.0 0.2 0 .• 
1 Q = 2 lIs (Re = 29040) 
0.6 0.8 1.0 
Figure 5.10 Predicted and measured turbulent dissipation rate 
06 
r / R 
0.6 
r / R 
0.8 1.0 
0.8 1.0 
Q = 5 li s 
(Re = 72160 
Q = 10 lIs 
(Re = 144320 
1.2 , • Schlidknecht (1979) Re = 17 ,250 
• Laufer (19S4) Re = 40,000 
-K-E1 
1.0 1 - K-E2 
- K-E3 
. " 1 -~ ' ~. ~ 0.6 
0 
0.4 
0.2 
0.0 
0 .0 0.2 0.4 0.6 0.8 
rlR 
, .2 1 • Schlidknecht(1979IRe· 17,250 
• Laufer (1954) Re = 40,000 
1.0 - RSMl 
- RSM2 
- RSM3 
0.8 
1 0.6 ~. 
0\ 0.4 
IV 
0.2 
0.0 
0.0 0.2 0.4 0.6 0.8 
r / R 
1.2 , • SchIIdkned1 (1979) Re = 17,250 
• Laufer (19SA) Re. 40,000 
1.0 1 - RSM4 
- RSM5 
- RSM6 
0.8 i 
~ "~ 0.6 j 
0.4 
0.2 i 
0.0 
0.0 0.2 0.4 0.6 0.8 
r / R 
Q = 21/5 
(Re = 29040) 
1.0 
Q = 21/5 
(Re = 29040) 
1.0 
Q = 2 115 
(Re = 29040) 
1.0 
12 
1.0 
0.8 
"~ 0.6 
o 
0.4 
0.2 j 
• Laufer (1954) Re '" 40,000 
.. Laufer (1954) Re = 400,000 
- K-E1 
- K-E2 
- RSM4 
0.0 .f...-
0.0 0.2 
1.2 
1.0 
0.6 
~ 0.6 
0.4 
0.2 
• Laufer (1954) Re '" 40,000 
• Laufer (1954) Re = 400,000 
- K-El 
- K-E2 
- RSM4 
0.4 0.6 
r / R 
0.0 +------------------
0.0 0.2 0.4 0.6 
r / R 
Figure 5.11 Predicted and measured Reynolds shear stress 
0.6 1.0 
0.8 1.0 
Q= 51/5 
(Re = 72160 
Q = 101/5 
(Re = 144320 
3.D 
• ScNlcknedrt(1979)Re-17,250 
· ~.r (1QSd) Re . 40,000 
_ RSM 1 '. 
2.5 
- RSM2 
_ RSM 3 
2.D 
;, 2 lis 
':3-
1.5 
I.D 
(Re = 29040) 
D.5 
O.D 
0 .0 0 .2 D.' 06 O.B I.D 
r lR 
3.0 
• SchIidknecht (1979) Re . 17,250 
• taller (1g5f) Re · 40,000 
_ RSM4 .. 
2.5 
- RSM5 
__ RSM6 
2.0 
:. 2 lis 
~ 1.5 
1.0 
(Re = 29040) 
D.5 
O.D ----~ 
0 .0 D2 0.' D6 D.B 1.0 
rlR 
3.0 
• La"'., (1~) Re· 40,000 
.. lalle' (1954) Re . 400,000 
2.5 
__ RSM 4 
.. 
2.D 
" 
5 lis ui 1.5 
1.0 (Re = 72 160) 
0.5 
D.O ----~ 
D.D 02 D.' D.6 0 .8 1.0 
r lR 
3.0 LIller (1954) Re· 40,000 
Lauf.,.- (1954) Re . 400,000 
2.5 
_ R$M 4 
.. 
2.0 
" 
10 lis IL~ 1.5 
1.0 (Re = 144320) 
D.5 
0.0 ~----
D.O 0.2 0.' 0.6 0.8 1.0 
r / R 
Figure 5.12 Predicted and measured Reynold axial normal stres 
163 
1.2 1 
1.0 j 
0.8 
" 0.6 
~ 
0.' 
0.2 
• SchIlcj(neC:ht(1979)R. - 17.250 
• Lll.i'ef (1954) Re· 40,000 
_ RSM l 
-- RSM2 
- RSM3 
0.0 .. I-----~----~-----~---
0.0 
1.2 
1.0 
0.8 
~ 0.6 
1:; 
0.' 
0 .2 
0.2 0.' 0.6 D." 
dR 
. . .. ~ ~---~ .. 
• Sd'IIldkneChl (1979) Re - 17,250 
• Laufer (1954) Re· 40,000 
_ RSM 4 
_ - RSM 5 
__ RSM6 
0.0 +------~-----~---
0.0 0.2 O. 0.6 0.8 
1.2 
1.0 
D." 
2 0.6 
~ 
0.' 
LAufer ( 1954) Re · 40,000 
0.2 
La~er ( 1954) Re· 400,000 
_ RSM4 
1.0 
1.0 
0.0 ----~----~----~-~ 
0.0 0 .2 0.' 06 0.8 1.0 
r l R 
1.2 
1.0 
0.8 
~ 0.6 
~ 
0.' 
lMQf (1954) Re . 40,000 
0.2 Laufer ( 1954) Re · 400,000 
~RSM4 
0.0 I 
00 0.2 0.' 06 0.8 1.0 
d R 
2 lis 
(Re = 29040) 
2 I/s 
(Re = 29040) 
5 li s 
(Re = 72 160) 
10 li s 
(Re = 144320) 
Figure 5.13 Predicted and measured Reynolds radia l normal stre s 
164 
1.6 , • SchhdkneCht (1979) Re _17,250 
• Laufe, (1954) Re a 40,000 
1.4 _ RSM1 
- RSM2 
12 _ RSM3 
1.0 
~ 2 lis 
IQ O.B 
0.6 (Re = 29040) 
0.4 
02 
0.0 ~~ 
0.0 0.2 0.4 0 .6 DB 1.0 
r / R 
1.6 • SchIidkneChl (197V1 Re -17,250 
• Laufer (1G54) Re - 40,000 
1.4 _ RSM 4 
__ RSM5 
1.2 _ RSM6 
1.0 
~ 2 lis 
~ 0.8 
0.6 (Re = 29040) 
0.4 
02 
00 
0.0 02 0.4 0 .6 0.8 1.0 
r / R 
1.8 • Laufer (1954) R." 40,000 
1.6 • Laufer (1954) Re" 400,000 
_ RSM 4 
1.4 
1.2 
~ 1.0 1 5 lis 
.. 0.8 
0.6 (Re = 72 160) 
0.4 
0.2 
0.0 
0 .0 0 .2 0.4 0 .6 08 1.0 
r / R 
18 
• Laufer ('~) Re" 40,000 
16 • Laufer (1~) Re" 400,000 
14 
12 
~ 10 lOlls 
~ 08 
"l (Re = 144320) 04 02 
00 -
0.0 02 0 4 06 06 1 0 
r / R 
Figure 5.1 4 Predicted and measured Reynolds tangental normal stress 
165 
5.7 Stage 5: Conclusion 
During Stage I the system being modelled was considered. This, along with the assumption 
that the flow was fully developed before the first monitoring position, allowed the geometry, 
inlet and outlet boundary conditions, and fluid properties to be defined. The decision was made 
to only use high Reynolds number turbulence models. This allowed the wall boundary 
conditions to be defined. 
A grid refinement study was conducted during Stage 2. Grid independence was assessed by 
considering the spatial variations in the velocity, turbulent viscosity and turbulent kinetic energy 
on six meshes, each with different density. The velocity was found to be insensitive to mesh 
density considered, while the turbulent viscosity and turbulent kinetic energy showed 
considerable variations. Grid independent solutions were determined for the three flow rates 
considered. 
During Stage 3 a parametric study was conducted on eight combinations of discretization 
scheme. It was found that the flow field was not significantly affected by the choice of scheme. 
A parametric study was conducted on the turbulence models during Stage 4. Three high 
Reynolds number k-E models and one Reynolds stress model (RSM) was considered. Two 
further modelling options were considered for the k-E RNG model and six further options for 
the RSM. Using the modelling options previously developed a series of flow fields was created. 
The predictions of different flow properties were compared with the measurements of Laufer 
(1954), Lawn (1971), Schildknecht e/ al. (1979) and Guymer and O'Brien (2000). In general 
the predictions were in reasonable agreement with the experimental data. The only exception to 
this was the turbulent viscosity, which showed both quantitative and qualitative differences. It 
was not possible to determine the superiority of one type of model or one individual model as 
the performance of each one had both advantages and disadvantages. 
The aim of the study was to determine which modelling options were most appropriate to use in 
order to replicate the flow conditions from the experiments of Guymer and O'Brien (2000). 
The comparisons between the predicted and measured flow fields presented in Figure 5.7 to 
Figure 5.14 showed that none of the models under assessment was able to exactly replicate the 
measured flow field. However, with the exception of the turbulent viscosity the predictions 
were sufficiently close so as to be considered accurate. It should be noted that the models 
inability to correctly predict the turbulent viscosity will undermine any attempts to determine 
the accuracy of the species transport models predictions of solute transport as it is used by the 
model to determine the turbulent mass diffusion. This is considered further in Chapter 6. 
With the exception of the turbulence models it was possible to determine the most appropriate 
modelling options to use. These are shown in Table 5.5 and Table 5.6. it appears that on 
balance the optimum model in this situation may be RSM5. This model appeared to capture the 
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near wall behaviour better than any other, whilst still retaining good predictions in the core of 
the flow. However the decision as to which models to employ for the dispersion validation 
presented in chapter 6 was influenced by the fact that flow fields for the two higher discharges 
had already been established using K-E I, K-E 2 and RSM 4. Time constraints, coupled with 
the marginal differences in performance observed between the different turbulence models, 
meant that these three turbulence models, rather than RSM 5, were utilised in Chapter 6. 
Parameter Setting I Value 
Fluid 
Density 998.2 kg/m3 
Absolute viscosity 1.003 kg/m s 
Boundary conditions 
Wall 
Model Standard wall functions 
Roughness height 8 x10's m 
Roughness constant 0.5 
Inlet 
Q =2 Us Vel = 0.33 m/s - Turb Int = 4.4 % 
Q = 5 Us Vel = 0.82 m/s - Turb Int = 4.0 % 
Q =10 lIs Vel = 1.64 m/s - Turb Int = 3.6 % 
Hydraulic diameter 0.088 m 
Outlet 
Pressure o Pa 
Turbulent intensity As above 
Hydraulic diameter 0.088 m 
Discretization scheme 
Pressure Second order 
Pressure velocity coupling SIMPLE 
Momentum Second order upwind 
Turbulent kinetic energy Second order upwind 
Turbulent dissipation rate Second order upwind 
Reynolds stress Second order upwind 
Table 5.5 Determined flow field modelling options 
Discharge Mesh Boundary layer No. of elements Spacing on the Total No. of Max. aspect 
(lIs) thickness (m) on radius length (m) elements ratio 
2 GR6 0.0035 12 0.0036 33336 1.07 
5 GR10 0.0015 14 0.003 46662 2.00 
10 GR 15 0.0008 16 0.0023 69568 2.88 
Table 5.6 Determined mesh modelling options 
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6 Validation of the dispersion 
predictions 
6.1 Introduction 
Chapters three and four reported on a feasibility study that was conducted to test the 
appropriateness of two alternative methods for simulating the transport of a solute tracer 
through a pipe. In chapter four it was shown that the particle tracking approach was 
computationally efficient and, with the exception of the mean travel time, that the predictions 
were robust. The mean travel time is, however, very important when considering the transport 
of a tracer and for this reason the approach is not given further consideration here, although the 
author feels the potential of the particle tracking approach remains significant. The species 
transport modelling approach was outlined in chapter three. The approach was shown to be 
sensitive to a number of the modelling options, but a robust simulation procedure was 
attainable. For this reason consideration is given solely to the species transport model in the 
sections that follow. 
The accuracy of the species transport model's predictions of solute dispersion was not 
considered during the feasibility study. In order to assess the accuracy of the predictions it was 
decided to make a comparison with the measurements of solute dispersion reported by Guymer 
and O'Brien (2000). The numerical flow field that was mainly used in the feasibility study was 
based on this experimental study. It was, however, comparatively crude, having a 'reasonable' 
mesh and employing largely default modelling options. In chapter five a series of tests was 
performed to determine the most appropriate modelling options to use in order to reproduce the 
experimental flow field. By making a number of assumptions/simplifications, it was possible to 
define all modelling options except for the turbulence model. No single turbulence model 
resulted in predictions that were clearly superior to the others, although all the models that were 
evaluated were judged to produce acceptable predictions. 
In Section 6.2 a comparison is made between the species transport model predictions of solute 
transport and the measurements of Guymer and O'Brien (2000). Although the qualitative 
features were similar, there were significant quantitative differences. In an attempt to determine 
the cause(s) of these differences, consideration was given to the appropriateness of the 
modelling assumptions/simplifications that were made and to the accuracy of the published 
data. These studies are reported in Section 6.4 to Section 6.7. 
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6.2 Data comparison 
6.2.1 Introduction 
In order to assess the accuracy of the species transport model 's predictions of longitudinal 
dispersion, a comparison was made with the measurements of Guymer and O' Brien (2000). 
The comparison is reported in Section 6.2.4. In Section 6.2.2 a summary is presented of the 
experimental configuration and data analysis techniques used by Guymer and O ' Brien (2000), 
while in Section 6.2.3 details are presented of the modelling options and strategy used in the 
numerical simulations. 
6.2.2 Guymer and O'Brien (2000) dispersion study 
6.2.2.1 Laboratory study 
Figure 6.1 shows the main features of the experimental configuration. The tests were performed 
in a straight pipe with an internal diameter of 88 mm. Series 10 fluorometers (Turner Designs, 
1981) were installed at two locations, 2.7 m apart. Pressure transducers were placed according 
to Figure 6.1. 
The measurement volume of the fluorometers was modified to allow the average cross sectional 
concentration to be determined within the pipe. Fluorometers work by shining green light and 
detecting the red light emitted, with the amount of red light emitted being directly proportional 
to the concentration of the tracer. The system was therefore blacked out to prevent any 
extraneous light from entering. 
During each test the tracer, Rhodamine WT, was introduced into the centre of the supply pipe at 
a distance of more than 100 pipe diameters upstream of the first measurement position. As the 
tracer passed the measured positions the fluorometers recorded the temporal change in the 
concentration. In total seven discharges were considered between 2 and 10.3 lis, with typically 
ten repeat tests at each flow rate. 
Upstream flow 
control 
I 
Fluorometer Pressure transducer 
/ \ 
s, ;; ~r , 
985 mm J j 
\o-___ 1_3_50-'--m_m ___ -----o\-~-- 1350 mm 
985 mm + 1- ----
Figure 6.1 The experimental configuration 
169 
6.2.2.2 Data analysis and results 
Instead of analysing the individual traces and then averaging the results, the method preferred 
by Guymer and O'Brien (2000) was to average the repeat readings prior to analysis. This was 
done through a superposition of the repeat readings for each set of tests about the peak 
concentration. The data was then smoothed using a low band pass filter. A previously 
determined calibration was used to covert the voltage readings recorded by the fluorometers into 
a concentration. The region where the solute concentration was greater than background was 
isolated to leave a discrete trace. The data was then mass balanced to remove any discrepancies 
that may have been caused by the calibration or by other means. 
In the majority of cases the standard moment analysis described in Chapter 3 was unable to 
determine the most appropriate values for the longitudinal dispersion coefficient and the mean 
travel time. A software routine was therefore developed to optimise the fit between the 
measured and predicted downstream distributions. The routine refines the prediction of travel 
time and longitudinal dispersion coefficient to determine the values that minimise the error 
between the predicted and measured distributions. Details regarding the optimisation routine 
are presented in Dennis et al. (1999). 
The variation in the optimised longitudinal dispersion coefficient with discharge is shown in 
Figure 6.2 (contained within Section 6.2.4). As would be expected, the longitudinal dispersion 
coefficient increases with discharge. Following the approach used by Guymer and O'Brien 
(2000) a linear regression equation, Equation ( 6.1 ), is presented which was developed by 
considering all the data points and fitting through the origin. A comparison with the measured 
data gives an R2 value of 0.745. 
K=3.3Q (6.1 ) 
where K is the longitudinal dispersion coefficient. 
6.2.3 Numerical simulation 
6.2.3.1 Flow field 
The numerical flow fields were designed to represent the flow conditions used in the 
experiments of Guymer and O'Brien (2000). They were developed through consideration of the 
system being modelled and by a systematic evaluation of the modelling options that were 
regarded as most significant. Flow fields were created at 2, 5 and lOlls as this allowed the 
accuracy of the species transport model predictions to be assessed over a range of flow rates. At 
each flow rate three flow fields were created because it was not possible to identify one 
turbulence model that was clearly superior. Consideration was given to the standard k-e model 
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(K-E 1), the RNG k-E model (K-E 2) and the Reynolds stress model (RSM 4). Details regarding 
these turbulence models and the other flow field modelling options are presented in Chapter 5. 
6.2.3.2 Species transport model 
The species transport modelling options were specified according to the recommendations of 
the feasibility study reported in Chapter 3. In each of the tests the tracer was introduced into the 
pipe from the velocity inlet for one second. The tracer was then tracked through the pipe until 
zero concentration was left. Monitoring positions were created at the inlet, outlet and at two 
metre intervals along the length of the pipe to record the change in the average mass fraction of 
dye with time, thus creating a series of temporal profiles. Only one simulation was performed 
for each configuration because the species transport model does not use stochastic methods and 
therefore reproduces exactly 
The simulations were performed using the uncoupled, or cold processing technique. The second 
order implicit scheme was used for the temporal discretization and the second order upwind 
scheme for the spatial discretization. The convergence criteria for the species transport 
equations were set to 1 xl0'3, with a maximum of 20 iterations per time step. For most of the 
time steps convergence was obtained within three iterations, with the only exceptions being 
when the dye initially entered the pipe, or at the end of the end of the simulation when low 
concentrations left the pipe. Increasing the maximum number would not have changed the 
solution as the residuals normally stabilised to a constant value after approximately 10 
iterations. Repeat simulations were performed on each flow field using progressively smaller 
time steps until time step independence was reached, determined when the longitudinal 
dispersion coefficient changed by less than 1 %. Time step independence was reached at 0.02 s 
at 2 lIs, 0.005 s at 5 lIs and 0.002 s at lOlls. 
The physical properties of the tracer were specified to be the same as the primary water phase. 
The molecular diffusion coefficient was specified to be 1 x 10.10 m2/s and the turbulent Schmidt 
number was left at the default setting of 0.7 throughout the domain. 
The relationship between the longitudinal dispersion coefficient and flow rate was established 
by undertaking an analysis of the temporal moments. The method used is reported in Chapter 3. 
The value presented for the coefficient in subsequent sections is the constant value obtained 
once the tracer had entered the equilibrium zone. 
6.2.4 Comparison 
The variation in numerical predictions of longitudinal dispersion coefficient with discharge is 
shown in Figure 6.2. Taylor'S (1954) analysis demonstrates that the coefficient is dependent 
upon the shear velocity, U·, which increases linearly with discharge. The coefficient should 
therefore also increase linearly with discharge, and is correctly reproduced in the numerical 
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detennine the cause of the additional error, consideration was given to what were believed to be 
the most significant modelling assumptions/simplifications that were made, and to the 
appropriateness of using the published data as a means of assessing the accuracy of the 
predictions. 
The modelling assumptions/simplifications that were regarded as most likely to have caused the 
error were: 
• The flow being fully developed before the first measurement position in the laboratory 
experiments. 
• The use of high Reynolds number turbulence models and wall functions. 
• A homogeneous value of 0.7 for the turbulent Schmidt number. 
Studies that focus on each of these factors are presented in Section 6.5 to Section 6.7. 
These factors were not considered previously for a number of reasons. Firstly, the ability to 
model the full experimental facility, or to consider more complicated turbulence models, was 
only made possible towards the end of the research when new computational resources became 
available. The second reasons is that chronologically they follow on from the comparison 
between the numerical predictions and the laboratory measurements and were only pursued in 
an attempt to obtain a closer match between the modelled and observed data sets. The third 
reason is that, unlike the comprehensive rigour employed in the studies reported in previous 
chapters, these studies were not as detailed and are briefer in nature. The results should 
therefore be seen as preliminary observations only. 
Guymer and O'Brien (2000) presented the laboratory data without any indication of errors or 
uncertainties. However, it is known the procedure used to convert the laboratory measurements 
into a dispersion coefficient is not straightforward and there is scope for different interpretation. 
In particular it was felt the averaging process prior to analysis could have introduced significant 
errors. This process also made it impossible to detennine the variation between the repeat 
readings, something that other studies have shown can be considerable. For these reasons the 
data at 2.1, 4.8 and 10.3 lis was reanalysed using the method outlined in Section 6.4.1. In 
Section 6.4.2 a comparison is made between the numerical predictions reported previously and 
the reanalysed measurements. The theoretical equation proposed by Taylor (1954) is also 
presented. 
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6.4 Laboratory data 
6.4.1 Re analysis of the laboratory data 
The reanalysis of the laboratory data was conducted in three stages: 
Stage I: Removal of the background concentration 
Stage 2: Isolation of the trace 
Stage 3: ADE optimisation and analysis 
6.4.1.1 Stage 1: Removal of background concentration 
Following discussions with the author (Guymer, 2003) the original output files from the 
fluorometers were supplied. A visual inspection was used to identify regions where the 
concentration of the tracer in the flow was at a background level, Figure 6.3. In these regions 
the variations in the readings were solely caused by the ' noise ' of the instruments. The 
magnitude of the background concentration was determined by averaging the voltage readings 
from these regions. The background concentration was then removed by subtracting the 
background value from every reading. 
5 
4 
:E 
3. 3 
:9 
'0 
> 
:; 
a 2 
.5 Upstream 
Background 
o 50 100 150 
TIme(s) 
200 250 
Figure 6.3 Identifying the background concentration 
6.4.1.2 Stage 2: Isolation of the trace 
300 
Due to instrument noise it was not possible to identify the exact start and end of the trace. This 
is not normally important because these variations are white noise, which should not affect the 
optimisation routine. However, preliminary tests showed that the mass balance calculations 
were affected by the cut off location, which in turn affected the optimised predictions. 
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In order to assess the influence of the cut off location three different upstream and downstream 
profiles were considered for each trace (An example of the profiles created at each flow rate is 
shown in Figure 6.4). The first profile had the shortest duration. Working from either side of 
the peak the criteria used to define the profile was when five consecutive readings were below 
one percent of the peak reading. The durations of the 2nd and 3rd profiles were varied to make 
the relationship between the width of the main part of the trace and the total width 
approximately the same at each flow rate. At 2 lis the duration of the profiles were increased by 
five and ten seconds either side of the first profile. At 5 and lOlls the duration of the main 
profile was less so 4 and 8, and 2 and 4 more seconds were included respectively. 
6.4.1.3 Stage 3: ADE optimisation and analysis 
As noted by Guymer and O'Brien (2000), it was not possible to use standard moment analysis 
to accurately determine the ADE parameters. Therefore, the optimisation routine of Dennis et 
al. (1999) was used to determine the mean travel time and longitudinal dispersion coefficient of 
each trace. The limits of accuracy adopted were 0.00001 s for the travel time and 0.00001 m2/s 
for the dispersion coefficient. 
Before performing the ADE optimisation the voltage readings were converted into a 
concentration. One volt was made equivalent to one unit of concentration. A mass balance 
exercise was then performed to make the area under the upstream and downstream profiles the 
same. Only corresponding profiles were considered, i.e. 1 st profile upstream and 1 st profile 
downstream. At each flow rate an average value and one sample standard deviation was 
determined for the dispersion coefficient. 
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Figure 6.4 I1Iustration of the three profiles considered at each flow rate 
6.4.2 Data comparison 
The results of the reanalysis are shown in Figure 6.5. At each flow rate considered the average 
coefficient is presented, along with error bars that are ± 1 sample standard deviation (for clarity 
the 1st and 3rd profiles are presented to either side of the measured flow rate). The average 
coefficients are not the same, demonstrating that the optimisation routine is sensitive to the cut 
off location. The largest difference occurs at 10.3 Vs where the variation is 10 %. These 
differences are, however, small compared with the overall variations shown. The errors bars are 
comparatively large, particularly at 10.3 Vs. This suggests that the measurements may have 
been sensitive to experimental procedure, such as the amount of tracer injected or the time taken 
to inject the tracer, or that the tracer was not fully mixed by the first measurement position. 
This may mean that more repeat readings would be required to obtained a more representative 
average value. 
Also shown in Figure 6.5 are the original measurements and the linear regression equation 
published by Guymer and O'Brien (2000). There is a difference between the coefficients 
calculated using the different analysis techniques. At 4.8 and 10.3 Vs the coefficients presented 
in the paper are greater than the recalculated values and the reverse is true at 2.1 Vs. It was 
surprising that the reanalysed values were higher at 2.1 l/s because there was a good correlation 
between the other two data points and the origin. The largest variation between the two 
approaches was at 10.3 Vs where the difference was 23 %. 
The linear regression equation determined by Guymer and O'Brien (2000) included all the data 
points and fitted through the origin. This may not be the most appropriate method to use 
because the value reported at 8.2 Vs is likely to be erroneous. Ifthe linear regression equation is 
recalculated without this data point the R2 value increases from 0.75 to 0.97. The new equation 
is shown in Equation ( 6.2 ) and graphically in Figure 6.2 under the heading G & O'B (2000) 
proposed linear regression. The difference between the two approaches is 12 %. 
K=2.9Q (6.2 ) 
Also presented in Figure 6.5 are the predictions made using Taylor's (1954) equation, Equation 
2.18. The value of the dispersion coefficient obtained using this method does not replicate the 
other approaches and is generally larger. 
It has been demonstrated above that the value of the dispersion coefficient determined from the 
measured data is sensitive to the analysis technique used and to the interpretation of the results. 
It has also been shown that there is a difference between these values and the predictions made 
using Taylor's equation. It is therefore not possible to categorically determine a relationship 
between flow rate and dispersion coefficient at this time. 
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Plotted alongside the above approaches are the three numerical predictions. Although the above 
approaches are all under predicted the quantitative difference may be more or less than first 
thought. It was felt by the author that the reanalysed data was the most accurate representation 
of the laboratory data, particularly at 4.8 and 10.3 lIs. All of the predictions fell within the 
imposed error bounds (i .e. one standard deviation) and in particular the predictions made using 
the flow field created with the K-E 2 model showed a good agreement. As it is not possible to 
categorically determine the relationship between dispersion coefficient and discharge at this 
time a more detailed comparison is not made with the predictions because it would involve too 
much conjecture and speculation. 
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6.S Low Reynolds number turbulence models 
6.5.1 Introduction 
The tests reported in Section 6.2 were based on flow fields that were developed using high 
Reynolds number turbulence models and wall functions. Low Reynolds number turbulence 
models were not previously considered because the extra resources required to resolve the flow 
field close to the wall made it impractical to run the models with the computational power 
available. Towards the end of the project two new computational resources became available 
which made it feasible to consider them on a limited basis. A series of preliminary test were 
therefore performed to assess whether the use of low Reynolds number turbulence models might 
enhance the flow field predictions, in particular the prediction of turbulent viscosity. 
A brief grid refinement study was first conducted to ensure the predictions made using the low 
Reynolds number models were close to being grid independent. This study is reported in 
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Section 6.5.3. A comparison was then made between the flow field predictions obtained using 
the low and high Reynolds number turbulence models and the experimental data of Laufer 
(1954) and Schlidknecht et al. (1979). This would determine whether the predictions were 
enhanced when using the low Reynolds number approach. This study is reported in Section 
6.5.4, together with a summary of the experimental studies presented in Chapter 2. Before these 
studies are reported a description of the modelling options used to develop the low Reynolds 
number flow fields is presented in Section 6.5.2. 
6.5.2 Modelling options 
6.5.2.1 Geometry 
Following the work reported In Chapter 3 the assumption was made that the flow field 
predictions would be the same in two and three dimensions. This assumption was required 
because it was sti11 not possible to conduct a full three dimensional simulation over a significant 
reach. The domain geometry was therefore made the same as when modelling with the high 
Reynolds number models. 
6.5.2.2 Mesh 
With the time available it was only possible to conduct a preliminary grid refinement study on 
three meshes. The guidelines available for using low Reynolds number models suggest the 
boundary layer cell should be within the viscous sublayer, a distance of no more that y' = 5 
from the wall (Fluent, 1998). The size of the boundary layer was therefore fixed using Equation 
2.33 so that the cell extended to y+ = 2, a distance of 0.0002 m. The number of cells on the 
length of the pipe was fixed at 10000, with a constant spacing of 0.001 m, creating a maximum 
aspect ratio of 5. This is just within the generally accepted range for the mesh to still be 
appropriate. With the computational resources available it was not possible improve the aspect 
ratio by considering more cells on the length as this would have created a mesh that would have 
been too large to have been feasibly modelled. The number of cells on the radius was varied, 
with the spacing between the nodes specified to ensure the ratio of any two succeeding interval 
lengths was constant. The details of each mesh considered is presented in Table 6.1. 
In Figure 6.6 a comparison is made between Mesh FM2 and mesh used when modelling at the 
same flow rate with high Reynolds number models (Mesh GR 6). It is clear that a considerably 
finer mesh is required when using low Reynolds number models. 
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Mesh Boundary layer No. of elements Spacing on the Total No. of Max. aspect 
thickness (m) on radius length (m) elements ratio 
FM 1 0.0002 30 0.001 300000 5.0 
FM2 0.0002 40 0.001 400000 5.0 
FM3 0.0002 50 0.001 500000 5.0 
Table 6.1 Details ofthe three low Reynolds number meshes considered during the grid refinement 
study 
Wall 
Mesh FM 2 
Axis 
Wall 
Mesh GR 6 
Axis 
Om 0.1 m 
Figure 6.6 A comparison between low and high Reynolds number meshes 
6.5.2.3 Flow field 
Wall functions are not employed when low Reynolds number turbulence models are used. 
Instead the turbulence models are modified to enable the viscous affected region to be resolved 
with a mesh all the way to the wall. With the time available it was only possible to consider 
three of the low Reynolds number models supported by Fluent 5.5 (Fluent, 1998). The first two 
were modifications of the K-E I and K-E 2 modelling configurations described previously. In 
the fully turbulent region the same equations are applied, while in the viscous affected region 
the one equation model of Wolfstein (1969) is applied. The momentum and turbulent kinetic 
energy equations are solved in the same manner, but the turbulent viscosity and turbulent 
dissipation rate are solved using modified equations. The third model considered was proposed 
by Lam and Bremhorst (1981). This is a full low Reynolds number k-€ model in which all of 
the transport equations are integrated to the wall . Further information regarding the low 
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Reynolds number turbulence models that were considered can be obtained from the Fluent 5 
User's Guide (Fluent, 1998). 
The remaining flow field modelling options were based on the study reported in Chapter 5, with 
a brief description presented below. 
• The flow was given the properties of water at 20 °C. 
• The inlet to the domain was specified as a velocity inlet. The inflow velocity was specified 
to be 0.33 mls over the cross section, equating to a Reynolds number of 29040 based on 
mean velocity and pipe diameter. The turbulence parameters, turbulence intensity and 
hydraulic diameter, were set to 4.4 % and 0.088 m respectively. 
• The outlet from the pipe was specified as a pressure outlet. The gauge pressure was left at 
zero and the turbulence parameters were modelled as the velocity inlet. 
• Second order spatial discretization schemes were used throughout, except for the pressure 
velocity coupling which was specified as the SIMPLE scheme. 
• The simulation was performed using the 20 axisymmetric solver and the simulation was 
not stopped until the residuals became constant. 
The simulation time required when using the low Reynolds number models was approximately 
ten times longer than simulation time required when using the high Reynolds number models. 
6.5.3 Grid refinement study 
In all cases the flow field became fully developed around eight metres from the inlet. A 
monitoring line was therefore created between the wall and the axis at this location to record 
variation in the flow properties over the cross section. The flow properties changed only 
slightly between the meshes for each of the turbulence models considered. For illustrative 
purposes the variation in the turbulent viscosity over the cross section for the K-E 1 turbulence 
model configuration is shown in Figure 6.7. Although a truly grid independent solution was not 
reached, all of the predictions could be considered to be within a few percent of a grid 
independent solution. This would be close enough to determine if the predications were 
sufficiently better to justify the extra computational expense. 
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6.5.4 Flow field comparison 
Tn Figure 6.8 a comparison is made between the predictions of axial velocity, turbulent kinetic 
energy, turbulent viscosity and Reynolds shear stress made using the low and high Reynolds 
number turbulence models. Presented alongside the predictions are the measurements of Laufer 
(1954) and Schildknecht et al. (1979). These measurements were used to determine if the flow 
field predictions were improved when using the low Reynolds number models. 
The predictions of axial velocity are shown in Figure 6.8 (a). Near to the wall , r/R > 0.8, the 
predictions made using the low and high Reynolds number versions of the K-E I and K-E 2 
turbulence models were approximately the same. Away from the wall the predictions made 
using the low Reynolds number model under predicted the high Reynolds number model. 
When a comparison was made with the experimental measurements the predictions made using 
the high Reynolds number models could be considered accurate over the whole cross section, 
while the predictions made using the equivalent low Reynolds number models under predicted 
the peak experimental velocity. The prediction made using the Lam and Bremhorst (1981) 
model was approximately the same as the other low Reynolds number models. 
The predictions of the turbulent kinetic energy are shown in Figure 6.8 (b). The predictions 
made using the low and high Reynolds number versions of the K-E 1 and K-E 2 turbulence 
models were noticeably different close to the wall and in the core of the flow. Near to the wall 
the predictions made using the low Reynolds number models more closely represented the 
experimental data, while in the core of the flow the predictions were better when the high 
Reynolds number models were used, although there was still an over prediction of the 
measurements. The prediction made using the model proposed by Lam and Bremhorst (1981) 
was most accurate of the models considered . Close to the wall the experimental conditions are 
modelled well , but there was still an over prediction in the centre of the pipe. 
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The predictions of turbulent viscosity are shown in Figure 6.8 (c). Of the parameters considered 
the predictions of turbulent viscosity showed the largest difference between the low and high 
Reynolds number models. This is of particular interest because it was felt the incorrect 
prediction of turbulent viscosity was one of the reasons why there was a under prediction of the 
measured data. Perhaps surprisingly the predictions made using the high Reynolds number 
versions of the K-E 1 and K-E 2 models more closely represented the experimental data over 
almost the entire cross section. Although a comparison cannot be made with the equivalent 
high Reynolds number version of the Lam and Bremhorst (1981) model, the low Reynolds 
number version of the model did not perform better than the other low Reynolds number models 
considered. 
The predictions of Reynolds shear stress are shown in Figure 6.8 (d). Away from the wall, 
rlR < 0.8, the predictions made by the different models and the experimental measurements are 
approximately the same. Close to the wall the predictions made using the low Reynolds number 
models more closely represented the experimental data, with best predictions made when the 
K-E 1 model was used. 
6.5.5 Conclusion 
This study has shown that the flow field predictions were not the same when using low and high 
Reynolds number turbulence models. In some instances the predictions near to the wall were 
improved when the low Reynolds number models were used, but were often worse than the 
predictions made using the high Reynolds number models in the core of the flow. In particular 
the predictions of turbulent viscosity were considerably worse when the low Reynolds number 
models were used. 
Based on this study it would appear as though the extra computational expense required to use 
the low Reynolds number turbulence models is not of benefit. It should, however, be once 
again noted that this study was limited and that other researchers have shown that low Reynolds 
number turbulence models do provide improved predictions (Martinuzzi and Pollard, 1989). 
With the computational resources currently available it is only feasible to use the low Reynolds 
number turbulence models in two dimensions. This approach would therefore not be 
appropriate when modelling more complex engineering structures where the flow is fully three 
dimensional, such as combined sewer overflows (CSOs), storage tanks or manholes. 
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6.6 Turbulent Schmidt number 
6.6.1 Introduction 
The turbulent Schmidt number, SCI is used to calculate the turbulent mass diffusion in the 
species transport equations. In the studies in earlier chapters the turbulent Schmidt number was 
left at the default setting of 0.7 throughout the domain. In Chapter 2 this was shown to one of 
many approaches that have been proposed for representing the parameter. 
A series of tests were conducted to assess the impact on the species transport models predictions 
of solute transport of using some of the other approaches. In Section 6.6.2 consideration is 
given to other homogeneous values that have been proposed, while in Section 6.6.3 the spatial 
variations proposed by Rotta (1964) and Koeltzsch (2000) are considered. It is not possible to 
implement a spatial variation directly in Fluent 5.5. An alternative approach was therefore 
devised. A description of the approach and the subsequent validation is presented in Section 
6.6.3.1 
6.6.2 Homogeneous turbulent Schmidt number 
The predictions of solute transport reported in Chapter 3 and in Section 6.2 were made using a 
homogeneous value of 0.7 for the turbulent Schmidt number. In order to assess how sensitive 
the predictions of solute transport were to the choice of turbulent Schmidt number three further 
tests were conducted using values of ScI = 0.5, 1.0 and 1.5. These constitute the range of values 
that have been proposed for this type of flow. The tests were conducted at 2 lis and were based 
on the flow field that was previously developed using the K-E 1 turbulence model. A 
description of the modelling options used to develop the flow field is presented in Chapter 5. 
With the exception of the turbulent Schmidt number, the same species transport modelling 
options were used, these are described in Section 6.2.3.2. 
The predicted longitudinal dispersion coefficient for each of the tests is shown in Table 6.2, 
while Figure 6.9 shows the temporal profiles recorded at the outlet from the pipe. The 
dispersion of the tracer was significantly affected by the choice of the turbulent Schmidt 
number. As would be expected there was a linear relationship, with less dispersion occurring 
when the turbulent Schmidt number was small. 
Test No. Turbulent Molecular diffusion Longitudinal dispersion % difference 
Schmidt No. coefficient (m2/s) coefficient (m2/s) from Sch-1 
Sch-1 0.7 1 x 10.10 0.00337 
-
Sch-2 0.5 1 x 10.10 0.00245 
-27% 
Sch-3 1.0 1 X 10.10 0.00475 +41 % 
Sch-4 1.5 1 x 10.10 0.00707 + 110 % 
Table 6.2 Variation in dispersion coefficient with homogeneous turbulent Schmidt number 
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Figure 6.9 The variation in the temporal profile recorded at the outlet 
6.6.3 Spatially variation in the turbulent Schmidt number 
6.6.3.1 Implementing a spatial variation 
By default it is only possible to define a homogenous value for the turbulent Schmidt number in 
Fluent 5.5. Following a personal correspondence with a member of the Fluent staff (Harwood, 
2002) an approach was devised that might enable a spatial variation to be implemented. A 
description of the method adopted and the process of validation is presented below. 
The turbulent Schmidt number and the turbulent vi cosity are used to determine the turbulent 
mass diffusion in the species transport equation, Equation 2.35. The molecular and turbulent 
mass diffusion terms are then combined to give the total mass diffusion . In Fluent 5.5 it is 
possible to spatially vary the molecular diffusion coefficient via a user defined function (udf). It 
was proposed that a spatial variation in the turbulent Schmidt number could be implemented by 
specifying appropriate values for the spatial variation in the molecular mass diffusion term. 
To confirm that the approach was appropriate two tests were performed in which the spatial 
variation in the molecular diffusion coefficient was defined to mimic the predictions made using 
a different homogeneous turbulent Schmidt number to the one specified. With the exception of 
the molecular diffusion coefficient and the turbulent Schmidt number the tests were conducted 
using the same flow field and species transport modelling options that were described in Section 
6.6.2. The homogeneous turbulent Schmidt number was specified to be 0.5 and 1.0 throughout 
the domain. The spatial variation in the molecular diffusion coefficient was then modified to 
make the total mass diffusion at each cell centre equal to the total mass diffusion that would 
have been obtained if the turbulent Schmidt number had been specified as 0.7 . 
Table 6.3 compares the dispersion coefficients obtained using the above method with the 
predictions made using the default setting of Sch- \ , which was what they were attempting to 
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mimic. The difference between the predictions is negligible, less than 2 %. This demonstrates 
that the proposed method was appropriate to use. 
Test No. Turbulent Molecular diffusion Longitudinal dispersion % difference 
Schmidt No. coefficient (m2/s) coefficient (m2/s) from Sch-1 
Sch-1 0.7 1 x 10.10 0.00337 -
Sch-5 0.5 Spatial variation to represent 0.00344 +2% Sch-1 
Sch-6 1.0 Spatial variation to represent 0.00332 -1 % Sch-1 
Table 6.3 Results of tests Sch-l, Sch-5 and Sch-6 
6.6.3.2 Test results 
Two further tests were conducted to assess how the predictions of solute transport would have 
be affected by the use of a non homogeneous turbulent Schmidt number. The spatial variations 
considered were based on the proposals made by Rotta (1964) and Koeltzsch (2000). With the 
exception of the molecular diffusion coefficient and the turbulent Schmidt number the tests 
were conducted using the same flow field and species transport modelling options that were 
described in Section 6.6.2. These parameters were defined using the method described above. 
The results of the study are shown in Table 6.4. Both of the spatial variations show a larger 
dispersion coefficient than the one obtained when a homogeneous value of 0.7 was used for the 
turbulent Schmidt number. The increase would bring the predicted dispersion coefficient very 
closely in line with the reanalysed Guymer and O'Brien (2000) data presented in Figure 6.5. 
Test No. Turbulent Molecular diffusion Longitudinal dispersion % difference 
Schmidt No. coefficient (m2/s) coefficient (m2/s) from Sch-1 
Sch-1 0.7 1 x 10.10 0.00337 
-
Sch-7 0.7 
Spatial variation to represent 
0.00414 +23% Sc, = Rotta (1964) 
Sch-8 0.7 
Spatial variation to represent 
0.00401 + 19% Sc, = Koeltzsch (2000) 
Table 6.4 Results of tests Sch-l, Sch-7 and Sch-8 
6.6.4 Conclusion 
This study has demonstrated that the species transport models predictions of solute transport in 
a pipe are extremely sensitive to the value of the turbulent Schmidt number selected. This is 
unfortunate because there is not a general consensus over the form the turbulent Schmidt 
number should take. -Depending upon the approach followed this study has shown that a closer 
match may be made between the predictions of solute transport and the measurements of 
Guymer and O'Brien (2000). However, further research would be required to categorically 
determine if these approaches are more appropriate to use. 
188 
Others have shown the predictions of solute transport to be less sensitive to changes in the 
turbulent Schmidt number when modelling flow through channels or rivers. This suggests it 
may be less critical to select the correct value when considering other types of large engineering 
structures. 
6.7 Modelling the upstream conditions 
6.7.1 Introduction 
The final option to be considered in attempting to understand the cause of the differences 
between the measured and simulated dispersion coefficients was how accurately the crD model 
represented the experimental test facility used by Guymer and O'Brien (2000). The pipe 
roughness was estimated in Chapter 2 and it was feIt the value could not be improved upon by 
further consideration. It was also felt that the pipe diameter was modelled correctly. In the 
previous tests the assumption had been made that the flow was fully developed before the first 
measurement position. Guymer and O'Brien (2000) did not mention the upstream conditions, 
but more information about the test facility is presented in O'Brien (2000). Upstream of the 
first measurement position was a straight pipe 1.9 m or 22 D in length. Further upstream was a 
series of shorter pipe sections connected by 90 0 bends The assumption that the flow field was 
fully developed in unlikely to be correct as the distance from the first measurement position to 
the previous bend was less than the general accepted guidelines of at least 50 D to obtain 
uniform flow conditions (Massey, 1997). Three further simulations were therefore undertaken 
to assess the impact on the flow field (and hence the prediction of the longitudinal dispersion 
coefficient) of simulating part of the upstream network. 
With the time available it was only possible to consider one flow rate. Due to the limitations of 
the available computational resources the study was conducted at 2 lis, the lowest flow rate 
considered by Guymer and O'Brien (2000). Details of the flow field and species transport 
modelling options used in the study are presented below. 
6.7.2 Modelling options 
6.7.2.1 Geometry 
This investigation required full 3D simulations to be undertaken. It would not have been 
practical to model the whole upstream network due to its size and complexity; it would also not 
significantly enhance the results. Focus was therefore given to the pipe sections directly 
upstream of the measurement positions as these will be most critical in altering the flow field. 
A detailed description of the upstream conditions is not presented in Guymer and O'Brien 
(2000) or in O'Brien (1999). An approximate description was, however, obtained through 
personal conversation with Saiyudthong and Osborne (2002). Details of the model geometry 
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used in the study are presented in Figure 6.10 . As with the previous studies the diameter of the 
pipe was specified to be 88 mm. 
0.9m 
Inlet l 
2m 
0.55m 
Monitoring region 
10 m (only 5 m shown) 
y 
Inlet l 
rl--------------------------
.-- ........................................... ... 
Outlet 
z~ 
Figure 6.10 The model geometry 
6.7.2.2 Mesh 
2m 
The mesh was designed around the conclusions of previously reported work. In parametric test 
five reported in Chapter 3 the flow field and species transport predictions were the same when 
using the three dimensional mesh and the equivalent two dimensional mesh . The two 
dimensional meshes were subsequently shown to be grid independent for the fully developed 
flow conditions considered in Chapter 5. With the time available it was not possible to conduct 
a further grid refinement study for the new configuration. It was therefore decided to base the 
design of the new mesh configuration on the denser of the two three dimensional meshes 
considered, mesh number eight, as this would provide a degree of flexibility. A brief 
description of the modelling options used is presented below: 
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• The size of the boundary layer cell was fixed at 0.0035 m throughout as this produced ay' 
value of30 in fully developed flow. 
• 44 elements were placed on the circumference, creating a face mesh with 215 elements. 
• The interval spacing on the straight pipe sections was set to 0.006 m, while at the bends the 
interval spacing was modified on the inner and outer radius to reduce the maximum aspect 
ratio. 
• The domain was meshed using the Cooper volume meshing scheme, creating 490630 
individual elements. The maximum aspect ratio was 5.7 at the bends of the pipe, but the 
majority, 99 %, were within the accepted guidelines of between I and 1.8. 
6.7.2.3 Flow 
The flow field modelling options were based on the flow field study reported in Chapter 5. A 
brief description of the modelling options used is presented below. 
• The flow was given the properties of water at 20°C. 
• The inlet to the domain was specified as a velocity inlet. The inflow velocity was specified 
to be 0.33 mls over the cross section, while the turbulence parameters, turbulence intensity 
and hydraulic diameter, were set to 4.4 % and 0.088 m respectively. 
• The boundary layer was modelled using standard wall functions. The roughness height was 
set to 8 x 10-5 m and the roughness constant to 0.5. 
• The outlet from the pipe was specified as a pressure outlet. The gauge pressure was left at 
zero and the turbulence parameters were specified to be the same as the velocity inlet. 
• Second order spatial discretization schemes were used throughout, except for the pressure 
velocity coupling which was specified as the SIMPLE scheme. 
• The same three high Reynolds number turbulence modelling configurations were 
considered that were used previously, namely K-E 1, K-E 2 and RSM 4. 
• The simulation was not stopped until the residuals became constant. 
6.7.2.4 Species transport model 
In each of the tests the tracer was introduced into the pipe from the velocity inlet for 1.2 
seconds. The tracer was then tracked through the domain until the concentration left in the pipe 
was zero. Ten monitoring positions were created at one metre intervals between z =1 m to 
z = 10m, and a further position at z = 4.7 m. At each monitoring location the change in the 
average mass fraction of dye with time was recorded. 
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The simulations were performed using the uncoupled, or cold processing technique. The second 
order implicit scheme was used for the temporal discretization and the second ordcr upwind 
scheme for the spatial discretization. The convergence criteria for the species transport 
equations were set to I xl 0-3, with a maximum of 20 iterations per time step. The time step was 
set to 0.01 s, which was less than the value found to give time step independence. 
The physical properties of the tracer were specified to be the same as the primary water phase. 
The molecular diffusion coefficient was specified to be 1 x 10-10 m2/s and the turbulent Schmidt 
number was left at the default setting of 0.7 throughout the domain. 
The longitudinal dispersion coefficient was calculated between each monitoring position using 
the temporal moment analysis reported in Chapter 3. 
6.7.3 Results and discussion 
Consideration was first given to assessing whether the flow properties were fully developed 
before the first measurement position. Five streamwise monitoring lines were created parallel to 
the monitoring region at the locations shown in Figure 6.11. At intervals along the line the x, y 
and z velocities were recorded. 
The velocities for the flow field created using the K-E I turbulence modelling configuration are 
shown in Figure 6.12. The first measurement position in the laboratory tests was at z = 2 m. 
The plots suggest the flow field may not fully developed before this location, and may not have 
been even fully developed before the outlet, 10m after the last bend. Similar trends are also 
shown for the flow fields created using the other turbulence models . 
• 
40mm 
Line 5 Line 1 
.~ .. ~-----
40mm 40mm 
40mm 
Line 4 
• 
Figure 6.11 A cross section through the pipe showing the location of the monitoring lines 
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Figure 6. 12 The variation in thex,y and z velocities 
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The dispersion coefficients calculated between the monitoring position for the three turbulence 
models considered are shown in Figure 6.13. The coefficient is not stable along the length f 
the pipe, a reflection of the changing flow field. Close to the bend the coefficient i low. Thi 
may be the result of the high transverse and vertical velocities red ucing the longitudinal mixi ng. 
A peak value is reached 3 - 4 m from the inlet. The dispersion coefficients then reduce and 
converges towards the values calculated in Section 6.2. Thi occurs because the flow field i 
getting closer to being fully developed flow. 
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Figure 6.13 The variation in the dispersion coefficient with distance from the la t bend 
Monitoring positions were created over the cross section at z = 2 m and z = 4.7 m, replicating 
the locations used in the experiments of Guymer and O ' Brien (2000). Table 6.5 compare th 
dispersion coefficients calculated between these locations with the coefficients ca lculated u ing 
fully developed flow conditions in Section 6.2. In all cases there is an increase in the disper ion 
coefficient when the upstream flow conditions are modelled. The largest change occur wh n 
the K-E 2 turbulence model was used, an increase of23 %. The developing flow prediction ar 
closer to the laboratory data, again suggesting that the experimenta l flow field wa not fully 
developed before the first measurement position. 
Turbulence model Longitudinal dispersion coefficient (m 2/s) 
Fully developed flow Developing flow 
K-E 1 0.00337 0.00381 (+ 13 %) 
K·E 2 0.00387 0.00476 (+ 23 %) 
RSM4 0.00387 0.00414 (+ 7 %) 
Table 6.5 The dispersion coefficients calculated using fully developed now conditions and the 
modified upstream boundary condition 
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6.7.3.1 Conclusion 
This study has demonstrated that the flow conditions may have not been stable by the first 
measurement position in the laboratory experiments, and that it would therefore be more 
appropriate to model the upstream conditions in future tests. However, all of the results should 
be viewed in the light that a full grid independence study was not conducted and that the y' 
values went beyond the recommended range of30 < y+ < 60 at, and close to, the bends. 
This study has highlighted sensitivities to boundary conditions that are equally valid in complex 
three dimensional structures as well as the comparatively simple pipe flow case considered here. 
Stovin (1996), for example, showed that the observed asymmetric circulations that were 
observed in a storage chamber were not replicated in her CFD model until the asymmetries 
thought to be present in the inlet flow were represented in the model's boundary conditions. 
6.8 Conclusion 
This chapter reported on a study that was conducted to determine the accuracy of the species 
transport models predictions of solute dispersion in a pipe. In Section 6.2 a comparison was 
made between model predictions and the measurements reported by Guymer and O'Brien 
(2000). Three underlying flow fields were considered at each flow rate, each based on a 
different turbulence model. In each case the predictions increased linearly with flow rate, 
demonstrating that they were robust. Although all the predictions showed the same qualitative 
trends as the measurements there were significant quantitative differences, with a constant under 
prediction when compared with the measurements. 
In an attempt to understand the cause for these quantitative differences consideration was given 
to assessing both the accuracy of the reported values and to the appropriateness the modelling 
assumptions/simplifications that were made, namely the use of high Reynolds number 
turbulence models, a homogenous value of 0.7 for the turbulent Schmidt number and whether or 
not the flow was fully developed before the first measurement position. These studies were 
reported in Sections 6.4 to Section 6.7. 
• When the measured data was reanalysed using an alternative method the dispersion 
coefficients obtained were not the same as those presented by Guymer and O'Brien (2000), 
demonstrating a sensitivity in the choice of technique. The reanalysis process also 
demonstrated a significant range in the coefficients obtained from the repeat tests, which 
was not possible to obtain from the previous method. Although the numerical predictions 
still under predicted the reanalysed values at 5 and 10 l!s the difference between them was 
less and all the predictions were within one sample standard deviation ofthe average value. 
• A comparison was made between the flow fields predicted using the low and high Reynolds 
number turbulence models and the flow field measurements of Laufer (1954) and 
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Schildknecht et al. (1979). Although some improvements were shown near to the wall, the 
overall flow field predicted using the low Reynolds number models where not an 
enhancement. 
• The default homogeneous value of 0.7 was used for the turbulent Schmidt number in the 
initial comparisons. This is just one approach that has been proposed for representing this 
parameter. Consideration was therefore also given to three other homogenous values, and 
to two spatial variations that have also been proposed. A spatially variation cannot be 
implemented directly into Fluent 5.5, so an alternative method was developed to do this. 
The predictions made of dispersion coefficient were found to be extremely sensitive to 
turbulent Schmidt number, and depending upon the approach chosen, the predictions were 
greater or less than the experimental values. 
• During the initial comparison the assumption was made that the flow field was fully 
developed upstream of the first monitoring position. To test the appropriateness of this 
assumption a section upstream of the monitoring positions was simulated. This study 
demonstrated that the flow conditions may not have been fully developed before the first 
monitoring position in the laboratory experiments and that consequently the dispersion 
predictions were improved when the upstream conditions were correctly modelled. 
Limitations in the perceived accuracy of the laboratory data set mean no absolute measure of 
simulation accuracy has been presented. However, the model's ability to correctly replicate the 
trend in dispersion coefficient as a function of discharge, and the closeness of the predicted 
values to the reanalysed data, both provide confidence in the use of this approach. 
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7 Conclusions and suggestions for 
further work 
7.1 Introduction 
The quality aspect of sewer discharges has become an important issue in recent years due to the 
tightening of environmental constraints. Field studies have shown that the majority of the 
pollutant load is transported as solutes, or as fine sediments that are in suspension. Models that 
predict the travel time, and in some instances the dispersion, of these pollutants are becoming 
increasingly used. Appropriate values need to be assigned for the different components of the 
urban drainage system when the dispersion is accounted for, but at present there is only limited 
guidance for how to do this. Laboratory and field measurements have been made, but the 
findings are often case specific and lack generality. It is clear that a more versatile approach 
would be desirable. 
Previous studies have demonstrated that computational fluid dynamics (CFD) may be used to 
predict the transport of a solute. Most of these studies modelled the movement of a solute 
through relatively complex flows, with any discrepancies between the predicted and measured 
values being attributed to the complexity of the flow and to the simplifying assumptions that 
were required. The aim of this study was to determine whether CFD could be used to 
accurately predict the movement of a solute in a straightforward flow, specifically fully 
developed pipe flow. 
To attain this aim, two alternative transport models were evaluated; the discrete phase model 
and the species transport model. In order to address the lack of validation apparent in previous 
studies, both the flow field and dispersion predictions were compared with published data. 
Detailed conclusions have already been presented at the end of each chapter. The following 
section therefore focuses on the key outcomes of the thesis. In Section 7.3 the modelling 
methodology that was developed during the study is presented, and suggestions for further work 
are outlined in Section 7.4. 
7.2 Conclusions 
• Two approaches to modelling the transport of a solute have been evaluated, namely the 
species transport model and the discrete phase model (also called the particle tracking 
mode\). Feasibility and parametric studies were undertaken because the guidance available 
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for using these models to predict the transport of a solute is limited, and in some instances, 
contradictory. These studies are believed to be the most comprehensive undertaken to date 
in the context of fully developed pipe flow. 
• Species transport model parametric study - In this study 6 modelling options were 
evaluated and over 100 separate tests conducted. The predictions were found to be 
sensitive to the choice of the spatial and temporal discretization scheme, and to the size 
of the time step. However, the options that resulted in robust predictions for both the 
mean travel time and dispersion were identified. 
• Discrete phase model parametric study - In this study 7 modelling options were 
considered during 35 tests. It was shown that the model was computationally efficient 
and that consistent predictions were attainable. However, the prediction of the mean 
travel time was inaccurate. For this reason the discrete phase model was eliminated 
from subsequent investigations. 
• The data set of Guymer and O'Brien (2000) was identified as appropriate for validation of 
the species transport model's dispersion predictions. The data set contains detailed 
measurements of solute dispersion through a 0.088 m diameter straight pipe over a range of 
discharges between 2.1 and 10.3 lIs. The first part of the val idation study focused on the 
flow field, as it was essential to demonstrate that this was accurate prior to the assessment 
of the species transport model. 
Flow field parametric studies and validation 
• The most appropriate modelling options were identified in order to represent the 
experimental flow conditions. This was achieved through a consideration of the 
system being modelled, a grid refinement study, and two parametric studies that 
evaluated the impact of the discretization schemes and turbulence models on the flow 
field. 
• The Guymer and O'Brien data set was restricted to dispersion observations, with the 
information on the underlying flow field being too limited to facilitate validation. For 
this reason, three further data sets (Laufer, (1954); Lawn, (1971); Schildknecht et a/.
J 
(1979» were identified for comparison with the simulation results. Comparisons were 
made with the measurements of axial velocity, turbulent kinetic energy, turbulent 
dissipation rate, Reynolds shear stress, turbulent viscosity and where appropriate the 
axial, radial and tangential fluctuating velocity components. 
• Ten high Reynolds number turbulence model configurations were evaluated at 2 lIs, 
and three of the models at 5 and 10 lis. This set of comparative simulation data is 
believed to be unique in the context of pipe flow modelling. 
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• With the exception of the turbulent viscosity, the simulated flow fields showed the 
same qualitative and quantitative trends as the measurements. However, the incorrect 
prediction of turbulent viscosity was judged to be a significant concern because the 
turbulent viscosity is used to calculate the turbulent mass diffusion in the species 
transport model. The comparisons also revealed that no one specific turbulence model 
was clearly superior to the others. 
Validation of the species transport model's dispersion predictions 
• The species transport model was utilised to predict the transport of a solute at three 
flowrates (2, 5 and 10 Us). At each flow rate three different flow fields were 
considered, each relating to a different turbulence modelling configuration. 
• The predicted variation in longitudinal dispersion coefficient with discharge showed 
the same linear trend as the theoretical equation proposed by Taylor (1954). However, 
the simulated data consistently under predicted the measured (Guymer and O'Brien) 
values. 
• The work presented in Hrenya et al. (1998) suggested that the difference was not solely 
caused by the incorrect prediction of turbulent viscosity. Consideration was therefore 
given to assessing both the accuracy of the laboratory data and the appropriateness of 
the modelling assumptions/simplifications that were made. 
• Reanalysis of the measured data revealed that the value of dispersion coefficient 
obtained was sensitive to the choice of analysis technique. 
• Tests conducted using low Reynolds number turbulence models revealed that, 
although the near wall flow field was in some instances improved, the overall 
flow field predictions were not better. 
• The predictions were found to be extremely sensitive to the turbulent Schmidt 
number. 
• The assumption of fully developed flow in the laboratory experiments was 
questioned when the results of simulations incorporating a section of the 
upstream pipe network were evaluated. 
The reanalysis of the laboratory data, and modelling refinements highlighted above 
tended to align the simulation results more closely with the experimental data and 
justifies the use and further development of the approach. 
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Summary 
• During the thesis it has been demonstrated that CFD may be used to accurately represent 
the conditions of fully developed turbulent flow in a straight pipe. It has also been 
demonstrated that CFD may be used to produce robust predictions of solute transport under 
these flow conditions. This is believed to be a unique contribution. 
• The general methodology that was developed during this study is presented in Section 7.3. 
Highlighted below are some of the practical engineering applications to which the 
methodology may be applied. Suggestions for how it could be extended to other urban 
drainage structures are presented in Section 7.4. 
• To predict the transport of contaminants through the drinking water supply chain or 
sewer system. 
• To quantify the quality impacts of intermittent discharges to the sewer system, such as 
effluents discharged from the food industry. 
• To determine the residence time of pollutants in a variety of contexts. 
• To predict the mixing effects in tidal sewer systems. 
7.3 Simulation methodology 
The main practical engineering outcome from this research is a recommended methodology for 
which to model the transport of a solute through a pipe using CFD. The methodology is 
presented in the form of a flow chart in Figure 7.1. The modelling options that were found to 
give robust predictions are highlighted in Section 3.4 and Section 5.7. 
The methodology presented in Figure 7.1 is applicable not only to a pipe flow but to flow 
through all types of engineering structures. The flow field and species transport modelling 
options that were found to be appropriate for pipe flow are, however, not universal and will 
require case-by-case adjustment. There is limited guidance on how to identify modelling 
options in a specific context, and many of the published studies have failed to explicitly 
document the options that were employed. Nevertheless the need to ensure grid and time step 
independent solutions and the need to correctly model significant flow features (e.g the 
upstream conditions) are relevant in all studies. 
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Figure 7.1 Proposed simulation methodology 
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7.4 Suggestions for further work 
It is the author's opinion that there are two key directions for future work. The first would be to 
refine the current study and the second would be to apply the methodology that has been 
developed to other urban drainage structures. A number of topics that could be considered for 
further investigation are outlined below. 
7.4.1 Extension of the current study 
• It is not possible to detennine the accuracy of the predictions of solute dispersion in a pipe 
with the data that is currently available. New data sets should therefore be collected in 
which details of the full experimental configuration are presented along with detailed 
measurements of key flow properties. This study also highlighted differences in the 
approaches used to analyse measured data. The most appropriate technique should 
therefore be identified and utilised. 
• During the feasibility study the mean travel time of the tracer was shown to be incorrect 
when using the discrete phase model. This approach is, however, more computationally 
efficient than the species transport model and would therefore be of benefit when 
considering larger structures. Future work should determine why this error occurred and 
provide a solution. 
• At this time it is not possible to identify the most appropriate value for the turbulent 
Schmidt number. This is of importance because it is used in the species transport model to 
calculate the turbulent mass diffusion. Future work should therefore be conducted to 
detennine the spatial variation in this parameter over the boundary layer. 
• The study demonstrated that, with the exception of the turbulent viscosity, the flow field 
predictions were reasonably accurate. Future studies should therefore try to improve the 
predictions of turbulent viscosity, perhaps by altering the constants used in the turbulence 
models or by using low Reynolds number models. This, however, may be a limitation 
inherent within all CFD code. It is felt that when modelling large urban drainage structures 
the importance of the near wall modelling and the turbulent Schmidt number may be less. 
7.4.2 Application of the methodology to urban drainage structures 
• This study has developed a robust methodology with which to predict the flow field and 
transport of solutes or fine particles though a pipe. It is proposed that a similar approach 
will be valid for modelling dispersion in other types of urban drainage structures. The 
fonnulation of a simulation methodology is of interest because there is only limited advice 
available at the current time. This aim could be achieved by using the work reported in this 
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thesis as a basis and progressively increasing the level of modelling complexity. Presented 
below is a progression of flow types and relevant urban drainage structures that the author 
feels it would be appropriate to use 
• Flows with a free surface (e.g. partially filled pipes or channels) 
• Flows in which the cross sectional area changes (e.g. storage tanks or manholes) 
• Flows with multiple inlets/outlets (e.g. CSOs) 
• When extending the study to consider other urban drainage structures, detailed flow field 
and solute transport measurements would be required. In some instances comprehensive 
measurements are available, such as solute transport through a manhole (O'Bricn, (1999); 
Dennis, (2000); Saiyudthong, (in press» whilst in others new measuremcnts will be 
required. 
• To date the work has been restricted to simulations in which the discharge was constant, yet 
the importance of transient flows in the sewerage system is well known. It would therefore 
be of interest to explore the impact of time varying flows, particularly in respect to 
optimising the design ofCSOs. 
7.4.3 Other points of interest 
• Further work could explore the use of the dispersion coefficient as a means of validating the 
numerical flow field. This would be of particular benefit when no other measurements are 
available for validation. 
• This study has highlighted the types of issues that will be relevant in any type of CFD 
modelling (e.g. grid independence and choice of turbulence model). The way in which the 
parametric studies were conducted could be used as a template for future work aimed at 
applying CFD in similar contexts (e.g. in sewer chemical transformations or sediment 
transport prediction). 
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