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Effect of Carouseling
on Angular Rate Sensor Error Processes
Jussi Collin, Member, IEEE, Martti Kirkko-Jaakkola, Member, IEEE, and Jarmo Takala, Senior Member, IEEE
Abstract—Carouseling is an efficient method to mitigate the
measurement errors of inertial sensors, particularly MEMS
gyroscopes. In this article, the effect of carouseling on the most
significant stochastic error processes of a MEMS gyroscope, i.e.,
additive bias, white noise, 1/f noise, and rate random walk, is
investigated. Variance propagation equations for these processes
under averaging and carouseling are defined. Furthermore, a
novel approach to generating 1/f noise is presented. The exper-
imental results show that carouseling reduces the contributions
of additive bias, 1/f noise, and rate random walk significantly
compared to plain averaging, which can be utilized to improve
the accuracy of dead reckoning systems.
Index Terms—gyroscopes, microelectromechanical systems,
noise generators, stochastic processes, 1/f noise
I. INTRODUCTION
MEMS gyroscope (gyro) technology has developedrapidly during the past years, and MEMS gyros have
now been shown to be able to perform even high-precision
tasks such as gyrocompassing (i.e., North seeking by ob-
serving the Earth’s rotation rate) [1]–[3]. The small physical
size, power consumption, and batch manufacturing cost make
MEMS gyros ideal for a variety of applications in, e.g., land
vehicles and mobile devices.
The key to high accuracies is sophisticated compensation of
measurement errors which exhibit significantly more variations
on MEMS gyros than in the case of, e.g., optical sensors.
Common strategies are error model calibration when the true
rotation is known (usually zero) [4], [5] and deliberately
altering the orientation of the sensitive axis of the gyro in
order to separate measurement errors from the input signal.
Intentional slewing of the gyro has two main approaches: the
sensor can be either rotated continuously, which is referred
to as carouseling, or it can be rotated at specific discrete
intervals (often 180◦), which is known as indexing [6], [7]. In
the literature, the terms maytagging and two-point carouseling
are also used for indexing. Turntables are commonly used
for offline calibration of inertial measurement units (IMUs),
e.g., [8], but in this article, we study IMU rotations that are
applied during the actual measurement.
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Rotating IMUs have been studies already since the
1960s [9], and much research has been focused on high-
quality sensors. However, MEMS gyros whose measurement
errors are less stable than those of, e.g., ring laser gyros, can
benefit even more from IMU slewing because the fluctuating
error processes are significantly more difficult to estimate. Sig-
nificant improvements in pedestrian dead reckoning obtained
using a foot-mounted rotating IMU have been reported [10],
although the test setup was too cumbersome for real-life use.
However, a dedicated rotating system is not always necessary,
e.g., if the IMU is mounted at the wheel of a land vehicle [11].
The studies of carouseling and indexing errors have been
mostly investigating common inertial navigation error states
such as biases and scale factors [12]–[15]. In contrast, this
article studies the stochastic error components in the output of
a MEMS gyro and analyzes their variance propagation under
carouseling in comparison with non-carouseled averaging. In
addition to MEMS sensors, the results are relevant for other
types of rate sensors where non-stationary noise processes
cause significant errors after integration over time.
Among the possible error processes in the output of a
MEMS gyro is 1/f (flicker) noise whose name originates from
its power spectral density. 1/f noise is a long-memory process
and is nontrivial to synthesize [16]–[21]. In this article, we
both use the fractional integral model of 1/f noise [22] and
propose a novel approach to generating noise with constant
Allan variance at certain averaging times. Synthetic 1/f noise
can be used to simulate not only MEMS gyros but also, e.g.,
transient circuits [23] or other phenomena where 1/f noise is
encountered [24], [25].
This article is organized as follows. The stochastic processes
used for modeling the most important error processes in the
output of MEMS gyros are defined in Section II, followed
by carouseling analysis in Section III. A novel approach of
synthesizing noise with constant Allan variance is presented
in Section IV, and experimental validation is carried out in
Section V. Finally, Section VI concludes the article.
II. ERROR PROCESS MODELS
In this section, the models used for different error compo-
nents in the output of angular rate sensor are described. These
process models are chosen based on [26]. Similar models
have been employed, e.g., in [27] except for that 1/f noise
was not considered in [27]. Errors that are dependent on the
input signal magnitude (scale factor errors) are neglected in
the following discussion.
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A. Additive Bias
The additive bias b is modeled as a random constant;
therefore,
bt = bt−1. (1)
It would be possible to embed the bias in other error processes,
but in this article, other error processes are treated as zero-
mean.
B. White Noise
White noise, often called angular random walk in the con-
text of gyroscopes, is a random process where the samples are
mutually independent. It is assumed that the process has zero
mean and a constant variance σ2WN. Many factors contribute
white noise to the sensor output. For instance, quantization
noise is white, and so is thermal noise.
C. Rate Random Walk
Rate random walk (RRW) is the sum of independent and
identically distributed, zero-mean increments, modeled as
rt = rt−1 + qt (2)
where q1, q2, . . . constitute a white noise process with vari-
ance σ2q . It can be seen that RRW is a Markov process, i.e.,
memoryless: the value rt does not depend on other previous
or future realizations of the process than rt−1. An important
source of RRW are changes in the temperature of the sensor.
Other than that, RRW is caused by, e.g., aging of the sensor
element.
D. 1/f Noise
In this article, 1/f noise is modeled as a fractional integral
of a white noise sequence. Assuming a degree of integra-
tion 0 < d < 1, 1/f noise is modeled in discrete time as [28]
ft =
t∑
i=1
Γ (t− i+ d)
Γ (t− i+ 1)Γ(d)
wi (3)
where w1, w2, . . . are white noise with variance σ2w and
Γ denotes the gamma function. As opposed to RRW, 1/f
noise is a long-memory process [29]. Although encountered
in various contexts, its physical origin is unknown [25].
III. GYROSCOPE CAROUSELING
In this article, the concept of carouseling is defined as
follows; a schematic is shown in Fig. 1. Consider two gyros
with sensitive axes x and y aligned perpendicular to each
other. In carouseling, these sensors are intentionally rotated
on the plane defined by the sensitive axes, and the measure-
ments ωx and ωy—deteriorated by biases, noise, and other
imperfections—are used to estimate the true angular rate ω
about a fixed “virtual” axis φ = 0 on the plane of the sensitive
axes. The outputs of the gyros are combinations of the angular
rate of interest ω and the angular rate about the axis φ = 90◦,
denoted here by ω⊥:
ωx = −ω sinφ+ ω
⊥ cosφ+ ǫx (4a)
ωy = ω cosφ+ ω
⊥ sinφ+ ǫy (4b)
Fig. 1. Schematic of gyroscope carouseling
where ǫx and ǫy denote additive sensor measurement errors
as a superposition of the error processes defined in Section II.
The instantaneous angular rate at the orientation of interest is
then estimated as
ω̂ = −ωx sinφ+ ωy cosφ = ω + ǫ˜; (5)
the angular rate ω̂⊥ about the axis perpendicular to the axis
of interest could be computed in a similar manner, but, in this
article, we focus on the analysis of a single axis of interest.
Since the sensors can only be sampled at discrete intervals,
only discrete values of the carouseling angle φ need to
be considered. In the analysis presented in this article, we
assume a uniform carouseling rate with period T seconds
and a uniform sensor sampling frequency N/T hertz for an
integer N . We will focus on the average angular rate during
the tth carouseling revolution which is estimated as
ωt =
1
N
N∑
i=1
− ωx
(
(t− 1)T + i
T
N
)
sin
2πi
N
+ ωy
(
(t− 1)T + i
T
N
)
cos
2πi
N
.
(6)
In this section, the effect of carouseling on the measurement
errors present in ωx and ωy is studied in terms of the stochastic
processes defined in Section II. Comparison is made to a single
gyroscope that is not carouseled, i.e., whose measurements are
directly averaged over intervals of T seconds.
A. Additive Bias
For simplicity, consider only the behavior of one of the two
(physical) gyros during a carouseling revolution. In continuous
time, it is obvious that carouseling cancels the bias because∫ 2pi
0
b sinφ dφ = 0 (7)
and the same applies to the other gyro with cosine coefficients.
Fortunately, this is the case in discrete time as well under the
assumption that the sampling rate is uniform and an integer
multiple of the carouseling frequency. Consider the sum
1
N
N∑
i=1
b sin
2πi
N
=
b
N
N∑
i=1
sin
2πi
N
. (8)
Using Euler’s formula, the sum can be interpreted as the
imaginary part (or the real part in the case of cosine terms) of
3the sum of N roots of unity which is well known to be zero
for all N > 1. In contrast, it is clear that direct averaging has
no influence on the constant additive bias.
B. White Noise
Averaging uncorrelated noise obviously decreases its vari-
ance. Computing the variance of the carouseled angular esti-
mate yields
varωt =
1
N2
N∑
i=1
σ2WN sin
2 2πi
N
+ σ2WN cos
2 2πi
N
=
σ2WN
N
(9)
which is equal to the variance of the directly averaged white
noise sequence. Therefore, carouseling does not have advan-
tages over direct averaging in terms of white noise.
C. Rate Random Walk
In order to analyze the joint distribution of two consecutive
carouseling revolutions, define the N × N lower triangular
cumulative sum matrix
R =

1 0 · · ·
1 1
.
.
.
.
.
.
.
.
.
.
.
.
 , (10)
and partition the corresponding 2N × 2N cumulative sum
matrix as
R2 =
[
R O
I R
]
(11)
where O and I denote N × N matrices of zeros and ones,
respectively. Also define the integrator vector
1 =
1
N
[
1 1 · · ·
]T
∈ R
N , (12)
and the carouseling coefficient vectors
s =
1
N
[
sin 2π 1
N
sin 2π 2
N
· · · sin 2π
]T
c =
1
N
[
cos 2π 1
N
cos 2π 2
N
· · · cos 2π
]T
.
(13)
Now, given a white noise vector q ∈ R2N , two consecutive
direct N -averages of a RRW sequence would be obtained as[
1T 0T
0T 1T
]
R2q (14)
where 0 is a N × 1 vector of zeros. As the covariance of q
is, by definition, σ2q I where I denotes the identity matrix, the
covariance matrix of (14) is computed as[
1T 0T
0T 1T
]
R2 σ
2
q I R2
T
[
1 0
0 1
]
= σ2q
[
1TRRT1 1TRIT1
1T IRT1 1TRRT1+ 1T IIT1
]
= σ2q
[
1
N2
∑N
i=1 i
2 1
N2
∑N
i=1 iN
1
N2
∑N
i=1 iN
1
N2
∑N
i=1 i
2 + N
3
N2
]
= σ2q
[
2N3+3N2+N
6N2
N+1
2
N+1
2
2N3+3N2+N
6N2 +N
]
.
(15)
It can be seen that the two averages are correlated and that the
variance of the second average is approximately proportional
to 4N/3. Every subsequent average will have variance higher
by σ2qN than the previous one, which is intuitively understood
because of the process model (2) and can be seen by repeating
the calculations for R3 etc. A rigorous proof by induction is,
however, not given here.
Analogously, the carouseled averages would be computed
as
−
[
sT 0T
0T sT
]
R2qx +
[
cT 0T
0T cT
]
R2qy (16)
where both gyros have their respective realizations of RRW
driving noise. We will assume that the RRW increments qt
of the two gyros are statistically independent and identically
distributed (i.i.d.). In principle, the increments are correlated at
least for the component caused by changes in the ambient tem-
perature, but as long as the carouseling period T is reasonably
short (e.g., in the order of 1 second), temperature fluctuations
during one carouseling revolution can be neglected in most
applications. If the sensors are of identical make and model
and originate from the same production batch, the assumption
of identical distributions can be considered reasonable.
Keeping in mind that the elementwise sums of the vectors s
and c equal 0 as discussed in Section III-A, i.e., 1T s =
1T c = 0, the covariance of the sine coefficient term in (16)
is expressed as
σ2q
[
sTRRT s sTRIT s
sT IRT s sTRRT s+ sT IIT s
]
= σ2q
[
sTRRT s 0
0 sTRRT s
] (17)
which implies that the consecutive carouseled averages are
uncorrelated and have equal variances. To compute the values
of these variances, let us interpret sTRRT s as a numerical
integration according to the rectangle rule:
sTRRT s =N
1
N
N∑
i=1
 1
N
N∑
j=i
sin
2πk
N
2
≈N
∫ 1
0
(∫ 1
x
sin 2πy dy
)2
dx
=
N
2π
∫ 1
0
(cos 2πx− 1)
2
dx =
3N
8π2
.
(18)
Similar computations for the cosine term yield an asymptotic
proportionality coefficient of N/(8π2), summing up to a total
variance of σ2qN/(2π2). This is already 96 % smaller than
the asymptotic coefficient 4/3 obtained for direct averaging
in (15), and by repeating the calculations for R3, . . . one
can see that subsequent carouseled averages have the same
variance as opposed to direct averaging where the variances
increase linearly. A rigorous proof is again omitted, but
the phenomenon can be intuitively understood based on the
Markov property of RRW and the result obtained in Sec-
tion III-A.
Note that the carouseling period T does not appear explicitly
in (15) and (18). However, as long as the sensor sampling rate
is constant, the carouseling period T is proportional to the
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Fig. 2. Effect of carouseling on 1/f noise
number of carouseling points N , and on the other hand, the
variance σ2q of the RRW driving noise depends on the sampling
rate.
D. 1/f Noise
Analogously to the analysis presented for RRW in Sec-
tion III-C, define the matrix F ∈ RN×N which produces a
1/f noise sequence by multiplying a white noise sequence w.
This matrix is unit lower triangular with subdiagonal entries
computed according to (3); in fact, it is easy to see that
F is also a Toeplitz matrix. Consequently, the product F1
effectively computes the cumulative sum of the first column
of F, and FT1 contains the same values in the reverse order.
To analyze the convergence of this sum, let us conduct a limit
comparison test and compute the limit of the ratio of id−1 and
the ith entry of the first row of FT as i tends to infinity:
lim
i→∞
Γ (i+ d)
Γ (i+ 1)Γ(d)
/
id−1 = lim
i→∞
Γ (i+ d) i1−d
iΓ(i)Γ(d)
= lim
i→∞
Γ (i+ d)
idΓ(i)Γ(d)
=
1
Γ(d)
> 0 ∀ d > 0.
(19)
Since the series
∑∞
i=0 i
d−1 is well known to diverge for all d ≥
0, the limit comparison test concludes that the elements in the
product F1 also tend to infinity with increasing time t and
positive d.
As opposed to the strictly positive direct averaging vec-
tor 1, the carouseling coefficient vectors s and c contain both
positive and negative entries. In fact, if N happens to be
even, these vectors contain N/2 pairs of opposite numbers.
Then, the cumulative carouseled sum FT s or FT c can be
interpreted, as the dimension of the matrix F increases, as the
sum of N/2 different alternating series. The absolute values
of the terms in these series are decreasing and, therefore,
these alternating series converge according to the Leibniz
criterion. Fig. 2 illustrates the behavior of carouseled and
directly averaged 1/f noise with d = 1/2 and N = 300. As
the values in FT1 grow larger than those in FT s and FT c, it
can be expected that the variances computed using the squared
form σ2w1TFFT1 also increase significantly faster than their
carouseled counterparts.
IV. CONSTANT ALLAN VARIANCE
A popular tool for analyzing gyroscope measurement errors
is the Allan variance. It is especially suitable for the analysis of
indexing because both of them operate based on the differences
of consecutive sample averages. The Allan variance σ2A(τ) is
a function of averaging time τ , computed as
σ2A(τ) =
1
2 (M − 1)
M−1∑
j=1
(y¯(τ)j+1 − y¯(τ)j)
2 (20)
where the values of y¯(τ)j and M are obtained by dividing
the data y into disjoint bins of length τ , y¯(τ)j is the average
value of the jth bin, and M is the total number of bins [4],
[30]. When defined this way, σ2A(τ) is a statistic, function of
a gyro noise sample y. If y consists of pure 1/f noise, it
can be expected that σ2A(τ) is independent of τ [25], [31],
[32]. In this section, we introduce a discrete sequence that
has this property; the term ‘sequence’ is used instead of
‘stochastic process’ because the data are generated in a non-
causal procedure and the variance of the individual random
variables in the sequence is a function of the length of the
sequence.
Algorithm 1 Generating the deterministic sequence S2n
Input: 1 < n ∈ N
Output: v = S2n
1: v =
[
− 12
1
2
]
2: for i = 2, . . . , n do
3: v = v ⊗ [1 1] + a1...2i
4: end for
Algorithm 1 describes a procedure to generate a se-
quence S2n of length 2n for which∣∣S¯2n(τ)j+1 − S¯2n(τ)j ∣∣ = 1, ∀τ = 1, 2, 4, . . . , 2n−1; (21)
the progress of the algorithm is tabulated in Table I. Starting
with the sequence S2 =
[
− 12 ,
1
2
]
, use the Kronecker product⊗
to duplicate the elements of S2 to obtain
[
− 12 ,−
1
2 ,
1
2 ,
1
2
]
.
Clearly, (21) now holds for τ = 2; in order to make it valid
for τ = 1 as well, add the sequence a1...2i to the Kronecker
product where
ak =

− 12 if k = 1
+ 12 if k = 2
−ak−2 otherwise.
(22)
It is easy to see that the elements of a1...2i repeat with a
period of four. The resulting sequence is S4 = [−1, 0, 1, 0].
As an example, the sequence S2048 is plotted in Fig. 3. The
sequence is quantized at distinct values because it is generated
as a superposition of log2 2048 = 11 square waves. According
to [29], a logarithmic amount of state variables is sufficient to
characterize a 1/f process.
5Fig. 3. The sequence S2048 as generated using Algorithm 1
TABLE I
GENERATING THE DETERMINISTIC SEQUENCE S8
S2 −
1
2
1
2
⊗[1 1] − 1
2
− 1
2
1
2
1
2
a1...4 −
1
2
+ 1
2
+ 1
2
− 1
2
S4 −1 0 1 0
⊗[1 1] −1 −1 0 0 1 1 0 0
a1...8 −
1
2
+ 1
2
+ 1
2
− 1
2
− 1
2
+ 1
2
+ 1
2
− 1
2
S8 −
3
2
− 1
2
1
2
− 1
2
1
2
3
2
1
2
− 1
2
Similarly, to obtain a stochastic sequence R, replace the
deterministic value 1 in (21) by the random variable xτ with
zero mean and variance C2:
R¯(τ)j+1 − R¯(τ)j = xτ , ∀τ = 1, 2, 4, . . . , 2
n−1. (23)
To obtain such a sequence, draw xi with zero mean and unit
variance and add a1...2ixi instead of a1...2i to the Kronecker
product at line 3 of Algorithm 1. This procedure is tabulated
in Table II. The sequence R2n can be expressed as a matrix–
vector product Kx where K ∈ R2n×n is a constant matrix
and x ∈ R2n is an i.i.d. random vector; the ith column of the
matrix K is computed as the Kronecker product of a1...2i and
a 2n−i × 1 vector of ones. For n = 2,
K =

−0.5 −0.5
−0.5 0.5
0.5 0.5
0.5 −0.5
 (24)
and then
R4 = K[x1 x2]
T . (25)
Under the i.i.d. and unit variance assumptions we have
covx =
[
1 0
0 1
]
(26)
TABLE II
GENERATING THE STOCHASTIC SEQUENCE R4
R2 −
1
2
x1
1
2
x1
− 1
2
x1 −
1
2
x1
1
2
x1
1
2
x1
− 1
2
x2 +
1
2
x2 +
1
2
x2 −
1
2
x2
R4 −
1
2
x1 −
1
2
x2 −
1
2
x1 +
1
2
x2
1
2
x1 +
1
2
x2
1
2
x1 −
1
2
x2
and thus
covR4 = KK
T =

0.5 0 −0.5 0
0 0.5 0 −0.5
−0.5 0 0.5 0
0 −0.5 0 0.5
 . (27)
To obtain the constant C2 = varxτ in (23), express the data
bin average differences in (20) in the matrix–vector product
form Ay as
y¯(τ)j+1 − y¯(τ)j =
[
−
1
τ
. . . −
1
τ
1
τ
. . .
1
τ
]

y(j−1)τ+1
.
.
.
yjτ
yjτ+1
.
.
.
y(j+1)τ

(28)
to obtain
A =
−1 1 0 00 −1 1 0
0 0 −1 1
 (29)
and then
covAy = covAKx = AKKTAT =
 1 0 −10 1 0
−1 0 1
 , (30)
showing that, indeed, the variance C2 = 1. If this variance
is unknown, it can be shown that (20) without the term 12
yields an unbiased estimate of C2, i.e., E
[
2σ2A(τ)
]
= C2.
However, it is not the minimum-variance unbiased estimator
(MVUE), which can be found by using the Moore–Penrose
pseudoinverse of K,
K+ =
[
−0.5 −0.5 0.5 0.5
−0.5 0.5 0.5 −0.5
]
. (31)
Now, K+R4 = [x1 x2]T , and the well known sample variance
of this is the MVUE. Having a theoretical mean value for a
process with constant Allan variance can help in extending the
statistical models discussed in [27] to 1/f -type processes. The
constant variance property was derived with nonoverlapping
Allan variance and does not hold exactly for overlapping Allan
variance estimators [33], [34].
Interestingly, K16×4+0.5 is equal to the standard Gray code
representation in matrix form [35, Table 1]. Thus, as
Sm = K
[
1 1 · · ·
]T
, (32)
the sequence S + n/2 also depicts the number of ones in
the Gray code representation, and bounds for the sequence
can be obtained from number theory [36]. Other interesting
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properties can be found as well: for example, the columns of
the covariance matrix of the sequence
(
KKT
)
also follows
the rule defined by (21). Furthermore, all diagonal elements
of the product KKT contain the constant value n/4, there-
fore, the process obtained this way is variance-stationary,
unlike the discrete 1/f process described in [4]. Proving
the above hypotheses rigorously is left for future work, but
computer simulations have shown them to hold for at least
R2, . . . , R32768.
The family of noise sequences presented in this section can
provide an alternative view to 1/f noise as their Allan variance
is exactly constant at certain averaging times and because the
sequences are stationary for a given length. The sequences
have interesting properties and could be useful in the error
propagation analysis of MEMS gyro indexing.
V. SIMULATIONS AND EXPERIMENTAL RESULTS
In this section, the validity of the calculations presented in
Section III is shown by computer simulations and confirmed
by experimental results. We first analyze RRW and 1/f noise
using simulated data, after which the models are applied to
authentic data measured by a MEMS gyro.
A. Rate Random Walk Simulation
The decrease in RRW caused by carouseling was evaluated
by first generating 2× 1000 mutually independent RRW real-
izations according to (2) with driving noise variance σ2q = 1.
Then, both the direct averaging and carouseling operations
were applied with N = 200, resulting in 1000 simulation
cases. The variances of the resulting sequences are plotted as
functions of time (i.e., average block or carouseling revolution
number, referred to as data bins) in Fig. 4 along with the
variances predicted by (15) and (17), also including the contri-
bution of the cosine term of (16) in the latter. It can be seen that
the predictions match the simulation realizations quite well.
The prediction of the averaged variances was computed by
neglecting the lower order terms in (15), but this inaccuracy
becomes insignificant quickly when the index of the data bin
increases.
B. 1/f Noise Simulation
A simulation of the evolution of the variance of 1/f noise
equivalent to that presented in Section III-C for RRW is
shown in Fig. 5. The 1/f noise sequences were generated
according to (3) with σ2w = 1 and d = 1/2, and the
averages and carouseling were computed using N = 200.
Since the y-axis scale is linear in this figure, as opposed
to Fig. 4, it can be seen that the variance of averaged 1/f
noise increases slowly in comparison with RRW. The rate of
increase seems to be logarithmic, which would be natural when
considering the relation established in (19). In contrast, the
carouseled 1/f noise exhibits no visible increasing trend in
Fig. 5. Furthermore, its variance is significantly smaller than
the driving noise variance σ2w = 1 and a visual inspection
shows that the variance is also smaller than that of averaged
1/f noise.
Fig. 4. Effect of carouseling on the variance of rate random walk in the
computer simulations
Fig. 5. Effect of carouseling on the variance of 1/f noise in the computer
simulations
C. Real Gyro Data Test
Test data were recorded for one hour at a sampling rate
of 100 Hz using a three-axis MEMS gyro [37]; the Allan
variances of the x- and y-gyro data computed according to (20)
are plotted in Fig. 6. During the entire test, the true angular
rate to be measured by the sensors was zero. It is interesting
to notice that the x-gyro exhibited larger variations than the
y-gyro, but the cause of this discrepancy was not investigated
further. The main error parameters for the two gyros are
estimated in Table III. Since the x-gyro does not exhibit a clear
ascending RRW slope, its RRW was estimated at the same
value of τ as for the y-gyro. Since the variance of 1/f noise
was observed to increase very slowly even in the averaged
case in Section V-B, 1/f noise is neglected in this analysis.
The bias instability values are only mentioned for reference in
Table III.
7Fig. 6. Allan variances of the two gyros used for carouseling
TABLE III
GYRO ERROR PARAMETERS AS ESTIMATED FROM FIG. 6 [31]
Parameter Unit Value
x-gyro y-gyro
σ2
WN
(τ = 1 s) (rad/s)2 3 · 10−7 1 · 10−7
σ2
q
(rad/s)2 /s 3 · 10−10 2 · 10−10
Bias instability rad/s 1 · 10−5 6 · 10−5
Fig. 7 shows the directly averaged and carouseled data
with N = 200 samples (consequently, T = 2 s) and the
respective predicted confidence intervals which are estimated
as the sum of white noise and RRW variances, i.e., excluding
the contribution of 1/f noise. Note that since (9) relies
heavily on the assumption of equal white noise variances,
the average of the white noise variances of the two gyros
was used in the computations. Furthermore, it can be seen
that the gyros exhibit a significant initial bias drift, probably
due to sensor warm-up. However, this phenomenon is not
visible in the carouseled estimate. Errors due to change in
ambient temperature or due to aging of the sensor [38] are
difficult to model, and carouseling clearly makes these errors
less effective in the output solution. The initial transient period
was excluded from the computation of Allan variance in Fig. 6
and the confidence interval estimation in Fig. 7 except for
the carouseled case. 6.5 % of the carouseled angular rate
data points exceed the 2σ confidence interval which should
correspond to 95 % of the samples. Considering that the
confidence interval was estimated neglecting the contribution
of 1/f noise, the result can be regarded as satisfactory.
The effect of carouseling on the resulting angle estimates
obtained by integrating the gyro data is illustrated in Fig. 8.
The increase in accuracy due to carouseling is dramatic: while
the directly averaged gyro measurements lead to angle errors
exceeding 600◦ after one hour, the carouseled angle errors
accumulate to only approximately 1.5◦ in 60 minutes. The
errors shown in Fig. 8 include the initial warm-up phase where
the gyro biases were not yet stabilized.
(a)
(b)
(c)
Fig. 7. Averaged and carouseled gyro data with zero input (solid gray line)
and their estimated 2σ confidence intervals (dashed black line) with N = 200:
(a) averaged x-gyro; (b) averaged y-gyro; (c) carouseled estimate
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(a)
(b)
Fig. 8. Accumulated angle estimation errors when integrating the data shown
in Fig. 7 with N = 200, T = 2 s: (a) averaged x- and y-gyros; (b) carouseled
estimate
D. Field Test
To show practical application of carouseling we performed a
test run with passenger car with an inertial measurement units
attached to the right-hand side rear (non-steerable) wheel. The
carouseling axis of interest was chosen to be the vertical axis,
i.e., heading gyros were considered. The test vehicle, shown
in Fig. 9, included the following measurement units:
• dual-frequency GPS receiver [39] and reference ring-laser
gyro unit [40] with sub-degree heading accuracy for the
test period,
• MEMS inertial measurement unit with 3D accelerome-
ter [41] and 3D gyroscope [37] (identical to the gyro used
in the static test in Section V-C) fixed to the right-hand
side rear wheel, and
• identical MEMS inertial measurement unit fixed to the
center console of the vehicle.
The carouseling was performed by filtering the wheel-based
accelerometer data to estimate φ [11]. The vehicle was driven
at a slow speed 10–12 km/h in a parking lot for 12 minutes.
The test route is shown in Fig. 10 and samples of raw
measurements are shown in Fig. 11. Since the test area was
a public parking lot, a constant velocity was impossible to
maintain. Therefore, the number of sampling points N was
not constant during the test but varied from revolution to
revolution; the values are plotted in Fig. 12. The stationary
sections at the beginning and the end of the test are not seen
in Fig. 12, and test vehicle once had to slow down in order
Test vehicle.eps
Fig. 9. Test vehicle used in field test
Fig. 10. Test route
to give way to another vehicle, causing a peak in the value
of N .
The resulting angular rate estimation errors, as referenced
to the ring-laser gyro unit, are plotted in Fig. 13 along with
the predicted confidence intervals. It can be seen that the
intervals computed with the error variances corresponding
to stationary data do not match the field test errors. There
are many possible reasons for the discrepancy. For instance,
MEMS sensors are sensitive to accelerations and vibration; the
instantaneous carouseling angle φ was not precisely known
and the carouseling rate was not exactly constant during each
revolution; and scale factor and cross-axis sensitivity errors
were not compensated for. Nevertheless, the results suggest
that the carouseling error equations derived in Section III are
correct but the noise variances were not appropriate for the
data: there is no drifting trend visible in Fig. 13a. Note that
the data shown in Fig. 13 has a lot of local peaks; these are
due to a bug in the software that writes the gyro measurements
to a memory card.
Errors in the heading estimates obtained by integrating the
angular rates are shown in Fig. 14. A constant additive bias
was compensated for in the cabin gyro data; the value of this
bias was determined based on the first 30 seconds of data
during which the test vehicle remained stationary. Without
such a correction, the cabin gyro heading error increases
to 240◦ during the test. Although no bias compensation
was applied to the wheel-mounted gyro data, the carouseled
heading estimates are still more accurate than the cabin-fixed
estimates because of the mitigation of rate random walk in the
carouseling process. Obviously, the errors encountered in this
test are larger than those seen in Section V-C for the reasons
discussed above.
VI. CONCLUSIONS
In this article, the effect of carouseling on various error
processes in the output of a MEMS gyro was studied. It
was shown that in addition to canceling constant biases,
carouseling reduces the contributions of rate random walk
and 1/f noise but does not mitigate white noise better than
plain averaging. An immense performance improvement was
9(a)
(b)
Fig. 11. Raw data: (a) measured at wheel; (b) measured inside the cabin
Fig. 12. Number of carouseling points N during the field test
(a)
(b)
Fig. 13. Angular rate estimation error (solid gray line) with 2σ (dashed) and
10σ (dotted) intervals predicted based on Table III: (a) carouseled at wheel;
(b) averaged inside the cabin
Fig. 14. Heading estimation errors with bias compensation for the cabin
gyro
observed in the case where the gyro outputs are integrated for,
e.g., navigation purposes.
As a side product, an alternative approach of synthesizing
1/f noise was proposed. The proposed method generates
variance-stationary sequences which are not ideal for ana-
lyzing the long-time correlation properties of 1/f noise, but
could be useful, e.g., in the analysis of gyro indexing systems.
Investigating the applicability of the noise produced by the
method is a topic of future studies.
The variance propagation equations for carouseling were
derived under the assumptions of negligible scale factor errors,
uniform sensor sampling and carouseling rate, and precise
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knowledge of the instantaneous carouseling angle. In real-life
applications, particularly the last two of these assumptions do
not necessarily hold perfectly, as was seen in the field test.
Quantifying the sensitivity of the derived covariance prediction
formulas to variable slewing rates and multi-axis carouseling,
such as the patterns studied in [1], is left as future work.
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