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unknown. We found that the entropy across neural ensembles was lower in the CA1 region in 
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Alzheimer's disease (AD) is a progressive neurodegenerative disorder associated with 52 cognitive decline that is thought to arise in part due to the pathological accumulation of amyloid 53 β (Aβ) plaques 1 throughout the neocortex and hippocampus. Plaques cause a constellation of 54 changes in neural circuits including, but not limited to, degradation of dendritic spines 2 , 55 reductions in synapse density 2,3 , and increases in the intrinsic excitability of neurons 3 . Aβ 56 pathology has been linked to various behavioral and cognitive changes 4,5 ; for example, plaque 57 burden correlates with degradation of place fields in the dorsal CA1 (dCA1) subfield of the 58 hippocampus resulting in poor performance on spatial memory tasks 4 . Such behaviors require 59 the orchestration of activity across large groups of neurons, or ensembles, whose dynamics are 60 governed by the structure of neural circuits 6 . However, although Aβ pathology disrupts multiple 61 features of these circuits 2,7,8 , the net effect of these changes on the structure of population 62 activity and the resulting disruptions in neural computation remain unknown.
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To address this question, we performed electrophysiological recordings in the 64 hippocampus of awake APP/PS1 mice (model of Aβ pathology 9 , Fig. 1a, d) , where dense 65 amyloid plaques can be seen at 12 months of age 10 and correspond to poor performance on 66 spatial cognition and memory tasks, such as the T-maze alternation task 4,5 . High-density 128 67 channel arrays were targeted to the dCA1 region in head-fixed APP/PS1 and non-transgenic 
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To characterize the statistics of this activity across ensembles in both control and 75 APP/PS1 mice, we first calculated the entropy, a measure of the diversity of patterns of firing 76 that occurred over the duration of the recording 12,13 ( Fig. 2a, S2 ).
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First, in dCA1, we observed that entropy in APP/PS1 animals was decreased relative to 78 that of controls (control = 0.84±0.45 bits, APP/PS1 = 0.45±0.24 bits, p < 10 -6 , one-sided
79
Wilcoxon rank-sum test, Fig. 2b ), suggesting that the number of different patterns in APP/PS1 80 animals was smaller than in controls. The reduced entropy in APP/PS1 animals was significant 81 across a range of ensemble sizes varying from 3 to 19 neurons ( Fig. S3, S4) , and was even 82 preserved after normalizing entropy by firing rate (Fig. S5) . 
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sum test), entropy was always lower in APP/PS1 animals than controls ( Fig. 2d,e, S6-7) , 
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To disambiguate these different possibilities, we linked the statistics of network patterns 109 to the functional coupling of neurons using maximum-entropy models that aim to predict 110 patterns of activity with as few a priori assumptions of structure as possible 13, 16, 19 . For each 111 ensemble, we fit both an independent firing model that only contained a term for the activity of 112 each neuron (hi) and a pairwise interaction model that contained the hi term for each neuron as 113 well as a term for the functional coupling between pairs of neurons (Jij) (Fig. S8) . This allowed 114 us to estimate how cell autonomous properties, such as intrinsic excitability, and cell non-115 autonomous properties, such as pairwise interactions, shaped the patterns of the network, and, 116 in turn, the entropy. To visualize this, we plotted the predicted patterns from the models and the 117 empirical patterns for a representative control (Fig. 3a,b) and APP/PS1 (Fig. 3c,d) animal. Each 118 point represents a different pattern and the color denotes the number of active units in that 119 pattern. To quantify the goodness of fits between model and data, we used a measure of the 120 distance between two probability distributions, the Kullbeck-Liebler Divergence (KLD). First, the 121 KLD of the independent firing model was significantly larger for controls than APP/PS1 animals 122 (control = 1.97×10 -2 ±3.39×10 -2 , APP/PS1 = 3.81×10 -3 ±6.29×10 -3 , p < 10 -6 , one-sided Wilcoxon 123 rank-sum test, Fig. 3e, S9, S10) , showing that a first order maximum-entropy model better 124 predicted patterns of neuronal activity for APP/PS1 animals than for controls. Additionally, we 125 found that the pairwise interactions model was also better at predicting patterns in APP/PS1 animals than controls (control = 9.17×10 -4 ±1.20×10 -3 , APP/PS1 = 2.24×10 -4 ±2.88×10 -4 , p < 10 -6 , 127 one-sided Wilcoxon rank-sum test, Fig. 3e, S11) . Interestingly, the Jij terms in APP/PS1 animals 128 were decreased compared to control animals (control = 0.02±1.10, APP/PS1 = -0.28±1.01, p < 129 0.05, one-sided Wilcoxon rank-sum test, Fig. 3g, S12) , suggesting that a model incorporating 130 reductions in functional coupling between neurons, possibly arising from reductions in dendritic 131 length and branching 3 or decreased synaptic density 2 , was better able to predict the paucity of 132 dCA1 network patterns (Fig. S13, S14) .
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In summary, the decreased entropy observed in APP/PS1 animals revealed a reduction 
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Additionally, we found that maximum-entropy models, both the independent and 140 pairwise models, were better at predicting dCA1 population activity in APP/PS1 animals than 141 controls. While these models do not explicitly reflect circuit level deficits such as synaptic 142 connectivity, they provide insight into how the constellation of cellular and molecular changes in 143 APP/PS1 and related models of AD may result in diminished coding capacity and network 144 function 2,3 . The counterintuitive result that the pairwise interactions model was better able to 145 account for dCA1 activity in APP/PS1 animals than controls suggests that once a change in 146 functional coupling was accounted for, there was sufficient information to describe the diversity 147 of network patterns in APP/PS1 animals. By contrast, in controls, the inclusion of pairwise 148 interactions was still insufficient to predict the observed network patterns. The structure of 149 activity patterns in control animals is therefore likely shaped by higher order interactions 22 150 (triplet, quadruplet, etc.) that are either diminished or absent in APP/PS1 animals. Previous 151 studies have identified the role that these higher-order interactions play in shaping population 152 activity in sensory systems and implicated the local circuits that give rise to such higher-order 153 interactions 13 ; our results hint at their importance in dCA1 and the extent to which they may be 154 especially vulnerable to Aβ pathology in APP/PS1 animals.
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