Abstract. Several methods have been proposed to solve systems of nonlinear equations. Among them, Newton's method holds a prominent position. Recently, we have proposed a Newton's method to manage problems with inaccurate function values or problems with high computational cost. Due to the existence of many such problems in real-life applications and the promising results of the above method, we remain in this goal and introduce a new improved version of it. For this reason, we alter the above method such that, on one hand, to accelerate it and moreover to reduce its computational cost, by requiring even less information per iteration and, on the other hand, holding its important advantages. These are its quadratic convergence, its good behavior in singular and illconditioned cases of Jacobian matrix and, of course, its capability to be ideal for imprecise function problems. The efficiency of the new method is demonstrated by numerical applications.
Introduction
We consider nonlinear systems of equations
where F : D ⊂ IR n →IR n is continuously differentiable on an open neighborhood D * ⊂ D of a solution x * = (x * 1 , . . . , x * n ) ∈ D of the system (1). We denote F = (f 1 , . . . , f n ) and by F ′ (x) the Jacobian matrix of F for all x = (x 1 , . . . , x n ) ∈ IR n . Newton's method is the most widely used algorithm for solving systems of nonlinear equations [3, 8, 9] , given by:
where
n ) is the current approximation and x p+1 is the next approximation.
In Newton's method and its variants a main drawback is the computational cost due to the function and derivative evaluations. On the other hand, there are many cases where exact function or derivative values are not available. So, it is important to find methods, which are free of function or derivative evaluations, in order to reduce the total computational cost or to work out problems with imprecise function or derivative values. There are several methods in bibliography, which are derivative free [2, 3] . However, we have detected only one method free of function values, but it is only for polynomial equations [1] and furthermore there are some other methods ideal for problems with imprecise function values [6, 7, 11] .
We have recently proposed a method in [4] to make Newton's method ideal when accurate function values are not available or their computational cost is high. Thus, in [4] the function values in Newton's method are not directly evaluated from the corresponding functions f i , i = 1, 2, . . . , n, but they issue by some appropriate approximated expressions of them. To succeed it, we have taken advantage of the proper selected pivot points x
. . , n, p = 0, 1, . . ., which we have already defined in [4, 5] , where randomly we have selected to differ from the current point x p at the n−th component, and which are extracted via a sign-function-based technique [4-7, 10, 11] . The iterative form of this method, named WFEN (Without Function Evaluations Newton) method, has been given by
In this paper, due to the contribution of the above method we reissue to improve it, in the sense of reducing its computational cost and accelerating it. Thus, a new Newton method is proposed, also without requiring the explicit evaluation of functions and so that to be applicable to imprecise problems. The key point is to define new quantities to approximate function values in Newton's method with even less cost than the corresponding one in the previous work [4] , given by the relation (3). Working in a similar way, as in [4] , using proper Taylor's series and utilizing the proposed pivot points, we produce the new method, named IWFEN (Improved Without Function Evaluations Newton) method, given by:
Note 1. Comparing the schemes (3) and (4), it is easy to notice that in (4) we need n less partial derivatives evaluations per iteration contrary to (3), because the ∂ n f i (x p ), i = 1, 2, . . . , n, p = 0, 1, . . . have already been evaluated in the Jacobian matrix F ′ (x p ). Moreover, it is important to point out that the new method, while it works well for imprecise problems, it also works well even in singular cases or in cases of an ill-conditioned Jacobian matrix.
From another point of view, we consider the mapping
It may be proven, that
. . . Hence, applying Newton's method to the approximated system l i (x) = 0, our new method may also be written in the form
According to the scheme (6), the new proposed method is a new Newton method on the function L and therefore, its quadratic convergence is evident.
Numerical Applications
We apply the proposed method to random problems, given in [4, 7] , with nonsingular, singular and ill-conditioned Jacobian matrices. The algorithms have been implemented, using two FORTRAN programs: a program named WFEN for the scheme (3), which has been proposed in [4] and a new program named IWFEN for our new iterative scheme, given by (4).
The numerical results are quite satisfactory and the new method is similar or superior to Newton's one.
In Tables 1,2 ,3 we present the results obtained by Newton's method and the Schemes (3) and (4), with accuracy ε = 10 −14 , for three examples, given in [4] . The 'IT' indicates the number of the iterations, 'FE' the number of the function evaluations (including derivatives), the 'AS' the total number of algebraic signs for the computation of the n−th component, Note 2. In examples 1 and 3, the number of iterations of the methods (3) and (4) is identical. This is because of the fact that the ∂ n f i , i = 1, 2, . . . , n are independent from the x n component and thus ∂ n f i (x p ) ≡ ∂ n f i (x p,i pivot ), i = 1, 2, . . . , n, p = 0, 1, . . ., hence the methods, given by (3) and (4) are identical, but the new method cost less (n less partial derivatives evaluations per iteration). 
