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Abstract
We study inflation in a random multifield potential, using techniques developed by Marsh et
al. The potential is a function of a large number of fields, and we choose parameters so that
inflation only occurs in regions where the potential is accidentally flat. Using an improved
estimate for the dynamics of eigenvalue repulsion, we are able to describe the steepening of
the potential as inflation progresses. We provide suggestive arguments, but not a proof, that
the resulting scalar power spectrum generically disagrees with observations. We also point
out two problematic aspects of the model: there is no well-defined probability distribution for
the gradient of the potential, and the evolution of the potential over small distances in field
space is unphysical.
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1 Introduction
The inflationary paradigm provides a successful model for the origin of inhomogeneities in our
universe [1–3]. The picture painted by the latest data is consistent with single field models of
inflation, and all we know can be described by a nearly scale invariant two-point function. In
other words, our universe looks very simple [4].
On the other hand, the UV theories at our disposal are complex. Following the renormal-
ization group flow in reverse, one expects to find more and more degrees of freedom at high
energies. String theory predicts the existence of many fields and a complicated landscape of
solutions which no one has been able to fully characterize [5].
The apparent clash between observation and high energy theories leaves us with two
options: either we should completely revisit the way we model UV physics, or we need to
understand how lots of degrees of freedom conspire to produce a simple universe. In this
paper, we will pursue the second possibility. Building on previous work, we present a way to
model a multifield landscape and study whether it leads to an inflation era consistent with
observations.
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The natural way to describe the behavior of many degrees of freedom is to coarse-grain
them and use statistics. This approach has a long history [6, 7]. For a multifield potential,
the usual procedure is to expand a potential at second order and extract a random matrix
that represents the couplings between the fields [8]. Even though we do not know the actual
UV theory in detail, the statistics only depends on the choice of a few parameters. Such a
statistical description of the landscape provides a framework to tackle problems like computing
the probability of having stable minima [9–14], or the probability of inflation occurring [15–18].
In this work we take a step further along the second line by addressing the question: do the
statistical predictions agree with cosmological observations?
We will follow the prescription delineated by Marsh, McAllister, Pajer and Wrase in [17]
(henceforth MMPW) to model a random landscape. Unless the potential is slow-roll flat
almost everywhere, Inflation typically occurs in regions of the potential where the slope is
“accidentally” flat. A flat potential requires that no field has a very negative mass squared —
in other words, inflation occurs in regions of the potential in which none of the eigenvalues of
the second derivative matrix is too negative. As inflation proceeds, the inflaton moves through
field space and the eigenvalues evolve. Assuming that the entries of the second derivative
matrix are statistically independent leads to the phenomenon of eigenvalue repulsion: the
lowest eigenvalue is repelled by the other eigenvalues, and quickly becomes more negative.
We give an improved analysis of how the lowest eigenvalue evolves over short distances in
field space, finding a field-dependent mass term of the form
m2(φ) = m20 − cφ2/3 (1)
This effect causes a steepening of the potential, leading to inflation on a “slippery slope.”
Calculating the perturbations correctly is subject to a number of uncertainties in how the
additional degrees of freedom evolve through inflation and reheating. Here we will do the only
simple calculation available, and compute the perturbations within the effective single field
model which was shown by MMPW to be a good description of the background evolution.
We provide strongly suggestive arguments, but not a proof, that the predictions of such
models disagree with data. We analyze the case where inflation occurs near an exact critical
point, where the gradient is zero. After conditioning on the length of inflation and the
amplitude of density perturbations, we find that the spectral index is too red to agree with
observation. This problem can be alleviated by inflating from a point with small gradient
which is not near any critical point. We believe that this alternative is finely tuned in the
choice of the gradient. Unfortunately, as we discuss below, the statistics of the gradient is
ill-defined in the MMPW model and hence we cannot quantify the degree of fine tuning.
Our results also rule out a wider class of models than the particular implementation of
MMPW: any effective single-field model of hilltop inflation with a field-dependent mass term,
V (φ) = V0 −
(
1
2
m20 + cφ
p
)
φ2 (2)
with positive c and 0 < p < 3 is in conflict with data as long as inflation ends in the regime
where the φp term dominates over the bare mass term m20. We will show that we can expect
field evolution in random landscape models near a critical point to be described by equation
(2) and to end well into the φp regime, at least in the approximation of gradient flow evolution.
Treating the multifield landscape as a single field model is clearly an approximation as we
are disregarding any possible multifield effects apart from eigenvalue repulsion. Nevertheless,
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the full multifield behavior would not invalidate our arguments as long as the turning frequency
is not too high compared to the horizontal scale of the potential Λh. It is interesting to ask
whether the additional degrees of freedom would significantly modify our results. For an
interesting insight on this issue, see [19] and upcoming work from the same authors.
In the process of performing this analysis, we have run into two problems with the MMPW
model. First, the evolution of the Hessian in field space is unphysical for small field displace-
ments. The problem is that the model describes the evolution of the Hessian by diffusion,
meaning that for small distances in field space δVab ∼
√
δφ, where Vab is an entry in the
Hessian matrix. However, as long as third derivatives of the potential are finite, the evolution
over small distances must be linear, δVab ∼ δφ. Therefore, the MMPW model predicts too
large of a change in the Hessian over small distances in field space. This issue is important
for the predictions of the model, since much of inflation occurs over short distances in field
space. This issue has been raised previously by Battefeld and Modi [20].
The second problem is that the predictions depend sensitively on the probability dis-
tribution for the potential energy and its gradient. While MMPW showed that there is a
probability distribution for the Hessian that is invariant under the evolution in field space,
one can show that there is no probability distribution for the gradient that is invariant under
the MMPW evolution equations. This has been shown previously in unpublished work by
Marsh and Pajer [21], and we give a sketch of the argument in section 5.2.
Both of these issues are discussed in the recent work of Battefeld and Wang [22]. A related
discussion of the issue of graceful exit in the MMPW model recently appeared in [23].
This paper is structured as follows: In section 2 we review the stochastic model proposed
in MMPW [17] and the random matrix theory tools needed in this work. In section 3, we
derive a new and more accurate description of the evolution of the smallest eigenvalue of
the mass matrix for small field displacements. In section 4, we calculate the observational
predictions of the model within the single-field approximation. We explain the problems with
the MMPW model in section 5. We conclude in section 6 with a discussion of the validity
and implications of our results.
2 A random potential from Dyson Brownian Motion
In this section, we critically review the model in MMPW [17]. Besides introducing our notation
and reviewing the necessary mathematical background, we clarify two important points: the
total number of physical parameters and the freedom in the choice of the dynamical evolution
of the Hessian.
The approach proposed in MMPW to generate a random landscape is perhaps the most
pragmatic. Instead of modeling the landscape in the whole large multifield volume, only small
regions around a given trajectory are constructed. We review now the construction, dividing
it into two logical steps. First, we discuss the local statistical properties of the potential,
i.e. around an arbitrary point. Second, we show how to dynamically evolve the random
potential along an arbitrary trajectory. As we will discuss, the advantage of the model is that
it is tractable, and it does not make ad hoc assumptions about the potential. We will discuss
later some ways in which this approach might be improved.
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2.1 The local description
At any given point φ¯ ∈ RNf , with Nf to total number of active scalar fields, one Taylor
expands the potential to second order as
V = Λ4v
√
Nf
[
v0 + va
φa
Λh
+
1
2
vab
φaφb
Λ2h
+ . . .
]
, (3)
where Λv, Λh and Nf are “global” parameters of this landscape and do not depend on the
chosen point φ¯. They specify the vertical and horizontal (mass) scales, and the total number
of fields respectively. v0(φ¯), va(φ¯) and vab(φ¯) are local random variables, which determine
the randomness of V . As it will become clear later, the peculiar factor
√
Nf was chosen
for convenience1. We make three further assumptions: (i) V (φ) is statistically homogeneous
and isotropic; (ii) v0, va and vab are independent random variables for each a and b; (iii) all
random variables are Gaussian with zero mean. In the limit of large Nf , several properties of
the potential arise that do not depend on the probability distribution of the individual random
variables2, so assumption (iii) is not as restrictive as one might suspect. This universality of
the limit of a large number of fields, Nf  1, is what makes this approach particularly
attractive.
As a consequence, the random, symmetric, square matrix vab must be a realization of
the Gaussian Orthogonal Ensemble (GOE). Namely, the resulting Nf (Nf + 1)/2 entries are
statistically independent Gaussians that obey the probability distribution
PGOE(vab) = C exp
[
−Tr
(
v2
)
2σ2
]
= C exp
[
−
∑
a,b (vab)
2
2σ2
]
, (4)
with C a normalization factor, and where we have assumed zero average and some (dimen-
sionless) variance σ. The relevant expectation values are then
〈vab〉 = 0 , 〈v2ab〉 = σ2
(1 + δab)
2
. (5)
A well-known result in Random Matrix theory is that the eigenvalues λi of vab are dis-
tributed according to the Wigner semicircle law, i.e. the probability density for any one
eigenvalue λ is
ρ(λ) =
1
piNfσ2
√
2Nfσ2 − λ2 . (6)
Altogether, we have now naively six parameters
{Λv, v0, va, vab,Λh, Nf} , (7)
where v0, va and vab stand here for the variance of their respective Gaussian distribution
3
(which we called σ for vab in (5)). This parameterization is clearly redundant. The potential
1We will eventually take vab ∼ O(1/
√
Nf ) to ensure its eigenvalues are typically O(1).
2This is true provided the probability distribution satisfies some regularity criteria, such as exponential tails
that ensure the finiteness of all cumulants.
3Notice that, because of statistical isotropy, all va and all vab must have the same variance for every a, b
(up to the factor of 2 in (5)), so they count as two parameters rather than Nf and Nf (Nf + 1)/2, respectively.
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in (3), thought of as a function V (φ) : RNf → R, is invariant under two independent scalings,
with charges4
{1,−4,−4,−4, 0, 0} and {0, 0, 1, 2, 1, 0} . (8)
Notice that Nf does not participate in the scalings because a change in Nf changes the
dimensionality of the ambient space, and clearly can never leave V (φ) invariant. Also, the
normalization of φ is fixed by the requirement of a canonical kinetic term. One could use the
two scalings to fix two of the six parameters. Before doing this though, we have to construct
the random potential away from a single point.
2.2 The dynamical description
To describe the dynamics of inflation, we need to define the potential along some trajectory
in field space. The proposal of MMPW is to dynamically evolve the local approximation of
the previous subsection, as we move through field space. Under an infinitesimal displacement
δφ from some given point φ¯, the first two Taylor coefficients evolve in the usual way, namely
δv0 ≡ v0(φ¯+ δφ)− v0(φ¯) = va δφ
a
Λh
, (9)
δva ≡ va(φ¯+ δφ)− va(φ¯) = vab δφ
b
Λh
. (10)
Notice that this evolution is invariant under both scalings (8). To avoid an infinite set of
equations for the infinite set of Taylor coefficients, MMPW assumed that the matrix of second
derivatives, a.k.a. the Hessian, evolves according to a very specific stochastic process: Dyson
Brownian Motion [7]. Namely, for an infinitesimal displacement ||δφ|| → 0, vab(φ¯ + δφ) =
vab(φ¯) + δvab(φ¯) and δvab is given by the following simple stochastic process
〈δvab(φ¯)〉 = −vab(φ¯) ||δφ||
Λ
,
〈δvab(φ¯)2〉 = σ2 (1 + δab)
2
||δφ||
Λ
,
(11)
where Λ is a new mass scale and σ is the variance of vab as in (5). Intuitively, the first equation
is a restoring force that tends to re-center the matrix entries around 0, while the second term
describes diffusion of the matrix elements as we move through field space.
Besides simplicity, the choice of this particular stochastic process is motivated by the fact
that the GOE is the asymptotic, “stationary” solution of (11) for the probability distribution
of vab. This can be seen by deriving the Fokker-Planck-Smoluchowski equation for the system
and studying the “time”-independent solution, where φ plays the role of time. In other words,
assuming Dyson Brownian motion and moving away from some φ¯ along some trajectory,
one finds that vab(φ) becomes a realization of the GOE for ||φ − φ¯||  Λ. This happens
independently of the initial probability distribution for vab(φ¯). Because of this, Λ is interpreted
as the correlation length of the random potential. Points at distance larger than Λ have
uncorrelated Hessians.
4The numbers refer to the exponent of the scaling γ by which the i-th parameter is changed. For example,
for the first scaling Λv → γ1Λv, v0,a,bc → γ−4v0,a,bc and so on.
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Two important shortcomings of this procedure are that the Hessian evolution is unphysical
for very small displacements and the probability distribution of v0 and va do not have an
asymptotic “static” solution. We defer a discussion of these issues to section 5.
The stochastic process in (11) is invariant under the two scalings in (8) as long as we
postulate that Λ has weight zero in both cases. It is convenient to use the second scaling to
fix
Λh
!
= Λ . (12)
This is because, from the point of view of a Wilsonian effective action, one naturally thinks
of Λh as the cutoff of the effective theory around some φ¯, or in other words, the radius of
convergence of the Taylor expansion. But from the discussion above, we established that Λ is
the distance beyond which the Taylor expansion is uncorrelated with the initial one. Without
loss of generality, we can therefore impose the “natural” choice Λh = Λ. Finally, we fix the
second and last scaling symmetry by choosing
σ2
!
=
2
Nf
. (13)
This ensures that the eigenvalues λa of vab are distributed in the interval {−2, 2}. Summariz-
ing, the full model has 5 parameters: Λv, v0, va, Λh and Nf .
2.3 Regimes of inflation
We are interested in studying slow-roll inflation in the MMPW model. Generally speaking,
the first condition for slow-roll inflation to take place at all is a slowly changing expansion
rate, so
 ≡ − H˙
H2
≈ 3φ˙aφ˙
a
2V
 1 . (14)
In the single field case, the equation of motion for the field can only sustain such condition
if the φ¨ terms is negligible, namely 3Hφ˙ = −V ′. In this paper, we will adopt its multifield
generalization: 3Hφ˙a = −Va, where the subscript on V denotes its partial derivative with
respect to a scalar field component. This condition means that the slow-roll trajectory follows
the gradient flow of the potential. Although multifield inflation can happen without such a
condition [24–26], there is not yet a strong reason why gradient-flow inflation is statistically
disfavored. Besides, the observational consequences of non-gradient-flow inflation are much
harder to study in general (see e.g. [27–29]), thus we will not include them in this paper.
Given the gradient-flow condition, we can write the first slow-roll parameter entirely as a
function of the potential,
V =
M2Pl
2
||Vi||2
V 2
=
1
2
M2Pl
Λ2h
|| (va + vabφb/Λh) ||2(
v0 + vaφa/Λh + vabφaφb/Λ
2
h
)2  1 , (15)
so that one can directly study its statistical properties.
The second slow-roll condition is basically that the first condition lasts sufficiently long to
produce a spectrum of scale invariant perturbations. The condition for a slowly changing V ,
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under the gradient flow condition, is given by [25]
η ≡ Vi||Vl||
M2PlVij
V
Vj
||Vl|| , |η|  1 . (16)
However, the gradient flow condition, which we will assume throughout this paper, is already
a stronger requirement [25],
ξ ≡
√
Vi
||Vl||
M2PlVij
V
M2PlVjk
V
Vk
||Vl||  1 . (17)
ξ and η become more transparent in a basis in which the matrix M2PlVij/V is diagonal
with eigenvalues λ˜i (where a tilde distinguishes it from the eigenvalues λi of vab). In that
basis, following [25], define the normalized gradient vector Vi/||Vl|| = ni, thus
∑
i n
2
i = 1. We
can write down
η =
∑
i
n2i λ˜i and ξ =
√∑
i
n2i λ˜
2
i . (18)
One recognizes η as the weighted arithmetic mean and ξ as the weighted root mean square of
the (rescaled) Hessian eigenvalues. By the generalized weighted mean inequality ξ > |η| > 0,
so indeed gradient flow implies slow-roll inflation but not viceversa.
Given all the assumptions we stated in this section, we find three regimes in which slow-roll
inflation can happen:
• Λh Mp, i.e. the potential is very flat for typical values of v0 ∼ ||va|| ∼ O(1);
• v0  1, i.e. the slow-roll parameters are suppressed by the high scale of inflation;
• both the norm of the gradient va and the smallest eigenvalue λmin of vab are much
smaller than one.
In the first two regimes, inflation can always parametrically happen and we do not discuss
them further in the remaining of the paper. We instead concentrate on the third possibility.
Moreover, we assume that inflation happens within one correlation length, namely with a
field excursion smaller than or comparable with Λh. This is not strictly necessary, but it is
probabilistically more difficult to sustain inflation within several patches, and the problems
that affect single patch inflation affect a longer excursion as well.
3 Inflation in a random potential
In this section, we review the phenomenon of eigenvalue repulsion, introduce the effective
single-field description and derive a new approximation for the evolution of the smallest
eigenvalue for small field displacements. The comparison with numerical results confirms
the accuracy of our approximation.
7
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Figure 1: We plot here the Wigner semicircle distribution for the eigenvalues of a random
matrix (red) compared to the fluctuated distribution needed to ignite inflation at a critical
point (blue).
3.1 Eigenvalue distribution
To study inflation near a critical point, we are interested in the masses of the fields near that
point, which are related to the eigenvalues of the the Hessian λi through
m2i =
Λ4v
Λ2h
√
Nfλi . (19)
The Wigner distribution implies that, for a typical realization, about half of the directions
in field space are tachyonic. To realize slow-roll inflation in this landscape, we must postulate
that our universe is the result of a fluctuation away from the Wigner distribution, so that all
fields have masses above some small negative value. The probability of such a fluctuation is
exponentially suppressed by the number of fields,
P (λmin ≥ ξ) ∼ e−N
2
f ξ , (20)
for |ξ|  1. In figure 1 we show the full probability distribution requiring only positive
eigenvalues (blue line) versus the Wigner semicircle (red line).
As the name suggests, the fluctuated probability distribution is not an equilibrium distri-
bution. To understand what we mean by this, it is useful to interpret the eigenvalues as a
monodimensional gas of particles subject to the potential
W =
1
σ2
Nf∑
i=1
λ2i −
∑
i 6=j
ln |λi − λj | . (21)
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It can be shown [30] that the equilibrium of this system leads precisely to the Wigner distri-
bution. This analogy is useful to understand the situation out of equilibrium: the eigenvalues
experience the force due to the potential in equation (21) and relax to the Wigner distribution
in a given “time scale”5.
In the MMPW model, the time scale is the field displacement relative to the horizontal
scale, φ/Λh. This implies that, as the system evolves, the potential receives corrections until
the eigenvalues are distributed according to the Wigner distribution. This happens for a
displacement ∆φ ∼ Λh, which represents the correlations scale in field space.
3.2 Effective single field description
Let us consider a fluctuation where most of the eigenvalues are positive and only one (or a
few) is negative and close to zero. In other words, calling the most negative eigenvalue λ1 < 0,
we require that
|λ1|  1 . (22)
As shown [17], inflation can then be modeled by an effective single field potential
V = V0 + γφ−
[
m20
2
+ m˜(φ)2
]
φ2 . (23)
The mass term has acquired an additional φ-dependent to account for the effect of eigenvalue
repulsion, which effectively steepens the potential as the inflaton evolves. The rest of this
section is devoted to a discussion of what function m˜(φ) best describes the actual multifield
dynamics.
Defining
s ≡ ||φ||
Λh
, (24)
MMPW estimated m˜(φ) from an analytic lower bound, which leads to
m˜2 & 2(1− e−s)1/2 . (25)
Then argued that a better fit to numerical results is obtained by the phenomenological ex-
pression
m˜2 ∼ 2(1− e−s/2)1/2 ∼
√
2s1/2 (MMPW) . (26)
In the next subsection we derive analytically the scaling of m˜ in terms of s and compare it
with both simulations and the MMPW result.
5Dyson showed [7] that this is not quite enough to understand the dynamics of the system. One needs
to introduce a stochastic term so that the system effectively behaves as a random walk with a drift term.
Nevertheless, when the distribution is very skewed as in our case and the average distance between two
eigenvalues is very small, the argument delineated here is valid.
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3.3 Modeling small field displacements
We can derive a better estimate of how the eigenvalues evolve for small field displacement. For
small s and using perturbation theory, we show that λ ∼ −s2/3. This is a slower evolution
of the mass than what found in MMPW, namely λ ∼ −s1/2. Comparison with numerical
calculations show that our result is very accurate for small s.
For small field displacement, the evolution in the MMPW model, defined by (11), is
dominated by diffusion,
〈(δvab)2〉 = 1
Nf
(1 + δab)δs , 〈δvab〉 ∼ s ≈ 0 . (27)
This can be extended from infinitesimal δs to finite but small s. The total change ∆vab is a
sum of an infinite number of infinitesimal changes. Therefore, the total change is a gaussian
random variable, with variance equal to the sum of the variances,
〈(∆vab)2〉 = 1
Nf
(1 + δab)s 〈∆vab〉 ≈ 0 , (28)
as expected for diffusion. The higher moments are determined, because ∆vab is Gaussian.
We would like now to estimate how the lowest eigenvalue depends on s, for small s, since,
as we shall see later, all of inflation occurs in fact in the small s regime. The full matrix of
second derivatives is
vab(s) = vab(0) + ∆vab(s) . (29)
Naively, we can expand using perturbation theory, as in quantum mechanics. Labeling the
lowest eigenvalue λ1, we have
λ1 = λ1(0) + ∆v11 +
Nf∑
i=2
(∆v1i)
2
λ1 − λi + ... . (30)
However, recall that we are interested in the evolution near a critical point where all of the
eigenvalues are constrained to be “not too negative”. The eigenvalues at such critical points
tend to bunch up near the minimum allowed value due to level repulsion. As a result, the
denominators λ1 − λi are small for small i. In fact, λ2 − λ1 ∼ N−2f .
This means that we have to do degenerate perturbation theory in a sector of the matrix.
We can determine this sector through the following logic. Taking an n by n submatrix of the
full Hessian, we compare the eigenvalues of δv to the level spacing of vab(0). The entries of
∆v are of size
√
s/Nf . The eigenvalues of an n by n matrix are of order
√
n times the size of
the entries, so the eigenvalues of the δvab submatrix are of order
√
sn/Nf .
In order to find n, notice that the eigenvalues of the unperturbed matrix are given roughly
by
λi − λ1 ∼ i
2
N2f
. (31)
We need to apply degenerate perturbation theory to a submatrix of size n such that the
eigenvalues of the submatrix are greater than or equal to the eigenvalue differences of the
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original matrix. This yields the equation for n
n2
N2f
∼
√
sn
Nf
, (32)
which is solved by n ∼ Nfs1/3.
We can now compute the new lowest eigenvalue by combining the lowest eigenvalue of the
degenerate matrix with the nondegenerate corrections. The n×n matrix δvab will itself obey
a semicircle law, with lowest eigenvalue
√
n times the size of the entries, giving −√sn/Nf .
Plugging in the value for n given above gives λ1 ∼ −s2/3. Calculating the additional contri-
bution from the nondegenerate terms gives
〈∆λ1〉 =
Nf∑
i=n
〈(∆v1i)2〉
λ1 − λi ≈ −
Nf∑
i=n
s/Nf
i2/N2f
∼ −sNf
n
. (33)
Again plugging in the value of s, this contribution is equal to our degenerate calculation.
This confirms that our splitting of the calculation into degenerate and nondegenerate pieces
is sensible. The conclusion is then that for small field displacements, the lowest eigenvalue
evolves as
〈∆λ1(s)〉 ∼ −s2/3 . (34)
At small s, this is a smaller effect than the MMPW estimate, δλ ∼ −√s. We would
obtain the MMPW result if, instead of dividing the perturbation theory into degenerate and
nondegenerate pieces, we had simply done degenerate perturbation theory, allowing all the
elements of ∆vab to contribute to the new ground state eigenvalue. This is indeed a lower
bound on the eigenvalue.
In figure 2 we show our analytical result together with the results of MMPW and simu-
lations, for both small and large field displacements. The λ1 = λmin ∼ −s2/3 estimate works
decisively better for small s, whereas for s ∼ 1 the simulation saturates the bound given by
λ ∼ −2(1 − e−s)1/2. In the rest of the paper we will leave the exponent of s as a parameter
in order to study how our results depend on it and we will show results with both estimates
of the mass evolution.
3.4 Very small s
When the field displacement is very small, there is no need to do degenerate perturbation
theory, and we can do a simpler analysis. The completely nondegenerate regime occurs when
the size of the degenerate matrix calculated above, n ∼ Nfs1/3 is smaller than order 1; in
other words, s . N−3f . In this regime, we can calculate using only nondegenerate perturbation
theory, obtaining
∆λ1 =
Nf∑
i=2
v21i
λ1 − λi , (35)
which leads to
〈∆λ1〉 ∼
Nf∑
i=2
s/Nf
i2/N2f
∼ sNf for s . N−3f . (36)
11
0.001 0.005 0.010 0.050 0.100
0.02
0.05
0.10
0.20
0.50
ϕ/Λh
-λ min ∼-s2/3
-2 s
-2 1-e-s
0.01 0.05 0.10 0.50 1
0.1
0.2
0.5
1
2
ϕ/Λh
-λ min
Figure 2: We plot the approximations λmin ∼ −s2/3 and λmin ∼ −2 (1− e−s)1/2 ∼ −2s1/2
compared to numerical realizations of the evolution of the smallest eigenvalue λmin of a random
matrix with 100 entries. In both cases the matrix has been evolved for 200 steps. The left
plot shows the behavior at small field and the good agreement with the s2/3 approximation,
whereas we see in the right plot that for bigger values of s, the approximation of MMPW
works better. Since our analytical method does not allow us to compute the coefficient in
front of s2/3, we normalized it to match the first value of our simulation.
3.5 Variance of the eigenvalue evolution
To fully characterize the eigenvalue evolution, we want to also calculate the variance of the
change in eigenvalue, 〈(∆λ1)2〉, to understand whether different realizations will deviate sig-
nificantly from the average s2/3 evolution. We do this separately for the degenerate and
nondegenerate contribution. For any realization, the total change in eigenvalue is given by
the sum of a degenerate and non-degenerate contribution,
∆λ1 = ∆λ
deg
1 + ∆λ
non−deg
1 . (37)
Since the matrix elements appearing in the degenerate contribution are statistically indepen-
dent of the matrix elements appearing in the non-degenerate contribution, the total variance
is the sum of the variance for each contribution.
For the degenerate contribution, the probability distribution for the smallest eigenvalue
is determined by the statistics of the n × n submatrix. These eigenvalues obey the Wigner
semicircle law. The smallest eigenvalue has a variance n−4/3 times the square of the expected
smallest eigenvalue [31], so the degenerate part contributes
〈(
∆λdeg1 − 〈∆λdeg1 〉
)2〉
〈∆λ1〉2
∼ 1
n4/3
. (38)
For the non-degenerate part, we can calculate the variance simply by
〈(
∆λnon−deg1 − 〈∆λnon−deg1 〉
)2〉
=
Nf∑
i=n
〈[
(∆v1i)
2 − 〈∆v1i〉2
]2〉
(λ1 − λi)2
. (39)
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Since ∆v1i is a Gaussian random variable with variance s/Nf , this becomes〈(
∆λnon−deg1 − 〈∆λnon−deg1 〉
)2〉
=
Nf∑
i=n
s2/N2f
(λ1 − λi)2
. (40)
Using again that λi − λ1 ∼ i2/N2f gives〈(
∆λnon−deg1 − 〈∆λnon−deg1 〉
)2〉
=
s2N2f
n3
∼ s
Nf
, (41)
where in the last simequality we have used n ∼ s1/3Nf .
The quantity of interest is the ratio between the variance and the square of the mean,〈(
∆λnon−deg1 − 〈∆λnon−deg1 〉
)2〉
〈∆λ1〉2
∼ 1
Nfs1/3
. (42)
This ratio is small in the regime where degenerate perturbation theory is important, s & N−3f .
Therefore, in the degenerate regime, s & N−3f , the spread in the eigenvalue distribution is
small compared to its mean. In the completely non-degenerate regime, s . N−3f , the variance
is of the same order as the mean or larger.
Normally, this would justify replacing the eigenvalue with its mean value, as we have done
in the following analysis. However, it may be the case that conditioning on a sufficiently long
period of inflation selects the tails of the distribution, where the second derivative increases
more slowly.6 We leave this complication for future work.
4 Predictions for the spectral tilt
In this section we focus on the inflation near a critical point, as a natural characterization
of a small initial gradient. It is in principle possible that the gradient is small and yet there
is no critical point around the point of interest. We comment on this possibility in the next
subsection. Near a critical point, the problem then reduces to calculating the perturbations in
single field hilltop inflation with a modified mass. We will treat the case of a general monomial
dependence on the field, i.e. the potential
V = V0 −
(
m20
2
+ cφp
)
φ2 , (43)
where now c =
√
NfΛ
4
v/Λ
p+2
h ×O(1). The case in equation (23) is recovered for p = 1/2, but
we want to be able to treat the p = 2/3 case and study the dependence on p, looking towards
possible generalizations of the model. We are particularly interested in computing the tilt of
the power spectrum ns, or better to find a generic upper bound on it.
In order to do so we start computing the slow-roll parameters. In hilltop models, inflation
happens near the top of the hill, so that usually ηV  V . In our case
ηV ' − 1
3H2
(
m20 + c(p+ 2)(p+ 1)φ
p
)
. (44)
6We thank David Marsh for pointing this out and for discussions on the importance of the variance.
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From this the tilt of the power spectrum follows
ns − 1 = 2 ηV |∗ − 6 V |∗ . −
2
3H2
(
m20 + c(p+ 2)(p+ 1)φ
p
∗
)
, (45)
where |∗ means that the quantity needs to be evaluated as the relevant mode exits the Hubble
radius. We can determine the value of the field in terms of the number of efolds inflation
lasted
Ne =
∫ φf
φi
dφ
H
φ˙
' −3H2
∫ φf
φi
dφ
V ′
(46)
=
3H2
pm20
[
ln
φp
m20 + c(p+ 2)φ
p
]φf
φi
. (47)
The φ2 regime dominates the system at small field values, whereas the φp+2 regime takes
over for
φp & m
2
0
2c
. (48)
Since the mass term must be small to allow for inflation, while the coefficient c is not small,
inflation ends well in the φp+2 regime. So we approximate
φpf 
m20
2c
& m
2
0
(2 + p)c
. (49)
We check in appendix A that this approximation is self-consistent, and indeed inflation ends
well in the φp regime.
This gives the number of efoldings
Ne =
3H2
pm20
ln
[
m20 + c(p+ 2)φ
p
∗
c(p+ 2)φp∗
]
, (50)
where we replaced φi by φ∗. We can now invert this result and find the tilt of the power
spectrum to be
ns − 1 . −2µ
2
3
exp(µ2pNe/3) + p
exp(µ2pNe/3)− 1 , (51)
in terms of µ ≡ m0/H.
This is one of the main results of this paper. One can easily estimate that for either
p = 1/2 or p = 2/3 and any ratio of initial mass and Hubble constant, at 60 efolds the
spectral tilt predicted by this model is excluded by observation. In figure 3 we plotted the µ
dependence of ns for different values of p together with the best value from Planck [4].
The reader might be puzzled about how to recover the quadratic hilltop model from our
treatment, as one would imagine to recover it in the limit p→ 0. In fact, that is the limit in
which the mass changes instantaneously to some big negative value, thus preventing inflation
in the first place. On the other hand, the limit p 1 is the correct one to recover the hilltop
quadratic model: for small field values, large p suppresses the second term in the mass squared
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Figure 3: We show the dependence of the scalar spectrum ns on the ratio µ = m0/H for
60 efolds and different values of p in equation (43), together with the measurement from
Planck [4] at 68% confidence level.
in equation (43). We can see in figure 3 that indeed the model agrees with data for large
values of p.
In light of this, one might still hope to generalize the MMPW model by embedding different
statistics in order to obtain a larger p in the effective approach and find agreement with data.
Bear in mind that a higher p corresponds to a smaller change in the mass. It is hard (perhaps
impossible) to build a random matrix model for which eigenvalue repulsion is small when the
eigenvalues are close and it increases as they move apart. This would be the case for any
p > 1 and we would then need to introduce some new restoring force as well, in order to avoid
infinite drifting of the eigenvalues.
We expect that a small modification of the evolution of the Hessian would not alter our
result significantly. Maintaining the same approach as in MMPW, one would still be able to
find an approximate single field description with a modified mass, but perhaps with a different
dependence on φ.
4.1 Away from the hilltop
It is possible to have a slow-roll flat region of the potential that is not near a critical point.
In this case, the model in (43) needs to be generalized to include a gradient
V = V0 + γφ−
(
m20
2
+ cφp
)
φ2 , (52)
where γ is a constant. Analytical solutions are harder to find with this extra term. We
numerically tested a few values of nonzero γ and found that some values can indeed recover
an acceptable value of ns. For completeness we report one set of parameters that lead to a
tilt in agreement with observations in appendix B.
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Unfortunately, as we will explain in section 5.2, the probability distribution of the gradient
is ill-defined in an MMPW landscape. If such global statistics existed, we could have quantified
the probability of having acceptable values of γ. More generally, we could have estimated the
number of regions with a small gradient but not near a critical point, thus not included in
our near-critical-point analysis. In a globally defined potential that is not constructed by
the stochastic MMPW mapping, those regions are rare in an appropriate choice of variables.
Thus we think our analysis near critical points still has its merit. We will leave it to future
work to consolidate global statistics with the MMPW model.
5 Unsatisfactory aspects of the model
In this section, we point out two unsatisfactory aspects of the MMPW model, namely the
incorrect modeling of very small field displacements and the growth without bound of the
variance of gradient.
5.1 Problems with very small field displacements
The basic assumption of MMPW is that for small field displacement, the matrix of second
derivatives evolves statistically, with variance
〈(δvab)2〉 = 1
Nf
(1 + δab)s . (53)
This means that the size of the elements of the matrix depends on s as δvab ∼
√
s.
However, in a potential with nonsingular third derivatives, the evolution of the second
derivatives is governed by the third derivative matrix,
δvab = vabc
δφc
Λh
. (54)
Moving in any particular direction, this gives
δvab ∼ s . (55)
In other words, the elements of the Hessian must change linearly with the field displacement,
for sufficiently small field displacement. We would expect this linear behavior to be valid
until either the field changes direction, so that different elements of vabc become relevant, or
until the field moves far enough that the matrix of third derivatives changes. On these longer
length scales, it is reasonable to model the evolution of the Hessian as a diffusion process,
as in MMPW. However, on shorter scales, the diffusion behavior δvab ∼
√
s gives too large a
change in the second derivative. Since the changing second derivative is the essence of the
conflict with the observed spectral index, it would be interesting to try to improve the model
in this regard.
5.2 Problems with global statistics on vacuum energy and gradient
In section 4.1, we have explained that the predictions also depends on the value of the gradient
γ, which was ignored in the near-hilltop analysis. Since the model assumes that the potential
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is statistically homogeneous in field space, the natural procedure is to find a probability
distribution for these quantities that is left invariant under evolution in field space, as was
done for the Hessian.
Unfortunately, as we will now explain, there is no normalizable probability distribution
for the gradient that is invariant under the MMPW evolution equations. This issue has been
raised previously in [21,22]. In the MMPW model, the gradient evolves according to
δva = vab
δφb
Λh
. (56)
One can already see the problem: as described in equation (11), the statistics of the second
derivative are independent of the value of the gradient. Therefore, va is equally likely to
increase or decrease and its variance grows without a bound.
We can attach equations to this argument as follows. Although for the purposes of inflation
one chooses a path through field space determined by gradient descent, we are free to follow
any path in order to analyze properties of the potential. For simplicity, we choose to evolve
the gradient as we move along the φ1 direction, which we parameterize as s = φ1/Λ. Focusing
on v1 for simplicity, we can integrate the evolution equation to obtain
v1(s) = v1(0) +
∫ s
0
ds′ v11(s′) (57)
In this equation, all quantities depend also on the other fields φi’s, but since we are only
moving in the φ1 direction, we suppress the other fields.
Now we can calculate〈
(v1(s)− v1(0))2
〉
=
∫ s
0
ds′
∫ s
0
ds′′
〈
v11(s
′) v11(s′′)
〉
(58)
= 2
∫ s
0
ds+
∫ s+
−s+
ds− 〈v11(s+ + s−)v11(s+ − s−)〉
For large s, the memory of the initial conditions is lost, and the 2-point function depends only
on the separation (s′ − s′′) /2 = s−. Therefore, the large s behavior is captured by〈
(v1(s)− v1(0))2
〉
≈ 2
∫ s
0
ds+
∫ s+
−s+
ds−G(s−) , (59)
The correlator G(s−) is positive and its integral is finite, so the integral grows linearly without
bound as s ∝ φ1 increases, 〈
(v1(s)− v1(0))2
〉
∼ s (60)
As a result, no probability distribution with a finite variance can be left invariant by the
evolution.
One can make a similar argument for the height of the potential v0; however, the two-point
function of the gradient will now appear on the right side of the equation. Since this is itself
undefined, one is not in a position to determine what probability distribution, if any, is left
invariant under the evolution.
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6 Discussion
We employed the MMPW model [17] for the landscape to study inflation in the limit of
a large number of fields. We showed that inflation near a critical point can happen, but it
generically leads to a scalar spectral index that is too red and therefore in conflict with current
observations. We stress that the universes predicted by this model seem to allow intelligent
life to develop, since a slightly redder tilted power spectrum does not threaten our existence.
Therefore, the discrepancy with data cannot be argued away using anthropic arguments.
Dropping the assumption that a critical point is nearby, therefore allowing for a gradient
term, we found cases that are consistent with current data. The sets of parameters that work
are few and far between, adopting the simplest statistics for the gradient. Unfortunately,
the MMPW model does not provide a prescription to determine the probability distribution
for the gradient of the potential. Hence, while we suspect these sets are rare, we could not
quantify their typicality.
The apparent incompatibility with observations of the MMPW model leads us to three
possible options: we need better statistical model for a random landscape; our universe is
not typical; or the kinematics of a random multifield landscape alone does not describe our
universe.
We believe that the first option is disfavored. As described in section 4, eigenvalue repul-
sion leads to a steepening of the potential, resulting in a spectral index in conflict with obser-
vations. The conflict persists if the eigenvalue repulsion is artificially weakened or strengthen,
see figure 3. Therefore we expect that modifications of the dynamical evolution of the Hessian,
which generalize the MMPW model, would still fail to agree with data.
The second option deprives us from a powerful weapon, namely naturalness. In this case,
statistical tools are not useful in describing the universe. We want to stress that here we do
not refer to the fact that slow-roll inflation is difficult to realize in the landscape, as we already
knew this to be the case in a random landscape. Rather, our universe is atypical among the
ones that undergo inflation and can host sentient life. Giving up the assumption of typicality
would prevent any comparison between theory and cosmological observations.
We speculate that the third option is therefore the most promising. We interpret it as
pointing toward the fact that extra structures in the landscape have played an important role
in our cosmological history. For example, some fields enjoy symmetries (e.g. a shift symmetry)
that make the potential in those flatter than in the fully random case. Even if these shift-
symmetric field only form a small subset of all the fields, a theory of initial conditions7 might
favor inflationary paths in those directions. This option is supported by other hints in the
literature: due to eigenvalue repulsion, critical points in a random multifield landscape are
very unlikely to be minima [34–37]; if a minimum does exist, it is likely to have a rapid
nonperturbative decay rate [38–40]. Taken together with our results, one might reasonably
conclude that describing our universe by a theory of many fields without any structure is
doomed to failure.
7A concrete example is that a tunnelling initial condition favors unwinding inflation [32, 33], since the end
point of a tunnelling event is a natural starting point of such inflation path.
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A Approximations used in section 4
We discuss here the validity of the assumptions we made in section 4. First we will show
that inflation does indeed end in the φp regime as postulated in our calculation. We will then
justify the assumptions H = const. and φpf  m20/c, i.e. that V0 dominates and inflation ends
well in the φp regime.
A.1 Inflation ends in the φp regime
Inflation ends when the slow-roll parameter  ∼ 1 and for the model in (43), this can be
approximated by
V =
M2p
2
(
m20φ+ c(p+ 2)φ
p+1
V0
)2
. (61)
Within our approximation, the condition for ending inflation is then
sp+1f
Mp
Λh
√
Nf (p+ 2)
v0
√
Nf
' 1 , (62)
where we used that c ∼ √NfΛ4v/Λp+2h and defined s as in (24). Morever, we should keep in
mind that with our conventions v0
√
Nf ∼ 1, so the end of inflation occurs at
sp+1f ∼
Λh
MP
1√
Nf
. (63)
Since we assume Λh < MP , inflation always ends at small s, so understanding the field
evolution for small field displacement s is sufficient.
To check that the φp term dominates at the end of inflation, we compare now the first and
second terms of the numerator in (61). The ratio of the quadratic term to the φp term can
be simplified, by a quite tedious and not enlightening series of manipulations to
m0φf
c(p+ 2)φp+1f
= µ2
(
Λh
Mp
) p+2
p+1
(
v0
√
Nf
(p+ 2)
√
Nf
) 2p+1
p+1
. (64)
The last term in (64) is always smaller than 1 (barring unusual fluctuations of v0)The condi-
tions
µ < 1 ,
Λh
Mp
< 1 ,
(65)
are sufficient to justify our approximation and are consistent with our initial assumptions.
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A.2 No need for more stringent assumptions
In section 4 we assumed H = const. and in section A.1 we showed φpf  m20/c to hold true in
our model. In general, these conditions are not enough to ensure that our results are correct;
as an example consider the choice of parameters
p = 2/3 V0 = 10
−6M4P m0 = 10
−6MP c = 10−8M
2−p
P . (66)
They do not violate any of the assumptions we made, but still they violate the bound in
equation (51). The second assumption is indeed not quite enough to ensure the validity of
our results, but rather we would need to assume the more stringent φf  φ∗. However we will
show here that for our parametrization and typical values for the parameters, this requirement
is already automatically satisfied. With non-atypical values we mean
V0 ' Λ4v c '
√
Nf
Λ4v
Λ2+ph
. (67)
First of all we need to find φf . Inflation ends when the slow roll parameters become ∼ 1
and in our model η becomes ∼ 1 before , therefore η ∼ 1 is the stronger condition under
which to prove φf/φ∗  1.
Assuming inflation ends in the φp+2 regime and imposing η = 1, one gets
φpf =
3H2
c(p+ 2)(p+ 1)
. (68)
Let’s assume that φf  φ∗ and check for consistency of equation (50). I invert equation
(50) and take the limit m0 → 0 and find8
φp∗ =
3H2
c(p+ 2)pNe
. (69)
It is now straightforward to take the ratio:
φ∗
φf
=
(
p+ 1
pNe
)1/p
=
(
1
24
)3/2
' 8× 10−3  1 , (70)
showing that we do not need stronger assumptions in our calculations.
B A working set of values introducing γ
We mentioned in section 4.1 that adding a linear term to the potential which is sizable at the
beginning of inflation, as in equation (52), leads to a universe compatible with observations
for some particular values of the parameters. For completeness, we report in this appendix
one viable set of parameters, which we found through numerical investigation.
8Notice that φ∗ would be even smaller for m0 6= 0 as it would be exponentially suppressed
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We assume the number of fields to be Nf = 100 and we give values to the vertical and
horizontal scales of our potential: Λv = 0.3 × 10−4MP and Λh = MP . Then the set of
parameters
V0 = Λ
4
v , γ = 1.3× 103
Λ6v
M3P
, m0 = 10
−3/2N1/4f
Λ2v
Λh
, c = N
1/2
f
Λ4v
Λ2+ph
, (71)
with p = 2/3, produces a power spectrum roughly in agreement with data. Inflation lasts
N & 60 and the power spectrum intensity and tilt is
∆2 ' 4.7× 10−9 and ns ' 0.96 . (72)
As one can see, the amplitude of the power spectrum is close to the observed one (up to
a factor of 2) and its tilt is in agreement with data, thus defying the problems encountered
in section 4.
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