This paper presents a solution adaptive scheme for solving the Navier-Stokes equations on an unstructured mixed grid of triangles and quadrilaterals. The solution procedure uses an explicit Runge-Kutta fmite volume time marching scheme with an adaptive blend of second and fourth order smoothing. The governing equations are solved in a 2D, axisymmetric or quasi-3D form.
INTRODUCTION
There have been numerous recent papers, for example [1]- [7] , demonstrating that it is possible to solve both the Euler and Navier-Stokes equations on unstructured grids. This paper reports progress on an adaptive method for efficiently solving the two dimensional Navier-Stokes equations. These equations are solved in three possible forms: planar 2D, axisymmetric and quasi-3D. The quasi-3 Dform is given in section2. Two earlier papers [3] ,[8] present methods for solving inviscid and laminar viscous flow problems. In this paper improvements to the earlier methods are presented together with a detailed evaluation on a variety of cases.
The reasons for employing an unstructured mesh approach to fluid flow problems are twofold: (i) complex geometries can be meshed efficiently and with little user intervention and (ii) solution adaption is straightforward. The adaption can be performed either through adaptively remeshing the geometry where the meshing parameters are based on the current solution [4] , or through reinforcing the mesh
FIGURE 1 SUBDIVISION OF TRIANGULAR CELLS
by locally adding new nodes [3] . The 'latter approach is in general many times faster than adaptive remeshing and is the method used in this paper. Further details of the refinement algorithm are given in section 5.
The usual practice in unstructured mesh codes is to employ a mesh comprised of purely triangular cells. When adaption by reinforcement is performed, the logical way to divide a triangular cell is into four smaller cells as illustrated in figure 1. This adaption scheme becomes very wasteful of points in regions of the flow where gradients are primarily one dimensional, for example in boundary layers, wakes and shocks. Here the mesh spacing in the direction of the gradient (required to resolve the gradient) will be the same as the spacing normal to it.
A better method is to employ a control volume which may be preferentially refined in one direction. A quadrilateral cell is an example of such a control volume. Figure 2 illustrates the way in which this volume may be divided to efficiently resolve one dimensional gradients. If the quadrilateral elements can be orientated correctly with the gradient then a scheme which is very efficient on the use of mesh points will result.
It is clearly possible to align quadrilateral elements correctly in boundary layers and wakes as some knowledge exists of where these FIGURE 2 ONE DIMENSIONAL REFINEMENT OF QUADRILATERAL CELLS features will lie. This is not possible in general for shock waves. However as the governing equations are solved in conservation law form the discontinuity may be smeared over a finite thickness 8, without affecting the jump conditions across a shock. This 8, can be significantly greater than the near wall spacing required to resolve the boundary layer. Therefore if a purely triangular scheme was used the number of points required to resolve the boundary layer could be many times more than the number of points required to resolve a shock. Hence the scheme will still be relatively efficient if quadrilaterals are used in the boundary layers and triangles are used for shocks. The computational mesh is generated by first placing a layer of quadrilateral elements around the body and either side of expected wake center lines. Outside of this region a triangular mesh is generated using a Delaunay triangulation algorithm described in [9] . On this mesh the laminar or turbulent equations are solved by the time marching procedure described in section 3. The required modifications to the dissipation algorithm for amesh containing high aspect ratio cells are detailed in section 4. Details of the implementation of the k-s and the mixing length turbulence models are described in section 6. Results for a transonic turbine nozzle, a nozzle and a combustor diffuser are presented in section 7.
GOVERNING EQUATIONS
The Reynolds averaged Navier-Stokes equations are solved in either planar, axisymmetric or quasi-3D form. In quasi-3D form the equations are transformed to an axisymmetric stream sheet of thickness hand radius r from the z axis. This streamsheet rotates with angular velocity 52 about the z axis. An (m ',9) coordinate system typical of turbomachinery practice is employed. (12) where 61 and 64 are fourth difference operators in the two coordinate directions, and Sand S,, are scaling factors related to the wave speeds ill and A I in the two coordinate directions.
If the unstructured scheme as described above is applied on the structured grid then the dissipation operator may be written as FIGURE 3 CONTROL VOLUME FORMED BY JOINING CELL CENTROIDS
SOLUTION SCHEME
The solution algorithm is a finite volume five step Runge-Kutta time marching scheme similar to the algorithm describedin [1] . Local time steps and residual averaging are used The control volumes are non-overlapping and are generated by joining the centroids of adjacent cells. This is illustrated in figure 3 for the triangle/quadrilateral interface. The flux balance for the control volume is computed by a vectorized loop over edges. Note that with these control volumes the solver does not distinguish between triangles and quadrilaterals -the different cell types canmix freely in the grid.
The boundary conditions are typical for turbomachinery problems. At the inlet, total pressure, total temperature and either flow angle or tangential velocity are specified, and at the exit a fixed static pressure is specified. Wall boundaries are assumed to be adiabatic.
ARTIFICIAL DISSIPATION
An adaptive blend of second and fourth order smoothing operators similar to that reported by Jameson and Baker [1] is employed. However, the scheme described in this paper differs from [1] in the construction of the fourth difference operator. This fourth difference is typically constructed by two loops over edges. The first pass computes a pseudo Laplacian at each node, and the second differences this pseudo Laplacian again to produce the required fourth difference. Linguist [5] shows that a scheme involving the computation of an accurate Laplacian for the first loop over edges can significantly reduce spurious total pressure errors. It was found that using a true Laplacian on a grid containing high aspect ratio cells leads to severe instabilities. In a previous paper [3] , an alternative scheme was used. This computes a pseudo Laplacian which retains the desirable property of a true Laplacian that linear functions are unsmoothed. This scheme was found to be stable on grids containing cells with aspect ratios up to 500:1.
All of the above schemes were found to be poor at predicting viscous flows unless the fourth difference operator was reduced in the boundary layer region. In contrast, similar smoothing schemes on structured grids (Martinelli [11]) do not require that these terms be = sol e + s",r3;*, c, + (S+ SO p , (13) where the cross derivative term causes a strong coupling between the two coordinate directions and prevents independent scaling of the smoothing. In order to reproduce the smoothing operator given in equation (12) for the unstructured grid the third derivative in the direction of the grid edge for each of the control volume faces is first computed. It can be shown that this is given by (14) 2 where the subscripts refer to values at either end of the edge. Computing the first difference of (14) across the control volume allows the smoothing to be independently scaled in the two coordinate directions to reproduce (12). The disadvantage with this scheme is the requirement to compute first derivatives of the dependent variables at each node prior to the smoothing step. This leads to a significant increase in the CPU time (typically 50%) consumed by the smoothing algorithm for inviscid flows. However, for viscous flows these derivatives have already been computed for the viscous contribution to the residual.
REFINEMENT
In this section the refinement algorithm is briefly described. For a fuller description of the algorithm the reader is referred to [3] .
The refinement algorithm is tightly coupled to the solver in a cycle that alternates between time marching and adaptive refinement. This cycle begins with an initial coarse grid and continues until the refiner produces no further change in the grid, at which point the solution is allowed to continue to convergence.
Refinement is invoked after an error measure falls below some threshold. A loop over all edges in the grid is then performed tagging edges for refinement or derefmement. An edge is tagged for refinement if the normalized first difference of some flow quantity (typically pressure total pressure or velocity) exceeds a threshold value. An edge is tagged for derefinement if the first difference falls below half the threshold value.
The second stage of refinement is the division of the tagged parent edge into two children edges, thereby creating anew node. This new node is placed midway between the end points of the parent edge. 
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FIGURE 4 REFINEMENT NEAR WALL BOUNDARIES
When refining edges in the quadrilateral region parallel to viscous walls a modified point placement algorithm is required. Simply placing the new node at the center of the edge for internal edges and on the wall for wall edges will not suffice as it is possible for the resulting wall and internal edges to cross. The modified algorithm is illustrated in figure 4 . The dotted line represents the true boundary. With this algorithm a 'stack' of wall parallel edges associated with each wall edge is computed. This stack only contains edges in the quadrilateral region. During the refinement process it is ensured that if any edge in a stack is refined then all edges in that stack are refined.
The new nodes are firstplaced at the center of the edge (including the boundary edge) and then corrected to reflect to true boundary shape. This correction is achieved by first computing the 'stack' of nodes associated with each new wall node and then displacing all nodes in the stack by the same amount such that the wall node lies on the true boundary.
TURBULENCE MODELS

Baldwin-Lomax turbulence model
With this model [12] a line of nodes ordered in increasing distance from the wall and spanning the boundary layer region is required. A function F and its maxima (Fmax) and position (Ymax) are computed to obtain the turbulent viscosity. With a structured grid the line of nodes is readily available but with the unstructured grid some extra work is required to extract this data The data structures derived by refining in the way described in section 5 to store the node 'stacks' are used here. Problems with this model relate to the computation of F",,, and Ymax.. The first difficulty arises since the function F is only computed at nodes. The resulting Ymax will make discontinuous jumps along the wall as the maxima moves between gridnodes. This was found to result in a non smooth distribution of skin friction unless excessive boundary layer refinement was performed normal to the wall. To alleviate this problem a parabola was fitted to Fin the region of the maxima and Ymax computed from the stationary point of this curve. The second difficulty arises as the function F is related to vorticity which is a derivative quantity and tends to be noisy. This can lead to spurious spikes in the distribution of F and the computation of incorrect values of F. To reduce this problem the distribution of F is smoothed with a simple Laplacian operator similar to that used by Kallinderis [6] .
Wall functions may be optionally used. Here the value of the shear stress at the wall is replaced by a value computed from the law of the wall.
For the cases considered it was found necessary only to call the model every five time steps . The total cpu time spent in the turbulence routines was typically only 2% of the overall cpu time for the Baldwin-Lomax model.
k-e turbulence model
An alternative method to incorporate the effects of turbulence is through using a k-c model. This model is more attractive for an unstructured grid code as it requires no knowledge of the grid structure in the near wall region. It requires two extra conservation equations for k and c to be solved on the unstructured mesh. The turbulent viscosity is calculated using the computed fields of k and e.
The standard high Reynolds number k-c turbulence model The constants in the above equations take the standard values given in [15] . Wall functions as described [15] are also employed.
Initially solution of the k-E equations was attempted in an identical manner to the momentum equations. This was found to be very unstable. The reason was traced to the fourth order smoother causing overshoots in k and E in regions of high gradients. This would typically occur near the edge of boundary layers where k and s are dropping from high values near the wall to significantly smaller values in the free stream. A small undershoot could make E very close to zero, hence when the turbulent viscosity is computed from equation (21) an unphysically large value may result. This then has an extreme destabailising effect on the numerical scheme.
A similarproblem exists for the momentum equations in the region of a shock. Here the differencing scheme becomes locally upwind in an attempt to remove these unphysical overshoots. Even with the modified differencing scheme small overshoots are still possible but they are tolerated by the solution algorithm. To remove any possibility of overshoots a pure upwind scheme is used over the whole flow domain to compute the convective fluxes for the k-E equations. This modification reduces the accuracy of the scheme to first order for these equations; it is however a standard modification used in many pressure correction and time marching codes.
RESULTS
Computational results are presented for a range of geometries of varying complexity and compared to available experimental data.
In all cases the refinement thresholds (described in section 5) on static pressure, total pressure and velocity were 5%, 5% and 10% respectively. Refinement was invoked when the volume averaged velocity changed by less than 1% between consecutive iterations. When the refiner produced no further change in the grid the time marching procedure was continued until the average velocity change between iterations fell below .01%
Transonic Turbine Cascade
This geometry is the subject of experimental work at VPI&SU [14] and represents a transonic rotor typical of modern gas turbine applications. This case was run over a range of pressure ratios. These pressure ratios are usually expressed in terms of an isentropic exit Mach number. This Mach number ranged from 0.8 to 1.35.
In this cases where there is a strong pressure gradient in the vicinity of the exit boundary, specifying a fixed static pressure produces a very reflective boundary condition leading to unphysical solutions. For these cases the exit pressure distribution was allowed to float with the constraint that the average value remain fixed. This scheme was found to give a much less reflective boundary condition The k-s turbulence model was used for this case as trailing edge unsteadiness was observed with the Baldwin-Lomax model. Turbulence models are designed to enhance the laminar viscosity in order to model the small (sub grid) scale unsteadiness. However at the trailing edge of a turbine blade it is feasible to have a fine enough grid (especially with refinement) to resolve the vortex shredding process which is observed experimentally. The question arises as to what the turbulence model will do in these regions. Experimenting with both the Baldwin-Lomax and k-E models indicated that the k-E model produces a large enough turbulent viscosity to damp out the vortex shedding and hence make the trailing edge steady. The turbulent viscosity from the Baldwin-Lomax model tended to be too small to suppress this unsteadiness. On reflection this is not surprising as this model is designed for attached or mildly separated boundary layers which differ greatly from the trailing edge flow field.
The initial and final grids for an exit Mach number of 1.25 are shown in figure 5 . The quadrilateral region and the refinement performed to resolve the shocks and wakes can be clearly seen. Contours of Mach number are shown in figure 6 for a range of exit Mach numbers. Comparisons with experimental data for pressure distribution and loss are given in figures 7 and 8 respectively. The total pressure loss coefficient P1 is defined to be
where Psi is the inlet total pressure and Pa is the mass averaged exit total pressure.
The increase in loss with exit Mach number is well predicted and indicates that the loss arising from viscous and inviscid effects is being correctly predicted. The small shock on the suction surface which appears at an exit Mach number of 1.03 is not present in the experimental results
The final grids ranged in size from 2250 nodes for an exit Mach number of 0.83 to 7329 nodes for an exit Mach number of 1.25. CPU time on an HP720 workstation was between 25 minutes for the low exit Mach number case to 125 minutes for the high Mach numbers case. The increase in mesh size and consequent CPU time with exit Mach number is due to the presence of shocks. With an increase in Mach number to 1.35 the final mesh size jumps to 12,759 nodes. The contour plots in figure 6 indicate no significant change in the shock pattern that would explain this significant increase in mesh size. The reason is that the wake moves outside the quadrilateral region and forces inefficient two dimensional refinement in the triangular region. This case serves to illustrate the efficiency of quadrilateral refinement for resolving viscous regions. Obviously to fix this problem the quadrilateral region would be expanded slightly.
Convergent divergent nozzle
The next case run was a 2D transonic nozzle designed for high speed operation with an area ratio of 10.2. Figure 9 shows the initial and final meshes for this configuration. The Baldwin-Lomax turbulence model was used. For this type of configuration viscous effects tend to be small and hence pressure distributions are usually well predicted even with an inviscid computation. 
FIGURE 5 INITIAL AND FINAL GRID FOR VPI TUR-BINE CASCADE (MEX=1.25)
thrust coefficient comes from an inviscid calculation made on a purely triangular mesh. It can be seen that the reduction in thrust due to viscous effects is well predicted. To ensure this was not a fortuitous result due to numerical viscosity the solver was run in an inviscid mode on the viscous grid. As can be seen the thrust coefficient moves back towards the inviscid value.
Combustor dump diffuser
The previous two cases can be meshed and good quality solutions obtained with a structured mesh code. This final case demonstrates the capability of the algorithm on a complex geometry which is extremely difficult to mesh and solve using a structured mesh code. The geometry is an axisymmetric combustor dump diffuser. The function of the diffuser is not only to reduce the velocity of the combustor inlet air, but also to recover as much of the dynamic pressure as possible, and to present the liner with a smooth and stable flow [18] . The initial and final meshes are shown in figure 11 . The fmal mesh has 3584 nodes.
This case was run with the k-s turbulence model. A velocity vector plot is given in figure 12 where large recirculation regions can be clearly seen. These same flow features have been observed in a similar dump diffuser geometry by other investigators [19] . The calculated flow split among the three exit passages is found to be in good agreement with experimental data from cold flow experiments conducted in a wooden diffuser model.
CONCLUSIONS
The numerical scheme and refinement algorithm described in this paper has been demonstrated to be apowerful and efficient algorithm for solving the Navier-Stokes equations. The use of quadrilateral elements in viscous regions to permit one dimensional refinement is shown to be an essential basis of any efficient adaptive method. Without these elements excessively large numbers of points wouldbe inserted by the refinement algorithm in order to achieve the desired level of accuracy.
Solution times while acceptable can always be improved. The use of a multigrid algorithm where the multigrid levels are obtained through the refinement process seems an attractive possibility. Initial work in this area [16] [17] for inviscid flows is very promising and produces acceleration factors comparable with structured multigrid codes.
Solution of the k-c equations with a time marching method is notoriously difficult. A simple upwind scheme which allows robust solution of these equations for complicated problems of industrial significance has been presented. 
