





Profile Based Optimization Techniques 























第１章 序論 ..............................................................................................................................9 
１．１ 研究の背景 ................................................................................................................9 
１．２ 研究の目的 .............................................................................................................. 11 
１．２．１ 実行時分岐予測を用いた多分岐処理の高速化 .................................................12 







２．２．２ 分岐履歴格納のための領域サイズ ...................................................................19 
２．２．３ ２分岐命令の実行履歴収集 ..............................................................................20 
２．２．４ 多分岐命令の実行履歴収集 ..............................................................................22 
２．２．５ 低頻度実行経路解析による分岐予測の補正 .....................................................24 
２．３ 多分岐命令の最適化 ................................................................................................26 






２．５ まとめ .....................................................................................................................37 
第３章 オンラインパスプロファイルの構造的収集手法.........................................................39 
３．１ はじめに..................................................................................................................39 
３．２ 背景 .........................................................................................................................41 
３．２．１ 説明用プログラム ............................................................................................41 
３．２．２ 収集したプロファイルの精度の評価手法.........................................................42 
３．２．３ エッジプロファイルとパスプロファイル.........................................................42 
３．２．４ 動的パスプロファイル収集の課題 ...................................................................44 
３．３ 構造的パスプロファイル収集手法 ..........................................................................47 
３．３．１ 構造グラフの定義 ............................................................................................48 
３．３．２ 構造グラフの構築 ............................................................................................49 
３．３．３ インストルメンテーションコードの生成.........................................................50 
３．３．４ プロファイル収集の管理..................................................................................53 
３．３．５ グローバル・プロファイルの生成 ...................................................................55 
３．３．６ 最適化の例 .......................................................................................................58 
３．４ パスプロファイルを用いたLoop Peeling手法.........................................................59 
３．４．１ 経路の分類と実行頻度の計算 ..........................................................................61 
３．４．２ 適用例 ..............................................................................................................61 
３．５ 評価 .........................................................................................................................63 
３．５．１ 評価方法...........................................................................................................63 
３．５．２ メモリ使用量 ...................................................................................................64 
３．５．３ 精度の評価 .......................................................................................................66 
３．５．４ プロファイル収集のオーバヘッド ...................................................................70 
３．５．５ パスプロファイルを用いたLoop peeling手法による評価 ................................71 
4 0 目次     
３．６ 議論 .........................................................................................................................72 
３．７ 関連研究..................................................................................................................72 
３．８ まとめ .....................................................................................................................74 
第４章 静的プロファイルを用いたプログラム起動処理の高速化 ..........................................75 
４．１ はじめに..................................................................................................................75 
４．２ アプリケーション起動時のI/O待ち時間の問題 .......................................................77 
４．２．１ I/O待ち時間の定義...........................................................................................77 
４．２．２ アプリケーション起動時におけるI/O待ち時間................................................77 
４．２．３ 解決すべき課題 ................................................................................................79 
４．３ シナリオに基づくファイル・プリフェッチ手法 .....................................................80 
４．３．１ サンプルプログラム.........................................................................................81 
４．３．２ プロファイルの収集.........................................................................................82 








４．５．２ プログラムの静的プロファイルを用いてプリフェッチ処理を行う方法 ..........95 
４．５．３ アプリケーションを書き換えてプリフェッチ処理を行う方法 ........................95 
４．５．４ コンパイラによりプログラムを解析することでプリフェッチ処理を行う方法96 
４．５．５ プログラムを多重化して生成したプリフェッチ処理プロセスを用いる方法 ...96 
４．５．６ ハードディスクのSeek時間を最小化する方法.................................................96 
４．５．７ ハードディスク上のファイルの配置を並べ替える方法 ...................................96 
４．６ まとめ .....................................................................................................................96 
第５章 結論 ............................................................................................................................99 
  
図目次 
図２.１ 履歴情報収集処理 ..................................................................................................18 
図２.２ 2分岐命令の履歴情報の収集 .................................................................................20 
図２.３ 多分岐命令の履歴情報収集方法の例 ......................................................................23 
図２.４ 低頻度実行経路の検出 ...........................................................................................25 
図２.５ 条件判定モデル ......................................................................................................27 
図２.６ 探索木生成アルゴリズム........................................................................................30 
図２.７ 隣接条件マージの例 ...............................................................................................31 
図２.８ 探索木の生成アルゴリズム ....................................................................................32 
図２.９ Profile Guided Partial Redundancy Eliminationの効果 .....................................35 
図２.１０ Switch Optimizationの効果...............................................................................36 
図２.１１ SPECjvm98 .......................................................................................................36 
図２.１２ SPECjbb.............................................................................................................37 
図３.１ ２重ループを持つプログラムとそのエッジプロファイルの例...............................41 
図３.２ オーバーラップパーセンテージ手法 ......................................................................42 
図３.３ Restructuring by loop peeling ..............................................................................44 
図３.４ Instrumentation code and profile counter inserted by BPP ...............................45 
図３.５ Hot paths detected by BPP. ..................................................................................46 
図３.６ 構造グラフの例 ......................................................................................................49 
図３.７ 構造グラフの生成アルゴリズム .............................................................................50 
図３.８ Algorithm to generate instrumentation code. .....................................................51 
図３.９ インストルメンテーション処理の例 ......................................................................52 
図３.１０ Algorithm for profile controller.........................................................................54 
図３.１１ プロファイル制御機構........................................................................................55 
図３.１２ Algorithm to generate global profiles...............................................................57 
図３.１３ Hot paths detected by SPP................................................................................59 
図３.１４ エッジプロファイルを用いたLoop Peeling........................................................62 
図３.１５ Forward pathプロファイルを用いたLoop Peeling............................................63 





図３.１９ SPECjvm98 ベンチマークとSPECjbb2000 ベンチマークによる，初回実行にお
けるSPPのオーバヘッドの評価 .....................................................................................71 
図３.２０ Loop peelingをもちいた速度向上の評価............................................................71 
図４.１ RedHat9 LinuxでのWAS 5.1.1の起動時間の評価結果.........................................78 
図４.２ WAS 5.1.1起動時のファイルからのデータ読み込みにかかる時間の時間的推移 ..78 
図４.３ Javaプログラムで使用されるJarファイルの典型的なファイルアクセスパターン80
図４.４ シナリオに基づくプリフェッチ手法の流れ ...........................................................81 
図４.５ サンプルプログラム ...............................................................................................82 
図４.６ read処理に対してプロファイル情報を収集するための処理 ..................................83 
図４.７ I/Oプロファイルの例 .............................................................................................83 
図４.８ プリフェッチ処理リストの生成 .............................................................................84 
図４.９ プリフェッチ処理の並べ替えの実施例 ..................................................................85 




6 0 目次     
図４.１３ 各プリフェッチ処理の最終開始時刻を求めるアルゴリズム...............................88 
図４.１４ プリフェッチ処理の並び替え .............................................................................89 
図４.１５ プリフェッチ処理の並び替えを行うアルゴリズム .............................................90 
図４.１６ 同期点の決定 ......................................................................................................91 
図４.１７ プリケーションとの同期点を検出するアルゴリズム .........................................92 
図４.１８ Scenario-based prefetchingの実行モデル .........................................................93 
図４.１９ 評価結果 .............................................................................................................94 
 
表目次 
表１.１ プロファイルを用いた最適化の分類 ...................................................................... 11 
表２.１ ２分岐履歴情報に必要な領域のサイズに関する評価 .............................................19 
表２.２ ２分岐履歴情報に必要な領域のサイズに関する評価 .............................................20 
表２.３ 履歴情報からの分岐予測........................................................................................21 
表２.４ ２分岐命令の分岐予測の精度.................................................................................22 
表２.５ 多分岐命令の分岐予測と実際の分岐結果との相関を用いた精度の評価 ................24 
表２.６ 希少実行経路の検出 ...............................................................................................26 
表３.１ Path profiles collected by BPP..............................................................................46 
表３.２ Profile Results.......................................................................................................58 
表３.３ 経路数とインストルメンテーションポイント数の比較 .........................................64 














































まざまな情報がプロファイルとして収集されている．例えば，Fisher が提案した Trace Scheduling[39]



































Hand-rewriting Compiler optimization Runtime system
Offline profile Programmer Static compiler Runtime system











ファイルを用いた最適化のアプローチ（Online profile + JIT compiler, Online profile + Runtime 
System）と，オフラインプロファイルを用いたランタイムシステムの高速化のアプローチ(Offline 
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を提案し，その効果をいくつかのベンチマークプログラムを用いて評価した結果を示す． 









































































































































































       :
      goto prof_code;
lnext:;
       :
prof_code:;
       :
    // profiling code
       :
    counter ++;
    if (counter < THRESHOLD) goto lnext
    remove_goto();
    goto lnext;
 
図２.１ 履歴情報収集処理 
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のカウンタあたり 4bit の領域割り当てが上限値となる． 
 
表２.１ ２分岐履歴情報に必要な領域のサイズに関する評価 
byte % byte %
mtrt 628 16910 314 1.86% 2512 14.86%
jess 2043 21221 1022 4.81% 8172 38.51%
compress 343 6796 172 2.52% 1372 20.19%
db 641 9684 321 3.31% 2564 26.48%
mpegaudio 766 18945 383 2.02% 3064 16.17%
jack 3993 45839 1997 4.36% 15972 34.84%
javac 3967 71903 1984 2.76% 15868 22.07%
profile size
4 bit / branch 4 byte / branchnum. of branches total bytecodesize (byte)
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表２.２ ２分岐履歴情報に必要な領域のサイズに関する評価 
byte % byte %
mtrt 135 16910 68 0.40% 540 3.19%
jess 384 21221 192 0.90% 1536 7.24%
compress 64 6796 32 0.47% 256 3.77%
db 141 9684 71 0.73% 564 5.82%
mpegaudio 75 18945 38 0.20% 300 1.58%
jack 544 45839 272 0.59% 2176 4.75%






4 bit / counters 4 byte / counters
 
 
























1 2 3 4 
1 0 0 1 ... Profiling Buffer
N bit 
... 





























All bits are 1 Taken
All bits are 0 Not taken
Otherwise No prediction  
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表２.４ ２分岐命令の分岐予測の精度 
profile count 1 2 3 4 1 2 3 4
mtrt 77.83 83.25 85.74 86.49 80.01 83.63 84.34 84.86
jess 71.77 78.37 81.73 82.81 77.94 78.9 93.56 92.8
compress 65.02 65.72 65.71 65.71 65.02 65.72 66.44 67.59
db 97.68 98.07 98.07 98.63 97.68 98.08 98.09 98.03
mpegaudio 78.44 84.36 91.96 92.34 81.83 92.59 94.13 96.28
jack 79.41 83.47 90.09 91.97 86.77 91.09 92.08 93.49
javac 81.63 90.16 90.97 92.6 85.03 91.03 92.32 92.75
Initial State Profile (%) Steady State Profile (%)
 
 























                                                  
1 default文が存在しない場合はswitch文の次の文を実行する． 
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Switch 命令の定義から，探索条件式の集合に属する各条件式が示す範囲は互いに素であり，またそ
れらの範囲の和は整数空間全体に等しいことが保障される．履歴情報の収集処理では，この集合中の
各条件式の示す範囲ごとに１つのカウンタを割り当てる．従って，必要カウンタ数は case 文の数を N
個とすると最大(2N+1)個となる．またこれとは別に収集した履歴情報の総数を数えるカウンタを１つ


















:                :
key1 < x < key2















































javac 74.2% 81.0%  
 














































mtrt 7.50 6.28 91.79
jess 2.97 3.35 98.96
compress 5.66 5.91 99.99
db 4.13 3.74 100.00
mpegaudio 5.45 3.13 99.98
jack 16.08 14.88 97.54
javac 16.91 14.24 99.44  
 
２．３ 多分岐命令の最適化 
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(1-P) * Cfalseを加えた値として計算される． 
 
 
28 第２章 実行時分岐予測を用いた分岐処理の高速化     




























































      (4b) 
 
探索条件式 1を探索条件式２に先行して評価した方が全体の期待コストを減らすことができること
は，Ce21 - Ce12 > 0 が成立することと同値である．この不等式を式(4a)(4b)を用いて変形することで，
式(5)を得る． 
 











































これを静的探索処理で実施するとした FALSE process に対して同様に評価を行う．これを最終的に期
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待コストが静的探索で実施したほうが同じかよい状態になるまで再帰的に繰り返す．この処理を実行
するメソッド Generate_search_tree のアルゴリズムを図２.６に示す． 
 
 
01: SearchTree Generate_search_tree (Switch sw) { 
02:    SearchTree ST = new SearchTree(); 
03:    List T = sw.Make_a_test_condition_list(); 
04:    T.Sort_by_weight(); 
05:    while (true) { 
06:       c_orig = T.Calculate_static_search_cost(); 
07:       t = T.Get_and_pop_test_condition(); 
08:       c_cmp = t.Calculate_compare_cost(); 
09:       c_true = t.Calculate_true_side_search_cost(); 
10:       c_false = T.Calculate_static_search_cost(); 
11:       c_e = c_cmp + t.probability * c_true + (1 – t.probability) * c_false; 
12:       if (c_e >= c_orig) 
13:          break; 
14:       // t.Try_to_merge_adjacent_test_conditions(T, c_e); 
15:       ST.Append(t); 
16:    } 
17:    ST.Append(T); 

















































case 1: // profiled
case 2: // profiled
case 3: // profiled
case 4: // profiled
    ProcessA;




case 1: // profiled
case 3: // profiled
case 4: // profiled
    ProcessA;
    break;
  :
(a) Range check of neighboring
keys with same target















を示す（図２.８）．まず，現在の探索条件 tの複製 t_merge を作成する（02 行目）．次にを 04 行目
のメソッドGet_and_pop_near_conditionにより線形探索を実施することが確定した探索条件に対して
近隣の探索条件を取得し，これをメソッド Merge_condition により t_merge に融合する（05行目）．T





01: void Try_to_merge_adjacent_test_conditions (List T, int c_e) { 
02:    t_merge = this.clone(); 
03:    while (true) { 
04:       t_near = T.Get_and_pop_near_condition(t_merge); 
05:       t_merge.Merge_condition(t_near); 
06:       c_cmp_merge = t_merge.Calculate_compare_cost(); 
07:       c_true_merge = t_merge.Calculate_true_side_search_cost(); 
08:       c_false_merge = T.Calculate_static_search_cost(); 
09:       c_e_merge = c_cmp_merge + t_merge.probability * c_true_merge 
10:  + (1 – t_merge.probability) * c_false_merge; 
11:       if (c_e_merge > c_e) { 
12:          T.put(t_near); 
13:          break; 
14:       } 
15:       this.Merge_condition (t_near); 
16:    } 










２．４．１  評価環境 
評価は AMD Athlon 1.2GHz, memory 256MB 上で動作する Microsoft Windows 2000 Professional SP1
上で行った．評価に使用した Java 仮想マシンは，IBM Java Virtual Machine J2RE version 1.3.0 と，
その上で動作する Just-in-Time (JIT) Compiler[23]で行った．JVM が使用するヒープサイズは 128MB
に設定した． 










いた最適化として，Edge Profile Guided Partial Redundancy Elimination (EPGPRE)[15]で用いた．




が通常の PRE とほとんど代わらないため，コンパイル時間が短い点で JIT コンパイラに適した最適化
手法である．評価は，EPGPRE を実施しない場合に対して EPGPRE を適用した場合の速度向上率として行
った．特に，分岐履歴の収集をプログラム開始時点から行った場合(Initial state profile)と，分岐
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合と，文献[16]で述べられている Profile Based Switch Linear Search 手法を用いた場合に対してそ
れぞれ評価を行った．分岐履歴情報は，分岐を含むメソッドの実行回数が 1000 回に達した時点から収
集を開始した時点から収集した Steady state profile を用いた． 
評価は， SPECjvm98 ベンチマークと SPECjbb ベンチマークを用いて行った．SPECjvm98 ベンチマー
クは，各テストを 10 回連続して実行し，１０回のうちの最速値を評価結果として使用した．SPECjbb
は，rump up time として３０秒，計測時間は 120 秒として，1 warehouse に対するスコアにより評価
した． 
２．４．３  評価結果 
２分岐命令の予測による最適化の効果に対する評価を図２.９に示す．グラフは，プログラムの買い
指示からプロファイルを収集した場合（Initial state profile）と，各メソッドが 1000 回実行され
た時点からプロファイルの収集を開始した場合（Steady state profile）の場合についての速度向上
率を示している．Initial state profile と Steady state profile を比較して分かるとおり，Steady 
state profile を用いることで，速度向上率が上がっていることがわかる．このことから，プロファイ
ルの収集時期を適切に設定することが効果的であるということができる． 
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Steady State Profile Initial State Profile
 
図２.９ Profile Guided Partial Redundancy Eliminationの効果 
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Profile Based Switch Optimization Profile Based Switch Linear Search
 
図２.１０ Switch Optimizationの効果 
 
 






















Edge Profile Guided Partial Redundancy Elimination



















































































できるが，本章では収集コストが軽い点から Ball と Larus によるパスプロファイル収集手法を用いて
SPP を IBM Java Just-In-Time コンパイラに実装し，評価を行った．各メソッドで収集される実行経路














において提案手法を IBM Java Just-In-Time コンパイラに実装して行った評価結果を，３．４では本
結果を利用して loop peeling を実施した場合の評価結果を示し，３．６で提案手法に対して考察する． 
３．７では関連研究について説明し，最後に３．８で本章の結論を示す． 


















  ...             // BB1
  do {
    ...           // BB2
    while (...) { // BB3
      ...         // BB4
      if (...)
        return;   // BB5
    }
    ...
  } while (...)   // BB6












(b) Control flow graph












































(a) Collected profiles (b) Offline profiles (c) Overlap percentage
Overlap area
of two profiles














































が最高性能を発揮するように変換するように，loop peeling や loop unrolling，tail duplication, 
partial redundancy elimination などのプログラムの最適化手法を適切に利用するためには，より高
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精度のパスプロファイルを用いてプログラムの実行状態を正確に把握することが必要である． 
例えば，図３.１のプログラムの最適化方法について考える．このプログラムは既に述べたとおり，
３つの Hot Path が存在しているが，それらの経路が互いに重なり合っている．このために図３.１(b)
にあるエッジプロファイルから分かるとおりノード３とノード６の条件分岐の分岐頻度はトータルで































(a) Our goal (c) Restructuring
based on the path






































図３.３ Restructuring by loop peeling 
 




























は，このオンラインパスプロファイル収集手法を Baseline Path Profiling (BPP)と呼ぶものとする． 






























図３.４ Instrumentation code and profile counter inserted by BPP 
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表３.１ Path profiles collected by BPP. 
path index Paths Onlne profiles Offline profiles
1 Entry-1-2-3-4-5-Exit 0 0
2 Entry-1-2-3-4-(3) 5 345
3 Entry-1-2-3-6-7-Exit 124 9,462
4 Entry-1-2-3-6-(2) 0 193
5 (4)-3-4-5-Exit 0 0
6 (4)-3-4-(3) 167 13,660
7 (4)-3-6-7-Exit 4 345
8 (4)-3-6-(2) 0 338
9 (6)-2-3-4-5-Exit 0 0
10 (6)-2-3-4-(3) 0 338
11 (6)-2-3-6-7-Exit 0 193
12 (6)-2-3-6-(2) 0 9,269















a hot path detected by BPP
x online count of a path profile
a hot path missed by BPP
 













オンラインパスプロファイルを実現するための別の手法として Arnord らの Instrumentation 























パスプロファイル収集手法である，構造的パスプロファイル収集手法(Structural Path Profiling, 
 






































































a virtual edge representing the entry/exit of loop
a normal edge
a loop node representing a loop











































ドはProcedure makeStrGraph (Method m) 
Generate control flow graph og from m 
// loop region detection by Havlak’s algorithm 
analyzeLoop (og, Entry) 
make a hierarchy of structure graphs of m from loop nesting tree 
by calling the procedure analyzeLoop 
// structure graph construction 
foreach sg in structure graphs of m do 
make loop nodes from all inner loops in sg 
foreach ln in loop nodes of sg do 
lg := corresponding loop structure graphs to ln 
change destination of all incoming edges to ln and make virtual entry edge of lg
 corresponding to them 
change source of all outgoing edges to ln and make virtual exit edges of lg 





























Procedure GenInstCode(Method m) 
// generate instrumentation code for each structure graph 
// and counters used for adjusting profiles 
foreach sg in structure graphs of m do 
// generating instrumentation code of path profiling 
// by applying Ball-Larus path profiling to sg 
pplyBallLarusPathProfiling (sg) 
generate a profile counter to the counting node of sg 
foreach e in edges of sg do 
if (instrumentation code is assigned to e) then 
find insertion point p for the code of e 




// insert instrumentation code into $m$ ¥¥ 
foreach n in all regular nodes of m do 
if (hasInstInfo(n)) then 
insert instrumentation code to n 
endif 
enddo 
foreach e in all regular edges of m do 
if (hasInstInfo(e)) then 
insert a basic block b into e 
insert instrumentation code into b 
endif 
enddo 
図３.８ Algorithm to generate instrumentation code. 
 





































code of loop structure
graph of loop2
(c) Instrumentation














prof[r]++ incrementing pathcounter prof[r]
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Ball-Larus の手法では，図３.９に示すように３種類のインストルメンテーション（経路番号の初期
化，経路番号の更新，経路カウンタの更新）を経路上に配置し，これらが順に実行されながらパスレ













フ og を引数として関数 startProfiling(og)メソッドを呼ぶことで処理が開始する．プロファイル収
集中，プロファイルを実施している構造グラフのプロファイルカウンタが閾値に達すると，その構造
グラフ sg を引数として，関数 profileController()が呼ばれる． 
関数 profileController()は，isFinished[sg]の値をチェックし，構造グラフ sg とそれ以下の階
層の全ての構造グラフに対して既にプロファイルが終了したかどうかを確認する．まだ終了処理が実






















// All the elements of isStarted[*],isFinished[*], and isCompleted[*] are initialized 
// with FALSE. 
 
procedure startProfiling(Graph sg) 
isStarted[sg] := TRUE 
enable all instrumentation code blocks of sg 
 
procedure profileController(Graph sg) 
if (not isFinished[sg]) then 
disable all instrumentation code blocks of sg 
isFinished[sg] := TRUE 
if (sg has inner loop structure graphs) then 
foreach lg in inner loop structure graphs of sg do 







procedure setCompletion(Graph sg) 
isCompleted[sg] := TRUE 
if (sg is a loop structure graph) then 
og := outer structure graph of sg 
foreach lg in inner loop structure graphs of sg do 




図３.１０ Algorithm for profile controller. 
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procedure checkCompletion(Graph sg)
if (isCompleted[sg]) return 
if (not isFinished[sg] and elapsedTime(sg) > threshold) then 
profileController(sg) // time out for sg 
else 
foreach lg in inner loop structure graphs of sg do 
if (not isCompleted[lg]) then 
checkCompletion(lg) 
if (not isCompleted[lg]) return 
endif 
enddo 
isCompleted[sg] := TRUE 
endif 
図３.１０ Algorithm for profile controller. (continued) 
 
Outl ine Structure Graph
Loop Structure Graph of Loop2
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なる．以下に，ループ構造グラフXの補正係数AXの計算式を示す．ここで，Cpは，経路pに対して収集さ


























ッド m がループを含む場合，このメソッドに対して関数 adjustSPP(m)を実行すると，外郭構造グラフ









グラフの経路のうちで，始点ノードからの経路は，L2-1, L2-2, L2-3 の３つの経路であるので，分母

















if (loop structure graphs exist in m) then 
og := get outline structure graph of m 




procedure adjustProfiles(Graph sg) 
foreach ln in loop nodes in sg do 
// calculate the frequency of ln 
loopCount := 0 
foreach p in paths passing though ln do 
loopCount += profile count of p 
enddo 
lg := loop structure graph of ln 
entryCount := 0 
foreach p in paths starting from the entry node of lg do 
entryCount += profile count of p 
enddo 
A[lg] := A[sg] * (loopCount / entryCount) 




図３.１２ Algorithm to generate global profiles. 
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Outline Structure O-1  E1-1-[2]-7-1 100 100.0 10000 3,(2,4,7,11)
Graph O-2  E1-1-[2]-5-1 0 0.0 0 1,(2,4,5,9)
Loop Structure L2-1  E2-2-[3]-X2 0 0.0 0 1,(5)
Graph of Loop2 L2-2  E2-2-[3]-6-X2 50 98.0 9800 3,(2,7)
L2-3  E2-2-[3]-6-(2) 1 2.0 200 4,(8)
L2-4  (6)-2-[3]-X2 0 0.0 0 9,(5)
coefficient   L2-5  (6)-2-[3]-6-X2 1 2.0 200 11,(7)
1.96 L2-6  (6)-2-[3]-6-(2) 48 94.1 9600 12,(8)
Loop Structure L3-1  E3-3-4-X3 0 0.0 0 1,9
Graph of Loop3 L3-2  E3-3-4-(3) 2 6.8 683 2,10
L3-3  E3-3-X3 56 189.3 19117 3,4,11,12
L3-4  (4)-3-4-X3 0 0.0 0 5
coefficient   L3-5  (4)-3-4-(3) 40 135.2 13660 6
3.38 L3-6  (4)-3-X3 2 6.8 683 7,8




３．３．６  最適化の例 
表３.２に示されるグローバル・プロファイルから，このメソッドの３つのホットパスを求めること
ができる．まず，グローバル・プロファイルから，O-1, L2-2, L2-6, L3-3, L3-5 の５つの経路がホッ




る．従って，O-1, L2-2, L3-3 のホットパスから，経路 1-2-3-6-7 がホットパスであることが分かる．









Pettis と Hansen の基本ブロックの並べ替えアルゴリズム[8]を用いてホットパスが連続になるように
配置する．これらを適用した結果が図３.３(a)である． 








(d) hot paths of
global profiles
of SPP
(a) hot paths of
outline structure
graph
(b) hot paths of
loop structure
graph of loop2
































a hot path detected by SPP
x online count of a path profile
 
図３.１３ Hot paths detected by SPP. 
 
３．４ パスプロファイルを用いた Loop Peeling手法 
前節において，SPP によるプロファイル収集手法の説明を行った．SPP の目的は，そこで収集したプ
ロファイルを用いて最適化を行い，プログラムをさらに高速化することにある．本節では，SPP を用い


















プロファイルを用いた Loop Peeling の適用方法に関する従来手法としては，edge profile を用いる
方法[38]や，K-bounded general path profile を用いる方法[36]などが提案されている．前者は edge 
profile を使用してループの繰返し回数を判断し，繰返しが少ないループに対して，ループ境界をまた
いで Superblock formation を適用することで loop peeling を実施する方法である．しかしながら，
edge profile の性質上，ループの挙動が edge profile で示される実行頻度で均一に実行されることを
仮定しており，図３.１のプログラムのように，多くの場合は１回目のイテレーションでループを抜け
るが，一度ループが繰返された場合には引き続き多数回の繰返しを実行するようなループに対しては，
効率的に loop peeling を適用することができない．他方，Young と Smith の手法は， K-bounded general 
path という経路情報を用いた superblock formation により loop peeling を実施する手法である．
K-bounded general path 情報は，プログラム中の任意の点における，その点に到る長さ Kの経路に対
する実行頻度情報を提供する．したがって，経路長 Kをループ内の経路長を考慮して適切に設定する
ことで，初回のイテレーションの振る舞いに基づいて loop peeling を実施することが可能となる．し
かしながらK-bounded general pathの収集コストは最適化による短縮時間に比べて非常に高いために，
プロファイル時間が実行時間に加味される動的コンパイラにおいては現実的に利用することが難しい． 
ここでは，Ball と Larus のパスプロファイル収集手法[3]で収集されるパスプロファイルにより表さ






ーぷを繰り返す経路である，という状態を検出した場合にループを１回分剥くことで loop peeling を
実施する． 
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３．４．１  経路の分類と実行頻度の計算 





P1: 対象ループの外からループに入る edge を含み，ループを脱出する edge を含む経路の集合 
P2: 対象ループの外からループに入る edge を含み，ループの backedge を終端辺とする経路の集合 
P3: 対象ループの backedge を始辺とし，ループを脱出する edge を含む経路の集合 
P4: 対象ループの backedge を始辺とし，ループの backedge を終端辺とする経路の集合 
 
次に，以下の３つのいずれかの条件が成立する場合，そのループに対して Loop Peeling を実施する． 
 
(1) ループのbackedgeを始辺とする経路において，ループのbackedgeを終端辺とする経路のプロファ
イル数 NP4 とループを脱出するedgeへの経路のプロファイル数 NP3 の比から計算される平均繰返し回







P <  
(2) ループのentry edgeを含む経路において，ループのbackedgeを終端辺とする経路のプロファイル









(3) ループのentry edgeを含む経路における各経路の実行頻度の分布 PENTRY と，backedgeを始点とす
る経路における各経路の実行頻度の分布 PBACKEDGE のOverlap percentageの値 OP(PENTRY,PBACKEDGE) が，規
定値 S よりも小さい場合 
   SPPOP BACKEDGEENTRY <),(
３．４．２  適用例 
 本例では，SPECjvm98 の mtrt で実行される Scene.FindLightBlock というメソッドの最内ループの
実行の振る舞いを簡略化したＣＦＧで表した例を用いて説明する．図３.１４(a)は，このループの実
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行履歴の edge profile を表している．edge profile から，このループの平均繰返し回数は 1.5 回（≒
8,104,366/5,319,558）となる．コードサイズ増加を考慮して loop peeling の実施回数を１回とした
場合はこのループは loop peeling されない．またコードサイズ増加の制限を緩めて２回までの loop 
peeling を許した場合，loop peeling の結果は図３.１４(b)のようになり，edge profile を用いて基
本ブロックを並べなおした結果は，図３.１４(c)のようになる． 
 一方，同じループに対する forward path profile は図３.１５(a)のようになる．このループでは，
entry edge からの経路（図中の実線）では，約 75%の実行が最初の繰返しでループを終了することを
表している．一方，ループを繰り返した場合の経路は，backedge からの経路（図中の点線）で表され，
平均５回（≒6,774,611/1,329,755）繰り返されることがわかる．本手法を用いた場合，まずこのルー
プは平均５回繰り返されるので，条件(1)による loop peeling は実施しない．次に，entry edge から
の経路の実行履歴により，このループは１回目の実行でループを終了する場合が多い（75%）ことから
条件(2)に適合し，loop peeling の対象として検出される．loop peeling をした結果は，図３.１５(b)
となり，さらに code layout した結果は図３.１５(c)となる．図３.１４(c)と図３.１５(c)はともに，
loop peeling をしない場合に比べて，条件分岐による taken jump は 2,613,598 回少なくなっているこ
とがわかる．しかしながら，Edge profile を用いた従来手法の場合，１回余分に loop peeling してい
るためにコード増加を招いているとともに，繰返し回数の多いループを peeling してしまったことに
より，I-cache 効率を低下させてしまっている．これらの点から，本発明が edge profile を用いた従








































図３.１４ エッジプロファイルを用いた Loop Peeling 































(b) Loop Peeling (c) Code Layout
8,104,366
 
図３.１５ Forward pathプロファイルを用いた Loop Peeling 
 
３．５ 評価 
本節では BPP に対する SPP の有効性を検証するために，いくつかの評価結果を示す．本評価のため
に，SPP を IBM Java Just-In-Time コンパイラ上に実装した．各構造グラフでのパスプロファイル収集
手法としてBall-Larusのパスプロファイル収集用のインストルメンテーションコード生成アルゴリズ





３．５．１  評価方法 
全ての評価は，IBM Aptiva A-series 6832 (Pentium 4 2 GHz Uniprocessor, 512 MB memory)で動
作する Windows 2000 SP2 上で測定した．使用した Java JVM は，IBM Developer Kit for Windows, Java 
Technology Edition version 1.3.1 prototype build を使用した． 
評価に用いたベンチマークは SPECjvm98 1.04, SPECjbb2000[33], jBYTEmark の３つである．
SPECjvm98 ベンチマークは，インタラクティブモード，デフォルトの入力サイズ，初期ヒープサイズ
256MB，最大ヒープサイズ 256MB で実行した．SPECjbb2000 ベンチマークは，パスプロファイルのオー
バヘッドの程度を測るために，SPEC の標準的な測定方法とは異なり，１ウェアハウスに対して ramp-up
を行わない実行をもちいて評価を行った．jBYTEmark は，個々のテストを別々の JVM で実行した． 
SPP の比較対象である BPP は，３．２．４ で定義したとおり， Ball-Larus の手法を動的に適用す
 











経路数が 1000 を超えるメソッドは高々数個であり，評価にはほとんど影響を与えない． 
３．５．２  メモリ使用量 
ここでは，SPP と BPP の実行に必要なメモリ使用量について評価した結果を示す．表３.３において，
最初の２つの欄は，プロファイルを格納するバッファのサイズの指標として，SPP と BPP の各ベンチマ
ークにおける静的な経路の総数を示している．次の２つの欄は，インストルメンテーションコードに
よるコードサイズの増加の指標として，SPP と BPP によって挿入されるインストルメンテーションコー
ドの挿入点の総数である．各インストルメンテーションコードは，通常２～１９命令で構成される． 
表３.３ 経路数とインストルメンテーションポイント数の比較 
SPP BPP SPP BPP
SPECjvm98 mtrt 2,617 337 909 807
jess 4,332 5,534 1,642 1,420
compress 2,142 2,829 627 560
db 2,324 2,943 755 671
mpegaudio 2,673 3,255 1,021 879
jack 4,379 5,197 1,365 1,224
javac 12,234 13,563 4,376 3,780
SPECjbb2000 7,912 9,321 2,744 2,224
jBYTEmark Assignment 1,037 1,781 500 361
Bit field Ops 851 1,334 366 275
FFT 816 1,297 355 263
FP Emulation 1,235 1,774 520 424
Huffmann 933 1,600 419 305
IDEA 851 1,333 377 277
LU 956 1,553 433 314
NeuralNet 936 1,413 434 313
Num Sort 864 1,325 1,325 270
String Sort 892 1,393 397 290
Total 47,966 60,815 18,565 14,657
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(a) control flow graph (b) path list of BPP
(c) structure graphs for (a) (d) path list of SPP
 
図３.１６ Differences in the numbers of paths between SPP and BPP. 
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メソッドによっては構造グラフに分解することで経路数が増加する場合が存在するが，評価結果よ
り SPP の経路数は BPP に対して平均で約 20%減少することがわかる．経路数は分岐の数に指数関数的に
影響するために，グラフを分割することで経路を減少させていることがわかる．一方 SPP のインスト
ルメンテーションポイント数は BPP に対して約 14%増加している．これは，グラフが分割されることで
主に経路番号の初期化処理が増加したことが主な原因である． 
 












つといえる．例えば表３.２で示される SPP の overlap percentage は 99.7%であり，表３.１で示され
る BPP の overlap percentage は 69.7%となる． 
図３.１７は，収集する実行経路数の閾値を 100 から 10000 まで変化させた場合の，overlap 
percentage による SPP と BPP の精度を表している．評価結果より，compress と db は全域にかけて SPP
の精度が BPP の精度を上回っていることがわかる．これは，３．２．４ で述べたとおり BPP がいくつ
かのホットパスをプロファイルし損ねているためである．また，mpegaudio では SPP は少ない閾値でも
高い精度を出していることが分かる． 












The total profile samples
for each method.


























































図３.１７ SPECjvm98ベンチマークを用いた Overlap Percentageによる各閾値での SPPと
BPPの精度の比較 
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図３.１８ jBYTEmarkベンチマークを用いた Overlap Percentageによる各閾値での SPPと
BPPの精度の比較 
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全体としてみると，SPECjvm98 ベンチマークの幾何平均(geometric mean)において，SPP は閾値 1000
で 90%の精度を出しているが，同じ精度を出すために BPP では閾値を 10000 にしなければならないこと
が分かる．また，jBYTEmark の幾何平均においては，SPP の精度は全ての閾値に対して 90%を超えてい
る一方で，BPP は 90%の精度を達成するのに 5000 のプロファイルを収集するひつようがあることがわ
かる．以上より，パスプロファイル情報の収集コストは同じ閾値の場合は SPP も BPP もほとんど変わ
らないので，SPP は BPP よりも少ないオーバヘッドで高い精度のプロファイルを収集できるといえる． 
３．５．４  プロファイル収集のオーバヘッド 
SPP が実際の実行に与えるオーバヘッドとして，実行速度の低下を閾値を 100 から 10000 まで変化さ
せた場合について測定した結果を図３.１９に示す．ここで SPP のみを評価しているのは，SPP と BPP
は各メソッドに対して同数の実行経路数を収集するので，同じ閾値に対する実行時オーバヘッドはほ












compress と db はホットメソッドが 10 個程度しか存在しないために，ほとんどオーバヘッドが現れ
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３．５．５  パスプロファイルを用いた Loop peeling手法による評価 
収集したパスプロファイルを用いてプログラム最適化した場合の効果を評価するために，ここでは
３．４で述べたパスプロファイルを用いた Loop peeling 手法を IBM Java Just-In-Time コンパイラ上
に実装してプログラムの速度向上率の評価を行った．  
本評価では，最内ループに対して，全て Loop Peeling を適用した場合（all loop peeling）と，Ｓ
ＰＰにより取得したパスプロファイルを用いて Loop Peeling が有効と判断した場合に限定して loop 
peeling を適用した場合(selective loop peeling)の速度向上率の比較により評価を行った．図３.２
０に示す評価結果より，パスプロファイルを用いた loop peeling では，常に速度向上を得ているのに
対して，無条件に loop peeling を適用した場合は，db において多少の速度向上を得ているものの，
compress と javac で大きく性能低下を引き起こしている．このことから，パスプロファイルを用いた
loop peeling の有効なループを適切に検出できていることがわかる．  
 
 







selective loop peeling all loop peeling
Innermost loop peeling
 
図３.２０ Loop peelingをもちいた速度向上の評価 
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３．６ 議論 
今回実験を行った実装では，SPP によるプロファイルの期間が BPP の実装期間よりも長くなる場合が
ある．これは，SPP では，アウトライン構造グラフから内側構造グラフへとプロファイルを多段階にい
っており，メソッド中のネストの深さに依存してプロファイル期間が変化するためである．収集され
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Young-Smith の手法は，プロファイルする経路として，あるノードに到達するまでの過去$K$個の分
岐ノードの履歴の列（K-bounded general path）を用いている．実行に伴い path CFG と呼ばれるグラ
フを構築しながらプロファイルを実施する．path CFG は，各ノードが元の CFG における経路を表し，
各エッジがその始端ノードが指す経路の最後のノードの分岐エッジを表す．彼らの手法は Ball-Larus
の手法に比べてそのオーバヘッドが非常に大きいかわりに，個々のノードに対してより詳細な情報が
得られる．彼らはさらに K-bounded general path を用いていくつかの最適化手法[36][37]も提案し，
その有効性を示している． 
インストルメンテーションによるプロファイルのオーバヘッドを軽減する試みも提案されている．







































本手法を IBM Java Just-In-Time コンパイラに実装して評価したところ，各メソッドに対して実行





















この I/O 待ち時間は，HDD 上のファイルからデータを読み込む速度と CPU の処理速度の差により生じ












I/O 待ち時間を削減する従来手法は大きく３つに分類できる．１つめは非同期 I/O 処理を用いてアプ
リケーション自体を書き直す手法，２つめは何らかの方法で読み込み処理に先行してプリフェッチ処































り起動時に発生する I/O 待ち時間自体を短縮することができる．また本手法は，OS のファイルキャッ
シュを用いてプリフェッチされたデータを保持させるので，実装に特殊な仕組みを必要とせず，既存
のほとんどのシステム上で実装可能である利点もある． 
RedHat9 Linux 上で IBM WebSphere Application Server 5.1.1 の起動時間による提案手法の評価を





続いて４．３において我々が提案する Scenario-based prefetching 手法について説明し，４．４にお
いて提案手法を用いた評価結果を示す．最後に４．５で関連研究について説明する． 




４．２．１  I/O待ち時間の定義 
現在の計算機では，CPU が HDD からデータを読み出す速度はメモリなどからデータを読み出す速度に
比べて遙かに遅いので，この速度差から I/O 待ち時間が生じる．本論文では，I/O 待ち時間を CPU が









４．２．２  アプリケーション起動時における I/O待ち時間 
実際の I/O 待ち時間がアプリケーションの起動にあたえる影響として，Redhat9 Linux において IBM 
WebSphere Application Server(WAS) 5.1.1 の起動処理時間を測定した結果を図４.１に示す．図４.
１では，WAS の起動時間を，計算機の起動直後に測定した場合(cold startup)と，WAS を１回起動し終
了することで起動時に読み込まれる全てのファイルがファイルキャッシュ上に保持されている状態で
測定した場合(warm startup)の結果を示している．この２つの実行の差は，HDD からのデータ読み込み
処理の有無であることから，WAS の起動においては，HDD からのファイル読み込みによる I/O 待ち時間
に起因するオーバヘッドが起動時間の 44%を占めていることがわかる．実際，WAS 5.1.1 では，起動中
にファイルから合計で 21.54MB のデータを読み込み，その読み込み処理には合計で 7.6 秒の時間を要
している．  
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図４.１ RedHat9 LinuxでのWAS 5.1.1の起動時間の評価結果 

















図４.２ WAS 5.1.1起動時のファイルからのデータ読み込みにかかる時間の時間的推移 
 















に cold startup の場合と同様の I/O 待ち時間を被ってしまう． 
４．２．３  解決すべき課題 
大規模アプリケーションの起動時はファイルの読み込み量が多い．前述の結果では，WAS の起動時間
の約 44%が I/O 待ち時間であり，この値はアプリケーションによっては 70%近くに達する場合もある．
このことから，I/O 待ち時間を最小にするためには，ファイルからのデータ読み込みと計算処理とをオ







という観点では論じられていなかった．例えば，Lei の手法[44]や Griffoen らの手法[45]では，プリ
フェッチ処理はファイル単位であるため，ファイルの一部しかアクセスしないような場合を考慮して







2つのクラスを読み出す例を示している．まず，(1)Jar ファイルの Central directory 領域から最初
のクラスの位置情報などを取得する．(2)この情報を使って最初のクラスのデータを Jar ファイルから
読み込む．続いて，(3)2 つ目のクラスの位置情報を Central directory から読み出した後，(4)２つめ
 
80 第４章 静的プロファイルを用いたプログラム起動処理の高速化     
のクラスのデータを読み込む．このように，Jar ファイルからのクラスの読み込みでは，Jar ファイル













































◎△△Fully overlap the read
×××Reduce the seek time overhead





































{Central directory{Class file data  
図４.３ Javaプログラムで使用される Jarファイルの典型的なファイルアクセスパターン 
 
４．３ シナリオに基づくファイル・プリフェッチ手法 
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1. Record IO traces
2. Generate the prefetching 
scenario
3. Run the application with 
scenario-based prefetching
cmd, time, other info.
open,   10, f, m, fd
lseek,  68, fd, 0, set
read,   70, fd, 10, 40

































according to the scenario 
on a private thread
Record all the 
IO operations
main(){
int i, fd, p=0, l;
char b [100];
fd = open(“f”, “r”);








}    
main(){
int i, fd, p=0, l;
char b [100];
fd = open(“f”, “r”);




















４．３．１  サンプルプログラム 
図４.５に，本節で説明に使用するサンプルプログラムを示す．図の左側に示されるプログラムは，
プロファイルを収集する対象のプログラムである．このプログラムは，１つのファイル fileA をオー















int i, fd, pos, len;
char buffer[100];
fd = open(“fileA”, “r”);









}    






















































４．３．２  プロファイルの収集 
本手法では，まず対象アプリケーションの I/O 処理に関するプロファイルを収集する．収集される
プロファイルの情報は，対象プログラムにより実行される I/O 処理(open, close, read, write, lseek
など)の引数と返り値，thread ID, 時刻，実行に要する時間等を時系列で記録したトレース情報であ








のプログラムに対して収集した I/O プロファイルの例を図４.７に示す． 図４.７(c)では，まず時刻
10 においてファイル fileA に対して open 命令が実行されてファイル識別子 fd が返されたことが記録
される．次に，時刻 68 において lseek 命令が実行され，ファイル識別子 fd の読み出し位置を０にセ
ットされたことが記録される．その後，時刻 70 において read 命令が実行され，ファイル識別子 fd か




01: ssize_t read(int fd, void *buff, size_t n) { 
02:    ssize_t result; 
03:    long long t_start, t_end; 
04:    int tid; 
05:    totalReadSize += n; 
06:    t_start = SBP_GetPerformanceCounter(); 
07:    result = __libc_read (fd, buff, n); 
08:    t_end = SBP_GetPerformanceCounter(); 
09:    SBP_dumpProfile (fd, buff, n, result, t_start, (t_end - t_start)); 




type, start time, other info  
open,   10, “fileA”, fd
lseek,  68,  fd, 0, SEEK_SET
read,   70,  fd, 10, 40
read,  150,  fd, 100, 1
lseek, 188,  fd, 15642, SEEK_SET
read,  190,  fd, 10, 100
read,  310,  fd, 30, 1
lseek, 328,  fd, 5120, SEEK_SET
read,  330,  fd, 10, 40
read,  390,  fd, 60, 1
lseek, 408,  fd, 21000, SEEK_SET
read,  410,  fd, 10, 90
read,  550,  fd, 315, 1
lseek, 598,  fd, 29534, SEEK_SET
read,  600,  fd, 10, 40
read,  670,  fd, 500, 1
close,1000,  fd // fd
main()
{
int i, fd, pos, len;
char buffer[100];
fd = open(“fileA”, “r”);
pos = 0;








}    
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I/O 処理リストを生成する．同じファイルが複数回オープンされている場合は，１つの I/O 処理リスト
にまとめる． 
続いて，ファイル毎に read 処理のうちで実際に I/O 要求を発行する read 処理を検出する．既存の
OS では，read 処理で読まれるデータがファイルキャッシュ上に存在しない場合，OS により規定された
I/O 要求のサイズに正規化された I/O 要求を生成して HDD からデータの読み込みが実行される．例えば
実験に使用した Linux では 4KB 単位で HDD からデータが読み出される．一度 HDD から読み込まれたデ
ータはファイルキャッシュ上に保持されるので，同じキャッシュブロック上に存在するデータを読み
だす read処理に対して I/O要求は生成されない．ファイル毎に時系列順の read処理リストを走査し，























































prefetch 0-4KBtype, start time,…
open,   10, “file…
lseek,  68,  fd, …
read,   70,  fd, …
read,  150,  fd, …
lseek, 188,  fd, …
read,  190,  fd, …
read,  310,  fd, …
lseek, 328,  fd, …
read,  330,  fd, …
read,  390,  fd, …
lseek, 408,  fd, …
read,  410,  fd, …
read,  550,  fd, …
lseek, 598,  fd, …
read,  600,  fd, …
read,  670,  fd, …
close,1000,  fd …




















































































































































open,   10, “file…
lseek,  68,  fd, …
read,   70,  fd, …
read,  150,  fd, …
lseek, 188,  fd, …
read,  190,  fd, …
read,  310,  fd, …
lseek, 328,  fd, …
read,  330,  fd, …
read,  390,  fd, …
lseek, 408,  fd, …
read,  410,  fd, …
read,  550,  fd, …
lseek, 598,  fd, …
read,  600,  fd, …
read,  670,  fd, …





1. 各 read 処理の読み込み完了時刻の計算 
I/Oプロファイルを解析し，ファイルからの読み込み処理とアプリケーションの実行が完全に並列に




始後 TC1 時間の計算処理を実施した後，I/O待ち時間 Tr1 を伴うファイル読み込み処理が実施される．
この読み込み処理の完了時刻を T1 とする．このようにして，I/O待ち時間を生じる i 番目の読み込み
処理 Ri に対しては，その読み込み処理に先行して，TCi の計算処理が行われ，続いてI/O待ち時間 Tri 
のファイル読み込みが行われ，Rn の読み込み完了時刻は Ti となる． 
このように逐次的に行われる処理を，図４.１０の右図のように，計算処理と読み込み処理が並列に
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実施されたと仮定した場合のTi の値を求める．読み込み処理間のオーバラップはないとすると，i 番
目の計算処理 Ci が開始されるためには，i-1 番目の読み込み処理 Ri-1 が終了している必要がある．
もし，R1 から Ri-1 までの処理時間の合計時間が C1 から Ci-1 までの処理時間の合計よりも長い場合， 
Ci の実行は，Ri-1 の実行完了を待ってから開始することになる．このことから，i番目の読み込み処理 
Ri の読み込み完了時刻 Ti は，次の式で与えられる． 
 








































































図４.１０ 各 Read処理の読み込み終了時刻 Tiの計算 
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01: void calculateTi () { 
02:    Tr_total = 0; 
03:    T_total = 0; 
04:    for (P = プリフェッチ処理リスト中の先頭要素から順に繰り返す) { 
05:       Tc = (Pに対応するread処理のプロファイル上の開始時刻 )- Tclr; 
06:       Tclr = (Pに対応するread処理のプロファイル上の完了時刻); 
07:       Tr_total += Tr(P); 
08:       if (T_total + Tc ＞ Tr_total) { 
09:          T_total += Tc; 
10:       } else { 
11:          T_total = Tr_total; 
12:       } 
13:       Ti(P)= T_total; 
14:    } 
15: } 






目の読み込み処理 Ri に対する開始期限時刻を Di とすると，その読み込み完了時刻 Ti を遅らせない
ためには，２つの条件を満たす必要がある．１つは (Ti ‒ Tri) の時刻までにプリフェッチ処理を開始
することである．もう１つはi+1 番目の読み込み処理 Ri+1 の開始期限時刻 Di+1 を補償するために，
(Di+1 ‒ Tri) の時刻までにプリフェッチを開始する必要がある．以上より，i番目の読み込み処理 Ri に







































Deadline time of Tn Dn
Deadline time of Tn-1 Dn-1






















01: void calculateDi () { 
02:    P0 = (プリフェッチ処理リストの最後のプリフェッチ処理); 
03:    Di(P0) = Ti(P0) – Tr(P0); 
04:    T_deadline = Ti(P0); 
05:    for (P = P0の直前の要素から順に，リストを逆順にたどりながら繰り返す) { 
06:       if (T_deadline ＜ Ti(P)) { 
07:          Di(P) = T_deadline - Tr(P); 
08:       } else { 
09:          Di(P) = Ti(P)-Tr(P); 
10:       } 
11:       T_deadline = Di(P); 

























Min (next deadline time, Ti)






Base time of the last scheduled prefetch
Estimated time after merging the adjacent prefetches
Unscheduled prefetch list 
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01: void reorderPrefetchList () { 
02:    P1 = (プリフェッチ処理リストの先頭要素); 
03:    (P1の開始時刻) = 0; 
04:    P2 = (プリフェッチ処理リストでP1の次の要素); 
05:    while (P2 != NULL) { 
06:       F1 = Di(P2) - Ti(P1); 
07:       F2 = Ti(P) - (P1の開始時刻); 
08:       free_time = min (F1, F2); 
09:       if (free_time ＞ (Pの処理にかかる時間)) { 
10:          for (;;) { 
11:             lower = (Pの領域の直前の領域をプリフェッチする処理); 
12:             upper = (Pの領域の直後の領域をプリフェッチする処理); 
13:             if (isLowerSelected (P, lower, upper)) { 
14:                concatinateLowerPrefetch (P); 
15:             } else if (isUpperSelected (P, lower, upper)) { 
16:                concatinateUpperPrefetch (P); 
17:             } else { 
18:                break; // end of for 
19:             } 
20:          } 
21:       } 
22:       (P2の開始時刻) = (P1の開始時刻) + (P1の処理にかかる時間); 
23:       P1 = P2; 
24:       P2 = (プリフェッチ処理リストでP1の次の要素); 










































time of finishing the last scheduled prefetch
Unscheduled prefetch list 












All read operations 
including ones loading 
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01: void decideSyncPoint () { 
02:    Tr_total=Tp_current=Tc_offset=Tc_base=profidx=n_states=totalCacheSize=0; 
03:    for (i = プリフェッチ処理リストの各要素を順にたどりながら繰り返す) { 
04:       currentCacheSize = 0; 
05:       startPref = P; 
06:       while (P != NULL) { 
07:          Tp_current += (Pの処理にかかる時間); 
08:          totalCacheSize += (Pによりキャッシュに追加されるデー タサイズ); 
09:          totalCacheSize -= (Pの処理が完了する時刻までのアプリケー ションの 実行で 
使用済みとなるキャッシュサイズ); 
10:          T_target = (次のプリフェッチ処理要素の最終開始時刻) - (同期に要する時間); 
11:          T_nextRead = (Pの処理が完了した時刻以降で最初に実行されるread処理の時刻); 
12:          if (totalCacheSize ＞ (保持するキャッシュサイズの閾値) && 
13:                T_target ＞ Tp_current && T_target ＞ T_nextRead) { 
14:             break; 
15:          } 
16:          P = (プリフェッチ処理リストにおけるPの次の要素); 
17:       } 
18:       targetRead = (T_targetの直前に実行されるRead処理); 




















read a      a
read b      a+b






ck read c      a+b+c
read d      a+b+c+d
read e      a+b+c+d+e
read f       a+b+c+d+e+f











(b) Progress of the
prefetching thread  
図４.１８ Scenario-based prefetchingの実行モデル 
 
４．４ 実験結果 
４．４．１  評価環境 
評価は Intel Xeon 2.8GHz x 2, 2GB memory の IntelliStation MPro 上で実施した．使用した HDD
は，HITACHI Deskstar DK250 120GB ATA100 モデルである．使用した Java VM は，IBM Java SDK 1.4.2 
J9 prototype build である．評価は，WAS 単体の場合の起動時間，WAS に SPECjAppServer2002 ベンチ
マークをインストールした状態での WAS の起動時間，WAS に SPECjAppServer2004 ベンチマークをイン
ストールした状態での起動時間を測定した．測定項目は，cold startup でプリフェッチ処理を実施し
ない場合の起動時間(cold startup)，cold startup でプロファイルの順にプリフェッチ処理を実施し
た場合の起動時間(cold+prefetch)，cold startup で Scenario-based prefetching 手法を用いてプリ
フェッチ処理を並べ替えた場合の起動時間(SBP)，warm startup でプリフェッチ処理を行わない場合の
起動時間(warm startup)の４点である． 
４．４．２  評価結果 
図４.１９に，本手法の評価として，WebSphere Application Server 5.1.1 の起動時間を評価した結
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果を示す．評価結果より，Scenario-based prefetching 手法を用いた場合，WAS 単体で 28\%, 




行できるかに依存する．今回の実験から，アプリケーションや Java VM に全く変更を加えない状態で
平均 30%の速度向上を得ることが出来る点は，その実装のポータビリティとともに，本手法の有効性を
示しているといえる． 












































イルに対して，その実行ファイルがアクセスするファイルとその順序を予め access tree として記録
しておき，それらと実行時のファイルのオープン順序を比較して類似する access tree を検出し，そ
れに基づいて次に open されるであろうファイルをプリフェッチ処理する方法である．また，Griffion
らの方法[45]は，あるファイルとそのファイルが open されたときに次に open される可能性のあるフ









４．５．３  アプリケーションを書き換えてプリフェッチ処理を行う方法 




ム自体は書き換えずに，I/O システムに対してアプリケーションの I/O アクセスに関する情報を伝える
方法として，Win32 API におけるファイルアクセスのヒント[49]や，Patterson らによる I/O システム
に disclosure と呼ぶ I/O アクセスのヒント情報を伝える方法[50]などが存在する．どちらの場合も，
提供された情報を用いて I/O システムがプリフェッチ処理を生成して実施する．Win32 API の場合，フ
ァイルに対して逐次アクセス属性とランダムアクセス属性を設定できるが，ランダムアクセス属性に
対しては過去２回分の履歴しか保持しておらず，複雑なパターンには対応できない．また Patterson






















らの方法[42]では，OS を修正し I/O 待ち時間が発生した場合にのみこのプロセスを実行させるように
制御することで，元のプログラムを遅くしないことを保証する方法を提案しているが，プリフェッチ
処理プロセスの実行時間を限定するためにプリフェッチ処理の効果が減少してしまう欠点もある． 
４．５．６  ハードディスクの Seek時間を最小化する方法 
この方法[54][55]は，シークタイム最適化, あるいはエレベータシーキングとして知られている方
法である．I/O システムの I/O 要求キューにある I/O 要求を，ハードディスクのシーク処理コストを最
小限にするように並べ替える方法である．この方法は同時に I/O 要求キューに入っている I/O 要求に
対してのみ適用されるので，処理と処理の間に依存関係があるような読み出し処理など同時に要求キ
ューに入らない場合には効果がない． 
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に対してプリフェッチ処理を実施する方法を提案した．この方法では，静的プロファイルを解析して，
シーク処理に伴うオーバヘッドを削減するようにプリフェッチする順序を並べ替えて生成したシナリ
オを用いてプリフェッチ処理を実施する．本手法を Redhat9 Linux 上で IBM WebSphere Application 
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