Stochastic kernel based dimensionality reduction methods have become popular in the last decade. The central component of these methods is a symmetric kernel that quantifies the vicinity of pairs of data points and a kernel-induced Markov chain. Typically, the Markov chain is fully specified by the kernel through row normalization. However, it may be desirable to impose user-specified stationary-state and dynamical constraints on the Markov chain. Notably, no systematic framework exists to prescribe user-defined constraints on Markov chains. Here, we use a path entropy maximization based approach to derive Markov chains on data using a kernel and additional user-defined constraints. We illustrate the usefulness of the path entropy normalization procedure with multiple real and artificial data sets. All scripts are available at: https://github.com/dixitpd/maxcaldiffmap
I. INTRODUCTION
Technological advances now allow collection of large amounts of high dimensional data. Examples include gene expression levels in individual cells measured using single cell RNA sequencing 1 , pixel intensities in handwritten images 2 , and functional magnetic resonance imaging data 3 . It is quite often the case that the high dimensional data is generated by a small number of underlying factors. As a result, it is possible to embed the data in a lower dimensional manifold. A central task of dimensionality reduction techniques is to identify these manifolds from data points.
An important class of dimensionality reduction approaches rely on a stochastic kernel based approach. Here, one starts with a positive and symmetric affinity kernel on the data that reflects the proximity between pairs of data points. The kernel forms the basis of a Markov chain on the data. Finally, a lower dimensional representation is sought that preserves local neighborhoods of data points. Examples of stochastic kernel based methods include diffusion maps 4 , Laplacian eigenmaps 5 , and t-distributed stochastic neighbor embedding (t-SNE) 6 . The Markov chain employed in these methods is usually 'local': the transition probability of jumping from data point 'a' to another data point 'b' depends only on the local neighborhood of a. Moreover, the kernel fully specifies both the stationary state distribution as well as the diffusion dynamics of the Markov chain. However, in many applications, for example, when identifying reaction coordinates in molecular dynamics simulations 7 or when studying cell differentiation trajectories 8 , or when data density is non-uniformly distributed 9 , it may be desirable to impose specific constraints on the Markov chain such as a user-specified stationary distribution.
A popular approach to impose constraints on Markov chains is the dynamical version of the maximum entropy a) Email: dixitpd@gmail.com principle 10 . Here, one maximizes the entropy of the distribution over stochastic trajectories subject to userspecified constraints. Recently, we developed this path entropy maximized approach to construct Markov chains from symmetric kernels 10 . We have used these pathentropy maximized Markov chains (PNMCs) to model statistical dynamics of biomolecular conformations 11, 12 , to model biochemical reaction networks 13 , and to quantify inconsistencies in multicriteria decision making problems 14 .
In this article we explore the utility of these PNMCs in diffusion maps. First, we show that the transition probabilities associated with a row normalized Markov chain constitute a local maximum entropy probability distribution. In contrast, we seek a global maximum entropy Markov chain: we obtain the transition probabilities by maximizing the entropy of the ensemble of long stationary state paths of the Markov chain. We illustrate the potential advantages of the introduced Markov chain using a few artificial and real data sets using three stochastic kernel based approaches: diffusion maps 4 , Laplacian eigenmaps 5 , and t-distributed stochastic neighbor embedding (t-SNE) 6 . The real datasets include the cancer genome atlast (TCGA) dataset 15 , single cell abundance profiles of transcription factors in mouse hematopoetic cells 9, 16 , and the MNIST handwritten digits dataset 2 .
II. BACKGROUND AND NOTATION
Below, we give a brief description of the Markov chains used in stochastic kernel based methods. See Coifman et al. 4 or van der Maaten and Hinton 6 for more details.
A. Row normalized Markov chain (RNMC) on the data
Consider N data points {a, b, . . . } in R n . A positive and symmetric kernel ∆(a, b) > 0 is defined on all points arXiv:1806.05096v1 [cs.LG] 13 Jun 2018 a and b in R n . A popular choice is the Gaussian kernel
where d(a, b) is the pairwise L 2 distance. In Eq. 1, ε is the 'bandwidth' of the kernel; d(a, b) ε ⇒ ∆(a, b) → 0. Alternative forms of the kernel have also been proposed. See for example 9, [17] [18] [19] . Typically, a Markov chain on data points is constructed using the kernel as follows. First, we define D(a) = b ∆(a, b). D(a) can be seen as a ∆−kernel based density estimator at point a. Next, an α−dependent family of kernels is defined:
The α−parametrized kernel is 'row normalized' to obtain transition probabilities q
where
is the local partition function. The stationary distribution of the Markov chain is given by
The parameter α ∈ [0, 1] tunes the relative importance of the geometry of the lower dimensional manifold and the density statistics of data points on it 20 . Consider that the data pointsx are generated according to a FokkerPlanck equation on some domain Ω ∈ R n with an equilibrium distribution p(x) (x ∈ Ω). In the limit of infinitely many data points N → ∞, the limiting diffusion process corresponding the backward operator of Eq. 3 approaches a Fokker-Planck equation as well 20 . Notably, α controls its stationary distribution π (α) (x). Specifically, α = 0 corresponds to a Fokker-Planck equation with a stationary distribution π(x) ∝ p(x) 2 and α = 1/2 corresponds to a Fokker-Planck equation with stationary distribution π (α) (x) = p(x). In contrast, α = 1 corresponds to a Fokker-Planck equation with a constant stationary distribution on Ω 20 . We note that the correspondence only holds in the limit of infinite data. For example, the discrete time discrete state Markov chain defined by transition probabilities in Eq. 3 at α = 1 does not have a uniform stationary distribution over the data points. For the rest of the manuscript, we omit the α−dependence of the kernel for brevity and specify the value of α whenever necessary.
This row normalized Markov process or its variants are used in many stochastic kernel based methods including Diffusion maps 4 , Laplacian eigenmaps 5 , and tSNE 6 .
B. RNMC is a local maximum entropy Markov chain
Notably, the row normalized Markov chain described by the transition probabilities in Eq. 3 is a local entropy maximized Markov chain. For concreteness, consider that for each data point a we want to find the transition probabilities q ab such that average squared distance traversed per unit time step is a specified number,d
2 (a). We maximize the entropy (conditioned on starting at data point a)
subject to constraints b q ab = 1 and
Entropy maximization subject to constraints in Eq. 6 yields the transition probabilities in Eq. 3 where 1/2ε 2 is the Lagrange multiplier associated with the distance constraint.
III. PATH NORMALIZED MARKOV CHAINS (PNMC)
How do we incorporate user-specified constraints in addition to the constraint in Eq. 6 on the Markov chain? For concreteness, let us denote by {q ab } the transition probabilities of the sought Markov chain and {p a } its stationary distribution. We may either de novo infer a Markov chain from specified constraints 11, 12, 21 or obtain a least-deformed updated Markov chain with respect to a given prior Markov chain {k ab } (with stationary distribution {π a }) 13, 22 . A common approach to infer constrained stochastic processes is the dynamical version of the maximum entropy principle 10 . To that end, consider a long stationary state paths Γ ≡ · · · → a 1 → a 2 → · · · of duration T 1 time steps of the Markov chain with hitherto unknown transition probabilities {q ab }. The first constraint we introduce (similar to Eq. 6) is the path-ensemble averagē d 2 of the squared distance traversed by a random walker on the data points. We havē
The second approximation holds in the limit T → ∞. In Eq. 7 {p a } is the stationary distribution of the Markov chain. In addition other constraints of the formr = a,b p a q ab r ab can also be introduced.
The maximum entropy Markov chain or the path normalized Markov Chain (PNMC) is found as follows. The path entropy [10] [11] [12] 21 
is maximized subject to user-specified constraints using the method of Lagrange multipliers. We have the following constraints on the transition probabilities and the stationary distribution:
In addition, we also impose detailed balance
At this stage, we have the option of constraining the stationary distribution 11, 12 . Alternatively, we can maximize the entropy with respect to both the transition probabilities and the stationary distribution 21 . Notably, these two choices lead to qualitatively different Markov chains.
A. Unknown stationary distribution
When the stationary distribution is not constrained, the entropy is maximized with respect to both the transition probabilities as well as the stationary distribution. In this case, the transition probabilities are given by (see Appendix A1)
where η 1 is the Perron-Frobenius eigenvalue of ∆ andν 1 is the corresponding Perron-Frobenius eigenvector. Note that since ∆ is symmetric, the left and the right eigenvectors are identical. The stationary distribution resembles the ground state of the Schrödinger's equation and is given by
We note that finding the Perron eigenvector of the kernel in constructing the PNMC in Eq. 12 does not add extra computational burden since estimation of the diffusion map also requires eigendecomposition of a matrix of the same size. Notably, the PNMC with an unknown stationary distribution (Eq. 12) can be recast as a RNMC corresponding to a modified symmetric but anisotropic kernel
From Eq. 14 it is apparent that the PNMC defined by transition probabilities in Eq. 12 prefers to traverse in regions that are closely connected to each other as quantified by the eigenvector centrality 23 .
B. User prescribed stationary distribution
The maximum entropy Markov chain with a userprescribed stationary distribution {p a } and a constrained path-ensemble averaged 2 is given by (see Appendix A1) 11, 12 
where ∆(a, b) is the same as Eq. 1. The constants {ρ a } are the fixed point of the nonlinear maxtrix equation
where R is the diagonal matrix with R aa = ρ a and1 is the column vector of ones. When the stationary probabilities are constrained to be equal, the transition probability matrix is symmetric and doubly stochastic. As above we denote by 1/2ε 2 the Lagrange multiplier associated withd 2 . Interestingly, enforcing a uniform distribution on the Markov chain is sometimes termed as Sinkhorn normalization 24 . Indeed, it is known that converting a matrix into a doubly stochastic form may lead to better clustering performance 25 . Moreover, various fast numerical algorithms have been proposed to solve Eq. 16 with well established complexity bounds. See Idel 24 for a review.
We note that the path entropy based approach allows us to enforce a uniform distribution p a = 1/N over data points even when N is finite. We contrast this with the α−dependent family of Markov chains with α = 1 introduced above (see Eq. 3 and Eq. 4). The α = 1 chain converges to a uniform distribution only in the limit N → ∞. Notably, the N → ∞ limit of the PNMC with uniform distribution converges to the same Fokker-Planck equation as the α = 1 limit 22 .
C. Updating a prior Markov chain
We note that entropy maximization can also allow us to update a prior Markov chain. Consider that we have a prior Markov chain with transition probabilities {k ab } and a stationary distribution {π a } (see Dixit and Dill 22 and Dixit 13 for more details). Instead of maximizing the path entropy, we minimize the Kullback-Leibler divergence
subject to the above mentioned constraints. When the stationary distribution of the updated Markov chain is not constrained, its transition probabilities are given by
where When the stationary distribution is constrained to a user-specified distribution {p a }, the transition probabilities of the Markov chain are given by
where ∆ * (a, b) is given by Eq. 19 andρ is the solution of the nonlinear equation
where R is the diagonal matrix with R aa = ρ a .
IV. ILLUSTRATIVE EXAMPLES A. Diffusion maps: Artificial data
As an example to illustrate the utility of the PNMC, we created an artificial data set consisting of two planes P 1 and P 2 embedded in a n = 10 dimensions as follows. Each plane had N p = 500 points. The points x i ∈ P 1 were generated such that x i = {0, r 1 , r 2 , . . . , r 9 } where r 1 , r 2 , . . . r 14 are random numbers drawn from the standard normal distribution. Points y i ∈ P 2 were generated such that y i = {2, s 1 , s 2 , . . . , s 9 } where s 1 , s 2 , . . . s 14 are random numbers drawn from the standard normal distribution.
While the two planes are separated in one of the dimensions (see panel (a) and panel (b) of Fig. 1 ), the randomly distributed coordinates in other 9 dimensions introduce noise in the quantification of vicinity between data points. For example, the distribution of inter-cluster distances has substantial overlap with the distribution of intra-cluster distances (see panel (c) of Fig. 1 ).
We constructed a Gaussian kernel with ε equal to the 10 th percentile of all pairwise distances. We then constructed diffusion map using the RNMC with α = 0 (see Eq. 3 and P 1 and P 2 in panel (e) of Fig. 1 ) and compared it with the diffusion map constructed using the PNMC with unconstrained stationary distribution (see Eq. 12 and PD 1 and PD 2 in panel (d) of Fig. 1) . Notably, on the one hand, the RNMC-derived diffusion map is unable to distinguish between the two planes (see panel (e) of Fig. 1 ). On the other hand, the PNMC prefers to transition within strongly connected neighborhoods of the data cloud. As a result, the PNMC-derived diffusion map can distinguish between the two planes (see panel (d) of Fig. 1 ). The visual comparison can be quantified by comparing the silhouette scores S D and S P of individual data points using the RNMC and the PNMC respectively (see panel (f) of Fig. 1 ). In the silhouette score quantification, we used the true cluster identity as the cluster assignment. Notably, the silhouette scores are consistently higher for the PNMC clearly indicating a better clustering performance.
B. Diffusion maps: Single cell gene expression in mouse haematopoietic stem cells 16 Next, we looked at cell transcription factor abundance profiles at the single cell level in mouse haematopoietic stem cells 16 . Data was collected on 597 cells from five different cell types: haematopoietic stem cell (HSC), lymphoid-primed multipotent progenitor (LMPP), megakaryocyte-erythroid progenitor (PreMegE), common lymphoid progenitor (CLP) and granulocytemonocyte progenitor (GMP). The known differentiation map 16 of the cell types is given in Fig. 2 . We constructed a symmetric kernel on the data points using the recently introduced PHATE (Potential of Heat-diffusion for Affinity-based Transition Embedding) approach 19 . We used k = 5 nearest neighbors and the shape parameter equal to β = 8. The kernel is given by
where ε k (a) is the distance of the k th nearest neighbor from data point a.
We constructed an RNMC using the phate kernel with α = 0 in Eq. 3. We also constructed a PNMC with a biased stationary distribution. It is argued that the gene expression profiles of individual cells are more variable in the stem cell-state compared to the fully differentiated state 8, 28 . Consequently, we imposed a stationary distribution on the PNMC that related to the entropy of the expression profile of the 18 transcription factors. If x ij was the expression of gene j in cell i, we estimated the entropy
The stationary distribution for a cell i was set to
This stationary distribution favors cells with higher expression entropy.
In Fig. 2 , we show the diffusion maps constructed using the PNMC (panel (a) of Fig. 2 ) and the RNMC (panel (b) of Fig. 2) . Notably, individual branches of the differentiation profile are better resolved with the PNMC. For example, the PreMegE cell type is better separated from its the stem cell HSC (green→ cyan). Similar to the TCGA case, the average distance between different cell type clusters was higher for the PNMC by ∼ 10% (paired t-test p ∼ 2 × 10 −7 ).
C. Laplacian eigenmaps: The cancer genome atlas (TCGA) 15 Next, we looked at mRNA expression levels in multiple cancer types collected in the cancer genome atlas (TCGA) 15 . The data consisted gene expression levels of 801 tumor samples classified in 5 tumor types (see Fig. 3 ). Each tumor sample was characterized by expression levels of 20264 genes. To account for the differential expression of genes with different functions, we first performed a z−score transform on the data thereby setting the average expression of each gene to zero and the standard deviation to one.
Next, for each sample, we estimated the average deviation from the mean for each gene. If x ia was the z−normalized expression of gene i in tumor sample a, we defined
We normalized f a by its mean over all samples.
Next, we constructed a Gaussian kernel with ε equal to the 10 th percentile of all pairwise distances. For the PNMC we enforced a stationary distribution p a ∝ exp(−6f a ). This distribution penalizes samples that deviate from normal behavior in many of their genes. We then constructed Laplacian eigenmaps using the RNMC and compared it with the Laplacian eigenmaps constructed using the PNMC. From panels (a) and (b) of Fig. 3 , it is clear that the PNMC-derived Laplacian eigenmaps can separately identify the different cancer types while the RNMC-derived Laplacian eigenmap cannot (with an exception of the kidney renal clear cell carcinoma).
We quantified the degree of separation embeddings as follows. First, for any two cancer types i and j, we calculated the average expression-distance between pairs of cancer types ξ(i, j). This distance was calculated for the original data as well as the two lower dimensional diffusion map representations. This distance was appropriately normalized ζ(i, j) = ξ(i, j)/ ξ(i, i)ξ(j, j) to account for within-cluster spread of data points. The PNMC-based diffusion maps performed consistently better for all pairwise cluster comparisons (average ζ(i, j) ≈ 3.0) compared to the RNMC-based diffusion maps (average ζ(i, j) ≈ 2.1). In other words, the PNMC-based diffusion map yielded tighter clusters that were further separated from each other compared to the RNMC-based diffusion map by ∼ 43% (paired t-test p ∼ 10 −3 ). Concurrently, as shown in panel (c) of Fig. 3 , the silhouette scores for individual data points were significantly higher for the PNMC-derived eigenmaps compared to the RNMC-derived eigenmaps (paired t-test p < 10 −50 ). We used the known tumory types as cluster assignments. In the final illustration of the PNMCs, we used the MNIST handwritten digits data and cluster them using tSNE 6 . Briefly, the tSNE algorithm works as follows. One first constructs a Markov chain, typically using a Gaussian kernel, with transition probabilities {q ab } on the data. The ε parameter is adjusted for each data point by requiring that the entropy of the transition probability distribution − b q ab log q ab be equal for all data points 'a'. Next, a Markov chain on a lower dimensional embedding, typically with a Cauchy kernel, is sought with a minimum Kullback-Leibler divergence with respect to the one in the higher dimension.
We randomly selected 599 images of digits 1 through 5 and used the MATLAB code provided by Dr. Laurens van der Maaten (https://lvdmaaten.github.io/tsne/). As parameters, we used two dimensions to embed the data and set the 'perplexity' equal to 30. We ran the tSNE algorithm for 4000 iterations (see panel (b) of Fig. 4) . Next, we modified the Markov chain in the tSNE algorithm to enfore a uniform distribution on the data points (see Eq. 19). The results of the tSNE algorithm run on the modified Markov chain are shown in panel (a) of Fig. 4 . Notably, the average degree of separation ζ(i, j) between the clusters was 2.04 for the default tSNE algorithm and 2.25 for the tSNE algorithm that used the PNMC. Notably, the silhouette scores for individual data points were also higher for the modified tSNE algorithm (see panel (c) of Fig. 4 , paired t-test p ∼ 10 −4 ).
V. CONCLUDING DISCUSSION
In typical stochastic kernel based approaches, a 'local' Markov chain (RNMC) is constructed on the data points via row normalization of a positive and symmetric kernel. In this article we introduced a global path-entropy maximization based alternative normalization approach. Notably, both the stationary distribution and the diffusive properties of the path-entropy normalized Markov chain (PNMC) can be explicitly controlled by the user allowing a much greater flexibility with respect to the long-time properties of the Markov chain compared to the typical row normalized Markov chain. We implemented the PNMC in diffusion maps, Laplacian eigenmaps, and tSNME and showed that it can outperform the RNMC when appropriate constraints are chosen.
On the one hand, the Markov chains introduced here maximize the path entropy over very long stationary state trajectories. This may induce attraction between distant data points that have a high connectivity (see Eq. 14). On the other hand, the row normalized Markov chain typically used in diffusion maps represents a maximum entropy Markov chain over a single time step. A straightforward generalization is to consider entropy maximization over a finite number of steps 29 . Notably, recent work suggests that incorporating finite path statistics may improve the quality of dimensionality reduction. For example, Little et al. 30 have shown that modifying the definition of the pairwise distance to include the connectivity between data points can lead to better embedding properties specifically for clusters of variable shapes. Steinerberger 31 showed that optimally choosing transition probabilities from Markov chains of multiple path-sizes effectively filters out unconnected data points.
A. Connection with optimal transport
Finally, we discuss a curious connection with entropyregularized optimal transport 32 . Optimal transport theory quantifies the 'distance' between two distributions {x a } and {y a } given a 'cost matrix' M as follows. First, one defines a set U x,y of positive matrices P such that P ∈ U x,y ⇒ a P ab = y b ∀ b and
The matrix P ab can be considered a joint probability matrix whose left and right marginals are {x a } and {y a } respectively. The distance δ M (x, y) is then given by δ M (x, y) := a,b P ab M ab where P = argmin P ∈Ux,y a,b
Notably, while the problem in Eq. 27 is a linear program, it can be regularized with an entropy function 33 . Interestingly, the regularized problem is much faster to solve and can lead to better clustering of high dimensional data 33 . The optimization problem in Eq. 27 modifies to P ab log P ab .
Note that if x a = y a = p a , P ab = p a q ab , and M ab = ∆(a, b) then the problem in Eq. 28 is identical to the one of finding a Markov chain with a prescribed stationary distribution (see Eq. 15). In the future, it will be important to explore this connection further. 
From Eq. A11 and Eq. A12, we have l a + m a = 1.
Thus,
where ν 1a = e −la and η = e −δ . Imposing the normalization condition b q ab = 1 identifiesν 1 as the Perron-Frobenius eigenvector of ∆ and η the corresponding eigenvalue 21 .
