Abstract. Let n ≥ 3 and ψ λ 0 be the radially symmetric solution of ∆ log ψ + 2βψ
Introduction
In this paper we will study the asymptotic large time behaviour of the solution of the equation
for n ≥ 3. When n = 1, P.L. Lions and G. Toscani have proved that (1.1) arises as the diffusive limit for finite velocity Boltzmann kinetic models [LT] and T. Kurtz [K] has showed that (1.1) arises as the limiting distribution of two gases moving against each other and obeying the Boltzmann equation. When n = 2, the above equation arises in the study of Ricci flow on the complete R 2 [W1] , [W2] . (1.1) also arises as the singular limit [ERV] , [H2] , as m → 0 of the following class of degenerate parabolic equation,
R n × (0, T ) for n = 2 near the extinction time T > 0 is studied by P. Daskalopoulos, M.A. del Pino, N. Sesum and K.M. Hui [DP3] , [DS2] , [H4] . Extinction profile of maximal solutions of (1.1) in R n × (0, T ) for n = 3 and n ≥ 5 near the extinction time T > 0 with initial value u 0 satisfying the condition B k 1 (x, 0) ≤ u 0 (x) ≤ B k 2 (x, 0) where B k (x, t) = 2(n − 2)(T − t) n n−2 + k + (T − t) 2 n−2
is the Barenblatt solution of (1.1) is studied by K.M. Hui and S. Kim in [HK] .
We will now assume that n ≥ 3 and let β > 0 be a fixed constant for the rest of the paper. For any λ > 0, let ψ = ψ λ be the radially symmetric solution of △ log ψ + 2βψ + βx · ∇ψ = 0, ψ > 0, in R n ψ(0) = λ.
( 1.4) given by [Hs4] and φ = φ λ (x, t) = e −2βt ψ λ e −βt x .
(1.5)
Whenever there is no ambiguity, we will drop the subscript λ and write ψ, φ, instead of ψ λ , φ λ . Then φ satisfies φ t = △ log φ in R n × (0, ∞).
It was proved by S.Y. Hsu in [Hs4] that the radially symmetric solution ψ of (1.4) satisfies
A natural question to ask is that if the initial value u 0 has the same decay rate at infinity as φ(x, 0) = ψ(x) given by (1.5), does the solution u of (1.1) behaves like the function φ as t → ∞. We answer this question in the affirmative in this paper. We prove that if the initial value u 0 satisfies
and u is the global maximal solution of (1.1) with n ≥ 3, then the rescaled function u(x, t) = e 2βt u(e βt x, t) (1.7)
converges uniformly on every compact subset of R n to ψ λ 0 as t → ∞ for some constant λ 0 > 0. More precisely we prove the following main results of the paper.
Theorem 1.1. Let n ≥ 3 and u 0 satisfies
for some constants λ 2 > λ 1 > 0 and λ 0 > 0. Suppose u is the global maximal solution of (1.1) and u is given by (1.7). Then u converges uniformly on every compact subset of R n and in
(1.12) for some nonnegative radially symmetric function f where ψ λ 0 , ψ λ 1 , are the radially symmetric solutions of (1.4) with λ = λ 0 , λ 1 , respectively. Then the rescaled function u(x, t) given by (1.7) satisfies (1.10) and converges uniformly on R n and in L 1 (R n ) to ψ λ 0 as t → ∞.
Note that by Lemma 2.3 proved later that ψ λ (x) is a monotone increasing function of λ > 0. Hence (1.8) is well-defined. Also by Lemma 2.4 proved later that the condition (1.9) is necessary to guarantee convergence of the rescaled function u as t → ∞.
Unless stated otherwise we will assume that (1.8) holds for the rest of the paper. Then by (1.6), (1.8), and the result of [H3] there exists a unique global maximal solution u of (1.1) for n ≥ 3. Note that by direct computationũ given by (1.7) satisfies
Then by (1.5), (1.7) and (1.8),
(1.14)
The plan of the paper is as follows. In section 2 we will recall and establish some properties of the self-similar solution φ. We will prove Theorem 1.1 and Theorem 1.2 in section 3 and section 4 respectively. We start with some definitions. We say that u is a solution of (1.1) if u > 0 in R n × (0, ∞) and u satisfies u t = ∆ log u in the classical sense in R n × (0, ∞) with
We say that u is a maximal solution of (1.1) in R n × (0, ∞) if u is a solution of (1.1) in R 2 × (0, T ) and u ≥ v for any solution v of (1.1) in R n × (0, T ). For any R > 0 and x 0 ∈ R n , let B R (x 0 ) = {x ∈ R N : |x − x 0 | < R} and B R = B R (0). Let ω n be the surface area of the unit sphere S n−1 in R n . For any a ∈ R, let a ± = max(±a, 0).
Properties of the self-similar solution
In this section we will recall and establish some properties of the self-similar solution φ. We first recall a result of [Hs4] .
Lemma 2.1. (cf. Lemma 1.1 and Theorem 1.3 of [Hs4] ) Let n ≥ 2, λ > 0, α, β ∈ R, such that either α ≥ 0 or β > 0. Then there exists a unique solution v of
Lemma 2.2. Let n ≥ 3, λ > 0, α = 2β > 0, and let ψ be the unique solution of (2.1), (2.2), in
By direct computation w(r) satisfies
Hence
Integrating over r ≥ 1,
By (1.6) there exists a constant ρ 0 ≥ 1 such that
By (2.7) and (2.8),
By (2.6), (2.9), (2.10), and the l'Hospital rule,
and by (1.6) r 2 ψ(r) → ∞ as r → ∞, by (2.11), (2.12), and (2.13), we have
and the lemma follows.
Lemma 2.3. Let nβ > α > 0, λ 2 > λ 1 > 0, and let v λ 1 , v λ 2 be the radially symmetric solutions of (2.1), (2.2), in (0, ∞) with λ = λ 1 , λ 2 , respectively. Then
Proof: Let λ > 0 and let v = v λ be the solution of (2.1), (2.2), in (0, ∞). Multiplying (2.1) by r n−1 and integrating,
Since λ 2 > λ 1 , there exists r 0 > 0 such that (0, r 0 ) is the maximal interval such that
Hence, by (2.14) and (2.15),
By (2.15) and (2.16) contradiction arises. Hence r 0 = ∞ and the lemma follows.
Lemma 2.4. Let n ≥ 3, β > 0, and ψ λ be the radially symmetric solution of (1.4) for any λ > 0.
Proof: Let α = 2β and λ 2 > λ 1 > 0. Since ψ 1 satisfies (2.1) and (2.2) with λ = 1, the function λψ 1 ( √ λr) is a solution of (2.1) and (2.2) for any λ > 0. Since ψ λ also satisfies (2.1), (2.2), by Lemma 2.1,
By (2.17) and Lemma 2.1,
By Lemma 2.2 there exist constants C > 0 and ρ 0 > 0 such that
Since n ≥ 3, the right hand side of (2.19) is equal to infinity and the lemma follows.
Asymptotic Behavior
In this section we will use a modification of the technique of [DS1] and [HK] to prove the asymptotic large time behaviour of the global maximal solution of (1.1).
Lemma 3.1. Let λ > 0 and φ = φ λ be given by (1.5) where ψ λ = ψ is the radially symmetric solution of (1.4). Suppose u, v, are solutions of (1.1) with inital values u 0 , v 0 , respectively which satisfy u, v ≥ φ in R n × (0, ∞). Then for any T > 0 there exist constants R 0 > 0 and C > 0 depending on T such that
Proof: Let T > 0. By (1.5) and (1.6) there exist constants R 1 ≥ 1, C 1 > 0 such that
Then by an argument similar to the proof of Lemma 2.1 in [HK] but with the B k and (2.4) there being replaced by φ and (3.1), (i) and (ii) of the lemma follows.
Lemma 3.2. Let λ > 0 and φ = φ λ be given by (1.5) where ψ λ is the radially symmetric solution of (1.4). Suppose u, v, are solutions of (1.1) with inital values u 0 , v 0 , respectively which satisfy u,
Proof: We will use a modification of the proof of Lemma 2.1 of [DS1] and Lemma 2.2 of [HK] to prove the lemma. Since the proof is similar to that of [DS1] and [HK] , we will only sketch the argument here. Let
Then by the Kato inequality [Ka] ,
Hence by (1.1), ∂ ∂t |u − v| ≤ △ |log u − log v| in the distribution sense in R n × (0, ∞). Integrating the above inequality in time,
|f (y)| |x − y| n−2 dy denote the Newtonian potential of |f |. Then by (3.2),
in the sense of distributions in R n . Similar to the proof of Lemma 2.2 of [HK] by (3.3) and an approximation argument the lemma would follow if we can show that
and similarly, (log u − log v) − ≤ Cφ
Let T > 0 and R 0 > 1 be as in the proof of Lemma 3.1. Then (3.1) holds. By (3.1),
|y| 2 log |y| dy
By (3.5), (3.6), and Lemma 3.1,
for some constant C ′ > 0 depending on T . Dividing both side of (3.7) by R n and letting R → ∞ we get (3.4) for any 0 < t < T . Since T > 0 is arbitrary, (3.4) holds for all t > 0.
By an argument similar to the proof of Corollary 2.2 of [DS1] but with Lemma 3.2 replacing Lemma 2.1 of [DS1] in the proof there we get the following result.
Lemma 3.3. Let λ > 0 and φ = φ λ be given by (1.5) where ψ λ is the radially symmetric solution of (1.4). Suppose u, v, are solutions of (1.1) with inital values u 0 , v 0 , respectively which satisfy u,
Hence if u, v, are the rescale functions of u, v, given by (1.7) respectively, then
We are now ready for the proof of Theorem 1.1.
Proof of Theorem 1.1:
be a sequence of positive numbers such that t i ≥ 1 for all i ∈ Z + and t i → ∞ as i → ∞. By (1.14) the equation (1.13) is uniformly parabolic on B R × [0, ∞) for any R > 0. By the Schauder estimates for parabolic equation [LSU] the sequence u(x, t i ) is equi-Hölder continuous in C 2 on every compact subset of R n . Hence by the Ascoli Theorem and a diagonalization argument the sequence u(x, t i ) has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on every compact subset of R n to some function g as i → ∞. By Lemma 3.3 (3.8) holds with v = ψ λ 0 . Hence
Hence u(x, t i ) converges uniformly on every compact subset of R n to ψ λ 0 as i → ∞. Since the sequence {t i } ∞ i=1 is arbitrary, u(x, t) converges uniformly on every compact subset of R n to ψ λ 0 as t → ∞. By Lemma 3.3 we get (1.10) and the theorem follows.
A more general result
In this section we will prove Theorem 1.2 and extend the convergence result of Theorem 1.1 to initial data not necessarily satisfying condition (1.8). We first start with a weaker convergence theorem.
Theorem 4.1. Let n ≥ 3. Suppose 0 ≤ u 0 ∈ L ∞ (R n ) satisfies (1.9) where ψ λ 0 is the radially symmetric solutions of (1.4) with λ = λ 0 . Suppose u is the maximal solution of (1.1) in R n ×(0, ∞) and u(x, t) is given by (1.7). Then
and (1.10) holds. Hence u converges to ψ λ 0 in L 1 (R n ) as t → ∞.
Proof: Since the proof is similar to the proof of Lemma 5.2 of [HK] , we will only sketch the proof here. For any 0 < λ < λ 0 , let u λ be the maximal global solution of (1.1) (cf. [H3] ) in R n × (0, ∞) with initial value u 0,λ (x) = max(ψ λ (x), u 0 (x)).
Then by the maximal principle
and u λ decreases and converges to u uniformly on every compact subset of R n × (0, ∞) as λ ց 0. By (4.2) and Lemma 3.3,
Letting λ ց 0 in (4.3) we get (4.1). (1.10) then follows directly from (4.1) and the lemma follows.
We next observe that by (1.6) and an argument similar to the proof of Lemma 5.3 and Corollary 5.4 of [HK] we have the following results.
Proposition 4.2 (cf. Corollary 2.8 of [H3] ). Let n ≥ 3, λ 0 > 0, and
Then there exists a unique maximal global solution u of (1.1) in R n × (0, ∞) with initial value g.
Corollary 4.3. Let n ≥ 3 and let
Lemma 4.4. Let n ≥ 3 and 0 ≤ u 0 ∈ L ∞ (R n ) satisfy (1.12) for some non-negative radially symmetric function f . Suppose u is the maximal solution of (1.1) and u is given by (1.7). Then there exist positive constants C 1 , C 2 , C 3 such that
Proof: We will use a modification of the proof of Proposition 6.2 of [DS1] to prove the lemma. We will first prove (4.4) under the assumption that u 0 (x) is radially symmetric in r = |x| ≥ 0. Let u λ , 0 < λ < λ 0 , be as in the proof of Theorem 4.1 and t ≥ 2. Similar to the proof of Lemma 3.2 the function
where
is the Newtonian potential of |u λ − φ λ 0 |(·, t − 1). Then by (4.5), (4.6), and the mean value property for subharmonic function,
for some constant C 3 > 0. By (1.12), (4.7), and Theorem 4.1,
|x| n−2 (4.8) holds for any |x| ≥ 1 and t ≥ 2. By (1.5) and (2.3),
Since by Lemma 2.1 ψ ′ λ 0 (r) < 0 for all r > 0, we have
By (4.8), (4.9), and (4.10),
where C 4 = e 2β+C 3 f L 1 . Since u λ 0 satisfies the Aronson-Benilan inequality (cf. [H3] ),
(4.12) By (4.11) and (4.12),
(4.13)
(4.14)
By (4.14) and (1.6), we get (4.4) for some constants C 1 > 0, C 2 > 0. When u 0 (x) is not radially symmetric and satisfies (1.12), by the above result for the radially symmetric initial data case and an argument similar to the last step of the proof of Proposition 6.2 of [DS1] on p.118 of [DS1] we get (4.4) for some constants C 1 > 0, C 2 > 0, and the lemma follows. We are now ready for the proof of Theorem 1.2.
Proof of Theorem 1.2: By (1.11) and the maximal principle, 0 ≤ u(x, t) ≤ φ λ 1 (x, t) ∀x ∈ R n , t > 0 ⇒ 0 ≤ u(x, t) ≤ ψ λ 1 (x) ∀x ∈ R n , t > 0. By (4.18) the equation (1.13) is uniformly parabolic on B R × [2, ∞) for any R > 0. Let {t i } ∞ i=1 be a sequence such that t i ≥ 3 for all i ∈ Z + and t i → ∞ as i → ∞. By the Schauder estimates for parabolic equation [LSU] the sequence u(x, t i ) is equi-Hölder continuous in C 2 on every compact subsets of R n . Then by the Arzela-Ascoli theorem and a diagonalization argument the sequence { u(x, t i )} ∞ i=1 has a convergent subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly in C 2 on every compact subsets of R n to some C 2 function w of as i → ∞. On the other hand by Theorem 4.1 u(x, t) satisfies (1.10). Hence u(x, t) converges to ψ λ 0 in L 1 (R n ) as t → ∞ and w = ψ λ 0 . Thus u(x, t i ) converges uniformly in C 2 on every compact subsets of R n to ψ λ 0 as i → ∞. Since the sequence is arbitrary, u(x, t) converges uniformly in C 2 on every compact subsets of R n to ψ λ 0 as t → ∞ and the theorem follows.
