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Abstract
In 1943, Hadwiger conjectured that every graph with noKt minor is (t−1)-colorable
for every t ≥ 1. In the 1980s, Kostochka and Thomason independently proved that
every graph with no Kt minor has average degree O(t
√
log t) and hence is O(t
√
log t)-
colorable. Recently, Norin, Song and the author showed that every graph with no Kt
minor is O(t(log t)β)-colorable for every β > 1/4, making the first improvement on the
order of magnitude of the O(t
√
log t) bound. Building on that work, we show in this
paper that every graph with no Kt minor is O(t(log t)
β)-colorable for every β > 0;
more specifically, they are t · 2O(
√
log log t)-colorable.
1 Introduction
All graphs in this paper are finite and simple. Given graphs H and G, we say that G has an
H minor if a graph isomorphic to H can be obtained from a subgraph of G by contracting
edges. We denote the complete graph on t vertices by Kt.
In 1943 Hadwiger made the following famous conjecture.
Conjecture 1.1 (Hadwiger’s conjecture [Had43]). For every integer t ≥ 1, every graph with
no Kt minor is (t− 1)-colorable.
Hadwiger’s conjecture is widely considered among the most important problems in graph
theory and has motivated numerous developments in graph coloring and graph minor theory.
For an overview of major progress on Hadwiger’s conjecture, we refer the reader to [NPS19],
and to the recent survey by Seymour [Sey16] for further background.
The following is a natural weakening of Hadwiger’s conjecture, which has been considered
by several researchers.
Conjecture 1.2 (Linear Hadwiger’s conjecture [RS98, Kaw07, KM07]). There exists a con-
stant C > 0 such that for every integer t ≥ 1, every graph with no Kt minor is Ct-colorable.
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For many decades, the best general bound on the number of colors needed to properly
color every graph graph with no Kt minor had been O(t
√
log t), a result obtained indepen-
dently by Kostochka [Kos82, Kos84] and Thomason [Tho84] in the 1980s. The results of
[Kos82, Kos84, Tho84] bound the “degeneracy” of graphs with no Kt minor. Recall that a
graph G is d-degenerate if every non-empty subgraph of G contains a vertex of degree at
most d. A standard inductive argument shows that every d-degenerate graph is (d + 1)-
colorable. Thus the following bound on the degeneracy of graphs with no Kt minor gives a
corresponding bound on their chromatic number and even their list chromatic number.
Theorem 1.3 ([Kos82, Kos84, Tho84]). Every graph with no Kt minor is O(t
√
log t)-
degenerate.
Very recently, Norin, Song and the author [NPS19] improved this with the following
theorem.
Theorem 1.4 ([NPS19]). For every β > 1
4
, every graph with no Kt minor is O(t(log t)
β)-
colorable.
In [NS19b], Norin and Song extended Theorem 1.4 to odd minors. In [NP20], Norin and
the author extended Theorem 1.4 to list coloring. Building on the work of Norin, Song and
the author in [NPS19], our main result is to improve the bound in Theorem 1.4 as follows.
Theorem 1.5. Every graph with no Kt minor is t · 2O(
√
log log t)-colorable. Hence for every
β > 0, every graph with no Kt minor is O(t(log t)
β)-colorable.
Notation
We use largely standard graph-theoretical notation. We denote by v(G) and e(G) the number
of vertices and edges of a graph G, respectively, and denote by d(G) = e(G)/v(G) the density
of a non-empty graph G. We use χ(G) to denote the chromatic number of G, and κ(G) to
denote the (vertex) connectivity of G. We denote by G[X ] the subgraph of G induced by a
set X ⊆ V (G).
We say that vertex-disjoint subgraphs H and H ′ of a graph G are adjacent if there exists
an edge of G with one end in V (H) and the other end in V (H ′), and we say that H and H ′
are non-adjacent, otherwise. For a positive integer n, let [n] denote {1, 2, . . . , n}. A collection
X = {X1, X2, . . . , Xh} of pairwise disjoint subsets of V (G) is a model of a graph H in a graph
G if G[Xi] is connected for every i ∈ [h], and there exists a bijection φ : V (H) → [h] such
that G[Xφ(u)] and G[Xφ(v)] are adjacent for every uv ∈ E(H). It is well-known and not hard
to see that G has an H minor if and only if there exists a model of H in G. We say that a
model X as above is rooted at S for S ⊆ V (G) if |S| = h and |Xi ∩ S| = 1 for every i ∈ [h].
The logarithms in this paper are natural unless specified otherwise.
2 Outline of Proof
We split the proof of Theorem 1.5 according to two main cases as determined by the following
key definition.
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Definition 2.1. Let s be a nonnegative integer. We say that a graph G is s-chromatic-
separable if there exist two vertex-disjoint subgraphs H1, H2 of G such that χ(Hi) ≥ χ(G)−s
for each i ∈ {1, 2} and that G is s-chromatic-inseparable otherwise.
To state one of our two main lemmas, we need the following theorem which we prove in
Section 3.
Theorem 2.2. There exists an integer C = C2.2 > 0 such that the following holds: Let
t ≥ 3 be an integer and define f2.2(t) := 2C
√
log log t. For every integer k ≥ t, if G is a graph
with d(G) ≥ k ·f2.2(t) and G contains no Kt minor, then G contains a k-connected subgraph
H with v(H) ≤ t · f2.2(t) · log t.
Theorem 1.5 will follow from the following two main lemmas.
Lemma 2.3. There exists an integer C = C2.3 > 0 such that the following holds: Let t ≥ 3
be an integer. If G is a Ct log log t-chromatic-inseparable graph with χ(G) ≥ Ct · (log log t+
f2.2(t)), then G contains a Kt minor.
Lemma 2.4. There exists an integer C = C2.4 > 0 such that the following holds: Let t ≥ 3 be
an integer and let m be a constant such that m ≥ Ct. If G is a graph with χ(G) ≥ Cm log log t
and every subgraph H of G with χ(H) ≥ χ(G)/2 is m-chromatic-separable, then G contains
a Kt minor.
We are now ready to prove our main result Theorem 1.5 assuming Lemmas 2.3 and 2.4.
Proof of Theorem 1.5. We prove the contrapositive. Let m := max{C2.3, C2.4} · t log log t.
Let k1 := C2.3t · (log log t + f2.2(t)) and let k2 := C2.4m log log t. Let G be a graph with
χ(G) ≥ max{2k1, k2}. By Lemma 2.4 as χ(H) ≥ k2, we have that G contains a Kt minor as
desired or that G contains an m-chromatic-inseparable subgraph H with χ(H) ≥ χ(G)/2 ≥
k1. We may assume the latter case or we are done. But then by Lemma 2.3 as χ(H) ≥ k1,
we have that H contains a Kt minor and hence that G contains a Kt minor as desired.
2.1 Outline of Paper
In Section 3, we collect all the prior results we will need in the proofs of Lemmas 2.3
and 2.4. In Section 4, we prove Lemma 2.3 via a number of auxiliary lemmas and a stronger
inductive form (Lemma 4.9). In Section 5, we prove Lemma 2.4 via a stronger inductive form
(Lemma 5.1). Finally in Section 6, we briefly discuss possible improvements and extensions.
For the proof of Lemma 2.3, we find for the sake of notational convenience a Kt,t minor
which in turn contains a Kt minor, where Kt,t denotes the complete bipartite graph with t
vertices on each side. That Kt,t minor is built sequentially over ⌈log t⌉ steps; in each step a
K⌈ t
log t
⌉,t minor is built and then linked to the previously built minors but also via chromatic
inseparability to a high chromatic, highly connected subgraph yet unused for building the
Kt,t minor.
For the proof of Lemma 2.4, the Kt minor is built recursively, namely by trinary recursion
with a recursion depth of O(log log t). In each level except the last, a Ks minor is built by
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finding three vertex-disjoint high chromatic, highly connected subgraphs, recursively con-
structing a K2s/3 minor in each subgraph and then linking the three K2s/3 minors together.
The existence of three such subgraphs is guaranteed only by means of chromatic separability.
As for the last level, the existence of a Kt/ log t minor follows from Theorem 1.3.
3 Previous Results
To prove Theorem 1.5, we need a number of previous results as follows.
3.1 Small graphs
First we need a bound on the chromatic number of very small graphs with no Kt-minor.
Theorem 3.1 ([NPS19]). Let G be a graph with no Kt minor. Then
χ(G) ≤
(
log2
(
v(G)
t
)
+ 2
)
t ≤
(
2 log
(
v(G)
t
)
+ 2
)
t.
This followed rather straightforwardly from the classical bound due of Duchet andMeyniel [DM82]
on the independence number of graphs with no Kt minor, namely that α(G) ≥ v(G)2(t−1) . Tech-
nically, it followed from the stronger result of Woodall [Woo87] that there exists X ⊆ V (G)
with |X| ≥ v(G)
2
such that χ(G[X ]) ≤ t − 1, which as observed by Seymour [Sey16] also
follows from the proof in [DM82].
3.2 Density Results
Next, we need a density increment theorem as follows.
Theorem 3.2. There exists C = C3.2 > 0 such that the following holds. Let G be a graph
with d(G) ≥ C, let D > 0 be a constant. Let s = D/d(G) and let g3.2(s) := 2C(
√
log s+1).
Then G contains at least one of the following:
(i) a minor J with d(J) ≥ D, or
(ii) a subgraph H with v(H) ≤ g3.2(s) · D
2
d(G)
and d(H) ≥ d(G)
g3.2(s)
.
In [NS19a], Norin and Song had proved Theorem 3.2 with g(s) = sα for any α >
log(2)
log(3/2)
− 1 ≈ .7095. Using that result, they showed that every graph with no Kt mi-
nor is O(t(log t)0.354)-colorable. Shortly thereafter, in [Pos19], the author improved this to
g(s) = so(1). That result was then combined in [NPS19] with the earlier work to yield The-
orem 1.4. The function g(s) in [NPS19] was not explicitly found. It is not hard to derive an
explicit function of g(s) = 2O((log s)
2/3+1) from Lemma 2.5 in [NPS19]. However by some slight
modification to the proof presented in [NPS19], we can improve this to g(s) = 2O(
√
log s+1)
as stated in Theorem 3.2 above. This modified proof of Theorem 3.2 can be found in Ap-
pendix A.
We also need an explicit form of Theorem 1.3 as follows.
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Theorem 3.3 ([Kos82]). Let t ≥ 2 be an integer. Then every graph G with d(G) ≥ 3.2t√log t
has a Kt minor.
We also require the following classical result of Mader [Mad72] which ensures that every
dense graph contains a highly-connected subgraph.
Lemma 3.4 ([Mad72]). Every graph G contains a subgraph G′ such that κ(G′) ≥ d(G)/2.
Assuming Theorem 3.2, we are now ready to prove Theorem 2.2, which we restate for
convenience.
Theorem 2.2. There exists an integer C = C2.2 > 0 such that the following holds: Let
t ≥ 3 be an integer and define f2.2(t) := 2C
√
log log t. For every integer k ≥ t, if G is a graph
with d(G) ≥ k ·f2.2(t) and G contains no Kt minor, then G contains a k-connected subgraph
H with v(H) ≤ t · f2.2(t) · log t.
Proof of Theorem 2.2. Let C2.2 = ⌈19C3.2⌉. Let G be a graph with d(G) ≥ k · f2.2(t). Let
D = 3.2t
√
log t and s = D/d(G). Now Theorem 3.2 applies to G. However, Theorem 3.2(i)
does not hold as otherwise G has a Kt minor by Theorem 3.3.
So we may assume that Theorem 3.2(ii) holds. That is, there exists a subgraph H of
G with d(H) ≥ d(G)/g3.2(s) and v(H) ≤ g3.2(s) · D2/d(G) ≤ g3.2(s) · 11t log t. Note that
s ≤ 3.2√log t as k ≥ t. Hence
g3.2(s) ≤ g3.2(3.2
√
log t) ≤ 23·C3.2(
√
log log t+1) ≤ 215·C3.2
√
log log t
since
√
log log t + 1 ≥ 5√log log t as t ≥ 3. As t ≥ 3 and C2.2 ≥ 19C3.2, it follows that
11 · g3.2(s) ≤ f2.2(t),
and hence
d(H) ≥ 11k ≥ 2k.
By Lemma 3.4, H contains a subgraph H ′ such that κ(H ′) ≥ d(H)/2 ≥ k. Since v(H ′) ≤
v(H) ≤ t · f2.2(t) · log t, we have that H ′ is as desired.
We also have the following corollary of Theorem 2.2.
Corollary 3.5. Let t ≥ 3 be an integer. Let k ≥ t be an integer and let r = ⌈log t⌉+1. If G is
a graph with χ(G) ≥ k ·f2.2(t)+2t log f2.2(t)+6t log log t and G contains no Kt minor, then
G contains r vertex-disjoint k-connected subgraphs H1, . . . , Hr with v(Hi) ≤ t · f2.2(t) · log t
for every i ∈ [r].
Proof. Suppose not. Let H1, . . . , Hs be a maximal collection of vertex-disjoint k-connected
subgraphs such that v(Hi) ≤ t · f2.2(t) · log t for every i ∈ [s]. Since the lemma does not
hold, s < r. Let G1 = G[
⋃s
i=1 V (Hi)] and G2 = G \ V (G1).
By the maximality of H1, . . . , Hs and Theorem 2.2, it follows that d(G2) < kf2.2(t). Yet,
χ(G2) ≤ d(G2) + 1 ≤ kf2.2(t) + 1.
On the other hand, v(G1) =
∑s
i=1 v(Hi) ≤ s · t · f2.2(t) · log t and hence by Theorem 3.1,
χ(G1) ≤ (2 log(s · f2.2(t) · log t) + 2)t ≤ 2t log f2.2(t) + 4t log log t.
Thus
χ(G) ≤ χ(G1) + χ(G2) ≤ kf2.2(t) + 2t log f2.2(t) + 5t log log t,
a contradiction since t ≥ 3.
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3.3 Connectivity Results
In addition, we need results on connectivity as developed by Bolloba´s and Thomason in [BT96]
and further developed in [NPS19]. First we recall some definitions.
Definition 3.6. A graph G is said to be k-linked if 1 ≤ k ≤ v(G) and for any pairwise
distinct set of vertices s1, . . . , sk, t1, . . . , tk of G, there exist vertex-disjoint paths P1, . . . , Pk
such that si, ti ∈ Pi.
Definition 3.7. A graph G is said to be (k, ℓ)-knit if 1 ≤ ℓ ≤ k ≤ v(G) and, whenever S is
a set of k vertices of G and S1, . . . , St is a partition of S into t ≥ ℓ non-empty parts, then
G contains vertex-disjoint connected subgraphs D1, . . . , Dt such that Si ⊆ V (Di) for each
i ∈ [t]. Clearly, a (2k, k)-knit graph is k-linked.
We will need the following result of Bolloba´s and Thomason.
Theorem 3.8 ([BT96]). There exists C = C3.8 > 0 such that the following holds: Let k ≥ ℓ
be positive integers. If G is a graph with κ(G) ≥ C(k − ℓ), then G is (k, ℓ)-knit.
For reference, the value of C3.8 is not explicitly given in [BT96], but it is not hard to see
from their work that C3.8 = 22 suffices. We note that Thomas and Wollan [TW05] improve
the bounds from [BT96], and indeed the results of [TW05] directly imply that C3.8 = 10
satisfies Theorem 3.8.
Next we require a lemma from [NPS19], which also appeared in the original preprint of
Norin and Song [NS19a], but first a definition.
Definition 3.9. Let ℓ be a positive integer. Given a collection S = {(si, ti)}i∈[ℓ] of pairs of
vertices of a graph G (where si and ti are possibly the same) an S-linkage P is a collection
of vertex-disjoint paths {P1, . . . , Pℓ} in G such that Pi has ends si and ti for every i ∈ [ℓ].
We let V (P) denote the set ⋃ℓi=1 V (Pi).
Here then is the result from [NPS19].
Lemma 3.10 ([NPS19]). There exists C = C3.10 > 0 such that the following holds: Let G
be a graph, let ℓ ≥ s ≥ 2 be positive integers. Let s1, . . . , sℓ, t1, . . . , tℓ, r1, . . . , rs ∈ V (G) be
distinct, except possibly si = ti for some number of i ∈ [ℓ]. If
κ(G) ≥ C ·max{ℓ, s
√
log s},
then there exists a Ks model M in G rooted at {r1, . . . , rs} and an {(si, ti)}i∈[ℓ]-linkage P in
G such that M and P are vertex-disjoint.
Finally, we need the following recent yet crucial result of Gira˜o and Narayanan[GN20].
Theorem 3.11 ([GN20]). For every positive integer k, if G is a graph with χ(G) ≥ 7k, then
G contains a k-connected subgraph H with χ(H) ≥ χ(G)− 6k.
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4 Finding a minor in chromatic-inseparable graphs
In the stronger inductive form of Lemma 2.3 (Lemma 4.9), we for the sake of notational
convenience will find a Kt,t minor and hence in turn a Kt minor. First we need some
auxiliary lemmas.
4.1 Auxiliary Lemmas
Lemma 4.1. If G is a connected graph and S ⊆ V (G) with S 6= ∅, then there exists an
induced connected subgraph H of G and a subset S ′ ⊆ V (H) such that S ⊆ S ′, |S ′| ≤ 3|S|
and χ(H \ S ′) ≤ 2.
Proof. We proceed by induction on |S|. First suppose that |S| = 1. Let v ∈ S. Then
H = {v} and S ′ = S are as desired. So we may assume that |S| ≥ 2.
Let v ∈ S and S1 = S \ {v}. By induction, there exists an induced connected subgraph
H1 of G and S
′
1 ⊆ V (G) such that S1 ⊆ S ′1 ⊆ V (H1), |S ′1| ≤ 3|S1| and χ(H1 \ S ′1) ≤ 2.
If v ∈ V (H1), then H1 and S ′ = S ′1 ∪ {v} are as desired. So we may assume that
v /∈ V (H1). Let P be a shortest path from v to V (H1). Let H = G[V (H1) ∪ V (P )]. Let u
be the end of P in V (H1) and let w be the neighbor of u in P . (Note that v may equal w.)
Let S ′ = S ′1 ∪ {u, v, w}.
Now |S ′| ≤ |S ′1| + 3 ≤ 3|S1| + 3 = 3|S|. Moreover, H is an induced connected subgraph
of G and S ⊆ S ′ ⊆ V (H). Let P ′ = P \ {u, v, w}. Since P is shortest, we have that P ′ is an
induced path in G and hence χ(G[V (P ′)]) ≤ 2. Furthermore, since P is shortest, no vertex
in P ′ has a neighbor in V (H1). Hence χ(H \ S ′) = max{χ(H1 \ S ′), χ(P ′)} ≤ 2. Thus H
and S ′ are as desired.
Our next lemma is a variant of Menger’s theorem. First recall the following definitions.
Let G be a graph and A,B ⊆ V (G). A path P = v1 . . . vk in G is an A − B path if
V (G) ∩ A = {v1} and V (G) ∩ B = {vk}. A subset X ⊆ V (G) separates A and B if every
A − B path contains a vertex of X . Finally we recall Menger’s theorem before stating our
variant.
Theorem 4.2 (Menger 1927 [Men27]). Let G be a graph and A,B ⊆ V (G). Then the
minimum number of vertices separating A from B is equal to the maximum number of vertex-
disjoint A− B paths.
Lemma 4.3. Let G be a graph and let A1, A2, B be pairwise disjoint subsets of V (G). If for
each i ∈ {1, 2}, there exists a set Pi of Ai−B paths in G−A3−i with |Pi| = 2|Ai| which are
pairwise disjoint in G − Ai such that every vertex of Ai is in exactly two paths in Pi, then
there exists |A1|+ |A2| vertex-disjoint (A1 ∪A2)− B paths in G.
Proof. Suppose not. Then by Menger’s theorem there exists a set X separating A1∪A2 and
B in G such that |X| < |A1|+|A2|. Let A′1 = A1\X , A′2 = A2\X and let X ′ = X \(A1∪A2).
It follows that
|X ′| = |X| − |A1 ∩X| − |A2 ∩X| < |A1|+ |A2| − |A1 ∩X| − |A2 ∩X| = |A′1|+ |A′2|.
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Assume without loss of generality that |A′1| ≥ |A′2|. Then |X ′| < 2|A′1|. But nowX ′ separates
A′1 from B in G
′ = G− (A2 ∪ (A1 ∩X)). However, the subset P ′1 of P1 consisting of paths
with ends in A′1 has size at least 2|A′1|. As the paths in P ′1 are vertex-disjoint, it follows that
there exists a path in P ′1 disjoint from X ′, a contradiction since X ′ intersects every A′1 − B
path in G′ by definition.
4.2 More Connectivity Lemmas
We will need a slightly stronger form of Lemma 3.10 as follows. To simplify its statement,
we introduce a new term woven as follows. This concept is used in the main proof of this
subsection but will also be especially useful for the main proof in Section 5.
Definition 4.4. Let a, b be nonnegative integers. We say a graph G is (a, b)-woven if
the following holds: for every three sets of vertices R = {r1, . . . , ra}, S = {s1, . . . , sb},
T = {t1, . . . , tb} in V (G) such that if si = tj for some i, j ∈ [b], then i = j, there exists a Ka
model M in G rooted at R and an {(si, ti)}i∈[b]-linkage P in G such that V (M) ∩ V (P) =
R ∩ (S ∪ T ).
Lemma 4.5. There exists C = C4.5 > 0 such that the following holds: Let b ≥ a ≥ 2 be
positive integers. If G is a graph with
κ(G) ≥ C ·max{a
√
log a, b},
then G is (a, b)-woven.
Proof. Let C4.5 = max{C3.10+2, 4}. Since C4.5 ≥ 4, we have that G is (2a+2b)-connected
and hence δ(G) ≥ 2a+ 2b.
Let R = {r1, . . . , ra}, S = {s1, . . . , sb}, T = {t1, . . . , tb} in V (G) such that if si = tj for
some i, j ∈ [b], then i = j.
Since δ(G) ≥ 2a + 2b, there exists a set R′ = {r′i : i ∈ [a]} disjoint from R ∪ S ∪ T
such that r′i is a neighbor of ri for every i ∈ [a]. Let G′ = G \ (R \ (S ∪ T )). Since G′ is
C3.10-connected as C4.5 ≥ C3.10 + 2, we have by Lemma 3.10 that there exists a Ka model
M in G′ rooted at R′ and an {(si, ti)}i∈[b]-linkage P in G′ such that M′ and P are disjoint.
For each i ∈ [a], let M ′i be the subgraph inM′ containing r′i and then let Mi = M ′i + rir′i.
Now let M = {Mi : i ∈ [a]}. Note that M is a Ka model in G rooted at R and V (M) ∩
V (P) = R ∩ (S ∪ T ). Thus G is (a, b)-woven as desired.
Finally, we need the following useful lemma about woven subgraphs.
Lemma 4.6. Let a, b be nonnegative integers. Let G be a graph. Let S = {s1, . . . , sb},
T = {t1, . . . , tb} be disjoint sets of vertices in G. Let P be a {(si, ti)}i∈[b]-linkage in G. If H
is a subgraph of G that is (a, b)-woven and R = {r1, . . . , ra} ⊆ V (H), then there exists an
{(si, ti)}i∈[b]-linkage P ′ in G and a Ka modelM in G rooted at R such that V (P ′)∩V (M) ⊆
R ∩ V (P) and V (P ′) ⊆ V (H) ∪ V (P).
Proof. For i ∈ [b], let Pi denote the path in P containing {si, ti}. Let I = {i ∈ [b] :
V (Pi)∩ V (H) 6= ∅}. For i ∈ [I], let s′i be the vertex in V (Pi)∩ V (H) closest to si in Pi, and
similarly let t′i be the vertex in V (Pi) ∩ V (H) closest to ti in Pi.
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Since H is (a, b)-woven, there exists a Ka modelM in H rooted at R and an {(s′i, t′i)}i∈I-
linkage P1 in H such that V (M) ∩ V (P1) = R ∩ ({s′i : i ∈ I} ∪ {t′i : i ∈ I}) ⊆ R ∩ V (P).
Now for each i ∈ I, let P ′i be the path obtained from concatenating the subpath of Pi
from si to s
′
i, the path in P1 connecting s′i to t′i, and the subpath of Pi from t′i to ti. Note that
by construction V (P ′) ⊆ V (H) ∪ V (P). Hence P = (Pi : i ∈ [b]) and M are as desired.
4.3 Proof of Lemma 2.3
We prove a stronger inductive form of Lemma 2.3 as follows, but first some definitions.
Recall as mentioned that for the sake of convenience in this section we seek to find a Kt,t
minor and hence a Kt minor. We already defined in the introduction an H model in a graph
G for every graph H and so we have already defined a Kt,t model in a graph G. However for
our main proof in this section we will need to track which subgraphs of the model belong
to which ‘side’ of the Kt,t and similarly for Ks,t models for all s ≤ t. This motivates the
following definition.
Definition 4.7. An ordered pair of collections (A,B) = {A1, A2, . . . , As, B1, . . . , Bt} of
pairwise disjoint subsets of V (G) is a model of Ks,t in a graph G if G[Ai] is connected
for every i ∈ [s], G[Bj ] is connected for every j ∈ [t] and Ai is adjacent to Bj for every
i ∈ [s], j ∈ [t].
The following two concepts are crucial to the proof of Lemma 2.3.
Definition 4.8. Let (A,B) be a Ks,t model in a graph G. We say a subgraph H of G is
B-tangent to (A,B) if V (H)∩Ai = ∅ for every i ∈ [s] and |V (H)∩Bj | = 1 for every j ∈ [t].
We say a subset S of V (G) is a core of (A,B) if for every i ∈ [s], j ∈ [t], there exists an
edge with one end in V (Ai) ∩ S and the other end in V (Bj) ∩ S.
We are now ready to state and prove our stronger inductive form of Lemma 2.3.
Lemma 4.9. There exists an integer C = C4.9 > 0 such that the following holds: Let t ≥ 3
be an integer and let T ∈ [0, ⌈log t⌉] be an integer. If G is a Ct log log t-chromatic-inseparable
graph with χ(G) ≥ Ct · (log log t+ f2.2(t)), then G contains both of the following:
• a Ks,t model (A,B) with a core S where s = T ⌈ tlog t⌉ and |S| ≤ 3T t ·f2.2(t) · log2 t, and
• a C
14
t-connected subgraph H such that χ(H) ≥ χ(G)− C
2
t log log t and H is B-tangent
to (A,B).
Proof. We show that C4.9 = 14 · ⌈max{48 + 2C2.2, 10C3.8, 9C4.5}⌉ suffices. Suppose not.
Let t be integer where there exists a counterexample for some T and G as in the hypotheses
of the lemma. Let T and G be a counterexample for that value t such that T is minimized.
Note that the lemma holds for T = 0 since a set of t vertices is a K0,t model (A,B) such
that G is B-tangent to (A,B). Hence we may assume T > 0.
Let x = ⌈log t⌉ and y = ⌈ t
log t
⌉. Note that xy ≤ (log t+ 1)( t
log t
+ 1) ≤ 4t since t ≥ 3.
Let k =
C4.9
14
t. By the minimality of T , there exists a Ks,t model (A,B) with a core S
where s = (T − 1)⌈ t
log t
⌉and |S| ≤ 3(T − 1)t · f2.2(t) · log2 t, and a k-connected subgraph H
such that χ(H) ≥ χ(G)− C4.9
2
t log log t and H is B-tangent to (A,B).
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For each j ∈ [t], let wj be the unique vertex in V (H) ∩ Bj. Let H1 = H \ {wi : i ∈ [t]}.
Note that χ(H1) ≥ χ(H)− t.
Recall that f2.2(t) = 2
C2.2
√
log log t
. Hence log f2.2(t) ≤ log2 f2.2(t) = C2.2
√
log log.
Since
C4.9
2
≥ 7 + 2C2.2, it follows that
C4.9
2
t log log t− t ≥ 2t log f2.2(t) + 6t log log t.
Thus
χ(H1) ≥ χ(G)− C4.9
2
t log log t− t
≥ C4.9 · t · (log log t+ f2.2(t))−
C4.9
2
t log log t− t
≥ C4.9 · t · f2.2(t) +
C4.9
2
t log log t− t
≥ k · f2.2(t) + 2t log f2.2(t) + 6t log log t.
Given this and the fact that H1 has no Kt minor, we have that t, k and H1 satisfy the
hypotheses of Corollary 3.5.
Thus by Corollary 3.5, there exist x+1 vertex-disjoint k-connected subgraphs J1, . . . Jx, D
in H1 such that v(Ji) ≤ t · f2.2(t) · log t for each i ∈ [x] and v(D) ≤ t · f2.2(t) · log t. For
each i ∈ [x], let {wt+(i−1)2y+1, . . . wt+2iy} be a subset of V (Ji) of size 2y. Let W1 = {wi : i ∈
[t+ 2xy]}.
Now |W1| ≤ t + 2xy ≤ 9t. As H is 18t-connected since
C4.9
14
≥ 18, it follows from
Menger’s theorem that there exists a set Q1 of W1 − V (D) paths with |Q1| = 2|W1| which
are vertex-disjoint except in W1 and where each vertex in W1 is the end of exactly two paths
in Q1. We may assume without loss of generality that each path in Q1 is induced. Hence
χ(G[
⋃
Q∈Q1 V (Q)]) ≤ 36t.
Let J = V (D) ∪⋃xi=1 Ji. Note then that |J | ≤ 3t · f2.2(t) · log2 t. By Theorem 3.1, we
have that
χ(G[J ]) ≤ (log2(3f2.2(t) · log2 t) + 2)t ≤ (7 + 2C2.2)t log log t.
Let H2 = G[H \ (J ∪
⋃
Q∈Q1 V (Q))]. Hence
χ(H2) ≥ χ(H)− 36t− (6 + 2C2.2)t log log t ≥ χ(H)− k log log t,
where the last inequality follows since 43+ 2C2.2 ≤
C4.9
14
. By Theorem 3.11 as χ(H2) ≥ 7k,
there exists a k-connected subgraph H3 of H2 with
χ(H3) ≥ χ(H2)− 6k ≥ χ(H)− 7k log log t ≥ χ(G)− 14k log log t = χ(G)− C4.9 log log t.
Since H is 11t-connected as
C4.9
2
≥ 11, it follows that H \W1 is 2t-connected. By Menger’s
theorem, there exist a set Q2 of vertex-disjoint V (H3) − D paths in H \ W1 such that
|Q2| = 2t.
Let a1, . . . , at, b1, . . . bt be the vertices in V (H3) that are the ends of the paths in Q2. As
H3 is C3.8t-connected since
C4.9
14
≥ C3.8, there exists by Theorem 3.8 an (ai, bi : i ∈ [t])
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linkage in H3. As H3 is connected, it now follows that there exists a partition C1, . . . , Ct of
V (H3) such that H3[Ci] is connected and ai, bi ∈ Ci for each i ∈ [t].
Let H ′ be obtained from H by for each i ∈ [t], contracting each Ci to a vertex denoted
ci. Let C =
⋃
i ci.
Now by Lemma 4.3 given the existence of Q1 and Q2, it follows that there exists a set
P ′1 of vertex-disjoint paths (W1 ∪ C)− V (D) paths in H ′ such that |P ′1| = |Z|+ t.
For each, i ∈ [t+2xy], let Pi be the path in P ′1 containing wi and let ui denote the end of
Pi in D. For each i ∈ [t], let P ′t+2xy+i be the path in P ′1 containing ci and let ut+2xy+i denote
the end of P ′t+2xy+i in D.
For each i ∈ [t], P ′t+2xy+i corresponds to a V (H3)−V (D) path Pt+2xy+i in H from a vertex
wt+2xy+i in Ci to ut+2xy+i. Now P = {Pi : i ∈ [2t+ 2xy]} is a (wi, ui : i ∈ [2t+ 2xy])-linkage
such that V (P) ∩ V (H3) = {wt+2xy+i : i ∈ [t]} and V (P) ∩ V (D) = {ui : i ∈ [2t+ 2xy]}.
For i ∈ [x], since Ji is 9C4.5t-connected as
C4.9
14
≥ 9C4.5, we have by Lemma 4.5 that Ji
is (2y, 2t+ 2xy)-woven.
Claim 4.9.1. There exists a (wi, ui : i ∈ [2t+2xy])-linkage P ′ with V (P ′) ⊆ V (P) and K2y
models Mi in Ji rooted at Xi for i ∈ [x] such that V (P ′) ∩ V (Mi) = Xi for each i ∈ [x].
Proof. Since each Ji is (2y, 2t+xy)-woven, the claim follows by iteratively applying Lemma 4.6
to each Ji.
By Claim 4.9.1, there exists P ′ and Mi for each i ∈ [x] as in the statement of the claim.
Now let us define a few parameters. For each i ∈ [y] and j ∈ [x], define
aj,i := t + (j − 1)2xy + y + i,
and let Maj,i denote the subgraph in Mj containing waj,i . For each j ∈ [t], define
bj := t + j + y
(⌈
j
y
⌉
− 1
)
,
b′j := t+ 2xy + j,
and let Mbj denote the subgraph in M⌈ jy⌉ containing wbj . For each j ∈ [t], let
Sj := {uj, ubj , ub′j}.
For each i ∈ [y], let
St+i := {uaj,i : j ∈ [x]}.
Note that D is (2t + 2xy)C3.8-connected as 2t + 2xy ≤ 10t and 10C3.8 ≤
C4.9
14
. Hence
by Theorem 3.8, we have that D is (2t + 2xy, t + y)-knit. By definition then, there exist
vertex-disjoint connected subgraphs D1, . . .Dt+y of D where Sj ⊆ Dj for each j ∈ [t+ y].
Now we construct a Ks+y,t model (A′,B′) in G with a core S ′ = S ∪ J such that H3 is
B′-tangent to (A′,B′) as follows:
• For i ∈ [s], let A′i := Ai.
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• For i ∈ [y], let A′s+i := Dt+i ∪
⋃
j∈[x]
(
Paj,i ∪Maj,i
)
.
• For j ∈ [t], let B′j := Bj ∪ Pj ∪Dj ∪ Pbj ∪Mbj ∪ Pb′j .
Note that s+ y = (T − 1)y + y = T
⌈
t
log t
⌉
and
|S ′| ≤ |S|+ 3t · f2.2(t) · log2 t
≤ (T − 1)3t · f2.2(t) · log2 t+ 3t · f2.2(t) · log2 t
= 3T t · f2.2(t) · log2 t.
Note though that χ(H3) may be smaller than χ(G)−
C4.9
2
t log log t, so we are not yet finished
with the proof. However recall that χ(H3) ≥ χ(H)− C4.9t log log t.
For each i ∈ [s], by Lemma 4.1 there exists an induced connected subgraph A′′i ofG[V (A′i)]
and Xi ⊆ V (A′i) such that S ′ ∩ V (A′i) ⊆ Xi, |Xi| ≤ 3|S ′ ∩ V (A′i)| and χ(G[V (A′i)] \Xi) ≤ 2.
Similarly for each j ∈ [t], by Lemma 4.1 there exists an induced connected subgraph B′′j
of G[V (B′j)] and Xs+j ⊆ V (B′j) such that S ′ ∩ V (B′j) ⊆ Xs+j, |Xs+j| ≤ 3|S ′ ∩ V (B′j)| and
χ(G[V (B′j)] \Xs+j) ≤ 2.
Now (A′′,B′′) = ({A′′i : i ∈ [s]}, {B′′j : j ∈ [t]}) is a Ks+y,t model in G such that S ′ is a
core of (A′′,B′′) and H3 is B′′-tangent to (A′′,B′′). Let A′′ =
⋃
i∈[s] V (A
′′
i ) and similarly let
B′′ =
⋃
j∈[t] V (B
′′
j ). Let X =
⋃
i∈[s+t]Xi. Then
χ(G[A′′ ∪ B′′] \X) ≤ 2(s+ t) ≤ 4t.
Note that |X| ≤ 3|S ′|. Now by Theorem 3.1 as |S ′| ≤ 3T t · f2.2(t) · log2 t, we have
χ(G[X ]) ≤ (log2(9Tf2.2(t) · log2 t) + 2)t ≤ (44 + 2C2.2)t log log t,
and hence
χ(G[A′′ ∪B′′]) ≤ 4t+ (44 + 2C2.2)t log log t ≤ (48 + 2C2.2)t ≤ k log log t,
since 48 + 2C2.2 ≤
C4.9
14
.
Let H4 = G \ (A′′ ∪ B′′ \ V (H2)). Thus χ(H4) ≥ χ(G)− k log log t. So by Theorem 3.11
as χ(H4) ≥ 7k, there exists a k-connected subgraph H5 of H4 with
χ(H5) ≥ χ(H4)− 6k ≥ χ(G)− k log log t− 6k ≥ χ(G)− C4.9
2
t log log t.
First suppose that |V (H5) ∩ V (H3)| < k. Then
χ(H5 \ V (H3)) ≥ χ(G)− 8k log log t ≥ χ(G)− C4.9t log log t.
Thus H5 \V (H3) and H3 are vertex-disjoint subgraphs each with chromatic number at least
χ(G)− C4.9t log log t, contradicting that G is C4.9t log log t-chromatic-inseparable.
So we may assume that |V (H5) ∩ V (H3)| ≥ k. But now H6 = H3 ∪H5 is a k-connected
subgraph of G. Moreover
χ(H6) ≥ χ(H5) ≥ χ(G)− C4.9
2
t log log t.
Finally, H6 is B′′-tangent to (A′′,B′′) and hence (A′′,B′′) and H6 satisfy the conclusions of
the lemma for T , a contradiction.
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We are now ready to prove Lemma 2.3 as a direct corollary of Lemma 4.9. We restate
Lemma 2.3 for convenience.
Lemma 2.3. There exists an integer C = C2.3 > 0 such that the following holds: Let t ≥ 3
be an integer. If G is a Ct log log t-chromatic-inseparable graph with χ(G) ≥ Ct · (log log t+
f2.2(t)), then G contains a Kt minor.
Proof of Lemma 2.3. Follows from Lemma 4.9 with T = ⌈log t⌉.
5 Finding a minor via chromatic-separable graphs
We prove a stronger inductive form of Lemma 2.4 as follows.
Lemma 5.1. There exists an integer C = C5.1 > 0 such that the following holds: Let t ≥ 3
be an integer and let T ∈ [0, ⌈4 log log t⌉] be an integer. Suppose that k and m are integers
with k ≥ Cm log log t and m ≥ Ct. If G is a Ct-connected graph with χ(G) ≥ k−8T ·m−6Ct
such that every subgraph H of G with χ(H) ≥ k/2 is m-chromatic-separable, then G is (a, b)-
woven for all integers a, b where
• a ≤ (2/3)T · t, and
• b ≤ 2t ·∑Tj=0 (23)j.
Proof. Note that it suffices to prove the lemma when t is a power of 3 at the cost of increasing
C5.1 by a factor of 3. We now assume this for the rest of the proof. Let
C5.1 = ⌈max{6 · C3.8 + 1, 6 · C4.5, 108}⌉.
Suppose not. Let G be a counterexample with T maximized. Let a = (2/3)T · t, and
b = 2t ·∑Tj=0 (23)j. Since t is a power of 3, a and b are integers. Note that a ≤ t and b ≤ 6t.
Let R = {r1, . . . , ra}, S = {s1, . . . , sb}, T = {t1, . . . , tb} in V (G) such that if si = tj for
some i, j ∈ [b], then i = j.
First suppose T = ⌈4 log log t⌉. Then a ≤ t/ log t and hence a√log a ≤ t. Yet b ≤ 6t.
Since C5.1 ≥ 6 ·C4.5, it follows from Lemma 4.5 that G is (a, b)-woven, a contradiction. So
we may assume that T < 4 log log t.
Now since C5.1 ≥ 108 ≥ 15 and G is C5.1t-connected, we have that δ(G) ≥ 15t ≥ 3a+2b.
Hence there exists a subset {sb+i : i ∈ [2a]} of V (G) disjoint from R∪S∪T such that for each
i ∈ [a], ri is a neighbor of both sb+i and sb+a+i. Let S ′ = S ∪ {si : i ∈ {b+ 1, . . . , b+ 2a}}.
Let G′ = G \ (R ∪ S ′ ∪ T ). Note that
χ(G′) ≥ χ(G)− (3a+ 2b) ≥ χ(G)− 15t ≥ k − 3T ·m− 6Ct− 15t ≥ k/2,
where the last inequality follows since T < 4 log log t and C5.1 ≥ 108 > 2(3 ·4+15+5) = 64.
Hence by assumption, G′ is m-chromatic-separable. Thus by definition of m-chromatic-
separable, there exist two vertex-disjoint subgraphsH1, H2 ofG
′ such that χ(Hi) ≥ χ(G′)−m
for each i ∈ {1, 2}. Similarly since C5.1 ≥ 108 > 66, it also follows by assumption that H1 is
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m-chromatic-separable. Hence by definition there exist two vertex-disjoint subgraphs H1,1,
H1,2 of H1 such that χ(H1,j) ≥ χ(G)− 2m for each j ∈ {1, 2}.
Let J1 = H1,1, J2 = H1,2 and J3 = H2. Note that for each i ∈ [3],
χ(Ji) ≥ χ(G)− 2m ≥ k − 8T ·m− 6Ct ≥ k − 8(T + 1) ·m ≥ 7C5.1t,
where the middle inequality follows since m ≥ C5.1t and the last inequality follows since
C5.1 ≥ 108 > 8 · (5+1)+7 = 55. Hence for each i ∈ [3], by Theorem 3.11 as χ(Ji) ≥ 7C5.1t,
there exists a C5.1t-connected subgraph J
′
i of Ji with
χ(J ′i) ≥ χ(Ji)− 6C5.1t ≥ χ(G)− 8(T + 1)m− 6C5.1t.
Since T < 4 log log t and C5.1 ≥ 2 · (8 · (5 + 1) + 6) = 108, we have that χ(J ′i) ≥ k/2 and
hence v(J ′i) ≥ t. Let a′ = 2a/3. Note that a′ ≤ (2/3)T+1t. Similarly let b′ = b + 2a′. Note
then that
b′ = b+ 2a′ = 2t ·
T∑
j=0
(
2
3
)j
+ 2
(
2
3
)T+1
t = 2t ·
T+1∑
j=0
(
2
3
)j
.
Moreover for each i ∈ [3], every subgraph H of J ′i with χ(H) ≥ k/2 ism-chromatic-separable
since every such subgraph of G was by assumption. Thus by the maximality of T , J ′i is
(a′, b′)-woven.
For each i ∈ [3], since v(J ′i) ≥ t, there exists a subset Ti = {tb+(i−1)a′+1, . . . , tb+ia′} of
V (J ′i). Let T
′ = {ti : i ∈ [b + 2a]}. Note that |S ′| = |T ′| = b + 2a. Since G \ R is
(C5.1 − 1)t-connected and C5.1 ≥ 6C3.8 + 1, we have by Theorem 3.8 that there exists an
(si, ti : i ∈ [b+ 2a])-linkage P ′.
Let Yi = {t(i−1)a′+j : j ∈ [a′]}.
Claim 5.1.1. There exists an (si, ti : i ∈ [b+ 2a])-linkage P ′′ in G \ R and Ka′ models Mi
in J ′i rooted at Yi for each i ∈ [3] such that V (P ′′) ∩ V (Mi) = Yi for each i ∈ [3].
Proof. Since each J ′i is (a
′, b′)-woven, the claim follows by iteratively applying Lemma 4.6 to
each J ′i .
Now back to the main proof. By Claim 5.1.1, there exist P ′′ and Ka′ models Mi as in
the claim. For each i ∈ [b+ 2a], let P ′′i be the path in P ′′ containing {si, ti}. Let
P = {P ′′i : i ∈ [b]}.
Note that P is an {(si, ti)}i∈[b]-linkage in G. For each i ∈ [3] and j ∈ [a′], let M ′(i−1)a′+j
denote the subgraph in Mi containing t(i−1)a′+j . For each i ∈ [a], let
Mi = M
′
b+i ∪ P ′′b+i ∪ {risb+i, risb+a+i} ∪ P ′′b+a+i ∪M ′b+a+i.
Now M = {Mi : i ∈ [a]} is a Ka model in G rooted at R. Moreover V (M) ∩ V (P) =
R ∩ (S ∪ T ). Thus G is (a, b)-woven, a contradiction.
We are now ready to prove Lemma 2.4, which we restate for convenience.
14
Lemma 2.4. There exists an integer C = C2.4 > 0 such that the following holds: Let t ≥ 3 be
an integer and let m be a constant such that m ≥ Ct. If G is a graph with χ(G) ≥ Cm log log t
and every subgraph H of G with χ(H) ≥ χ(G)/2 is m-chromatic-separable, then G contains
a Kt minor.
Proof of Lemma 2.4. Let C2.4 = 7C5.1. Let k = χ(G). By Theorem 3.11 as χ(G) ≥
C2.4t ≥ 7C5.1t, there exists a C5.1t-connected subgraph H of G with χ(H) ≥ χ(G)−6C5.1t.
Note that χ(G) ≥ C5.1m log log t and m ≥ C5.1t. Also note that this implies that v(G) ≥ t.
It now follows from Lemma 5.1 with T = 0 that G is (t, 0)-woven and hence contains a Kt
minor as desired.
6 Concluding Remarks
Given Lemmas 2.3 and Lemma 2.4, the main obstacle now to improving the bound in The-
orem 1.5 using this approach is improving the function f2.2(t) in Theorem 2.2 or some-
what equivalently the function g3.2(s) in Theorem 3.2. For example, it is not inconceivable
that f(t) = O(log log t) and g(s) = O(log s) suffice, which would thus yield a bound of
O(t(log log t)2) for the chromatic number of Kt-minor-free graphs.
The proof techniques used in this paper do not seem to readily extend to list coloring.
While a version of Theorem 3.11 for list-coloring can be found in [GN20] and a version of
Theorem 3.1 for list coloring can be found in [NP20], the main uses of chromatic separability
seem to fail for list coloring. Thus additional new ideas seem needed to prove an analogue
of Theorem 1.5 for list coloring.
It is not yet inconceivable to the author that the methods used here might be adapted
to prove the analogue of Theorem 1.5 for odd minors.
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A An Improved Density Increment Theorem
A.1 Outline
In this appendix, our goal is to prove Theorem 3.2. In fact, we prove the following more
technical theorem which is an improvement over a similar theorem in [NPS19].
Theorem A.1. Let k ≥ 100 be an integer and let ℓ =
⌊√
k
5
⌋
. Let ε ∈ (0, 1
32k
]
and let G be a
graph with d = d(G) ≥ 1/ε. Then G contains at least one of the following:
(i) a subgraph H with v(H) ≤ 3k3d and e(H) ≥ ε2d2/2, or
(ii) an (ℓ+ 1)-bounded minor G′ with d(G′) ≥ ℓ
4
(1− 4kε)d, or
(iii) a k-bounded minor G′ with d(G′) ≥ k
40
(1− 16kε)d.
The proof of Theorem A.1 occupies the final parts of this appendix. We have the following
immediate corollary.
Corollary A.2. Let k ≥ 100 be an integer. Let ε ∈ (0, 1
32k
]
and let G be a graph with
d = d(G) ≥ 1/ε. Then G contains at least one of the following:
(i) a subgraph H with v(H) ≤ 3k3d and e(H) ≥ ε2d2/2, or
(ii) an ℓ-bounded minor G′ with d(G′) ≥ ℓ
80
d for some integer ℓ with
√
k
5
< ℓ ≤ k.
Now we are ready to derive Theorem 3.2 from Corollary A.2. We restate Theorem 3.2
for convenience.
Theorem 3.2. There exists C = C3.2 > 0 such that the following holds. Let G be a graph
with d(G) ≥ C, let D > 0 be a constant. Let s = D/d(G) and let g3.2(s) := 2C(
√
log s+1).
Then G contains at least one of the following:
(i) a minor J with d(J) ≥ D, or
(ii) a subgraph H with v(H) ≤ g3.2(s) · D
2
d(G)
and d(H) ≥ d(G)
g3.2(s)
.
Proof of Theorem 3.2. Let B = 18 and let C3.2 = 5B+13 = 103. We proceed by induction
on s. If s ≤ 1, then J = G is a minor of G with d(J) = d(G) ≥ sd(G) = D and (i) holds as
desired. So we may assume that s ≥ 1. So we may assume that s > 1.
Let k = 2B(
√
log s+1). Since B = 18 > 7, we have that k > 218 > 100. We apply
Corollary A.2 to G with this k and ε = 1
32k
.
First suppose that Corollary A.2(i) holds. That is, there exists a subgraph H with
v(H) ≤ 3k3d and e(H) ≥ ε2d2/2. Now
d(H) =
e(H)
v(H)
≥ ε
2
6k3
d =
1
3 · 211 · k5d.
Note that
3k3 ≤ 3 · 211k5 ≤ 213 · 25B(
√
log s+1) ≤ 2C3.2(
√
log s+1)
= g3.2(s),
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where the last inequality follows since C3.2 ≥ 5B + 13. Hence
v(H) ≤ 3k3d ≤ g3.2(s)d ≤ g3.2(s) ·
D2
d(G)
since s ≥ 1 and furthermore
d(H) ≥ 1
3 · 211 · k5 · d ≥
d
g3.2(s)
.
But then (ii) holds as desired.
So we may assume that Corollary A.2(i) holds. That is there exists an ℓ-bounded minor
G′ of G with d(G′) ≥ ℓ
80
·d for some integer ℓ with
√
k
5
< ℓ ≤ k. Let d′ = d(G′) and s′ = D/d′.
Note that
ℓ
80
≥
√
k
400
≥ 2(B/2)(
√
log s+1)−9 ≥ 29
√
log s > 1.
Hence d′ > d and s′ < s. Thus by induction, either (i) or (ii) holds for G′. First suppose
that (i) holds for G′. That is, there exists a minor J of G′ with d(J) ≥ D. But then J is
also a minor of G and (i) holds for G as desired.
So we may assume that (ii) holds for G′. That is, there exists a subgraph H ′ of G′ with
v(H ′) ≤ g3.2(s′)D
2
d′
and d(H ′) ≥ d′
g3.2(s
′)
. But then H ′ corresponds to a subgraph H of G
with v(H) ≤ ℓ · v(H ′) and e(H) ≥ e(H ′). Now
v(H) ≤ ℓ · v(H ′) ≤ ℓ · g3.2(s′)
D2
d′
≤ 80 · g3.2(s′)
D2
d
,
where the last inequality holds since d′ ≥ ℓ
80
d. Similarly
d(H) =
e(H)
v(H)
≥ e(H
′)
ℓ · v(H ′) =
d(H ′)
ℓ
≥ d
′
ℓ · g3.2(s′)
≥ d
80 · g3.2(s′)
.
Yet
s′ ≤ 80
ℓ
· s ≤ s
29
√
log s
.
Note that
(
1 +
√
(log s)− 9
√
log s
)2
≤ 1 + 2 ·
√
(log s)− 9
√
log s+ (log s)− 9
√
log s ≤ log s,
and hence
1 +
√
log s′ ≤ 1 +
√
(log s)− 9
√
log s ≤
√
log s.
Thus we now have that
g3.2(s
′) = 2C3.2(1+
√
log s′) ≤ 2C3.2·
√
log s
.
But then
80g3.2(s
′) ≤ 27+C3.2·
√
log s ≤ 2C3.2·(
√
log s+1)
= g3.2(s),
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where the middle inequality follows since C3.2 ≥ 7. Hence
v(H) ≤ g3.2(s) ·
D2
d
,
and
d(H) ≥ d
g3.2(s)
,
and (ii) holds as desired.
A.2 Outline of proof of Theorem A.1
The proof of Theorem A.1 is based on two theorems, Theorem A.4 about unbalanced bipartite
graphs and Theorem A.6 about general graphs. We prove Theorem A.4 in Subsection A.3
and Theorem A.6 in Subsection A.4. Finally in Subsection A.5, we prove Theorem A.1 by
combining these two theorems. However, first we will need some preliminaries.
An important concept to the proofs of Theorems A.4 and A.6 is that of a mate, defined
as follows.
Let G be a graph, and let K, d ≥ 1, ε ∈ (0, 1) be real. We say that two vertices of G are
(ε, d)-mates if they have at least εd common neighbors. We say that G is (K, ε, d)-unmated
if every vertex of degree at most Kd in G has strictly fewer than εd (ε, d)-mates.
We need the following useful proposition which shows that if a graph does not contain
a small dense subgraph, then every k-bounded minor of it is unmated (for the appropriate
choice of constants). This and its proof appeared verbatim in [NPS19].
Proposition A.3. Let k, d ≥ 1, ε ∈ (0, 1). If there does not exist a subgraph H of a graph G
with v(H) ≤ 3k3d and e(H) ≥ ε2d2/2, then every k-bounded minor of G is (k2, ε, d)-unmated.
Proof. Assume for a contradiction that there exists a k-bounded minor G′ of G that is
not (k2, ε, d)-unmated. Then there exists v ∈ V (G′) with degG′(v) ≤ k2d such that v has
at least εd (ε, d)-mates in G′. Let v1, . . . , v⌈εd⌉ be distinct (ε, d)-mates of v in G′. Let
H ′ = G′[N(v)∪ {v, v1, . . . , v⌈εd⌉}]. Then v(H ′) ≤ 1+ k2d+ ⌈εd⌉ ≤ 3k2d and e(H ′) ≥ ε2d2/2.
Since H ′ is a k-bounded minor of G, it corresponds to a subgraph H of G with v(H) ≤
k · v(H ′) ≤ 3k3d and e(H) ≥ e(H ′) ≥ ε2d2/2, a contradiction.
We also need a few definitions involving forests in a graph as follows. Let F be a forest
in a graph G. For any real number k ≥ 1, we say F is k-bounded if v(T ) ≤ k for every
component T of F . For any real numbers d ≥ 1 and ε ∈ (0, 1), we say F is (ε, d)-mate-free
(in G) if no two distinct vertices in any component of F are (ε, d)-mates in G. If G = (A,B)
is bipartite, then we say F is a star forest from B to A if every component of F is a star
with a center in B.
A.3 Dense minors in unbalanced bipartite graphs
We need the following theorem from [NPS19], we include its proof for completeness.
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Theorem A.4. Let ℓ ≥ 2 be an integer, and let ε0 ∈ (0, 12ℓ) and d0 ≥ 1/ε0 be real. Let
G = (A,B) be a bipartite graph such that |A| > ℓ|B| and every vertex in A has at least d0
neighbors in B. Then G contains at least one of the following:
(i) a subgraph H with v(H) ≤ 3d0 and e(H) ≥ ε20d20/2, or
(ii) an (ℓ+ 1)-bounded minor G′ with d(G′) ≥ ℓ
2
(1− 2ℓε0)d0.
Proof. We may assume without loss of generality that every vertex in A has exactly d0
neighbors in B. Now first suppose that G is not (1, ε0, d0)-unmated. By Proposition A.3
with k = 1, there exists a subgraph H of G with v(H) ≤ 3d0 and e(H) ≥ ε20d20/2. Hence (i)
holds, as desired. So we may assume that G is (1, ε0, d0)-unmated.
Let F0 be an (ε0, d0)-mate-free (ℓ+1)-bounded star forest from B to A such that v(F0) is
maximized. Note that B ⊆ V (F0) since v(F0) is maximized. Yet |A ∩ V (F0)| ≤ ℓ|B| < |A|.
Hence A \ V (F0) 6= ∅.
Choose u ∈ A \ V (F0). For each v ∈ V (G) with v 6= u, we say that a path P in G from
u to v is a (u, v)-F0-alternating path if
• every internal vertex of P has degree exactly one in F0∩P (that is - informally - every
other edge of P is in F0), and
• there does not exist u′v′ ∈ E(P ) \ E(F0) with u′ ∈ A, v′ ∈ B and a vertex w in the
component of F0 containing v
′ such that u′ and w are (ε0, d0)-mates.
Let F be the subgraph of F0 consisting of all the components T of F0 such that there
exists a (u, v)-F0-alternating path, where {v} = V (T ) ∩ B.
Note that F is non-empty as u has at least ε0d0 +1 neighbors in B (since ε0 < 1) but at
most ε0d0 (ε0, d0)-mates in A as G is (1, ε0, d0)-unmated and degG(u) = d0.
Claim A.4.1. Every component of F has exactly ℓ edges.
Proof. Suppose not. That is, there exists a component T of F with e(T ) < ℓ. Let {v} =
V (T )∩B. By the definition of F , there exists a (u, v)-F0-alternating path P . Let F ′0 = F0△P .
It follows that F ′0 is an (ε0, d0)-mate-free (ℓ + 1)-bounded star forest from B to A. Yet
v(F ′0) > v(F0), contradicting the choice of F0.
Claim A.4.2. Every vertex in V (F ) ∩A has at most ε0d0 neighbors in B \ V (F ).
Proof. Suppose not. That is, there exists w ∈ V (F ) ∩ A such that w has strictly more
than ε0d0 neighbors in B \ V (F ). Since G is (1, ε0, d0)-unmated, it follows that there exists
v ∈ N(w) ∩ B \ V (F ) such that the component of F0 containing v does not contain a
(ε0, d0)-mate of w.
Let x ∈ B such that wx ∈ E(F ). By definition of F , there exists a (u, x)-F0-alternating
path P0. If w /∈ V (P0), define P := P0 + xw; otherwise, define P := P0 − xw. Now P is a
(u, w)-F0-alternating path. But then P
′ = P + wv is a (u, v)-F0-alternating path and hence
v ∈ V (F ), a contradiction.
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Let G1 be obtained from G[V (F )] by identifying A ∩ V (C) for each component C of F .
Note that G1 is bipartite. Let M be the perfect matching in G1 corresponding to F . Let
G′ := G1/M = G/E(F ). Then v(G1) = 2 · v(G′).
By Claim A.4.1, we have that v(G[F ]) = (ℓ+1) · v(G′). By Claim A.4.2 and the fact that
every vertex in A has d0 neighbors in G, we have that every vertex in A ∩ V (F ) has degree
at least (1 − ε0)d0 in G[V (F )]. Since F is (ε0, d0)-mate-free, it follows that every vertex in
V (G1) ∩A has degree at least
ℓ(1− ε0)d0 −
(
ℓ
2
)
ε0d0 ≥ ℓ (1− ℓε0) d0
in G1, where the last inequality follows since ℓ ≥ 1. Since |V (G1) ∩ A| = |M | = v(G′), we
have that
e(G1) ≥ ℓ (1− ℓε0) d0 · v(G′).
Since G1 is bipartite, each edge in G
′ corresponds to at most two edges in G1−M . It follows
that
e(G′) ≥ e(G1)
2
− |M | ≥
(
ℓ
2
(1− ℓε0) d0 − 1
)
· v(G′),
and hence
d(G′) ≥ ℓ
2
(1− ℓε0) d0 − 1 ≥ ℓ
2
(1− 2ℓε0)d0,
where the last inequality follows since ε0 ≤ 12ℓ . Since G′ is an (ℓ + 1)-bounded minor of G,
(ii) holds, as desired.
A.4 Dense minors in general graphs
First, we need the following definition and proposition. Let T be a tree. We say a vertex v
of T is a centroid of T if for every edge e ∈ E(T ) incident with v, the component of T − e
containing v has at least v(T )/2 vertices. Let v be a vertex of T that is not a centroid of T . If
e ∈ E(T ) is an edge incident with v such that the component H of T − e containing v has at
most v(T )−1
2
vertices, then we say e is the central edge for v in T and that H is the peripheral
piece for v. We need the following theorem of Jordan [Jor69] from 1869 (see [BLW86] for an
English translation and history).
Proposition A.5. The number of centroids in a non-empty tree is either one or two.
We now need the following theorem, which is an improvement on a similar one in [NPS19]
with a similar proof except for the very end. Namely, the first half of the proof as well as
Claim A.6.1 are identical to the proof in [NPS19].
Theorem A.6. Let k ≥ 100 be an integer. Let ε ∈ (0, 1
32k
]
. Let G be a graph with
d = d(G) ≥ 1/ε. Then G contains at least one of the following:
(i) a subgraph H with v(H) ≤ 3k3d and e(H) ≥ ε2d2/2, or
(ii) a bipartite subgraph H = (X, Y ) with |X| >
√
k
5
|Y | such that every vertex in X has at
least d/2 neighbors in Y , or
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(iii) a k-bounded minor G′ with d(G′) ≥ k
40
(1− 16kε)d.
The key differences in the statement above versus the version in [NPS19] are that the
previous version had an additional parameter ℓ used in outcome (ii) in place of
√
k
5
and that
the coefficient k
40
in outcome (iii) above was instead k
8ℓ
. Thus two parameters had to be
balanced in the proof of the density increment theorem rather than one. This balancing
act led to the bound of 2O(log s)
2/3+1). Here we overcome this difficulty by finding a second
instance of outcome (ii) at the end of the proof.
Proof. Suppose not. We may assume without loss of generality that d(H) < d(G) for every
proper subgraph H of G, and hence δ(G) > d.
Let A = {v ∈ V (G) : deg(v) ≤ kd} and B = V (G) \A. Then kd|B| ≤ 2e(G) = 2d · v(G).
Hence |B| ≤ 2
k
· v(G).
For a forest F in G define the k-smallness of F as
smallk(F ) :=
∑
C∈C(F )
max {k − 3 · v(C), 0} ,
where C(F ) is the set of components of F .
Let F be a k-bounded forest with V (F ) = A such that
e(G)− e(G/E(F )) ≤ 2εd (k · v(G)− smallk(F )) , (1)
and subject to that smallk(F ) is minimized. Note that such an F exists as the edgeless graph
with V (F ) = A is 1-bounded and satisfies (1).
Let G′ = G/E(F ). Since F is k-bounded, G′ is a k-bounded minor of G. Thus, since (i)
does not hold, we have by Proposition A.3 that G′ is (k2, ε, d)-unmated.
Let C be the set of centroids of components T of F with v(T ) > 2k
3
. By Proposition A.5,
every component of F has either one or two centroids. Hence |C| ≤ 2 ( 3
2k
· v(G)) = 3
k
· v(G).
Let Y = B ∪C. Then |Y | ≤ 5
k
· v(G). Finally let X denote the set of vertices in components
T of F with v(T ) < k
3
.
Claim A.6.1. Every vertex in X has at least (1− 2kε)d neighbors in Y .
Proof. Suppose not. That is, there exists a vertex v ∈ X with fewer than (1−2kε)d neighbors
in Y . Since δ(G) ≥ d, this implies that X has at least 2kεd neighbors in V (G) \ Y . Let T
be the component of F containing v and let xT denote the vertex of G
′ corresponding to T .
Since G′ is (k2, ε, d)-unmated and degG′(xT ) ≤
∑
u∈V (T ) deg(u) ≤ k2d, we have by definition
that xT has at most εd (ε, d)-mates in G
′.
Since 2kεd > kεd+ k − 1, as d ≥ 1/ε, it follows that v has a neighbor u ∈ V (G) \ Y in a
component T ′ of F such that T ′ 6= T and the vertex xT ′ corresponding to T ′ in G′ is not an
(ε, d)-mate of xT in G
′.
First suppose that v(T ′) ≤ 2k
3
. Let F1 = F +uv. Thus T
′′ := (T ∪T ′)+uv is a component
of F1. Since
v(T ′′) = v(T ) + v(T ′) ≤ k
3
+
2k
3
≤ k.
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and F is k-bounded, we have that F1 is k-bounded. Since xT ′ is not an (ε, d)-mate of xT in
G′, we have that
e(G′)− e(G/E(F1)) ≤ εd+ 1 ≤ 2εd,
where the last inequality follows since d ≥ 1/ε. Yet
smallk(F1) = smallk(F )− smallk(T )− smallk(T ′) + smallk(T ′′).
Since smallk(T ) > smallk(T
′′) and smallk(T ′) ≥ 0, we have that
smallk(F1) ≤ smallk(F )− 1,
where the −1 follows since smallk is integral. It now follows that F1 also satisfies (1). Since
F1 is a k-bounded forest with V (F1) = A satisfying (1) and smallk(F1) < smallk(F ), we have
that F1 contradicts the choice of F .
So we may assume that v(T ′) > 2k
3
. Since u /∈ Y , we have by definition that u is not a
centroid of T ′. Let P be the peripheral piece of T ′ containing u and let e be the central edge
of u in T ′. Since P is a peripheral piece, we have that v(P ) ≤ v(T ′)
2
≤ k
2
.
Let F2 = F + uv − e. Thus T1 := (T ∪ P ) + uv and T2 := T ′ − V (P ) are components of
F2. Now F2 is k-bounded since v(T2) < v(T
′) ≤ k and
v(T1) = v(T ) + v(P ) ≤ k
3
+
k
2
≤ k.
Since xT ′ is not an (ε, d)-mate of xT in G
′, we have that e(G′)−e(G/E(F2)) ≤ 2εd, as above.
Note that v(T1) = v(T ) + v(P ) > v(T ) and v(T2) = v(T )− v(P ) > v(T ′)2 ≥ k3 . Yet
smallk(F2) = smallk(F )− smallk(T )− smallk(T ′) + smallk(T1) + smallk(T2).
Since smallk(T ) > smallk(T1) and smallk(T
′) = smallk(T2) = 0, we have that
smallk(F2) ≤ smallk(F )− 1,
where the −1 follows since smallk is integral. But then F2 also satisfies (1). Since F2 is a
k-bounded forest with V (F2) = A satisfying (1) and smallk(F2) < smallk(F ), we have that
F2 contradicts the choice of F .
We now return to the main proof. First suppose that |X| >
√
k
5
|Y |. LetH be the bipartite
graph with V (H) = X ∪ Y and E(H) = {xy ∈ E(G) : x ∈ X, y ∈ Y }. Then (ii) holds by
Claim A.6.1 as 1− 2εk ≥ 1
2
since ε ≤ 1
32k
< 1
4k
, a contradiction.
So we may assume that |X| ≤
√
k
5
|Y | ≤ 1√
k
· v(G). Note that F has at most 3
k
· v(G)
components T with v(T ) ≥ k
3
.
Let Z be the set of vertices in V (G) \X with at least d/2 neighbors in X . First suppose
that |Z| >
√
k
5
|X|. Let H ′ be the bipartite graph with V (H ′) = Z ∪ X and E(H) =
{zx ∈ E(G) : z ∈ Z, x ∈ X}. Then (ii) holds, a contradiction. So we may assume that
|Z| ≤
√
k
5
|X|. Hence
|Z| ≤
√
k
5
· 1√
k
· v(G) ≤ v(G)
5
.
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Let G1 = G \X and let G′1 = G′ \X . Note that every vertex in V (G) \ (Z ∪X) has at least
d/2 neighbors in V (G) \X since δ(G) ≥ d. But then
e(G1) ≥ d
4
(v(G)− |Z| − |X|) ≥ d
8
v(G),
where the last inequality follows since |Z| ≤ v(G)
5
and |X| ≤ 1√
k
· v(G) ≤ v(G)
4
as k ≥ 16.
Thus
v(G′1) ≤
3
k
· v(G) + |B| ≤ 5
k
· v(G).
Recall that by construction,
e(G)− e(G′) ≤ 2εd (k · v(G)− smallk(F )) ≤ 2εdk · v(G),
where the last inequality follows since smallk(F ) ≥ 0. Since e(G) = d · v(G), it follows from
the inequality above that
e(G′) ≥ (1− 2kε)d · v(G).
Yet every edge of G1 that is not an edge of G
′
1 is an edge of G that is not an edge of G
′.
Thus
e(G1)− e(G′1) ≤ e(G)− e(G′),
and hence
e(G′1) ≥ e(G1)− 2εdk · v(G) ≥
d
8
v(G)− 2εdk · v(G) = d
8
(1− 16εk)v(G).
Since v(G′1) ≤ 5k · v(G), we have that
d(G′1) ≥
k
40
(1− 16kε)d,
and (iii) holds, a contradiction.
A.5 Combining the cases
We now derive Theorem A.1, which we restate for convenience, from Theorems A.4 and A.6.
Theorem A.1. Let k ≥ 100 be an integer and let ℓ =
⌊√
k
5
⌋
. Let ε ∈ (0, 1
32k
]
and let G be a
graph with d = d(G) ≥ 1/ε. Then G contains at least one of the following:
(i) a subgraph H with v(H) ≤ 3k3d and e(H) ≥ ε2d2/2, or
(ii) an (ℓ+ 1)-bounded minor G′ with d(G′) ≥ ℓ
4
(1− 4kε)d, or
(iii) a k-bounded minor G′ with d(G′) ≥ k
40
(1− 16kε)d.
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Proof. We apply Theorem A.6 to G. If Theorem A.6(i) holds, then (i) holds as desired.
Similarly if Theorem A.6(iii) holds, then (iii) holds as desired.
Let ℓ =
⌊√
k
5
⌋
. So we may assume that Theorem A.6(ii) holds, that is there exists a
bipartite subgraph H = (X, Y ) with |X| > ℓ|Y | such that every vertex in X has at least d/2
neighbors in Y . We next apply Theorem A.4 with d0 = d/2 and ε0 = 2ε to H .
First assume Theorem A.4(i) holds. That is, there exists a subgraph H0 of H with
v(H0) ≤ 3d0 ≤ 3k3d and e(H0) ≥ ε20d20/2 = 4ε2(d2/4)/2 = ε2d2/2 and (i) holds as desired.
So we may assume that Theorem A.4(ii) holds. That is, H contains an (ℓ + 1)-bounded
minor H0 with
d(H0) ≥ ℓ
2
(1− 2ℓε0)d0 ≥ ℓ
4
(1− 4kε)d,
where the last inequality uses the fact that ℓ ≤ k. Hence (ii) holds with G′ = H0, as
desired.
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