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NUMBER OF COVARIATES
By Lihua Lei and Peng Ding
University of California, Berkeley
Extending R. A. Fisher and D. A. Freedman’s results on the
analysis of covariance, Lin [2013] proposed an ordinary least squares
adjusted estimator of the average treatment effect in completely ran-
domized experiments. We further study its statistical properties un-
der the potential outcomes model in the asymptotic regimes allowing
for a diverging number of covariates. We show that Lin [2013]’s es-
timator is consistent when κ log p → 0 and asymptotically normal
when κp → 0 under mild moment conditions, where κ is the max-
imum leverage score of the covariate matrix. In the favorable case
where leverage scores are all close together, his estimator is consistent
when p = o(n/ logn) and is asymptotically normal when p = o(n1/2).
In addition, we propose a bias-corrected estimator that is consistent
when κ log p → 0 and is asymptotically normal, with the same vari-
ance in the fixed-p regime, when κ2p log p→ 0. In the favorable case,
the latter condition reduces to p = o(n2/3/(logn)1/3). Similar to Lin
[2013], our results hold for non-random potential outcomes and co-
variates without any model specification. Our analysis requires novel
analytic tools for sampling without replacement, which complement
and potentially enrich the theory in other areas such as survey sam-
pling, matrix sketching, and transductive learning.
1. Introduction.
1.1. Potential outcomes and Neyman’s randomization model. We use po-
tential outcomes to define causal effects [Neyman, 1923/1990]. Let Yi(1) and
Yi(0) be the potential outcomes if unit i ∈ {1, . . . , n} receives the treatment
and control, respectively. Neyman [1923/1990] treated all the potential out-
comes as fixed quantities, and defined the average treatment effect (ATE)
as τ ≡ n−1∑ni=1 τi, where τi = Yi(1) − Yi(0) is the individual treatment
effect for unit i. In a completely randomized experiment, the experimenter
randomly assigns n1 units to the treatment group and n0 units to the con-
trol group, with n = n1 + n0. Let Ti denote the assignment of the i-th unit
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2 L. LEI AND P. DING
where Ti = 1 corresponds to the treatment and Ti = 0 corresponds to the
control. For unit i, only Y obsi = Yi(Ti) is observed while the other potential
outcome Yi(1−Ti) is missing. Although (Yi(1), Yi(0))ni=1 are fixed, the Y obsi ’s
are random due to the randomization of the Ti’s.
Scheffe´ [1959, Chapter 9] called the above formulation the randomization
model, under which all potential outcomes are fixed and the randomness
comes solely from the treatment indicators. This finite-population perspec-
tive has a long history for analyzing randomized experiments [e.g. Ney-
man, 1923/1990, 1935, Kempthorne, 1952, Imbens and Rubin, 2015, Muk-
erjee et al., 2018, Fogarty, 2018, Middleton, 2018]. In contrast, the super-
population perspective [e.g. Tsiatis et al., 2008, Berk et al., 2013, Pitkin
et al., 2017] assumes that the potential outcomes and other individual char-
acteristics are independent and identically distributed (i.i.d.) draws from
some distribution. Two perspectives are both popular in the literature, but
they are different in the source of randomness: the finite-population per-
spective quantifies the uncertainty of the sampling procedure in a single
“universe” of units; in contrast, the super-population perspective also con-
siders the uncertainty across multiple, possibly infinite, “universes” of units.
We use the conventional notation O(·), o(·), OP(·) and oP(·). Let 1 de-
note the vector with all entries 1, I denote an identity matrix, and V =
I − (1T1)−111T denote the projection matrix orthogonal to 1, with appro-
priate dimensions depending on the context. Let ‖ · ‖q be the vector q-norm,
i.e. ‖α‖q = (
∑n
i=1 |αi|q)1/q and ‖α‖∞ = max1≤i≤n |αi|. Let ‖ · ‖op denote op-
erator norm and ‖ · ‖F denote the Frobenius norm of matrices. Let N(0, 1)
denote the standard normal distribution, and t(ν) denote standard t dis-
tribution with degrees of freedom ν with t(1) being the standard Cauchy
distribution. Let
d→ and P→ denote convergences in distribution and in prob-
ability.
1.2. Regression-adjusted average treatment effect estimates. Let Tt = {i :
Ti = t} be the indices and nt = |Tt| be the fixed sample size for treatment
arm t ∈ {0, 1}. We consider a completely randomized experiment in which
T1 is a random size-n1 subset of {1, . . . , n} uniformly over all
(
n
n1
)
subsets.
The simple difference-in-means estimator
τˆunadj =
1
n1
∑
i∈T1
Y obsi −
1
n0
∑
i∈T0
Y obsi =
1
n1
∑
i∈T1
Yi(1)− 1
n0
∑
i∈T0
Yi(0)
is unbiased with variance S21/n1+S
2
0/n0−S2τ/n [Neyman, 1923/1990], where
S21 , S
2
0 and S
2
τ are the finite-population variances of the Yi(1)’s, Yi(0)’s and
τi’s, respectively.
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The experimenter usually collects pre-treatment covariates. If the covari-
ates are predictive of the potential outcomes, it is intuitive to incorporate
them in the analysis to improve the estimation efficiency. Suppose unit i
has a p-dimensional vector of pre-treatment covariates xi ∈ Rp. Early works
on the analysis of covariance assumed constant treatment effects [Fisher,
1935, Kempthorne, 1952, Hinkelmann and Kempthorne, 2007], under which
a commonly-used treatment effect estimate is the coefficient of the treat-
ment indicator of the ordinary least squares (OLS) fit of the Y obsi ’s on Ti’s
and xi’s. Freedman [2008] criticized this standard approach, showing that
(a) it can be even less efficient than τˆunadj in the presence of treatment effect
heterogeneity, and (b) the estimated standard error based on the OLS can
be inconsistent for the true standard error under the randomization model.
Lin [2013] proposes a simple solution. Without loss of generality, we cen-
ter the covariates at n−1
∑n
i=1 xi = 0 because otherwise we can replace xi
by xi−n−1
∑n
i=1 xi. His estimator for the ATE is the coefficient of the treat-
ment indicator in the OLS fit of the Y obsi ’s on Ti’s, xi’s and the interaction
terms Tixi’s. He further shows that the Eicker–Huber–White standard error
[e.g. MacKinnon, 2013] is consistent for the true standard error. Lin [2013]’s
results hold under the finite-population randomization model, without as-
suming that the linear model is correct.
We use an alternative formulation of regression adjustment and consider
the following family of covariate-adjusted ATE estimator:
(1) τˆ(β1, β0) =
1
n1
∑
i∈T1
(Y obsi − xTi β1)−
1
n0
∑
i∈T0
(Y obsi − xTi β0).
Because E
(
n−1t
∑
i∈Tt x
T
i βt
)
= 0, the estimator in (1) is unbiased for any
fixed coefficient vectors βt ∈ Rp (t = 0, 1). It is the difference-in-means
estimator with potential outcomes replaced by (Yi(1)−xTi β1, Yi(0)−xTi β0)ni=1.
Let Y (t) = (Y1(t), . . . , Yn(t))
T ∈ Rn denote the vector of potential out-
comes under treatment t (t = 0, 1), X = (x1, . . . , xn)
T denote the matrix of
covariates. Without loss of generality, we assume
(2) 1TX = 0 and rank(X) = p,
i.e., the covariate matrix has centered columns and full column rank. Other-
wise, we transform X to VX and remove the redundant columns to ensure
the full column rank condition. Let βt be the population OLS coefficient of
regressing Y (t) on X with an intercept:
(µt, βt) = arg min
µ∈R,β∈Rp
‖Y (t)− µ1−Xβ‖22(3)
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=
(
1
n
n∑
i=1
Yi(t), (X
TX)−1XTY (t)
)
,(4)
where (4) holds because X is orthogonal to 1. Li and Ding [2017, Example
9] show that the OLS coefficients (β1, β0) in (3) minimize the variance of
the estimator defined in (1).
The classical analysis of covariance chooses β1 = β0 = βˆ, the coefficient of
the covariates in the OLS fit of the Y obsi ’s on Ti’s and xi’s with an intercept.
This strategy implicitly assumes away treatment effect heterogeneity, and
can lead to inferior properties when β1 6= β0 [Freedman, 2008]. Lin [2013]
chooses β1 = βˆ1 and β0 = βˆ0, the coefficients of the covariates in the OLS
fit of Y obsi ’s on xi’s with an intercept, in the treatment and control groups,
respectively. Numerically, this is identical to the estimator obtained from
the regression with interactions discussed before.
1.3. Our contributions. In practice, it is common to have many covari-
ates. Therefore, it is important to approximate the sampling distribution
with p growing with the sample size n at certain rate. Under the finite-
population randomization model, Bloniarz et al. [2016] discussed a high
dimensional regime with possibly larger p than n but assumed that the
potential outcomes could be well approximated by a sparse linear combina-
tion of the covariates, under the ultra sparse regime (termed, for example,
by Cai and Guo [2017]) where the number of non-zero coefficients is many
fewer than n1/2/ log p. Under a super-population framework, Wager et al.
[2016] discussed covariate adjustment using the OLS and some other ma-
chine learning techniques.
We study Lin [2013]’s estimator under the finite-population perspective
in the regime where p < n but p grows with n at certain rate. We focus
on this estimator because (a) it is widely used in practice because of its
simplicity, and (b) it does not require any tuning parameter unlike other high
dimensional or machine learning methods. As in the classic linear regression,
asymptotic properties depend crucially on the maximum leverage score κ =
max1≤i≤nHii, where the i-the leverage score Hii is i-th diagonal entry of the
hat matrix H = X(XTX)−1XT [Huber, 1973]. Under the regime κ log p →
0, we prove the consistency of Lin [2013]’s estimator under mild moment
conditions on the population OLS residuals. In the favorable case where
all leverage scores are close to their average p/n, the consistency holds if
p = o(n/ log n).
In addition, we prove that Lin [2013]’s estimator is asymptotically normal
under κp→ 0 and extra mild conditions, with the same variance formula as
the fixed-p regime. Furthermore, we proposed a debiased estimator, which is
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asymptotically normal under an even weaker assumption κ2p log p→ 0, with
the same variance as before. In the favorable case where all leverage scores
are close to their average p/n, Lin [2013]’s estimator is asymptotically normal
when p = o(n1/2), but the debiased estimator is asymptotically normal when
p = o(n2/3/(log n)1/3). Lin [2013]’s estimator may also be asymptotically
normal in the latter regime, but it requires an extra condition (See Theorem
3.3). In our simulation, the debiased estimator indeed yields better finite-
sample inferences.
For statistical inference, we propose several asymptotically conservative
variance estimators, which yield valid asymptotic Wald-type confidence in-
tervals for the ATE. We prove the results under the same regime κ log p→ 0
with the same conditions as required for the asymptotic normality.
Importantly, our theory does not require any modeling assumptions on
the fixed potential outcomes and the covariates. It is nonparametric.
We prove novel vector and matrix concentration inequalities for sampling
without replacement. These tools are particularly useful for finite population
causal inference, and can also complement and potentially enrich the theory
in other areas such as survey sampling [e.g., Cochran, 2007], matrix sketching
[e.g., Woodruff et al., 2014] and transductive learning [e.g., El-Yaniv and
Pechyony, 2009].
2. Regression Adjustment.
2.1. Point Estimators. We reformulate Lin [2013]’s estimator. The ATE
is the difference between the two intercepts of the population OLS coeffi-
cients in (4):
τ =
1
n
n∑
i=1
Yi(1)− 1
n
n∑
i=1
Yi(0) = µ1 − µ0.
Therefore, we focus on estimating µ1 and µ0. Let Xt ∈ Rnt×p denote the
sub-matrix formed by the rows of X, and Y obst ∈ Rnt the subvector of
Y obs = (Y obs1 , . . . , Y
obs
n )
T, with indices in Tt (t = 0, 1). The regression-
adjusted estimator follows two steps. First, for t ∈ {0, 1}, we regress Y obst on
Xt with an intercept, and obtain the fitted intercept µˆt ∈ R and coefficient
of the covariate βˆt ∈ Rp. Second, we estimate τ by
(5) τˆadj = µˆ1 − µˆ0.
In general, τˆadj is biased in finite samples. Correcting the bias gives
stronger theoretical guarantees as our later asymptotic analysis suggests.
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Here we propose a bias-corrected estimator. Define the potential residuals
based on the population OLS as
(6) e(t) = Y (t)− µt −Xβt, (t = 0, 1).
The property of the OLS guarantees that e(t) is orthogonal to 1 and X:
(7) 1Te(t) = 0, XTe(t) = 0, (t = 0, 1).
Let eˆ ∈ Rn be the vector residuals from the sample OLS:
(8) eˆi =
{
Y obsi − µˆ1 − xTi βˆ1, (i ∈ T1),
Y obsi − µˆ0 − xTi βˆ0, (i ∈ T0).
For any vector α ∈ Rn, let αt denote the subvector of α with indices in Tt
(e.g. Yt(1), et(1), eˆt, etc.)
LetH = X(XTX)−1XT be the hat matrix ofX, andHt = Xt(XTt Xt)−1XTt
be the hat matrix of Xt. Let Hii be the i-th diagonal element of H, also
termed as the leverage score. Define
(9) ∆t =
1
n
n∑
i=1
ei(t)Hii, ∆ˆt =
1
nt
∑
i∈Tt
eˆiHii.
We introduce the following debiased estimator:
(10) τˆdeadj = τˆadj −
(
n1
n0
∆ˆ0 − n0
n1
∆ˆ1
)
.
The bias correction terms in (10) come from higher order asymptotic ex-
pansions. When p = 1, (10) reduces the bias formula in Lin [2013, Section 6
point (iv)]. Thus (10) is an extension to the multivariate case.
2.2. Variance estimators. For fixed p, Lin [2013] proved that n1/2(τˆadj−
τ) is asymptotically normal with variance
σ2n =
1
n1
n∑
i=1
e2i (1) +
1
n0
n∑
i=1
e2i (0)−
1
n
n∑
i=1
(ei(1)− ei(0))2(11)
=
n∑
i=1
(√
n0
n1n
ei(1) +
√
n1
n0n
ei(0)
)2
.(12)
The second form (12) follows from some simple algebra and shows that σ2n is
always non-negative. The first form (11) motivates conservative variance es-
timators. The third term in (11) has no consistent estimator without further
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assumptions on e(1) and e(0). Ignoring it and estimating the first two terms
in (11) by their sample analogues, we have the following variance estimator:
(13) σˆ2 =
n
n1(n1 − 1)
∑
i∈T1
eˆ2i +
n
n0(n0 − 1)
∑
i∈T0
eˆ2i .
Although (13) appears to be conservative due to the neglect of the third
term in (12), we find in numerical experiments that it typically underesti-
mates σ2n in the cases beyond our theoretic limit with many covariates or
many influential observations. The classic linear regression literature sug-
gests rescaling the residual as
(14) e˜i =

eˆi (HC0)√
n−1
n−p eˆi (HC1 correction)
eˆi√
1−Ht,ii
(HC2 correction)
eˆi
1−Ht,ii (HC3 correction)
, (i ∈ Tt)
where Ht,ii is the diagonal element of Ht corresponding to unit i. HC0 cor-
responds to the estimator (13) without corrections. Previous literature has
shown that the above corrections, especially HC3, are effective in improv-
ing the finite sample performance of variance estimator in linear regression
under independent super-population sampling [e.g. MacKinnon, 2013, Cat-
taneo et al., 2018]. More interestingly, it is also beneficial to borrow these
HCj’s to the context of a completely randomized experiment. This motivates
the following variance estimators
(15) σˆ2HCj =
n
n1(n1 − 1)
∑
i∈T1
e˜2i,j +
n
n0(n0 − 1)
∑
i∈T0
e˜2i,j
where e˜i,j is the residual in (14) with j corresponding to HCj for j = 0, 1, 2, 3.
Based on normal approximations, we can construct Wald-type confidence
intervals for the ATE based on point estimators τˆadj and τˆ
de
adj with estimated
standard errors σˆHCj .
3. Main Results.
3.1. Regularity conditions. We embed the finite population quantities
{(xi, Yi(1), Yi(0))}ni=1 into a sequence, and impose regularity conditions on
this sequence. The first condition is on the sample sizes.
Assumption 1. n/n1 = O(1) and n/n0 = O(1).
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Assumption 1 holds automatically if treatment and control groups have
fixed proportions (e.g., n1/n = n0/n = 1/2 for balanced experiments). It is
not essential and can be removed at the cost of complicating the statements.
The second condition is on κ = max1≤i≤nHii, the maximum leverage
score, which also plays a crucial role in classic linear models [e.g. Huber,
1973, Mammen, 1989, Donoho and Huo, 2001].
Assumption 2. κ log p = o(1).
The maximum leverage score satisfies
(16) p/n = tr(H)/n ≤ κ ≤ ‖H‖op = 1 =⇒ κ ∈ [p/n, 1].
Assumption 2 permits influential observations as long as κ = o(1/ log p).
In the favorable case where κ = O(p/n), it reduces to p log p/n→ 0, which
permits p to grow almost linearly with n. Moreover, it implies
(17)
p
n
≤ κ = o
(
1
log p
)
= o(1) =⇒ p = o(n).
Assumptions 1 and 2 are useful for establishing consistency. The follow-
ing two extra conditions are useful for variance estimation and asymptotic
normality. The third condition is on the correlation between the potential
residuals from the population OLS in (6).
Assumption 3. There exist a constant η > 0 independent of n such that
ρe ,
e(1)Te(0)
‖e(1)‖2‖e(0)‖2 > −1 + η.
Assumption 3 is mild because it is unlikely to have the perfect negative
sample correlation between the treatment and control residual potential out-
comes in practice.
The fourth condition is on the following two measures of the potential
residuals based on the population OLS in (6).
E2 = n−1 max
{‖e(0)‖22, ‖e(1)‖22} , E∞ = max {‖e(0)‖∞, ‖e(1)‖∞} .
Assumption 4. E2∞/(nE2) = o(1).
Assumption 4 is a Lindeberg–Feller-type condition requiring that no single
residual dominates others. A similar form appeared in Ha´jek [1960]’s finite
population central limit theorem. Previous works require more stringent
assumptions on the fourth moment [Lin, 2013, Bloniarz et al., 2016].
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3.2. Discussion of regularity conditions. Although the above assump-
tions are about fixed quantities in the finite population, it is helpful to
consider the case where the quantities are realizations of random variables.
This approach connects the assumptions to more comprehensible conditions
on the data generating process. See Portnoy [1984, 1985], Lei et al. [2018]
for examples in other contexts. We emphasize that we do not need the
assumptions in this subsection for our main theory but use them to aid in-
terpretation. The readers who believe our assumptions to be mild can skip
this subsection at first read.
For Assumption 2, we consider the case where (xi)
n
i=1 are realizations of
i.i.d. random vectors. Anatolyev and Yaskov [2017] show that under mild
conditions each leverage score concentrates around p/n. Here we further
consider the magnitude of the maximum leverage score κ.
Proposition 3.1. Let Zi be i.i.d. random vectors in Rp with arbitrary
mean. Assume that Zi has independent entries with max1≤j≤p E|Zij−EZij |δ ≤
M = O(1) for some δ > 2. Define Z = (ZT1 , . . . , Z
T
n)
T ∈ Rn×p and X = VZ
so that X has centered columns. If p = O(nγ) for some γ < 1, then over the
randomness of Z,
max
1≤i≤n
∣∣∣∣Hii − pn
∣∣∣∣ = OP
(
p2/min{δ,4}
n(δ−2)/δ
+
p3/2
n3/2
)
, κ = OP
(
p
n
+
p2/min{δ,4}
n(δ−2)/δ
)
.
When δ > 4, Proposition 3.1 implies that κ = OP(p/n+n
−(δ−4)/2δ(p/n)1/2).
In this case, Assumption 2 holds with high probability if p = O(nγ) for any
γ < 1. In particular, the fixed-p regime corresponds to γ = 0.
The hat matrix of X is invariant to any nonsingular linear transformation
of the columns. Consequently, X and XA have the same leverage scores for
any invertible A ∈ Rn×n. Thus we can extend Proposition 3.1 to random
matrices with correlated columns in the form of VZA. In particular, when
Zi
i.i.d.∼ N(µ, I) and A = Σ1/2, ZTi A i.i.d.∼ N(Σ1/2µ,Σ). The previous argument
implies that Proposition 3.1 holds for X = VZA. We will revisit Proposition
3.1 when imposing further conditions on the Hii’s and κ.
For Assumption 4, we consider the case where the Yi(t)’s are realizations
of i.i.d. random variables, and make a connection with the usual moment
conditions. This helps to understand the growth rates of E2 and E∞.
Proposition 3.2. Let Y (t) ∈ Rn be a non-constant random vector with
i.i.d. entries, and X be any fixed matrix with centered columns. If for some
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δ > 0, E|Yi(t)− EYi(t)|δ <∞ for t = 0, 1, then
E2 =
{
OP(1) (δ ≥ 2)
oP(n
2/δ−1) (δ < 2)
, E∞ = OP(n1/δ).
Furthermore, E−12 = OP(1) if Yi(1) or Yi(0) is not a constant.
When δ > 2, Proposition 3.2 implies E2∞/(nE2) = OP(n2/δ−1) = oP(1),
and thus Assumption 4 holds with high probability. We will revisit Propo-
sition 3.2 for the consistency of τˆadj and τˆ
de
adj.
3.3. Asymptotic Expansions. We derive an asymptotic expansion of τˆadj.
Theorem 3.1. Under Assumptions 1 and 2,
τˆadj − τ =
(
1Te1(1)
n1
− 1
Te0(0)
n0
)
+
(
n1
n0
∆0 − n0
n1
∆1
)
+OP
(√
E2κ2p log p
n
+
√
E2κ
n
)
.(18)
The first term in (18) is the difference-in-means estimator of the residual
potential outcomes based on the population OLS. The second term is non-
standard and behaves as a “bias,” which motivates the debiased estimator
τˆdeadj by subtracting its empirical analogue from τˆadj.
We need to analyze ∆t and ∆ˆt−∆t to simplify Theorem 3.1 and to derive
an asymptotic expansion of τˆdeadj. Define
(19) ∆ = max{|∆1|, |∆0|}.
The Cauchy–Schwarz inequality implies
(20) |∆| = max
t=0,1
|∆t| ≤
√√√√ 1
n
n∑
i=1
Hii ×
√√√√max
t=0,1
1
n
n∑
i=1
e2i (t)Hii ≤
√
E2κp
n
.
This helps us to obtain the following expansions.
Corollary 3.1. Under Assumptions 1 and 2,
τˆadj − τ = 1
Te1(1)
n1
− 1
Te0(0)
n0
+OP
(
∆ +
√
E2κ2p log p
n
+
√
E2κ
n
)
(21)
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=
1Te1(1)
n1
− 1
Te0(0)
n0
+OP
(√
E2κp
n
)
,(22)
τˆdeadj − τ =
1Te1(1)
n1
− 1
Te0(0)
n0
+OP
(√
E2κ2p log p
n
+
√
E2κ
n
)
.(23)
Expansion (21) follows from (18) and Assumption 1, and (22) holds be-
cause the upper bound in (20) dominates the third term of (18). Expansion
(23) shows that our de-biasing strategy works because |∆ˆt−∆t| is of higher
order compared to the third term of (23). These asymptotic expansions in
Corollary 3.1 are crucial for our later analysis.
3.4. Consistency. Because the first term in (18) is the difference-in-
means of the potential residuals, Neyman [1923/1990] implies that it has
mean 0 and variance σ2n/n. We then use Chebyshev’s inequality to obtain
(24)
1Te1(1)
n1
− 1
Te0(0)
n0
= OP
(√
σ2n
n
)
= OP
(√
E2
n
)
.
Coupled with (24) and κ ≤ 1, Corollary 3.1 implies that
τˆadj − τ = OP
(√
E2(κp+ 1)
n
)
,
τˆdeadj − τ = OP
(√
E2(κ2p log p+ 1)
n
)
.
These expansions immediately imply the following consistency result. We
essentially require the right-hand sides of the above two identities go to 0.
Theorem 3.2. Under Assumptions 1 and 2, τˆadj is consistent if E2 =
o (n/(κp+ 1)) , and τˆdeadj is consistent if E2 = o
(
n/(κ2p log p+ 1)
)
.
In the classical fixed-p regime, Theorem 3.2 implies that both τˆadj and
τˆdeadj are consistent when E2 = o(n) because κ ≤ 1. From Proposition 3.2, the
condition E2 = o(n) corresponds to the existence of finite first moment under
a super-population i.i.d sampling. In the favorable case where κ = O(p/n),
the same condition E2 = o(n) is sufficient for the consistency of τˆadj if p =
O(n1/2) and for the consistency of τˆdeadj if p = O(n
2/3/(log n)1/3). Thus, both
estimators are robust to the heavy-tailedness of the potential residuals.
Moreover, when the residuals are not extremely heavy-tailed such that
E2 = o(n/p), Theorem 3.2 implies that both estimators are always con-
sistent, without any further assumption on κ (except Assumption 2). The
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consistency can hold without a uniformly bounded second moment of the
potential residuals.
3.5. Asymptotic normality. The first term of (18) is the difference-in-
means estimator with potential residuals. We can use the classical finite
population central limit theorem to show that it is asymptotically normal
with mean 0 and variance σ2n/n. Therefore, the asymptotic normalities of
τˆadj and τˆ
de
adj hold if the the remainders of (21) and (23) are asymptotically
vanishing after multiplied by n1/2/σn. We first consider τˆadj.
Theorem 3.3. Under Assumptions 1–4, n1/2(τˆadj − τ)/σn d→ N(0, 1) if
κ2p log p = o(1) and n∆2 = o(E2).
Replacing ∆ in Theorem (3.3) by the upper bound |∆| ≤ √E2pκ/n in
(20), we obtain the following looser but cleaner result.
Corollary 3.2. Under Assumptions 1–4, n1/2(τˆadj − τ)/σn d→ N(0, 1)
if κp = o(1).
In the favorable case where κ = O(p/n), the condition κp = o(1) reduces
to p2/n→ 0, i.e., p = o(n1/2). In this case, Corollary 3.2 extends Lin [2013]’s
result to p = o(n1/2).
The above result can be sharpened if the leverage scores are well-behaved.
In fact, because e(t) has mean zero, we can rewrite ∆t as
∆t = n
−1
n∑
i=1
ei(t) (Hii − p/n) .
The Cauchy–Schwarz inequality implies
∆ = max
t=0,1
|∆t| ≤ max
1≤i≤n
∣∣∣∣Hii − pn
∣∣∣∣×maxt=0,1 1n
n∑
i=1
|ei(t)| ≤ max
1≤i≤n
∣∣∣∣Hii − pn
∣∣∣∣√E2.
Therefore, the condition ∆ = o(
√E2/n) in Theorem 3.3 holds whenever
(25) max
1≤i≤n
∣∣∣∣Hii − pn
∣∣∣∣ = o(n−1/2) .
That is, under (25), the asymptotic normality of τˆadj holds when the other
condition in Theorem 3.3 holds, i.e., κ2p log p → 0. In the favorable case
where κ = O(p/n), the condition reduces to p3 log p/n2 → 0, which further
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implies p = o(n2/3/(log n)1/3). This relaxes the constraint on the dimension
to n2/3 up to a log-factor. Under p = o(n2/3/(log n)1/3), we can use Propo-
sition 3.1 to verify that (25) holds with high probability if entries of X are
independent and have finite 12-th moments.
Although we relaxes the constraint on the dimension, it is not ideal to
impose an extra condition on the leverage scores. In contrast, the debiased
estimator is asymptotically normal without any further condition.
Theorem 3.4. Under Assumptions 1–4, n1/2(τˆdeadj − τ)/σn
d→ N(0, 1) if
κ2p log p = o(1).
Therefore, the debiased estimator has better theoretical guarantees. Un-
der p = o(n2/3/(log n)1/3), we can use Proposition 3.1 to verify that the
condition κ2p log p = o(1) holds if entries of X are independent and have
finite (6 + )-th moments.
3.6. Variance estimation. The variance estimators σˆ2HCj ’s are all asymp-
totically equivalent because the correction terms in (14) are negligible under
our asymptotic regime. We can prove that the σˆ2HCj ’s for all j are asymp-
totically conservative estimators of σ2n.
Theorem 3.5. Under Assumptions 1–4, σˆ2HCj/σ
2
n ≥ 1 + oP(1) for all
j ∈ {0, 1, 2, 3}.
Therefore, the Wald-type confidence intervals for the ATE are all asymp-
totically conservative.
3.7. Related works. Theoretical analyses under the finite-population ran-
domization model are challenging due to the lack of probability tools. The
closest work to ours is Bloniarz et al. [2016], which allows p to grow with
n and potentially exceed n. However, they assume that the potential out-
comes have sparse linear representations based on the covariates, and require
s = o(n1/2/ log p) where s is a measure of sparsity. Under additional regu-
larities conditions, they show that τˆ(βˆlasso1 , βˆ
lasso
0 ) is consistent and asymp-
totically normal with (βˆlasso1 , βˆ
lasso
0 ) being the LASSO coefficients of the co-
variates. Although the LASSO-adjusted estimator can handle ultra-high di-
mensional case where p >> n, it has three limitations. First, the requirement
s << n1/2/ log p is stringent. For instance, the PAC-man dataset considered
by Bloniarz et al. [2016] has n = 1013 and p = 1172, so the condition reads
s << 4.5, which implicitly imposes a strong sparse modelling assumption.
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Second, the penalty level of the LASSO depends on unobserved quantities.
Although they use the cross-validation to select the penalty level, the theo-
retical properties of this procedure is still unclear. Third, their “restrictive
eigenvalue condition” imposes certain non-singularity on the submatrices of
the covariate matrix. However, (submatrices of) the covariate matrix can be
ill-conditioned especially when interaction terms are included in practice. In
addition, this condition is computationally challenging to check.
Admittedly, our results cannot deal with the case of p > n. Nevertheless,
we argue that p < n is an important regime in many applications.
4. Numerical Experiments. We perform extensive numerical experi-
ments to confirm and complement our theory. We examine the performance
of the estimators τˆadj and τˆ
de
adj as well as the variance estimators σˆ
2
HCj for
j = 0, 1, 2, 3.
4.1. Data Generating Process. We examine the moderate sample per-
formance of the estimators. We set n = 2000, n1 = npi1 for pi1 ∈ {0.2, 0.5}
and generate a matrix X ∈ Rn×n with i.i.d. entries from t(2). We keep the
matrix fixed. For each exponent γ ∈ {0, 0.05, . . . , 0.75}, we let p = dnγe and
take the first p columns of X as the covariate matrix. In Supplementary
Material III, we also simulate X with N(0, 1) and t(1) entries and take X
from two real datasets. We select t(2) distribution for presentation because
it is neither too idealized as N(0, 1) (where κ ∼ p/n), nor too irregular as
t(1). It is helpful to illustrate and complement our theory.
With X, we construct the potential outcomes as
(26) Y (1) = Xβ∗1 + σ
∗
1(1), Y (0) = Xβ
∗
0 + σ
∗
0(0),
with β∗1 = β∗0 = 0 ∈ Rp, σ∗1 = σ∗0 = 1, and (1), (0) ∈ Rn. Note that for
given (1), (0) and X, both the ATE estimate (τˆadj or τˆ
de
adj) and the variance
estimate are invariant to the choices of β∗1 and β∗0 . Similarly, we generate
((1), (0)) as realizations of random vectors with i.i.d. entries from N(0, 1),
or t(2), or t(1).
Given X ∈ Rn×p and potential outcomes Y (1), Y (0) ∈ Rp, we generate
5000 binary vectors T ∈ Rn with n1 units assigned to treatment. For each
assignment vector, we observe half of the potential outcomes.
4.2. Repeated Sampling Evaluations. Based on the observe data, we ob-
tain two estimates τˆadj and τˆ
de
adj, as well as five variance estimates σˆ
2
HCj (j =
0, 1, 2, 3) and σ2n. Technically, σ
2
n is not an estimate because it is the theo-
retical asymptotic variance. Below τˆ can be either τˆadj or τˆ
de
adj, and σˆ
2 can
be any of the five estimates.
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Let τˆ1, . . . , τˆ5000 denote the estimates in 5000 replicates, and τ denote the
true ATE. The empirical relative absolute bias is |5000−1∑5000k=1 τˆk − τ |/σn.
Similarly, let σˆ21, . . . , σˆ
2
5000 denote the variance estimates obtained in 5000
replicates, and σˆ2∗ denote the empirical variance of (τˆ1, . . . , τˆ5000). We com-
pute the standard deviation inflation ratio SDR(σˆ) = 5000−1
∑5000
k=1 σˆk/σˆ∗.
Note that σˆ2∗ is an unbiased estimate of true sampling variance of τˆ , which
can be different from the theoretical asymptotic variance σ2n.
For each estimate and variance estimate, we compute the t-statistic n1/2(τˆ−
τ)/σˆ and the z-score n1/2(τˆ − τ)/σˆ∗. For each t-statistic and the z-score, we
estimate the empirical 95% coverage by the proportion within [−1.96, 1.96],
the 95% quantile range of N(0, 1).
In summary, we compute three measures defined above: relative bias,
standard deviation inflation ratios, and 95% coverage. We repeat 50 times
using different random seeds and record the medians of each measure. Fig. 1
summarizes the results. We emphasize that for each experiment, both X and
potential outcomes are fixed and the randomness only comes from treatment
assignments.
4.3. Results. From Figures 1a and 2a, τˆdeadj does reduce the bias regardless
of the distribution of potential outcomes, especially for moderately large p. It
is noteworthy that the relative bias is too small (≤ 15%) to affect coverage.
For standard deviation inflation ratios, we find that the true sampling
variances of τˆadj and τˆ
de
adj are almost identical and thus we set the sampling
variance of τˆadj as the baseline variance σˆ
2∗. Figures 1b and 2b shows an in-
teresting phenomenon that the theoretical asymptotic variance σ2n tends to
underestimate the true sampling variance for large p. Corollary 3.1 partially
suggests this. The theoretical asymptotic variance is simply the variance
of the first term while the finite sample variance also involves the second
term and, more importantly, the error term, which can be large in the pres-
ence of high dimensional or influential observations. All variance estimators
overestimate σ2n because they all ignore the third term of σ
2
n. However, all
estimators, except the HC3 estimator, tend to underestimate the true sam-
pling variance for large p. In contrast, the HC3 estimator does not suffer
from anti-conservatism.
Figures 1b and 2b shows that HC0 and HC1 variance estimates lie be-
tween the theoretical asymptotic variance and the HC2 variance estimate.
For better visualization, we only plot the 95% coverage of t-statistics com-
puted from σ2n, σˆ
2
HC2 and σˆ
2
HC3 in Figures 1c and 2c. We draw the following
conclusions from Figures 1c and 2c. First, as we pointed out previously,
the coverage of two ATE estimates are almost identical because the relative
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Fig 1: Simulation with pi1 = 0.2. X is a realization of a random matrix
with i.i.d. t(2) entries, and e(t) is a realization of a random vector with i.i.d.
entries from a distribution corresponding to each column.
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Fig 2: Simulation. X is a realization of a random matrix with i.i.d. t(2)
entries, and e(t) is a realization of a random vector with i.i.d. entries from
a distribution corresponding to each column.
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bias is small in these scenarios. Second, as Figures 1b and 2b suggest, the
t-statistic with HC3 variance estimate has the best coverage, and it protects
the coverage against the increasing dimension. In contrast, the theoretical
asymptotic variance and HCj (j = 0, 1, 2) variance estimates yield signif-
icantly lower coverage for large p. Therefore, we advocate using σˆ2HC3 for
variance estimation.
4.4. Effectiveness of debiasing. In the aforementioned settings, the debi-
ased estimator yields almost identical inference as the undebiased estimator.
This is not surprising because in the above scenarios the potential outcomes
are generated from linear models and thus Lin [2013]’s estimator has bias
close to zero. However, in practice, the potential outcomes might not have
prefect linear relationships with the covariates. To illustrate the potential
benefits of debiasing, we consider the “most-biased” situation which maxi-
mizes the “bias term”, measured as the second term in the expansion (18).
Specifically, we consider the case where (0) =  and (1) = 2 for some vec-
tor  that satisfies (7) with sample variance 1. To maximize the bias term,
we take  as the solution of
max
∈Rn
∣∣∣∣n1n0 ∆0 − n0n1 ∆1
∣∣∣∣ = (2n0n1 − n1n0
) ∣∣∣∣ n∑
i=1
Hiii
∣∣∣∣,(27)
s.t. ‖‖22/n = 1, XT = 1T = 0.
We give more details of constructing  in Section F of Supplementary Mate-
rial III. From (27), the bias is amplified when the group sizes are unbalanced.
Note that this setting essentially assume a non-linear relationship between
the potential outcomes and the covariates.
We perform simulation detailed in Section 4.2 based on potential outcomes
in (27) and report relative bias and coverage to demonstrate the effectiveness
of debiasing. To save space, we only report the coverage for σˆ2HC2 and σˆ
2
HC3.
Fig. 3 summarizes the results.
Unlike the previous settings, the relative bias in this setting is large enough
to affect the coverage. From Fig. 3a, as expected, we see that the relative
bias is larger when the group sizes are more unbalanced. The debiased esti-
mator reduces a fair proportion of bias in both cases and improves coverage
especially when the dimension is high. We provide experimental results in
more settings in Supplementary Material III, which confirm the effectiveness
of debiasing.
4.5. Trimming the Design Matrix. Our theory suggests that κ of the
design matrix affects the statistical properties of τˆadj and τˆ
de
adj. When there
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Fig 3: Simulation. X is a realization of a random matrix with i.i.d. t(2)
entries and e(t) is defined in (27): (Left) pi1 = 0.2; (Right) pi1 = 0.5.
are many influential observations in the data, it is beneficial to reduce κ
before regression adjustment. Because our theory holds even for mis-specified
linear models, any preprocessing of X does not affect the consistency and
asymptotic normality if the preprocessing does not depend on T or Y obs.
This is a feature of our theory. In contrast, trimming is not applicable to the
theory under a super-population perspective assuming a correctly specified
regression model.
In Section 4, the entries of X are realizations of heavy-tailed random
variables, and κ increases even with an infrequent extreme covariate value.
For the 50 design matrices used in Section 4 with p = dn2/3e and n = 2000,
the average of κ is 0.9558 with standard error 0.0384. Now we consider
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Fig 4: Simulation. Empirical 95% coverage of t-statistics derived from the
debiased estimator with and without trimming the covariate matrix: (Left)
pi1 = 0.2; (Right) pi1 = 0.5. X is a realization of a random matrix with i.i.d.
t(2) entries and e(t) is defined in (27).
a simple form of trimming which thresholds each column at its 2.5% and
97.5% quantiles. Then the average of κ reduces dramatically to 0.0704 with
standard error 0.0212. Fig. 4 shows the coverage of the t-statistics derived
from τˆdeadj with and without the trimming. It is clear that the coverage gets
drastically improved after trimming.
Since the main goal of this paper is not on statistical methodology, we
only propose the above heuristic approach to illustrate the idea of trim-
ming, motivated by our asymptotic theory. The general methodology is an
interesting future research topic.
5. Conclusions and Practical Suggestions. Fisher [1935] advocated
using the analysis of covariance under treatment-unit additivity. Freedman
[2008] highlighted its dangers under treatment effect heterogeneity. Lin [2013]
proposed a simple OLS estimator with treatment-covariate interactions ac-
counting for potential heterogeneity. We establish the consistency and the
asymptotic normality of Lin [2013]’s estimator allowing for a growing di-
mension of the covariates. We further propose a debiased estimator which
permits valid inference in broader asymptotic regimes.
In summary, we find that the classical inferential procedure tends to be
invalid when the design matrix has many covariates or many influential ob-
servations. In these scenarios, the bias blows up and the variance estimation
becomes anti-conservative. We suggest using the debiased estimator (10) and
the HC3 variance estimator for inference. In addition, we suggest trimming
the design matrix to reduce the extreme leverage scores before regression
adjustment.
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6. Technical Lemmas.
6.1. Some general results for sampling without replacement. Completely
randomized experiments have deep connections with sampling without re-
placement because the treatment and control groups are simple random sam-
ples from a finite population of n units. Below we use T to denote a random
size-m subset of {1, . . . , n} over all (nm) subsets, and Sp−1 = {(ω1, . . . , ωp)T :
ω21 + · · ·+ ω2p = 1} to denote the (p− 1)-dimensional unit sphere.
The first lemma gives the mean and variance of the sample total from
sampling without replacement. See Cochran [2007, Theorem 2.2] for a proof.
Lemma 6.1. Let (w1, . . . , wn) be fixed scalars with mean w¯ = n
−1∑n
i=1wi.
Then
∑
i∈T wi has mean mw¯ and variance
Var
(∑
i∈T
wi
)
=
m(n−m)
n(n− 1)
n∑
i=1
(wi − w¯)2.
The second lemma gives the Berry–Esseen-type bound for the finite popu-
lation central limit theorem. See Bikelis [1969] and Ho¨glund [1978] for proofs.
Lemma 6.2. Let (w1, . . . , wn) be fixed scalars with w¯ = n
−1∑n
i=1wi and
S2w =
∑n
i=1(wi − w¯)2. Let m = nf for some f ∈ (0, 1). Then
dK
(∑
i∈T (wi − w¯)
Sw
√
f(1− f) , N(0, 1)
)
≤ C√
f(1− f)
∑n
i=1(wi − w¯)2
S3w
≤ C√
f(1− f)
max1≤i≤n |wi − w¯|
Sw
,
where dK denotes the Kolmogorov distance between two distributions, and C
is a universal constant.
The following two lemmas give novel vector and matrix concentration
inequalities for sampling without replacement.
Lemma 6.3. Let (u1, . . . , un) be a finite population of p-dimensional vec-
tors with
∑n
i=1 ui = 0. Then for any δ ∈ (0, 1), with probability 1− δ∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
≤ ‖U‖F
√
m(n−m)
n(n− 1) + ‖U‖op
√
8 log
1
δ
where uTi is the i-th row of the matrix U ∈ Rn×p.
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Lemma 6.4. Let (V1, . . . , Vn) be a finite population of (p×p)-dimensional
Hermittian matrices with
∑n
i=1 Vi = 0. Let C(p) = 4(1 + d2 log pe), and
ν2 =
∥∥∥∥∥ 1n
n∑
i=1
V 2i
∥∥∥∥∥
op
, ν2− = sup
ω∈Sp−1
1
n
n∑
i=1
(ωTViω)
2, ν+ = max
1≤i≤n
‖Vi‖op.
Then for any δ ∈ (0, 1), with probability 1− δ,∥∥∥∥∥∑
i∈T
Vi
∥∥∥∥∥
op
≤
√
nC(p)ν + C(p)ν+ +
√
8n log
1
δ
ν−.
The following lemma gives the mean and variance of the summation over
randomly selected rows and columns from a deterministic matrix Q ∈ Rn×n.
Lemma 6.5. Let Q ∈ Rn×n be a deterministic matrix, and QT ≡
∑
i,j∈T Qij.
Assume n ≥ 4. Then
EQT =
m(n−m)
n(n− 1) tr(Q) +
m(m− 1)
n(n− 1) 1
TQ1.
If Q further satisfies 1TQ = Q1 = 0, then
Var(QT ) ≤ m(n−m)
n(n− 1) ‖Q‖
2
F .
Lemmas 6.3–6.5 are critical for our proofs. The proofs are relegated to
Supplementary Material I. They are novel tools to the best of our knowledge
and potentially useful in other contexts such as survey sampling, matrix
sketching, and transductive learning.
6.2. Some results particularly useful for our setting. We first give an
implication of Assumption 3, a lower bound on σ2n under Assumption 1.
Lemma 6.6. Under Assumptions 1 and 3, σ2n ≥ ηmin {n1/n0, n0/n1} E2.
Recall Ht = Xt(X
T
t Xt)
−1XTt and define Σt = n
−1
t X
T
t Xt (t = 0, 1). The
following explicit formula is the starting point of our proof.
Lemma 6.7. We have
(28) τˆadj−τ = 1
Te1(1)/n1 − 1TH1e1(1)/n1
1− 1TH11/n1 −
1Te0(0)/n0 − 1TH0e0(0)/n0
1− 1TH01/n0 .
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The quantities µt, e(t), and our estimators (τˆadj, τˆ
de
adj) are all invariant if
X is transformed to XZ for any full rank matrix Z ∈ Rp×p, provided that
(2) holds. Thus, without loss of generality, we assume
(29) n−1XTX = I.
Otherwise, suppose X has the singular value decomposition UΣVT with
U ∈ Rn×p,Σ, V ∈ Rp×p, then we can replace X by n1/2U = X(n1/2V Σ−1) to
ensure (29). We can verify that the key properties in (7) still hold. Assuming
(29), we can rewrite the hat matrix and the leverage scores as
(30) H = n−1XXT, Hii = n−1‖xi‖22, Hij = n−1xTi xj .
Note that the invariance property under the standardization (29) is a feature
of the OLS-based regression adjustment. It does not hold for many other
estimators [e.g., Bloniarz et al., 2016, Wager et al., 2016].
We will repeatedly use the following results to obtain the stochastic orders
of the terms in (28). They are consequences of Lemmas 6.3 and 6.4.
Lemma 6.8. Under Assumption 1, for t = 0, 1,
1Tet(t)
nt
= OP
(√
E2
n
)
,
∥∥∥∥XTt 1nt
∥∥∥∥
2
= OP
(√
p
n
)
,∥∥∥∥XTt et(t)nt
∥∥∥∥
2
= OP
(√
E2κ
)
.
Lemma 6.9. Under Assumptions 1, 2 and (29), for t = 0, 1,
‖Σt − I‖op = OP
(√
κ log p
)
,
∥∥Σ−1t ∥∥op = OP(1),∥∥Σ−1t − I∥∥op = OP (√κ log p) .
The following lemma states some key properties of an intermediate quan-
tity, which will facilitate our proofs.
Lemma 6.10. Define Q(t) = Hdiag (e(t)) = (Hijej(t))
n
i,j=1. It satisfies
1TQ(t) = 0, Q(t)1 = 0, 1TQ(t)1 = 0,
tr(Q(t)) = n∆t, ‖Q(t)‖2F =
n∑
i=1
e2i (t)Hii ≤ nE2κ.
7. Proofs of the main results.
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7.1. Proof of the asymptotic expansions.
Proof of Theorem 3.1. We need to analyze the terms in (28). First,
by Lemmas 6.8 and 6.9,
1THt1
nt
=
1TXt
nt
Σ−1t
XTt 1
nt
≤ ∥∥Σ−1t ∥∥op ∥∥∥∥XTt 1nt
∥∥∥∥2
2
= OP
( p
n
)
.
Using (17) that p = o(n), we obtain that
(31)
1
1− 1THt1/nt = 1 +OP
( p
n
)
.
Second,
1THtet(t)
nt
=
1TXt
nt
Σ−1t
XTt et(t)
nt
=
1TXt
nt
XTt et(t)
nt
+
1TXt
nt
(
Σ−1t − I
) XTt et(t)
nt
≡ Rt1 +Rt2.(32)
Note that here we do not use the naive bound for 1THtet(t)/nt as for
1THt1/nt in (31) because this gives weaker results. Instead, we bound Rt1
and Rt2 separately. Lemmas 6.8 and 6.9 imply
Rt2 ≤
∥∥Σ−1t − I∥∥op ∥∥∥∥XTt 1nt
∥∥∥∥
2
∥∥∥∥XTt et(t)nt
∥∥∥∥
2
= OP
(√
E2κ2p log p
n
)
.(33)
We apply Chebyshev’s inequality to obtain that
(34) Rt1 = ERt1 +OP
(√
Var(Rt1)
)
.
Therefore, to bound Rt1, we need to calculate its first two moments. Recall-
ing (30) and the definition of Q(t) in Lemma 6.10, we have
Rt1 =
1
n2t
(∑
i∈Tt
xTi
)(∑
i∈Tt
xiei(t)
)
=
1
n2t
∑
i∈Tt
∑
j∈Tt
xTi xjej(t)
=
1
n2t
∑
i∈Tt
∑
j∈Tt
nHijej(t) =
n
n2t
∑
i∈Tt
∑
j∈Tt
Qij(t).(35)
Lemmas 6.5 and 6.10 imply the expectation of Rt1:
ERt1 =
n
n2t
(
n1n0
n(n− 1)tr (Q(t)) +
nt(nt − 1)
n(n− 1) 1
TQ(t)1
)
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=
nn1n0
n2t (n− 1)
∆t =
n1n0
n2t
∆t +O
( |∆t|
n
)
.(36)
We then bound the variance of Rt1:
Var(Rt1) =
n2
n4t
Var
∑
i,j∈Tt
Qij(t)
 ≤ n2
n4t
n1n0
n(n− 1)‖Q(t)‖
2
F(37)
≤ n
2
n4t
n1n0
n(n− 1)nE2κ = O
(E2κ
n
)
,(38)
where (37) follows from Lemma 6.5, (38) follows from Lemma 6.10 and
Assumption 1. Putting (32)–(36) and (38) together, we obtain that
1THtet(t)
nt
=
n1n0
n2t
∆t +OP
(√
E2κ2p log p
n
+
|∆t|
n
+
√
E2κ
n
)
(39)
By (20) and (17) that p = o(n), (39) further simplifies to
(40)
1THtet(t)
nt
=
n1n0
n2t
∆t +OP
(√
E2κ2p log p
n
+
√
E2κ
n
)
.
Using Lemma 6.8, (40), and the fact that κ ≤ 1, we have
1Tet(t)
nt
− 1
THtet(t)
nt
= OP
(√
E2
n
+ ∆ +
√
E2κ2p log p
n
)
.(41)
Finally, putting (31), (40) and (41) together into (28), we obtain that
τˆadj − τ =
(
1Te1(1)
n1
− 1
TH1e1(1)
n1
)(
1 +OP
( p
n
))
−
(
1Te0(0)
n0
− 1
TH0e0(0)
n0
)(
1 +OP
( p
n
))
=
1Te1(1)
n1
− 1
Te0(0)
n0
+
1TH0e0(0)
n0
− 1
TH1e1(1)
n1
+OP
(√
p2E2
n3
+
p∆
n
+
√
E2κ2p3 log p
n3
)
=
1Te1(1)
n1
− 1
Te0(0)
n0
+
n1
n0
∆0 − n0
n1
∆1
+OP
(√
p2E2
n3
+
p∆
n
+
√
E2κ2p log p
n
+
√
E2κ
n
)
.(42)
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where (42) uses (17) that p = o(n). The fourth terms dominates the first
term in (42) because p = o(n) and κ ≥ p/n. The third term dominates the
second term in (42) because, by (20),
p∆
n
≤ κ∆ ≤ √κ∆ = O
(√
E2κ2p
n
)
.
Deleting the first two terms in (42), we complete the proof.
Proof of Corollary 3.1. Assumption 1 implies n1n0∆0−n0n1∆1 = O (∆) ,
which, coupled with Theorem 3.1, implies (21).
The key is to prove the result for the debiased estimator. By definition,
τˆdeadj − τ =
1Te1(1)
n1
− 1
Te0(0)
n0
+
n1
n0
(∆0 − ∆ˆ0)− n0
n1
(∆1 − ∆ˆ1)
+OP
(√
E2κ2p log p
n
+
√
E2κ
n
)
,
and therefore, the key is to bound |∆t − ∆ˆt|.
We introduce an intermediate quantity ∆˜t = n
−1
t
∑
i∈Tt Hiiei(t). It has
mean E∆˜t = ∆t and variance
(43) Var(∆˜t) ≤ 1
n2t
n1n0
n(n− 1)
n∑
i=1
H2iie
2
i (t) ≤
E2κ2
n2t
= O
(E2κ2
n
)
,
from Lemma 6.1 and Assumption 1. Equipped with the first two moments,
we use Chebyshev’s inequality to obtain
(44) |∆˜t −∆t| = OP
(√
E2κ2
n
)
.
Next we bound |∆ˆt − ∆˜t|. The Cauchy–Schwarz inequality implies
(45) |∆ˆt− ∆˜t| ≤ 1
nt
∑
i∈Tt
Hii|eˆi− ei(t)| ≤
√
1
nt
∑
i∈Tt
H2ii
√
1
nt
∑
i∈Tt
(eˆi − ei(t))2.
First,
(46)
1
nt
∑
i∈Tt
H2ii ≤
nκ
nt
(
1
n
n∑
i=1
Hii
)
= O
(κp
n
)
.
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Second, using the fact eˆt = (I−Ht)et(t), we have
1
nt
∑
i∈Tt
(eˆi − ei(t))2 = 1
nt
‖eˆt − et(t)‖22 =
1
nt
eTt (t)Htet(t)
=
(
XTt et(t)
nt
)T
Σ−1t
XTt et(t)
nt
≤‖Σt‖−1op
∥∥∥∥XTt et(t)nt
∥∥∥∥2
2
= OP(E2κ),(47)
where the last line follows from Lemma 6.8. Putting (46) and (47) into (45),
we obtain
(48) |∆ˆt − ∆˜t| = OP
(√
E2κ2p
n
)
.
Combining (44) and (48) together, we have |∆ˆt − ∆t| = OP
(√E2κ2p/n) .
We complete the proof by invoking Theorem 3.1.
7.2. Proof of asymptotic normality.
Proofs of Theorems 3.3 and 3.4. We first prove the asymptotic nor-
mality of the first term in the expansions:
n1/2
σn
(
1Te1(1)
n1
− 1
Te0(0)
n0
)
d→ N(0, 1).(49)
Recalling 0 = 1Te(0) = 1Te1(0) + 1Te0(0), we obtain that
n1/2
n1
1Te1(1)− n
1/2
n0
1Te0(0) =
n1/2
n1
1Te1(1) +
n1/2
n0
1Te1(0)
=
∑
i∈Tt
(
n1/2
n1
ei(1) +
n1/2
n0
ei(0)
)
≡
∑
i∈Tt
wi,(50)
where wi =
n1/2
n1
ei(1) +
n1/2
n0
ei(0). Based on (12), we can verify that
S2w ≡
n∑
i=1
(wi − w¯)2 =
n∑
i=1
w2i = n
n∑
i=1
(
ei(1)
n1
+
ei(0)
n0
)2
=
n2
n1n0
σ2n.
Applying Lemma 6.2 to the representation (50), we have
dK
(
n1/2
σn
(
1Te1(1)
n1
− 1
Te0(0)
n0
)
, N(0, 1)
)
= O
(
max1≤i≤n |wi|
Sw
)
.
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Lemma 6.6 and Assumption 4 imply
S−1w = O
(
E−1/22
)
, max
1≤i≤n
|wi| = O
( E∞
n1/2
)
= o
(
E1/22
)
.
Therefore, (49) holds because convergence in Kolmogorov distance implies
weak convergence.
We then prove the asymptotic normalities of the two estimators. Corollary
3.1 and Lemma 6.6 imply
n1/2(τˆadj − τ)
σn
=
n1/2
σn
(
1Te1(1)
n1
− 1
Te0(0)
n0
)
+OP
(√
E2κ2p log p
σn
+
n1/2∆
σn
+
√E2κ
σn
)
=
n1/2
σn
(
1Te1(1)
n1
− 1
Te0(0)
n0
)
+OP
(√
κ2p log p+
√
n
E2 ∆ +
√
κ
)
.
We complete the proof by noting that κ = o(1) in (17) under Assumption
2. The same proof carries over to τˆdeadj.
7.3. Proof of asymptotic conservatism of variance estimators.
Proof of Theorem 3.5. First, we prove the result for j = 0. Recalling
eˆt = (I−Ht)et(t), we have
1
nt
∑
i∈Tt
eˆ2i =
1
nt
et(t)
T(I−Ht)et(t)
=
1
nt
∑
i∈Tt
e2i (t)−
(
XTt et(t)
nt
)T
Σ−1t
XTt et(t)
nt
, St1 − St2.(51)
Lemma 6.8 and the fact κ = o(1) in (17) together imply a bound for St2:
(52) St2 ≤
∥∥Σ−1t ∥∥op ∥∥∥∥XTt et(t)nt
∥∥∥∥2
2
= OP (E2κ) = oP (E2) .
The first term, St1, has mean ESt1 = n−1
∑n
i=1 e
2
i (t) and variance
Var(St1) ≤ 1
n2t
n1n0
n(n− 1)
n∑
i=1
e4i (t)(53)
≤ n
n2t
E2∞E2 = O
(E2∞E2
n
)
(54)
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= oP(E22 ),(55)
where (53) follows from Lemma 6.1, (54) follows from the definitions of
E2 and E∞ and Assumption 1, and (55) follows from Assumption 4 that
E2∞ = o(nE2). Therefore, applying Chebyshev’s inequality, we obtain
(56) St1 = ESt1 +OP
(√
Var(St1)
)
=
1
n
n∑
i=1
e2i (t) + oP(E2).
Combining the bounds for St1 in (56) and St2 in (52), we have
(57)
1
nt
∑
i∈Tt
eˆ2i =
1
n
n∑
i=1
e2i (t) + oP (E2) .
Using the formula of σˆ2 in (13) and Assumption 1, we have
σˆ2HC0 =
n
n1 − 1
(
1
n
n∑
i=1
e2i (1) + oP (E2)
)
+
n
n0 − 1
(
1
n
n∑
i=1
e2i (0) + oP (E2)
)
=
1
n1
n∑
i=1
e2i (1) +
1
n0
n∑
i=1
e2i (0) + oP(E2).
Using the formula of σ2n in (11), we have
σˆ2HC0 ≥ σ2n +
1
n
n∑
i=1
(ei(1)− ei(0))2 + oP(E2) ≥ σ2n + oP(E2),
which, coupled with Lemma 6.6, implies that σˆ2HC0/σ
2
n ≥ 1 + oP(1).
Next we prove that the σˆ2HCj ’s are asymptotically equivalent. It suffices
to show that
(58) min
j=1,2,3
min
1≤i≤n
|e˜i,j |/|eˆi| = 1 + oP(1).
The proof for j = 1 follows from p/n = o(1) in (17). To prove (58) for
j = 2, 3, we need to prove that maxt=0,1 maxi∈Tt Ht,ii = oP(1). This follows
from Lemma 6.9 and the fact that κ = o(1) in (17):
max
i∈Tt
Ht,ii = max
i∈Tt
n−1t x
T
i Σ
−1
t xi = OP
(
n−1t max
1≤i≤n
‖xi‖22
)
= OP (κ) .
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Supplementary Material I: Technical Tools
APPENDIX A: CONCENTRATION INEQUALITIES FOR SAMPLING
WITHOUT REPLACEMENT
A.1. Some existing tools. The proofs rely on concentration inequal-
ities for sampling without replacement. Hoeffding [1963, Theorem 4] proved
the following result that sampling without replacement is more concentrated
in convex ordering than i.i.d. sampling.
Proposition A.1. Let C = (c1, . . . , cn) be a finite population of fixed
elements. Let Z1, . . . , Zm be a random sample with replacement from C and
W1, . . . ,Wm be a random sample without replacement from C. If the function
f(x) is continuous and convex, then
Ef
(
m∑
i=1
Zi
)
≥ Ef
(
m∑
i=1
Wi
)
.
From Proposition A.1, most concentration inequalities for independent
sampling carry over to sampling without replacement. Later a line of works,
in different contexts, showed an even more surprising phenomenon that sam-
pling without replacement can have strictly better concentration than inde-
pendent sampling [e.g., Serfling, 1974, Diaconis and Shahshahani, 1987, Lee
and Yau, 1998, Bobkov, 2004, Cortes et al., 2009, El-Yaniv and Pechyony,
2009, Bardenet et al., 2015, Tolstikhin, 2017]. In particular, Tolstikhin [2017,
Theorem 9] proved a useful concentration inequality for the empirical pro-
cesses for sampling without replacement.
Proposition A.2. Let C = (c1, . . . , cn) be a finite population of fixed
elements, and W1, . . . ,Wm be a random sample without replacement from
C. Let F be a class of functions on C, and
S(F) = sup
f∈F
m∑
i=1
f(Wi), ν(F)2 = sup
f∈F
Var(f(W1)).
Then
P(S(F)− E[S(F)] ≥ t) ≤ exp
{
− (n+ 2)t
2
8n2ν(F)2
}
.
Proposition A.2 gives a sub-gaussian tail of S(F) with the sub-gaussian
parameter depending solely on the variance. In contrast, the concentration
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inequalities in the standard empirical process theory for independent sam-
pling usually requires the functions in F to be uniformly bounded and the
tail is either sub-gaussian with the sub-gaussian parameter being the uni-
form bound on F or sub-exponential with Bernstein-style behaviors; see
Boucheron et al. [2013] for instance. Therefore, Proposition A.2 provides a
more precise statement that sampling without replacement is more concen-
trated than independent sampling for a large class of statistics.
We need the following result from Tropp [2016, Theorem 5.1.(2)] to prove
the matrix concentration inequality.
Proposition A.3. Let V˜1, . . . , V˜m be independent p×p random matrices
with EV˜i = 0 for all i. Let C(p) = 4(1 + d2 log pe). ThenE ∥∥∥∥∥
n∑
i=1
V˜i
∥∥∥∥∥
2
op
 12 ≤√C(p)∥∥∥∥∥
n∑
i=1
EV˜ 2i
∥∥∥∥∥
1
2
op
+ C(p)
(
E max
1≤i≤n
‖V˜i‖2op
) 1
2
.
We will also use the facts that for any u ∈ Rp and Hermitian V ∈ Rp×p,
‖u‖2 = sup
ω∈Sp−1
uTω, ‖V ‖op = sup
ω∈Sp−1
ωTV ω.
A.2. Proofs of Lemmas 6.3 and 6.4.
Proof of Lemma 6.3. Let
C = (u1, . . . , un), and F = {fω(u) = uTω : ω ∈ Sp−1}.
Let u be a vector that is randomly sampled from C. Then
ν2(F) = sup
ω∈Sp−1
Var(uTω) ≤ sup
ω∈Sp−1
E(uTω)2
= sup
ω∈Sp−1
1
n
n∑
i=1
(uTi ω)
2 = sup
ω∈Sp−1
ωT
(
1
n
n∑
i=1
uiu
T
i
)
ω
= sup
ω∈Sp−1
ωT
(
UTU
n
)
ω ≤ ‖U‖
2
op
n
.
By Proposition A.2,
P
(∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
≥ E
∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
+ t
)
≤ exp
{
−(n+ 2)t
2
8n‖U‖2op
}
≤ exp
{
− t
2
8‖U‖2op
}
,
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or, equivalently, with probability 1− δ,
(S59)
∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
≤ E
∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
+ ‖U‖op
√
8 log
1
δ
.
By the Cauchy–Schwarz inequality,(
E
∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
)2
≤ E
∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
2
=
p∑
j=1
E
(∑
i∈T
uij
)2
.
Lemma 6.1 implies
E
(∑
i∈T
uij
)2
=
m(n−m)
n(n− 1)
n∑
i=1
u2ij .
As a result,
(S60)
(
E
∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
)2
≤ m(n−m)
n(n− 1)
n∑
i=1
‖ui‖22 = ‖U‖2F
m(n−m)
n(n− 1) .
We complete the proof by using (S59) and (S60).
Proof of Lemma 6.4. Let
C = (V1, . . . , Vn), and F = {fω(V ) = ωTV ω : ω ∈ Sp−1}.
Let V be a vector that is randomly sampled from C. Then
ν2(F) = sup
ω∈Sp−1
Var(ωTV ω) ≤ sup
ω∈Sp−1
E(ωTV ω)2 = sup
ω∈Sp−1
1
n
n∑
i=1
(ωTViω)
2 = ν2−.
By Proposition A.2,
P
∥∥∥∥∥∑
i∈T
Vi
∥∥∥∥∥
op
≥ E
∥∥∥∥∥∑
i∈T
Vi
∥∥∥∥∥
op
+ t
 ≤ exp{−(n+ 2)t2
8n2ν2−
}
≤ exp
{
− t
2
8nν2−
}
,
or, equivalently, with probability 1− δ,
(S61)
∥∥∥∥∥∑
i∈T
Vi
∥∥∥∥∥
op
≤ E
∥∥∥∥∥∑
i∈T
Vi
∥∥∥∥∥
op
+
√
8n log
1
δ
ν−.
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We then bound E
∥∥∑
i∈T Vi
∥∥
op
. Let V˜1, . . . , V˜m be an i.i.d. random sample
with replacement from C. We have
E
∥∥∥∥∥∑
i∈T
Vi
∥∥∥∥∥
op
≤ E
∥∥∥∥∥
m∑
i=1
V˜i
∥∥∥∥∥
op
≤
E ∥∥∥∥∥
m∑
i=1
V˜i
∥∥∥∥∥
2
op
 12 ≤√nC(p)ν + C(p)ν+,
(S62)
where the first inequality follows from Proposition A.1 due to the convexity
of ‖ · ‖op, the second inequality follows from the Cauchy–Schwarz inequality,
and the third inequality follows from Proposition A.3.
Combining (S61) and (S62), we complete the proof.
APPENDIX B: MEAN AND VARIANCE OF THE SUM OF RANDOM
ROWS AND COLUMNS OF A MATRIX
We give a full proof of Lemma 6.5. When m = 0 or m = n, QT is deter-
ministic with zero variance and the inequality holds automatically. Thus we
assume 1 ≤ m ≤ n− 1.
Let
∑
[i1,...,ik]
denote the sum over all (i1, . . . , ik) with mutually distinct el-
ements in {1, . . . , n}. For instance, ∑[i,j] denotes the sum over all pairs (i, j)
with i 6= j. We first state a basic result for sampling without replacement.
Lemma B.1. Let i1, . . . , ik be distinct indices in {1, . . . , n} and T be a
uniformly random subset of {1, . . . , n} with size m. Then
P (i1, . . . , ik ∈ T ) = m · · · (m− k + 1)
n · · · (n− k + 1) .
By definition,
(S63) QT =
n∑
i=1
QiiI(i ∈ T ) +
∑
[i,j]
QijI(i, j ∈ T ).
The mean of QT follows directly from Lemma B.1:
EQT =
n∑
i=1
Qii · m
n
+
∑
[i,j]
Qij · m(m− 1)
n(n− 1)
=
m(n−m)
n(n− 1) tr(Q) +
m(m− 1)
n(n− 1) (1
TQ1).
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The rest of this section proves the result of the variance. Let
c1 =
m(n−m)
n(n− 1) , c2 = Var (I(1, 2 ∈ T )) = c1
(m− 1)(n+m− 1)
n(n− 1) ,
c3 = Cov (I(1, 2 ∈ T ), I(1, 3 ∈ T )) = c1 (m− 1)(mn− 2m− 2n+ 2)
n(n− 1)(n− 2) ,
c4 = Cov (I(1, 2 ∈ T ), I(3, 4 ∈ T )) = c1 (m− 1)(−4mn+ 6n+ 6m− 6)
n(n− 1)(n− 2)(n− 3) ,
c5 = Cov (I(1 ∈ T ), I(1, 2 ∈ T )) = c1m− 1
n
,
c6 = Cov (I(1 ∈ T ), I(2, 3 ∈ T )) = −c1 2(m− 1)
n(n− 2) .
Using (S63), we have
Var(QT ) = Var
(
n∑
i=1
QiiI(i ∈ T )
)
︸ ︷︷ ︸
VI
+ Var
∑
[i,j]
QijI(i, j ∈ T )

︸ ︷︷ ︸
VII
(S64)
+ 2 Cov
 n∑
i=1
QiiI(i ∈ T ),
∑
[i,j]
QijI(i, j ∈ T )

︸ ︷︷ ︸
VIII
.
The next subsection deals with the three terms in (S64), separately.
B.1. Simplifying (S64).
Term VI. Lemma 6.1 implies
VI = Var
(
n∑
i=1
QiiI(i ∈ T )
)
=
m(n−m)
n(n− 1)
n∑
i=1
(
Qii − 1
n
n∑
i=1
Qii
)2
= c1
n∑
i=1
Q2ii −
c1
n
(tr(Q))2.(S65)
Term VII. We expand VII as
VII = Var
∑
[i,j]
QijI(i, j ∈ T )
 = Cov
∑
[i,j]
QijI(i, j ∈ T ),
∑
[i′,j′]
Qi′j′I(i
′, j′ ∈ T )

=
∑
[i,j]
(
Q2ij +QijQji
)
Var(I(i, j ∈ T )) +
∑
[i,j,k,`]
QijQk`Cov (I(i, j ∈ T ), I(k, ` ∈ T ))
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+
∑
[i,j,k]
(QijQik +QijQki) Cov (I(i, j ∈ T ), I(i, k ∈ T ))
+
∑
[i,j,k]
(QijQjk +QijQkj) Cov (I(i, j ∈ T ), I(j, k ∈ T ))
= c2
∑
[i,j]
(
Q2ij +QijQji
)
+ c4
∑
[i,j,k,`]
QijQk`
+ c3
∑
[i,j,k]
(QijQik +QijQki +QijQjk +QijQkj) .
We then reduce the summation over [i, j, k, l] to summations over fewer
indices. First,∑
[i,j]
Qij
2 = ∑
[i,j]
(
Q2ij +QijQji
)
+
∑
[i,j,k,`]
QijQk`
+
∑
[i,j,k]
(QijQik +QijQki +QijQjk +QijQkj) .
Second, 1TQ1 = 0 implies
∑
[i,j]Qij = −
∑n
i=1Qii = −tr(Q), which further
implies ∑
[i,j,k,`]
QijQk` = (tr(Q))
2 −
∑
[i,j]
(
Q2ij +QijQji
)
−
∑
[i,j,k]
(QijQik +QijQki +QijQjk +QijQkj) .
The above two facts simplify VII to
VII = c4(tr(Q))
2 + (c2 − c4)
∑
[i,j]
(
Q2ij +QijQji
)
+(c3 − c4)
∑
[i,j,k]
(QijQik +QijQki +QijQjk +QijQkj) .(S66)
We then reduce the summation over [i, j, k] to summations over fewer indices.
Note that 1TQ = Q1 = 0 implies
∑n
j=1Qij =
∑n
i=1Qij = 0, which further
implies∑
[i,j,k]
QijQik =
∑
[i,j]
Qij
∑
k 6=i,j
Qik = −
∑
[i,j]
Qij(Qii +Qij)
= −
n∑
i=1
Qii
∑
j 6=i
Qij −
∑
[i,j]
Q2ij =
n∑
i=1
Q2ii −
∑
[i,j]
Q2ij .
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Similarly, ∑
[i,j,k]
QijQkj =
n∑
i=1
Q2ii −
∑
[i,j]
Q2ij ,
∑
[i,j,k]
QijQki =
∑
[i,j,k]
QijQjk =
n∑
i=1
Q2ii −
∑
[i,j]
QijQji.
Using the above three identities to simplify the third term in (S66), we
obtain
VII = c4(tr(Q))
2 + 4(c3 − c4)
n∑
i=1
Q2ii + (c2 − 2c3 + c4)
∑
[i,j]
(
Q2ij +QijQji
)
.
(S67)
Term VIII. The covariance term is
VIII = Cov
 n∑
i=1
QiiI(i ∈ T ),
∑
[i,j]
QijI(i, j ∈ T )

=
∑
[i,j]
Qii(Qij +Qji)Cov (I(i ∈ T ), I(i, j ∈ T ))
+
∑
[i,j,k]
QiiQjkCov (I(i ∈ T ), I(j, k ∈ T ))
= c5
∑
[i,j]
Qii(Qij +Qji) + c6
∑
[i,j,k]
QiiQjk.
Similar to previous arguments,∑
[i,j]
Qii(Qij +Qji) =
n∑
i=1
Qii
∑
j 6=i
(Qij +Qji) = −2
n∑
i=1
Q2ii,∑
[i,j,k]
QiiQjk =
∑
[i,j]
Qii
∑
k 6=i,j
Qjk = −
∑
[i,j]
Qii(Qjj +Qji)
= −
n∑
i=1
Qii
∑
j 6=i
(Qjj +Qji) = −
n∑
i=1
Qii (tr(Q)−Qii −Qii)
= −(tr(Q))2 + 2
n∑
i=1
Q2ii.
Using the above two identities, we can simplify VIII to
VIII = −c6(tr(Q))2 − 2(c5 − c6)
n∑
i=1
Q2ii.(S68)
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Putting (S65), (S67) and (S68) together, we obtain that
Var(QT ) = (c1 + 4c3 − 4c4 − 4c5 + 4c6)︸ ︷︷ ︸
CI
n∑
i=1
Q2ii +
(
c4 − c1
n
− 2c6
)
︸ ︷︷ ︸
CII
(tr(Q))2
+ (c2 − 2c3 + c4)︸ ︷︷ ︸
CIII
∑
[i,j]
(Q2ij +QijQji).(S69)
We simplify (S69) in the next subsection by deriving bounds for the coeffi-
cients.
B.2. Bounding the coefficients CI, CII and CIII in (S69).
Bounding CI. We have
CI = c1 + 4c3 − 4c4 − 4c5 + 4c6
=c1 + 4c1
m− 1
n
(
mn− 2m− 2n+ 2
(n− 1)(n− 2) +
4mn− 6m− 6n+ 6
(n− 1)(n− 2)(n− 3) − 1−
2
n− 2
)
.
Through tedious calculation, we obtain that
mn− 2m− 2n+ 2
(n− 1)(n− 2) +
4mn− 6m− 6n+ 6
(n− 1)(n− 2)(n− 3) − 1−
2
n− 2 = −
(n−m− 1)n
(n− 2)(n− 3) .
Thus, CI = c1
(
1− 4(m−1)(n−m−1)(n−2)(n−3)
)
.
Bounding CII. We have
CII = c4 − c1
n
− 2c6 = −c1
n
+ c1
m− 1
n(n− 2)
(−4mn+ 6m+ 6n− 6
(n− 1)(n− 3) + 4
)
=− c1
n
+ c1
(m− 1)(4n2 − 4mn+ 6m− 10n+ 6)
n(n− 1)(n− 2)(n− 3)
=− c1
n
(
1− (m− 1)(n−m− 1)(4n− 6)
(n− 1)(n− 2)(n− 3)
)
≤ c1 (m− 1)(n−m− 1)(4n− 6)
n(n− 1)(n− 2)(n− 3) ≤
c1
n
4(m− 1)(n−m− 1)
n(n− 2)(n− 3) .
Bounding CIII. We consider four cases.
• If m = 1, then c2 = c3 = c4 = 0 and CIII ≤ c12 .
• If m = 2, then
CIII = c1
(
n+ 1
n(n− 1) −
−4
n(n− 1)(n− 2) −
2
n(n− 1)(n− 2)
)
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= c1
(
n+ 1
n(n− 1) +
2
n(n− 1)(n− 2)
)
≤ c1
2
.
• If m = 3, then
CIII = c1
(
2(n+ 2)
n(n− 1) −
4(n− 4)
n(n− 1)(n− 2) −
12n− 24
n(n− 1)(n− 2)(n− 3)
)
= c1
(
2(n+ 2)
n(n− 1) −
4(n− 4)
n(n− 1)(n− 2) −
12
n(n− 1)(n− 3)
)
.
If n ≥ 7,
CIII ≤ c1 2(n+ 2)
n(n− 1) ≤
c1
2
.
For n = 4, 5, 6, we can also verify that CIII ≤ c12 .
• If m ≥ 4, then
4mn− 6m− 6n+ 6 = (2m− 6)(n− 3) + 2(mn− 6) ≥ (2m+ 2)(n− 3).
and thus
c4 ≤ c1 (2m+ 2)(m− 1)
n(n− 1)(n− 2) .
Then we have
CIII ≤ c1 m− 1
n(n− 1)
(
n+m− 1− 2(mn− 2m− 2n+ 2)
n− 2 −
2m+ 2
n− 2
)
= c1
m− 1
n(n− 1)
(
n+m− 1− 2mn− 4n− 2m+ 6
n− 2
)
= c1
m− 1
n(n− 1)
(
n−m+ 3− 2m− 2
n− 2
)
≤ c1
(
(m− 1)(n−m+ 3)
n(n− 1) −
2(m− 1)2
n(n− 1)(n− 2)
)
≤ c1
(
(n+ 2)2
4n(n− 1) −
2(m− 1)2
n(n− 1)(n− 2)
)
≤ c1
(
(n+ 2)2
4n(n− 1) −
18
n(n− 1)(n− 2)
)
.(S70)
If n ≥ 7,
CIII ≤ c1 (n+ 2)
2
4n(n− 1) ≤
81c1
168
≤ c1
2
.
For n = 4, 5, 6, we can also verify that CIII ≤ c12 .
Therefore, we always have CIII ≤ c12 .
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Using the above bounds for (CI, CII, CIII) in (S69), we obtain that
Var (QT ) ≤ c1
(
1− 4(m− 1)(n−m− 1)
(n− 2)(n− 3)
) n∑
i=1
Q2ii
+ c1
4(m− 1)(n−m− 1)
(n− 2)(n− 3)
(tr(Q))2
n
+
c1
2
∑
[i,j]
(Q2ij +QijQji).
Because (tr(Q))2 ≤ n∑ni=1Q2ii and QijQji ≤ (Q2ij + Q2ji)/2, we conclude
that Var (QT ) ≤ c1‖Q‖2F .
APPENDIX C: PROOFS OF THE LEMMAS IN SECTION 6.2
Proof of Lemma 6.6. Using the definitions of σ2n and ρe, we have
σ2n =
(
1
n1
− 1
n
) n∑
i=1
e2i (1) +
(
1
n0
− 1
n
) n∑
i=1
e2i (0) +
2
n
n∑
i=1
ei(1)ei(0)
=
n0
n1n
n∑
i=1
e2i (1) +
n1
n0n
n∑
i=1
e2i (0) +
2ρe
n
√√√√ n∑
i=1
e2i (1)
√√√√ n∑
i=1
e2i (0).
If ρe ≥ 0, then
σ2n ≥
n0
n1n
n∑
i=1
e2i (1) +
n1
n0n
n∑
i=1
e2i (0) ≥ min
{
n1
n0
,
n0
n1
}
E2.
If ρe < 0, then using the fact(√
n0
n1
a−
√
n1
n0
b
)2
≥ 0⇐⇒ 2ab ≤ n0
n1
a2 +
n1
n0
b2,
we obtain that
σ2n ≥ (1 + ρe)
(
n0
n1n
n∑
i=1
e2i (1) +
n1
n0n
n∑
i=1
e2i (0)
)
≥ ηmin
{
n1
n0
,
n0
n1
}
E2.
Putting the pieces together, we complete the proof.
Proof of Lemma 6.7. Recall that µˆt is the intercept from the OLS fit
of Y obst on 1 and Xt. From the Frisch–Waugh Theorem, it is identical to
the coefficient of the OLS fit of the residual (I − Ht)Y obst on the residual
(I−Ht)1, after projecting onto Xt:
µˆt =
1T(I−Ht)T(I−Ht)Y obst
‖(I−Ht)1‖22
=
1T(I−Ht)Y obst
1T(I−Ht)1 .
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Using the definition (6) and the fact that (I−Ht)Xt = 0, we have
(I−Ht)Y obst = (I−Ht)(µt1 +Xtβt + et(t)) = µt(I−Ht)1 + (I−Ht)et(t),
=⇒ µˆt = µt + 1
T(I−Ht)et(t)
1T(I−Ht)1 = µt +
1Tet(t)/nt − 1THtet(t)/nt
1− 1THt1/nt .
Recalling that τ = µ1 − µ0, we complete the proof.
Proof of Lemma 6.8. Because ‖U‖op ≤ ‖U‖F , Lemma 6.3 implies that
with probability 1− δ,∥∥∥∥∥∑
i∈T
ui
∥∥∥∥∥
2
/
‖U‖F ≤
√
m(n−m)
n(n− 1) +
√
8 log
1
δ
,
which further implies
∥∥∑
i∈T ui
∥∥
2
= OP (‖U‖F ) . This immediately implies
the three results in Lemma 6.8 by choosing appropriate U.
Let ui = ei(t) with
∑n
i=1 ui = 0, U = (u1, . . . , un)
T ∈ Rn×1, and ‖U‖2F =∑n
i=1 u
2
i =
∑n
i=1 e
2
i (t). Therefore,
1Tet(t) =
∥∥∥∥∥∑
i∈Tt
ui
∥∥∥∥∥
2
= OP(‖U‖F ) = OP
√√√√ n∑
i=1
e2i (t)
 = OP (√nE2) .
Let ui = xi with
∑n
i=1 ui = 0, U = X, and ‖U‖F = ‖X‖F =
√
tr(XTX) =
tr(nI) = np. Therefore,
‖XTt 1‖2 =
∥∥∥∥∥∑
i∈Tt
ui
∥∥∥∥∥
2
= OP (‖U‖F ) = OP (√np) .
Let ui = xiei(t) with
∑n
i=1 ui = 0 due to (7). Therefore,
‖XTt et(t)‖2 =
∥∥∥∥∥∑
i∈Tt
ui
∥∥∥∥∥
2
= OP
√√√√ n∑
i=1
‖xi‖2e2i (t)
 .
Recalling (30) that ‖xi‖22 = nHii ≤ nκ, we have ‖XTt et(t)‖2 = OP
(
n
√E2κ
)
.
We need the following proposition to prove Lemma 6.9.
Proposition C.1. A and B are two symmetric matrices. A is positive
definite and A+B is invertible. Then
‖(A+B)−1 −A−1‖op ≤
‖A−1‖2op · ‖B‖op
1−min{1, ‖A−1‖op · ‖B‖op} .
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Proof of Proposition C.1. Let M = A−
1
2BA−
1
2 and Λ(M) be its
spectrum. By definition, ‖M‖op ≤ ‖A−1‖op · ‖B‖op. If ‖A−1‖op · ‖B‖op ≥ 1,
the inequality is trivial because the right-hand side of it is ∞. Without loss
of generality, we assume ‖A−1‖op · ‖B‖op < 1, which implies ‖M‖op < 1.
Proposition C.1 follows by combining
‖(A+B)−1 −A−1‖op = ‖A− 12 ((I +M)−1 − I)A− 12 ‖op
≤ ‖A−1‖op · ‖I− (I +M)−1‖op
and
‖I− (I +M)−1‖op ≤ sup
λ∈Λ(M)
∣∣∣∣ λ1 + λ
∣∣∣∣ = ‖M‖op1− ‖M‖op ≤ ‖A
−1‖op · ‖B‖op
1− ‖A−1‖op · ‖B‖op .
Proof of Lemma 6.9. Let Vi = xix
T
i − I, then
∑n
i=1 Vi = 0. In the
following, we will repeatedly use the basic facts: n−1XTX = I, ‖xi‖22 = nHii,
and
∑n
i=1 xix
T
i = XX
T = nH. Recalling the definitions of ν, ν+ and ν− in
Lemma 6.4, we have
ν2 =
∥∥∥∥∥ 1n
n∑
i=1
V 2i
∥∥∥∥∥
op
=
∥∥∥∥∥ 1n
n∑
i=1
(
‖xi‖22xixTi − 2xixTi + I
)∥∥∥∥∥
op
=
∥∥∥∥∥
(
1
n
n∑
i=1
‖xi‖22xixTi
)
− I
∥∥∥∥∥
op
=
∥∥∥∥∥
(
n∑
i=1
Hiixix
T
i
)
− I
∥∥∥∥∥
op
≤
∥∥∥∥∥
n∑
i=1
Hiixix
T
i
∥∥∥∥∥
op
+ 1 ≤ κ
∥∥∥∥∥
n∑
i=1
xix
T
i
∥∥∥∥∥
op
+ 1 = nκ‖H‖op + 1 = nκ+ 1,
ν+ = max
1≤i≤n
‖xixTi − I‖op ≤ max
1≤i≤n
‖xi‖22 + 1 = n max
1≤i≤n
Hii + 1 = nκ+ 1,
ν2− = sup
ω∈Sp−1
1
n
n∑
i=1
(ωTViω)
2 = sup
ω∈Sp−1
1
n
n∑
i=1
((xTi ω)
2 − 1)2
= sup
ω∈Sp−1
1
n
n∑
i=1
[
(xTi ω)
4 − 2(xTi ω)2 + 1
]
= sup
ω∈Sp−1
1
n
n∑
i=1
(xTi ω)
4 − 2ωT
(
XTX
n
)
ω + 1
= sup
ω∈Sp−1
1
n
n∑
i=1
(xTi ω)
4 − 1 ≤ sup
ω∈Sp−1
1
n
n∑
i=1
(xTi ω)
4
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≤ sup
ω∈Sp−1
1
n
n∑
i=1
‖xi‖22(xTi ω)2 =
∥∥∥∥∥
n∑
i=1
Hiixix
T
i
∥∥∥∥∥
op
≤ nκ.
By Lemma 6.4,
‖Σt − I‖op =
1
nt
∥∥∥∥∥∑
i∈Tt
Vi
∥∥∥∥∥
op
=OP
(
1
nt
[
n
√
C(p)κ+ nC(p)κ+ n
√
κ
])
=OP
(√
κ log p+ κ log p
)
.
By Assumption 2, κ log p = o(1), and therefore the first result holds:
(S71) ‖Σt − I‖op = OP
(√
κ log p
)
= oP(1).
Thus with probability 1− o(1),
(S72) ‖Σt − I‖op ≤
1
2
=⇒ ‖Σt‖op ≥
1
2
,
where we use the convexity of ‖ · ‖op. Note that for any Hermitian matrix A,
‖A−1‖op = λmin(A)−1 where λmin denotes the minimum eigenvalue. Thus
with probability 1− o(1),
(S73)
∥∥Σ−1t ∥∥op ≤ 2.
Therefore, the second result holds:
∥∥Σ−1t ∥∥op = OP(1).
To prove the third result, we apply Proposition C.1 with A = I and
B = Σt−I. By (S72) and (S73), with probability 1−o(1), A+B is invertible
and ‖B‖op ≤ 1/2. Together with (S71), we have∥∥Σ−1t − I∥∥op = OP( ‖B‖op1− ‖B‖op
)
= OP(‖B‖op) = OP(
√
κ log p).
Proof of Lemma 6.10. First, (7) implies
1TQ(t) = 1THdiag(e(t)) = 1TX(XTX)−1XTdiag(e(t)) = 0,
Q(t)1 = Hdiag(e(t))1 = He(t) = X(XTX)−1XTe(t) = 0,
which further imply 1TQ(t)1 = 0. Second, (9) implies tr(Q(t)) = n∆t. Third,
‖Q(t)‖2F =
n∑
i=1
n∑
j=1
H2ije
2
j (t) =
n∑
j=1
e2j (t)
(
n∑
i=1
H2ij
)
.
Because H is idempotent, HTH = H =⇒ ∑ni=1H2ij = Hjj for all j. Thus,
‖Q(t)‖2F =
∑n
j=1 e
2
j (t)Hjj ≤ nE2κ.
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Supplementary Material II: Propositions 3.1 and 3.2
The proofs rely on the following results.
Proposition C.2. [modified version of Corollary 3.1 of Yaskov [2014]]
Let Zi be i.i.d. random vectors in Rp with mean 0 and covariance I. Suppose
L(δ) , sup
ν∈Sp−1
E|νTZi|δ <∞
for some δ > 2. For any constant C > 0, with probability 1− e−Cp,
λmin
(
ZTZ
n
)
≥ 1− 5
(
pC
n
) δ
δ+2
L(δ)
2
δ+2
(
1 +
1
C
)
.
Proof of Proposition C.2. Write y = p/n and L = L(δ). The proof
of Corollary 3.1 of Yaskov [2014, page 6] showed that for any a > 0,
P
(
λmin
(
ZTZ
n
)
< 1− 4La−δ/2 − 5ay
)
≤ exp
{
−La−1−δ/2n
}
.
Let a = (Cy/L)−2/(δ+2). Then the right-hand side is 1 − e−Cp. Thus with
probability 1− e−Cp,
λmin
(
ZTZ
n
)
≥ 1− y δδ+2L 2δ+2
(
5C−
2
δ+2 + 4C
δ
δ+2
)
≥ 1− 5 (Cy) δδ+2 L 2δ+2
(
1 +
1
C
)
.
Proposition C.3 (Theorem 1 of Tikhomirov [2017]). Let Zi be i.i.d.
random vectors in Rp with mean 0 and covariance I. Suppose
L(δ) , sup
ν∈Sp−1
E|νTZi|δ <∞
for some δ > 2. Then with probability at least 1− 1/n,
ν(δ)−1
∥∥∥∥ZTZn − I
∥∥∥∥
op
≤ max1≤i≤n ‖Zi‖
2
2
n
+L(δ)
2
δ
{( p
n
) δ−2
δ
log4
(
n
p
)
+
( p
n
)min{δ−2,2}
min{δ,4}
}
,
for some constant ν(δ) depending only on δ.
Proposition C.4 (Theorem 2 of von Bahr et al. [1965]). Let Zi be
independent mean-zero random variables. Then for any r ∈ [1, 2),
E
∣∣∣∣ n∑
i=1
Zi
∣∣∣∣r ≤ 2 n∑
i=1
E|Zi|r.
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APPENDIX D: PROOF OF PROPOSITION 3.1
D.1. A lemma. First we prove a more general result.
Lemma D.1. Let Zi be i.i.d. random vectors in Rp with mean µ ∈ Rp
and covariance matrix Σ ∈ Rp×p. Let Z˜i = Σ−1/2(Zi − µ), and assume
sup
ν∈Sp−1
E|νTZ˜i|δ = O(1), and max
1≤i≤n
∣∣‖Z˜i‖22 − E‖Z˜i‖22∣∣ = OP(ω(n, p)),
for some δ > 2 and some function ω(n, p) increasing in n and p. Further
let Z = (ZT1 , . . . , Z
T
n)
T and X = VZ so that X has centered columns. If
p = O(nγ) for some γ < 1, then over the randomness of Z,
κ =
p
n
+OP
(
ω(n, p)
n
+
( p
n
) 2δ−2
δ
log4
(
n
p
)
+
( p
n
)min{2δ−2,6}
min{δ,4}
)
.
Proof of Lemma D.1. Let Z˜ = (Z˜T1 , . . . , Z˜n)
T and X˜ = VZ˜. Then
X˜ = V
(
Z − 1µT)Σ− 12 = VZΣ− 12 , and thus
X˜(X˜TX˜)−1X˜T = VZ
(
ZTVZ
)−1
ZTV = X(XTX)−1XT.
Therefore, we can assume µ = 0 and Σ = I without loss of generality, in
which case Zi = Z˜i has mean 0 and covariance matrix I.
By definition, Hii = x
T
i (X
TX)−1xi, and therefore
Hii =
1
n
xTi
((
XTX
n
)−1
− I
)
xi +
‖xi‖22
n
≤ ‖xi‖
2
2
n
1 + ∥∥∥∥∥
(
XTX
n
)−1
− I
∥∥∥∥∥
op
 .(S74)
To bound κ, we need to bound two key terms below.
Bounding
∥∥∥(n−1XTX)−1 − I∥∥∥
op
. Let Z¯ = n−1
∑n
i=1 Zi. Note that
E‖Z¯‖22 =
1
n2
n∑
i=1
E‖Zi‖22 =
1
n
E‖Z1‖22 =
p
n
.
By Markov’s inequality,
(S75) ‖Z¯‖22 = OP
( p
n
)
,
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and more precisely,
(S76) P
(
‖Z¯‖22 ≤
√
p
n
)
= 1− P
(
‖Z¯‖22 >
√
p
n
)
≥ 1−
√
p
n
.
Let A1 denote the above event that ‖Z¯‖22 ≤
√
p/n. Then P(A1) ≥ 1−
√
p/n.
By Proposition C.3,∥∥∥∥ZTZn − I
∥∥∥∥
op
= OP
(
max1≤i≤n ‖Zi‖22
n
+
( p
n
) δ−2
δ
log4
(
n
p
)
+
( p
n
)min{δ−2,2}
min{δ,4}
)
.
By the condition of Lemma D.1,
(S77)
max1≤i≤n ‖Zi‖22
n
=
p
n
+ max
1≤i≤n
‖Zi‖22 − E‖Zi‖22
n
=
p
n
+OP
(
ω(n, p)
n
)
.
Combining the above three equations, we have∥∥∥∥XTXn − I
∥∥∥∥
op
=
∥∥∥∥ZTZn − I− Z¯Z¯T
∥∥∥∥
op
≤
∥∥∥∥ZTZn − I
∥∥∥∥
op
+ ‖Z¯‖22
=OP
(
p
n
+
ω(n, p)
n
+
( p
n
) δ−2
δ
log4
(
n
p
)
+
( p
n
)min{δ−2,2}
min{δ,4}
)
=OP
(
ω(n, p)
n
+
( p
n
) δ−2
δ
log4
(
n
p
)
+
( p
n
)min{δ−2,2}
min{δ,4}
)
,(S78)
where the last line uses the fact that the third term dominates the first term
due to p/n → 0. On the other hand, by Proposition C.2 with C = √n/p,
with probability 1− e−√np,
λmin
(
ZTZ
n
)
≥ 1− 5
(√
p
n
) δ
δ+2
L(δ)
2
δ+2
(
1 +
√
p
n
)
≥ 1− 10
( p
n
) δ
2(δ+2)
L(δ)
2
δ+2 .(S79)
Let A2 denote the event in (S79). Then P(A2) ≥ 1− e−
√
np.
Note that for any Hermitian matrices A and B, the convexity of ‖ · ‖op
implies that
|λmin(A)−λmin(B)| = |λmax(−A)−λmax(−B)| ≤ ‖−A−(−B)‖op = ‖A−B‖op.
We have
λmin
(
XTX
n
)
≥ λmin
(
ZTZ
n
)
− ‖Z¯Z¯T‖op = λmin
(
ZTZ
n
)
− ‖Z¯‖22.
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Let A = A1 ∪ A2. Then on A,
λmin
(
XTX
n
)
≥ 1− 10
( p
n
) δ
2(δ+2)
L(δ)
2
δ+2 −
√
p
n
.
Since p/n→ 0, for sufficiently large n,
λmin
(
XTX
n
)
≥ 1
2
with probability
P(A) ≥ P(A1) + P(A2)− 1 ≥ 1− e−
√
npL(δ) −
√
p
n
= 1− o(1).
Finally, using Proposition C.1 with A = I and B = n−1XTX − I, by
Slusky’s lemma, we have that
(S80)∥∥∥∥∥
(
XTX
n
)−1
− I
∥∥∥∥∥
op
= OP
(
ω(n, p)
n
+
( p
n
) δ−2
δ
log4
(
n
p
)
+
( p
n
)min{δ−2,2}
min{δ,4}
)
.
Because p = O(nγ) for some γ < 1,
(S81)
∥∥∥∥∥
(
XTX
n
)−1
− I
∥∥∥∥∥
op
= OP
(
ω(n, p)
n
)
+ oP(1).
Bounding max1≤i≤n ‖xi‖22. Because xi = Zi − Z¯, the Cauchy–Schwarz in-
equality implies
‖xi‖22 = ‖Zi‖22 − 2ZTi Z¯ + ‖Z¯‖22 ≤ ‖Zi‖22 + 2‖Zi‖2‖Z¯‖2 + ‖Z¯‖22.
By (S77) and (S75),
max1≤i≤n ‖xi‖22
n
=
E‖Zi‖22
n
+
maxi ‖Zi‖22 − E‖Zi‖22 + 2‖Zi‖2‖Z¯‖2 + ‖Z¯‖22
n
=
p
n
+OP
(
ω(n, p)
n
+
√
(p+ ω(n, p))p
n3
+
p
n2
)
=
p
n
+OP
(
ω(n, p)
n
+
√
ω(n, p)p
n3
+
p
n3/2
)
.
Because ω(n, p) is increasing and p/n→ 0, we have√
ω(n, p)p
n3
= O
(
ω(n, p)
n
( p
n
)1/2)
= o
(
ω(n, p)
n
)
.
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Thus, we obtain that
(S82)
max1≤i≤n ‖xi‖22
n
=
p
n
+OP
(
ω(n, p)
n
+
p
n3/2
)
.
Putting (S74), (S81) and (S82) together and using some tedious cancel-
lations, we have
κ =
p
n
+OP
(
ω(n, p)
n
+
p
n3/2
)
+OP
(
ω2(n, p)
n2
+
( p
n
)1+ δ−2
δ
log4
(
n
p
)
+
( p
n
)1+min{δ−2,2}
min{δ,4}
)
.(S83)
Because ( p
n
)1+min{δ−2,2}
min{δ,4} ≥
( p
n
)3/2 ≥ p
n3/2
,
(S83) further simplifies to
κ =
p
n
+OP
(
ω(n, p)
n
+
ω2(n, p)
n2
+
( p
n
) 2δ−2
δ
log4
(
n
p
)
+
( p
n
)min{2δ−2,6}
min{δ,4}
)
=
p
n
+OP
(
ω(n, p)
n
max
{
ω(n, p)
n
, 1
}
+
( p
n
) 2δ−2
δ
log4
(
n
p
)
+
( p
n
)min{2δ−2,6}
min{δ,4}
)
.
We complete the proof using κ ≤ 1.
D.2. Use Lemma D.1 to prove Proposition 3.1. We have argued
in the proof of Proposition D.1 that we can assume µ = 0 without loss
of generality. Because the hat matrix is invariant to rescaling, we further
assume EZ2ij = 1 without loss of generality. Based on Proposition D.1, it
suffices to verify
sup
ν∈Sp−1
E|νTZi|δ = O(1),(S84)
max
1≤i≤n
∣∣‖Zi‖22 − E‖Zi‖22∣∣ = OP (n 2δ p 2min{δ,4}) .(S85)
If (S84) and (S85) hold, by Proposition D.1, we have that
κ =
p
n
+OP
(
p2/min{δ,4}
n(δ−2)/δ
+
( p
n
) 2δ−2
δ
log4
(
n
p
)
+
( p
n
)min{2δ−2,6}
min{δ,4}
)
.
Then we can prove Proposition 3.1 for two cases.
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Case 1. If δ > 4, then 2δ−2δ <
3
2 =
min{2δ−2,6}
min{δ,4} . Thus the third term domi-
nates the second term in the above OP(·), implying
κ =
p
n
+OP
(
p1/2
n(δ−2)/δ
+
( p
n
) 3
2
)
.
Case 2. If δ ≤ 4, then
κ =
p
n
+OP
(
p2/δ
n(δ−2)/δ
+
( p
n
) 2δ−2
δ
log4
(
n
p
))
.
Because ( p
n
) 2δ−2
δ
=
p2/δ
n(δ−2)/δ
p(2δ−4)/δ
n
≤ p
2/δ
n(δ−2)/δ
p
n
,
the first term dominates in the above OP(·), implying
κ =
p
n
+OP
(
p2/δ
n(δ−2)/δ
)
=
p
n
+OP
(
p2/δ
n(δ−2)/δ
+
( p
n
)3/2)
.
The last identity holds because p3/2/n3/2 is of smaller order and thus we can
add it back.
We will prove (S84) and (S85) below.
D.2.1. Proving (S84). By Rosenthal [1970]’s inequality,
E|νTZi|δ = E
∣∣∣∣ p∑
j=1
νjZij
∣∣∣∣δ ≤ C
 p∑
j=1
|νj |δE|Zij |δ +
 p∑
j=1
ν2j EZ
2
ij
δ/2

where C is a constant depending only on δ. Because ‖ν‖2 = 1, we have
max1≤j≤p |νj | ≤ 1 and thus
p∑
j=1
|νj |δE|Zij |δ ≤M
p∑
j=1
|νj |δ ≤M
p∑
j=1
|νj |δ = M.
Ho¨lder’s inequality implies EZ2ij ≤
(
E|Zij |δ
)2/δ ≤ M2/δ, which further im-
plies  p∑
j=1
ν2j EZ
2
ij
δ/2 ≤ (M2/δ)δ/2 = M.
Because the above two bounds hold regardless of ν, we conclude that
sup
ν∈Sp−1
E|νTZi|δ ≤ 2CM = O(1).
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D.2.2. Proving (S85). Let Wij = Z
2
ij − EZ2ij . Using Jensen’s inequality
that E|(X +Y )/2|r ≤ (E|X|r +E|Y |r)/2 for any random variables X,Y and
r > 1, we obtain that
E|Wij |δ/2 ≤ 2δ/2−1
(
E|Zij |δ + (EZ2ij)δ/2
)
≤ 2δ/2E|Zij |δ ≤ 2δ/2M , M˜.
We consider two cases.
Case 1: δ ≥ 4. By Ho¨lder’s inequality, EW 2ij ≤ M˜4/δ. By Rosenthal [1970]’s
inequality,
E|‖Zi‖22 − E‖Zi‖22|δ/2 = E
∣∣∣∣ p∑
j=1
Wij
∣∣∣∣δ/2 ≤ C
 p∑
j=1
E|Wij |δ/2 +
 p∑
j=1
EW 2ij
δ/4

≤ C
(
pM˜ + pδ/4M˜
)
≤ CM˜pδ/4,
which implies E
∣∣‖Zi‖22 − E‖Zi‖22∣∣δ/2 = O (pδ/4) . As a result,
E
{
max
1≤i≤n
∣∣‖Zi‖22 − E‖Zi‖22∣∣δ/2} ≤ n∑
i=1
E
∣∣‖Zi‖22 − E‖Zi‖22∣∣δ/2 = O (npδ/4) .
By Markov’s inequality, max1≤i≤n
∣∣‖Zi‖22 − E‖Zi‖22∣∣ = OP (n2/δp1/2) .
Case 2: δ < 4. By Proposition C.4, with δ/2 ∈ (1, 2),
E|‖Zi‖22 − E‖Zi‖22|δ/2 = E
∣∣∣∣ p∑
j=1
Wij
∣∣∣∣δ/2 ≤ 2 p∑
j=1
E|Wij |δ/2 ≤ 2pM˜.
Similar to Case 1, max1≤i≤n
∣∣‖Zi‖22 − E‖Zi‖22∣∣ = OP (n2/δp2/δ) .
APPENDIX E: PROOF OF PROPOSITION 3.2
Let Y¯ (t) = n−1
∑n
i=1 Yi(t). Note that H1 = X(X
TX)−1XT1 = 0. By def-
inition, e(t) = (I−H){Y (t)−Y¯ (t)1} = (I−H){Y (t)−EYi(t)1}. Throughout
the rest of the proof, we assume that EYi(t) = 0 without loss of generality,
and define M(δ) , maxt=0,1 E|Yi(t)|δ.
E.1. Bounding E2. Let Zi = Yi(t)2. Then the moment condition reads
E|Zi|δ/2 <∞. The Kolmogorov–Marcinkiewicz–Zygmund strong law of large
number [Kallenberg, 2006, Theorem 4.23] implies
1
n
n∑
i=1
Zi
a.s.→ EZ1 = OP(1), if δ ≥ 2,
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1
n2/δ
n∑
i=1
Zi = o(1) =⇒ 1
n
n∑
i=1
Zi = oP(n
2/δ−1), if δ < 2.
On the other hand,
1
n
‖e(t)‖22 =
1
n
Y (t)T(I−H)Y (t) ≤ 1
n
‖Y (t)‖22 =
1
n
n∑
i=1
Zi,
which further implies the bound for E2.
E.2. Bounding E−12 . Without loss of generality, we assume that Yi(1)
is not a constant with probability 1. First we show that
Y (1)THY (1)
Y (1)TY (1)
= oP(1).
For any permutation pi on {1, . . . , n}, let H(pi) denote the matrix with
H(pi)ij = Hpi(i),pi(j).
Because the Yi(1)’s are i.i.d., for any pi,
(Y1(1), . . . , Yn(1))
d
= (Ypi−1(1)(1), . . . , Ypi−1(n)(1)),
and thus
Y (1)TH(pi)Y (1)
Y (1)TY (1)
=
∑n
i=1
∑n
j=1Hpi(i),pi(j)Yi(1)Yj(1)∑n
i=1 Yi(1)
2
=
∑n
i=1
∑n
j=1Hi,jYpi−1(i)(1)Ypi−1(j)(1)∑n
i=1 Ypi−1(i)(1)
2
d
=
Y (1)THY (1)
Y (1)TY (1)
.
Furthermore,
Y (1)THY (1)
Y (1)TY (1)
≤ 1
and thus it has finite expectation. This implies that
E
Y (1)THY (1)
Y (1)TY (1)
=
1
n!
∑
pi
Y (1)TH(pi)Y (1)
Y (1)TY (1)
=
1
n!
Y (1)TH∗Y (1)
Y (1)TY (1)
,
where H∗ =
∑
piH(pi)/n! with the summation over all possible permuta-
tions. We can show that
H∗ii =
1
n
n∑
i=1
Hii =
p
n
, H∗ij =
1
n(n− 1)
∑
i 6=j
Hij = − 1
n(n− 1)
n∑
i=1
Hii = − p
n(n− 1) ,
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where the last equality uses the fact that
∑n
i=1
∑n
j=1Hij = 0. Therefore,
E
Y (1)THY (1)
Y (1)TY (1)
= E
Y (1)TH∗Y (1)
Y (1)TY (1)
=E
p
nY (1)
TY (1)− pn(n−1)
∑
i 6=j Yi(1)Yj(1)
Y (1)TY (1)
=
p
n− 1 −
p
n(n− 1)E
(
∑n
i=1 Yi(1))
2
Y (1)TY (1)
≤ p
n− 1 .
By Markov’s inequality, with probability 1− 2pn−1 = 1− o(1),
Y (1)THY (1)
Y (1)TY (1)
≤ 1
2
.
Let A denote this event. Then
P(Ac) = o(1),
and on A,
1
n
‖e(1)‖22 =
1
n
Y (1)T(I −H)Y (1) ≥ 1
2n
‖Y (1)‖22.
On the other hand, fix k > 0, and let Z˜i = Yi(1)I(|Yi(1)| ≤ k). For suf-
ficiently large k, EZ˜i > 0. By the law of large numbers, n−1
∑n
i=1 Z˜i =
EZ˜i × (1 + oP(1)). Thus on A,
E2 ≥ 1
2n
n∑
i=1
Yi(1)
2 ≥ 1
2n
n∑
i=1
Z˜i = EZ˜i × (1 + oP(1))
Since P(Ac) = o(1), we conclude that E−12 = OP(1).
E.3. Bounding E∞. We apply the triangle inequality to obtain
‖e(t)‖∞ ≤ ‖Y (t)‖∞ + ‖HY (t)‖∞.
We bound the first term using a standard technique and Markov’s inequality:
(S86) E‖Y (t)‖δ∞ ≤
n∑
i=1
E|Yi(t)|δ = nM(δ) =⇒ ‖Y (t)‖∞ = OP
(
n1/δ
)
.
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Next we bound the second term ‖HY (t)‖∞. Define Y˜ (t) = HY (t) with
Y˜i(t) =
n∑
j=1
HijYj(t), (i = 1, . . . , n).
Fix  > 0 and define
D =
(
M(δ)

)1/δ
.
We decompose Y˜i(t) into two parts:
Y˜i(t) =
n∑
j=1
HijYj(t)I(|Yj(t)| ≤ Dn1/δ) +
n∑
j=1
HijYj(t)I(|Yj(t)| > Dn1/δ)
, R1,i(t) +R2,i(t).
The second term R2,i(t) satisfies
P (∃i, R2,i(t) 6= 0) ≤ P
(
∃j, |Yj(t)| > Dn1/δ
)
≤
n∑
j=1
P
(
|Yj(t)| > Dn1/δ
)
≤
n∑
j=1
1
Dδn
E|Yj(t)|δ ≤ M(δ)
Dδ
= .(S87)
To deal with the first term R1,i(t), we define
wj(t) = Yj(t)I(|Yj(t)| ≤ Dn1/δ)− E
{
Yj(t)I(|Yj(t)| ≤ Dn1/δ)
}
,
with Ewj(t) = 0. Because
1TH = 0 =⇒
n∑
j=1
Hij = 0 =⇒
n∑
j=1
HijE
{
Yj(t)I(|Yj(t)| ≤ Dn1/δ)
}
= 0.
we can rewrite R1,i(t) as
R1,i(t) =
n∑
j=1
Hijwj(t).
The rest of the proof proceeds based on two cases.
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Case 1: δ < 2. First, the wj(t)’s are i.i.d. with second moment bounded by
Ewj(t)
2 ≤ E
{
Y 2j (t)I(|Yj(t)| ≤ Dn1/δ)
}
≤ (Dn1/δ)2−δE|Yj(t)|δ
≤ n(2−δ)/δD2−δM(δ) = n(2−δ)/δ−(2−δ)/δM(δ)2/δ.
Second, using the fact that
∑n
j=1H
2
ij = Hii, we obtain
ER1,i(t)
2 =
n∑
j=1
H2ijEwj(t)
2 = Ew1(t)
2
 n∑
j=1
H2ij
 =HiiEw1(t)2.
Let R1(t) denote the vector (R1,i(t))
n
i=1. Then
E‖R1(t)‖2∞ ≤
n∑
i=1
ER1,i(t)
2 =
(
n∑
i=1
Hii
)
Ew1(t)
2 ≤ pn(2−δ)/δ−(2−δ)/δM(δ)2/δ.
By Markov’s inequality, with probability 1− ,
‖R1(t)‖∞ ≤
(
E‖R1(t)‖2∞

)1/2
= p1/2n(2−δ)/2δ−(4−δ)/2δM(δ)1/δ.(S88)
Combining (S87) and (S88), we obtain that with probability 1− 2,
‖HY (t)‖∞ ≤ p1/2n(2−δ)/2δ−(4−δ)/2δM(δ)1/δ.
Because this holds for arbitrary , we conclude that if δ < 2,
‖HY (t)‖∞ = OP
(
p1/2n1/δ−1/2
)
= oP(n
1/δ).
Case 2: δ ≥ 2. Using the convexity of the mapping | · |δ, we have
E
∣∣∣∣wj(t)2
∣∣∣∣δ ≤ E
{|Yj(t)|δI(|Yj(t)| ≤ Dn1/δ)}+ |E{Yj(t)I(|Yj(t)| ≤ Dn1/δ)} |δ
2
.
Applying Jensen’s inequality on the second term, we have
E|wj(t)|δ ≤ 2δE
{
|Yj(t)|δI(|Yj(t)| ≤ Dn1/δ)
}
≤ 2δE|Yj(t)|δ ≤ 2δM(δ).
By Rosenthal [1970]’s inequality, there exists a constant C depending only
on δ, such that
E|R1,i(t)|δ ≤ C
 n∑
j=1
E|Hijwj(t)|δ +
 n∑
j=1
E|Hijwj(t)|2
δ/2

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≤ C
2δM(δ) n∑
j=1
|Hij |δ +
22M(2) n∑
j=1
H2ij
δ/2

≤ C2δ
M(δ)Hδ/2−1ii n∑
j=1
H2ij +M(2)
δ/2H
δ/2
ii

= C2δ(M(δ) +M(2)δ/2)H
δ/2
ii ≤ C2δ(M(δ) +M(2)δ/2)Hii.
where the last two lines use
∑n
j=1H
2
ij = Hii, H
2
ij ≤ Hii, and Hδ/2ii ≤ Hii
due to Hii ≤ 1 and δ/2 > 1. As a result,
E‖R1(t)‖δ∞ ≤
n∑
i=1
E|R1,i(t)|δ ≤ C2δ(M(δ) +M(2)δ/2)
n∑
i=1
Hii
= C2δ(M(δ) +M(2)δ/2)p.
Markov’s inequality implies that with probability 1− ,
‖R1(t)‖∞ ≤
(
E‖R1(t)‖δ∞

)1/δ
= p1/δ
(
C2δ(M(δ) +M(2)δ/2)
)1/δ
.(S89)
Combining (S87) and (S89), we obtain that with probability 1− 2,
‖HY (t)‖∞ ≤ p1/δ
(
C2δ(M(δ) +M(2)δ/2)
)1/δ
.
Because this holds for arbitrary , we conclude that if δ ≥ 2,
‖HY (t)‖∞ = OP
(
p1/δ
)
= oP(n
1/δ).
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Supplementary Material III: Experiments
APPENDIX F: ADDITIONAL EXPERIMENTS
Using the following proposition, we know that the solution of  in Section
4.1 is the rescaled OLS residual vector obtained by regressing the leverage
scores (Hii)
n
i=1 on X with an intercept.
Proposition F.1. Let a ∈ Rn be any vector, and A ∈ Rn×m be any
matrix with HA = A(A
TA)−1AT being its projection matrix. Define e =
(I−HA)a. Then x∗ = n1/2e/‖e‖2 is the optimal solution of
max
x∈Rn
|aTx| s.t. ‖x‖22/n = 1, ATx = 0.
Proof of Proposition F.1. The constraint ATx = 0 implies HAx =
0. Thus, |aTx| = |aTx − aTHAx| = |aT(I − HA)x| = |eTx|. The Cauchy–
Schwarz inequality implies |eTx| ≤ ‖e‖2‖x‖2 = n1/2‖e‖2, with the maximum
objective value achieved by x = n1/2e/‖e‖2.
We present more simulation results in the rest of this section.
F.1. Other experimental results on synthetic datasets. Section
4 shows the results for X contains i.i.d. t(2) entries. Here we plot the results
for X containing i.i.d. entries from N(0, 1) and t(1), analogous to the results
in Sections 4.3–4.5.
The case withN(0, 1) entries exhibits almost the same qualitative pattern;
see Fig. S5 and Fig. S6. However, for the case with t(1) entries, the bias
reduction is less effective and none of the variance estimates, including HC3
estimate, is able to protect against undercoverage when p > n1/2; see Fig.
S7 and Fig. S8.
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(c) Empirical 95% coverage of t-statistics derived from two estimators and four
variance estimators (“theoretical” for σ2n, “HC2” for σˆ
2
HC2 and “HC3” for σˆ
2
HC3)
Fig S5: Simulation. X is a realization of a random matrix with i.i.d. N(0, 1)
entries and e(t) is a realization of a random vector with i.i.d. entries: (Left)
pi1 = 0.2; (Right) pi1 = 0.5. Each column corresponds to a distribution of
e(t).
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(b) Empirical 95% coverage of t-statistics derived from two estimators and two
variance estimators (“HC2” for σˆ2HC2 and “HC3” for σˆ
2
HC3)
Fig S6: Simulation. X is a realization of a random matrix with i.i.d. N(0, 1)
entries and e(t) is defined in (27): (Left) pi1 = 0.2; (Right) pi1 = 0.5.
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(c) Empirical 95% coverage of t-statistics derived from two estimators and four
variance estimators (“theoretical” for σ2n, “HC2” for σˆ
2
HC2 and “HC3” for σˆ
2
HC3)
Fig S7: Simulation. X is a realization of a random matrix with i.i.d. t(1)
entries and e(t) is a realization of a random vector with i.i.d. entries: (Left)
pi1 = 0.2; (Right) pi1 = 0.5. Each column corresponds to a distribution of
e(t).
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(b) Empirical 95% coverage of t-statistics derived from two estimators
and two variance estimators (“HC2” for σˆ2HC2 and “HC3” for σˆ
2
HC3)
Fig S8: Simulation. X is a realization of a random matrix with i.i.d. t(1)
entries and e(t) is defined in (27): (Left) pi1 = 0.2; (Right) pi1 = 0.5.
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F.2. Experimental results on real datasets.
F.2.1. The LaLonde data. We use the dataset from a randomized exper-
iment on evaluating the impact of National Supported Work Demonstra-
tion, a labor training program, on postintervention income levels [LaLonde,
1986, Dehejia and Wahba, 1999]. It is available at http://users.nber.org/
~rdehejia/data/nswdata2.html, and has n = 445 units with n1 = 185
units assigned in the program. It has 10 basic covariates: age, education,
Black (1 if black, 0 otherwise), Hispanic (1 if Hispanic, 0 otherwise), mar-
ried (1 if married, 0 otherwise), nodegree (1 if no degree, 0 otherwise),
RE74/RE75 (earnings in 1974/1975), u74/u75 (1 if RE74/RE75 = 0, 0 oth-
erwise). We form a 445 × 49 X by including all covariates and two-way
interaction terms, and removing the ones perfectly collinear with others. We
generate potential outcomes which mimics the truth. Specifically, we first
regress the observed outcomes on the covariates in each group separately to
obtain the coefficient vectors βˆ1, βˆ0 ∈ R49 and the estimates σˆ1, σˆ0 of error
standard deviation.
For each p ∈ {1, 2, . . . , 49}, we randomly extract p columns to form a
445×p submatrix. Then we generate potential outcomes from (26) by setting
βˆ1, βˆ0 to be the subvector of β1, β0 corresponding to the positions of selected
columns and setting σ1 = σˆ1/2 and σ0 = σˆ0/2. Then we perform all steps as
for the synthetic datasets before. For each p we repeat the above procedure
using 50 random seeds and report the median of all measures. Fig. S9 and
Fig. S10 show the results.
Compared to the synthetic dataset in Section 4, this dataset is more
adversarial to our theory in that even the HC3 variance estimate suffers
from undercoverage for large p. It turns out that κ = 0.887 in this dataset
while κ = 0.184 for random matrices with i.i.d. N(0, 1) entries.
F.2.2. The STAR data. The second dataset is from the Student Achieve-
ment and Retention (STAR) Project, a randomized evaluation of academic
services and incentives on college freshmen. It has 974 units with 118 units
assigned to the treatment group. Angrist et al. [2009] give more details.
We include gender, age, high school GPA, mother language, indicator on
whether living at home, frequency on putting off studying for tests, edu-
cation, mother education, father education, intention to graduate in four
years and indicator whether being at the preferred school. We also include
the interaction terms between age, gender, high school GPA and all other
variables. This ends up with 53 variables. Fig. S11 and Fig. S12 show the
results.
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(c) Empirical 95% coverage of t-statistics derived from two estimators and four
variance estimators (“theoretical” for σ2n, “HC2” for σˆ
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HC2 and “HC3” for σˆ
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Fig S9: Simulation on Lalonde dataset. e(t) is a realization of a random
vector with i.i.d. entries. Each column corresponds to a distribution of e(t).
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(b) Empirical 95% coverage of t-statistics derived from two
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and “HC3” for σˆ2HC3)
Fig S10: Simulation on Lalonde dataset. e(t) is defined in (27).
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Fig S11: Simulation on STAR dataset. e(t) is a realization of a random vector
with i.i.d. entries. Each column corresponds to a distribution of e(t).
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Fig S12: Simulation on STAR dataset. e(t) is defined in (27).
