Abstract. Classical contact Lie algebras are the fundamental algebraic structures on the manifolds of contact elements of configuration spaces in classical mechanics. Xu introduced a large category of contact simple Lie algebras which are related to locally finite derivations and are in general not finitely graded. The isomorphism classes of these Lie algebras were determined in a previous paper by Xu and Su. In this paper, the derivation algebras and the 2-cohomology groups of these Lie algebras are determined, and it is obtained that the 2-cohomology groups of these Lie algebras are all trivial.
§1. Introduction
One of the four well-known classes of infinite dimensional simple Lie algebras of Cartan type is the class of contact Lie algebras. Classical contact Lie algebras are the fundamental algebraic structures on the manifolds of contact elements of configuration spaces in classical mechanics. Simple contact Lie algebras have been studied by Kac [2, 3] , Osborn [5] , Osborn and Zhao [6] , and Xu [9, 10] . In [9] , Xu constructed a class of contact Lie algebras based on the pairs (A, D), where A is a commutative associative unital algebra and D is a finite dimensional commutative subalgebra of locally finite derivations of A such that A does not have proper D-stable ideal. From the classification of such pairs (A, D) in [8] , it is known that the class of contact Lie algebras in [9] is the largest class under this locally finite condition.
In [7] , Xu and Su determined the isomorphism classes of the contact Lie algebras given in [9] . Osborn and Zhao [6] determined the isomorphism classes of the contact Lie algebras constructed by themselves. The problem of determining the derivation algebras and the 2-cohomology groups of the Lie algebras given in [6] remains unsolved. In this paper, we shall solve this problem for the contact Lie algebras given in [9] (thus also solve the problem for the Lie algebras given in [6] ).
The significance of derivations for Lie theory, as pointed in [1] , resides in their affinity to the cohomology groups, their determination affords insight into structural features of Lie algebras which do not figure prominently in the defining properties. Some general results concerning derivations of finitely graded Lie algebras were established in [1] . However in our case the Lie algebras are in general not finitely graded, the results of [1] can not apply here, thus the determination of the derivation algebras of Lie algebras of this kind is a nontrivial problem. We use a different technique to solve the problem here.
The 2-cohomology groups of Lie algebras play important roles in the central extensions of Lie algebras, which are often used in the structure theory and the representation theory of Kac-Moody algebras (cf. [4] ). Since the cohomology groups are closely related to the structures of Lie algebras, the computation of cohomology groups seems to be important and interesting as well.
In Section 2, we shall present the contact simple Lie algebras given in [9] in what we call the normalized forms (cf. [7] ). Then the determinations of derivation algebras and 2-cohomology groups of these Lie algebras are given in Sections 3 and 4 (see Theorems 3.1 and 4.6) and we obtain that the 2-cohomology groups of these Lie algebras are all trivial. §2. Normalized forms For m, n ∈ Z, we denote m, n = {m, m + 1, ..., n}. Let ℓ = (ℓ 1 , ..., ℓ 6 ) ∈ N 6 such that
Define the map : J → J to be the index shifting of ι 6 steps in J, i.e.,
An element of the vector space F 1+2ι 6 is denoted as
For α ∈ F 1+2ι 6 and K ⊂ J, we denote by α K the vector obtained from α with support K, i.e.,
When the context is clear, we also use α K to denote the element in F |K| obtained from α by deleting the coordinates at p ∈ 0, 2ι\K; for instance, α {1,2} = (α 1 , α 2 ). Moreover, we denote
Let Γ be an additive subgroup of F 1+2ι 6 such that
= 0}, and
where in general, we define Γ p = {α p | (α 0 , α 1 , α 1 , ..., α ι 6 , α ι 6 ) ∈ Γ}. Take J 0 = {0} or N such that J 0 + Γ 0 = {0}, and 10) and set J = (J 0 , J 1 ) ⊂ N 1+2ℓ 6 , an additive subsemigroup. An element of J is denoted as
Let A be the semigroup algebra F[Γ × J ] with basis B and multiplication · defined by
Then (A, ·) forms a commutative associative algebra with 1 = x 0,0 as the identity element. For convenience, we often denote
for p ∈ J. (2.13)
In particular, t i = p∈ J t ip p . Define the operators {∂ p , ∂ * p , ∂ tp | p ∈ J} on A by (in fact, they are derivations of (A, ·))
14)
for p ∈ J, (α, i) ∈ Γ × J , where we always use the convention that 
forms a contact Lie algebra, which is in general not finitely-graded. The algebras (A, [·, ·]) are the normalized forms of the contact simple Lie algebras given in [9] . We denote the Lie algebra (A, [·, ·]) by
Then the Lie algebras given in [6] are the Lie algebras K( ℓ, σ, Γ, {0}) with ℓ = (ℓ 1 , 0, 0, 0, 0, 0). §3. Structure of derivation algebras In this section, we shall determine Der K. Recall that a derivation d of the Lie algebra K is a linear transformation on K such that
Denote by Der K the space of the derivations of K, which is a Lie algebra. Moreover, the space ad K = {ad u | u ∈ K} is an ideal. Elements in ad K are called inner derivations, while elements in Der K\ad K are called outer derivations.
We give the explicit form of (2.18) as follows:
We shall find out all possible derivations of K. First, observe from definition (2.14) and (2.18) that for p ∈ I 2 ∪ J 3 ∪ I 5 , the operator ∂ tp is an outer derivation of K. Next, denote by Hom
We also define µ
is a direct sum as vector spaces. Then we have Theorem 3.1. The derivation algebra Der K is a direct of subspaces:
Proof. First we prove that the right-hand side of (3.11) is the direct sum. Thus suppose
is the zero derivation, where
, we obtain that
In particular, c −σq,1 [q] = 0 for q ∈ I 4,5 . Applying d to x β for β ∈ Γ, by calculating the coefficients of x β, j with p∈ J j p being maximal and by calculating the coefficient of
If J 0 = {0}, then by (3.10), we obtain µ = 0, c 0,0 = c −σp = 0 for p ∈ I 1,3 ; if J 0 = N, applying d to t 0 , we obtain in particular c 0,0 = 0, then (3.10) and (3.12) again give µ = 0, c −σp = 0 for p ∈ I 1,3 . Now applying d to the set
where s = 0 if Γ 0 = {0} and s = t 0 if Γ 0 = {0}, we obtain by induction on p∈ J i p that
Thus the right-hand side of (3.11) is a direct sum. Now let d ∈ Der K and let D be the space in the right-hand side of (3.11). Note that D ⊃ Hom ′ Z (Γ, F) by (3.9) and (3.10). We shall prove that after a number of steps in each of which d is replaced by d − d ′ for some d ′ ∈ D the zero derivation is obtained and thus proving that d ∈ D. This will be done by a number of claims.
and
is the set of ad-locally finite but not ad-semisimple elements of the basis B). Say A 1 has n 1 elements, and list its elements as y 1 , ..., y n 1 . Let u ∈ K. For any r ∈ 1, n 1 , we can choose v ∈ K satisfying
, any element u of K is an image of the operator ad y r such that if u commutes with y q , then we can find a preimage v also commuting with y q .
Since u is a linear combination of the basis elements x α, i , we can suppose u = x α, i . We shall use (3.4)-(3.6) to prove the claim. Say y r = x −σp for some p ∈ I 3 (otherwise the proof is similar).
If α p = α p , by (3.5), we can take
By induction on i p + i p , we can take v 2 such that
, and by induction, we also have [y q , v 2 ] = 0.
By induction on i p , we also have the result. This proves the claim.
and let
Say A 2 has n 2 elements and list its elements as z 1 , ..., z n 2 . For r ∈ 1, n 2 , suppose we have proved d(z q ) = 0 for q < r. Let u = d(z r ). We have 
Note from (3.18) that a nonzero term x γ, k appearing in the left-hand side of (3.
Such an element u has to be zero. This completes the proof of the claim.
and let 
commutes with all elements of B 3 except two elements, i.e.,
[y, 
respectively, and the result follows from Claims 2-5. Now the general result can be proved as in the proof of Claim 5 by induction on |a|.
Claim 7. We can suppose d = 0. For any i ∈ J , we define
For n ∈ N, we denote
Inductively suppose we have proved d(K n−1 ) = 0. Consider u = d(x α, i ) with | i| = n and suppose a nonzero term x β, j appears in u.
By computing the coefficients of x β, j in both sides of each equation in (3.29), we obtain
from this, since i i , i p , j p , j p are all nonnegative integers, we obtain
Similarly, we can prove
and similarly, we have
which is the eigenvalue for (ad
2 corresponding to the eigenvector u, and 
, by (3.34) and (3.36), we obtain
Thus if we suppose
then we obtain from (3.35)-(3.37) that β p = α p for p ∈ J 1,3 . This together with (3.30)-
, u has at most one term, so we can suppose
for some c α, i ∈ F. Note that we deduce (3.39) under the condition (3.38). For α ∈ Γ, let
We want to prove by induction on m α the following Statement 1. Condition (3.38) can be removed, i.e., (3.39) holds for all α ∈ Γ. Note that if we can find (µ, j),
for some c 1 , c 2 ∈ F, p ∈ S α , y ∈ K n−1 with c 1 = 0, m µ = 0, m ν < m α , then we are done because either p / ∈ S α−σp (then m α−σp = m α − 1), or p ∈ S α−σp (then α p + α p = −2 and (α − σ p ) p + (α − σ p ) p = 0, and we can use induction on α p + α p ), and we can use (3.1), the induction on m α and the assumption that d(K n−1 ) = 0 to obtain (3.39).
Assume that p ∈ S α . In all cases below, we can choose j = 0, k = i and choose µ, ν as follows so that (3.41) can be satisfied (where j, k, l ∈ Z are suitable integers to guarantee
and ∃ q ∈ I 1,3 \{p} with (α q , α q ) = (−1, −1),
(3.45)
Now we are left the following two cases:
Suppose we are in case (3.46) . If x β appears in u with nonzero coefficient, and (β p , β p ) = (α p , α p ) for some p ∈ I 1,3 , then (3.36) and (3.46) show that (β p , β p ) = (0, 0), while (α p , α p ) = (−1, −1). Let m be the number of such p's, then (3.30) and (3.33) show that
) (cf. Claims 4 and 5) with eigenvalue equal to Case 1: Γ 0 = {0} and i = i J 6 (i.e., n = 0). We want to prove c α+β, i+ j = c α, i + c β, j for α, β ∈ Γ and i = i J 6 , j = j J 6 ∈ J, (3.50)
We define
Applying d to (3.2), and comparing the coefficients of x α+β, i+ j in both sides, we obtain that (3.50) holds if φ 0 (α, i, β, j) = 0. Assume that φ 0 (α, i, β, j) = 0. If α 0 , β 0 = 0, then we can always choose γ ∈ Γ, such that Note that a general element x a i can be generated by the set 
The rest of the proof of this case is exactly the same as that of Case 3.
This proves Claim 7 and Theorem 3.1.
Second cohomology groups
In this section, we shall determine the second cohomology groups of the contact Lie algebra K = K( ℓ, Γ). Recall that a 2-cocycle on K is an F-bilinear function ψ : K × K → F satisfying the following conditions:
for v 1 , v 2 , v 3 ∈ K. Denote by C 2 (K, F) the vector space of 2-cocycles on K. For any F-linear function f : K → F, one can define a 2-cocycle ψ f as follows
Such a 2-cocycle is called a 2-coboundary or a trivial 2-cocycle on K. Denote by B 2 (K, F) the vector space of 2-coboundaries on K. A 2-cocycle φ is said to be equivalent to a 2-cocycle ψ if φ − ψ is trivial. For a 2-cocycle ψ, we denote by [ψ] the equivalent class of ψ. The quotient space
is called the second cohomology group of K. Lemma 4.1. If J 0 = N or ι 6 = ℓ 1 , then H 2 (K, F) = 0. Proof. Let ψ be a 2-cocycle. Say ℓ 2 = 0 (from the proof below, one sees that the proof is exactly similar if J 0 = N or ℓ i = 0 for some i = 1, 2). Fix p ∈ I 2 and define a linear function f by induction on i p as follows:
3) and (4.5) show that
Using Jacobian identity (4.2), we obtain 8) and by induction on j p , we again have φ(x α, i , x β, j ) = 0. Thus φ = 0. From now on, we assume that J 0 = {0} and ι 6 = ℓ 1 . Denote 9) as in (2.19). Suppose ψ is a 2-cocycle. We define a linear function f as follows: First for α ∈ Γ\{σ} with α 0 = 0, we define
Then we set
where
(4.12) (4.13) (4.14)
Proof. If α 0 = 0, by definition, we have φ(1, ), using the same arguments as above, we have (4.14). Finally suppose q = p ∈ I 1 . We can assume that α 0 = 0, α r = α r = −1 for r ∈ I 1 \{p} and α p = α p + 2 and α p = −1 (otherwise either we can use (4.15)-(4.16) to obtain (4.14) or we can write x α as [x 2 [r] , y] for some r ∈ I 1 , y ∈ K and use (4.2), (4.13) to obtain (4.14)). But [p] ] for some r = p, p and some k ∈ Z such that |k| < |i|, and using (4.2) and by induction on |i|. Lemma 4.4. We have φ(x α , x β ) = δ α+β,σ c α for all α, β ∈ Γ and some c α ∈ F. Proof. Assume that φ(x α , x β ) = 0. First we prove which is a contradiction with the assumption that φ(x α , x β ) = 0. Thus α p = 0 implies β p = −1. Similarly α p = 0 implies β p = −1, i.e., we have (4.17). Now set S = {x α | α ∈ Γ, (α p , α p ) = 0, α p + α p = 0, −1, −2 for all p ∈ I 1 }, (4.19) 
