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Understanding the quantum many-body problem and its applications to correlated materials,
cold atoms and nanoelectronic devices is a central problem of physics. Nonetheless, few numerical
techniques can simulate strongly correlated systems in an accurate and controlled way, especially
when far from equilibrium. Perturbation theory has seen an unexpected recent revival, based on
Quantum Monte Carlo approaches that calculate all Feynman diagrams up to large orders. Here we
show that integration based on low-discrepancy sequences can be adapted to this problem and greatly
outperforms state-of-the-art diagrammatic Monte Carlo methods. In relevant practical applications,
we show a speed-up of several orders of magnitude. We demonstrate convergence with scaling as
fast as 1/N in the number of sample points N , parametrically faster than the 1/
√
N of Monte Carlo
methods. Our approach enables a new scale of high-precision computation for strongly interacting
quantum many-body systems. We illustrate it with a solution of the Kondo ridge in quantum dots.
The exponential complexity of quantum many-body
systems is at the heart of many remarkable phenom-
ena. Advances in correlated materials and recently de-
veloped synthetic quantum systems – e.g. atomic gases
[1], trapped ions [2], and nanoelectronic devices [3–6] –
have allowed many-body states to be characterized and
controlled with unprecedented precision. The latest of
these systems, quantum computing chips, are highly en-
gineered out-of-equilibrium many-body systems, where
the interacting dynamics performs computational tasks
[7]. However, our understanding of these many-body sys-
tems is limited by their intrinsic complexity. While un-
controlled approximations can give insight into possible
behaviors, there is a growing effort to develop controlled,
high-precision methods [8], especially ones that apply far
from equilibrium [9–11]. These allow us to make quan-
titative predictions about the physics of many-body sys-
tems and to uncover qualitatively new effects at strong
coupling.
Among theoretical approaches, perturbative expan-
sions in the interaction strength have seen an unexpected
recent revival, in particular using a family of “diagram-
matic” Quantum Monte Carlo (DiagQMC) methods [10–
21]. Using various techniques [11, 12, 18, 21], it is now
possible to sum perturbative series beyond their radius of
convergence and thus access strongly correlated regimes.
The effects of strong interactions have been studied in
diverse systems, including unitary quantum gases [15],
polarons [12], quantum dots [10, 11, 19], and pseudo-gap
metals [16].
Quantum Monte Carlo is currently the preferred strat-
egy for computing series coefficients at large perturbation
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order n, as this involves integrals of dimension propor-
tional to n (practically around 5−30). High dimensional
integration is notoriously difficult, and Monte Carlo pro-
vides a robust and flexible solution with errors that scale
as 1/
√
N independently of the dimension; here N is the
number of sample points.
Nonetheless, there has been tremendous progress in in-
tegration methods for problems that lie in-between tradi-
tional quadrature (very low dimensions) and Monte Carlo
(high dimensions). In intermediate dimensions (typically
5-200), ‘Quasi-Monte Carlo’ methods have become well
established. In favorable cases they can achieve error
scalings of 1/N or even 1/N2, far outperforming tradi-
tional Monte Carlo [22–25].
In this paper we show how to apply these integra-
tion techniques to perturbative expansions for quan-
tum many-body systems. Our “Quantum Quasi-Monte
Carlo” (QQMC) approach is broadly applicable. It can
be formulated for both equilibrium and non-equilibrium
cases and extended to various lattices and dimensions.
Here we demonstrate it on a quantum dot model
and show computational accelerations of several orders
of magnitude compared to state-of-the-art DiagQMC
(Fig. 1). A crucial ingredient of QQMC is the warp-
ing of the integral. This is a multi-dimensional change
of variables constructed from a model function that ap-
proximates the integrand. We show that a simple model
already yields remarkable results and propose directions
for future optimizations. We demonstrate convergence as
fast as 1/N in a high-precision benchmark against an ex-
act Bethe Ansatz solution, to order n = 12. To illustrate
the power of QQMC, we calculate the finite-bias current
through a quantum dot in the Kondo regime, sweeping
electrostatic gating and interaction strength as parame-
ters. This experimentally relevant calculation was out of
scope for previous techniques.
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2Formalism. In perturbative calculations, an observable
F (U) such as a current or susceptibility is expressed as
a power series in the interaction U :
F (U) =
∞∑
n=0
FnU
n, (1)
where the coefficients Fn are n-dimensional integrals
Fn =
∫
dnu fn(u1, u2, . . . , un). (2)
The integrands fn(u) are time-ordered correlators ex-
pressed in terms of 2n determinants (Wick’s theorem), in
both Schwinger-Keldysh [10] and Matsubara formalisms
[17]. The exponential complexity of evaluating fn(u)
leads us to seek fast integration methods. Here the ui
specify the locations of interaction vertices in space and
time. We present the formalism generally and will spe-
cialize to a concrete application later.
We will perform the integral Eq. (2) by direct sampling
using quasi-Monte Carlo. The crucial step is to warp
the integral, i.e. to make a change of variables u(x) that
maps the hypercube x ∈ [0, 1]n onto the u domain. The
integral Eq. (2) becomes
Fn =
∫
[0,1]n
dnx fn [u(x)]
∣∣∣∣∂u∂x
∣∣∣∣ , (3)
where |∂u/∂x| is the associated Jacobian.
The most important property of the warping is to make
the function f¯n(x) = fn [u(x)] |∂u/∂x| as smooth as pos-
sible in the new variables x. If fn were positive, the
perfect change of variables would make f¯n constant and
thus trivial to integrate with a single sample. That would
be tantamount to ideal sampling from the distribution
fn(u) and it is as challenging as the original integra-
tion. Instead, a judicious warping must provide sufficient
smoothing while remaining efficiently computable.
Mathematically, convergence theorems can only be es-
tablished for f¯n(x) that belong to specific smooth func-
tion spaces, or whose Fourier coefficients have rapid
asymptotic decay properties [22, 24]. Although we can-
not prove that our warped integrands satisfy assumptions
of this kind, in practice we find that the change of vari-
ables are good enough to provide excellent error scaling.
To warp the integral, we consider a positive model
function pn(u), which should be viewed as an approx-
imation of |fn|. The inverse change of variables x(u) is
then defined by (for 1 ≤ m ≤ n)
xm(u
′
m, um+1, . . . , un) =
∫ u′m
0
dum
∫ ∏m−1
i=1 dui pn(u)∫∞
0
dum
∫ ∏m−1
i=1 dui pn(u)
(4)
Here we adopt a case where ui is defined on the interval
[0,∞). Since xm(u) only depends on um, . . . , un, the
Jacobian is |∂u/∂x| = [∫ du pn(u)]/pn(u), as proven in
Appendix A. In quasi-Monte Carlo, the integral Eq. (3)
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Figure 1. Comparison of the convergence rates for QQMC
and DiagQMC. Here Qn(N) is the expansion coefficient of the
occupation number of the Anderson impurity model at order
n as a function of the number of integrand evaluations N .
Each result is normalized to the exact analytic result QBethen .
is approximated by a sum over the first N points of a low-
discrepancy sequence x¯i. This is a deterministic sequence
of points with specific properties that uniformly samples
the hypercube [22, 24]. We have
Fn ≈ Fn(N) = C
N∑
i=0
fn [u(x¯i)]
pn [u(x¯i)]
(5)
where C = ∫ du pn(u) is a constant. Here we use the
Sobol’ sequence [26, 27] to obtain x¯i.
The model function pn(u) should have two key prop-
erties. First, it should approximate |fn(u)| well. Second,
its form should be simple enough for the partial inte-
grals Eq. (4) to be evaluated exactly and quickly. This
allows the reciprocal function u(x) to be computed by
first inverting the one-dimensional function xn(un), then
inverting xn−1(un, un−1) for fixed un, and so on (see Ap-
pendix A).
Many classes of model functions are possible, as dis-
cussed later. This paper applies the method to impurity
models, using a real-time Schwinger-Keldysh formalism,
in which the ui are the times of the interaction vertices.
We consider the simple form
pn(u) =
n∏
i=1
h(i)
(
ui−1 − ui
)
. (6)
with 0 < un < un−1 < . . . < u1 < u0. Here u0 = t
is defined to be the measurement time and the h(i) are
positive scalar functions. (They may depend on n, but we
omit this index). As shown in Appendix A, the factored
structure allows Eq. (4) to be inverted rapidly.
Anderson Impurity. We illustrate our method on the
Anderson impurity model coupled to two leads. This is
the canonical model for a quantum dot with Coulomb
3repulsion and the associated Kondo effect. It has been
realized in many nanoelectronic experiments [3–6]. Im-
portantly, some quantities including the electron occupa-
tion on the dot Q can be computed analytically in the
universal limit with the Bethe ansatz [28, 29]. This pro-
vides us with a high-precision benchmark for QQMC at
any perturbation order n.
We consider an infinite one-dimensional chain with the
impurity at site i = 0. The non-interacting Hamiltonian
is H0 =
∑
i,σ(γic
†
i,σci+1,σ + H.c.) + εd
∑
σ c
†
0σc0σ, where
σ =↑, ↓ is the electronic spin and εd represents a capaci-
tive gate coupled to the dot. The local Coulomb repulsion
is Hint = Uc
†
0↑c0↑c
†
0↓c0↓. The electron tunneling between
the leads and dot is γ0 = γ−1 = γ. All other γi = D/2,
corresponding to hopping within the leads; the lead half-
bandwidth D is a constant. We perform the perturbative
expansion in powers of U (see Appendix B for details).
Benchmark. To validate the QQMC method, we con-
sider the special case solved by the Bethe Ansatz. For
this, we set temperature T = 0, capacitive gate εd = 0,
and half-bandwidth D → +∞ such that Γ = 4γ2/D = 1
is the unit of energy. The measurement time t = 30/Γ
is sufficiently long that the system reaches steady-state.
We compute the expansion of the occupation number
Q(U) = 〈c†0↑c0↑ + c†0↓c0↓〉. The entire system is particle-
hole symmetric for εd = −U/2 so the non-interacting case
is Q0 = 1. For higher-order Qn, particle-hole symme-
try is broken, but the expansion stays in the symmetric
regime (U + 2εd)
√
UΓ [28].
Figure 2 shows the relative error between Qn(N) us-
ing QQMC and the exact Bethe Ansatz result QBethen (see
Appendix C), as a function of the number of integrand
evaluations N . Following an initial transient, we enter an
asymptotic regime in which there is rapid convergence:
for n = 4 this is consistent with pure 1/N while for
n = 8, 12 it is 1/N δ with δ ' 0.9, 0.8. These calculations
used the product model function Eq. (6) with a single
exponential h(i)(vi) = exp(−vi/τ), where τ = 0.95 (see
Appendix F). The same set-up was used in Fig. 1. The
level of precision that we obtained revealed limitations in
the conventional evaluation of the non-interacting Green
functions and integrand, which warranted special consid-
eration (see Appendix B).
It is expected that the convergence rate gradually slows
as n increases. First, the quality of the warping decreases
as the disparity between the increasingly-severe require-
ments of convergence theory and the behavior of our in-
tegrands grows. This can be mitigated by constructing
more expressive model functions, which we discuss be-
low. Second, for larger n the integrands generally be-
come more oscillatory. The model functions Eq. (4) were
not designed to handle cases with massive cancellation,
and this may become a limiting factor. We will see this
effect below for calculations with εd/U > 0.5, although
in practice enough orders can be computed accurately to
obtain the desired physical results (see Appendix E).
In Quasi-Monte Carlo methods, a standard technique
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Figure 2. Expansion coefficients Qn for the Anderson impu-
rity occupation number relative to the analytic result QBethen .
QQMC converges at rates close to 1/N with the number of in-
tegrand evaluations N . For visibility, data has been smoothed
(see Appendix E). The black lines indicate exact 1/N (dotted)
and 1/
√
N (dashed) convergence. Each run was performed
with one Sobol’ sequence. Inset: Cartoon of quantum dot
set-up.
to estimate errors is to perform computations using
Eq. (5) with several ‘randomized’ low-discrepancy se-
quences [22–25]. We demonstrate this procedure for the
benchmark case in Appendix D and will use it below.
Having made these technical points, let us reiterate the
lessons of Fig. 1 and Fig. 2: (i) QQMC provides a dra-
matic speed-up with better asymptotic error scaling than
DiagQMC; (ii) the speed-up persists up to at least order
n = 12, which is what is needed for practical applications.
Coulomb Diamond. We now apply QQMC to solve a
topical physics problem. We explore the current-voltage
characteristic I(V ) for a finite-bias voltage across the
quantum dot and for a range of U . Since quantum dots
are considered promising platforms for building qubit sys-
tems, it is of primary importance to understand how
many-body effects influence their properties, especially
the phase coherence.
Such a quantum dot can be in three different regimes,
all of which are experimentally accessible [30–33]: Fabry-
Pe´rot (small U), Kondo (intermediate U) and Coulomb
blockade (large U). The first and last of these can be
understood using, respectively, non-interacting and semi-
classical theory. The out-of-equilibrium Kondo regime is
more challenging to describe. Two controlled approaches
have recently appeared, but both are too slow for some
applications: the Schwinger-Keldysh DiagQMC used in
Figs. 1 and 4 [10, 11] and the real-time inchworm algo-
rithm [9, 34, 35]. QQMC provides the speed and preci-
sion to allow computations with large parameter sweeps
at much lower cost, which is mandatory to make good
contact with experiments. Here, as an example, we ex-
plore the Kondo ridge in U, d space. In [11], some of us
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Figure 3. Current at finite-bias voltage through the Ander-
son impurity at T = 0, sweeping through several interaction
regimes. Each point is a different QQMC calculation up to or-
der n = 10, including series resummation [11]. The error bars
are a combination of integration error and truncation error of
the resummation; the latter dominates. By construction, the
data is symmetric with respect to the particle-hole symmetric
point εd = −U/2. Inset: Coulomb diamond in the Coulomb
blockade picture (large U). Regions where current can flow
are shaded grey. The dashed line indicates the scan shown in
the main plot (varying d for fixed V/U = 1/7).
studied the Kondo ridge close to εd = −U/2. QQMC
allows us to present full results scanning the entire phase
diagram, including the regions of slow convergence with
even numbers of electrons and at the degeneracy points.
The inset of Fig. 3 shows a cartoon of the differen-
tial conductance in the (εd, V ) plane as predicted by
Coulomb blockade theory [36] and seen experimentally
at large U [37]. At small bias, the Coulomb blockade
forbids current flows except at two special points: εd = 0
where the dot energies for Q = 0 and Q = 1 electrons
are degenerate and at εd = −U (likewise for Q = 1, 2).
At intermediate U , the Kondo effect changes this picture
drastically: the zero-bias Kondo resonance forms in the
‘forbidden’ region of odd Q and enables current flow.
Figure 3 shows the current I versus gate voltage εd for
a small but finite bias V = U/7 and at zero tempera-
ture. Here we choose a finite half-bandwidth D = 2 (see
Appendix B for technical details). Sweeping the inter-
action U/Γ shows several regimes. For U/Γ = 1.75, 3.5
a current plateau emerges in the local moment regime
(Q = 1) due to Kondo resonance formation. The current
develops new local maxima seen for U/Γ = 5.25, 6.00.
These grow toward the Coulomb blockade limit at larger
U (black lines). At the same time, current around
εd/U = 0.5 reaches a maximum and decreases. This is
a competition between resonance formation and narrow-
ing: the Kondo temperature TK decreases exponentially
with U and eventually becomes smaller than the bias V .
Throughout, as U increases, the already-small current in
the side regions (Q = 0, 2) is increasingly suppressed.
100 102 104 106 108
N
100
10−2
10−4
10−6
∣∣Q8(N)/QBethe8 − 1∣∣
Sobol’ only
DiagQMC
Warping + Pseudo-Random
Warping + Sobol’
Warping + Projection + Sobol’
Figure 4. Comparison of convergence of Q8 for differ-
ent methods of integration: evaluating unwarped integrand
with a Sobol’ sequence (cyan), DiagQMC (red), warped inte-
gral sampled with Mersenne Twister pseudo-random numbers
(green) or Sobol’ sequence (blue). For the warped cases, we
used Eq. (6) with h(i)(vi) = exp(−vi/τ), τ = 0.95. After an
initial warping with exponential functions τ = 1.1, we can
apply an additional warping obtained by projection (orange)
(see also Appendix F). For visibility, data (except Sobol’ and
DiagQMC) has been smoothed in the same way as in Fig. 2.
Model Function. Let us reexamine the importance of
integral warping and model functions. Figure 4 shows the
convergence of Q8(N) using different integration meth-
ods. The parameters are the same as for Fig. 2. When the
integral is evaluated using Sobol’ points without warp-
ing (‘Sobol’ only’) the convergence is poor, showing that
naively applying low-discrepancy sequences provides lit-
tle benefit for these integrands. Next, contrast regu-
lar DiagQMC with the warped integrand using pseudo-
random numbers. As expected for pure Monte Carlo ap-
proaches, both show 1/
√
N convergence. Nonetheless,
sampling the warped integrand still converges faster than
DiagQMC, despite the fact that the latter uses impor-
tance sampling via the Metropolis algorithm. As antici-
pated, QQMC using Sobol’ points and the model function
Eq. (6) based on exponential h(i) converges even more
rapidly.
How can the model function Eq. (6) with simple h(i)
functions provide such dramatic convergence improve-
ments? Our integrands describe physical correlators that
are highly structured and have decaying exponential or
power-law tails [10, 19]. The tail contributions become
ever more important as the dimension increases. The
model function properly describes the long-time asymp-
totics (see Appendix F). We also emphasize the impor-
tance of a well-chosen coordinate system in the model
function: the differences of closest times vi = ui−1 − ui
used to parametrize the h(i).
Optimization of the model function should allow fur-
ther performance gains, particularly at higher orders n.
A first possibility is to better adapt the functions hi to fn.
5As an example, we apply a second warping constructed
by projecting along the dimensions of v space. As shown
in Fig. 4, this optimization reduces the error by a factor
of ' 2. More importantly, it automatically gives robust
convergence without the need to manually optimize the
τ parameter (see Appendix F).
Finally, other families of model functions exist beyond
Eq. (6), that provide versatile and expressive approxi-
mations while still allowing for fast inversion of Eq. (4).
One such family is Matrix Product States (MPS) or func-
tional tensor-trains [38, 39], of which Eq. (6) is just the
simplest case:
pn(u) = f
(1)
a (v1)f
(2)
ab (v2) · · · f (n−1)cd (vn−1)f (n)d (vn), (7)
where f
(i)
ab are matrices and repeated indices are summed.
Another promising family is pn(u) =
∏n−1
i=1 h¯
(i)(vi+1, vi),
where the h¯(i) are positive functions.
Conclusion. In this paper we have shown how to use
sampling techniques based on low-discrepancy sequences
to compute high orders of many-body perturbation the-
ory. Although we cannot show that the integrands obey
the assumptions of formal Quasi-Monte Carlo conver-
gence theory, practical scaling as fast as 1/N is still
achievable. This success was possible due to the warping
of the integral based on the notion of a model function.
Using benchmarks on exactly solvable quantities in the
Anderson impurity model, we unambiguously validated
the convergence of this ‘Quantum Quasi-Monte Carlo’
(QQMC) method at high-precision. This calculation was
about ∼ 104 faster than the DiagQMC equivalent.
With its orders-of-magnitude better performance, our
approach opens up previously inaccessible avenues of re-
search. We can directly apply the techniques estab-
lished here to models with interesting strongly corre-
lated physics, for both equilibrium and especially non-
equilibrium situations. The dramatic speed advantage
allows us to perform sweeps of parameter space at an
unprecedented scale, allowing detailed experimental com-
parisons and precision fitting of unknown parameters.
QQMC can also be applied to other diagrammatic ex-
pansions, e.g. in hybridization [9]. Constructing more
expressive model functions should further increase speed
and accuracy. This will be an ideal application for recent
machine learning techniques in quantum systems and it
promises to give further insights into the basic structure
of strongly correlated systems.
ACKNOWLEDGMENTS
We thank N. Andrei, L. Greengard, E.M. Stouden-
mire, N. Wentzell and especially A.H. Barnett for help-
ful discussions. The algorithms in this paper were im-
plemented using code based on the TRIQS library [40]
and the QMC-generators library [27]. The Flatiron In-
stitute is a division of the Simons Foundation. XW
and MM acknowledge funding from the French-Japanese
ANR QCONTROL, the E.U. FET UltraFastNano and
the FLAG-ERA Gransport.
Appendix A: Model Function Properties
Here we expand on the properties of the change of
variables x(u) arising from the model pn(u). These were
defined in the main text as:
xm(u
′
m, . . . , un) =
∫ u′m
0
dum
∫ ∏m−1
i=1 dui pn(u)∫∞
0
dum
∫ ∏m−1
i=1 dui pn(u)
(4′)
To understand the structure of Eq. (4′) and how it can
be useful when sampling from pn(u), let us consider the
explicit transformation for small orders n.
For n = 1, Eq. (4′) is simply the normalized cumulative
function x1(u1) =
∫ u1
0
du¯1p1(u¯1)/
∫∞
0
du¯1p1(u¯1) which
upon differentiation gives,
dx1 =
p1(u1)du1∫∞
0
du¯1 p1(u¯1)
. (A1)
This means that uniformly sampling x1 leads to the sam-
pling of p(u1). In practice, one need to invert the cu-
mulative distribution x1(u1) which can be done through
interpolation techniques.
Next, let us consider the procedure for n = 3 using
a model function p3(u1, u2, u3). The reverse coordinate
transform x(u) is
x1(u1, u2, u3) =
∫ u1
0
du¯1 p3(u¯1, u2, u3)∫∞
0
du¯1 p3(u¯1, u2, u3)
x2(u2, u3) =
∫ u2
0
du¯2
∫∞
0
du¯1 p3(u¯1, u¯2, u3)∫∞
0
du¯2
∫∞
0
du¯1 p3(u¯1, u¯2, u3)
(A2)
x3(u3) =
∫ u3
0
du¯3
∫∞
0
du¯2
∫∞
0
du¯1 p3(u¯1, u¯2, u¯3)∫∞
0
du¯3
∫∞
0
du¯2
∫∞
0
du¯1 p3(u¯1, u¯2, u¯3)
The consecutive coordinate integration, gives the coor-
dinate transformation a special structure: x3(u3) does
not depend on u1, u2 and x2(u3, u2) does not depend on
u1. This means that the Jacobian matrix for the reverse
coordinate transformation x(u) has an upper-triangular
form[
∂x
∂u
]
=
 (∂x1/∂u1) (∂x1/∂u2) (∂x1/∂u3)0 (∂x2/∂u2) (∂x2/∂u3)
0 0 (∂x3/∂u3)
 (A3)
so that the Jacobian determinant is simply∣∣∣∣∂x∂u
∣∣∣∣ = ∂x1∂u1 · ∂x2∂u2 · ∂x3∂u3 . (A4)
Differentiating Eq. (A2), cancelling common factors and
using |∂u/∂x| = 1/ |∂x/∂u| gives∣∣∣∣∂u∂x
∣∣∣∣ =
∫∞
0
du3
∫∞
0
du2
∫∞
0
du1 p3(u1, u2, u3)
p3(u1, u2, u3)
. (A5)
6The same procedure straightforwardly generalizes to
arbitrary number of dimension n. This reproduces the
result quoted in main text:∣∣∣∣∂u∂x
∣∣∣∣ =
∫∞
0
∏n
i=1 dui pn(u)
pn(u)
. (A6)
In practice, we uniformly sample the hypercube [0, 1]3
using Sobol’ sequence to obtain (x1, x2, x3). From x3
one obtains u3 by inverting the one dimensional equa-
tion x3(u3). With the obtained value of u3, the equa-
tion x2(u2, u3) becomes a one dimensional function of u2
which can be inverted. Last with the obtained (u2, u3),
one can invert x1(u1, u2, u3) to obtain u1.
Product Model. While the coordinate transform de-
scribed above is very general, it is only useful if the mul-
tiple integrals in Eq. (4′) can be performed efficiently.
Otherwise, it is as or more costly than the actual integral
of the perturbation series coefficient we wish to compute.
The product model function
pn(u) =
n∏
i=1
h(i)
(
ui−1 − ui
)
, (6′)
is particularly efficient. It is simpler to view this as a
composition of two transforms. First, we change vari-
ables vi = ui−1 − ui, which has Jacobian |∂u/∂v| = 1.
Second, in the vi variables, the coordinate transform
Eq. (4′) separates entirely, so that each xm only depends
on a single variable vm:
xm(vm) =
∫ vm
0
dv¯m h
(m)(v¯m)∫∞
0
dv¯m h(m)(v¯m)
(A7)
These one-dimensional integrals can be integrated
quickly and precisely using quadrature algorithms. We
then invert xm(vm) numerically to find the coordinate
transform vm(xm). In practice, it is possible to com-
pletely pre-compute these integrals on a fine mesh for
fast evaluation during calculation.
We note that the product form Eq. (6′) is known for
importance sampling in Monte Carlo applications, e.g. as
part of the VEGAS algorithm [41, 42]. The choice of co-
ordinate system vi as compared to ui affects the quality
of model function and is an important physical consider-
ation.
MPS Model. The model function Eq. (7) can also be
efficiently computed using the above algorithm and stan-
dard MPS techniques [38]. Unlike the product model, the
integrations for different vi have to be performed in se-
quence, with a matrix-vector multiplication at each step.
Appendix B: Explicit expressions of the integrands
In this appendix, we will describe the Anderson impu-
rity model as well as the perturbation expansion formal-
ism of our calculations in more detail.
1. Model
The Hamiltonian of the Anderson impurity model is
H = H0 +Hintθ(t), with the non-interacting term:
H0 =
∑
i,σ
(
γic
†
i,σci+1,σ +H.c.
)
+ Ed
∑
σ
c†0σc0σ. (B1)
The hopping parameters are all γi = D/2, except at the
impurity (i = 0) where γ0 = γ−1 = γ. The interaction
term is
Hint = U(c
†
0↑c0↑ − α)(c†0↓c0↓ − α), (B2)
where α is a quadratic shift to the perturbation. This
shift means that the U expansion is performed about a
different starting point, and is commonly used to im-
prove perturbation series convergence [10, 16, 43]. Note
that the energy of a single electron localized on the im-
purity is εd = Ed − αU . A symmetric voltage bias V
is applied between the two leads. As is standard in the
Keldysh formalism, Hint is turned on at time t = 0 and
observables are computed after a large time t when the
stationary regime has been reached.
By integrating out the leads, their effect on the
dot is represented by a retarded hybridization function
∆(ω). The non-interacting dot retarded Green function
is gR(ω) ≡ 1/(ω − Ed −∆(ω)). By symmetry, all Green
functions are the same for spin up and down.
The density of states of the leads are semi-circular with
half-bandwidth D. An important parameter of the non-
interacting model is the tunneling rate from the impurity
to the leads at the (equilibrium) Fermi level Γ = 4γ2/D.
In terms of D and Γ, the hybridization function is
∆(ω) =
Γ
D
×

(
ω +
√
ω2 −D2) for ω < −D(
ω − i√D2 − ω2) for −D < ω < D(
ω −√ω2 −D2) for ω > D
(B3)
The Bethe ansatz provides results only in the uni-
versal regime, where D → +∞ with Γ fixed. In this
limit, the density of states becomes independent of en-
ergy (flat band). The hybridization function is simply
∆(ω) = −iΓ. When comparing results to the Bethe
ansatz, we we will always work in this regime.
2. Expressions for the integrands of series
expansions
To obtain the number of electrons Q or the current I,
we compute a perturbation series in U for the equal-time
lesser Green function G<0i(t, t) = −i〈c†0↑(t)ci↑(t)〉 (cre-
ation and annihilation operators are in the Heisenberg
picture). We take i = 0 (on-site) to obtain Q, and i = 1
(dot-lead) to obtain I [44].
For α = 0, this series can be written compactly using
the “Wick determinant” notation introduced in Ref. [19]
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G<0i(t, t) =
∑
n≥0
inUn
n!
∫ t
0
n∏
k=1
duk
×
∑
a1,...,an
(−1)
∑
ak
s
(0, t, 0), U1, . . . , Un
(i, t, 1), U1, . . . , Un
{s
U1, . . . , Un
U1, . . . , Un
{
(B4)
where ak ∈ {0, 1} are Keldysh indices, and Uk =
(0, uk, ak) represents a point on the Keldysh contour com-
posed of a site index (here 0 for the impurity), a time uk
and a Keldysh index ak. The Wick determinant
q
. . .
y
is
defined, for A1, . . . , Am and B1, . . . , Bm any set of points
on the Keldysh contour, in the case α = 0, bys
A1, . . . , Am
B1, . . . , Bm
{
=
∣∣∣∣∣∣∣
g(A1, B1) . . . g(A1, Bm)
...
. . .
...
g(Am, B1) . . . g(Am, Bm)
∣∣∣∣∣∣∣ (B5)
where
g[(x, u, a), (x′, u′, a′)] =
(
gTxx′(t, t
′) g<xx′(t, t
′)
g>xx′(t, t
′) gT¯xx′(t, t
′)
)
aa′
(B6)
is the non-interacting one-particle Keldysh Green func-
tion. Here gT , gT¯ , g< and g> are respectively the
time-ordered, anti-time-ordered, lesser and greater Green
functions. In Eq. (B4), the determinant on the left is
from spin up operators, while the one on the right is
from spin down operators. Nevertheless, by spin symme-
try their elements share the same Green functions g.
The case α 6= 0 is similar, but the diagonal terms of
the Wick determinants in Eq. (B4) must be shifted by
−iα, except the one connecting to the measurement point
(involving Green’s function at time t) [10].
Provided that the non-interacting Green function g is
known as a function of time, Eq. (B4) explicitly defines
the integrand that we refer to in the main text of this
article. We compute the time domain Green functions
by Fourier transform of the Green functions g<(ω) and
g>(ω). These can be derived in the Schwinger–Keldysh
formalism [44]:
g<00(ω) =2i|gR(ω)|2Im[∆(ω)] (B7)
×
[
nF
(
ω − V
2
)
+ nF
(
ω +
V
2
)]
g>00(ω) =g
<
00(ω)− 4i|gR(ω)|2Im[∆(ω)] (B8)
γg<01(ω) =
∆(ω)
2
g<00(ω)− 2i nF
(
ω +
V
2
)
Im[∆(ω)]gR(ω)∗
(B9)
Here nF(ω) is the Fermi function. Note that the function
g>0i is not used in Eq. (B4).
3. Precision calculation of g<(t) and g>(t)
Care has to be taken when performing the Fourier
transform to obtain g< and g> in the time domain. As
integration methods get increasingly precise, the accu-
racy of the integrand becomes more important. In order
to provide benchmarks with relative error of ∼ 10−6 at
order n ∼ 10, and to rule out any bias due to inexact
integrands, we need to refine the calculation of g(t). In
particular, using a Fast Fourier Transform (FFT) algo-
rithm produces an error which decreases too slowly with
the number of samples for functions with sharp features
or power law tails, such as the ones we encounter here.
One approach to high precision is to compute the
Fourier transform using adaptive quadrature methods.
This is precise enough if a system has a finite band-
width and the integrand is proportional to the density
of states of the leads and therefore has bounded support.
In general, however, the integrand decays slowly and os-
cillates at high frequencies, which renders direct integra-
tion methods inaccurate. Alternatively, when the tails
are dominated by simple poles, it is possible to separate
them out analytically and perform the finite remainder
using a FFT. In our case, however, the tails are dom-
inated by the Fermi functions, which have an essential
singularities at |ω| = ∞, and we must resort to other
methods.
To circumvent this problem, we deform the integration
path in the ω complex plane to find a more favorable
integrand, and apply an adaptive quadrature method.
We show that a path can be found for a generic class of
problems which improves the decay rate and eliminates
oscillations near infinity. We consider the general case of
finite temperature, and denote the inverse temperature
by β. We will work out the case for g<, but g> can
be treated equally by first applying a change of variable
ω → −ω. Specifically, at time t, the Fourier Transforms
we are interested in can always be decomposed in a sum
of integrals of the form:∫
dω′ ζ(ω′)nF(ω′)e−iω
′t (B10)
with ω′ = ω±V/2. The function ζ depends on gR and ∆.
Its exact form does not affect the choice of a new path, as
long as it has no singularity at |ω′| =∞. We will further
assume that one can bound the complex singularities of
ζ and nF inside a vertical band ω
− < Re[ω′] < ω+.
For t 6= 0, we compute the integral Eq. (B10) along a
new path parametrized by x and defined as:
ω′(x) =

ω− − (x− ω−)it, for x < ω−,
x, for ω− < x < ω+,
ω+ + (x− ω+)(β − it), for x > ω+.
(B11)
The new path is made of three pieces, joined together at
ω′ = ω±. The central one is simply a segment of the real
axis, left unchanged to avoid crossing singularities. The
other two are straight lines at an angle with the real axis,
which have been chosen so that the integrand becomes
asymptotically proportional to a decaying, oscillation-
free, exponential. The points ω± can be moved away
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0 1 1.000000000000000000000000
1 − 1
pi
−0.3183098861837906715377675
2 1
pi2
0.1013211836423377714438795
3 pi
2−9
3pi3
0.009348692094998422959323018
4 90−11pi
2
6pi4
−0.03176576952402088647648727
5 − 9450−1175pi2+18pi4
90pi5
0.01428453978718527764087931
6 945
pi6
− 3185
27pi4
+ 137
60pi2
0.003296943760155087659102276
7 − 10395
pi7
+ 11690
9pi5
− 2653
100pi3
+ 1
7pi
−0.007417285598070720865765088
8 135135
pi8
− 912065
54pi6
+ 524881
1500pi4
− 363
140pi2
0.003074980697930490893903131
9 − 2027025
pi9
+ 41046005
162pi7
− 118576073
22500pi5
+ 623873
14700pi3
− 1
9pi
0.001257173321207511996877863
10 34459425
pi10
− 348898550
81pi8
+ 5045327287
56250pi6
− 761337511
1029000pi4
+ 7129
2520pi2
−0.002096420663210080104411625
11 − 654729075
pi11
+ 19887342475
243pi9
− 287681226833
168750pi7
+ 306048256943
21609000pi5
− 4785253
79380pi3
+ 1
11pi
0.0007382700406215484131765644
12 13749310575
pi12
− 2505809831525
1458pi10
+ 90628717412233
2531250pi8
− 84543422632097
283618125pi6
+ 131145705977
100018800pi4
− 83711
27720pi2
0.0004844375173694184755334739
Table I. Perturbation coefficients for the occupation number from the Bethe Ansatz.
from one another, in particular to avoid the x < ω−
piece being too close to singularities. For β = +∞, the
integrand is zero on the half-plane Re[ω′] > 0, hence the
x > ω+ piece of the path can be ignored. In the case
t = 0, the integrand is simply g<0i(ω), which is free of
oscillations, and deforming the integration path would
make some appear. Hence the integration path is left
untouched in this case.
This technique is easily generalized to more complex
impurity systems. However, it relies on an analytical
continuation and knowledge of singularities. This may
not be easily accessible for numerically computed Green
functions.
Appendix C: Bethe Ansatz Comparison
Here we briefly discuss the Bethe ansatz solution for
the Anderson impurity model and how specifically we
extract the coefficients QBethen from the general solution
(see [28, 29] and references therein). We are interested in
the case were εd = 0 and we then perform a perturbative
expansion in U . This always corresponds to the so-called
symmetric limit U/2 + εd 
√
UΓ.
We use the results of [45]. In the symmetric limit, the
occupation number Q on the quantum dot is given by a
series
Q = 1−
∞∑
n=0
√
2
pi
(−1)n
(2n+ 1)
G(+)[ipi(2n+ 1)]
·
∫ ∞
−∞
dk
{
∆(k)e−pi(2n+1)[g(k)−Λ]
}
. (C1)
Here:
∆(k) =
Γ
pi
· 1
(k − εd)2 + Γ2 , (C2)
g(k) =
(k − εd − U/2)2
2UΓ
, (C3)
G(+)(ω) =
√
2pi
Γ
(
1
2 − 12pi iω
) (−iω + 0
2pie
)−iω/2pi
(C4)
and Λ is the energy cutoff. All other quantities are the
same as in Appendix B. The cutoff Λ is given implicitly
by the series:
U/2 + εd√
UΓ
=
1
2
· 2
pi
∞∑
n=0
(−1)nG(+)[ipi(2n+ 1)]epiΛ(2n+1)
(2n+ 1)3/2
(C5)
We emphasize that Eq. (C5) differs from the expression
in [45] by a factor of 1/2. The constraint on Λ arises
from imposing number conservation on the distribution
function, which we take to be of the form used by [29].
We now set εd = 0, so that our expansion parameter
is
√
U/Γ  1. To extract the coefficients Qn we fol-
low the following procedure. First, write Eq. (C5) as a
polynomial in x = eΛpi up to order Ncutoff = 30. Sec-
ond, perform polynomial inversion to find x as a func-
tion of
√
U/Γ, repeatedly using the smallness of
√
U/Γ.
Third, evaluate the k integral in Eq. (C1) analytically in
an asymptotic expansion in
√
U/Γ up to order Ncutoff ,
(see e.g. [46]). Fourth, substitute the expansion of x,
collecting terms of the same order in U/Γ. The final re-
sult is a power series expansion in U/Γ, with analytic
coefficients. These are evaluated numerically with high
precision arithmetic and shown in Table I. For orders
n = 0 − 5, the analytic expressions match the results
calculated explicitly in perturbation theory in [46].
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Figure 5. Absolute error of occupation number Q6(N), with
curves matching three cases of Fig. 4. Here we perform cal-
culations with K = 25 shifted sequences. The pale curves are
the convergence of the average over these runs to the Bethe
ansatz result. The solid curves is the error computed from the
standard error of the mean over the shifted sequence values.
We see that this procedure gives a good estimate of the error.
Appendix D: Error Calculation in Quasi-Monte
Carlo
As stated in the main text, it is standard in Quasi-
Monte Carlo to obtain errors by repeating calculations
with several ‘shifted’ sequences [22–25]. Using a number
of sequences K, we obtain a distribution of values Qk,
from which we extract an error; typically one chooses
K ∼ 10− 100:
σ2 ' 1
K2
K∑
k=0
(
Q2k − Q¯2k
)
(D1)
where Q¯k the average over sequences. We emphasize
again that σ decreases with N . In practice, it is ad-
vantageous for fixed computational time, to use large N
and moderate K. In Fig. 5, we show this approach in
practice for different methods of Fig. 4.
Appendix E: Details on the current I calculation
This appendix gives details of the calculations made to
obtain Fig. 3.
In this application, the leads have centered, semi-
circular density of states with half-bandwidth D = 2.
The coupling to the leads is chosen so that Γ = 0.1.
A symmetric bias voltage V is applied between the two
leads. For each parameter set (εd, V, U), Ed and α are
chosen so that the first order (Hartree term) of the per-
turbation series vanishes at U = 7Γ, to improve its con-
vergence radius. The series, defined in Appendix B, is
computed at a time t = 10/Γ after switching the interac-
tion on.
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100
|In/〈In〉 − 1|
n = 2
n = 4
n = 7
n = 10
∝ 1/N0.9
∝ 1/N0.7
Figure 6. Convergence of the current In with number of
samples N at different orders n. This data corresponds to
a typical point of Fig. 3, away from particle-hole symmetry
(εd/U ≈ −0.12, α ≈ 0.27, U = 6Γ). At low order (blue and
orange lines) the relative error scales as 1/N0.9 (black plain
line). At larger orders (n = 7 and 10, green and red lines),
the convergence slows down and scales only as 1/N0.7 (dashed
black line). Finally at order n = 10, the final scaling starts
at a larger number of function evaluations N than for lower
orders. For visibility, data has been smoothed as described in
Appendix E (see main text).
Due to the finite bandwidth D, the integrand decays
polynomially at large times, but exponentially at inter-
mediate times. We used an exponential warping with
τ = 1.5/Γ, which was enough to capture the general
shape of the integrand up to the observation time t.
Figure 6 shows the convergence of the calculation for a
system away from particle-hole symmetry (Ed ≈ 0.9Γ,
α ≈ 0.27, which in Fig. 3 corresponds to the point
εd/U ≈ −0.12 and U = 6Γ). We observe a scaling
slightly below 1/N , which deteriorates with increasing
order. Also, at large orders, the final scaling regime is
reached at a later N .
Note that the data of Figs. 2, 4 and 6 have been
smoothed for visibility: for N > 100, we show the maxi-
mum of the error in a moving window around N of fixed
size in log-space (5% of N). This smoothing generates
an upper bound of the error.
For each integration, digitally shifted generators are
used to produce 10 different Sobol’ sequences from which
we take the average to obtain the final result 〈In〉. The
error is estimated by taking the standard deviation of
the 10 results and dividing by
√
10. An example of series
computed with its estimated error is shown in Fig. 7.
The error (black dots) on the coefficients (colored dots)
is low enough so that only the truncation of the series
limits the resummation accuracy.
The series are then resummed, as their convergence
radii are about 3–4 Γ. We use the conformal transform
technique of Ref. [11] with the so-called parabola trans-
form W = − tan2(√U/p). Here p is a real negative pa-
10
2 4 6 8 10
order n
10−7
10−5
10−3
10−1
101
|I n
|a
n
d
a
b
so
lu
te
er
ro
r
|In|
∆In
Figure 7. Perturbation series of the current for the parame-
ters of Fig. 6. The upper line (colored symbols) is the series
absolute values |In|: positive coefficients are depicted in blue,
and negative ones in red. The lower line (black symbols) is
the estimated absolute error ∆In. For all orders calculated,
up to n = 10, we obtained at least two digits of accuracy.
rameter optimized for each series. Depending on their
analytical structure, the series I(U) or its inverse 1/I(U)
is resummed, whichever gives smaller error. The integra-
tion error is propagated through the resummation pro-
cess and added to the truncation error, the latter being
estimated from the convergence radius of the resummed
series. Unlike in Ref. [11], no Bayesian inference is used.
At large εd, the integrands become more difficult to
integrate, but at the same time the summation of the
series requires less orders for the same precision. When
εd/U > 0.5 (or εd/U < −1.5 by symmetry) we only
computed and summed the series up to order n = 5.
Appendix F: Construction of the 1D Model Function
In this appendix, we explain how the h(i) functions are
constructed in the model function defined in the main
text,
pn(u) =
n∏
i=1
h(i)
(
ui−1 − ui
)
. (6′)
for 0 < un < un−1 < . . . < u2 < u1 and u0 = t is defined
to be the measurement time.
We are going to use successive changes of variable in
this section:
u→ v → w → x (F1)
First, we change to the vi variables defined as vi ≡ ui−1−
ui > 0 which are natural since the integrand only depends
on time differences. The corresponding Jacobian is one.
Note that the integration on v is performed on [0,∞)n.
When going back to u space, this generates extra points
that are not in the original u domain. The value of the
integrand for these points is simply zero so that they
induce no extra computational cost.
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(v, v, v, v, δ)
(v, v, v, v, v)
|f5|
Figure 8. Comparison between the absolute value of the
order 5 integrand |f5(v)| in Eq. (2) (colored lines) and the
model function p5(v) of Eq. (6
′) (black dashed lines, τ = 0.95)
along various directions in v-space. Each color corresponds
to v = (v, . . . , δ) as indicated in the figure. Lines of the same
color correspond to different permutations within a given di-
rection (see main text). Same parameters as in the Bethe
Ansatz benchmark in Fig. 1.
1. Exponential form for h(i)
Our second change of variable v → w will be based
on a model function with a simple analytic form for h(i),
designed to correctly describe the asymptotics of the in-
tegrand. This asymptotic region becomes increasingly
important at large order n, especially in the long time
limit t→∞. We choose a simple form, independent of i
h(i)exp(v) = e
−v/τ , ∀i. (F2)
This choice is motivated by a direct study of the inte-
grand. In Fig. 8, we plot the absolute value of the inte-
grand |f5(v1, v2, v3, v4, v5)| of Q5 with the parameters of
our benchmark along various directions of the 5 dimen-
sional v-space. The different colors correspond to differ-
ent directions: red corresponds to (v, δ, δ, δ, δ) where δ is
fixed to δ = 0.5 and v is varied. The 5 different curves
correspond to different permutations of the v with respect
to the δ. Green curves correspond to the 10 different per-
mutations of (v, v, δ, δ, δ) and so on. The dashed line cor-
responds to Eq. (F2) with τ = 0.95. Remarkably, such a
simple ansatz with a single parameter, already captures
the integrand asymptotics well, in various directions in 5
dimensions.
For a fixed number of integrand evaluations N , the
error made in the calculation of Qn is very sensitive to
the choice of the parameter τ as shown in Fig. 9. For
N = 106, Fig. 9 shows the relative error as a function
of τ for various orders n = 5, 6, 7 and 10. The error
possesses a sharp minimum around τ = 0.85 (note the
log scale). If τ is too small, we under-sample the tails of
the function leading to potentially incorrect results. If τ
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Figure 9. Exact relative error of Qn computed with N = 10
6
points as a function of the model function parameter τ .
Dashed lines are for a model defined by a single exponen-
tial function h(i)(vi) = exp(−vi/τ), at different orders. The
red solid curve is the new error after optimization of h(i) by
projection (see section F 2), at order n = 7. Parameters are
the same as in Fig. 1.
is too large, the calculation is correct, but less efficient
since the sampling puts a lot of points in regions which
contribute little to the result. We will now see how to
make the computation more robust regarding the choice
of τ .
2. Learning h(i) from the integrand
In this section, we make an additional change of vari-
able w → x. To approximate the new integrand f˜n(w)
in the w variable, we search for a new model function
p˜n(w), again having the form:
p˜n(w) =
n∏
i=1
h˜(i)
(
wi
)
. (F3)
If we assume that the integrand f˜n(w) is well approxi-
mated by such a simple form, we estimate the functions
h˜(i) by projecting in each dimension
h˜
(i)
proj(y) ≡
∫
dnwf˜n(w)δ(wi − y). (F4)
In practice, we calculate M values of the integrand
f˜(wα), α ∈ 1...M generated by sampling the w space
using the Sobol’ sequence, and bin them in each dimen-
sion with Nb bins. The function that we obtain is rather
noisy due to the binning, so in a second step, we use a
Gaussian kernel smoothing
h˜
(i)
proj(w)→
∑Nb
l=1Kλ
(
w, lNb
)
h˜
(i)
proj
(
l
Nb
)
∑Nb
l=1Kλ
(
w, lNb
) (F5)
where
Kλ(w,w
′) = e−(w−w
′)2/λ2 . (F6)
The upper right plot of Fig. 10 shows an example of the
smoothing procedure.
The change of variable based on h˜
(i)
proj was used to
compute the continuous line in Fig. 9 for order n = 7
(Nb = 100,M = 10
5, λ = 0.05). The error is improved
at the optimum point τ = 0.95 only by approximately a
factor 2. However, it remains largely independent of the
value τ selected for the v → w change of variable, show-
ing that the method has become much more robust. The
projection automatically fits the exponential tails, with-
out manual adjustment (as long as τ is not too small,
to avoid under-sampling as explained above). Note that
in Fig. 9, only M = 105 values of the integrand were
used for the learning step. This is 1% of the total num-
ber of function calls, hence negligible. If τ is increased,
the sampling of the integrand decreases in quality, as the
tails are over-sampled. Correcting this in the learning
step becomes increasingly more demanding. Therefore
the change of variable v → w with a good initial guess
for τ is essential to the success of the projection.
Because we only used model functions of the form
Eq. (6′), according to Eq. (A7), xm only depends on
wm, which itself only depends on vm. In this special
situation, the change of variable v → x can be repre-
sented by a model function of the form Eq. (6′), and
compared to the simpler v → w. As a result, Fig. 10
shows h
(i)
proj(vi) along with the initial exponential guess,
for all i and n ≤ 5, and for two values of τ = 0.95 and
τ = 1.5. h
(i)
proj computed from two different initial guess
for τ are indistinguishable (plain lines, on top of each
other), showing that the result is independent of the ini-
tial choice of τ . At small v, they are quite different from
a pure exponential. Finally, we note that the projected
model functions vary only slightly with n for most values
of i. This could be turned into an advantage by reusing
the h functions from a lower dimension to a higher one
in future developments.
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