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Abstract
Human eyes concentrate different facial regions during
distinct cognitive activities. We study utilising facial visual
saliency maps to classify different facial expressions into
different emotions. Our results show that our novel method
of merely using facial saliency maps can achieve a descent
accuracy of 65%, much higher than the chance level of 1/7.
Furthermore, our approach is of semi-supervision, i.e., our
facial saliency maps are generated from a general saliency
prediction algorithm that is not explicitly designed for face
images. We also discovered that the classification accura-
cies of each emotional class using saliency maps demon-
strate a strong positive correlation with the accuracies pro-
duced by face images. Our work implies that humans may
look at different facial areas in order to perceive different
emotions.
1. Introduction
Studies in visual cognition show that humans do not fo-
cus on each part of a given image the same during observ-
ing a scene [31]. Visual saliency algorithms in computer
vision aims to determining the eye-catching objects that are
consistent with human perception [38]. This saliency de-
tection is essential for many applications in graphics, de-
sign, and human computer interaction [18]. For instance,
saliency prediction can localise the most eye-catching parts
of an image so it can guide video compression. It can also
be applied in image captioning [37], advertisement design
and so on.
Traditional saliency prediction algorithms, prior to the
deep learning revolution, leverage a range of low-level
handcrafted clues at multiple scales, such as colours and
textures, and combine them to form a saliency map [14].
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Conventional machine learning techniques have also been
applied to detect saliency regions such as the Markov
chain [18] and regression models [16]. Recently, with the
advert of deep learning, the state of the art accuracy of
saliency detection have gained a dramatic improvement [6].
Moreover, the new proposed attention-based mechanism
can help deep learning models deal with cluster and scale
up to large input images [30].
Saliency prediction can shed light in the research of
cognition interpretation and facial expression recognition.
There have been extensive studies on the relationship be-
tween cognitive activities and eye fixation targets [19, 20].
For example, previous studies reveal that the concentrating
regions of people’s eyes on their opposites’ faces vary given
different latent cognitive activities [29]. Furthermore, peo-
ple’s eye fixation clusters will differ during telling the truth
(i.e., I know the person) and deceiving (i.e., I don’t know
the person) given a familiar face image [39], as Figure 1
shows.
(a) Telling the truth (b) Deceiving
Figure 1: Eye fixation clusters are different during telling
the truth (I know the person) and deceiving (I don’t know
the person) given a familiar face image. A lot of the fixation
points of telling the truth locate on the eye regions, whilst
almost none for lying.
One remarkable capability that differs humans from
other creatures is to accurately and efficiently denote emo-
tional expressions from others’ faces [32]. These facial ex-
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pressions provide clues about the person’s cognitive loads,
intention, and emotional state [9]. They can even convey
more information than normal communication methods like
utterance [12]. Therefore, computer vision systems that are
capable of understanding human emotions from face im-
ages have been intensely studied for decades to facilitate
computers collaborate with humans better [8].
In this paper, we investigate the relationship between
saliency prediction on face images and facial expression
recognition. A human face image of happiness and its corre-
sponding saliency map is illustrated in Figure 2. To the best
of our knowledge, we are the first to explore the possibility
of merely utilising saliency prediction outcomes generated
from the state-of-art deep-learning-based saliency detection
algorithms to discern facial expressions of different emo-
tions. In summary, our main contributions are three-fold:
1) Our problem domain is novel. We are the first to
raise the possibility of recognising facial expressions
by merely using saliency predicted results. The con-
clusions of this study can be applied to understanding
the process of humans perceiving emotions, designing
virtual faces that are more emotionally real, being a
test bed for evaluating saliency prediction algorithms,
and so on.
2) We have achieved a descent accuracy for a seven-class
classification problem (50% on FER-2013 dataset [13]
and 63% on CK+ dataset [22]), which is above the ex-
pected random classification result (1/7) with a large
margin.
3) Our approach is semi-supervised. We did not explicitly
utilise the facial images to train the saliency detection
algorithm. Instead, we applied a pre-trained saliency
prediction model that is generated from the datasets of
SALICON [17], MIT1003 and CAT2000 [3] to pro-
duce saliency maps. These two datasets include a va-
riety of image classes other than human faces, where
Figure 3 presents a subset of them.
Furthermore, Our results confirm that human eyes fix-
ate on different facial regions for distinct emotional ex-
pressions [23].
2. Related Work
In this section, we briefly introduce the developments of
facial expression recognition and saliency prediction, and
review the current work on utilising saliency prediction
techniques for recognising facial expressions.
2.1. Facial Expression Recognition
The Facial Action Coding System (FACS), is one of the
early pioneering work on facial expression recognition [10].
(a) (b) (c)
Figure 2: An example of a happy face expression and its
saliency map. (a) the original facial expression; (b) the cor-
responding saliency map; (c) the expression overlaid by its
saliency map.
(a) Building (b) Wedding
(c) Picture (d) Food
Figure 3: A subset of images that are used to train the
saliency prediction model, which contains a vast range of
image classes.
Its proposers, Ekman et al., made an in-depth study on the
mechanisms of facial muscle movements and how these
muscles control the emotional expressions [11]. They fur-
ther divided the human face into 46 independent and inter-
connected action units (AU), and mapped each unit with its
corresponding emotions [10]. Figure 4 illustrates a concrete
example of FACS. Although this approach is easy and intu-
itive, it is not practical since it requires a laborious amount
of work by experts to manually label the types of facial mus-
cle movements.
Subsequently, researchers started applying conventional
machine learning techniques. These methods include Prin-
ciple Component Analysis [4], Linear Discriminant Analy-
sis [27], and also ensemble methods that compose a range of
machine learning algorithms to make a decision. Recently,
deep learning based methodologies have significantly en-
hanced the performance of accurately classifying facial ex-
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Figure 4: A decomposition exmpale of FACS. The move-
ment of the top half face can be decomposited into a com-
bination of movements by 1, 2, 4, 6 AUs. [7]
pressions. Unlike traditional machine learning approaches,
which heavily rely on complex rules, deep learning meth-
ods generally are simple and end-to-end. That is, they can
learn the representative features of different facial expres-
sions spontaneously.
2.2. Saliency Prediction
Similar to the development of facial expression recog-
nition, only recently, saliency prediction has achieved a
significant enhancement due to the emergence of deep
learning. Unlike traditional saliency prediction algorithms,
which greatly depend on the quality of handcrafted features
and complex human-made rules, deep learning saliency de-
tection methods can automatically learn useful features dur-
ing training through techniques like Convolutional Neural
Networks (CNNs) [25]. Even more recently, the attention
mechanism has demonstrated its superior performance in
Natural Language Processing (NLP) tasks, such as machine
translation and grammar correction [1]. Therefore, various
works have also explored applying the attention model on
visual tasks and achieved descent results as well [30].
2.3. Saliency-Based Facial Expression Recognition
To the best of our knowledge, [28] and [23] are the mere
two very recent publications that explore using saliency pre-
dicted results to increase the performance of facial expres-
sion recognition. We summarise our novelties compared
with the above two works as following:
1) Both [28] and [23] use detected saliency maps as addi-
tional features in order to make better classifications.
In contrast, we utilise the generated saliency maps as
the only inputs. Our attempt is novel.
2) Unlike [23] only utilising traditional statistical algo-
rithms for saliency prediction and facial expression
recognition, which are complex and consider an ex-
tensive of features other than saliency maps, we apply
the state-of-art deep learning based methods to tackle
both of these two tasks. Our methods are simple and
intuitive.
3. Our Framework
Our proposed method consists of two components,
namely the saliency map generator and the facial expres-
sion classifier. We apply the state-of-art deep learning based
saliency predictor with visual attention mechanisms to pro-
duce our saliency maps. Its overall structure is given in Fig-
ure 5. For more information, please refer [6].
As to our facial expression classifier, we apply a deep
convolutional neural network for an end-to-end feature ex-
traction and decision making. We consider both ResNet-
18 [15] and VGG-19 [34] with slight customisation, spefi-
cially,
1) We introduced the dropout mechanism [35] between
the final convolutional layer and the fully-connected
layer.
2) Instead of using several fully-connected layers in the
end, we only add one fully connected layer, followed
by another fully-connected layer with softmax to clas-
sify the input into one of seven classes.
We apply VGG-19 in our experiments since it performs
better than ResNet-18 in our case. Furthermore, we use
cross-entropy as our loss function to correspond our choice
of softmax in the final layer. This choice is because cross-
entropy can to extent tackle noise labels [2], and using the
cross-entropy error function can lead to a faster training as
well as improved generalisation than sum-of-squares [33].
Figure 6 illustrates the architecture of our VGG-19 model.
4. Dataset
We evaluated performance of our proposed methodology
on two different common-applied datasets in order to test
generality, namely FER2013 [21] and CK+ [26]. We give
brief explanations about these two datasets.
4.1. FER2013
The FER2013 dataset comes from a challenge in repre-
sentation learning, specifically, facial expression recogni-
tion challenge held on Kaggle [21]. It consists of 48 × 48
pixel grayscale images of faces, and has 28709 training im-
ages, 3589 public test images and another 3589 examples
for private testing. These facial expression images are la-
belled with seven emotional classes, i.e., angry, disgust,
fear, happy, sad, surprise, neutral. Figure 7 presents ex-
amples of each expression class from the FER2013 dataset.
This classification is based on Ekman et al.’s early pio-
neering studies on facial expression recognition, which re-
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Figure 5: Overview of the saliency prediction model [6].
Figure 6: The architecture of our customised VGG-19 model.
ports the above seven emotions are universally recognis-
able with respect to different cultural backgrounds. Fur-
thermore, these face images were sourced from the Internet
with noises and relatively low quality. Figure 8 gives ex-
amples of noises within the FER2013 dataset. However, we
did not conduct data cleansing for the fare purpose.
(a) Angry (b) Disgust (c) Fear (d) Happy
(e) Sad (f) Surprise (g) Neutral
Figure 7: Examples of FER2013 dataset.
(a) (b) (c)
Figure 8: Noise examples of FER2013 dataset. (a) an face
image with watermark; (b)&(c) random pictures.
4.2. CK+
The Extended Cohn-Kanade (CK+) database was ini-
tially released in 2010 as an extenion of the original Cohn-
Kanade (CK) database, which was published in 2000 [26].
It consists seven emotional classes, namely angry, disgust,
fear, happy, sad, surprise, contempt. That is, compared with
the FER2013 dataset, it replaces neutral with contempt.
The facial expressions of this dataset were obtained under
laboratory-controlled environments, therefore are relatively
more rigorous and reliable compared with the FER2013
4
dataset. The CK+ dataset is widely used in expression-
related studies [26]. Figure 9 gives examples corresponding
different facial expressions in the CK+ dataset.
(a) Angry (b) Disgust (c) Fear (d) Happy
(e) Sad (f) Surprise (g) Contempt
Figure 9: Examples of CK+ dataset.
5. Experimental Results
5.1. Expression Classification With Face Images
We first fine-tuned our facial expression classifier in or-
der to maximise the potential performance of the utilised
deep convolutional neural network. In order to prevent over-
fitting and increase prediction robustness, we conducted
data augmentation to the used dataset. Specifically, we ran-
domly created 10 cropped image of size 44 × 44 for each
the original image, whose size is 48 × 48. Furthermore,
we also collected 10 processed images for each facial ex-
pression to test by cropping the upper left corner, the lower
left corner, the upper right corner, the lower right corner,
the centre, and subsequently taking the reflection of each of
these cropped images. We make the final decision by taking
the average results of these 10 processed images to reduce
the classification error.
We have achieved an accuracy of 71% on the FER2013
public test and 73% accuracy on its private test. Our learn-
ing rate is 0.01 and the FER2013 and CK+ dataset epoch
number are 250 and 60, respectively. For more detailed
hyper-parameter information and source code, please refer
[36].
Table 1 gives a performance comparison on the FER2013
private test dataset between our facial expression classifi-
cation approach with state-of-art approaches. To the best
of our knowledge, our approach, despite being simple, is
the current state-of-art one without utilising ensemble meth-
ods. As to the CK+ dataset, we have achieved an accuracy
of 89.2% with 10-fold validation by randomly splitting the
dataset into 90% as the training and 10% as the testing set.
Table 1: The comparison between our facial expression
classification approach with state-of-art approaches on the
FER2013 private test dataset.
Approach Accuracy
Best FER2013 Record [21] 71%
DNNRL [2016] [24] 71%
CPC [2018] [5] 73%
Ours 73%
5.2. Expression Classification Using Saliency Maps
We tested the classification accuracy of merely utilising
facial saliency maps generated by [6] to discern the different
facial expressions of different emotions. Table 2 presents
our accuracies, which are far above the random 1/7 accu-
racy. We have obtained relatively descent results for both
of the datasets also indicate a generality of our approach.
Furthermore, this implies that humans may focus on differ-
ent facial regions in order to perceive distinct emotions of
others.
Table 2: The facial expression classification results gener-
ated by merely using facial saliency maps.
Dataset Accuracy
KER2013 Public Test 48%
KER2013 Private Test 50%
CK+ (10 Fold) 63%
We also obtained the confusion matrices of our facial ex-
pression classification using saliency maps. As Figure 10,
11 and 12 illustrate, facial saliency maps did not perform
evenly well for all the facial expressions. For example, hap-
piness and surprise are the two most distinguishable emo-
tions, whereas the contempt emotion in the CK+ dataset is
almost not recognisable. We hypothesise that it was due to
These confusion maps may provide us with insights on
where on face do people look at in order to perceive emo-
tions. For instance, we hypothesise it is due to contempt not
being one of the six basic emotion and people perceive it by
staring to the same facial regions as disgust and happiness.
5.3. Classification Accuracy Correlations Between
Using Saliency Maps and Face Images
We obtained the confusion matrices for the facial expres-
sion classification accuracies of using the original face im-
ages as Figure 13, 14 and 15 demonstrate. We evaluated the
Pearson correlation coefficients of the diagonal accuracies
generated by using saliency maps and original face images
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Figure 10: The confusion matrix of classifying facial ex-
pressions by merely using saliency maps from the FER2013
public test dataset.
Figure 11: The confusion matrix of classifying facial ex-
pressions by merely using saliency maps from the FER2013
private test dataset.
from the same dataset. As Table 3 shows, classification re-
sults from saliency maps are strongly correlated with the
ones from using face images.
6. Conclusion
In this study, we showed a novel approach that facial
merely using saliency maps generated from general visual
saliency prediction algorithms can present descent classifi-
cation accuracies of facial expressions, much higher than
the chance level of 1/7. We discovered that the accuracies
of each emotion class generated by saliency maps demon-
Figure 12: The confusion matrix of classifying facial ex-
pressions by merely using saliency maps from the CK+
dataset.
Figure 13: The confusion matrix of classifying facial ex-
pressions by using face images from the FER2013 public
test dataset.
Table 3: Pearson correlation coefficients of accuracies of
confusion matrix diagonals from using saliency maps and
face images.
Dataset Pearson Correlation
Coefficient
FER2013 Public Test 0.9277
FER2013 Private Test 0.9450
CK+ 0.8080
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Figure 14: The confusion matrix of classifying facial ex-
pressions by using face images from the FER2013 private
test dataset.
Figure 15: The confusion matrix of classifying facial ex-
pressions by using face images from the CK+ dataset.
strated a strong positive correlation with the results gener-
ated by using original facial images. These findings imply
that people may perceive different emotions by observing
different facial regions. In the future, we aim to determine a
specific map between the types of the emotions and the vi-
sual concentration regions on human faces. We outlook to
embed these mapping outcomes into the Facial Action Cod-
ing System (FACS) to enhance the understanding of emo-
tion perception.
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