Generalized nonlinear quasi-variational inclusions in Banach spaces  by Lee, Byung-Soo et al.
Computers and Mathematics with Applications 56 (2008) 1414–1422
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Generalized nonlinear quasi-variational inclusions in Banach spaces
Byung-Soo Lee a,∗, M. Firdosh Khan b, Salahuddin b
a Department of Mathematics, Kyungsung University, Busan 608-736, Republic of Korea
b Department of Mathematics, Aligarh Muslim University, Aligarh-202002, India
a r t i c l e i n f o
Article history:
Received 3 July 2007
Received in revised form 14 November
2007
Accepted 17 November 2007
Keywords:
Generalized nonlinear quasi-variational
inclusions
Generalized m-accretive mapping
Resolvent operator
Strongly accretive mapping
Relaxed accretive mapping
Hausdorff metric
p-uniformly smooth real Banach spaces
a b s t r a c t
This paper introduces a new class of generalized nonlinear quasi-variational inclusions
involving generalized m-accretive mappings in p-uniformly smooth real Banach spaces.
By using the resolvent operator technique for generalized m-accretive mappings due
to Huang et al. [N.J. Huang, Y.P. Fang, C.X. Deng, Nonlinear variational inclusions
involving generalized m-accretive mappings, in: Proceedings of the Bellman Continuum:
International Workshop on Uncertain Systems and Soft Computing, Beijing, China, July,
24–27, 2002, pp. 323–327] and Nadler Theorem [S.B. Nadler Jr., Multivalued contraction
mappings, Pacific J. Math. 30 (1969) 475–488], we construct an iterative algorithm for
solving generalized nonlinear quasi-variational inclusions with strongly accretive and
relaxed accretive mappings in p-uniformly smooth real Banach spaces. Then we prove the
existence of solutions for our inclusionswithout compactness assumption and convergence
of the iterative sequences generated by the algorithm in p-uniformly smooth real Banach
spaces. Some special cases are also discussed.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In order to study many kinds of problems arising in industry, physical, regional, economical, social, pure and applied
sciences, the classical variational inequality problems have been extended and generalized in many directions. The
variational inclusion introduced and studied by Hassouni and Moudafi [3] is a useful and important extension of the
variational inequality. It provides us with a unified, natural, novel innovative and general technique to study a wide class of
problems arising in different branches of mathematical and engineering sciences, see for example [4–8].
Huang and Fang [9] introduced the concept of generalizedm-accretivemappings, which is a generalization ofm-accretive
mappings and studied the properties of the resolvent operator associated with generalizedm-accretive mappings in Banach
spaces. Furthermore, Huang [10] and Huang et al. [1] introduced and studied some new classes of nonlinear variational
inclusions involving generalized m-accretive mappings in Banach spaces. By using the resolvent operator technique in [9],
they constructed some iterative algorithms for solving nonlinear variational inclusions involving generalized m-accretive
mappings. They also proved the existence of solutions for nonlinear variational inclusions involving generalizedm-accretive
mappings and convergence of sequences generated by algorithms.
In this paper, we introduce a new class of generalized nonlinear quasi-variational inclusions involving generalized
m-accretivemappings in p-uniformly smooth real Banach spaces. An iterative algorithm is suggested for solving generalized
nonlinear quasi-variational inclusions in p-uniformly smooth real Banach spaces. By using a resolvent operator technique
and Nadler’s Theorem [2], for generalized m-accretive mappings, we prove that our problems in p-uniformly smooth real
Banach spaces are equivalent to some kinds of fixed point problems. We also establish that the approximate solutions
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obtained by our iterative algorithms converge to the exact solutions of the generalized nonlinear quasi-variational inclusions
in Banach spaces.
2. Preliminaries
Let E be a real Banach space with a norm ‖ · ‖ and ametric d induced by the norm ‖ · ‖, E∗ its topological dual space, 2E the
family of all subsets of E, CB(E) the family of all nonempty closed and bounded subsets of E, CP(E) the family of all nonempty
compact subsets of E, H(·, ·) the Hausdorff metric on CB(E) defined by, for C, D ∈ CB(E),
H(C,D) = max{sup
x∈C
d(x,D), sup
y∈D
d(C, y)},
where
d(x,D) = inf
y∈D d(x, y)
and
d(C, y) = inf
x∈C d(x, y).
As usual, 〈·, ·〉 is a generalized pairing between E and E∗ and D(T) is the domain of a multivalued mapping T : E → 2E. The
generalized duality mapping Jp : E → 2E∗ is defined by
Jp(x) = {f ∗ ∈ E∗ : 〈x, f ∗〉 = ‖f ∗‖ ‖x‖ and ‖f ∗‖ = ‖x‖p−1}, ∀ x ∈ E,
where 1 < p < ∞ is a constant. In particular, J2 is the usual normalized dualitymapping. It is known that, Jp(x) = ‖x‖p−2J2(x)
for all x 6= 0 and Jp is single valued if E∗ is strictly convex. If E is a Hilbert space, then J2 becomes the identity mapping. In the
sequel, we shall denote the single-valued generalized duality mapping by Jp.
Definition 2.1 ([11]). Let T : D(T)(⊂ E) → 2E be a multivalued mapping, then
(i) T is said to be accretive if for any x, y ∈ D(T), u ∈ T(x), v ∈ T(y) there exists j2(x− y) ∈ J2(x− y) such that
〈u− v, j2(x− y)〉 ≥ 0
or equivalently, for each x, y ∈ D(T), u ∈ T(x), v ∈ T(y) there exists jp(x− y) ∈ Jp(x− y) such that
〈u− v, jp(x− y)〉 ≥ 0.
(ii) T is said to be α-strongly accretive if for each x, y ∈ D(T), u ∈ T(x), v ∈ T(y) there exists j2(x− y) ∈ J2(x− y) such that
〈u− v, j2(x− y)〉 ≥ α‖x− y‖2,
for some constant α ∈ (0, 1),
or equivalently, for each x, y ∈ D(T), u ∈ T(x), v ∈ T(y) there exists jp(x− y) ∈ Jp(x− y) such that
〈u− v, jp(x− y)〉 ≥ α‖x− y‖p.
for some constant α ∈ (0, 1),
(iii) T is said to be m-accretive if T is accretive and (I + ρT)(D(T)) = E, for any ρ > 0, where I is an identity mapping.
(iv) A mapping A : E × E → 2E is called a generalized m-accretive mapping with respect to the first argument if for any x,
y ∈ D(A(z, ·)), u ∈ A(x, ·), v ∈ A(y, ·), there exists jp(x−y) ∈ Jp(x−y) such that 〈u−v, jp(x−y)〉 ≥ 0 and (I+ρA)(D(A)) = E.
(v) A multivalued mapping T : D(T)(⊂ E) → CB(E) is said to be µ-Lipschitz continuous if for any x, y ∈ E,
H(T(x), T(y)) ≤ µ‖x− y‖
for a constant µ > 0.
Remark 2.1. It is well known that if E = E∗ is a Hilbert space, then T is m-accretive if and only if T is maximal monotone,
see [7].
Let T,G : E → CB(E) bemultivaluedmappings, N : E×E → E a nonlinearmapping and g : E → E a single-valuedmapping.
Suppose that A : E × E → 2E is a generalized m-accretive mapping with respect to the first argument. Now we consider a
problem of finding x ∈ E, u ∈ T(x), v ∈ G(x) such that
0 ∈ A(g(x), x)+ N(u, v), (2.1)
called a generalized nonlinear quasi-variational inclusion involving generalized m-accretive mappings.
Now, we give some particular cases of the problem (2.1), which shows that our problem (2.1) is a more general and
unified problem.
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Special cases
(1) If E is a Hilbert space and A is maximal monotone with respect to the first argument, then problem (2.1) reduces to the
problem of finding x ∈ E, u ∈ T(x), v ∈ G(x) such that
0 ∈ A(g(x), x)+ N(u, v). (2.2)
Problem (2.2) is called a generalized multivalued variational inclusion, considered and studied by Salahuddin [12].
(2) If A(g(x), x) = A(g(x)), then the problem (2.2) is equivalent to the generalizedmultivalued variational inclusions studied
by Noor [13]. Find x ∈ E, u ∈ T(x), v ∈ G(x) such that
0 ∈ A(g(x))+ N(u, v). (2.3)
(3) In Banach spaces E, if A(g(x), x) = A(g(x)), then the problem (2.1) is equivalent to finding x ∈ E, u ∈ T(x), v ∈ G(x) such
that
0 ∈ A(g(x))+ N(u, v),
which is a variant form of the problem considered by Chang et al. [14], known as a multivalued variational inclusion in
real Banach spaces.
(4) If E is a Hilbert space and A is maximal monotone, then problem (2.3) is equivalent to finding x ∈ E, u ∈ T(x), v ∈ G(x)
such that
0 ∈ f (u)− p(v)+ A(g(x)), (2.4)
where f and p are single-valued mappings, considered by Huang [15].
(5) If f (u)− p(v) = w, then (2.4) is equivalent to finding x ∈ E,w ∈ T(x) such that
0 ∈ w+ A(g(x)), (2.5)
which is a multivalued implicit variational inclusion problem in Hilbert spaces, studied by Huang [16].
We remark that (2.5) is also considered in Banach spaces E by Huang [17].
(6) If g ≡ I is an identity mapping, T and G are single-valued mappings, then (2.1) is reduced to the following problem of
finding x ∈ E such that
0 ∈ N(x, x)+ A(x, x). (2.6)
Problem (2.6) is called a strongly nonlinear quasi-variational inclusion involving generalized m-accretive mappings,
studied by Jin [18].
(7) If A = ∂φ, the subdifferential of proper convex and lower semicontinuous function φ : E → R ∪ {+∞}, then problem
(2.3) is equivalent to finding x ∈ E, u ∈ T(x), v ∈ G(x) such that
〈N(u, v), y− g(x)〉 ≥ φ(g(x))− φ(y), ∀ y ∈ E, (2.7)
considered by Noor et al. [19].
(8) If ∂φ = δK the indicator function of closed convex set K in H defined by
φ(x) =
{
0 x ∈ K
+∞ x 6∈ K,
then problem (2.7) is equivalent to a problem considered by Noor [20].
3. Iterative algorithms
First, we recall some basic concepts and results. A Banach space E is said to be uniformly smooth if its modulus of
smoothness ρE(τ) for τ ∈ (0,∞) defined by
ρE(τ) = sup
{‖x+ y‖ + ‖x− y‖
2
− 1 : ‖x‖ = 1, ‖y‖ ≤ τ
}
satisfies ρE(τ)
τ
→ 0 as τ → 0. It is known that E is uniformly smooth if and only if Jp is single-valued and uniformly continuous
on any bounded subset of E and there exists a complete duality between uniform convexity and uniform smoothness. It is
also known that E is uniformly convex (smooth) if and only if E∗ is uniformly smooth (convex).
Recall that E is said to have the modulus of smoothness of power type p > 1 (and E is said to be p-uniformly smooth) if
there exists a constant c > 0 such that
ρE(τ) ≤ cτp, for 0 < τ < ∞.
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Remark 3.1. It is known that Banach spaces, Lp, lp andWpm(1 < p < ∞) are all uniformly smooth and
ρE(τ) <

1
p
τp, 1 < p < 2,
(E = Lp, lp or Wpm)
p− 1
2
τ2, p ≤ 2,
therefore E is a p-uniformly smooth Banach space with the modulus of smoothness of power type p > 1.
Jp will always represent a single-valued duality mapping throughout this paper.
Definition 3.1. For a generalizedm-accretive mapping Awith respect to the first argument as in (2.1), we define a resolvent
operator associated with A(·, x), RA(·,x)ρ : E → E by
RA(·,x)ρ (z) = (I + ρA(·, x))−1(z), for z ∈ E,
where ρ > 0 is a constant.
We also need the following assumption for the resolvent operator RA(·,x)ρ .
Assumption 3.1. There is a constant γ > 0 such that
‖RA(·,x)ρ (z)− RA(·,y)ρ (z)‖ ≤ γ‖x− y‖, for (x, y) ∈ E× E and for z ∈ E.
Lemma 3.1 ([21]). Let E be a uniformly smooth Banach space. Then E is p-uniformly smooth if and only if there exists a constant
cp > 0 such that for all x, y ∈ E,
‖x+ y‖p ≤ ‖x‖p + p〈y, jp(x)〉 + cp‖y‖p.
Definition 3.2. The resolvent operator RA(·,x)ρ is called a retraction on D(A) if
(I + ρA(·, x))−1 ◦ (I + ρA(·, x))−1 = (I + ρA(·, x))−1.
It is well known that RA(·,x)ρ is single-valued and nonexpansive.
Lemma 3.2. Let E, T, G, A, N and g be the same things as in (2.1). The triplet (x, u, v)with x ∈ E, u ∈ T(x), v ∈ G(x) is a solution of
the problem (2.1) if and only if (x, u, v) satisfies the following equality
g(x) = RA(·,x)ρ [g(x)− ρN(u, v)]. (3.1)
Proof. From the definition of the resolvent operator RA(·,x)ρ associated with A(·, x) and the equality (3.1), we have
g(x) = RA(·,x)ρ [g(x)− ρN(u, v)]
= (I + ρA(·, x))−1[g(x)− ρN(u, v)]
and therefore
g(x)− ρN(u, v) ∈ g(x)+ ρA(g(x), x).
The above inclusion holds if and only if x ∈ E, u ∈ T(x), v ∈ G(x) satisfy
0 ∈ N(u, v)+ A(g(x), x).
Lemma 3.3. Let g : E → E be a continuous and α-strongly accretive mapping, then g maps E onto E.
Now, we invoke Lemmas 3.2 and 3.3 and Nadler’s Theorem [2] to construct an iterative algorithm for solving problem
(2.1) in the setting of p-uniformly smooth real Banach spaces.
Algorithm 3.1. Let g : E → E be a continuous mapping, T,G : E → CB(E) multivalued mappings and N : E × E → E a
nonlinear mapping. For any given x0 ∈ E, take u0 ∈ T(x0), v0 ∈ G(x0), there exists x1 ∈ E such that
x1 = x0 − g(x0)+ RA(·,x0)ρ [g(x0)− ρN(u0, v0)],
where ρ > 0 is a constant.
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Since u0 ∈ T(x0) ∈ CB(E), v0 ∈ G(x0) ∈ CB(E), by Nadler’s Theorem [2] there exist u1 ∈ T(x1) and v1 ∈ G(x1) such that
‖u0 − u1‖ ≤ (1+ 1)H(T(x0), T(x1)),
‖v0 − v1‖ ≤ (1+ 1)H(G(x0),G(x1)).
Let
x2 = x1 − g(x1)+ RA(·,x1)ρ [g(x1)− ρN(u1, v1)],
since u1 ∈ T(x1) ∈ CB(E), v1 ∈ G(x1) ∈ CB(E), there exist u2 ∈ T(x2) and v2 ∈ G(x2) such that
‖u1 − u2‖ ≤
(
1+ 1
2
)
H(T(x1), T(x2)),
‖v1 − v2‖ ≤
(
1+ 1
2
)
H(G(x1),G(x2)).
By induction, we can obtain sequences {xn}, {un} and {vn} as
xn+1 = xn − g(xn)+ RA(·,xn)ρ [g(xn)− ρN(un, vn)],
un ∈ T(xn) : ‖un − un+1‖ ≤
(
1+ 1
1+ n
)
H(T(xn), T(xn+1)),
vn ∈ G(xn) : ‖vn − vn+1‖ ≤
(
1+ 1
1+ n
)
H(G(xn),G(xn+1)).
Next, is an Algorithm keenly devoted to the problem (2.4).
Algorithm 3.2. Assume that all hypothesis are the same as in Algorithm 3.1. For any given x0 ∈ E, compute sequences {xn},
{un} and {vn} by iterative scheme such that
g(xn+1) = RAρ[g(xn)− ρN(un, vn)],
un ∈ T(xn) : ‖un − un+1‖ ≤
(
1+ 1
1+ n
)
H(T(xn), T(xn+1)),
vn ∈ G(xn) : ‖vn − vn+1‖ ≤
(
1+ 1
1+ n
)
H(G(xn),G(xn+1)),
where n = 0, 1, 2, . . ..
4. Existence and convergence results
In this section, we show the existence of solutions to problem (2.1) and the convergence of iterative sequences generated
by Algorithm 3.1.
Definition 4.1. Let T : D(T)(⊂ E) → CB(E) be a multivalued mapping. A nonlinear mapping N : E× E → E is said to be
(i) η-relaxed accretive with respect to the first argument if there exists a constant η > 0 such that jp(x− y) ∈ Jp(x− y), and
〈N(u, ·)− N(v, ·), jp(x− y)〉 ≥ −η‖x− y‖p,
where 1 < p < ∞, x, y ∈ E and u ∈ T(x), v ∈ T(y).
(ii) σ-Lipschitz continuous with respect to the first(or second) argument if
‖N(x, ·)− N(y, ·)‖(or ‖N(·, x)− N(·, y)‖) ≤ σ‖x− y‖,
where σ > 0 is a constant.
Theorem 4.1. Let E be a real Banach spacewith themodulus of smoothness ρE(τ) ≤ cτp, for some constant c > 0 and 0 < τ < ∞
with 1 < p < ∞. Let A : E× E → CB(E) be a generalizedm-accretive mapping with respect to the first argument and g : E → E a
single-valued mapping. Let N : E× E → E be a nonlinear mapping and T,G : E → CP(E) multivalued mappings. Suppose that the
following statements hold:
(1) g is α-strongly accretive and β-Lipschitz continuous;
(2) T and G are µ-Lipschitz continuous and ξ-Lipschitz continuous, respectively;
(3) N is σ-Lipschitz continuous with respect to the first argument and δ-Lipschitz continuous with respect to the second argument;
(4) N is η-relaxed accretive with respect to the first argument;
(5) Assumption 3.1 holds.
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If the resolvent operator RA(·,x)ρ is a retraction on D(A) and
(1+ pη+ cpσpµpρp) 1p + ρδξ+ q < 1,
where
q = 2(1− pα+ cpβp) 1p + γ (4.1)
for the same cp > 0 in Lemma 3.1.
Then there exists a solution set (x, u, v) of problem (2.1) and the iterative sequences {xn}, {un} and {vn} generated by
Algorithm 3.1 converge strongly to x, u and v in E, respectively.
Proof. From Algorithm 3.1 and Assumption 3.1, we have
‖xn+1 − xn‖
= ‖xn − xn−1 − (g(xn)− g(xn−1))+ RA(·,xn)ρ (z(xn))− RA(·,xn−1)ρ (z(xn−1))‖
≤ ‖xn − xn−1 − (g(xn)− g(xn−1))‖ + ‖RA(·,xn)ρ (z(xn))− RA(·,xn)ρ (z(xn−1))‖ + ‖RA(·,xn)ρ (z(xn−1))− RA(·,xn−1)ρ (z(xn−1))‖
≤ ‖xn − xn−1 − (g(xn)− g(xn−1))‖ + ‖RA(·,xn)ρ (z(xn))− RA(·,xn)ρ (z(xn−1))‖ + γ‖xn − xn−1‖, (4.2)
where z(xn) = g(xn)− ρN(un, vn) for n ∈ N.
Since the resolvent operator RA(·,·)ρ is nonexpansive, we have
‖RA(·,xn)ρ (z(xn))− RA(·,xn)ρ (z(xn−1))‖
≤ ‖z(xn)− z(xn−1)‖
= ‖g(xn)− g(xn−1)− ρN(un, vn)+ ρN(un−1, vn−1)‖
≤ ‖xn − xn−1 − (g(xn)− g(xn−1))‖ + ‖xn − xn−1 − ρ(N(un, vn)− N(un−1, vn))‖ +ρ‖N(un−1, vn)− N(un−1, vn−1)‖. (4.3)
From (4.2) and (4.3), we get
‖xn+1 − xn‖ ≤ 2‖xn − xn−1 − (g(xn)− g(xn−1))‖ + γ‖xn − xn−1‖
+‖xn − xn−1 − ρ(N(un, vn)− N(un−1, vn))‖
+ρ‖N(un−1, vn)− N(un−1, vn−1)‖. (4.4)
Since g is α-strongly accretive and β-Lipschitz continuous, from Lemma 3.1 we have
‖xn − xn−1 − (g(xn)− g(xn−1))‖p
≤ ‖xn − xn−1‖p − p〈g(xn)− g(xn−1), jp(xn − xn−1)〉 + cp‖g(xn)− g(xn−1)‖p
≤ ‖xn − xn−1‖p − pα‖xn − xn−1‖p + cpβp‖xn − xn−1‖p
≤ (1− pα+ cpβp)‖xn − xn−1‖p. (4.5)
On the other hand, for un−1 ∈ T(xn−1), from the definition of the Hausdorff metric and compactness of T(xn), there is a
u′n ∈ T(xn) such that
‖u′n − un−1‖ ≤ H(T(xn), T(xn−1)).
SinceN is σ-Lipschitz continuous and δ-Lipschitz continuouswith respect to the first and second arguments, respectively,
for any un ∈ T(xn), we have N(un, v) = N(u′n, v) by the same arguments of He [22]. Hence by the µ-Lipschitz continuity of T,
we have
‖N(un, vn)− N(un−1, vn)‖ = ‖N(u′n, vn)− N(un−1, vn)‖
≤ σ‖u′n − un−1‖
≤ σ
(
1+ 1
n
)
H(T(xn), T(xn−1))
≤ σµ
(
1+ 1
n
)
‖xn − xn−1‖. (4.6)
Similarly, for vn−1 ∈ G(xn−1), there is v′n ∈ G(xn) such that
‖v′n − vn−1‖ ≤ H(G(xn)− G(xn−1)).
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Hence by the ξ-Lipschitz continuity of G, we have
‖N(un−1, vn)− N(un−1, vn−1)‖ = ‖N(un−1, v′n)− N(un−1, vn−1)‖
≤ δ‖v′n − vn−1‖
≤ δ
(
1+ 1
n
)
H(G(xn),G(xn−1))
≤ δξ
(
1+ 1
n
)
‖xn − xn−1‖. (4.7)
Since N is η-relaxed accretive with respect to the first argument, from Lemma 3.1 and (4.6), we have
‖xn − xn−1 − ρ(N(un, vn)− N(un−1, vn))‖p
≤ ‖xn − xn−1‖p − ρp〈N(un, vn)− N(un−1, vn), jp(xn − xn−1)〉 + cpρp‖N(un, vn)− N(un−1, vn)‖p
≤ ‖xn − xn−1‖p + ρpη‖xn − xn−1‖p + cpρpσpµp
(
1+ 1
n
)p
‖xn − xn−1‖p
≤
(
1+ ρpη+ cpσpµpρp
(
1+ 1
n
)p)
‖xn − xn−1‖p. (4.8)
From (4.4), (4.5), (4.7) and (4.8), we have
‖xn+1 − xn‖ ≤
2 (1− pα+ cpβp)1/p + γ +
(
1+ ρpη+ cpσpµpρp
(
1+ 1
n
)p)1/p
+ ρδξ
(
1+ 1
n
) ‖xn − xn−1‖
≤
q+ (1+ ρpη+ cpσpµpρp (1+ 1
n
)p)1/p
+ pδξ
(
1+ 1
n
) ‖xn − xn−1‖
≤ θn‖xn − xn−1‖, (4.9)
where
θn = q+
(
1+ ρpη+ cpσpµpρp
(
1+ 1
n
)p)1/p
+ ρδξ
(
1+ 1
n
)
(4.10)
and
q = 2(1− pα+ cpβp)1/p + γ.
Let
θ = q+ (1+ ρpη+ cpσpµpρp)1/p + ρδξ. (4.11)
We know that θn → θ as n → ∞. From the condition (4.1), it follows that θ < 1. Hence θn < 1 for n sufficiently large.
Consequently, {xn} is a Cauchy sequence and thus converges to some x ∈ E. By Algorithm 3.1, from theµ-Lipschitz continuity
of T and ξ-Lipschitz continuity of G, it follows that
‖un − un−1‖ ≤
(
1+ 1
n
)
H(T(xn), T(xn−1))
≤
(
1+ 1
n
)
µ‖xn − xn−1‖,
‖vn − vn−1‖ ≤
(
1+ 1
n
)
H(G(xn),G(xn−1))
≤
(
1+ 1
n
)
ξ‖xn − xn−1‖,
which means that {un} and {vn} are all Cauchy sequences in E. Therefore there exist u and v ∈ E such that un → u, vn → v as
n →∞. From the Lipschitz continuity of g and RA(·,·)ρ in E, we have
x = x− g(x)+ RA(·,x)ρ [g(x)− ρN(u, v)].
Finally, we prove that u ∈ T(x). In fact, since un ∈ T(xn) and
d(un, T(x)) ≤ max{d(un, T(x)), sup
u∈T(x)
d(T(xn), u)}
≤ max{ sup
y∈T(xn)
d(y, T(x)), sup
u∈T(x)
d(T(xn), u)}
= H(T(xn), T(x)),
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we have
d(u, T(x)) ≤ ‖u− un‖ + d(un, T(x))
≤ ‖u− un‖ + H(T(xn), T(x))
≤ ‖u− un‖ + µ‖xn − x‖ → 0 as n →∞, (4.12)
which implies that d(u, T(x)) = 0. Since T(x) ∈ CB(E). It follows that u ∈ T(x). Similarly we prove that G(x) ∈ CB(E),
i.e., v ∈ G(x). Hence by Lemma 3.2, we get the conclusion.
Remark 4.1. Huang [17] considered a special case of our problem in the setting of real Banach spaces using the resolvent
operator technique for m-accretive mappings.
Now we prove the existence of a solution of a more general problem than that considered by Huang [17] by using the
generalized m-accretive mapping and resolvent operator to be a retraction mapping.
The following result weakens the conditions of N, T,G in theorem.
Theorem 4.2. Let E be a p-uniformly smooth real Banach space. Let A : E × E → CB(E) be a generalized m-accretive mapping
with respect to the first argument and g : E → E a single-valued mapping. Let N : E × E → E be a nonlinear mapping and
T,G : E → CB(E) multivalued mappings. Suppose that the following conditions are satisfied:
(1) g is α-strongly accretive and β-Lipschitz continuous;
(2) T and G are µ-Lipschitz continuous and ξ-Lipschitz continuous, respectively;
(3) N is σ-Lipschitz continuous with respect to the first argument and δ-Lipschitz continuous with respect to the second argument;
(4) Assumption 3.1 holds.
If the resolvent operator RA(·,x)ρ is a retraction on D(A) and
t = (1− pα+ cpβp)1/p + γ + β < 1, ρ < 1− t
σµ+ δξ < 1 (4.13)
for the same cp > 0 in Lemma 3.1.
Then there exists a solution set (x, u, v) of problem (2.1) and the iterative sequences {xn}, {un} and {vn} generated by
Algorithm 3.1 converge strongly to x, u and v in E, respectively.
Proof. From Algorithm 3.1, Assumption 3.1 and the nonexpansiveness of the resolvent operator RA(·,x)ρ , we have
‖xn+1 − xn‖
= ‖xn − g(xn)+ RA(·,xn)ρ [g(xn)− ρN(un, vn)] − xn−1 + g(xn−1)− RA(·,xn−1)ρ [g(xn−1)− ρN(un−1, vn−1)]‖
≤ ‖xn − xn−1 − (g(xn)− g(xn−1))‖ + ‖RA(·,xn)ρ [g(xn)− ρN(un, vn)]
− RA(·,xn)ρ [g(xn−1)− ρN(un−1, vn−1)]‖ + ‖RA(·,xn)ρ [g(xn−1)− ρN(un−1, vn−1)] − RA(·,xn−1)ρ [g(xn−1)
−ρN(un−1, vn−1)]‖
≤ ‖xn − xn−1 − (g(xn)− g(xn−1))‖ + γ‖xn − xn−1‖ + ‖g(xn)− g(xn−1)‖ + ρ‖N(un, vn)− N(un−1, vn−1)‖. (4.14)
From the β-Lipschitz continuity of g, we have
‖g(xn)− g(xn−1)‖ ≤ β‖xn − xn−1‖, (4.15)
and from (4.6) and (4.7), we get
‖N(un, vn)− N(un−1, vn−1)‖ ≤ ‖N(un, vn)− N(un−1, vn)‖ + ‖N(un−1, vn)− N(un−1, vn−1)‖
≤ (σµ+ δξ)(1+ n−1)‖xn − xn−1‖. (4.16)
From (4.5), we get
‖xn − xn−1 − (g(xn)− g(xn−1))‖p ≤ (1− pα+ cpβp)‖xn − xn−1‖p. (4.17)
From (4.14)–(4.17), we have the following inequality
‖xn+1 − xn‖ ≤ kn‖xn − xn−1‖, (4.18)
where
kn = ρ(σµ+ δξ)(1+ n−1)+ t and t = (1− pα+ cpβp)1/p + γ + β. (4.19)
Letting
k = ρ(σµ+ δξ)+ t (4.20)
and 0 < k < 1 by the condition (4.13). Consequently, {xn} is a Cauchy sequence in E. Then the result follows by using the
same arguments of Theorem 4.1.
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