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Menahem Segal major thalamic input to cortex, exhibits a critical period
for plasticity ending in the first week or weeks of life,Department of Neurobiology
whereas L2/3, which receives its main input from L4 viaThe Weizmann Institute
intracortical projections, exhibits significant plasticityRehovot 76100
into adulthood (Diamond et al., 1994; Glazewski andIsrael
Fox, 1996). Most studies of L2/3 plasticity have focused
Selected Reading on adult plasticity, which is thought to contribute to
perceptual learning and to cortical reorganization after
El-Husseini, A.E., Schnell, E., Chetkovich, D.M., Nicoll, R.A., and injury (Gilbert, 1998; Buonomano and Merzenich, 1998).
Bredt, D.S. (2000). Science 290, 1364–1368.
In contrast, less is known about initial development of
Goldin, M., Segal, M., and Avignone, E. (2001). J. Neurosci. 21,
L2/3 circuits. In particular, although these circuits exhibit186–193.
heightened plasticity early in development, neither the
Hayashi, K., and Shirao, T. (1996). J. Neurosci. 19, 3918–3925.
critical periods for such plasticity nor the precise role
Korkotian, E., and Segal, M. (2001). Neuron 30, 751–758.
of experience in initial circuit development have been
Matus, A. (2000). Science 290, 754–758. well established.
Pak, D.T.S., Yang, S., Rudolph-Correia, S., Kim, E., and Sheng, M. These features can be studied in the whisker map in
(2001). Neuron 31, this issue, 289–303.
rat S1 (barrel) cortex. Rat S1 contains an anatomical
Penzes, P., Johnson, R.C., Sattler, R., Zhang, X., Huganir, R.L., Kam- map of the whiskers in the form of a topographic array
bampati, V., Mains, R.E., and Eipper, B.A. (2001). Neuron 29,
of cell clusters in L4, called barrels, each of which corre-229–242.
sponds to a single large whisker on the contralateralSala, C., Pie¨ch, V., Wilson, N.R., Passafaro, M., Liu, G., and Sheng,
face (see Figure). Barrel neurons in L4 receive excitatoryM. (2001). Neuron 31, 115–130.
input from thalamocortical afferents and project excit-Segal, M.E., Korkotian, E., and Murphy, D.D. (2000). Trends Neu-
atory outputs primarily to L2/3 of the same cortical col-rosci. 23, 53–57.
umn, termed the barrel column. Cells in each barrelSorra, K.E., and Harris, K.M. (2000). Hippocampus 10, 501–511.
column spike most strongly in response to deflection ofZhang, W., and Benson, D.L. (2000). Hippocampus 10, 512–526.
the whisker corresponding to that column, termed the
principal whisker, and less strongly in response to adja-
cent whiskers, resulting in whisker receptive fields with
strong, focused excitatory centers and weaker excit-
atory surrounds. The set of receptive fields across S1A New Critical Period
constitutes a physiological map of the whiskers that isfor Sensory Map Plasticity
aligned with the anatomical barrel map in L4, and the
location of a cell within the barrel map is an accurate
predictor of the cell’s receptive field.
Previous studies using extracellular recording ofThe development of neural circuits is influenced by
whisker receptive fields showed that altering whiskersensory experience during restricted critical periods
input for a few days or weeks induces whisker mapearly in life. A novel critical period is demonstrated for
plasticity that obeys a distinct, early critical period inplasticity of the whisker map in layer 2/3 of rat primary
L4, but that persists into adulthood in L2/3. However,somatosensory cortex. Sensory experience during this
because L2/3 neurons do not exhibit reliable sensory-period guides initial formation of whisker receptive
evoked spikes in the first few weeks of life, it was notfields.
possible to examine initial development of the L2/3 map,
or the role of experience in its formation.
The ability of sensory experience to shape the function Stern et al. (2001) were able to study early map de-
of neural circuits is often limited to a defined critical velopment by making intracellular recordings in vivo
period of development. Critical periods usually coincide and measuring subthreshold sensory responses (i.e.,
roughly with initial circuit formation, but whether experi- summed excitatory and inhibitory postsynaptic poten-
ence (and other forms of neural activity) acts to guide tials) in L2/3 and L4 neurons. In mature animals, sub-
initial circuit formation or rather to refine circuits just threshold receptive fields are broader than spiking re-
after their formation by activity-independent mecha- ceptive fields but are still centered on the anatomically
nisms is controversial. In this issue of Neuron, Stern, defined principal whisker (Moore and Nelson, 1998; Zhu
Maravall, and Svoboda (2001) examine the early devel- and Connors, 1999) and are sensitive indicators of the
opment of the whisker map in layer (L) 2/3 of the rat’s set of whisker input channels integrated by a given neu-
primary somatosensory cortex (S1). They describe a ron. Stern et al. measured the development of sub-
novel critical period in which whisker experience can threshold receptive fields during the second postnatal
alter sensory receptive fields and show that, during this week, before L2/3 neurons exhibit sensory-evoked
critical period, whisker experience is required for the spikes. They found that at P12, whisker responses were
initial formation of the whisker map. undetectable in L2/3 neurons, even though L4 neurons
In hierarchically organized sensory systems, more pe- exhibited whisker-evoked spikes. This indicates that
ripheral processing centers tend to mature earliest, and L4 → L2/3 synapses were either too weak or too sparse
higher centers mature progressively later. As a result, to evoke postsynaptic responses. Just 2 days later, at
critical periods tend to cascade gradually up the neu- P14, L2/3 neurons had robust subthreshold sensory re-
raxis. Within sensory areas of neocortex, the same trend sponses and subthreshold receptive fields that were
indistinguishable from those in older animals. Thus,is apparent. Cortical layer 4 (L4), which receives the
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Figure 1. Organization of the Whisker Map in S1
(Left) Arrangement of facial whiskers into rows and arcs (letters and numbers).
(Center) Organization of barrels and barrel columns in S1 (top is pial surface).
(Right) Normal columnar topography of thalamocortical projections to L4 and excitatory projections from L4 to L2/3 (solid lines). Sensory
deprivation during an early critical period results in abnormal receptive fields in L2/3 that may reflect persistence of topographically abberant
intracortical projections (dashed line).
functional inputs onto L2/3 cells develop very rapidly pruning, these aberrant connections persist and drive
responses to topographically inappropriate whiskersand with a high level of initial precision.
Stern et al. found that this precision was achieved as (see Figure). The specific intracortical projections that
are affected are unknown; however, the authors proposea result of sensory experience: when all contralateral
whiskers were cut between P9 and P14, grossly abnor- that the feedforward excitatory projection from L4 to
L2/3 may be involved (Stern et al., 2001). Because thismal subthreshold receptive fields developed, and the
precise topography of the normal whisker map was lost. projection is highly topographic in S1, it should be possi-
ble to test this model by comparing the development ofInstead of a single peak at the anatomically appropriate
principal whisker, receptive fields were irregular, multi- L4 axonal projections in normal and whisker-deprived
animals.lobed, and often peaked at an inappropriate whisker.
These changes represent a near-complete breakdown This model of experience-dependent refinement of an
intrinsically overarborizing projection is similar to thatin normal receptive field structure and one of the most
substantial effects of a sensory manipulation on whisker classically proposed for development of geniculocorti-
cal axons in the visual cortex (V1) (Katz and Shatz, 1996).receptive fields. Importantly, these changes were not
observed in L4, indicating that the site of plasticity was in In V1, this model has been challenged because maps
appear to develop normally in the absence of normalintracortical rather than subcortical circuits. In addition,
this plasticity exhibited a tight critical period: receptive visual input, though such input is required later to main-
tain map topography (Crair et al., 1998; Crowley andfield changes occurred when deprivation (which lasted
5 days) began at P9, but not at P15. Thus, sensory Katz, 2000). In S1, however, the current results show
clearly that experience is required to guide the earliestexperience regulates the formation of whisker receptive
fields in L2/3 during a short critical period coincident construction of L2/3 sensory maps. Though this differ-
ence may reflect real discrepancies between visual andwith the initial development of sensory responses in that
layer. somatosensory systems, it is also possible that experi-
ence does contribute to initial receptive field develop-This same critical period was identified previously by
the same group for experience-dependent motility of ment in V1, but that this contribution was obscured by
anatomical and optical imaging techniques that averagedendritic spines on L2/3 pyramidal cells (Lendvai et al.,
2000). Thus, P12–14 represents a critical period in which across many neurons (Stern et al., 2001). Resolving this
issue is likely to require measurements of subthresholdintracortical circuits first form effective connections and
in which sensory experience is critical for guiding synap- visual receptive fields in V1.
togenesis and whisker map development in L2/3.
Whether this critical period ends absolutely at P14, or
Daniel E. Feldmanwhether stronger sensory manipulations (e.g., partial
Neurobiology Section, Division of Biologywhisker deprivation instead of complete deprivation)
University of California, San Diegowould reveal persistent plasticity, remains unanswered.
La Jolla, California 92093Another question to be resolved is the cellular basis
for this plasticity. Because the same critical period is
observed for spine motility, which is thought to reflect Selected Reading
ongoing synaptogenesis and synaptic refinement, the
Buonomano, D.V., and Merzenich, M.M. (1998). Annu. Rev. Neurosci.authors speculate that experience may sharpen re-
21, 149–186.ceptive fields by refining intracortical axonal arbors as
Crair, M.C., Gillespie, D.C., and Stryker, M.P. (1998). Science 279,they develop. This model implies that intracortical axons
566–570.tend to grow exuberant connections into inappropriate
barrel columns and that without experience-dependent Crowley, J.C., and Katz, L.C. (2000). Science 290, 1321–1324.
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1885–1888. and brain imaging studies—activation during cutaneous
Gilbert, C.D. (1998). Physiol. Rev. 78, 467–485. discrimination is observed in areas 3b, 1, and 2 of the
Glazewski, S., and Fox, K. (1996). J. Neurophysiol. 75, 1714–1729. somatosensory cortex (see Figure), motor areas 4, 6,
Katz, L.C., and Shatz, C.J. (1996). Science 274, 1133–1138. and 44, supplementary motor area, and cerebellum (not
Lendvai, B., Stern, E., Chen, B., and Svoboda, K. (2000). Nature 404, shown in Figure). Activation is also observed in anterior
876–881. parts of intraparietal cortex (IPA) and supramarginal
Moore, C.I., and Nelson, S.B. (1998). J. Neurophysiol. 80, 2882–2892. gyrus (ASM) during passive, as well as active, shape
Stern, E.A., Maravall, M., and Svoboda, K. (2001). Neuron 31, this processing. This final result extends other work from
issue, 305–315. Roland’s laboratory that identifies these areas as so-
Zhu, J.J., and Connors, B.W. (1999). J. Neurophysiol. 81, 1171–1183. matosensory zones (Bodega˚rd et al., 2000).
The authors reason that in order to take account of
object properties that are typically encountered sequen-
tially, shape discrimination must involve several different
areas of the brain. They hypothesize that a hierarchyTactile Shape Processing of somatosensory regions specifically associated with
shape discrimination may be established by identifying
areas that are activated by progressively fewer and more
specialized components of tactile form. Thus, corticalNeuroimaging techniques may aid in the identification
areas, such as 3b and 1, that are activated by essentiallyof areas of the human brain that are involved in tactile
all types of tactile stimuli and discrimination—curvature,shape perception. Bodega˚rd et al. (2001) relate differ-
edge length, and roughness in addition to shape—areences in the properties of tactile stimuli to differences
presumed to be involved in initial low-level shape pro-in areas of cortical activation to infer tactile processing
cessing. Areas, such as 2, that are activated by a smallerin the somatosensory network.
subset of object features, with preference for differ-
ences surface curvature, may be allocated to a subse-
Shape perception using touch is a remarkable ability, quent step, and areas such as the IPA and ASM that
yet its study can be as daunting as it is intriguing. Ob- are activated under few conditions represent a yet
jects differ in form and tactile properties in almost innu- higher level related to computation of tactile shape and
merable ways, and the relevant dimensions of tactile potentially represent the cortical locus of shape repre-
perception and shape processing are for the most part sentation.
still unknown. The study by Bodega˚rd and colleagues Several aspects of the data are noteworthy in relation
(2001) in the current issue of Neuron addresses a prob- to the idea of a shape processing hierarchy. It is reported
lem at the core of this endeavor—can form processing that all stimuli activate areas 3b and 1. In conjunction
by touch be shown to differ from the component sensori- with independent electrophysiological data, there is little
motor processes that encode, remember, and discrimi- reason to doubt the authors’ conclusion that these areas
nate stimuli? are involved in the lowest levels of cortical processing
Bodega˚rd et al. report the results of positron emission of shape. Area 2 is also activated by all types of stimuli,
tomography (PET) studies that are designed to elaborate but activation is less when subjects have to discriminate
the sensory processing sequence that subserves tactile the velocity of a brush that is applied to the fingers and
shape perception. The experimental manipulation in- hand than when a cylindrical object is placed in the same
volves a shape discrimination, either in a passive condi- location. This is suggestive of a possible dissociation
tion in which objects are placed or moved in subjects’ between tactile shape and motion processing, possibly
hands, or in an active condition in which subjects are analogous to that observed in the visual system (DeYoe
asked to manipulate objects. Differences in regional ce- and Van Essen, 1998; Ungerleider and Mishkin, 1982),
rebral blood flow (rCBF) are used to infer a hierarchical and may reveal a preference of area 2 for the processing
organization of tactile processing in the somatosensory of object curvature. The authors also attribute activation
system. in IPA and ASM to the encoding of shape information
as opposed to transient motion.The basic findings of the present study are consistent
Human Somatosensory Areas Activated dur-
ing Tactile Processing
Primary somatosensory areas 3b and 1 are
activated by tactile stimuli discriminated pas-
sively and during tactile explorations. Area 2
is preferentially activated by the curvature of
surfaces. Areas lining the intraparietal sulcus
(IPA) and in the anterior part of the supramar-
ginal gyrus (ASM) are preferentially activated
during shape perception (as shown in Figure
6 of Bodega˚rd et al., 2001). This figure was
kindly provided by Bodega˚rd and Roland.
