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Abstract
We produce first examples of p-local height three TAF homology
theories. The corresponding one-dimensional formal groups arise as
split summands of the formal groups of certain abelian three-folds, the
Shimura variety of which can be reinterpreted as moduli of a family of
Picard curves. This allows an explicit description of an automorphic
form valued genus in terms of the coefficients of these curves. More-
over, our construction is such that the theories naturally come with
restriction maps to TAF theories of lower height.
1 Introduction
There is a surprisingly strong connection between algebraic topology, more
precisely stable homotopy theory, and algebraic geometry. At the heart of
this connection lies the theory of formal groups. Being group objects in the
category of formal schemes, formal groups are natural objects of interest
in algebraic geometry. The biggest, or perhaps most important, class of
examples arises via the completion-at-the-identity functor from the category
of abelian schemes.
In algebraic topology formal groups appear when evaluating complex ori-
entable cohomology theories on the H-space CP∞. An actual choice of com-
plex orientation then corresponds to a choice of coordinates on the formal
group and allows to express the group structure via a formal group law. There
is a ring, the so called Lazard ring, which carries a universal formal group
law and thus classifies formal group laws via ring homomorphisms out of it.
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On the side of topology it turns out [Qui69] that this ring is the coefficient
ring of the universal complex oriented cohomology theory MU of complex
cobordism. In fact, the stack associated to the Hopf algebroid comprising the
Lazard ring and the coalgebra of strict isomorphisms of formal group laws is
the moduli stack of formal groups.
It is worth noting that this moduli stack is stratified by an invariant
called height and that the shadow of this stratification can be seen when
dealing with Adams-Novikov spectral sequences which are based on complex
oriented theories. In this context the filtration is called the chromatic height
filtration.
There are many examples of complex oriented cohomology theories of
the various heights, e.g. for every height there is a Morava E-theory (at
every prime), but considering the connection between topology and algebraic
geometry outlined above it is quite natural to ask, which of these complex
oriented theories can be related not only to formal groups, but also to abelian
schemes.
From the algebraic geometric perspective the obvious starting point for
any attempt to answer this question are elliptic curves, the 1-dimensional
abelian schemes. In [LRS95] the authors used bordism theory to construct
complex oriented cohomology theories out of elliptic curves. More precisely,
the evaluation of these elliptic theories on CP∞ turn out to be formal groups
of elliptic curves over the coefficient ring of the theory. The development of
the theory of elliptic cohomology culminated in the construction of the spec-
trum of topological modular forms. Despite being neither complex orientable
nor elliptic, this spectrum can be interpreted as “universal elliptic theory of
height two”, as it detects height two phenomena and has a (unique) map to
every elliptic theory.
Formal groups of elliptic curves are of height one or two depending on
whether the elliptic curve is ordinary of supersingular. From a moduli per-
spective the topologically interesting points are the supersingular points in
Mell, the moduli stack of elliptic curves, and the ordinary locus is merely
only necessary to interpolate between those and allow a flat map from Mell
to MFG, the moduli stack of formal groups.
As the height of the formal group of an abelian scheme is up to a factor of
two bound by its dimension, one obviously has to increase the dimension of
the abelian schemes to pass beyond height two. Unfortunately, one then runs
into difficulties on the topological side, because formal groups in topology
turn out to be always one dimensional. In [BL10] the authors considered
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Shimura varieties classifying only those n-dimensional abelian schemes which
had enough structure to split off a one dimensional formal summand of the
associated n-dimensional formal groups that had height up to n. Similar to
the elliptic case the global sections are again not complex oriented themselves,
but all e´tale opens of the derived Shimura variety give rise to complex oriented
cohomology theories.
As beautiful as the theory is, as hard it is to provide examples. There
have been a few investigations [HL10], [BL11], [Law15] of Shimura curves
classifying abelian schemes up to dimension two, and thus cohomology theo-
ries of maximal height two. Also, it is hard to get any feeling for the formal
group involved.
In this paper we produce a first example of a height three TAF theory
by refining the approach taken in [vBT16]. Over the Eisenstein integers we
access the Shimura varieties of structured abelian two and three-folds via the
Torelli image of special families of curves of genus two and three, respectively.
Though, the focus of the paper is the genus three case, we start with the
two dimensional test case. Here, we present a thorough investigation of the
geometry of the complex points of the Shimura variety and the automorphic
forms, which is analogous to that of [vBT16] in the Gaussian case. We
introduce a genus ϕL and use it to build the desired examples of topological
automorphic form theories for this unitary group.
Theorem A. Let G be the unitary group U(1, 1;Z[ζ3]) and M
R
∗ (G) be the
ring of R-valued automorphic forms for G.
i) For all primes p ≡ 1 mod 3, we have
ϕL(BP∗) ⊂ MZ(p)∗ (G) ∼= Z(p)[κ2, λ] ⊂ Z(p)[κ, λ].
ii) For p = 7, 13, the genus ϕL gives M
Z(p)
∗ (G)[∆−16 ] the structure of a
Landweber exact BP∗-algebra of height two. In particular, the functors
TAF
U(1,1;Z[ζ3])
(p),∗ (·) := BP∗(·)⊗ϕL M
Z(p)
∗ (G)[∆−16 ]
define a homology theory.
Before we turn to the three dimensional case of interest, note that there
hasn’t been any example of a height three TAF in the literature, so far. Let
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us also remark, that in this dimension things get less tractable, even over the
complex numbers, in the sense that we can’t actually fall back on modular
forms to compute rings of automorphic forms ourselves. Instead, we rely on
the analysis [Hol86, Shi88] of the moduli of certain families of curves already
investigated by Picard [Pic83].
In the case of inverted discriminant, i.e. smooth curves, the associated
abelian schemes are irreducible. For primes 7 and 13 we produce a v3-periodic
homology theory by describing a genus ϕP valued in automorphic forms for
the unitary groups in question.
Theorem B. Let Γ be the unitary group U(2, 1;Z[ζ3]) and M
R
∗ (Γ) be the
ring of R-valued automorphic forms for Γ.
i) For all primes p ≡ 1 mod 3, we have
ϕP (BP∗) ⊂MZ(p)∗ (Γ) ∼= Z(p)[G2, G4, G23] ⊂ Z(p)[G2, G3, G4].
ii) For p = 7, 13, the genus ϕP gives M
Z(p)
∗ (Γ)[∆−1C ] the structure of a
Landweber exact BP∗-algebra of height three. In particular, the functors
TAF
U(2,1;Z[ζ3])
(p),∗ (·) := BP∗(·)⊗ϕP M
Z(p)
∗ (Γ)[∆−1C ]
define a homology theory.
However our genus behaves even better. In fact it makes sense on more
than the locus of smooth curves, which means that one is fine with inverting
less than the (vanishing locus of the) discriminant. Analyzing congruences
between automorphic forms we find that inverting the form G3 (which is of
lower weight than the discriminant) is sufficient for the resulting theory to
be v3-periodic. Since we invert less than before, this clearly imports certain
types of singular curves into the picture. We investigate the different types of
singularities for Picard curves and how they relate this genus and its height
three theories to genera and theories for smaller unitary groups and lower
chromatic height.
To emphasize this more, let us describe the situation from a different
point of view. The configuration space of five (ordered) distinct points in
P1 corresponds to the space of smooth Picard curves of genus 3 (with mark-
ings). This space can thus be identified with the open dense subspace of
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irreducible varieties in the Shimura variety Sh by considering the Jacobians
of these Picard curves. Moreover, allowing points in the configuration space
to come together creates singular Picard curves, which, though not possess-
ing Jacobians themselves, can be associated to points in the complement of
the irreducible locus of Sh. As we keep infinity as distinct point and also do
not allow all the remaining four points to coincide, there are precisely three
possible cases of how points can come together. These different degenera-
tions types (of curves) yield a stratification of the (compactified) Shimura
variety. The case of two points coming together is described by a U(1, 1)-
stratum in Sh. The inclusion of this stratum induces restriction morphisms
of automorphic forms. In particular, the standard inclusion
U(1, 1;Z[ζ3])→ U(2, 1;Z[ζ3])
yields a map
r : M
Z(p)
∗ (U(2, 1;Z[ζ3]))→ MZ(p)∗ (U(1, 1;Z[ζ3])).
Our genera and the associated homology theories are well behaved with
respect to this restriction morphism.
Theorem C. Let r be the restriction map defined above.
i) For all primes p ≡ 1 mod 3 the genus r ◦ϕP is equivalent to ϕL; more
precisely, the associated group laws are isomorphic over Z(p)[κ, λ].
ii) For p = 7, 13 the homomorphism r induces a morphism of Landweber
exact algebras
Z(p)[G2, G
±1
3 , G4]→ Z(p)[κ±1, λ±1]
decreasing height by one.
We also investigate a level structure closely related to the special level
structure U(2, 1;Z[ζ3])[
√−3] and find the analog of Theorem B to hold in
this context; we refer the reader to the appendix for the precise statement.
Note that on the underlying algebraic geometric side of things, much of
the necessary mathematics, e.g. the geometry of the moduli of these curves,
is classical [Pic83], [Bol87] or at least known for quite a while [Shi88]. A
thorough and modern account can be found in [Hol86] and [Hol95].
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2 Some Shimura varieties of unitary type
2.1 Symplectic groups and abelian varieties
The matrix ( 1−1 ), where 1 denotes the unit matrix of rank n, defines a skew
bilinear form on R2n. The symplectic group is defined as
Sp(n) = {g ∈ GL(2n;R) : gtr ( 1−1 ) g = ( 1−1 )};
it is a non-compact real Lie group of dimension 2n2 + n and real rank n.
Moreover, we have the inversion formula
( A BC D )
−1
=
(
Dtr −Btr
−Ctr Atr
)
.
Since ( 1−1 )
−1
= − ( 1−1 ), the group Sp(n) is closed under transposition.
Thus, g 7→ (gtr)−1 is an involutive automorphism. Let
Sp(n) ∩ O(2n) ∼= U(n)
be the fixed point set; it is a maximal compact subgroup, and there is a well-
known identification between the associated symmetric space and the Siegel
space Sn consisting of symmetric complex n-by-n matrices with positive-
definite imaginary part,
Sp(n)/U(n) ∼= Sn = {Ω = Re(Ω) + iIm(Ω) : Ωtr = Ω, Im(Ω) > 0}.
The Siegel upper half space Sn is a hermitian symmetric domain well known
to parametrize (complex) abelian varieties equipped with a principal polar-
ization: For Ω ∈ Sn, the columns of the matrix (1,Ω) constitute a Z–module
basis for a symplectic lattice
Λ = Zn ⊕ ΩZn
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in Cn, and the quotient Cn/Λ becomes a principally polarized abelian variety.
Letting
σ : Sp(n)→ Sp(n), σ( A BC D ) = ( A −B−C D ),
denote the automorphism introducing a sign in the off-diagonal blocks, we
have the left action
(1,Ω)σ( A BC D )
−1 = (Dtr + ΩCtr, Btr + ΩAtr),
allowing us to recover the usual fractional linear transformation on Sn,
( A BC D ) · Ω = (AΩ +B)(CΩ +D)−1.
Clearly, Sp(n;Z)–equivalent points in Siegel space determine isomorphic
abelian varieties.
Remark 2.1.1. Observe that
((CΩ +D)tr)−1(1,Ω) = ((CΩ+D)tr)−1(1,Ω)
(
A −B
−C D
)−1 ( A −B
−C D
)
= (1, (AΩ+B)(CΩ +D)−1)
(
A −B
−C D
)
This has the following interpretation: The element g = ( A BC D ) ∈ Sp(n)
induces a map from the ppav determined by Ω to the ppav determined by
Ω′ = (AΩ + B)(CΩ +D)−1, and ((CΩ +D)tr)−1 can be identified with the
induced map on tangent spaces at the origin. In particular, we have a left
action of Sp(n;Z) on Sn × Cn given by
( A BC D ) · (Ω, ~w) =
(
(AΩ +B)(CΩ+D)−1, ((CΩ +D)tr)−1 ~w
)
, (1)
and the quotient tries to be the bundle of Lie algebras of the respective
abelian varieties.
2.2 Hermitian lattices and unitary groups
In this section we consider the case of imaginary quadratic number fields
K = Q(
√−N) with class number one and odd discriminant (the case of
even discriminant is analogous, for more details we refer the reader to a
forthcoming paper). In the odd discriminant case, 1 and α = −1
2
+
√−N
2
constitute a Z–module basis for O, the ring of integers of K. Since we
assume that the class number is one, a hermitian O-lattice is a free O-
module equipped with a hermitian form. It is called integral if the form
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takes values in O, unimodular if it is self-dual. Equivalently, an integral
lattice is unimodular if the determinant of a Gram matrix is invertible.
Over K, the hermitian form is diagonalizable; thus, it has a well-defined
signature which we write as a pair of non-negative numbers. Recall that for
any indefinite signature, there is a unique hermitian unimodular O–lattice
(this can be proved as in the case of unimodular quadratic lattices over Z,
noting that for the odd-discriminant case, any unimodular lattice is odd, i.e.,
contains a vector of odd norm).
Let H ∈ GL(n;Z) be symmetric and self-inverse, H = H tr = H−1. Thus,
H can be considered as the Grammatrix of a unimodular hermitianO-lattice.
Define the corresponding unitary group of the hermitian form H by
U(H) = {g ∈ GL(n;C) : g†Hg = H}.
It is a reductive real Lie group. We assume that H has indefinite signature
(r, s), so that U(H) ∼= U(r, s) is non-compact.
Due to our assumption on H , we have the inversion formula g−1 = Hg†H ;
moreover, the group U(H) is closed under conjugation and transposition.
In particular, we have an involutive automorphism g 7→ (g†)−1 = HgH ,
and its fixed points constitute a maximal compact subgroup (isomorphic to
U(r)× U(s)).
Clearly, the group
U(H ;O) = U(H) ∩GL(n;O)
can be identified with the isometry group of the unimodular hermitian lattice
determined by H .
2.3 Standard embedding
We return to the group U(H ;O), where H ∈ GL(n;Z) is symmetric and
self-inverse. Considering O as Z-module with basis {1, α = −1
2
+
√−N
2
},
the imaginary part of the hermitian form defines a skew form on the lattice.
Taking the Z–basis e1, . . . , en, He1α, . . . , Henα, the skew Z–bilinear form
(U, V ) 7→ (U †HV − V †HU)/√−N
takes the standard form. Thus, we have an embedding
U(H ;O)→ Sp(n;Z)
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given by
X + αY 7→
(
X −N+1
4
Y H
HY H(X − Y )H
)
;
we compose this with the involutive automorphism
σ : Sp(n)→ Sp(n), σ( A BC D ) = ( A −B−C D ),
to define the injective homomorphism
ρ : U(H)→ Sp(n), X + αY 7→
(
X N+1
4
Y H
−HY H(X − Y )H
)
.
To characterize the image, let JN =
(
−N+1
4
H
H −1
)
be the matrix representing
multiplication by α with respect to the above Z–basis. Then we have:
Proposition 2.3.1.
ρ : U(H)
∼=−→ {g ∈ Sp(n) : σ(g)JN = JNσ(g)}
Proof. Consider ( A BC D ) ∈ Sp(n) and compute(
A −B
−C D
)( −N+1
4
H
H −1
)
=
(−BH −N+1
4
AH +B
DH N+1
4
CH −D
)
( −N+1
4
H
H −1
)(
A −B
−C D
)
=
(
N+1
4
HC −N+1
4
HD
HA+ C −HB −D
)
Thus, B = −N+1
4
HCH , D = HAH + CH . Now use the inversion formula
(
A −N+1
4
HCH
C HAH + CH
)−1
=
(
HAtrH +HCtr N+1
4
HCtrH
−Ctr Atr
)
and put C = −HY to recover the defining equations of U(H),
H = X trHX + N+1
4
Y trHY − Y trHX + α(X trHY − Y trHX).
Next, observe that the stabilizer of
Ω0 =
1
2
(−H +√−N1) ∈ Sn (2)
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in ρ(U(H)) is the image of the subgroup fixed by the involutive automorphism
U(H)→ U(H), g 7→ HgH,
under ρ. To see this, write ( A BC D ) with B = −N+14 HCH , D = HAH + CH ,
then the stability requirement becomes C = HCH and A = HAH , i.e.
g = HgH , for g ∈ U(H).
Since
(1,Ω0)JN = (Ω0H,−N+14 H − Ω0)
andH ∈ GL(n;Z), the Z–lattice in Cn determined by the span of the columns
of (1,Ω0) is an O–module. Moreover,
Ω0HΩ0 = −N+14 H − Ω0.
Thus, the endomorphism Cn → Cn given by left multiplication by Ω0H
descends to an endomorphism of the abelian variety determined by Ω0 ∈ Sn.
This remains true for any lattice in the ρ(U(H))–orbit of (1,Ω0): we have
(1,Ω0) · JN = Ω0H · (1,Ω0)
and
(1,Ω0)
(
Dtr Btr
Ctr Atr
)
= (CΩ0 +D)
tr(1, Ω˜),
where Ω˜ = (AΩ0 +B)(CΩ0 +D)
−1. Thus, for ( A BC D ) ∈ ρU(H) we have
(1, Ω˜) · JN = (((CΩ0 +D)tr)−1Ω0H(CΩ0 +D)tr) · (1, Ω˜),
and, using the defining equations for U(H), we also have
Ω0H(CΩ0 +D)
tr = (Btr + Ω0A
tr)H,
i.e. ((CΩ0+D)
tr)−1Ω0H(CΩ0+D)tr = ((CΩ0+D)tr)−1(Btr+Ω0Atr)H = Ω˜H .
Summarizing, the abelian varieties in the image of U(H)/K → Sr+s have
an O-module structure, and the base point can be identified with (2).
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2.4 Signature (n− 1, 1)
The complex hyperbolic spaces
For definiteness, let us fix the matrix
Hn =

 1
1n−2
1


of signature (n − 1, 1). The group U(Hn) acts on the complex projective
space CP n−1 (from the left) and preserves the open set consisting of lines
in Cn on which Hn is negative definite, i.e. a model of complex hyperbolic
space,
CHn−1 ∼= {[Z] ∈ CP n−1 : Z†HnZ < 0}.
Restricting attention to representatives with last component equal to one,
[Z] = [
(
z0
z1
1
)
],
we obtain a description as a left half-space,
CHn−1 ∼= Ln−1 = {( z0z1 ) ∈ C× Cn−2 : z0 + z†0 + z†1z1 < 0};
in this realization, the base point (i.e. the choice of maximal compact sub-
group U(Hn) ∩ U(n) ⊂ U(Hn)) corresponds to (−10 ) ∈ Ln−1.
The group U(Hn;O) acts on this space in a fractional linear fashion.
Remark 2.4.1. The space Ln−1/U(Hn;O) is not compact; its cusps can be
identified with the U(Hn;O)–equivalence classes of Hn–isotropic lines in Kn,
which in turn can be identified with the isometry classes of positive-definite
unimodular hermitian lattices of rank n− 2.
Inserting a column/row with only entry 1 in penultimate position leads
to an embedding
U(Hn−1)→ U(Hn)
of unitary groups, exemplarily presented for n = 3 by
(
a b
c d
)
7→

a b1
c d

 .
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This in turn induces an embedding
Ln−2 → Ln−1, ( z0z1 ) 7→
(
z0
z1
0
)
,
of complex hyperbolic spaces.
Induced standard embedding
In this section we consider the embedding on the level of spaces induced by
the standard embedding on the level of groups.
For K = Q(
√−N) as above, put α = (−1 +√−N)/2 (so that α2 + α +
(N + 1)/4 = 0). We recall our standard embedding
ρ : U(Hn)→ Sp(n), X + αY 7→
(
X N+1
4
Y Hn
−HnY Hn(X − Y )Hn
)
.
Proposition 2.4.2. The standard embedding ρ : U(H3)→ Sp(3) induces the
embedding
ρ∗ : L2 → S3,
(
z0
z1
)
7→ 1
2z0 + z21

 −
√−Nz20 −
√−Nz0z1 −z0 + αz21
−√−Nz1z0 2αz0 + α¯z21 −
√−Nz1
−z0 + αz21 −
√−Nz1 −
√−N


Proof. We start proving the special case L1 → S3. Herefore, note that U(H2)
acts transitively on L1. Writing z0 = −a2 +
√−Nb, for real a and b, observe
that (
1
√−Nb
1
)(−a2
1
)
=
(−a2 +√−Nb
1
)
,
and, as
√−N = 2α+ 1,
ρ :
(
a
√−Nb/a
0 1/a
)
7→


a b/a N+1
4
2b/a 0
0 1/a 0 0
0 0 1/a 0
0 −2b/a −b/a a


Now, consider the fractional linear action on the basepoint
1
2
(−H2 +
√
−N1) = 1
2
(√−N −1
−1 √−N
)
∈ S2;
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this yields
1
2
(
a
√−N +Nb/a −a +√−Nb/a
−1/a √−N/a
)(
1/a
a−√−Nb/a
)−1
,
which indeed equals
1
2
(√−N(a2 −√−Nb) −1
−1
√−N
a2−√−Nb
)
.
For the general case, note that we have a Heisenberg translation acting via
1 −ztr1 −12 |z1|21 z1
1



z′00
1

 =

z′0 − 12 |z1|2z1
1

 .
Thus it suffices to put z0 = z
′
0 − 12 |z1|2 and check the action of the image of
the Heisenberg translation under ρ.
Working with the diagonal form H ′n = diag(1, . . . , 1,−1), the variety cor-
responding to the basepoint is the product of n elliptic curves, each endowed
with a multiplication by O; up to isomorphism, this variety can also be
obtained using the embedding based on the form Hn.
Proposition 2.4.3. The abelian three-fold corresponding to ρ∗(( α¯0 )) is iso-
morphic to a product of three elliptic curves with complex multiplication;
more precisely, the action of JN induces multiplication by α on two of these
curves, and multiplication by α¯ on the third.
Proof. In view of the embedding L1 → L2, it suffices to prove the analogous
result for signature (1, 1): In this case, we have(−α¯ 1
α 1
)(
1
1
)(−α α¯
1 1
)
=
(
1
−1
)
.
Therefore we have a map
β : U(H2)→ U(1, 1), g 7→
(
1 −α¯
−1 −α
)
g
(−α α¯
1 1
)
= gˆ,
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and an induced map
L1 → B1 = {z′ ∈ C : |z′|2 < 1}.
Under the inverse mapping, the base point of the ball gets mapped to
z′ = 0 7→ z0 = α¯.
The unimodular O–lattices defined by H2 and H ′2 = diag(1,−1) are iso-
metric; therefore, their respective standard embeddings are related by an
integrally symplectic base change. More precisely, looking at the diagram
U(H2)
β
//
ρH
2

U(H ′2)
ρH′
2

Sp(2)
βˆ
// Sp(2)
we see that βˆ : ρH2(U(H2))→ ρH′2(U(H ′2)) is represented by right conjugation
by the symplectic matrix
g˜ =
(
1 0
0 1
0 −1
−1 0
)(
0 −1 N+1
4
−N+1
4
1 1 0 0
−1 −1 1 0
0 0 1 1
)(
1 0
0 1 −1 0
0 1
)
=
(
0 −1 −N+1
4
N+1
4
1 1 0 0
0 0 1 −1
1 1 1 0
)
,
and we have σ(g˜)−1JNσ(g˜) =
(
0 −N+1
4
H′2
H′2 −1
)
= J ′N , which proves the claim.
A twisted embedding
We define a twisted embedding ι : U(Hn) → Sp(n) on the level of groups,
exemplarily the case of n = 3, by
ι(g) = tρ(g)t−1
where
t =


1 0
1 0
0 −1
0 1
0 1
1 0


∈ Sp(3;Z);
is the twisting matrix. Direct computation shows:
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Proposition 2.4.4. The induced twisted embedding L2 → S3 is given by
ι∗ :
(
z0
z1
)
7→


N+1
2
z0+α2z21√−N −αz1
z0−αz21√−N
−αz1 α z1
z0−αz21√−N z1
2z0+z21√−N

 .
The twisted endomorphism becomes
σ(t)JNσ(t
−1) =


0 −N+1
4
0 0
0 −N+1
4
1 −1 0 0
0 0 −1 −1
1 −1
0 0 N+1
4
0


;
consequently, multiplication by α is represented by
µα =

0 −αz1 −N+140 α 0
1 z1 −1

 ,
which indeed satisfies µα + µ
2
α = −N+14 , and µα
( −α
0
1
)
= α¯
( −α
0
1
)
. Further-
more, we clearly have µα
(
1+α
0
1
)
= α
(
1+α
0
1
)
and µα
(
0
1
0
)
= α
(
0
1
0
)
.
There is a left action of the unitary group U(H3) on the space L2 × C,
which for g = (gkl)kl ∈ U(H3) is given by
g.(( z0z1 ), w) = (g.(
z0
z1 ), (g31z0 + g32z1 + g33)
−1w).
There is also an induced action of U(H3) on the space S3 × C3 via the map
ι, which is the restriction of the action (1).
Proposition 2.4.5. The map
L2 × C→ S3 × C3,
(( z0z1 ), w) 7→
(
ι∗ (
z0
z1 ) ,
( −α
0
1
)
· w
)
is U(H3)-equivariant. Thus, in particular, the line spanned by Eα¯ =
( −α
0
1
)
is invariant.
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Proof. Let us sketch the direct computation of the claim. We have to show(
(CΩ +D)tr
)−1 · Eα¯ = (g31z0 + g32z1 + g33)−1 · Eα¯
⇔ (CΩ +D)tr · Eα¯ = (g31z0 + g32z1 + g33) · Eα¯. (3)
Having
g = X + αY 7→ t
(
X N+1
4
Y H3
−H3Y H3(X−Y )H3
)
t−1 = ( A BC D ) ,
it is convenient to put gˆ =
(
X N+1
4
Y
−Y X−Y
)
in order to identify the transpose of
the left hand side of (3) with
(
0 Etrα¯
)(A B
C D
)(
Ω
1
)
=
(
0 Etrα¯
)
t
(
1
H3
)
gˆ
(
1
H3
)
t−1
(
Ω
1
)
.
Now compute
(
0 Etrα¯
)
t
(
1
H3
)
gˆ
(
1
H3
)
t−1 = (g31, g32, αg31, −αg33, −αg32, g33),
and multiply by ( Ω
1
) to find the claim. It is useful to remember the equality
−α2 = α+ N+1
4
at some point.
Remark 2.4.6. The previous proposition shows that the relative tangent
bundle of the family of abelian varieties over L2 splits off a line bundle.
Dualizing, the same is true for the relative cotangent bundle. We remark
that the dual vector to Eα¯ is given by − 1√−N
(
1
0
−1−α
)
.
3 TAF for U(1, 1;Z[ζ3])
3.1 Geometry of the Complex Points
The Group U(H2;Z[ζ3])
Recall that there is a unique unimodular hermitian lattice of signature (1, 1)
over the Eisenstein integers, and its isometry group can be identified with
U(H2;Z[ζ3]) ∼= U(1, 1;Z[ζ3]). Let U(H2;Z[ζ3])[
√−3] be the principal congru-
ence subgroup of level
√−3, i.e. the kernel of the surjective homomorphism
U(H2;Z[ζ3])→ U(H2;Z[ζ3]/(
√−3)) ∼= O(H2;F3) ∼= C2 × C2.
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To relate this group to a more familiar one, note that the left action of
g0 =
(
(
√−3)−1
1
) ∈ GL(2;Q(ζ3))
on CP 1 induces an identification η−1∗ : L1 → H1, z0 7→ z0/
√−3.
Proposition 3.1.1. Conjugation by g0 yields an isomorphism
U(H2;Z[ζ3])[
√−3] ∼= Γ1(3)× C3,
where Γ1(3) ⊂ SL(2;Z) is a congruence subgroup and C3 is cyclic.
Proof. The homomorphism det : U(H2;Z[ζ3])[
√−3] → C3 is surjective, and
the central element
(
ζ3
ζ3
) ∈ U(H2;Z[ζ3])[√−3] is a preimage of a generator
of the image, hence U(H2;Z[ζ3])[
√−3] ∼= SU(H2;Z[ζ3])[
√−3] × C3. Fur-
thermore, it is well known (and readily verified using the fact that Z[ζ3] is
euclidean with respect to the norm) that there is an isomorphism of groups
{g ∈ GL(2;Z[ζ3]) : g† ( 0 −11 0 ) g = ( 0 −11 0 )} ∼= {ǫh : ǫ ∈ (Z[ζ3])×, h ∈ SL(2;Z)}.
Noting that Q(ζ3) is commutative, g0
(
SU(H2;Z[ζ3])[
√−3]) g−10 is contained
in the group on the left-hand side as a subgroup, and, using the right-hand
side, this subgroup is readily identified with Γ1(3).
It now follows easily that a fundamental domain for g0(U(H2;Z[ζ3]))g
−1
0
is given by the strip between x = −1/2 and x = +1/2 lying above the circle
with radius 1/
√
3 around 0:
x
−1
2
1
2
y
i
i√
3•
•−1
2
+ i
√
3
6
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Automorphic Forms
Define the intermediate group
G′ = (Γ1(3) ∪ Γ1(3)g0(H2)g−10 )× C3.
Hence
Γ1(3) ⊂ G′ ⊂ G := g0(U(H2;Z[ζ3]))g−10 .
These three groups act on the upper half plane H1 in the usual fractional
linear fashion. An automorphic form for G of weight k is a holomorphic
function f : H1 → C satisfying
f(g.τ) = (cτ + d)kf(τ)
for all g = ( a bc d ) ∈ G. We assign the topological degree 2k to a form of weight
k and write MC∗ (G) for the (topologically) graded ring of these forms. We
remind the reader that the ring of modular forms for Γ1(3) is given by
MC∗ (Γ1(3)) ∼= C[E1, E3],
where E1 = 1 + 6
∑
n
∑
d|n(
d
3
)qn and E3 = 1 − 9
∑
n
∑
d|n(
d
3
)d2qn are Eisen-
stein series of the indicated weight (here, ( ··) is the Legendre symbol).
Proposition 3.1.2. The ring of automorphic forms for G′ is given by
MC∗ (G
′) ∼= C[κ, λ],
where κ = 2E3 − E31 , λ = E61 are forms of weight three and six, respectively.
Proof. Clearly, the ring of automorphic forms for G′ consists of the modular
forms for Γ1(3) of weight divisible by three which are invariant under the
involution induced by g0(H2)g
−1
0 . Now recall that for a symmetric positive
definite form S of rank n we have the following transformation rule for its
theta series
θ(S−1,− 1
τ
) =
(
τ
i
)n/2
(detS)1/2θ(S, τ).
Since E1(τ) is the theta series of the A2 root lattice, we have E1(− 13τ ) =
−√−3τE1(τ). Next, let E4(τ) = 1+240
∑∑
d|n d
3 qn be the usual Eisenstein
series of weight four, and let e4(τ) := 9E4(3τ)− E4(τ); then we have(
1√−3τ
)4
e4(− 13τ ) = −e4(τ).
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Since e4(τ) is a modular form for Γ1(3), comparing q–expansions shows
e4(τ) = 8E1(2E3 −E31).
Therefore we conclude that κ = 2E3 − E31 spans the +1 eigenspace of the
involution
⋆ : MC6 (Γ1(3))→ MC6 (Γ1(3)), m(τ) 7→
(√−3τ)−3m (− 1
3τ
)
, (4)
while E31 spans the −1 eigenspace, establishing the claim.
Each automorphic form for G admits a Fourier expansion at the (unique)
cusp i∞; for all rings Z ⊆ R ⊆ C we denote by MR∗ (G) the ring of automor-
phic forms for G with expansions in R[[q]], where q = e2piiτ .
Proposition 3.1.3. The ring of automorphic forms for G expanding inte-
grally at the cusp i∞ is given by
MZ∗ (G) ∼= Z[E61 ,∆6],
where ∆6 = E3(E
3
1 − E3)/27 is the normalized cusp form of weight six.
Proof. Combined with the coset decomposition G = G′ ∪ G′ (−1 −1 ), the
previous proposition implies MC∗ (G) ∼= C[κ2, λ]. We also have κ2 = λ −
22 · 33 · ∆6, hence MC∗ (G) ∼= C[λ,∆6]. Since ∆6 = q + O(q2) ∈ Z[[q]] and
E61 = 1 + 36q +O(q
2) ∈ Z[[q]], the claim follows via induction.
We remark that the behavior under the transformation induced by the
element g0(H2)g
−1
0 ∈ G′ implies
E1((−12 −
√−3
2
)/
√−3) = 0, κ(√−3/3) = 0,
and by construction, the form ∆6 vanishes at the cusp i∞. Up to G′–
equivalence, these are the only zeros:
Proposition 3.1.4. Let f : H1 → C be a meromorphic function satisfying
f(g.τ) = (cτ + d)kf(τ) for all g = ( a bc d ) ∈ G′. Then the orders of its poles
and zeros satisfy
ord(f, i∞) + 1
2
ord(f,
√−3
3
) + 1
6
ord(f,−1
2
+
√−3
6
) +
∑
p ord(f, p) =
k
6
,
where the sum is taken over a set of representatives mod G′.
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Proof. This proceeds as in the proof of the analogous formula for the group
SL(2;Z): More precisely, we have
∑
p
ord(f, p) =
1
2πi
∫
C
f ′(z)
f(z)
dz,
where the contour C goes around a fundamental domain for G′ excluding the
points ±1
2
+
√−3
6
and
√−3
3
. Noting that the enclosed angle at −1
2
+
√−3
6
is
π/6 and the angle from −1
2
+
√−3
6
to
√−3
3
along the circle around 0 is π/3,
the claim follows.
The following proposition tells us that there is only a single point in the
ball quotient where the corresponding abelian two-fold is not a Jacobian. It
is the product of two Jacobians, though, as product of two elliptic curves
with complex multiplication by the Eisenstein integers.
Proposition 3.1.5. If a period matrix in the image of ι∗ is diagonalizable
by an integral symplectic transformation, then it is G–equivalent to the point
(ι ◦ η)∗(−12 +
√−3
6
).
Proof. If Ω is diagonalizable by the fractional linear action of an element in
Sp(2;Z), then one of the ten even theta constants vanishes. Now let Π(Ω)
be the product of all ten theta constants raised to the eighth power. Then
the transformation law of theta functions implies
Π
(
(AΩ +B)(CΩ+D)−1
)
= (det(CΩ+D))40Π(Ω)
for all ( A BC D ) ∈ Sp(2;Z). We have
Θ [ 0 00 0 ] ((ι ◦ η)∗τ) = E1(τ).
The remaining nine even Theta characteristics constitute a single orbit under
the full group G; however, discarding the action of the roots of unity, they
decompose into three orbits, and the q–expansion reveals
(ι ◦ η)∗ (Θ [ 0 01 1 ] Θ [ 1 11 1 ] Θ [ 1 10 0 ])8 = 216∆46,
where, for notational convenience, the half-integral characteristic is taken in
(Z/2Z)4, and one obtains the same value for the other two orbits. Therefore,
the product of all ten even Theta constants raised to the eight power pulls
back to yield 248E81∆
12
6 ; since ∆6 is the normalized cusp form of weight six,
the claim follows.
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Proposition 3.1.6. The function
jG :
(
H1 ∪QP 1
)
/G→ C ∪ {∞} ∼= CP 1
given by
jG(τ) =
λ
(−2κ)2 (τ) =
E61
4(E61 − 4E3(E31 −E3))
(τ)
is a bijection.
Proof. The function jG has weight zero and a pole in
√−3
3
. This remains true
for any translate jG − w, where w ∈ C, hence jG − w has a unique zero in
(H1 ∪QP 1) /G.
Remark 3.1.7. jG(i∞) = 14 , jG(−12 +
√−3
6
) = 0 and jG(
√−3
3
) =∞.
3.2 TAF via Hyperelliptic Curves
Recall that a smooth algebraic curve C of genus n has an associated n-
dimensional principally polarized abelian variety Jac(C) = Pic0(C), called
its Jacobian variety. Further, a (smooth) curve C of genus n is hyperelliptic
if there is a morphism C → P1 of degree two. These curves have an affine
model given by an equation
C ′ : y2 = Fd(x),
where Fd is a polynomial of degree 2n+ 1 or 2n+ 2 without multiple roots.
Conversely, every such equation yields a model of a hyperelliptic curve of
genus n with a unique singularity at the point at infinity that corresponds
to one or two points in a regular model, depending on whether the degree d
is odd or even, respectively. It is standard practice to model such curves by
glueing together two non-singular affine curves
C = C ′ ∪ C ′′,
one given by the affine model C ′ above and the other
C ′′ : v2 = u2n+2Fd(u
−1)
by changing coordinates via x = u−1 and y = v
un+1
. In the latter model the
point(s) at infinity correspond(s) to the point(s) where u = 0.
Remark 3.2.1. For an explicit embedding of the Jacobian of a hyperelliptic
curve of genus two in general sextic form, y2 = F6(x), into P
15 and a descrip-
tion of the corresponding two-dimensional formal group law, see [Fly93].
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A Family of Hyperelliptic Curves
It is known that every curve of genus two is hyperelliptic. Clearly, every
hyperelliptic curve admits a canonical involution, which, in terms of the
equation given above, is given by
(x, y) 7→ (x,−y).
Long ago, Bolza determined the curves of genus two with larger automor-
phism group; relevant to us is [Bol87, Case IV], i.e. hyperelliptic curves of
genus two with affine model
y2 = x6 + ax3 + 1. (5)
Such curves admit an obvious automorphism of order three, generated by
µ : (x, y) 7→ (ζ3x, y); (6)
for a suitable basis of the first integral homology, the induced action on the
extended period matrix is given by the matrix σ(t)JNσ(t
−1), which in turn
implies that the entries of the normalized period matrix satisfy Ω11 = Ω22 =
2Ω12, i.e. (Ωij) is in the image of ι∗ : L1 → S2.
Remark 3.2.2. The curve with affine model (5) also admits the involution
(x, y) 7→ (1/x, y/x3). Taking into account (6) and the hyperelliptic invo-
lution, we therefore conclude that the automorphism group of this curve
contains a subgroup isomorphic to the dihedral group with twelve elements.
As a modification of (5), consider the family
C ′ : y2 = x6 − 2κx3 + λ, (7)
parametrized using the automorphic forms κ, λ ∈MC∗ (G′) introduced earlier.
Clearly, smoothness (of the affine model) is equivalent to the non-vanishing
of the discriminant of the polynomial (x6 − 2κx3 + λ),
∆C = 2
6 · 36 · λ2(λ− κ2)2 = 210 · 312 · λ2 ·∆26.
In this case, the differentials dx/y and xdx/y are holomorphic and span the
eigenspaces of the induced C3–action. In particular, the second differential
is distinguished by µ∗(xdx/y) = ζ−13 xdx/y.
Over the complex numbers, the family (7) is universal:
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Proposition 3.2.3. Evaluating the automorphic forms κ and λ on the upper
half plane induces a bijection between the points of H1/G \ {[−12 +
√−3
6
]} and
the set of C–isomorphism classes of curves of genus two whose automorphism
group contains the dihedral group of order twelve.
Proof. According to [CQ07, Proposition 2.2], the family Y 2 = X6 +X3 + j,
where j ∈ C \ {0, 1
4
,− 1
50
}, gives all the curves (over C) with automorphism
group isomorphic to the dihedral group; adding the two curves with larger
symmetry group and the singular curve corresponding to j = 0, we arrive at
H1/G, and adjoining the cusp (i.e. the degenerate curve j =
1
4
) yields the
compact space CP 1.
Note that when we change coordinates and work with
C ′′ : v2 = 1− 2κu3 + λu6,
the action (6) becomes (u, v) 7→ (ζ−13 u, v). Furthermore, the distinguished
differential −xdx/y is mapped to
du
v
=
(
1− 2κu3 + λu6)−1/2 du, (8)
which for λ = 0 reduces to the invariant differential of an elliptic curve with
(complex conjugate) action of Z[ζ3].
The p-complete Point of View
We outline how the formal group of the Jacobian of the curve splits over the
p-completion of its ring of definition R. Recall that the curve, its Jacobian,
thus all differentials and in particular the splitting of the Lie algebra of the
Jacobian are defined over
R = Z[ζ3][
1
6
][κ, λ, (λ2∆26)
−1].
Inverting 6 and (λ∆6)
2 ensures smoothness of the curve, whereas adjoining
ζ3 is necessary when considering the Z[ζ3]-actions.
Lemma 3.2.4. GJac(C) is a Zp-module.
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Proof. Every p-adic number c can be displayed as limit
c = limn c
(n)
over integers c(n) ∈ Z. For each c(n) the addition [c(n)]GJac(C)(x) =
∑∞
i=1 c
(n)
i x
i
for a point x ∈ GJac(C) is well defined. Let us define
[c]GJac(C)(x) =
∞∑
i=1
lim
n
c
(n)
i x
i.
This limit exists because from
c(n) − c(n−1) = b(n)pn ⇔ c(n) ≡ c(n−1) mod pn
it follows that
[c(n)](x) = [c(n−1)](x) + [pn]([b(n)](x)).
Giving p and x degree 1, one uses an easy inductive argument to see that
the second term on the right hand side has degree greater or equal to n+ 1.
This show that in the limit GJac(C) is a Zp-module.
Note that the statement of the lemma implies that
Zp →֒ End(GJac(C)).
Lemma 3.2.5. Zp is central in End(GJac(C)).
Proof. Let again c = limn c
(n) ∈ Zp and ψ ∈ End(GJac(C)). Since c(n) ∈ Z,
we have
ψ([c(n)](x)) = [c(n)](ψ(x)).
Taking limits proves the claim.
The two preceding lemmas imply the following.
Proposition 3.2.6. The action R →֒ End(GJac(C)) extends to R⊗ Zp, i.e.
R End(GJac(C))
R⊗ Zp
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is a commutative diagram of rings.
Corollary 3.2.7. For (rational) primes which split p = uu¯ in the imaginary
quadratic number field K = Z[ζ3]⊗Q, the formal group GJac(C) splits
GJac(C) ∼= G+ ×G−.
The dimension of the formal group G− is one.
Proof. We find idempotents in End(GJac(C)), coming from the factorization
of
1 = (e1, e2) ∈ Z[ζ3]⊗ Zp ∼= Zp × Zp,
giving rise to the indicated splitting. The dimensions of the formal groups
are determined by the dimension of the Lie algebras, which are by duality
determined by the ζ3-action on the space differentials. As described above the
action distinguishes the one (in fact both, as there are only two) differential
which was acted on by conjugation.
In what follows we use the presentation of the curve to not only refine the
above argument to a p-local statement, but also give an explicit description
of the associated p-local genus.
Formal Parameters
As explained above the curve C has two (smooth) points at infinity, since
the degree of the describing polynomial is even. Let us consider the point
corresponding to P = (0, 1) on C ′′. This point is a fix point of the ζ3-
action and only the distinguished differential is non-vanishing. This implies
that the Torelli map identifies TPC
′′ C3-equivariantly with the 1-dimensional
summand Lie−(Jac(C ′′)).
Finding a local parameter at the point at infinity of C amounts to finding
a local parameter at P on C ′′.
Let R = Z[ζ3][
1
6
][κ, λ, (λ2∆26)
−1], then the coordinate ring of C ′′ is
OC′′ = R[u,v ]
/(
v2 − (1− 2κu3 + λu6)) .
The point P is represented by the ideal I = (u, v − 1). Since I is prime, the
localization OC′′,(P ) is a local ring with maximal ideal m = I. Now, since
v2 = 1− 2κu3 + λu6
⇔ (v − 1)(v + 1) = u3 · p(u3), (9)
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where p ∈ Z[x] and (v + 1) 6∈ m is a unit, we find that
(v − 1) ⊂ (u).
So the maximal ideal is given by (u) and thus u is a uniformizer as desired.
A Formal Logarithm
We define a rational genus
ϕL : MUQ∗ → MQ∗ (G′) ∼= Q[κ, λ]
by
log′ϕL(u) = (1− 2κu3 + λu6)−1/2.
In other words, we define the logarithm of our genus to be the integral
∫
du
v
of the distinguished differential. Recall that
(1− 2κt+ λt2)−1/2 =
∑
k≥0
Pk(κ, λ)t
k.
is the generating function of the homogeneous Legendre polynomials Pk.
Consequently, the value of ϕL on the complex projective spaces can be ex-
pressed in terms of Legendre polynomials.
We have the following integrality statement:
Theorem 3.2.8. For each prime p ≡ 1 mod 3, the image of BP∗ under ϕL
is contained in the subring of p-local automorphic forms:
ϕL(BP∗) ⊂MZ(p)∗ (G) ∼= Z(p)[κ2, λ] ⊂ Z(p)[κ, λ].
Proof. We prove the claim making use of an arithmetic fracture square
Z(p) Zp
Q Qp.
On the one hand, we have the formal group law over Q[κ, λ] determined by
ϕL. On the other hand, we have the group law over Z[κ, λ,∆−1C ]
∧
p (which
already contains 1
6
and ζ3) arising from the split summand of the Jacobians
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of the family (7). Recall that the point P = (0, 1) ∈ C ′′ is a fixed point of
the C3–action, and that we have an equivariant identification
TPC
′′ ∼= Lie−(Jac(C ′′)).
Choosing a local parameter u, as above, at the point P ∈ C ′′, the parametriza-
tion (u, v(u)) allows us to pull back the 1-dimensional summand of GJac(C)
to a formal neighborhood of the point P in C ′′. In particular, the pullback of
the formal differential of the 1-dimensional summand agrees with the coor-
dinate expression of (8) on the nose. This shows that the formal group law
is already defined over Z(p)[κ, λ].
Moreover, since p ≡ 1 mod 3 and p prime implies p ≡ 1 mod 6, we
have that ϕL(BP∗) is contained in the smaller subring Z(p)[κ2, λ] ⊂ Z(p)[κ, λ]
concentrated in degrees divisible by twelve.
Remark 3.2.9. In the only elliptic point [τ ] = [−1
2
+
√−3
6
] ∈ H1/G, corre-
sponding to the product ppav E× E¯, the formal group law associated to the
genus ϕL restricts to an elliptic group law.
p-local TAF
Having established integrality, we can give explicit descriptions of p–local
TAF theories by verifying Landweber’s criterion [Lan76]. For a fixed prime
p ≡ 1 mod 3, let vk denote the image of the kth Hazewinkel generator [Rav04,
Appendix A2] under ϕL; in particular, we have
v1 = P p−1
3
(κ, λ), v2 =
1
p
(
P p2−1
3
(κ, λ)− P p+1p−1
3
(κ, λ)
)
.
Recall that ∆6 is the normalized cusp form of weight six.
Corollary 3.2.10. Let p = 7. Then ϕL gives M
Z(7)
∗ (G)[∆−16 ] the structure
of a Landweber exact BP∗-algebra of height two. In particular, the functors
TAF
U(1,1;Z[ζ3])
(7),∗ (·) := BP∗(·)⊗ϕ M
Z(7)
∗ (G)[∆−16 ]
define a homology theory.
Proof. Clearly, multiplication by 7 is injective. Since P2(x, 1) =
1
2
(3x2 − 1),
it follows that
v1 = E
6
1 − 6(E31E3 −E23) ≡ λ−∆6 mod 7,
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which is regular on F7[λ,∆6]. Now from (P16(
1√
3
, 1)−P 82 ( 1√3 , 1))/7 = −19·11327·36
and −19·113
27·36 ≡ 1 mod 7 we conclude
v2 ≡ −19 · 113
27 · 36 λ
8 ≡ ∆86 mod (7, v1);
since ∆6 is invertible, the claim follows.
Corollary 3.2.11. Let p = 13. Then ϕL gives M
Z(13)
∗ (G)[∆−16 ] the structure
of a Landweber exact BP∗-algebra of height two. In particular, the functors
TAF
U(1,1;Z[ζ3])
(13),∗ (·) := BP∗(·)⊗ϕ M
Z(13)
∗ (G)[∆−16 ]
define a homology theory.
Proof. Again, multiplication by 13 is injective and
v1 ≡ 6κ4 + 6κ2λ+ 2λ2 mod 13
is regular on F13[λ,∆6]. Since further
v2 ≡ λ28 ≡ ∆286 mod (13, v1)
the claim follows.
Remark 3.2.12. We should remark that this is closely related to [BL11,
Theorem 7.4] in that, up to scaling, E61 and ∆6 coincide with their a
6
1 and D.
Remark 3.2.13. Inverting the cusp form ∆6 amounts to excluding the cusp.
Since
∆C = 2
10 · 312 · λ2 ·∆26,
we could also have inverted λ or both factors. Inverting λ excludes the elliptic
point. The same argument shows that Z(7)[κ
±1, λ±1] is a Landweber exact
algebra of height two.
Remark 3.2.14. Let us emphasize the value of hands-on computations as
presented here for the primes p = 7, 13. These computations let us recognize
that it is sufficient to invert less than the discriminant ∆C of the curves; if
it is inverted, then, as the variety satisfies a universal deformation criterion
and all the height loci are non-empty, it is apparent from the general theory
presented in [BL10] that the sequence (p, v1, v2) is regular for all primes p ≡ 1
mod 3.
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4 Height 3 TAF via Picard Curves
4.1 Picard Curves
We start by considering Shiga’s curves [Shi88], which are a special case of
Picard curves; namely the case where all roots of the defining polynomial are
in the base ring. This amounts to considering the distinguished level struc-
ture of the usual lattice in the unitary group, i.e. the arithmetic subgroup
Γ′ = U(H3;Z[ζ3])[
√−3] ∼= U(2, 1;Z[ζ3])[
√−3].
Shiga’s Family
Consider a plane curve defined by
C : y3 = x(x− ξ0)(x− ξ1)(x− ξ2). (10)
Passing to the projective closure adds one point at infinity, which is easily
seen to be smooth. On the other hand, smoothness of the affine part is
equivalent to the non-vanishing of the discriminant
∆C = (ξ0ξ1ξ2(ξ0 − ξ1)(ξ1 − ξ2)(ξ2 − ξ0))2 .
In the smooth case, i.e. if ∆C 6= 0, the curve (10) has genus three, and a
basis for the space of holomorphic differentials is given by
dx
y2
,
xdx
y2
,
dx
y
.
There is an obvious action of the cyclic group C3 on the curve, generated by
(x, y) 7→ (x, ζ3y),
and the induced action on the space of differentials singles out the space
spanned by dx/y. As a consequence, the Jacobians of these curves are ppavs
with Z[ζ3]–endomorphisms of type (2, 1).
Let us be a bit more precise. As can be deduced directly from their
definition, smooth Shiga-Picard curves are parametrized by
Ξ = {
[
ξ0
ξ1
ξ2
]
∈ P2 : ∆C 6= 0}.
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This can be extended to the case where we allow arbitrary Picard curves (cf.
Section 4.1), viz. where the describing polynomial has multiple roots, which
are then parametrized by P2 itself.
Picard [Pic83] showed that there is a period mapping
Φ: Ξ→ S3
to the Siegel upper half space, with dense image in the subvariety CH2 ⊂ S3.
This map induces a biholomorphic correspondence
Φ∗ : P2
∼=−→ (CH2/Γ′)∗, (11)
between P2 and the Satake–Baily–Borel compactification (CH2/Γ′)∗ of the
quotient of CH2 by the arithmetic subgroup Γ′ ∼= U(2, 1;Z[ζ3])[
√−3] corre-
sponding to the distinguished level structure over the Eisenstein integers.
Further, he showed that the inverse, now called (Picard) modular func-
tion, of this period mapping is a single valued automorphic function on CH2,
that can be represented via Riemann theta functions. Automorphicity of
the modular function is relative to the group Γ′. A holomorphic function
φ : L2 → C satisfying
φ(γ. ( z0z1 )) = (γ31z0 + γ32z1 + γ33)
3kφ ( z0z1 ) (12)
for all γ = (γij) ∈ Γ′ will be called automorphic form for Γ′ of topological
degree 6k; we denote the finite-dimensional C–vector space of such forms by
MC6k(Γ
′), and write MC∗ (Γ
′) =
⊕
k∈N0 M
C
6k(Γ
′) for the corresponding graded
ring.
In [Shi88] Shiga reviews work of Picard and improves it by showing how
the modular function can be expressed using theta constants. More precisely,
he shows that the inverse to (11) is induced by
( z0z1 ) 7→
[
φ0
φ1
φ2
]
=:
[
ξ0
ξ1
ξ2
]
∈ P2,
where
φk (
z0
z1 ) = θ
3
[
0 1/6 0
k/3 1/6 k/3
]
(0, ι˜∗ (
z0
z1 ))
and ι˜∗ is essentially the twisted embedding of Section 2.4.
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Remark 4.1.1. Explicitly, let
( A BC D ) =

 1 00 −1−1 0
0 1
1 0
0 −1

 ∈ Sp(3;Z);
applying the corresponding fractional linear transformation to ι∗ (
z0
z1 ) and
using ζ3 + ζ
2
3 + 1 = 0, we get the embedding
(
z0
z1
)
7→ ι˜∗
(
z0
z1
)
=


ζ3z21+2z0√−3 ζ
2
3z1
ζ23z
2
1−z0√−3
ζ23z1 −ζ23 z1
ζ23z
2
1−z0√−3 z1
z21+2z0√−3

 .
Shiga also characterizes ξ0, ξ1, ξ2 as automorphic forms of CH
2 relative to
Γ′ and determines the graded ring of (complex) automorphic forms to be
MC∗ (Γ
′) ∼= C[φ0, φ1, φ2]
where each φi has topological degree six. Note that the
φ1
φ0
, φ2
φ0
are meromor-
phic automorphic functions which generate the function field of (CH2/Γ′)∗.
Thus, the curves (10) can be thought of as an analytic family essen-
tially parametrized by CP 2, and the locus of smooth curves corresponds to
the complement of the union of six hyperplanes. On the other hand, these
smooth curves can be treated as a family over the ring of automorphic forms,
adjoining the inverse of the discriminant to ensure smoothness.
Degenerations
The parameter space Ξ of smooth Picard curves of genus three (with mark-
ings) can be identified with the configuration space of five ordered distinct
points in P1 up to projective equivalence. There is an obvious compact-
ification of Ξ to P2. As outlined by Deligne and Mostow in [DM86] this
compactification is obtained by adding semi-stable configurations, which are
configurations in which points may come together in a prescribed way.
Observe that on the curve side smoothness corresponds to the non-vanishing
of the discriminant, which prevents multiple roots in the describing poly-
nomial. Introducing semi-stable configurations removes this condition and
allows higher multiplicities of these roots. This leads to degenerate curves.
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There are three types of degeneration of the curve
CShiga : y
3 = x(x− ξ0)(x− ξ1)(x− ξ2).
We denote these by Cdeg with subscripts (2, 1, 1), (2, 2) or (3, 1) indicating
the multiplicities of the roots. Note again that it is not allowed that all four
roots fall together as [0, 0, 0] 6∈ P2.
Let R′ = Z[ζ3, 16 ][ξ0, ξ1, ξ2]. We look at the individual degenerations.
The (2,1,1)-case
If two roots coincide, the curve acquires a double point, decreasing the genus.
Without loss of generality we assume that ξ1 = ξ2; then the differentials
(x− ξ1)dx
y2
,
dx
y
remain holomorphic, so the genus is two, hence the curve is hyperelliptic. To
find an affine hyperelliptic model C ′hyp, we first move the double root to zero,
so that we work with
y3 = x2(x− ξ0 + ξ1)(x+ ξ1)
instead (without introducing new coordinates here). Then, setting y = tx
this implies
0 = x4 + (2ξ1 − ξ0 − t3)x3 + (ξ21 − ξ0ξ1)x2
where we can divide by x2 to obtain
0 = x2 + (2ξ1 − ξ0 − t3)x+ (ξ21 − ξ0ξ1). (13)
Assuming characteristic 6= 2, we can complete the square by setting
s = 2x+ (2ξ1 − ξ0 − t3),
which, using (13), gives the desired affine model
C ′hyp : s
2 = t6 − 2(2ξ1 − ξ0)t3 + ξ20 (14)
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of the hyperelliptic curve, which is of the form (7). Conversely, we have
x = s+t
3+ξ0−2ξ1
2
y = t s+t
3+ξ0−2ξ1
2
,
and a straightforward calculation shows that the distinguished holomorphic
differentials are related via
dx(s, t)
y(s, t)
= 3
tdt
s
.
Finally let us look at the image of the (smooth) infinite point of the
degenerate Picard curve of genus two in the hyperelliptic description. For
this we use the model
C ′′hyp : v
2 = 1− 2(2ξ1 − ξ0)u3 + ξ20u6,
where u = t−1 and v = s/t3. So we have
u =
x
y
(15)
v =
2x+ 2ξ1 − ξ0 − t3
t3
=
2x+ 2ξ1 − ξ0
t3
− 1. (16)
To determine u we look at the cube of (15)
u3 =
x3
y3
=
x3
x4 + (2ξ1 − ξ0)x3 + (ξ21 − ξ0)x2
and use l’Hospital’s rule
u3 = lim
x→∞
3 · 2 · 1
24x+ 6(2ξ1 − ξ0) = 0
to deduce that u = 0. To determine v we use (16) and l’Hospital’s rule
v = lim
x→∞
(2x · x3) + (2ξ1 − ξ0) · x3
x4 + (2ξ1 − ξ0)x3 + (ξ21 − ξ0)x2
− 1
= 2 + 0− 1 = 1.
Hence the point at infinity maps to (u, v) = (0, 1) ∈ C ′′hyp, which corresponds
to the point at infinity in the affine model C ′hyp.
Remark 4.1.2. A similar computation shows that the singular point x = ξ1
on the Picard curve maps to (u, v) = (0,−1) ∈ C ′′hyp. Note that x = ξ1
means that x → 0 in the above computation, since we changed coordinates
“x = x+ ξ1” without introducing new notation.
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The (2,2)-case
The degeneration Cdeg(2,2) : y
3 = x2(x − ξ0)2 of C has genus one, is thus an
elliptic curve.
Let R′ be as above, then
OCdeg
(2,2)
= R′[x, y]/(y3 − x2(x− ξ0)2)
is the coordinate ring of Cdeg(2,2). The normalization C
norm
(2,2) of C
deg
(2,2) has coor-
dinate ring
OCnorm
(2,2)
= R’ [x, y, t ]
/(
y3 − x2(x− ξ0)2, ty = x(x− ξ0)
)
exhibiting the Weierstrass form of the associated elliptic curve to be
Cnorm(2,2) : Y
2 − ξ0Y = X3
for Y = x and X = t.
The (3,1)-case
By the same means we check that for the degeneration
Cdeg(3,1) : y
3 = x(x− ξ0)3
the normalization has coordinate ring
OCnorm
(3,1)
= R’ [x, y, t, u]
/(
y3 − x2(x− ξ0)2, ty = x(x− ξ0), u2 = t, u3 = x
)
∼= R′[u].
In the first step we partially resolve the singularity so that the curve becomes
the cuspidal elliptic curve
t3 = x2,
which we then resolve in the standard way.
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Summary and Consequences
As mentioned above, the curves parametrized by the complement of the
smooth locus are degenerate. Turning to the interpretation of CH2/Γ′ clas-
sifying structured abelian three-folds, we find that that points which are not
in the image of the smooth locus (under Picard’s period map) correspond to
products of compatibly structured abelian varieties of lower dimension and
cusps. Besides cusps, there are two possible product cases:
(a) a product A2 × E, where A2 is a structured abelian two fold and E is
a structured elliptic curve, i.e. an elliptic curve with complex multipli-
cation by Z[ζ3].
(b) a triple product E×3 of structured elliptic curves.
The degenerations of type (2, 1, 1) correspond to products A2×E, degen-
erations of type (2, 2) correspond to triple products E×3, and degenerations
of type (3, 1) correspond to cusps.
There are precisely
(
4
2
)
= 6 possibilities for common roots of type (2, 1, 1),
i.e. there are also 6 hyperplanes in the ball quotient where varieties are of
type (a). Further, there are 1
2
· (4
2
)
= 3 elliptic points, i.e. products of type
(b), and
(
4
3
)
= 4 cusps. The overall arrangement is nicely pictured in [Shi88]:
•
•
•
•
•
••
Here the lines are the hyperplanes, the intersection of two hyperplanes,
i.e. blue dots, are the elliptic points and the triple intersection points, i.e. the
red dots, are the cusps.
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Holzapfel’s Family
There are isomorphic curves among the Shiga family (analytically para-
metrized by CP 2 \ {4 pts.}). According to Shiga [Shi88, p. 331], there are
isomorphisms
PU(2, 1;Z[ζ3])/PU(2, 1;Z[ζ3])[
√−3] ∼= S4,
SU(2, 1;Z[ζ3])/SU(2, 1;Z[ζ3])[
√−3] ∼= S4.
The latter implies
S4 ∼= SU(H3,F3) ∼= SO(H3,F3),
so that then we also find the reduction map
U(H3,Z[ζ3])→ U(H3,F3) ∼= O(H3,F3) ∼= C2 × SO(H3,F3) ∼= C2 × S4
to be surjective, leading to the short exact sequence
U(H3,Z[ζ3])[
√−3]→ U(H3,Z[ζ3])→ C2 × S4.
The action of S4 induces a permutation action on the four cusps of
U(H3;Z[ζ3])[
√−3]. To take care of the S4 action, note that by replacing
x by x + 1
4
(ξ0 + ξ1 + ξ2) in (10), the sum of the four roots becomes zero;
expanding, we obtain the family
CPic : y
3 = x4 +G2x
2 +G3x+G4, (17)
where Gi is (−1)i times the ith elementary symmetric polynomial in the
shifted roots. Thus, the coefficients of the curve equation lie in an S4–
invariant subring of automorphic forms for U(2, 1;Z[ζ3])[
√−3], which in
turn can be identified with a ring of automorphic forms for the full group
U(2, 1;Z[ζ3]).
More precisely, the factor group Γ/Γ′ ∼= C2 × S4 acts on the ring
MC∗ (Γ
′) ∼= C[φ0, φ1, φ2].
Recall that there are two irreducible three-dimensional representations of S4
(up to equivalence): one of them, say π, is obtained by restricting the natural
permutation action on C4 to the invariant subspace {x1+ x2 + x3+ x4 = 0},
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and the other one, say π′, differs by the one-dimensional sign representation.
Clearly, we have
C[φ0, φ1, φ2]
pi(S4) ∼= C[G2, G3, G4].
Since diag(−1,−1,−1) ∈ Γ acts as multiplication by −1 on MC6 (Γ′), and
since π and π′ induce the same projective representation, we conclude
MC∗ (Γ) ∼= MC∗ (Γ′)C2×S4 ∼= C[G2, G4, G23].
Remark 4.1.3. Given a character χ : Γ → C∗, we could consider forms for
Γ satisfying a modified transformation rule by including a factor χ(γ)k on
the RHS of (12). As explained in [Hol95], the ring C[G2, G3, G4] can be
interpreted as the ring of automorphic forms with character
χ : Γ→ {±1}, g 7→ (det g)3 sign(g),
where sign(g) is the sign representation applied to the image of g in S4.
Remark 4.1.4. Shiga determines the subring of forms for the full group
Γ using invariant theory (cf. [Shi88, Proposition II-5]); unfortunately, he
denotes the invariants Gi as well, leading to a conflict in notation, viz. the
Gi’s we defined here differ from the ones given by Shiga as follows:
GS2 = −8G2, GS3 = −8G3, ((GS2 )2 − 4GS4 = 256G4.
Observe that smoothness of the family (17) is still ensured by the non-
vanishing of the discriminant, which admits the expression
∆CPic = 16G
4
2G4 − 4G32G23 − 128G22G24 + 144G2G23G4 − 27G43 + 256G34.
Moreover, there is still the action of the cyclic group C3 on the curve, gener-
ated by
(x, y) 7→ (x, ζ3y),
and the induced action on the space of differentials singles out the space
spanned by dx/y. As before, the Jacobians of these curves are ppavs with
Z[ζ3]–endomorphisms of type (2, 1). More precisely, we can compose the
inverse of the map (11) with the natural projection
P2 → P2/S4.
The map
(CH2/Γ)∗
∼=−→ P2/S4,
induced by passing to the quotient is hence an isomorphism, too.
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4.2 Topological Automorphic Forms
In this section we describe how to associate TAF-type cohomology theories
to isomorphism classes of Picard curves. The coefficients of these theories
are rings of automorphic forms for the full arithmetic unitary group. We
construct a genus targeting these rings and check Landweber’s criterion.
Local Parameter
We want to choose a local parameter at the point at infinity on C, which is
again a fix point of the C3-action on C. As C is a family of curves, note that
the point at infinity is smooth throughout the family, i.e. is smooth in all
fibers. Since our family is not defined over a field, the localization at infinity
may not be a discrete valuation ring, so it may still not be clear what a local
parameter is. We offer the following definition, just forcing things to be as
usual.
Definition 4.2.1. Let C be a smooth algebraic curve over Spec(R) for a
noetherian integral domain R. Let further P be a smooth point of the family,
such that the localization OC,(P ) is a local ring with principal maximal ideal
m, then a generator u of m is called a local parameter on C at P .
Note that the local ring S = OC(C)(P ) is not necessarily a discrete valua-
tion ring, though in most examples it will be. If not, then, as it is noetherian,
there will be a natural number n such that {S,m, . . . ,mn = 0} are all ideals
in S.
Remark 4.2.2. The idea behind a local parameter at a point is to map
a formal neighborhood of the origin in A1 onto a formal neighborhood of
that point on the curve. It is therefore obvious that local parameters behave
well under rational, even analytic, maps, since formal parameters are also
generators of the maximal ideal in the formal completion of the localization
with respect to the maximal ideal.
Thus, if we want to find a local parameter around the point at infinity
on CPic, instead of doing this directly, we consider the curve
C(u,v) : v
3 = 1 +G2u
6 +G3u
9 +G4u
12
given by setting x = u−3 and y = vu−4. A local inverse CPic → C(u,v) is
now an analytic map, as it requires a third root of an element which is a
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unit in the localization. Note that this root exists in the formal completion
and that the point P = (0, 1) maps to the point at infinity under the inverse
map. Note further, that the distinguished differential dx/y maps to du/v,
and that it is the unique holomorphic differential (up to scale) which does not
vanish at infinity. Again, this implies that the Torelli map identifies T∞CPic
C3-equivariantly with the 1-dimensional summand Lie
−(Jac(CPic)).
To find a local parameter we consider the ideal I = (u, v− 1), describing
the point P , in the coordinate ring of C ′ := C(u,v). Let
R = Z[1
6
, ζ3][G2, G3, G4,∆
−1
C ]
then
S := OC′(C ′) = R[u,v ]
/(
v3 − 1−G2u6 −G3u9 −G4u12)
)
.
and
v3 = 1 +G2u
6 +G3u
9 +G4u
12
⇔ (v − 1)(v2 + v + 1) = u3 · p(u3) (18)
where p ∈ Z[x] and (v2+v+1) 6∈ I = mS(I) ⊂ S(I) is a unit in the localization.
Hence, we find
(v − 1) ⊂ (u3) ⊂ (u),
so I = (u) in the localization S(I) and u is a local parameter at P .
Remark 4.2.3. Note that there is another way of getting the local param-
eter: In the affine chart around [0, 1, 0], the homogeneous equation ZY 3 =
X4 +G2X
2Z2 +G3XZ
3 +G4Z
4 becomes
z˜ = x˜4 + G2x˜
2z˜2 +G3x˜z˜
3 +G4z˜
4,
where x˜ = X/Y = x/y and z˜ = Z/Y = 1/y. Clearly, x˜ is a local parameter.
On the other hand, let
v = (1 +G2u
6 +G3u
9 +G4u
12)1/3 ∈ Z(p)[G2, G3, G4][[u]],
and put x˜ = x/y = u−3/(vu−4) = u/v, z˜ = 1/y = u4/v. Since v is a unit in
Z(p)[G2, G3, G4][[u]], this shows that u is a local parameter as well.
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The p-complete Point of View
By the same arguments as in Section 3.2 we find the following.
Proposition 4.2.4. For (rational) primes which split p = uu¯ in the imagi-
nary quadratic number field K = Z[ζ3]⊗Q, the formal group GJac(C) splits
GJac(C) ∼= G+ ×G−.
The dimension of the formal group G− is one.
Proof. The proof is exactly the same as for Corollary 3.2.7, but note that
now dim(GJac(C)) is 3, hence the ζ3-action actually distinguishes only one
(out of three) differential(s).
Via the theory of [BL10] this 1-dimensional summand gives rise to a p-
complete complex oriented cohomology theory.
Formal Logarithm
We define a rational genus
ϕP : MUQ∗ → Q[G2, G3, G4]
using the distinguished differential du/v as derivative of the logarithm,
log′ϕP (u) = (1 +G2u
6 +G3u
9 +G4u
12)−1/3.
As in the warm up in Section 3.2, we have an integrality statement.
Theorem 4.2.5. For each prime p ≡ 1 mod 3, the image of BP∗ under ϕP
is contained in the subring of p-local automorphic forms:
ϕP (BP∗) ⊂MZ(p)∗ (Γ) ∼= Z(p)[G2, G4, G23] ⊂ Z(p)[G2, G3, G4].
Proof. Having a rational genus and a formal group over Z[G2, G3, G4]
∧
p , we
prove the claim by the exact same argument as presented in the proof of
Theorem 3.2.8.
Remark 4.2.6. Since
ϕP (BP∗) ⊂ Z(p)[G2, G4, G23],
we may pass to the p–typicalization to obtain a group law defined over this
smaller ring.
40
p-local TAF
Recall that smoothness of the Picard curves (17) requires that the discrimi-
nant
∆C = 16G
4
2G4 − 4G32G23 − 128G22G24 + 144G2G23G4 − 27G43 + 256G34
is nonzero. Write M
Z(p)
∗ (Γ, χ) ∼= Z(p)[G2, G3, G4] for the polynomial ring of
automorphic forms with character χ of Remark 4.1.3.
Corollary 4.2.7. Let p = 7. Then ϕP gives M
Z(7)
∗ (Γ, χ)[∆−1C ] the structure
of a Landweber exact BP∗-algebra of height three. In particular, the functors
TAF
U(2,1;Z[ζ3])
(7),∗ (·) := BP∗(·)⊗ϕP M
Z(7)
∗ (Γ, χ)[∆−1C ]
define a homology theory.
Proof. We check Landweber’s criterion: Multiplication by 7 is injective.
Next, observe that M
Z(7)
∗ (Γ, χ)/(7) ∼= F7[G2, G3, G4] is an integral domain,
so multiplication by v1 = −13G2 ≡ 2G2 mod (7) is injective. Similarly,
v2 ≡ G44 − 2G43G4 mod (7, v1)
is nonzero, hence regular on the integral domainM
Z(7)
∗ (Γ, χ)/(7, v1) ∼= F7[G3, G4].
To establish the claim, it therefore remains to check that v3 is invertible mod
(7, v1, v2): we have ∆C ≡ G43 + 4G34, and a computation shows
v23 ≡ (G343 (6G43 + 2G34))2 ≡ G763 + 4G723 G34 mod (7, v1, v2),
which coincides with ∆19C mod (7, v1, v2).
Corollary 4.2.8. Let p = 13. Then ϕP gives M
Z(13)
∗ (Γ, χ)[∆−1C ] the structure
of a Landweber exact BP∗-algebra of height three. In particular, the functors
TAF
U(2,1;Z[ζ3])
(13),∗ (·) := BP∗(·)⊗ϕP M
Z(13)
∗ (Γ, χ)[∆−1C ]
define a homology theory.
Proof. We proceed as in the proof of Corollary 4.2.7. Multiplication with 13
is injective on M
Z(13)
∗ (Γ, χ) and M
Z(13)
∗ (Γ, χ)/(13) is an integral domain, so
multiplication with
v1 ≡ 6G22 + 4G4 mod 13
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is injective on it. Further, M
Z(13)
∗ (Γ, χ)/(13, v1) ∼= F13[G2, G3] is also an
integral domain and thus again multiplication with
v2 ≡ 12G228 + 4G225G32 + 10G222G34 + 4G219G36+
+ 7G2
16G3
8 + 10G2
13G3
10 + 4G2
10G3
12+
+ 6G2
7G3
14 + 3G2
4G3
16 + 8G2G3
18 mod (13, v1)
is injective. Since
v3 ≡ 2G227G3226 + 6G224G3228 + 11G221G3230 + 3G218G3232+
+ 9G2
15G3
234 + 2G2
12G3
236 + 3G2
9G3
238 + 9G2
6G3
240+
+ 9G2
3G3
242 + 8G3
244 mod (13, v1, v2)
one finds that ∆366C ≡ −(v63) mod (13, v1, v2), which proves the claim.
4.3 Reduction of Height
Recall from Section 2.4 that the natural inclusion U(H2) → U(H3) induces
an embedding L1 → L2. In particular, we may pull back the automorphic
forms on L2 along this inclusion; comparing q–expansions, we conclude
φ0 (
z0
0 ) = c · E31(z0/
√−3), φ1 ( z00 ) = φ2 ( z00 ) = c ·E3(z0/
√−3),
where c = θ3[ 1/61/6 ](−ζ23 ). Absorbing this constant c and incorporating the
identification H1 ∼= L1 therefore yields a ring homorphism
r : Z(p)[G2, G3, G4]→ Z(p)[κ, λ],
which takes the form
r(G2) = −38λ+ 272 ∆6
r(G3) = +
1
8
κλ
r(G4) = − 1256κ2(3λ+ 108∆6).
This allows us to compare the ‘Picard genus’ ϕP constructed above to the
genus ϕL constructed before:
Theorem 4.3.1. For each prime p ≡ 1 mod 3, the genus r ◦ ϕP is equiv-
alent to ϕL; more precisely, the associated group laws are isomorphic over
Z(p)[κ, λ].
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Proof. Applying r to the coefficients of the Picard curve (17), we obtain the
family
y3 = ((x− c)2 − (a− c+ b− c)(x− c) + (a− c)(b− c))(x− c)2,
where a = −1
4
(E31 + 2E3), b = −14(2E3 − 3E31), c = −14(E31 − 2E3). As
observed before, this curve admits a hyperelleptic model,
s2 = E61 + 2(E
3
1 − 2E3)t3 + t6,
where t = y/(x − c). We also know that t−1 = (x − c)/y serves as a local
parameter around a point at infinity of this hyperelliptic curve. On the other
hand, it also works as a local parameter for the Picard curve: in the notation
of Remark 4.2.3, we have t−1 = x˜− cz˜, and z˜ = O(x˜4). Thus, expressing this
local parameter in terms of the parameter u induces the required isomorphism
of formal group laws.
It follows that (at least at small primes) r ◦ ϕP gives Z(p)[κ±1, λ±1] the
structure of a Landweber exact algebra of height two.
Theorem 4.3.2. Let p = 7, 13. Then the homomorphism r induces a homo-
morphism of Landweber exact algebras
Z(p)[G2, G
±1
3 , G4]→ Z(p)[κ±1, λ±1],
decreasing the height by one.
Proof. First we note that it suffices to invert G3 to obtain a Landweber exact
algebra: For p = 7, it is easy to verify that
∆57C ≡ G2283 mod (7, v1, v2).
Similarly, for p = 13, we have v183 ≡ −G43923 mod (13, v1, v2). We remark
that G3 decomposes as a product in the larger ring of automorphic forms
with level structure,
G3 =
1
8
(−ξ0 + ξ1 + ξ2)(ξ0 − ξ1 + ξ2)(ξ0 + ξ1 − ξ2),
i.e. the preimage of the zero locus of G3 is a union of three hyperplanes in
P2. Since r(G3) =
1
8
κλ, the claim now follows.
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Remark 4.3.3. Inverting κλ amounts to removing two points from the (com-
pactified) moduli space. However, the point corresponding to the cusp is still
there, so we can decrease the height even further by restricting to the degen-
erate curve y2 = (1− x3)2.
Remark 4.3.4. Over the complex numbers, every automorphic form for Γ
admits a Taylor expansion around z1 = 0. Our restriction homomorphism
yields the zeroth term of this expansion, and it is easy to show that all higher
coefficients are also complex automorphic forms for the group G (of shifted
weight).
Remark 4.3.5. Consider a curve given by
y3 = x(x− 1)(x− ζ3)(x− ζ23 ) = x(x3 − 1);
if p ≡ 1 mod 3 but 9 ∤ (p − 1), then the associated one-dimensional formal
group law over Fp has height at least three, since v1 = 0 = v2 for dimensional
reasons; if the p–valuation of the coefficient of up
3−1 in (1− u9)−1/3 happens
to be 2, then the height is indeed three.
A TAF with Level Structure
Of course, it is possible to construct a TAF–type homology theory directly
from the family of curves (10); let us sketch the argument: In the usual affine
chart around [0, 1, 0], the homogeneous equation ZY 3 = X(X − ξ0Z)(X −
ξ1Z)(X − ξ2Z) becomes
z˜ = x˜(x˜− ξ0z˜)(x˜− ξ1z˜)(x˜− ξ2z˜),
where x˜ = X/Y = x/y and z˜ = Z/Y = 1/y. Clearly, x˜ is a local parameter.
On the other hand, let
v = ((1− ξ0u3)(1− ξ1u3)(1− ξ2u3))1/3 ∈ Z(p)[ξ0, ξ1, ξ2][[u]],
and put x˜ = x/y = u−3/(vu−4) = u/v, z˜ = 1/y = u4/v. Since v is a unit
in Z(p)[ξ0, ξ1, ξ2][[u]], this shows that we may as well parametrize the curve
near the infinite point by u. With this choice of parameter, the distinguished
differential becomes
du
v
=
(
(1− ξ0u3)(1− ξ1u3)(1− ξ2u3)
)−1/3
du.
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As before, we define a rational genus
ϕS : MUQ∗ →MQ∗ (Γ′) ∼= Q[ξ0, ξ1, ξ2]
by
log′ϕS(u) =
(
(1− ξ0u3)(1− ξ1u3)(1− ξ2u3)
)−1/3
.
We have the following integrality statement:
Theorem A.0.1. For each prime p ≡ 1 mod 3, the image of BP∗ under ϕS
is contained in the subring of S3–invariant p-local automorphic forms:
ϕS(BP∗) ⊂MZ(p)∗ (Γ[
√−3])S3 ∼= Z(p)[σ1, σ2, σ3],
where σi := σi(ξ0, ξ1, ξ2) is the i-th symmetric function in the roots ξ0, ξ1, ξ2
of the polynomial describing the curve C.
Proof. Having a rational genus and a formal group over Z[σ1, σ2, σ3,∆
−1
C ]
∧
p ,
we prove the claim by the exact same argument as presented in the proof of
Theorem 3.2.8
Remark A.0.2. It is possible to characterize an arithmetic subgroup Γ′′ ⊂
Γ = U(H3;Z[ζ3]) with ring of automorphic forms isomorphic to C[σ1, σ2, σ3].
To this end, we remark that the group
Γ1[
√−3] = {γ ∈ Γ : γ ≡
(
1 ∗ ∗
1 ∗
1
)
mod
√−3}
contains the principal congruence subgroup of level
√−3 as a normal sub-
group. It is easy to verify that Γ1[
√−3]/Γ[√−3] ∼= C3, where the cyclic
group is generated by the reduction of
(
1 −1 ζ3
1 1
1
)
∈ Γ1[
√−3]. This cyclic
group induces a cyclic permutation of the forms φ0, φ1, φ2 and can be en-
larged to S3 ∼= C3 ⋊ C2, e.g. by taking the C2 generated by diag(1,−1, 1).
Since the action of the latter element indeed permutes φ1 and φ2, it follows
that the desired arithmetic group is
Γ′′ = {γ ∈ Γ : γ ≡
(
1 ∗ ∗∗ ∗
1
)
mod
√−3}.
Observe that in terms of the elementary symmetric polynomials, the dis-
criminant reads
∆C = σ
2
3
(
σ22σ
2
1 − 4σ32 − 4σ3σ31 + 18σ3σ2σ1 − 27σ23
)
.
As before, we can construct a homology theory.
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Corollary A.0.3. Let p = 7 and let M
Z(7)
∗ ∼= Z(7)[σ1, σ2, σ3] be the S3–
invariant subring of 7–local automorphic forms for the congruence subgroup
U(H3;Z[ζ3])[
√−3]. Then ϕS gives MZ(7)∗ [∆−1C ] the structure of a Landweber
exact BP∗-algebra of height three. In particular, the functors
TAF
U(2,1;Z[ζ3])[
√−3]
(7),∗ (·) := BP∗(·)⊗ϕS M
Z(7)
∗ [∆−1C ]
define a homology theory.
Proof. Clearly, multiplication with 7 is injective onM
Z(7)
∗ . Moreover,M
Z(7)
∗ /(7) ∼=
F7[σ1, σ2, σ3] is an integral domain, hence multiplication by
v1 =
2
9
σ21 −
1
3
σ2 ≡ σ21 + 2σ2 mod (7)
is injective. The latter relation allows us to identifyM
Z(7)
∗ /(7, v1) ∼= F7[σ1, σ3],
which is therefore also an integral domain, and one verifies
v2 ≡ 2σ161 + 2σ131 σ3 + 4σ101 σ23 + 6σ71σ33 + 3σ41σ43 + 4σ1σ53 mod (7, v1).
Furthermore, a computation shows
v3 ≡ 2σ121 σ343 + 4σ91σ353 + σ61σ363 + 6σ383 mod (7, v1, v2),
v23 ≡ 4σ121 σ723 + σ91σ733 + 2σ61σ743 + σ763 mod (7, v1, v2)
and also
∆19C ≡ 4σ121 σ723 + σ91σ733 + 2σ61σ743 + σ763 mod (7, v1, v2).
Thus, upon inverting ∆C , the reduction v3 mod (7, v1, v2) becomes a unit.
Remark A.0.4. Note that ∆C decomposes as a product, ∆C = σ
2
3Q. At
least for p = 7, it is not necessary to invert all factors; indeed, a computation
shows
v33 ≡ −σ1143 mod (7, v1, v2),
hence our genus turns Z(7)[σ1, σ2, σ
±1
3 ] into a Landweber exact algebra of
height three (since v63 ≡ ∆57C , we also have v33 ≡ −Q57, so we could invert
Q instead). Note that the zero locus of σ3 can be identified with a union of
three hyperplanes in CP 2, and the union of these hyperplanes corresponds
to those Shiga curves for which zero is a root of multiplicity larger than one.
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