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Calculation of chemical reaction rates lies at the very core of theoretical chemistry. The essential dynamical
quantity which determines the reaction rate is the energy-dependent cumulative reaction probability, N(E),
whose Boltzmann average gives the thermal rate constant, k(T ). Converged quantum mechanical calculations
of N(E) remain a challenge even for three- and four-atom systems, and a longstanding goal of theoreticians has
been to calculate N(E) accurately and efficiently using semiclassical methods. In this article we present a
variety of methods for achieving this goal, by combining semiclassical initial value propagation methods with a
reactantÈproduct wavepacket correlation function approach to reactive scattering. The correlation function
approach, originally developed for transitions between asymptotic internal states of reactants and products, is
here reformulated using wavepackets in an arbitrary basis, so that N(E) can be calculated entirely from
trajectory dynamics in the vicinity of the transition state. This is analogous to the approaches pioneered by
Miller for the quantum calculation of N(E), and leads to a reduction in the number of trajectories and the
propagation time. Numerical examples are presented for both one-dimensional test problems and for the
collinear hydrogen exchange reaction.
1 Introduction
Calculation of chemical reaction rates lies at the very core of
theoretical chemistry, since they determine the relative signiÐ-
cance of competing chemical processes. Reaction rates depend
strongly, up to orders of magnitude, on the temperature of a
reactive system; however, for a given energy E, the reaction
probability is a universal quantity, independent of tem-
perature. The reaction rate for any temperature may be
obtained from the reaction probability by Boltzmann averag-
ing over the energy E.
The reaction probability may be deÐned at di†erent levels
of detail. The most complete information about scattering is
given by the S-matrix
S(E)\ MSba(E)N (1)
where is the probability of a transition from a spe-o Sba(E) o2ciÐc state a of reactants to a speciÐc state b of products to
occur at total energy E. Often, however, only some state-
averaged quantities are of interest, e.g. the initial (Ðnal) state
selected total reaction probability
Na(b)(E)\ ;
b(a)
o Sba(E) o2 (2)
or the cumulative reaction probability
N(E)\ ;
ab
o Sba(E) o2 (3)
It is the cumulative reaction probability, averaged over the
energy distribution, that gives the thermal reaction rate con-
stant
k(T )\ 2n+Q(T )~1
P
0
=
N(E)exp
A
[
E
kT
B
dE (4)
where Q(T ) is the reactant partition function.
From the practical point of view it is advantageous to Ðnd
the state-averaged reaction probabilities directly without
explicit reference to the state-to-state probabilities. An
example of such a formulation is the expression of Miller et
al.1
N(E) \
(2n+)2
2
Tr(F1 d(E[ H)F1 d(E[ H)) (5)
where H is the Hamiltonian of a system and is the sym-F1
metrized Ñux operator. Formally, the trace form of N(E) can
be evaluated in any complete basis. Since eqn. (5) does not
refer to the asymptotic states explicitly, N(E) can be calculated
from dynamics in the transition state region (i.e. interaction
region) only. A variation on this formulation, which appears
to be better suited for numerical work, is the transition state
probability operator approach of Manthe, Miller and co-
workers.2h4
The time-dependent formulation of reactive scattering,5,6
where reagents are described in terms of square-integrable
wavepackets, is conceptually simple, reÑecting the temporal
evolution of a reactive collision. In recent years, this approach
has become a practical method for performing scattering cal-
culations, as a result of advances in numerical methods for
wavepacket propagation as well as the emergence of a variety
of efficient methods for calculating reaction probabilities from
the time-evolving wavepacket.7h10 Neuhauser et al. employed
the Ñux operator to obtain state-to-state and total reaction
probabilities.11h13 Introduction of an absorbing potential
beyond the dividing surface where the Ñux was calculated
allowed for a relatively small grid. This method has been used
for a wide variety of systems, including the four-atom H2reaction.14h18 Ja ckle and Meyer have] OH] H2O ] Hfurther extended the formalism of the reactive Ñux method in
the presence of an absorbing potential.19 Light and Zhang
have developed a quantum transition state wavepacket
method, in which wavepackets are constructed as products of
Ñux operator eigenfunctions and internal eigenfunctions along
an arbitrary dividing surface.20h23 This method allows one to
consider just the interaction region dynamics and to minimize
the number of wavepackets, since for reactions with a barrier
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the number of internal transition states is smaller than the
number of internal asymptotic states.
There is another class of time-dependent approaches, based
on the analysis of the time-correlation functions of wavepack-
ets.24h28 These approaches have the advantages of low
storage requirements and may be used in conjunction with
high-resolution spectral methods.29h32 Among the time-
correlation approaches, the formulation of Tannor and
Weeks27,28 has the attractive feature of treating reactants and
products symmetrically, and provides the Ñexibility to calcu-
late the correlation function in the interaction region, rather
than the asymptotic region, if so desired. In this paper we start
with the wavepacket correlation formulation for the S-matrix
elements of Tannor and Weeks27,28 and extend it to the calcu-
lation of the cumulative reaction probability, N(E), with arbi-
trary internal functions. The wavepacket correlation
expression of Garashchuk and Tannor for the total state-
selected probability (ref. 33) is also generalized for directNa(E)calculation of N(E). The projection operator used in the latter
formalism is closely related to the Ñux operator, enabling us
to estabish the relationship between the current work and
eqn. (5).
Despite all the conceptual advances and rapid growth of
computer capabilities, the actual calculations remain a great
challenge. To date, the largest systems for which full quantum-
mechanical calculations of reaction probabilities have been
performed are four-atom systems, andH2 ] OH ] H2O] Hand their isotopic analogs. TheH2] CN] HCN] Hnumerical e†ort of the exact quantum-mechanical propaga-
tion grows exponentially with the size of the system. An
appealing alternative to full quantum-mechanical calculations
in chemical dynamics are semiclassical methods. Such
methods combine the conceptual simplicity of classical mecha-
nics with the ability to describe quantum phenomena. Semi-
classical methods can provide considerable physical insight
and may require less computational e†ort and have more
favorable scaling with the size of a system than a full quantum
calcuation, a feature which is crucial for the treatment of
multidimensional systems. A signiÐcant advantage of the new
wavepacket correlation function expressions for N(E) men-
tioned above is that they may be calculated conveniently
using semiclassical mechanics. In this paper, we implement the
expressions using the semiclassical propagator of Herman and
Kluk (HK), which is emerging as the semiclassical method of
choice for many problems of chemical interest.34h37
The rest of the paper is organized as follows. Section 2 con-
tains a few deÐnitions from scattering theory, followed by a
short derivation of Tannor and WeeksÏ expression for individ-
ual S-matrix element in terms of wavepacket cross-correlation
functions. Section 3 derives an expression for the total state-
selected reaction probability, in terms of the auto-Na(E),correlation of a suitably projected wavepacket. This formula is
then implemented semiclassically, and it is seen that the pro-
jection operator is surprisingly expensive to implement using
classical trajectories. In Section 4, a generalization of the
wavepacket correlation formalism for the cumulative reaction
probability, N(E), is presented. In contrast with the state-
selected total reaction probability, the calculation of the
cumulative reaction probability is quite efficient and robust
when implemented semiclassically, as illustrated for the col-
linear hydrogen exchange reaction. To our knowledge, this is
the Ðrst successful semiclassical calculation of N(E) in more
than one degree of freedom. Section 5 concludes.
2 The time-dependent wavepacket correlation
approach to scattering
2.1 Some deÐnitions from scattering theory
Consider the scattering of a reactive system with internal
degrees of freedom.6 A Hamiltonian H(R, r) governs the
dynamics of the system, where R is a translational coordinate
and r is a set of internal coordinates. The reactant and
product arrangement channels are labeled a and b respec-
tively. A central assumption of scattering theory is that the
interaction between the fragments vanishes when they are suf-
Ðciently far apart. This means that H can be written as the
sum of an asymptotic Hamiltonian and an interactionHa(b)0 ,potential For every valuelim
R?= Va(b)\ 0, H \Ha(b)0 ] Va(b) .of the energy E in the continuum there are degenerate eigen-
functions of H, labeled as incoming (`) or outgoing (~),
depending on the direction of the translation momentum rela-
tive to the interaction region :
H ota, E` T \ E ota, E` T and H otb, E~ T \ E otb, E~ T (6)
The Ðrst set of energy eigenstates correlates (i.e. isMta, E` Nequivalent in the asymptotic region) to the eigenstates of Ha0of the same energy E, with the same internal label a and
incoming towards the interaction region from the reactant
side. The second set correlates with the eigenstate ofMtb, E~ Nof the same energy E and with the same internal label b,Hb0but outgoing from the interaction region to the product side.
The parameter E is the total energy of the system. All energy
eigenfunctions within both sets are mutually orthogonal
Sta, E` ota{, E{` T \ daa{ d(E[ E@) and
Stb, E~ otb{, E{~ T \ dbb{ d(E[ E@) (7)
The relation between these two sets is expressed through
matrix elements
Stb, E{~ ota, E` T \ Sba(E)d(E[ E@) (8)
that form the S-matrix S(E) \ MSba(E)N.
2.2 Expression for the S-matrix elements
In the time-dependent framework, the energy eigenfunctions
and can be obtained from the time evolution ofota, E` T otb, E{~ Twavepackets. These wavepackets are localized in space and
spread in energy
oUa`T \
P
0
=ga(E) ota, E` T dE and
oUb~T \
P
0
=fb(E) otb, E~ T dE (9)
In the inÐnite past the reactant wavepacket is located inoUa`Tthe asymptotic region of the reactants. We require to beoUa`Ta direct product of an incoming wavepacket in the trans-
lational degree of freedom and an eigenstate of the internal
reactant Hamiltonian with quantum numbers a in the inÐnite
past. The overall direction of motion of in the trans-oUa`Tlational coordinate is towards the interaction region. Simi-
larly, the product wavepacket has to be in theoUb~Tasymptotic region of products in the inÐnite future, where it is
separable and its internal state is described by a single set of
internal quantum numbers b. This wavepacket is purely out-
going (i.e. it moves away from the interaction region when
propagated forward in time under The wavepackets canHb0).be constructed in asymptotic regions of the potential¤ as
oUa`T \ o g`(R)T ] o sa(r)T and
oUb~T \ o g~(R@)T ] o sb(r@)T (10)
The functions g`(R) and g~(R@) are wavepackets in the
translational coordinates, and the functions and aresa(r) sb(r@)eigenstates of the asymptotic internal Hamiltonians of reac-
tants and products, ha(b) o sa(b)T \Ea(b) o sa(b)T.
¤ The initial and Ðnal wavepackets can also be constructed in the
interaction region of the potential using reactant and product MÔller
operators.
1082 Phys. Chem. Chem. Phys., 1999, 1, 1081È1090
Pu
bl
ish
ed
 o
n 
01
 Ja
nu
ar
y 
19
99
. D
ow
nl
oa
de
d 
on
 3
0/
04
/2
01
5 
21
:3
6:
08
. 
View Article Online
The Fourier transforms of and as functions ofoUa`T oUb~Ttime give the energy eigenfunctions
ota, E` T \
(2n)~1
ga(E)
P
~=
=
e~iHt oUa`TeiEt dt
\
1
ga(E)
d(E[ H) oUa`T (11)
and
otb, E~ T \
1
fb(E)
d(E[ H) oUb~T (12)
where we have used the integral representation of the operator
d(E[ H)
d(E[ H)\
1
2n
P
~=
=
e~i(H~E)t dt (13)
We use + \ 1 throughout. The energy expansion coefficients
and can be found analytically as an overlap of aga(E) fb(E)wavepacket and an energy eigenstate of the asymptotic Hamil-
tonian.27
Using eqns. (11) and (12), the deÐnition of the S-matrix (8)
becomes
Sba(E)d(E[ E@)
\
1
fb*(E)ga(E@)
SUb~ o d(E[ H)d(E@[ H) oUa`T
\
1
fb*(E)ga(E)
SUb~ o d(E[ H) oUa`Td(E[ E@) (14)
Integrating this expression over E@ and replacing 2nd(E[ H)
by the time integral (13), we obtain the S-matrix element as a
function of energy E from the Fourier transform of the
reactant/product wavepacket correlation function
Sba(E)\
(2n)~1
fb*(E)ga(E)
P
~=
=
SUb~ o e~iHt oUa`TeiEt dt (15)
For derivations of the cumulative reaction probability in
Section 4, it is essential to express the energy normalization
functions and in terms of reactant/reactant ando fb(E) o o ga(E) oproduct/product wavepacket correlation functions. Using eqn.
(11) and (7), we have
Sta, E` ota{, E{` T \
1
ga*(E)ga{(E@)
SUa` o d(E[ H)d(E@[ H) oUa{`T
\
1
o ga(E) o2
SUa` o d(E[ H) oUa{`Td(E[ E@)
\ d(E[ E@)daa{
Removing the d-function and using eqn. (13), we Ðnd the
energy expansion coefficients for reactants
o ga(E) o2 \
1
2n
P
~=
=
SUa` o e~iHt oUa`TeiEt dt (16)
and similarly for the products,
o fb(E) o2\
1
2n
P
~=
=
SUb~ o e~iHt oUb~TeiEt dt (17)
Combining eqn. (15) with eqns. (16) and (17) we obtain
o Sba(E) o2\ K P
~=
=
SUb~ o e~iHt oUa`TeiEt dt
K2
P
~=
=
SUb~ o e~iHt oUb~TeiEt dt
P
~=
=
SUa` o e~iHt oUa`TeiEt dt
(18)
Eqn. (15) and its equivalent, eqn. (18), are explicitly time
reversible, and the time propagation can be partitioned
between reactants (forward in time) and products (back in
time). A single calculation gives an element of the S-matrix (or
a column, if the correlation functions for all product states are
calculated simultaneously) for a range of energies that
depends on the choice of reactant and product wavepackets.
Note, that no additional wavepacket propagation is necessary
to obtain the energy normalization factors given by eqn. (16)
and (17), since they can be calculated at the same time as the
cross-correlation function in the numerator, provided both
reactant and product wavepackets are propagated.
In this section, we were concerned with transition probabil-
ities from individual asymptotic states of reactants to individ-
ual asymptotic states of products. As a result, we had to deÐne
our wavepackets in terms of eigenstates of the asymptotic
internal Hamiltonians for reactants and products. However,
the cumulative reaction probability, N(E), since it depends
only on the reactive dynamics in the interaction region, can in
principle be determined without a knowledge of the asymp-
totic states. In Section 4, we generalize eqn. (18) to calculation
of the cumulative reaction probability in an arbitrary internal
state basis set.
3 Calculation of the initial state selected total
reaction probability using projected-wavepacket
autocorrelation functions
3.1 Wavepacket correlation expression
The goal of this section is to calculate reaction probabilities
averaged over the Ðnal (or initial) distribution of internal
states,
Na(b)(E) \ ;
b(a)
o Sba(E) o2
This quantity does not necessarily require the knowledge of
the product (or reactant) asymptotic internal eigenstates or
the dynamics in the exit (or entrance) region of the potential,
where the distribution between the internal eigenstates of frag-
ments is still changing but the total reaction probability has
converged. In this section we take advantage of this idea to
develop a variety of simple expressions for which areNa(b)(E)in the spirit of the wavepacket correlation function approach
of the previous section but do not require information on the
asymptotic product (or reactant) asymptotic internal states, or
the exit (entrance) channel dynamics.
The starting point of the derivations is the deÐnition of the
S-matrix :
Sba(E)d(E[ E@) \ Stb, E{~ ota, E` T (19)
The reaction probability from the initial state with internal
quantum numbers a to a speciÐc Ðnal state of the reactants
with the internal quantum numbers b is proportional to
Sba* (E)d(E[ E@)Sba(EA)d(E@[ EA)
\ Sta, E` otb, E{~ TStb, E{~ ota, E_` T (20)
Integration over E@ and summation over all b of the product
channel gives
;
b
Sba* (E)Sba(EA)d(E[ EA) \ Sta, E` oPŒ ` ota, E_` T (21)
where denotes the operator projecting onto productsPŒ `
PŒ `4 ;
b
P
0
=
otb, E{~ TStb, E{~ o dE@ (22)
Substituting eqn. (11), which relates the energy eigen-
functions to the time evolution of wavepackets, into eqn. (21),
and using the commutativity of the projection operator PŒ `
Phys. Chem. Chem. Phys., 1999, 1, 1081È1090 1083
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and the Hamiltonian H, we have
;
b
Sba* (E)Sba(EA)d(E[ EA)
\
(2n)~2
ga*(E)ga(EA)
SUa` o d(E[ H)PŒ `d(EA [ H) oUa`T
\
(2n)~2
ga*(E)ga(EA)
SUa` o d(E[ H)PŒ ` oUa`Td(EA [ E) (23)
Integrating eqn. (23) over EA and replacing d(E[ H) by its
integral expression eqn. (13), as before, we obtain
Na(E)\
(2n)~1
o ga(E) o2
P
~=
=
dt SUa` oPŒ ` e~iHt oUa`TeiEt (24)
Eqn. (24) expresses as the cross-correlation function ofNa(E)the incoming wavepacket with its reactive partoUaT PŒ ` oUa`T.Using the properties of the projection operator (PŒ `)2\ PŒ `
and and the energy normalization, eqn. (16), we(PŒ `)¤\ PŒ `,
can rewrite eqn. (24) in a symmetrized way
Na(E)\
P
~=
=
dt SPŒ `Ua` o e~iHt oPŒ `Ua`TeiEtP
~=
=
dt SUa` o e~iHt oUa`TeiEt
(25)
This expression is manifestly real since it involves the Fourier
transform of the autocorrelation function. It expresses the
state-selected total reaction probability as a ratio of two
spectra, that of the reactive wavepacket divided by that of the
initial wavepacket, which has both reactive and non-reactive
components. The latter spectrum normalizes the former,
ensuring that the total reaction probability is between 0 to 1
and that the result at each energy is independent of the choice
of energy distribution in the initial translational wavepacket.”
3.2 Numerical implementation : scattering on the Eckart
barrier using the semiclassical propagator of Herman and Kluk
To implement eqns. (24) and (25) it is convenient to use an
alternative expression for the projection operator, deÐned by
eqn. (22),
PŒ `\ lim
t?=
eiHth(s)e~iHt (26)
The reaction coordinate s is ]O in the asymptotic region of
products and it is [O in the asymptotic region of reactants.
The Heaviside function,
h(s)\
G1
0
if s [ 0
if s \ 0
(27)
performs the projection of a wavefunction onto products in
the inÐnite future.
Thus, quantum-mechanical implementation of eqns. (24)
and (25) is straightforward. As a Ðrst step, the wavepacket
is propagated forward in time. Its autocorrelation func-oUa`Ttion is calculated during this propagation if necessary. The
propagation is stopped at time T , when the norm of the wave-
function in the product region becomes constant. Generally, it
happens before the wavepacket reaches the asymptotic region,
while transitions between di†erent internal states of products
still take place. The non-reactive part of a wavepacket is dis-
carded
PŒ `Ua`(s, T )\ h(s)Ua`(s, T )
” All expressions for the state-selected total reaction probability can
be reversed to treat the case of a single well-deÐned internal state of
products, summed over all internal states of reactants. To do so, the
labels a and b must be interchanged, and the projection operator
must be redeÐned to project onto reactants.
The reactive part is propagated further, and its autocorrela-
tion
C(t) \ SPŒ `Ua`(T ) oPŒ `Ua`(T ] t)T
is computed.
Propagation just forward or just backward in time is suffi-
cient, since C([t) \ C*(t). Moreover, using eqn. (24), one can
calculate the correlation function of the projected wavefunc-
tion and the initial wavepacket
C(T ] t) \ SUa`(0) oPŒ `Ua`(T ] t)T
for times t \ [T , 0]. This correlation function C(t) also
satisÐes the property C([t) \ C*(t), since eqns. (24) and (25)
are equivalent. Fig. 1 illustrates this procedure for scattering
on a barrier in one dimension.
We have implemented eqns. (24) and (25) semiclassically on
a one-dimensional problemÈscattering from the Eckart
barrier. The semiclassical application, using the propagator of
Herman and Kluk (HK), was more challenging than we
expected, but revealed interesting details about the propaga-
tor. The semiclassical propagator is described in Appendix A.
The Hamiltonian of the system is
H \
p2
2
]
D
cosh(js)2
with parameter values being D\ 16.0 and j \ 1.1243. The
initial wavepacket has the Gaussian form
U`(s, 0) \
Ac
n
B1@4
exp
A
[
c
2
(s [ s0)2 ] ip0(s [ s0)
B
(28)
with c/2 \ 6.0, s0 \ 3.5, p0 \ 6.0.Since the HK propagator is a superposition of the contribu-
tions from classical trajectories, the correlation function is also
a sum over the trajectories
Csc(t) \
P P
ds ds@U`*(s@, 0)Ksc(s@, t ; s, 0)U`(s, 0)
\ ;
qp
C
qpt
It seemed natural, in the context of semiclassical propaga-
tion, to try to replace the quantum projection operator pro-
Fig. 1 Scattering on a one-dimensional barrier : (a) at t \ 0 an initial
wavepacket oU(0)T (shaded) starts moving towards the barrier (ÈÈÈ
on all panels) ; (b) at time t \ T the wavepacket oU(T )T (shaded) is
split into two parts, the reactive part is on the right-hand side of the
barrier and the non-reactive part is on the left-hand side ; (c) the non-
reactive part of the wavepacket is discarded when the transmission of
the amplitude towards the product region has stopped, (d)PŒ oU(T )T ;
the reactive part of the wavepacket (shaded) is propagatedoPŒ U(T )T
back in time from t \ T to t \ 0 and its autocorrelation
(È È È or the correlation with theSPŒ U(T ) oPŒ U(T [ t)T \ oPŒ U(T )T)
initial wavepacket (È È È È) is computed.SU(0) oPŒ U(T [ t)T
1084 Phys. Chem. Chem. Phys., 1999, 1, 1081È1090
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Fig. 2 Autocorrelation function C(t) of the projected wavefunction
for the Eckart barrier, obtained semiclassically with the HermanÈ
Kluk propagator (È È È È), semiclassically with the classical reactivity
criterion (È È È) and quantum-mechanically (ÈÈÈ). The real part
of C(t) is plotted.
cedure by a classical reactivity criterion, in which the
contribution of reactive trajectories to the correlation function
is kept, and that of non-reactive trajectories is discarded, i.e.
Ccl(t)\ SU`(0) oPŒ `clU`(t)T \ ;
qp
C
qpt
h
qp
(29)
with deÐned ash
qp
h
qp
\
71 if q(qi , pi , t ] [O)\ 0
and q(q
i
, p
i
, t ] O)[ 0
0 if q(q
i
, p
i
, t ] [O)\ 0
and q(q
i
, p
i
, t ] O)\ 0
(30)
For the one-dimensional case this criterion is equivalent to
keeping only trajectories started from the reactant side with
momentum towards the barrier and with energy greater than
the barrier top. We tested this idea in eqn. (24) for the scat-
tering on the Eckart barrier. Unfortunately, the agreement
with the quantum results was poor (Fig. 2). The classical reac-
tivity criterion is applicable only when the reactive and non-
reactive trajectories become spatially separated. For earlier
times the interference between trajectories is crucial and clas-
sically reactive trajectories do not adequately describe the
semiclassical reactive wavefunction. We found that to obtain
satisfactory accuracy we had to reexpand the propagated-
projected wavefunction at the ““ inÐnite future ÏÏ in a new set of
Fig. 3 Transmission probability N(E) for the Eckart barrier,
obtained semiclassically using eqn. (24) with one projection operator
(È È È È), using eqn. (25) with two projection operators (È È È),PŒ PŒ 2
and the analytical results (ÈÈÈ).
trajectories and propagate it back in time, calculating the
overlap with the initial reactant wavefunction. The new set of
trajectories covered a much larger section of the phase space,
since the wavefunction in the inÐnite future is spread. The
reexpansion weighting coefficients for every new trajectory
were calculated once at t \ T . An alternative is to calculate
the autocorrelation function shifted in time by T , where the
initial set of reactive trajectories can be reused, but summation
over two sets of trajectories needs to be performed at every
time step to compute Csc(t). The explicit expression for the
semiclassical propagator, eqn. (A1), combined with the expres-
sion for the initial wavefunction, eqn. (28), gives
Csc(t) \ SPŒ `Ua`(T ) oPŒ `Ua`(T ] t)T
\
1
2n
;
uvqp
ei(Suvt~SqpT)R
qpT
* R
uvt
h
qp
h
uv
] f (q
i
, p
i
, s0 , p0) f (ui , vi , qT , pT) f *(ut , vt , qT , pT)
(31)
where
f (q, p, u, v) \ exp
A
[
c
4
(q [ u)2 [
1
4c
(p [ v)2
]
i
2
(q [ u)(p ] v)
B
In practice, this means that a set of trajectories sam-Mq
i
, p
i
N
pling the initial wavepacket is propagated until time T ,Ua`(0)when the bifurcation of the wavepacket is complete ; at this
point all the information about the trajectories at time T is
stored. Now the trajectories are relabeled asMq
T
, p
T
N Mu
i
, v
i
N
and propagated further forward in time. Since in eqn. (31) we
propagate both bra and ket up to time T we have two sum-
mations over the set Mq, pN, one describing the stationary
wavepacket U(T ), and the other over the set Mu, vN, describing
the further evolution of U(T ] t) in time. Owing to the Heavi-
side functions, the nonzero contribution comes only from the
reactive trajectories. At time T the bifurcation is already com-
plete and there can be no interference between reactive and
non-reactive trajectories. Thus, we can use just or inh
qp
h
uveqn. (31) instead of their product. This is equivalent to the
statement that after time T the property is ful-(PŒ `)2 \ PŒ `
Ðlled. Semiclassically, propagation forward in time into the
asymptotic region is convenient since there is no concern
about the grid size and the propagation is simpler in the
asymptotic region. Here we used 1000 classical trajectories,
equally spaced in position q and distributed in momentum p
as with equally spaced The semiclassicalp2 \ 2V0 ] p02 p0 .correlation function is shown in Fig. 2. The semiclassical
transmission probability is shown in Fig. 3 and compared
with the analytical result.
The two semiclassical (HK) calculations give N(E) of similar
accuracy, capturing the correct general picture but underesti-
mating tunneling and deviating slightly from unity in the high
energy region, which is consistent with the S-matrix calcu-
lation reported earlier.27
We can conclude that for the HK propagator a semiclassi-
cal criterion for the reactive wavefunction, keeping only the
contribution from classically reactive trajectories, cannot be
substituted for the quantum projection operator on the wave-
function. The rigorous projection procedure requires calcu-
lating cross overlaps of a large number of Gaussians at every
time step or sampling of a projected wavefunction, which is
quite spread, with new trajectories. Both alternatives are com-
putationally inefficient and prohibitively expensive in more
than one dimension. The peculiar result is that all the semi-
classical N(E)s are of the same quality, and that the HK pro-
pagator is conceptually closer to a quantum-mechanical,
rather than to a classical propagator.
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4 Cumulative reaction probabilities using
wavepacket correlation functions with an arbitrary
internal basis
The derivations of Sections 2 and 3 for state-to-state and
initial-state-selected total reaction probabilities involve energy
eigenstates and wavepackets with well deÐned internal
quantum numbers a for reactants and/or b for products. In
this section, expressions for and in terms ofo Sba(E) o2 Na(E)wavepacket correlation functions are generalized for calcu-
lation of the cumulative reaction probability with an arbi-
itrary complete set of internal functions.
4.1 N(E) based on the reactant/product wavepacket
time-correlation functions
Note that to obtain the cumulative reaction probability as a
sum of the state-to-state probabilities one has to deÐne and
propagate several wavepackets. The number of the wavepack-
ets is equal to the number of the internal states. Thus, for a
system with N ] 1 internal eigenstates in the asymptotic
channels of products and reactants, one needs a set ofMU
r
N
N ] 1 wavepackets on the reactant side, that correlate with
the internal eigenstates of reactants and a set of N ] 1 wave-
packets on the product side, correlating with internalMU
p
N
product eigenstates.° Now, let us consider wavepackets that
are arbitrary in the internal degrees of freedom, instead of
being the eigenstates. These wavepackets are some unknown
linear combinations of the energy eigenstates with di†erent
internal quantum number, with incoming boundaryMota, E` TNconditions for reactant wavepackets
oU
r
0T \
P
0
=
(g00(E) ot0, E` T ] É É É ] g0N(E) otN, E` T) dE
< (32)
oU
r
NT \
P
0
=
(g
N0(E) ot0, E` T ] É É É ] gNN(E) otN, E` T) dE
qt
t
r
t
t
s
and with outgoing conditions for product wave-Motb, E~ TNpackets
oU
p
0T \
P
0
=
(f00(E) ot0, E~ T ] É É É ] f0N(E) otN, E~ T) dE
< (33)
oU
p
NT \
P
0
=
(f
N0(E) ot0, E~ T ] É É É ] fNN(E) otN, E~ T) dE
qt
t
r
t
t
s
The energy expansion coefficients can be arranged into
matrices, that functions of the energy, where the Ðrst index,
i\ 0, . . . N, labels wavepackets and the second index, a/b \ 0,
. . . N, labels energy eigenfunctions,
M
r
(E)\ Mg
ia(E)N (34)
and
M
p
(E)\ Mf
ib(E)N (35)
Thus, eqns. (32) and (33) can be rewritten as
(oU
r
0T . . . oU
r
NT)\
P
0
=
dE (ot0, E` T . . . otN, E` T)Mr(E) (36)
° The derivation can be easily modiÐed for a system where the
number of internal states for reactants and products are di†erent.
for reactants and
(oU
p
0T . . . oU
p
NT) \
P
0
=
dE (ot0, E~ T . . . otN, E~ T)Mp(E) (37)
for products. We emphasize that, the matrices areM
r@punknown and will not appear in our Ðnal working expression.
Here and below we decided to write vectors explicitly to avoid
additional indices required for tensor notation.
We now propagate the reactant wavepackets and calculate
all the correlation functions forC
r
ij(t) \ SU
r
i o exp([iH
t
) oU
r
jT
Mi, jN\ 0 . . . N. This deÐnes an (N ] 1) ] (N ] 1) matrix. The
Fourier transforms of each element, A
r
ij(E) \ /~== dt Crij(t)eiEt,form a new matrix, It is readily veriÐed that mayA
r
(E). A
r
(E)
be written as
A
r
(E) \ 2n
P
0
=
dE@ M
r
s(E@)
1St0, E{` o
<
St
N, E{` o
2
d(E[ H)
]
P
0
=
dEA(ot0, E_` T . . . otN, E_` T)Mr(EA)
\ 2n
P
0
=
dE@
P
0
=
dEA M
r
s(E@)
] d(E@[ EA)d(E[ EA)M
r
(EA)
\ 2nM
r
s(E)M
r
(E) (38)
where d(E@[ EA) comes from the orthogonality of energy
eigenstates at di†erent energies. Similarly, we deÐne the product/
product correlation functions C
p
ij(t) \ SU
p
i o exp([iHt) oU
p
jT
and their Fourier transforms Following a derivationA
p
ij(E).
analogous to that for reactants, the Fourier transforms of the
product/product correlation functions may be written in
matrix form as
A
p
(E) \ 2nM
p
s(E)M
p
(E) (39)
Eqns. (38) and (39) provide a strategy for eliminating the
unknown coefficients and in terms of the knownM
r
(E) M
p
(E)
matrices and provided that the matrix andA
r
(E) A
p
(E), M
r@pits adjoint always come together ; below we will show that this
is indeed the case.
Finally, we deÐne the reactant/product correlation func-
tions for Mi, jN\ 0 . . . N andC
pr
ij (t) \ SU
p
i o exp([iHt) oU
r
jT
their Fourier transforms Using eqns. (32) and (33), theA
pr
ij (E).
matrix isA
pr
(E) \ MA
pr
ij (E)N
A
pr
(E) \ 2n
P
0
=
dE@ M
p
s(E@)
1St0, E{~ o
<
St
N, E{~ o
2
d(E[ H)
]
P
0
=
dEA (ot0, E{` T . . . otN, E_` T)Mr(EA)
\ 2n
P
0
=
dE@
P
0
=
dEA M
p
s(E@)d(E@[ EA)
] S
rp
(E)d(E[ EA)M
r
(EA)
\ 2nM
p
s(E)S
rp
(E)M
r
(E) (40)
where is by deÐnition the scattering matrix. More preci-S
rp
(E)
sely, is a part of the scattering matrix that describesS
rp
(E)
chosen reactants and products. Note that the product of the
state vectors of eqn. (40) produces the matrix of dimen-S
rp
(E)
sion (N ] 1) ] (N ] 1). Formally, if there exists an inverse of
the matrices and the S-matrix may be written asM
r
M
p
,
S
rp
(E) \ (2n)~1M
p
s~1(E)A
pr
(E)M
r
~1(E) (41)
Now, realizing that the cumulative reaction probability can
be expressed as a trace
N(E) \ Tr(S
rp
(E)S
rp
s (E)) (42)
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and using eqn. (41) for the S-matrix, we can write
N(E)\ Tr(M
p
s~1(E)A
pr
(E)M
r
~1(E)
] M
r
s~1(E)A
pr
s (E)M
p
~1(E)) (43)
Permutating matrices inside the trace and using eqns. (38) and
(39), we obtain
N(E)\ Tr(A
pr
(E)A
r
~1(E)A
pr
s (E)A
p
~1(E)) (44)
This is our Ðnal expression for N(E) in terms of the dynamics
of incoming and outgoing wavepackets in an arbitrary basis of
internal functions. Note that all dependence on the matrices
and which would require knowledge of the asymp-M
r
M
p
,
totic states, has disappeared.
If the wavepackets are initially located in the asymptotic
region of the potential and they each correspond to a single
internal eigenstate a and b, then eqn. (44) reduces to N(E) \
Each S-matrix element in this sum takes the;ab o Sba(E) o2.form of eqn. (18).
4.2 N(E) based on the time-correlation of the wavepackets and
the projection operator for products
To generalize eqn. (25) for the calculation of the initial state-
selected reaction probability in the arbitrary internal basis, we
take a set of N ] 1 incoming wavepackets, to span aMU
r
N
space of N ] 1 internal states given by eqn. (32). The matrix of
Fourier transforms of all time-dependent correlation func-
tions, which normalizes the energy eigenstates, is given by eqn.
(38) ; i.e. As before, we assume thatA
r
(E)\ 2nM
r
s(E)M
r
(E). M
ris unknown but is readily computed. We deÐne the matrixA
rof Fourier transforms of the correlation functions of the pro-
jected wavepackets with the initial wavepackets as
Aproj(E)\ 2n
1SUr0 o
<
SU
r
N o
2
d(E[ H)PŒ `(oU
r
0T . . . oU
r
NT) (45)
where is deÐned by eqn. (22). Note that eqn. (45) containsPŒ `
an outer product of a column and a row, generating a matrix.
The projection operator, eqn. (22), acts on the reactant
wavepackets, eqn. (34), yielding
PŒ
p
(oU
r
0T . . . oU
r
NT)
\
P
0
=
dE@ (ot0, E{~ T . . . otN, E{~ T)
1St0, E{~ o
<
St
N, E{~ o
2
]
P
0
=
dE (ot0, E` T . . . otN, E` T)Mr(E)
\
P
0
=
dE@
P
0
=
dE (ot0, E{~ T . . . otN, E{~ T)
] S
rp
(E)d(E[ E@)M
r
(E)
\
P
0
=
dE (ot0, E{~ T . . . otN, E{~ T)Srp(E)Mr(E) (46)
where we have used the deÐnition of the S-matrix in eqn. (8).
Substituting this result into eqn. (45) we obtain
Aproj(E)\ 2n
P
0
=
dE@ M
r
s(E@)
1St0, E{` o
<
St
N, E{` o
2
] d(E[ H)
P
0
=
dEA (ot0, E_~ T . . . otN, E_~ T)
] S
rp
(EA)M
r
(EA)
\ 2nM
r
s(E)S
rp
s (E)S
rp
(E)M
r
(E) (47)
In the expression above, the product of the column MSta, E{` oNby the row gave the matrix accord-Motb, E_~ TN Srps (E@)d(E@[ EA)ing to eqn. (8).
Inverting the expression, taking a trace and permutating
matrices inside the trace, we arrive at
N(E) \ Tr(S
rp
s (E)S
rp
(E))
\ Tr(M
r
s~1(E)Aproj(E)Mr~1(E))
\ Tr(Aproj(E)Ar~1(E)) (48)
Thus, we can evaluate N(E) by propagating a set of incom-
ing, otherwise arbitrary, wavepackets, projecting onto pro-
ducts and calculating correlation functions of these projected
packets. As in Section 4.1, on the basis of asymptotic internal
energy eigenstates eqn. (48) reduces to withN(E) \;a Na(E)each term being of the form of eqn. (25).
4.3 Semiclassical implementation for the collinear H
2
+ H
reaction
Here we implement eqn. (44), using the semiclassical propaga-
tor of Herman and Kluk, described in detail in Appendix A.
The WallÈPorter potential is used as in ref. 34 for the semi-
classical calculation of state-to-state probabilities. Reactant
wavepackets were set up in the Jacobi coordinates, MR,MU
r
N
rN, as a direct product of the vibrational eigenstates and a
Gaussian in the translational coordinate R
U
r
n(R, r) \
A2a
n
B1@4
exp([a(R[ R0)2
] ip0(R[ R0))] sn(r) (49)
The wavepackets were set up in the product Jacobi coor-MU
p
N
dinates and have the same parameters as the reactant wave-
packets, except for the sign of the translational momentum to
make them outgoing
U
p
n(R@, r@) \
A2a
n
B1@4
exp([a(R@[ R0)2
[ ip0(R@[ R0))] sn(r@) (50)
The parameters of the translational Gaussians were a \ 4.5,
and and the internal functions are theq0\ 4.7 p0\ [7.0,eigenstates of the harmonic oscillator V
h
(r) \ D(r[ r0)2,D\ 0.1898 and in atomic units, approximatingr0\ 1.400 83the potential in the asymptotic region.
The reactant wavepackets were propagated up to time
T \ 2760 au with the time step dt \ 4.6 au, and their time-
dependent overlaps with the stationary product wavepackets
were Fourier transformed. The reactant/reactant correlation
functions of time duration 918 au were used to obtain the
appropriate normalization in energy. They were almost identi-
cal to the quantum-mechanical results. The cumulative reac-
tion probability for the HK and quantum-mechanical
propagation is plotted in Fig. 4.
The agreement between the semiclassical N(E) and the
quantum-mechanical results is better than that obtained for
the individual S-matrix elements in ref. 33. Here we used 106
classical trajectories, but 10 times fewer trajectories also gave
semiquantitative agreement, although the discrepancies
around the resonant and threshold energies were more pro-
nounced. The matrix inversion in eqn. (44) did not pose a
problem, since the reactant/reactant correlation functions are
nonzero for the Ðrst half of the propagation time, and this is
the time when semiclassical approximation works best.
The presence of resonances in the system and theH] H2constricted geometry make the state-to-state reaction prob-
abilities quite structured and difficult to capture semiclassi-
cally. The direct calculation of the cumulative reaction
Phys. Chem. Chem. Phys., 1999, 1, 1081È1090 1087
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Fig. 4 The cumulative reaction probability, obtained from the semi-
classical propagation of wavepackets (ÈÈÈ) and the quantum-
mechanical result (È È È). The wavepackets were initially located at
au in the translational coordinate and were constructed asR0\ 4.7the harmonic oscillator eigenstates in vibrational coordinate.
probability is an easier task than obtaining all of the state-to-
state probabilities. The analytical form of the overlap integrals
and for the harmonic oscillator eigen-Sgc(0) oUrnT SUrn o gc(t)Tstates with the HK Gaussians made the calculation several
times faster. The width of the expansion Gaussians was taken
to be c/2 \ a \ 4.5 au in both directions. The sampling in
both the vibrational and translational coordinates was Gauss-
ian. A single set of classical trajectories contributed to all
correlation functions. The net result of all these simpliÐcations
was that the computer time for the exact quantum-mechanical
and the semiclassical calculations was comparable.
5 Conclusion
Calculation of reaction probabilities is a fundamental problem
of theoretical chemistry. In recent years, increasing computer
power, progress in wavepacket time propagation methods and
new formalisms have enabled researchers to solve the
quantum scattering problem for small, 3È4 atom, systems.
However, the prospect of the full quantum-mechanical solu-
tion for large systems is unlikely owing to the exponential
scaling of numerical e†ort with the size of the system. There-
fore, there is a great interest in developing alternative ways to
treat reactive scattering. In this work we have addressed two
issuesÈthe development of new formulations for reactive scat-
tering and the application of semiclassical methods to reactive
systems.
The wavepacket correlation approach to reactive scattering
has many attractive features from the computational and con-
ceptual point of view. It yields the reaction probability for a
range of energies from a single calculation, it requires negligi-
ble storage and only a single Fourier transform, and it allows
for propagation of both reactant and product asymptotic
states into the interaction region, thus reducing the grid size
and improving accuracy.
Starting with the wavepacket correlation function expres-
sion for the state-to-state reaction probability of Tannor and
Weeks, we developed a formulation for the state-selected total
reaction probability using a projection operator in a time-
dependent context. The relationship with the well-established
trace formula of Miller et al. for the cumulative reaction prob-
ability, which employs the Ñux operator, was revealed. Also,
making use of the trace form for the cumulative reaction
probability, we obtained two directN(E)\Tr(S
rp
(E)S
rp
s (E)),
expressions for N(E) in terms of the time-correlation functions.
One of them is based on the correlation of the full and
product-projected wavepackets, and the other involves the
reactant/product wavepacket correlation functions. The wave-
packets are incoming/outgoing in the translational coordinate
and form a complete set in an arbitrary basis in the internal
coordinates.
One of the new formulations, involving the reactant/
product correlation functions, can be readily used with the
initial-value semiclassical propagators. The combination of
this formulation and the HK propagator for the collinear
hydrogen exchange reaction, which has been the traditional
testing ground for semiclassical methods, gave the Ðrst semi-
quantitative semiclassical results for N(E) for this benchmark
system. Until now, semiclassical calculation of N(E) has been
reported in one dimension only.38
We believe that the general strategy presented here, of refor-
mulating the reactive scattering problem in terms of wave-
packet time correlation functions, combined with approximate
propagation methods, may make it possible in the future to
calculate reaction probabilities and reaction rates for a multi-
tude of chemically important systems.
Appendix A: semiclassical propagator of Herman
and Kluk
The propagator, suggested by Herman and Kluk (HK), is the
initial value representation propagator with the same semi-
classical limit (i.e. the stationary phase approximation for
+ ] 0) as the Schro dinger equation. It is based on the expan-
sion of a wavefunction in terms of Gaussians of a Ðxed width,
whose centers move classically and whose phases are deÐned
by the corresponding classical actions. The propagator con-
verges uniformly,39 it is unitary in the stationary phase
approximation, and it is time reversible.40
The HK propagator in N dimensions, generalized to
include the width parameters as a matrix, is
K
sc
(x@, t ; x, 0) \
1
(2n)N
P P
dp0 dq0 Rpqt eiSqpt
] gc(qt , pt , x@)gc*(q0 , p0 , x) (A1)
The function
gc(qt , pt , x) \
Adet(C)
nN
B1@4
] exp
A
[
1
2
(x [ q
t
)C(x [ q
t
) ] ip
t
É (x [ q
t
)
B
(A2)
is a complex Gaussian with the diagonal width matrix C\
All are real and positive. Vectors . . . , andMc
i
N. c
i
q0 \ (q01 , q0N). . . , are initial conditions of a classical trajectoryp0\ (p01 , p0N)at time zero. Vectors . . . , and . . . , areq
t
\ (q
t
1 , q
t
N) p
t
\ (p
t
1 , p
t
N)
its coordinates and momenta at time t. The classical action is
S
pqt
\
P
0
t
[p
t{ É q5 t{[ H(pt{ , qt{ , t@)] dt@ (A3)
The prefactor carrying a trajectory stability information is
R
pqt
\ Jdet(B) (A4)
with the matrix elements beingB \ Mb
ij
N
b
ij
\
1
2
ASc
i
c
j
Lp
t
i
Lp0j
]
Sc
j
c
i
Lq
t
i
Lq0j
[ iJc
i
c
j
Lq
t
i
Lp0j
]
i
Jc
i
c
j
Lp
t
i
Lp0j
B
(A5)
Eqn. (A5) contains the square root of a complex function :
the sign has to be chosen such that is a continuous func-R
pqttion of time.38 The integration goes over all initial values (q0 ,In theory, the propagator does not depend on the param-p0).eters The choice of being equal to the width of a wave-Mc
i
N. c
i
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packet to be propagated gives the minimal phase space
volume.
The general form for the semiclassical time correlation func-
tion of the two states and isU
A
U
B
C
AB
(t)\
P P
dx dx@ U
B
*(x@, 0)Ksc(x@, t ; x, 0)U
A
(x, 0)
Substituting in the HK expression for the propagator leads to
the equation
C
AB
(t)\
P P dq0 dp0
(2n)N
R
pqt
eiSpqt
]
P
U
B
*(x@, 0)gc(qt , pt , x@) dx@
]
P
gc*(q0 , p0 , x)UA(x, 0) dx (A6)
If both wavefunctions, and are Gaussians of widthU
A
U
B
, Mc1,. . . , i.e.c
N
N,
U
A(B)(x)\
Adet(C)
nN
B1@4
exp
A
[
1
2
(x [ q
A(B))
] C(x [ q
A(B))] ipA(B) É (x [ qA(B))
B
(A7)
then the integrals over x and x@ are analytical and the corre-
lation function is
C
AB
(t)\
P P dq0 dp0
(2n)N
exp
A
[
1
4
(q
t
[ q
B
)
] C(q
t
[ q
B
)[
1
4
(p
t
[ p
B
)C~1(p
t
[ p
B
)
[
i
2
(q
i
[ q
B
) É (p
t
] p
B
)]
i
2
(q0 [ qA)
] (p0 ] pA)] iSpqt
[
1
4
(q0 [ qA)C(q0[ qA)[
1
4
(p0 [ pA)
] C~1(p0[ pA)
B
R
pqt
(A8)
Appendix B: projection operator approach to the
cumulative reaction probability
In this section, starting from the standard deÐnition of the
S-matrix given by eqn. (8), we derive a formula for the cumu-
lative reaction probability, N(E), in terms of projection oper-
ators. The formula is a simple variant of the trace expression
(5), and we will show the equivalence explicitly. We will begin
with a number of preliminary relationships.
The occupation of the product region is often characterized
by the Heaviside function h(s) deÐned in eqn. (27). Its com-
mutator with the full Hamiltonian H deÐnes the symmetrized
Ñux operator
F1 \
1
2
(F] Fs)\
1
2
A
d(s)
p
m
]
p
m
d(s)
B
\ i[H, h(s)] (B1)
The operator of eqn. (26), projecting onto the states thatPŒ `
form products in the inÐnite future, is also deÐned in terms of
h(s) as
PŒ `\ ;
b
P
0
=
dE otb, E~ TStb, E~ o\ lim
t?=
eiHth(s)e~iHt
There is another projection operator :
PŒ ~\ PŒ `* \ ;
b
P
0
=
dE otb, E~*TStb, E~* o
\ lim
t?~=
eiHth(s)e~iHt (B2)
which projects onto products in the inÐnite past.Ò Its action
on the incoming wavepacket is trivial, PŒ ~ o'a`T \ 0.Using eqns. (13) and (B1), and deÐnitions (26) and (B2) we
can estabish the relation between the projection and the Ñux
operators :
(2n)2d(E[ H)F1 d(E[ H)
\
P
~=
=
dt eiHti[H, h(s)]e~iHt
P
~=
=
dt~ e~i(H~E)t~
\
P
~=
=
dt
d
dt
MeiHth(s)e~iHtN
P
~=
=
dt~ e~i(H~E)t~
\
A
lim
t?=
eiHth(s)e~iHt[ lim
t?~=
eiHth(s)e~iHt
B
] 2nd(E[ H)
\ 2n(PŒ `[ PŒ ~)d(E[ H) (B3)
In the intermediate steps of the derivation we made the substi-
tution t~\ q[ t. Eqn. (B3) gives
(PŒ `[ PŒ ~)d(E[ H) \ 2nd(E[ H)F1 d(E[ H) (B4)
providing a relationship between the projection and the Ñux
operators that will be used below. Using the deÐnition of P`
in terms of energy eigenfunctions, eqn. (22), we may develop
an energy-domain version of eqn. (B4) :
;
b
P
0
=
dE@ (otb, E{~ TStb, E{~ o[ otb, E{~* TStb, E{~* o)d(E[ H)
\ ;
b
(otb, E~ TStb, E~ o[ otb, E~*TStb, E~* o)
\ d(E[ H) ;
b
P
0
= P
0
=
dE@ dEA
] (otb, E{~ TStb, E_~ o[ otb, E{~* TStb, E_~* o)d(E[ H)
Thus, the Ñux operator can be represented as
F1 \
1
2n
;
b
P
0
= P
0
=
dE@ dEA
] (otb, E{~ TStb, E_~ o[ otb, E{` TStb, E_` o) (B5)
In other words, we have the spectral representation of the
Ñux operator
F1 \ j o f TS f o[ j o f *TS f * o
which has two nonzero eigenvalues j and [j :
F1 o f T \ j o f T, F1 o f *T \ [j o f *T, j \ (2n)~1
For internal label b \ [0 . . . N] the Ðrst Ñux eigenvector is
expressed as
o f T \
AP
0
=
dE@ ot0, E{~ T, . . . ,
P
0
=
dE@ ot
N, E{~ T
B
and the second eigenvector is its complex conjugate. This
form of is reminiscent of the representation of the Ñux oper-F1
ator in a Ðnite basis set.41,42 However, now we can see that
Ò Note, that energy eigenfunctions are orthogonal tootb, E~*T ota, E` T,since for wavepackets with arbitrary energy expan-S/b~* o/a`T \ 0sion coefficients.
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the spectral representation of is independent of the speciÐcF1
choice of the characteristic function s(s) in eqn. (B1), as long as
is deÐned as the commutator s(s)], and the func-F1 F1 \ i[H,
tion s(s) has the same asymptotic behavior as the Heaviside
function h(s)
lim
s?=
s(s)\ 1, lim
s?~=
s(s)\ 0
We are now ready for the actual derivation. We begin by
noting that the cumulative reaction probability can be
expressed as a trace of the reactive S-matrix, denoted Srp ,
N(E)\ TrMSrp(E)sSrp(E)N (B6)
Using the deÐnition of the S-matrix elements (8) together with
eqn. (22) and permutating under the trace, we get
N(E)\ Tr
AP P
dE@ dEA Ss(E)d(E[ E@)S(E@)d(E@[ EA)
B
\ Tr
AP
dEASta, E` oPŒ ` ota, E_` T
B
\ Tr
A
(PŒ `[ PŒ ~)
P P
dEA dE@ ota, E_` Td(E[ E@)Sta, E{` o
B
\ Tr
A
(PŒ `[ PŒ ~)d(E[ H)
P P
dEA dE@ ota, E_` TSta, E{` o
B
(B7)
The operator P~ was introduced, since P~ ot`T \ 0. Now,
adding eqn. (B7) to its complex conjugate (PŒ `[ PŒ ~ \ [(PŒ `
and using eqn. (B5), we obtain our Ðnal formula[ PŒ ~)*),
N(E)\ n Tr((PŒ `[ PŒ ~)d(E[ H)F1 ) (B8)
Eqn. (B8) is an alternative trace expression for N(E). Using
eqn. (B4) in eqn. (B8), we immediately recover the expression
of Miller et al.1
N(E)\ 2n2 Tr(d(E[ H)F1 d(E[ H)F1 ) (B9)
Using the properties andPŒ `* \ PŒ ~, F1 \ (F ] Fs)/2 \ [F1 *
permutation under the trace, the Boltzmann average of eqn.
(B8) gives
k(T )Q(T )\ n Tr
AP
dE (PŒ `[ PŒ ~)d(E[ H)FŒ e~E@kT
B
\ 2nRMTr(PŒ `F e~H@kT)N (B10)
which is another well-known expression for the reaction rate.1
Note that we did not try to evaluate the trace in a complete
set of states, but introduced the trace in the beginning. Thus,
the present derivation is valid in the presence of bound states.
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