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1 Einleitung
Die Zulassung von neuen, erfolgversprechenden medizinischen Behandlungen erfordert den
Nachweis der Wirksamkeit und Vertra¨glichkeit. Hierzu werden klinische Studien durch-
gefu¨hrt, in welchen die neu entwickelten Therapien systematisch erprobt und u¨berpru¨ft
werden. Die Studiengro¨ße wird ha¨ufig basierend auf Vorkenntnissen bereits in der Planungs-
phase festgelegt. Erst nach Beobachtung aller vorgesehenen Patienten wird die statistische
Auswertung durchgefu¨hrt. Da die Gesamtlaufzeiten einiger Studien jedoch mehrere Jah-
re betragen, wa¨re es unangemessen, nicht in deren Verlauf zu u¨berpru¨fen, ob bereits zu
einem fru¨heren Zeitpunkt signifikante Therapieunterschiede bestehen. Eine solche Vor-
gehensweise hat wichtige ethische und o¨konomische Vorteile von hohem Stellenwert. In
ethischer Hinsicht ist es erstrebenswert, die U¨berlegenheit einer neuen Behandlung so fru¨h
wie mo¨glich zu erkennen, da dies dazu fu¨hren kann, die Studie eher zu beenden und allen
Patienten die bessere Therapie schnellstmo¨glich zukommen zu lassen. Fru¨hzeitig sollte
auch festgestellt werden, wenn eine Behandlung gesundheitsscha¨digend ist, um keinen
Patienten einem unvertretbaren Risiko auszusetzen. Außerdem ko¨nnen durch Auswertun-
gen wa¨hrend des Studienverlaufs Nebenwirkungen fru¨her aufgedeckt und somit besser
u¨berwacht werden. Vom o¨konomischen Standpunkt ist das fru¨here Beenden einer Studie
interessant, da dies zu großen Kosteneinsparungen fu¨hren kann.
Problematisch ist bei der mehrfachen U¨berpru¨fung im Verlauf der Studie, ob schon zu ei-
nem fru¨heren Zeitpunkt ein Therapieunterschied nachweisbar ist, dass zu jedem Analyse-
zeitpunkt die Mo¨glichkeit besteht, den Fehler I. oder II. Art zu begehen. Beru¨cksichtigung
finden die Auswirkungen von Zwischenauswertungen auf die Irrtumswahrscheinlichkeiten
bei der Anwendung sequentieller Verfahren. Diese halten trotz mehrfacher Durchfu¨hrung
von Tests im Studienverlauf das Gesamtniveau ein. Die von Wald (1947) entwickelten
streng sequentiellen Pla¨ne sind aus organisatorischen Gru¨nden in der Praxis nicht ge-
eignet, da diese eine Analyse nach jeder neuen Beobachtung vorsehen. Eine sinnvolle
Erweiterung dieses Vorgehens stellen die erstmals von Armitage, McPherson und Rowe
(1969) vorgeschlagenen gruppensequentiellen Verfahren dar, welche eine Zwischenauswer-
tung nach einer bestimmten Anzahl von Patienten vorschreiben. Nach jeder Sequenz wird
eine Entscheidung daru¨ber getroffen, ob die Studie beendet oder weitergefu¨hrt werden
soll. Hierbei kann das vorzeitige Beenden einer Studie aufgrund der U¨berlegenheit einer
Therapie erfolgen oder wegen der Vermutung, dass kein Behandlungsunterschied existiert.
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Eine breite Akzeptanz fu¨r die medizinische Anwendung haben die fu¨r zweiseitige Test-
probleme entwickelten gruppensequentiellen Pla¨ne von Pocock (1977) sowie von O’Brien
und Fleming (1979) gefunden. Aus diesem Grund sind diese als klassische Verfahren zu
verstehen. Wichtige methodische Voraussetzung fu¨r die Anwendung dieser Designs sind die
Festlegung des maximalen Stichprobenumfangs sowie der Anzahl der durchzufu¨hrenden
Zwischenauswertungen vor Studienbeginn. Außerdem wird verlangt, dass die einzelnen
Sequenzen gleich groß sind. Besonders die letzte Einschra¨nkung ist aus organisatorischen
Gru¨nden nicht immer sinnvoll. Deshalb wurden Erweiterungen gruppensequentieller Pla¨ne
entwickelt. Ein bekanntes Beispiel ist der so genannte
”
use function“–Ansatz von Lan und
DeMets (1983), bei welchem in der Planungsphase nur die maximale Fallzahl bestimmt
werden muss. Zusa¨tzlich ist die Angabe einer use function oder α spending function not-
wendig, mittels welcher die Wahrscheinlichkeit fu¨r den Fehler I. Art auf die einzelnen
Stufen aufgeteilt wird. Dieser Ansatz ist immer dann nu¨tzlich, wenn im Voraus nicht be-
kannt ist, wie viele Patienten in den einzelnen Sequenzen rekrutiert werden sollen.
Ein großer Nachteil bleibt jedoch bei allen gruppensequentiellen Verfahren bestehen.
Der in den Zwischenauswertungen beobachtete Effekt darf nicht fu¨r die Bestimmung
der Umfa¨nge der folgenden Sequenzen verwendet werden und darf somit auch nicht in
die Fallzahlkalkulation der gesamten Studie einfließen. Ungu¨nstig ist dies deshalb, da
in klinischen Studien ha¨ufig der fu¨r die Planung der Stichprobengro¨ße zugrundegelegte
nachzuweisende Behandlungseffekt fehlspezifiziert wird. Wird dieser u¨berscha¨tzt, ko¨nnen
sich beispielsweise Fallzahlen ergeben, welche zu klein sind, um klinisch relevante Un-
terschiede zwischen den Therapien aufzudecken. Das Hinzufu¨gen von weiteren Patienten
zur Erreichung statistischer Signifikanz vera¨ndert jedoch die Wahrscheinlichkeit fu¨r das
Auftreten des Fehlers I. Art und stellt somit die Gu¨ltigkeit der gesamten Studie in Frage.
In o¨konomischer Hinsicht ist es jedoch wu¨nschenswert den Umfang der folgenden Stufe
kleiner zu planen, falls sich bei einer Zwischenauswertung herausstellt, dass das Ergebnis
schon nahe der Signifikanz ist.
Das Anpassen des Stichprobenumfangs basierend auf den vorliegenden Daten wird durch
die Verwendung adaptiver Pla¨ne, welche eine Erweiterung der gruppensequentiellen Ver-
fahren darstellen, ermo¨glicht. Hervorzuheben sind zu diesem Thema die von Bauer (1989),
Bauer und Ko¨hne (1994), Bauer und Ro¨hmel (1995), Bauer und Kieser (1999) sowie
Proschan und Hunsberger (1995) beschriebenen Vorgehensweisen. Hier du¨rfen die in den
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Zwischenauswertungen gewonnenen Informationen in die Stichprobenkalkulation der rest-
lichen Studie einfließen. Ermo¨glicht wird die Adaption der Fallzahl durch eine Transfor-
mation der Teststatistik. Beispielsweise wird in Bauer (1989) eine Pru¨fgro¨ße vorgestellt,
welche durch Kombination der p-Werte der einzelnen Sequenzen mittels der von Fisher
(1932) vorgeschlagenen Produktregel entsteht.
Eine weitere Form adaptiver Pla¨ne ist das so genannte Self–Designing klinischer Stu-
dien, welches erstmals von Fisher (1998) sowie von Shen und Fisher (1999) fu¨r normal-
verteilte Zielgro¨ßen vorgeschlagen wurde. Bei diesen mu¨ssen die Anzahl durchzufu¨hrender
Sequenzen, die Umfa¨nge der einzelnen Stufen sowie der maximale Stichprobenumfang vor
Studienbeginn nicht festgelegt werden. Das Verfahren ermittelt die Anzahl der zu rekru-
tierenden Patienten und die Gewichtung der Daten der folgenden Sequenzen schrittweise,
basierend auf den vor der aktuellen Stufe gesammelten Informationen. Durch Kombina-
tion der Ergebnisse mit der inversen Normal– sowie der inversen χ2–Methode, wird das
Self–Designing fu¨r beliebige Zielvariablen in Hartung (2001, 2006) sowie Hartung (2000)
und Hartung und Knapp (2003) erweitert.
Neben der datengesteuerten Anpassung der Fallzahl ko¨nnen auch andere Adaptionen am
Studiendesign vorgenommen werden. Beispielsweise in Fisher (1998) werden verschiedene
Mo¨glichkeiten erwa¨hnt. So ko¨nnen in einer Studie zum Vergleich mehrerer Therapien sol-
che Behandlungsarme entfernt werden, welche fru¨hzeitig signifikante Effekte zeigen oder
nicht wirksam sind. Auch mo¨glich ist das nachtra¨gliche Hinzufu¨gen von Therapiegruppen.
Stellt sich im Verlauf der klinischen Studie heraus, dass einige der teilnehmenden Studien-
zentren einen Behandlungseffekt nachweisen ko¨nnen und andere nicht, ist es sinnvoll, mehr
Patienten in den erfolgreicheren Einheiten zu rekrutieren. Auch die Pru¨fgro¨ße sowie das
Testproblem ko¨nnen im Studienverlauf gea¨ndert werden. Finden zu viele A¨nderungen
am Studiendesign statt, kann dies zu einer Ineffizienz des Verfahrens im klinischen Sinne
fu¨hren (vgl. Tsiatis und Mehta (2003)).
Die in der Literatur vorgestellten flexiblen Methoden basieren in der Regel auf der An-
nahme normalverteilter Beobachtungen. Jedoch sind in der klinischen Forschung ha¨ufig
Kategorien als Auspra¨gungen einer Zielgro¨ße von Interesse. Die Zielsetzung dieser Arbeit
ist die intensive Untersuchung von flexiblen Designs in klinischen Pru¨fungen mit bina¨rer
und ordinaler Zielvariable, wobei sowohl adaptiv gruppensequentielle Verfahren als auch
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das Self–Designing klinischer Studien betrachtet und miteinander verglichen werden.
In Kapitel 2 werden die gewichtete inverse Normalmethode sowie die verallgemeinerte
inverse χ2–Methode vorgestellt, welche in dieser Arbeit zur Kombination der p–Werte
der einzelnen Sequenzen verwendet werden. Finden die so entstehenden Pru¨fgro¨ßen in
gruppensequentiellen Designs mit vorab festgelegter Gewichtung Verwendung, besteht die
Mo¨glichkeit A¨nderungen am Studiendesign im Verlauf der Untersuchung vorzunehmen.
Der adaptive Charakter der hier vorgestellten Methoden geht aus der datengesteuerten
Wahl der Fallzahl hervor. Zudem kann in jeder Sequenz u¨berpru¨ft werden, ob die Nullhy-
pothese abgelehnt und die Untersuchung somit vorzeitig beendet werden kann. Die durch
das mehrfache Testen im Studienverlauf erforderliche Anpassung der kritischen Werte
wird fu¨r die von Pocock (1977), O’Brien und Fleming (1979) sowie Wang und Tsia-
tis (1987) vorgeschlagenen Vorgehensweisen vorgestellt. Neben diesen Strategien wird das
sehr einfache Prinzip des sequentiellen Testens von Haybittle (1971) und Peto et al. (1976)
beschrieben. Die Designs vom Wang/Tsiatis– sowie vom Haybittle/Peto–Typ werden in
dieser Arbeit fu¨r die inverse χ2–Methode erweitert. Im Self–Designing klinischer Studien
erfolgt neben der adaptiven Ermittlung der Fallzahl eine auf den vorliegenden Beobach-
tungen basierende Wahl der Gewichte. Die Gesamtanzahl der Sequenzen ist hierbei nicht
fest vorgegeben. Neben der U¨berpru¨fung von Testproblemen ist die Abscha¨tzung des
Ausmaßes eines Unterschieds von Interesse, wofu¨r Methoden zur Intervall– und Punkt-
scha¨tzung vorgestellt werden. Da Konfidenzintervalle fu¨r nicht–sequentielle Designs die
gewu¨nschte U¨berdeckungswahrscheinlichkeit nicht einhalten, sollten so genannte Repea-
ted Konfidenzintervalle (vgl. Jennison und Turnbull (1989), Hartung und Knapp (2006))
verwendet werden. Im Fall keines vorzeitigen Studienabbruchs ha¨lt die Sequenz dieser
Intervalle das festgelegte Konfidenzniveau ein, andernfalls ist die resultierende Sequenz
der Intervalle konservativ. Fu¨r die Punktscha¨tzung des unbekannten Parameters in den
einzelnen Sequenzen basierend auf allen vorliegenden Beobachtungen werden in der Meta–
Analyse verwendete Methoden vorgestellt. Zudem wird ein Punktscha¨tzer hergeleitet, der
unverzerrt ist fu¨r den unbekannten Parameter, falls in den Zwischenauswertungen ledig-
lich eine Anpassung der Fallzahl und kein Testen der Nullhypothese erfolgt.
Die vorgestellten flexiblen Designs werden in Kapitel 3 bei Vorliegen von bina¨ren und or-
dinalen Zielvariablen untersucht. Zuna¨chst wird der bina¨re Fall betrachtet, in welchem die
Zielvariable zwei Auspra¨gungen besitzt. Um zu u¨berpru¨fen, ob ein Unterschied zwischen
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den beiden Behandlungsgruppen vorhanden ist, wird die Risikodifferenz verwendet. Ba-
sierend auf dieser werden Pru¨fgro¨ßen mit und ohne Stetigkeitskorrektur vorgestellt (vgl.
Schouten et al. (1980)). Ko¨nnen die Realisationen in mehr als zwei Kategorien auftreten,
handelt es sich um eine ordinale Zielgro¨ße und die Darstellung des Unterschieds erfolgt
mittels der verallgemeinerten Risikodifferenz (vgl. Edwardes und Baltzan (2000)). Basie-
rend auf dieser wird die Ermittlung der notwendigen Fallzahl vorgestellt. Sowohl fu¨r den
bina¨ren als auch fu¨r den ordinalen Fall wird die Ermittlung des notwendigen Umfangs
auf den sequentiellen Fall u¨bertragen. In Simulationsstudien werden die adaptiv gruppen-
sequentiellen Designs und das Self–Designing bei Vorliegen einer qualitativen Zielvariablen
untersucht, wobei insbesondere von Interesse ist, ob Pru¨fgro¨ßen, welche bereits in nicht–
sequentiellen Designs das vorgegebene Testniveau nur asymptotisch einhalten, in flexiblen
Designs Anwendung finden ko¨nnen.
In Kapitel 4 erfolgt abschließend eine zusammenfassende Darstellung und Diskussion der
Ergebnisse der vorliegenden Arbeit.
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2 Flexible Designs
In diesem Kapitel werden flexible Designs vorgestellt, welche die gewichtete inverse Normal-
methode und die verallgemeinerte inverse χ2–Methode zur Kombination der Ergebnis-
se der einzelnen Sequenzen verwenden. Die adaptiv gruppensequentiellen Testverfahren
in Kapitel 2.2 ermo¨glichen fu¨r eine fest vorgegebene Stufenanzahl eine Anpassung der
Fallzahl im Verlauf der Untersuchung. Außerdem kann in den Zwischenauswertungen
u¨berpru¨ft werden, ob die Studie mit einer vorzeitigen Ablehnung der Nullhypothese be-
endet werden kann. Eine Erweiterung dieser Testverfahren stellt das Self–Designing kli-
nischer Studien dar, welche in Kapitel 2.3 vorgestellt werden. Die Gesamtanzahl der Se-
quenzen ist hier nicht durch eine fest vorgegebene Zahl beschra¨nkt, sondern kann ebenso
wie die Fallzahl im Verlauf der Studie basierend auf den vorliegenden Beobachtungen
ermittelt werden. Bei Kombination der p–Werte mittels der verallgemeinerten inversen
χ2–Methode kann die U¨berpru¨fung des Testproblems in jeder Stufe erfolgen, bei Ver-
wendung der gewichteten inversen Normalmethode ist dies nur am Studienende unter
Einhaltung des globalen Niveaus mo¨glich (vgl. Hartung (2001)). Die Mo¨glichkeit eines
vorzeitigen Beendens der Untersuchung mit Beibehalten der Nullhypothese findet in die-
ser Arbeit keine Beru¨cksichtigung.
2.1 Kombinationsmethoden
Um zwei Therapien hinsichtlich ihrer Effektivita¨t miteinander zu vergleichen, wird eine
klinische Studie mit Parallelgruppendesign geplant. In Gruppe 1 wird das Novum und in
Gruppe 2 die Standardtherapie oder ein Placebo verabreicht. Die Zuweisung der Patienten
zu diesen beiden unabha¨ngigen Gruppen erfolgt mittels Randomisation. Der Unterschied
zwischen den beiden Behandlungen wird mit eines in Abha¨ngigkeit der vorliegenden Si-
tuation geeigneten Parameters θ gemessen. Hierbei kann θ beispielsweise die Differenz von
zwei Erwartungswerten normalverteilter Zielgro¨ßen oder von zwei Erfolgswahrscheinlich-
keiten im Fall bina¨rer Zielvariablen darstellen. Um zu u¨berpru¨fen, ob die neue Therapie
der Standardbehandlung u¨berlegen ist, wird zuna¨chst das einseitige Testproblem
H0 : θ = 0 versus H1 : θ > 0 (2.1)
in K unabha¨ngigen Sequenzen, bezeichnet mit Stufe(1), ..., Stufe(K), formuliert. Der
Ausdruck Stufe(0) steht fu¨r a priori Informationen. Unter dieser Nullhypothese gelten die
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im Folgenden beschriebenen Verteilungen exakt. Dies ist im Fall von Nullhypothesen der
Form H0 : θ ≤ 0 oder H0 : θ ≥ 0 im Allgemeinen nicht erfu¨llt. Solche Hypothesen werden
in dieser Arbeit nicht betrachtet, hierfu¨r sei auf Hartung und Knapp (2006) verwiesen. In
Kapitel 2.5.1 wird die U¨berpru¨fung zweiseitiger Testprobleme im Zusammenhang mit der
Konstruktion von zweiseitigen Konfidenzintervallen fu¨r flexible Designs vorgestellt.
In Stufe i, i = 1, ..., K, erfolgt das Testen von H0 gegen H1 mittels der Teststatistik Ti,
wobei große Werte von Ti fu¨r eine Ablehnung der Nullhypothese sprechen. Es wird die
Annahme getroffen, dass Ti unter H0 eine stetige Verteilungsfunktion Fi,0 besitzt. Der
zugeho¨rige p-Wert ist durch
pi = 1− Fi,0(Ti) (2.2)
gegeben. Unter H0 gilt
pi ∼ U(0, 1) und 1− pi = Fi,0(Ti) ∼ U(0, 1), (2.3)
wobei U(0, 1) die Gleichverteilung auf dem Intervall (0, 1) bezeichnet.
Sei λG ein globales Gewicht, welches in Teilen λi u¨ber die K Sequenzen verteilt ist,
λ∑(K) =
K∑
i=1
λi = λG, λi > 0, i = 1, ..., K. (2.4)
Es wird hier die Annahme getroffen, dass die Gewichtungen den Stufen vor Studienbe-
ginn zugewiesen werden. Bei den adaptiv gruppensequentiellen Designs wird in dieser
Arbeit nur der Fall der Gleichgewichtung aller Sequenzen betrachtet, wobei λi = 1 oder
λi = 2 fu¨r i = 1, ..., K gewa¨hlt werden. Bei der inversen Normalmethode mit identischer
Gewichtung der einzelnen Stufen spielt der Wert des Gewichts keine Rolle. Dies wird
bei der Vorstellung der einzelnen Designs na¨her erla¨utert. Erfolgt eine unterschiedliche
Gewichtung der einzelnen Sequenzen, kann beispielsweise durch Zuweisung eines großen
Gewichts zu fru¨heren Stufen die Wahrscheinlichkeit fu¨r einen vorzeitigen Studienabbruch
erho¨ht werden (vgl. Wassmer (2001)).
Im Folgenden werden die gewichtete inverse Normalmethode sowie die verallgemeinerte
inverse χ2–Methode zur Kombination der Ergebnisse der einzelnen Stufen vorgestellt (sie-
he Hartung (2006)).
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Gewichtete inverse Normalmethode
Erfolgt die Transformation der p–Werte mittels der gewichteten inversen Normal-
methode, resultiert
zi(λi) = F
−1
N(0,λi)
(1− pi) H0∼ N(0, λi), i = 1, ..., K. (2.5)
Unter der Annahme, dass die einzelnen Sequenzen unabha¨ngig voneinander sind, ist
die Kombinationsstatistik bis zur Stufe j gegeben durch
Zj =
j∑
i=1
zi(λi)
H0∼ N(0, λ∑(j)), λ∑(j) =
j∑
i=1
λi, j = 1, ..., K. (2.6)
Bezeichne Φ−1 die Inverse der Verteilungsfunktion der Standardnormalverteilung Φ,
dann gilt F−1N(0,λi) =
√
λi Φ
−1, und Zj kann dargestellt werden als
Zj =
j∑
i=1
√
λi Φ
−1(1− pi) H0∼
√
λ∑(j) N(0, 1), j = 1, ..., K. (2.7)
Die gemeinsame Verteilung von Z1, . . . , ZK ist die multivariate Normalverteilung
mit Erwartungswertvektor ~µ = (µ1, ..., µK), mit
µj = E(Zj) =
j∑
i=1
√
λi E[Φ
−1(1− pi)], j = 1, ..., K, (2.8)
und Kovarianzmatrix Σ, d.h. (Z1, ..., ZK) ∼ NK(~µ,Σ). Die einzelnen Kombi-
nationsstatistiken sind voneinander abha¨ngig, wobei die Kovarianz von Zj und Zk,
j, k ∈ {1, . . . , K} und j < k, gegeben ist durch
Cov (Zj, Zk) =
j∑
i=1
λi. (2.9)
Die Kovarianz der unter der Nullhypothese auf die N(0, 1)–Verteilung standardi-
sierten Statistiken Zj/
√
λ∑(j) und Zk/√λ∑(k), j, k ∈ {1, . . . , K} und j < k, ist
Cov
 Zj√∑j
i=1 λi
,
Zk√∑k
i=1 λi
 = ∑ji=1 λi V ar(Φ−1(1− pi))√∑j
i=1 λi
∑k
i=1 λi
(2.10)
=
∑j
i=1 λi√∑j
i=1 λi
√∑k
i=1 λi
=
√∑j
i=1 λi√∑k
i=1 λi
.
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Verallgemeinerte inverse χ2–Methode
Werden die p–Werte mittels der verallgemeinerten inversen χ2–Methode transfor-
miert, resultiert
qi(λi) = F
−1
χ2(λi)
(1− pi) H0∼ χ2(λi), i = 1, ..., K, (2.11)
wobei die Beobachtungen in Form von Freiheitsgraden gewichtet werden. Unter
der Annahme, dass die einzelnen Sequenzen unabha¨ngig voneinander sind, ist die
Kombinationsstatistik bis zur Stufe j gegeben durch
Sj =
j∑
i=1
qi(λi)
H0∼ χ2(λ∑(j)), λ∑(j) =
j∑
i=1
λj, j = 1, ..., K. (2.12)
Spezialfa¨lle
Werden in (2.7) die Gewichte λi = 1, i = 1, ..., j, gewa¨hlt, resultiert die Kombinations-
statistik der ungewichteten inversen Normalmethode, welche durch
Zj =
j∑
i=1
zi(1) =
j∑
i=1
Φ−1(1− pi) ∼
√
j N(0, 1) (2.13)
gegeben ist. Diese von Stouffer et al. (1949) angewandte Methode wird im Weiteren als
Stouffer–Methode bezeichnet.
Erfolgt bei Verwendung der inversen χ2–Methode die Gewichtung in jeder Sequenz mit
λi = 2, i = 1, ..., K, resultiert die Kombinationsstatistik von Fisher (1932)
Sj =
j∑
i=1
qi(2) =
j∑
i=1
−2 log(pi) H0∼ χ2(2j). (2.14)
Diese findet in den zwei– und dreistufigen adaptiven Designs von Bauer und Ko¨hne (1994)
sowie Bauer und Ro¨hmel (1995) Verwendung.
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Verteilung der p–Werte
Obwohl in den verschiedenen Studienabschnitten voneinander unabha¨ngige Beobachtun-
gen realisiert werden, ist die Unabha¨ngigkeit der p–Werte bei datenabha¨ngigen Design-
a¨nderungen nicht unbedingt gewa¨hrleistet. Erfolgt die U¨berpru¨fung des Testproblems in
beiden Sequenzen eines zweistufigen Designs beispielsweise mit Rangtests, kann die dis-
krete Verteilung von p2 unter der Nullhypothese von p1 abha¨ngen. Dies ist bei einer auf
dem Wert von p1 basierenden Wahl des Umfangs n2 der zweiten Sequenz der Fall. Um
A¨nderungen am Studiendesign in den Zwischenauswertungen vornehmen zu ko¨nnen oh-
ne dass die Wahrscheinlichkeit fu¨r einen Fehler I. Art erho¨ht wird, sollten die p–Werte
”
pclud“ sein (vgl. Brannath et al. (2002)). Die p–Werte p1, ..., pj der Stufen 1, ..., j sind
”
pclud“, wenn die Verteilung von p1 und die bedingte Verteilung der p–Werte pj der Se-
quenzen j ≥ 2 gegeben p1, ..., pj−1 unter der Nullhypothese stochastisch gro¨ßer oder gleich
der Gleichverteilung auf dem Intervall (0, 1) sind, d.h.
PH0(p1 ≤ α) ≤ α und PH0(pj ≤ α | p1, ..., pj−1) ≤ α, fu¨r j ≥ 2. (2.15)
Sind die Realisationen der einzelnen Sequenzen unabha¨ngig voneinander und erfolgt die
Berechnung der p–Werte mittels konservativen Tests, wird das Niveau eingehalten. Liegen
unabha¨ngige und U(0, 1)–verteilte p–Werte vor, wird das Niveau α voll ausgescho¨pft.
2.2 Adaptiv gruppensequentielle klinische Studien
Finden die beiden Kombinationsmethoden aus dem vorhergehenden Kapitel 2.1 in gruppen-
sequentiellen Designs Verwendung, ko¨nnen unter der Annahme, dass die Verteilung der
p–Werte der einzelnen Sequenzen
”
pclud“ ist, A¨nderungen am Studiendesign vorgenom-
men werden. In dieser Arbeit geht der adaptive Charakter der Methoden aus der mo¨glichen
datengesteuerten Wahl der Stichprobenumfa¨nge hervor. In Stufe i, i = 1, ..., K, kann die
Fallzahl ni basierend auf den Ergebnissen der Sequenzen 1, ..., i− 1 ermittelt werden, d.h.
ni = nˆ(i− 1) = nˆ(Stufe(0), ..., Stufe(i− 1)), i = 1, ..., K. (2.16)
Die maximale Anzahl der Sequenzen K und die Gewichte λi > 0, i = 1, ..., K, mit
λ∑(K) = ∑Ki=1 λi = λG, werden vor Studienbeginn festgelegt.
Da die irrtu¨mliche Ablehnung der Nullhypothese nicht nur einmal, sondern in jeder Stu-
fe erfolgen kann, wird das Niveau α bei Verwendung der kritischen Werte fu¨r nicht–
sequentielle Designs nicht eingehalten. Dies ist der so genannte
”
Multiple Looks“–Effekt.
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Die bekanntesten Verfahren zur somit notwendigen Adjustierung der Entscheidungsbe-
reiche wurden von Pocock (1977) sowie O’Brien und Fleming (1979) vorgeschlagen, wel-
che sehr unterschiedliche Strategien verfolgen. Im Pocock–Design werden durch Verwen-
dung konstanter kritischer Schranken schon zu Beginn der Untersuchung große Teile
des globalen Niveaus vergeben. Im O’Brien/Fleming–Design fu¨hren die monoton fal-
lenden kritischen Werte dazu, dass in der letzten Stufe der Großteil des globalen Ni-
veaus verbraucht wird. Bei einer allgemeineren Klasse von kritischen Schranken gema¨ß
Wang und Tsiatis (1987) ko¨nnen durch Einfu¨hrung eines zusa¨tzlichen Parameters kri-
tische Werte unterschiedlicher Form ermittelt werden, wobei die Designs vom Pocock–
sowie O’Brien/Fleming–Typ als Spezialfa¨lle in dieser enthalten sind. Eine sehr einfache
Strategie wird von Haybittle (1971) und Peto et. al (1976) verfolgt. Bei Verwendung ei-
ner konstanten kritischen Schranke in den einzelnen Sequenzen, kann in der letzten Stufe
approximativ ein Test zum nicht–adjustierten kritischen Wert durchgefu¨hrt werden.
Findet die inverse Normalmethode Anwendung, ko¨nnen die kritischen Werte der klas-
sischen gruppensequentiellen Designs verwendet werden (vgl. Lehmacher und Wassmer
(1999), Wassmer (2001)). Die Designs vom Pocock– und O’Brien/Fleming–Typ bei Kom-
bination der Ergebnisse mit der verallgemeinerten inversen χ2–Methode werden in Har-
tung (2006) vorgestellt. Die Erweiterung des Wang/Tsiatis– sowie Haybittle/Peto–Designs
fu¨r diese Kombinationsmethode erfolgt in Kapitel 2.2.3.
2.2.1 Verallgemeinertes Pocock–Design
Soll im Verlauf der Untersuchung mehrfach unter Einhaltung des globalen Niveaus α
u¨berpru¨ft werden, ob H0 abgelehnt werden kann, mu¨ssen die kritischen Werte vor Stu-
dienbeginn geeignet gewa¨hlt werden. Diese werden bei Verwendung der Statistiken Zj
aus (2.7) bzw. Sj aus (2.12) im Weiteren mit cvZ,PO(α,K, {λi}) bzw. cvS,PO(α,K, {λi})
bezeichnet. Seien
Xi ∼ N(0, 1) und Yi ∼ χ2(λi), i = 1, ..., K, (2.17)
voneinander unabha¨ngige Zufallsvariablen, welche zi(1) = Φ
−1(1−pi) und qi(λi) unter der
Nullhypothese repra¨sentieren. Dann sind die kritischen Werte zum Niveau α, 0 < α < 1,
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durch die folgenden Bedingungen definiert (vgl. Hartung (2006))
P
 j∑
i=1
√
λi Xi
/√√√√ j∑
i=1
λi ≤ cvZ,PO(α,K, {λi}) ∀ j = 1, ..., K
 = 1− α, (2.18)
P
(
F−1χ2(λG)
(
Fχ2(λ∑(j))
(
j∑
i=1
Yi
))
≤ cvS,PO(α,K, {λi}) ∀ j = 1, ..., K
)
= 1− α. (2.19)
Die Idee des Pocock–Designs ist die Standardisierung der Teststatistik auf eine bestimmte
Verteilung, so dass der gleiche kritische Wert in allen K Stufen verwendet werden kann.
In (2.18) wird mit
F−1N(0,λG)
(
FN(0,λ∑(j))
(
j∑
i=1
√
λi Xi
))/√
λG
fu¨r j = 1, ..., K eine N(0, 1)–verteilte Variable erzeugt, da
FN(0,λ∑(j))
(
j∑
i=1
√
λi Xi
)
∼ U(0, 1)
und
F−1N(0,λG)
(
FN(0,λ∑(j))
(
j∑
i=1
√
λi Xi
))
∼ N(0, λG).
Die Statistik aus (2.19) stammt aus einer χ2(λG)–Verteilung fu¨r alle j = 1, ..., K, da gilt
Fχ2(λ∑(j))
(
j∑
i=1
Yi
)
∼ U(0, 1)
und somit
F−1χ2(λG)
(
Fχ2(λ∑(j))
(
j∑
i=1
Yi
))
∼ χ2(λG).
Die kritischen Werte ko¨nnen aus Tabellen, bspw. aus Pocock (1977), durch numerische
Integration oder mittels Simulationen erhalten werden. In Anhang A finden sich in Ta-
belle A.1 mit der statistischen Software R (R Development Core Team (2007)), Version
2.6.2, ermittelte kritische Werte mit vier Nachkommastellen. Werden alle Sequenzen gleich
gewichtet, d.h. λi = λ fu¨r i = 1, ..., K, resultieren bei der inversen Normalmethode fu¨r
verschiedene Werte fu¨r λ die gleichen kritischen Werte aufgrund der Standardisierung der
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Kombinationsstatistik auf die N(0, 1)–Verteilung.
Die Testentscheidungen in den Sequenzen j, j = 1, ..., K, sind im Folgenden fu¨r die gewich-
tete inverse Normalmethode und die verallgemeinerte inverse χ2–Methode beschrieben.
Gewichtete inverse Normalmethode:
Unter Verwendung der Statistik Zj aus (2.7) lauten die Testentscheidungen:
- Ablehnen von H0 in Stufe j, falls
Zj
/√
λ∑(j) > cvZ,PO(α,K, {λi}) (2.20)
und Zi/
√
λ∑(i) ≤ cvZ,PO(α,K, {λi}) fu¨r i < j, i, j ∈ {1, ..., K}.
- Beibehalten von H0, falls die letzte Sequenz K erreicht ist und
ZK
/√
λ∑(K) ≤ cvZ,PO(α,K, {λi}). (2.21)
Verallgemeinerte inverse χ2–Methode:
Mit Sj aus (2.12) lauten die Testentscheidungen:
- Ablehnen von H0 in Stufe j, falls
F−1χ2(λG)
(
Fχ2(λ∑(j)) (Sj)
)
> cvS,PO(α,K, {λj}) (2.22)
und F−1χ2(λG)(Fχ2(λ∑(i))(Si)) ≤ cvS,PO(α,K, {λi}) fu¨r i < j, i, j ∈ {1, ..., K}.
- Beibehalten von H0, falls die letzte Sequenz K erreicht ist und
F−1χ2(λG)
(
Fχ2(λ∑(K))(SK)
)
≤ cvS,PO(α,K, {λi}). (2.23)
2.2.2 Verallgemeinertes O’Brien/Fleming–Design
Im O’Brien und Fleming (1979)–Design sind die kritischen Werte bei Betrachtung der auf
die N(0, 1)– bzw. χ2(λG)–Verteilung standardisierten Kombinationsstatistiken monoton
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fallend. Erfolgt hingegen keine Standardisierung der Pru¨fgro¨ßen auf eine bestimmte Ver-
teilung, sind die mit cvZ,OBF (α,K, {λi}) und cvS,OBF (α,K, {λi}) bezeichneten Grenzen
in allen Sequenzen identisch. Diese lassen sich zum Niveau α, 0 < α < 1, mit Xi und Yi
aus (2.17) aus den folgenden beiden Gleichungen bestimmen (vgl. Hartung (2006))
P
(
j∑
i=1
√
λi Xi ≤ cvZ,OBF (α,K, {λi}) ∀ j = 1, ..., K
)
= 1− α, (2.24)
P
(
j∑
i=1
Yi ≤ cvS,OBF (α,K, {λi}) ∀ j = 1, ..., K
)
= 1− α. (2.25)
Bei der letzten Bedingung ist zu beachten, dass Yi als χ
2–Zufallsvariable nicht–negativ
ist und falls fu¨r eine Konstante c gilt:
∑K
i=1 Yi ≤ c, dann ist auch
∑j
i=1 Yi ≤ c fu¨r alle
j = 1, ..., K, da
∑j
i=1 Yi ≤
∑K
i=1 Yi. Somit kann der kritische Wert direkt bestimmt
werden durch
cvS,OBF (α,K, {λi}) = χ2(λG)1−α, λG =
K∑
i=1
λi. (2.26)
In Anhang A in Tabelle A.1 befinden sich die kritischen Werte fu¨r das O’Brien/Fleming–
Design mit inverser Normalmethode.
Die Testentscheidungen in den Sequenzen j, j = 1, ..., K, sind im Folgenden fu¨r die gewich-
tete inverse Normalmethode und die verallgemeinerte inverse χ2–Methode beschrieben.
Gewichtete inverse Normalmethode:
Mit Zj aus (2.7) lauten die Testentscheidungen:
- Ablehnen von H0 in Stufe j, falls
Zj > cvZ,OBF (α,K, {λi}) (2.27)
und Zi ≤ cvZ,OBF (α,K, {λi}) fu¨r i < j, i, j ∈ {1, ..., K}.
- Beibehalten von H0, falls die letzte Stufe K erreicht ist und
ZK ≤ cvZ,OBF (α,K, {λi}). (2.28)
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Verallgemeinerte inverse χ2–Methode:
Bei Verwendung von Sj aus (2.12) lauten die Testentscheidungen:
- Ablehnen von H0 in Stufe j, falls
Sj > cvS,OBF (α,K, {λi}) (2.29)
und Si ≤ cvS,OBF (α,K, {λi}) fu¨r i < j, i, j ∈ {1, ..., K}.
- Beibehalten von H0, falls die letzte Stufe K erreicht ist und
SK ≤ cvS,OBF (α,K, {λi}). (2.30)
Bei der inversen Normalmethode ko¨nnen die kritischen Werte bei Gleichgewichtung aller
Stufen, d.h. λi = λ fu¨r i = 1, ..., K, mittels cvZ,OBF (α,K, {λ}) =
√
λ cvZ,OBF (α,K, {1})
berechnet werden. Da die U¨berpru¨fung des Testproblems in den einzelnen Sequenzen mit
Zj =
∑j
i=1
√
λi Φ
−1(1 − pi) =
√
λ
∑j
i=1 Φ
−1(1 − pi) erfolgt, spielt der Wert von λ bei
Gleichgewichtung der Stufen keine Rolle.
2.2.3 Andere Designs
Verallgemeinertes Wang/Tsiatis–Design
Eine allgemeinere von Wang– und Tsiatis (1987) vorgeschlagene Klasse von kritischen
Werten ha¨ngt zusa¨tzlich von dem Parameter ∆ ab. Die mit cvZ,WT (α,K, {λi},∆) sowie
cvS,WT (α,K, {λi},∆) bezeichneten Grenzen lassen sich zum Niveau α, 0 < α < 1, mit Xi
und Yi aus (2.17), aus den folgenden beiden Gleichungen bestimmen
P
 j∑
i=1
√
λi Xi
/(
j∑
i=1
λi
)∆
≤ cvZ,WT (α,K, {λi},∆) ∀ j = 1, ..., K
 = 1− α,
(2.31)
P
(
F−1
χ2(λ∑(j)1−2 ∆ λ2 ∆G )
(
Fχ2(λ∑(j))
(
j∑
i=1
Yi
))
≤ cvS,WT (α,K, {λi},∆) ∀ j = 1, ..., K
)
= 1− α.
(2.32)
Ist ∆ = 0 resultiert das O’Brien/Fleming–Design, im Fall von ∆ = 0.5 ergeben sich
die kritischen Werte von Pocock. Im Wang/Tsiatis–Design ist die Pru¨fgro¨ße in Stufe j,
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j = 1, ..., K, gema¨ß N(0, (λ∑(j))1−2 ∆)–verteilt bei Verwendung der inversen Normal-
methode und bei Kombination der Ergebnisse mit der inversen χ2–Methode stammt diese
aus einer χ2
(
λ∑(j)1−2 ∆ λ2 ∆G )–Verteilung. In Anhang A sind in Tabelle A.2 kritische Wer-
te fu¨r ∆ = 0.0, 0.1, ..., 0.7 verzeichnet.
Die Testentscheidungen in den Sequenzen j, j = 1, ..., K, sind im Folgenden fu¨r die gewich-
tete inverse Normalmethode und die verallgemeinerte inverse χ2–Methode beschrieben.
Gewichtete inverse Normalmethode:
Unter Verwendung der Statistik Zj aus (2.7) lauten die Testentscheidungen:
- Ablehnen von H0 in Stufe j, falls
Zj
/(
λ∑(j))∆ > cvZ,WT (α,K, {λi},∆) (2.33)
und Zi/(λ∑(i))∆ ≤ cvZ,WT (α,K, {λi},∆) fu¨r i < j, i, j ∈ {1, ..., K}.
- Beibehalten von H0, falls die letzte Sequenz K erreicht ist und
ZK
/(
λ∑(K))∆ ≤ cvZ,WT (α,K, {λi},∆). (2.34)
Verallgemeinerte inverse χ2–Methode:
Mit Sj aus (2.12) lauten die Testentscheidungen:
- Ablehnen von H0 in Stufe j, falls
F−1
χ2(λ∑(j)1−2 ∆ λ2 ∆G )
(
Fχ2(λ∑(j)) (Sj)
)
> cvS,WT (α,K, {λj},∆) (2.35)
und F−1
χ2(λ∑(i)1−2 ∆ λ2 ∆G )(Fχ2(λ∑(i))(Si)) ≤ cvS,WT (α,K, {λi},∆) fu¨r i < j,
i, j ∈ {1, ..., K}.
- Beibehalten von H0, falls die letzte Sequenz K erreicht ist und
F−1
χ2(λ∑(K)1−2 ∆ λ2 ∆G )
(
Fχ2(λ∑(K))(SK)
)
≤ cvS,WT (α,K, {λi},∆). (2.36)
Bei der inversen Normalmethode ko¨nnen die kritischen Werte bei gleichen Gewichten in
allen Stufen, d.h. λi = λ fu¨r i = 1, ..., K, berechnet werden mittels cvZ,WT (α,K, {λ},∆) =
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cvZ,WT (α,K, {1},∆) λ0.5−∆. Da die U¨berpru¨fung des Testproblems in den einzelnen Se-
quenzen mit Zj =
∑j
i=1
√
λi Φ
−1(1− pi)/(λ∑(j))∆ = λ0.5−∆ ∑ji=1 Φ−1(1− pi)/j∆ erfolgt,
spielt der Wert von λ bei Gleichgewichtung der Stufen keine Rolle.
Haybittle/Peto–Design
Eine sehr einfache Form des sequentiellen Testens schlagen Haybittle (1971) und Peto et
al. (1976) vor. Bei Verwendung der ungewichteten inversen Normalmethode als Kombi-
nationsmethode erfolgt eine Ablehnung der Nullhypothese in den Stufen j < K, falls fu¨r
die standardisierte Stouffer–Statistik gilt
Zj√
j
=
∑j
i=1 Φ
−1(1− pi)√
j
> 3 ≈ Φ−1(0.9987) (2.37)
⇔
j∑
i=1
Φ−1(1− pi) >
√
j Φ−1(0.9987) = F−1N(0,j)(0.9987)
Ist die Anzahl der gewa¨hlten Sequenzen klein, ist eine vorzeitige Ablehnung der Null-
hypothese sehr unwahrscheinlich. Somit kann in der letzten Sequenz approximativ ein
Test zum Niveau α mit dem kritischen Wert eines nichtsequentiellen einstufigen Designs
durchgefu¨hrt werden. Soll das globale Niveau α hingegen exakt eingehalten werden, kann
eine Anpassung des kritischen Werts der Stufe K erfolgen (vgl. Jennison und Turnbull
(2000)). Mit Xi aus (2.17) wird dieser gewa¨hlt als
P
(
j∑
i=1
Xi
/√
j ≤ 3 fu¨r j = 1, ..., K − 1 ∧
K∑
i=1
Xi
/√
K ≤ cvZ,HP (α,K, {1})
)
= 1− α.
(2.38)
Fu¨r Stufenanzahlen K ≥ 7 ko¨nnen keine kritischen Werte zum globalen Niveau α = 0.005
ermittelt werden. Dies liegt daran, dass bei Verwendung des konstanten Werts 3 das bis
zur sechsten Stufe verbrauchte Niveau
1− P (Z1/
√
1 ≤ 3, ..., Z6/
√
6 ≤ 3) = 0.0053
bereits gro¨ßer als der Wert 0.005 ist.
Dieses einfache Prinzip der Ermittlung von kritischen Werten kann auf die inverse χ2–
Methode u¨bertragen werden. Fu¨r die U¨berpru¨fung des Testproblems wird in den Sequen-
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zen j < k die ungewichtete Pru¨fgro¨ße der inversen χ2–Methode Sj =
∑j
i=1 qi(1) betrach-
tet. Als kritische Schranke wird F−1χ2(j)(0.9987), das 0.9987–Quantil der χ
2–Verteilung mit
j Freiheitsgraden, verwendet. Um insgesamt einen Test zum globalen Niveau α zu erhal-
ten, wird in Stufe K der adjustierte kritische Wert mit Yi aus (2.17) und λi = 1 gewa¨hlt als
P
(
j∑
i=1
Yi ≤ F−1χ2(j)(0.9987) fu¨r j = 1, ..., K−1 ∧
K∑
i=1
Yi ≤ cvS,HP (α,K, {1})
)
= 1− α.
(2.39)
Approximativ kann bei dieser Vorgehensweise in der letzten Sequenz das (1−α)–Quantil
der χ2(K)–Verteilung als kritische Grenze verwendet werden. Fu¨r Designs mit K ≥ 10
Stufen ko¨nnen keine kritischen Werte zum globalen Niveau α = 0.005 bestimmt werden,
da bereits in der neunten Sequenz gilt
1− P
(
S1 ≤ F−1χ2(1)(0.9987), ..., S9 ≤ F−1χ2(9)(0.9987)
)
= 0.0051.
Die kritischen Werte fu¨r das Haybittle/Peto–Design mit inverser Normal– sowie χ2–
Methode befinden sich in Anhang A in Tabelle A.3.
Bei Verwendung des Wertes
√
j 3 (≈ √j Φ−1(0.9987)) bezogen auf die Stouffer–Statistik
und des F−1χ2(j)(0.9987)–Quantils bezogen auf die Pru¨fgro¨ße der ungewichteten χ
2–Methode
zur U¨berpru¨fung des Testproblems in den Sequenzen j = 1, ..., K − 1 ist die Wahrschein-
lichkeit fu¨r eine vorzeitige Ablehnung der Nullhypothese sehr gering. Im Folgenden wird
das Haybittle/Peto–Design leicht modifiziert. Hierfu¨r wird als kritische Schranke in den
Stufen j = 1, ..., K − 1 das F−1N(0,j)(0.995)– bzw. das F−1χ2(j)(0.995)–Quantil verwendet,
welches in Standardtabellen zu finden ist (vgl. Hartung et al. (1999)). Fu¨r die Normalver-
teilung entspricht dieses Quantil ungefa¨hr dem Wert
√
j 2.5758. Fu¨r die beiden Kombi-
nationsmethoden erfolgt die Bestimmung des kritischen Wertes in Stufe K mit Xi und Yi
aus (2.17) und λi = 1 durch
P
(
j∑
i=1
Xi
/√
j ≤ 2.5758 fu¨r j = 1, ..., K − 1 ∧
K∑
i=1
Xi
/√
K ≤ cv∗Z,HP (α,K, {1})
)
= 1− α,
(2.40)
P
(
j∑
i=1
Yi ≤ F−1χ2(j)(0.995) fu¨r j = 1, ..., K − 1 ∧
K∑
i=1
Yi ≤ cv∗S,HP (α,K, {1})
)
= 1− α.
(2.41)
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Bei beiden Kombinationsmethoden ko¨nnen zu dem globalen Niveau α = 0.005 keine
kritischen Werte ermittelt werden, da das in der ersten Stufe verbrauchte Niveau be-
reits ungefa¨hr dem Wert 0.005 entspricht. Die kritischen Werte cv∗Z,HP (α,K, {1}) und
cv∗S,HP (α,K, {1}) fu¨r α = 0.05 und α = 0.025 finden sich in Anhang A in Tabelle A.3.
Hierbei ist zu beachten, dass bei Verwendung der inversen Normalmethode fu¨r α = 0.025
keine kritischen Werte fu¨r die Stufen 15 und 20 ermittelt werden ko¨nnen, da das nach 12
Sequenzen vergebene Niveau diesen Wert bereits u¨bertrifft. Fu¨r die inverse χ2–Methode
ist dies erst nach 20 Stufen der Fall.
2.2.4 Vergleich der adaptiv gruppensequentiellen Designs
Im Folgenden werden die vorgestellten adaptiv gruppensequentiellen Designs hinsichtlich
der Vergabe des globalen Fehlers I. Art in den einzelnen Sequenzen miteinander vergli-
chen, d.h. es werden das bis zu einer Stufe vergebene Niveau α(j) sowie das pro Stufe
verbrauchte Niveau αj, j = 1, ..., K, betrachtet. Die Angabe der kritischen Werte erfolgt
jeweils bezogen auf die standardisierte Pru¨fgro¨ße
Zj =
∑j
i=1
√
λi Φ
−1(1− pi)√
λ∑(j)
H0∼ N(0, 1), j = 1, ..., K,
fu¨r die inverse Normalmethode, sowie
S∗j = F
−1
χ2(λG)
(Fχ2(λ∑(j))(Sj)) H0∼ χ2(λG), j = 1, ..., K,
fu¨r die inverse χ2–Methode. Im Wang/Tsiatis–Design (WT) mit inverser Normalmethode
ist die gemeinsame Verteilung der Statistiken Z1/(λ∑(1))∆, ..., ZK/(λ∑(K))∆ die multi-
variate Normalverteilung mit Erwartungswertvektor ~µWT und Kovarianzmatrix ΣWT . Die
Kovarianz von Zj/(λ∑(j))∆ und Zk/(λ∑(k))∆, j, k ∈ {1, ..., K} und j < k, ist
Cov
(
Zj/(λ∑(j))∆, Zk/(λ∑(k)∆) = (λ∑(j))1−∆/(λ∑(k))∆. (2.42)
Somit kann das bis zur Stufe j, j = 1, ..., K, vergebene Niveau ermittelt werden aus
α(j) = PH0
(
Zi/(λ∑(i))∆ > cvZ,WT (α,K, {λi},∆) fu¨r mind. ein i ∈ {1, ..., j})
= 1− FNj(~0,ΣWT )(cvZ,WT (α,K, {λi},∆), ..., cvZ,WT (α,K, {λi},∆)).
(2.43)
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Fu¨r ∆ = 0 resultiert das im O’Brien/Fleming–Design und fu¨r ∆ = 0.5 das im Pocock–
Design bis zur Stufe j verbrauchte Niveau. Im Haybittle/Peto–Design wird dieses berech-
net durch
α(j) =
 1− FNj(~0,Σ)(3, ..., 3), j < K,1− FNj(~0,Σ)(3, ..., 3, cvZ,HP (α,K, {1})), j = K. (2.44)
Hierbei ist Σ die Kovarianzmatrix mit den Kovarianzen aus (2.10). Fu¨r das modifizierte
Haybittle/Peto–Design erfolgt die Berechnung analog.
Bei Kombination der Ergebnisse der einzelnen Sequenzen mittels der inversen χ2–Methode
ist das bis zur Stufe j, j = 1, ..., K, verbrauchte Niveau im Wang/Tsiatis–Design
α(j) = PH0
(
F−1
χ2(λ∑(i)1−2∆ λ2∆G )(Fχ2(λ∑(i))(Si)) > cvS,WT (α,K, {λi},∆)
fu¨r mind. ein i ∈ {1, ..., j}) .
(2.45)
Bei Verwendung des Haybittle/Peto–Designs wird dieses berechnet durch
α(j) =

1− PH0
(
S1 ≤ F−1χ2(1)(0.9987), ..., Sj ≤ F−1χ2(j)(0.9987)
)
, j < K,
1− PH0
(
S1 ≤ F−1χ2(1)(0.9987), ..., SK−1 ≤ F−1χ2(K−1)(0.9987),
SK ≤ cvS,HP (α,K, {1})) , j = K.
(2.46)
Die Berechnung von α(j) fu¨r das modifizierte Design erfolgt analog.
Das pro Stufe j = 1, ..., K verbrauchte Niveau ist
αj = α(j)− α(j − 1). (2.47)
Exemplarisch wird die Vergabe des globalen Niveaus anhand einer klinischen Pru¨fung mit
flexiblem Studiendesign mit K = 4 Sequenzen und Gewichten λj = 1, j = 1, ..., 4, fu¨r
α = 0.025 veranschaulicht. Die kritischen Werte der Stufen j = 1, ..., 4 bei Verwendung
der inversen Normal– sowie χ2–Methode sind in Abbildung 2.1 zu sehen.
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Abbildung 2.1: Einseitige kritische Werte in einer Studie mit flexiblem Design mit K = 4
Sequenzen, globalem Niveau α = 0.025 und Gewichten λj = 1, j = 1, ..., 4
(a) Bezogen auf die standardisierte Stouffer–Statistik Zj/
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(b) Bezogen auf die standardisierte Statistik F−1χ2(λG)(Fλ∑(j)(Sj)) der inversen χ2–Methode
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Die Aufteilung des globalen Niveaus in den verschiedenen Designs ist in Tabelle 2.1
zusammengefasst. In der zweiten Spalte findet sich der kritische Wert bezogen auf die stan-
dardisierte Pru¨fgro¨ße Zj/
√
λ∑(j) bzw. F−1χ2(λG)(Fχ2(λ∑(j))(Sj)), in der dritten und vierten
Spalte sind das bis Stufe j sowie das pro Stufe j, j=1, ..., 4, vergebene Niveau angegeben.
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Tabelle 2.1: Vergabe des globalen Niveaus α = 0.025 in einer Studie mit flexiblem Design
mit K = 4 Stufen und Gewichten λj = 1, j = 1, ..., 4, mit α(j) dem bis Stufe j vergebenem
Niveau und αj dem pro Stufe j verbrauchten Niveau
Inverse Normalmethode
Pocock j cvZ,PO α(j) αj
1 2.3613 0.0091 0.0091
2 2.3613 0.0158 0.0067
3 2.3613 0.0209 0.0051
4 2.3613 0.0250 0.0041
O’Brien/Fleming j cvZ,OBF /
√
λ∑(j) α(j) αj
1 4.0486 <0.0001 <0.0001
2 2.8628 0.0021 0.0021
3 2.3375 0.0105 0.0083
4 2.0243 0.0250 0.0145
Wang/Tsiatis j cvZ,WT
λ∑(j)∆√
λ∑(j) α(j) αj
∆ = 0.25 1 2.9887 0.0014 0.0014
2 2.5132 0.0068 0.0054
3 2.2709 0.0152 0.0083
4 2.1133 0.0250 0.0098
∆ = 0.4 1 2.5651 0.0052 0.0052
2 2.3933 0.0119 0.0067
3 2.2982 0.0186 0.0067
4 2.2330 0.0250 0.0064
Haybittle/Peto j cvZ,HP α(j) αj
1 3.0000 0.0013 0.0013
2 3.0000 0.0025 0.0011
3 3.0000 0.0034 0.0010
4 1.9828 0.0250 0.0216
Haybittle/Peto (mod.) j cv∗Z,HP α(j) αj
1 2.5758 0.0050 0.0050
2 2.5758 0.0088 0.0038
3 2.5758 0.0118 0.0030
4 2.0897 0.0250 0.0132
Inverse χ2–Methode
Pocock j cvS,PO α(j) αj
1 13.0939 0.0108 0.0108
2 13.0939 0.0170 0.0062
3 13.0939 0.0214 0.0044
4 13.0939 0.0250 0.0036
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O’Brien/Fleming j F−1χ2(λG)(Fχ2(λ∑(j))(cvS,OBF )) α(j) αj
1 18.8441 0.0009 0.0009
2 15.4790 0.0038 0.0029
3 13.0622 0.0111 0.0073
4 11.1433 0.0251 0.0140
Wang/Tsiatis j F−1χ2(λG)(Fχ2(λ∑(j)1−2∆ λ2∆G )(cvS,WT )) α(j) αj
∆ = 0.25 1 15.9163 0.0031 0.0031
2 13.8516 0.0084 0.0053
3 12.5238 0.0158 0.0074
4 11.5312 0.0250 0.0092
∆ = 0.4 1 14.1449 0.0067 0.0067
2 13.2068 0.0129 0.0062
3 12.6387 0.0191 0.0062
4 12.2274 0.0250 0.0059
Haybittle/Peto j F−1χ2(λG)(Fχ2(λ∑(j))(cvS,HP )) α(j) αj
1 17.8844 0.0013 0.0013
2 17.8844 0.0021 0.0008
3 17.8844 0.0027 0.0006
4 11.1584 0.0249 0.0222
Haybittle/Peto (mod.) j F−1χ2(λG)(Fχ2(λ∑(j))(cv∗S,HP )) α(j) αj
1 14.8603 0.0050 0.0050
2 14.8603 0.0079 0.0029
3 14.8603 0.0101 0.0022
4 11.3729 0.0249 0.0148
Die verschiedenen Designs verhalten sich fu¨r die inverse Normal– und χ2–Methode sehr
a¨hnlich, so dass die folgenden Ausfu¨hrungen fu¨r beide Kombinationsmethoden zutreffen.
Im Pocock–Design erfolgt durch die konstanten kritischen Schranken bereits in den ersten
Sequenzen eine hohe Vergabe des globalen Niveaus, hingegen wird im O’Brien/Fleming–
Design der Großteil von diesem erst in der letzten Stufe verbraucht und somit ein Been-
den der Studie in einer fru¨hen Stufe erschwert. Bei Verwendung der kritischen Schran-
ken gema¨ß Wang und Tsiatis erfolgt die Vergabe des globalen Niveaus in Abha¨ngigkeit
von der Wahl des Parameters ∆. Ist dieser nahe null, so a¨hnelt das Verhalten eher dem
O’Brien/Fleming–Design, fu¨r große Werte von ∆ wird bereits in den fru¨heren Stufen ein
Großteil des globalen Niveaus verbraucht. Im Haybittle/Peto-Design wird fast das gesam-
te globale Niveau α in der letzten Stufe vergeben. In dem modifizierten Haybittle/Peto–
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Design wird durch Verwendung des festen Wertes 2.5758 (anstelle des Wertes 3) bei der in-
versen Normalmethode bzw. des F−1χ2(λ∑(j))(0.995)–Quantils (anstelle des 0.9987–Quantils)
bei der inversen χ2–Methode ein wesentlich gro¨ßerer Anteil des globalen Niveaus bereits
in den ersten drei Sequenzen verbraucht.
2.3 Self–Designing klinischer Studien
Das Testproblem (2.1) soll erneut in j, j = 1, ..., k, voneinander unabha¨ngigen Stufen,
bezeichnet mit Stufe(1), ..., Stufe(k), untersucht werden. Bei dem Self–Designing klini-
scher Studien ist im Gegensatz zu den adaptiv gruppensequentiellen Designs aus Kapitel
2.2 die Anzahl der Sequenzen k nicht notwendigerweise durch eine vorgegebene Zahl K
beschra¨nkt. Hier ko¨nnen sowohl die Stichprobenumfa¨nge nj als auch die Gewichte λj ba-
sierend auf den bis vor dieser Stufe j vorliegenden Daten gewa¨hlt werden. Bezeichnet
Stufe(0) wieder a priori Information, bedeutet dies
nj = nˆ(j − 1) = nˆ(Stufe(0), ..., Stufe(j − 1)) (2.48)
und
λj = λˆ(j − 1) = λˆ(Stufe(0), ..., Stufe(j − 1)),
wobei
λj ≤ λG − λ∑(j − 1), λ∑(j) =
j∑
i=1
λi, λ∑(0) = 0, λi > 0, j = 1, ..., k. (2.49)
Es ist zu beachten, dass die Gesamtanzahl durchgefu¨hrter Stufen k zufa¨llig ist und sich im
Verlauf der sequentiellen Studie realisiert. Unter der Voraussetzung, dass fu¨r eine Sequenz
nichtnegativer Gewichte λ1, ..., λk, ... unter H0 mit Wahrscheinlichkeit Eins ein endliches
(zufa¨lliges) k existiert, ist
λ∑(k) =
k∑
j=1
λj =
∞∑
j=1
λj = λG (f.s.). (2.50)
Dies wird beispielsweise erfu¨llt, wenn ein minimales Stufengewicht λmin > 0 eingefu¨hrt
wird, da in diesem Fall gilt
k ≤ λG/λmin. (2.51)
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Die Testentscheidungen in den Sequenzen j, j = 1, ..., K, sind im Folgenden fu¨r die gewich-
tete inverse Normalmethode bzw. die verallgemeinerte inverse χ2–Methode beschrieben.
Gewichtete inverse Normalmethode:
Das Testen von H0 kann bei Verwendung der Kombinationsstatistik Zj aus (2.7) nur
am Studienende erfolgen (vgl. Hartung (2001)). Ist das globale Gewicht λG komplett
auf die einzelnen Sequenzen aufgeteilt, d.h. in Stufe k gilt
λ∑(k) =
k∑
j=1
λj = λG, (2.52)
endet die Studie in dieser Sequenz. Anschließend erfolgt die Berechnung der finalen
Teststatistik Zk. Unter der Bedingung λ∑(k) = λG ist Zk gema¨ß N(0, λG)–verteilt.
Der Nachweis befindet sich in Anhang B.1. Die Testentscheidung in der letzten Stufe
k lautet:
- Ablehnen von H0, falls λ∑(k) = λG und
Zk >
√
λG Φ
−1(1− α). (2.53)
- Beibehalten von H0, falls λ∑(k) = λG und
Zk ≤
√
λG Φ
−1(1− α). (2.54)
Durch das einmalige Testen am Studienende wird das globale Niveau α ohne Adjus-
tierung des kritischen Werts kontrolliert.
Verallgemeinerte inverse χ2–Methode:
Erfolgt die Kombination der Ergebnisse der einzelnen Sequenzen mit der Statistik
Sj aus (2.12), kann in jeder Sequenz j, j = 1, ..., k, das einseitige Testproblem (2.1)
u¨berpru¨ft werden (vgl. Hartung (2000), Hartung und Knapp (2003)). Die mo¨glichen
Testentscheidungen sind:
- Ablehnen von H0 in Stufe j, falls
Sj > χ
2(λG)1−α (2.55)
und Si ≤ χ2(λG)1−α fu¨r i < j und i, j ∈ {1, ..., k}.
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- Beibehalten von H0 in Stufe k, falls λ∑(k) = λG und
Sk ≤ χ2(λG)1−α. (2.56)
Das globale Niveau α wird kontrolliert, da wegen qj(λj) ≥ 0 ∀ j gilt: Sj ≥ Sj−1
fu¨r j ∈ {1, ..., k}. Der Nachweis der χ2(λG)–Verteilung der Teststatistik Sk, falls
λ∑(k) = λG ist, befindet sich in Anhang B.2.
2.4 Adaptive Wahl der Fallzahl und der Gewichtung
Im Folgenden wird die Bestimmung der Fallzahl sowie der Gewichtung in den einzel-
nen Sequenzen der flexiblen Designs basierend auf den vorliegenden Daten erla¨utert. Da
bei den adaptiv gruppensequentiellen Verfahren die Gewichte der einzelnen Stufen vor
Studienbeginn festgelegt werden, trifft die Beschreibung der datenbasierten Wahl der Ge-
wichtung nur fu¨r das Self–Designing zu.
2.4.1 Wahl der Fallzahl
Fu¨r gegebene Fehlerwahrscheinlichkeiten I. und II. Art, α und β, sei fj(α, β) eine Stich-
probenfunktion, welche fu¨r die in Stufe j, j = 1, ..., k, als Tj vorliegende Teststatistik T
geeignet ist. Der Index j bei fj(α, β) bedeutet, dass die einbezogenen Parameter durch
Scha¨tzungen aktualisiert werden, in welche die Informationen der Sequenzen 1, ..., j ein-
fließen. Fu¨r die Stufe j = 0 wird Vorwissen beno¨tigt. Die adaptive Berechnung der
Fallzahl wird basierend auf der Betrachtung der bedingten Power vorgestellt (vgl. Har-
tung (2001)). Diese gibt die Wahrscheinlichkeit an, dass in der aktuellen Sequenz j die
Nullhypothese abgelehnt wird, gegeben die Beobachtungen der vorhergehenden Stufen
1, ..., j − 1, j = 1, ..., k. Als bedingte Fehlerwahrscheinlichkeit I. Art wird die Wahr-
scheinlichkeit bezeichnet, dass die Nullhypothese verworfen wird, obwohl diese zutrifft
und die Informationen der Sequenzen 1, ..., j − 1 vorliegen. Fu¨r die Scha¨tzung von dieser
werden im Folgenden zwei Strategien vorgestellt (vgl. Hartung (2006)). Bei den adap-
tiv gruppensequentiellen Designs werden das Wang/Tsiatis–Design, welches das Pocock–
sowie O’Brien/Fleming–Design als Spezialfa¨lle entha¨lt, sowie das Haybittle/Peto–Design
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betrachtet. Strategie I kann nicht im Self–Designing angewendet werden, da hierfu¨r die
Gewichtungen der Sequenzen vor Studienbeginn bekannt sein mu¨ssen.
Gewichtete inverse Normalmethode
 Strategie I: Planung mit dem vorab festgelegten Gewicht λj
Liegen die Beobachtungen der Sequenzen 1, ..., j − 1 vor und soll in der na¨chsten
Stufe j mittels der Statistik
Zˆj = Zj−1 +
√
λj Φ
−1(1− pˆj) (2.57)
der kritische Wert (λ∑(j))∆ cvZ,WT (α,K, {λi},∆) im Wang/Tsiatis–Design (WT)
u¨berschritten werden, wobei Z0 = 0 und λ∑(0) = 0 gilt, kann die bedingte Fehler-
wahrscheinlichkeit I. Art gescha¨tzt werden durch
pˆj = PH0
(
Zˆj
(λ∑(j))∆ > cvZ,WT (α,K, {λi},∆)
∣∣∣∣∣ Zj−1
)
= 1− Φ
(
(λ∑(j))∆ cvZ,WT (α,K, {λi},∆)− Zj−1√
λj
)
.
(2.58)
Im Haybittle/Peto–Design kann die Scha¨tzung dieser Wahrscheinlichkeit mittels
pˆj =

1− Φ
(√
j 3−∑j−1i=1 Φ−1(1− pi)) , j < K,
1− Φ
(√
j cvZ,HP (α,K, {1})−
∑j−1
i=1 Φ
−1(1− pi)
)
, j = K,
(2.59)
erfolgen.
 Strategie II: Planung mit dem Restgewicht λG − λ∑(j − 1)
Liegen die Beobachtungen der Sequenzen 1, ..., j − 1 vor und soll in der na¨chsten
Stufe j mittels der Statistik
Zˆj = Zj−1 +
√
λG − λ∑(j − 1) Φ−1(1− pˆj) (2.60)
der kritische Wert (λG)
∆ cvZ,WT (α,K, {λi},∆) im Wang/Tsiatis–Design (WT) bzw.√
λG Φ
−1(1 − α) im Self–Designing (SD) u¨berschritten werden, wobei Z0 = 0 und
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λ∑(0) = 0 gilt, kann die bedingte Fehlerwahrscheinlichkeit I. Art gescha¨tzt werden
durch
WT: pˆj = 1− Φ
(
(λG)
∆ cvZ,WT (α,K, {λi},∆)− Zj−1√
λG − λ∑(j − 1)
)
,
bzw.
SD: pˆj = 1− Φ
(√
λG Φ
−1(1− α)− Zj−1√
λG − λ∑(j − 1)
)
.
(2.61)
Im Haybittle/Peto–Design kann die Scha¨tzung dieser Wahrscheinlichkeit mittels
pˆj =

1− Φ
(√
K 3−∑j−1i=1 Φ−1(1− pi)√
K − (j − 1)
)
, j < K,
1− Φ
(√
K cvZ,HP (α,K, {1})−
∑j−1
i=1 Φ
−1(1− pi)√
K − (j − 1)
)
, j = K,
(2.62)
erfolgen.
Verallgemeinerte inverse χ2–Methode
 Strategie I: Planung mit dem vorab festgelegten Gewicht λj
Liegen die Beobachtungen der Sequenzen 1, ..., j − 1 vor und soll in der na¨chsten
Stufe j mittels der Statistik
Sˆj = Sj−1 + F−1χ2(λj)(1− pˆj) (2.63)
der kritische Wert cv∗S,WT (α,K, {λi},∆) im Wang/Tsiatis–Design (WT) u¨berschrit-
ten werden, mit S0 = 0 und λ∑(0) = 0, kann die bedingte Fehlerwahrscheinlichkeit
I. Art gescha¨tzt werden durch
pˆj = PH0
(
Sˆj > cv
∗
S,WT (α,K, {λi},∆) | Sj−1
)
= 1− Fχ2(λj)
(
cv∗S,WT (α,K, {λi},∆)− Sj−1
)
,
(2.64)
mit cv∗S,WT (α,K, {λi},∆) = F−1χ2(λ∑(j))(Fχ2(λ∑(j)1−2 ∆ λ2 ∆G )(cvS,WT (α,K, {λi},∆))).
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Im Haybittle/Peto–Design kann die Scha¨tzung dieser Wahrscheinlichkeit mittels
pˆj =

1− Fχ2(1)
(
F−1χ2(j)(0.9987)− Sj−1
)
, j < K,
1− Fχ2(1) (cvS,HP (α,K, {1})− Sj−1) , j = K,
(2.65)
erfolgen.
 Strategie II: Planung mit dem Restgewicht λG − λ∑(j − 1)
Liegen die Beobachtungen der Sequenzen 1, ..., j − 1 vor und soll in der na¨chsten
Stufe j mittels der Statistik
Sˆj = Sj−1 + F−1χ2(λG−λ∑(j−1))(1− pˆj) (2.66)
der kritische Wert cv∗S,WT (α,K, {λi},∆) im Wang/Tsiatis–Design (WT) u¨berschritten
werden, mit S0 = 0 und λ∑(0) = 0, kann die bedingte Fehlerwahrscheinlichkeit I.
Art gescha¨tzt werden durch
pˆj = 1− Fχ2(λG−λ∑(j−1)) (cvS,WT (α,K, {λi},∆)− Sj−1) . (2.67)
Fu¨r ∆ = 0 resultiert
pˆj = 1− Fχ2(λG−λ∑(j−1))(cvS − Sj−1),
wobei cvS = χ
2(λG)1−α ist. Dies ist der Scha¨tzer fu¨r die bedingte Fehlerwahrschein-
lichkeit I. Art im O’Brien/Fleming–Design und im Self–Designing.
Im Haybittle/Peto–Design kann diese Wahrscheinlichkeit mittels
pˆj =

1− Fχ2(K−(j−1))
(
F−1χ2(j)(0.9987)− Sj−1
)
, j < K,
1− Fχ2(K−(j−1)) (cvS,HP (α,K, {1})− Sj−1) , j = K,
(2.68)
gescha¨tzt werden.
Erfolgt die Berechnung des Umfangs der Stufe j, j = 1, ..., k, als
Mj(β) = fj−1(pˆj, β), j ≥ 1, (2.69)
wird der entsprechende kritische Wert mit der (bedingten) Power 1 − β u¨berschritten.
Die bedingte Power gibt die Wahrscheinlichkeit an, dass in Sequenz j die Nullhypothese
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abgelehnt wird, gegeben die Beobachtungen der vorhergehenden Stufen 1, ..., j − 1. Da
sich in fj−1 einbezogene Parameterscha¨tzungen eventuell noch nicht stabilisiert haben,
sollte im Allgemeinen nur ein Teil von Mj(β) als Fallzahl nj fu¨r die Stufe j verwendet
werden, d.h.
nj = εj Mj(β), mit 0 < εj ≤ 1. (2.70)
Der Umfang nj wird als natu¨rliche Zahl oberhalb des berechneten Werts gewa¨hlt, so dass
diese Anzahl in das Randomisationsschema der klinischen Studie passt. Die Definition
der in (2.70) verwendeten Sequenz {εj} sollte vor Studienbeginn erfolgen. In den adaptiv
gruppensequentiellen Designs werden die Gewichte der j = 1, ..., K Stufen vor Studienbe-
ginn festgelegt. Somit kann die Sequenz {εj} gewa¨hlt werden als
εj =
λj
λG − λ∑(j − 1) , j = 1, ..., K, (2.71)
wobei dies einer zu dem in Stufe j verbliebenen Gewicht proportionalen Aufteilung der
Fallzahl nj entspricht. Eine weitere Mo¨glichkeit fu¨r die Wahl der Sequenz {εj} wird in
Kapitel 2.4.2 im Zusammenhang mit der adaptiven Wahl der Gewichte im Self–Designing
vorgestellt.
Um sehr kleine oder sehr große Fallzahlen zu vermeiden, ist die Einfu¨hrung eines mini-
malen als auch eines maximalen Umfangs, nj,min und nj,max, in Sequenz j sinnvoll mit
nj,min ≤ nj ≤ nj,max. Insgesamt ist zu beachten, dass gro¨ßere Umfa¨nge in den fru¨heren
Sequenzen zu einer ho¨heren Power in diesen Stufen fu¨hren, was die Wahrscheinlichkeit
fu¨r ein schnelleres Ende des Verfahrens erho¨ht (vgl. Hartung (2001)).
2.4.2 Wahl der Gewichtung im Self–Designing
Bei dem Self–Designing klinischer Studien muss nur das Gewicht der ersten Sequenz vor
Beginn der Untersuchung festgelegt werden. Alle weiteren Gewichte ko¨nnen basierend auf
den vorliegenden Beobachtungen ermittelt werden. Einer proportionalen Aufteilung der in
Stufe j verbliebenen Varianz der finalen N(0, λG)– bzw. χ
2(λG)–Testverteilung entspricht
die Wahl des Gewichts durch
λj = (λG − λ∑(j − 1)) εj, εj = nj
Mj(β)
, j ≥ 1. (2.72)
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Die Sequenz {εj} kann hier wie folgt ermittelt werden (siehe Hartung (2001)). Fu¨r eine
Fehlerrate II. Art βg, mit β ≤ βg < 1, kann in Analogie zu (2.69), wobei β durch βg
ersetzt wird, die Fallzahl durch
mj(βg) = fj−1(pˆj, βg), j ≥ 1, (2.73)
berechnet werden. Somit kann die Sequenz {j} bestimmt werden als
εj =
mj(βg)
Mj(β)
, j ≥ 1. (2.74)
Dieses Vorgehen ist verwandt mit der Power–Spending–Prozedur aus Bauer (1992). Es ist
zu beachten, dass βg nur dann eine untere Grenze fu¨r den Fehler II. Art in Stufe j ist, falls
λj < λG − λ∑(j − 1) ist. Große Werte fu¨r βg erho¨hen die Anzahl der durchzufu¨hrenden
Sequenzen. Dies wird durch die Verwendung eines minimalen Stufenumfangs nj,min adjus-
tiert.
Nehmen mj(βg) und Mj(β) in Stufe j, j = 1, ..., k, den gleichen Wert an oder gilt fu¨r das
ermittelte Gewicht λj
λG − λj − λ∑(j − 1) < λmin, (2.75)
erfolgt die Gewichtung in Sequenz j mit λj = λG−λ∑(j−1). Somit ist das globale Gewicht
λG verbraucht und die Studie wird nach dieser Stufe beendet. Anstelle der Einschra¨nkung
der sequentiellen Umfa¨nge nj durch nj,min und nj,max ko¨nnen direkt mj(βg) sowie Mj(β)
restringiert werden
mj,min ≤ mj(βg) ≤ mj,max sowie Mj,min ≤ Mj(β) ≤ Mj,max.
2.5 Scha¨tzen in flexiblen Designs
Neben der U¨berpru¨fung von Testproblemen ist die Abscha¨tzung des Ausmaßes eines vor-
handenen Wirkungsunterschieds von Interesse. Geeignete statistische Methoden hierfu¨r
sind die Punktscha¨tzung und Intervallscha¨tzung (Konfidenzscha¨tzung) des unbekannten
Parameters, wobei entweder ein einzelner Scha¨tzwert oder ein Intervall angegeben wird.
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2.5.1 Intervallscha¨tzung
Soll in den einzelnen Sequenzen eines mehrstufig durchgefu¨hrten Designs ein Konfidenz-
intervall fu¨r den unbekannten Parameter konstruiert werden, ist von der Verwendung von
Konfidenzintervallen fu¨r nicht–sequentielle Designs abzuraten. Diese halten aufgrund des
bereits bei dem mehrfachen Testen der Nullhypothese beschriebenen
”
Multiple Looks“–
Effekts das vorgegebene Konfidenzniveau nicht ein. Deshalb schlagen Jennison und Turn-
bull (1984, 1989) die Verwendung von so genannten Repeated Konfidenzintervallen vor.
Diese werden so konstruiert, dass die Sequenz aller geplanten Intervallen das gewu¨nschte
Konfidenzniveau besitzt. Erfolgt ein vorzeitiger Abbruch der Studie ist die Sequenz der
beobachteten Intervalle konservativ. Diese Eigenschaft gilt nicht fu¨r das Self–Designing
mit inverser Normalmethode. Hier kann nur in der letzten Stufe des Verfahrens nach Ver-
gabe des gesamten globalen Gewichts ein Konfidenzintervall konstruiert werden, welches
das vorgegebene Konfidenzniveau kontrolliert.
Gewichtete inverse Normalmethode
Sei θˆi ein Scha¨tzer fu¨r θ in Stufe i, i = 1, ..., k. Die fu¨r die U¨berpru¨fung des Testproblems
geeignete Teststatistik Ti = fi(θˆi) sei als Funktion von θˆi (streng) monoton steigend in θˆi.
Somit ist Ti(θ) = gi(θˆi − θ) als Funktion des Abstands zwischen der i–ten Scha¨tzung θˆi
und θ (streng) monoton fallend in θ. Die Kombinationsstatistik, welche als Funktion von
θ bis zur Sequenz j durch
Zj(θ) =
j∑
i=1
√
λi Φ
−1 [Fi,0 (Ti (θ))] , j = 1, ..., k, (2.76)
gegeben ist, ist (streng) monoton fallend in θ.
Adaptiv gruppensequentielle Designs
Um in den einzelnen Sequenzen eines adaptiv gruppensequentiellen Designs zweiseiti-
ge Repeated Konfidenzintervalle ermitteln zu ko¨nnen, werden die kritischen Werte eines
mehrstufig durchgefu¨hrten zweiseitigen Testverfahrens beno¨tigt. Mittels diesen kann ein
Testproblem der Form
H0 : θ = 0 vs. H1 : θ 6= 0 (2.77)
u¨berpru¨ft werden. Um direktionale Konflikte zu vermeiden, falls die Beobachtungen der
einzelnen Sequenzen in verschiedene Richtungen zeigen, werden nur einseitige p–Werte
zur Kombination der Ergebnisse betrachtet (vgl. Wassmer (2001)).
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In Kapitel 2.2 wird die Herleitung der kritischen Werte fu¨r adaptiv gruppensequentielle
Designs mit der gewichteten inversen Normalmethode im einseitigen Fall beschrieben. In
Analogie erfolgt die Bestimmung der zweiseitigen kritischen Werte. Zur Unterscheidung
werden die folgenden Bezeichnungen fu¨r diese gewa¨hlt
einseitig: cvZ,OBF (α,K, {λi}), cvZ,PO(α,K, {λi}), cvZ,WT (α,K, {λi},∆),
cvZ,HP (α,K, {1}),
zweiseitig: cvZ,OBF (α,K, {λi})2, cvZ,PO(α,K, {λi})2, cvZ,WT (α,K, {λi},∆)2,
cvZ,HP (α,K, {1})2.
Die Herleitung der zweiseitigen kritischen Werte wird im Folgenden fu¨r das Wang/Tsiatis–
Design beschrieben. Seien Xi ∼ N(0, 1), i = 1, ..., K, voneinander unabha¨ngige Zufalls-
variablen, welche zi(1) = Φ
−1(1 − pi) unter der Nullhypothese repra¨sentieren. Die zwei-
seitigen kritischen Werte zum Niveau 2α sind durch die Bedingung
P

∣∣∣∑ji=1√λi Xi∣∣∣(∑j
i=1 λi
)∆ ≤ cvZ,WT (2α,K, {λi},∆)2 ∀ j = 1, ..., K
 = 1− 2α (2.78)
definiert. In einem nicht–sequentiellen Design ko¨nnen fu¨r die U¨berpru¨fung eines zweiseiti-
gen Testproblems zum Niveau 2α die einseitigen kritischen Werte zum Niveau α verwen-
det werden. Im Mehrdimensionalen ist dies im Allgemeinen nicht mo¨glich (vgl. Wassmer
(2001)). Beispielhaft wird dies anhand des zweistufigen O’Brien/Fleming–Designs (∆ = 0)
illustriert.
Die gemeinsame Verteilung der Statistiken Z1, . . . , ZK ist die multivariate Normalvertei-
lung mit Erwartungswertvektor ~µOBF und Kovarianzmatrix ΣOBF . Fu¨r ein Design mit
K = 2 Sequenzen und Gewichten λ1 und λ2 ist diese gegeben durch
ΣOBF =
 λ1 λ1
λ1 λ1 + λ2

und die Berechnung der ein– und zweiseitigen kritischen Werte cvZ,OBF (α, 2, {λi}) =
cvZ,OBF und cvZ,OBF (2α, 2, {λi})2 = cvZ,OBF,2, erfolgt mittels
einseitig: FN(~0,ΣOBF )(cvZ,OBF , cvZ,OBF )
!= 1− α,
zweiseitig: FN(~0,ΣOBF )(cvZ,OBF,2, cvZ,OBF,2) + FN(~0,ΣOBF )(−cvZ,OBF,2,−cvZ,OBF,2)
−FN(~0,ΣOBF )(−cvZ,OBF,2, cvZ,OBF,2)− FN(~0,ΣOBF )(cvZ,OBF,2,−cvZ,OBF,2)
!= 1− 2α.
In Tabelle 2.2 werden fu¨r verschiedene Werte fu¨r α sowie fu¨r unterschiedliche Gewichte
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ein– und zweiseitige kritische Werte miteinander verglichen.
Tabelle 2.2: Vergleich ein- und zweiseitiger kritischer Werte im O’Brien/Fleming–
Design mit gewichteter inverser Normalmethode mit Gewichten λ1 = λ2 = 1 sowie
λ1 = 2 und λ2 = 8 fu¨r α = 0.005, ..., 0.4
α 0.005 0.025 0.05 0.1 0.2 0.3 0.4
Gewichte λ1 = λ2 = 1
cvZ,OBF (α, 2, {λi}) 3.6481 2.7965 2.3730 1.8993 1.3488 0.9668 0.6491
cvZ,OBF (2α, 2, {λi})2 3.6481 2.7965 2.3730 1.8993 1.3482 0.9604 0.6110
Gewichte λ1 = 2 und λ2 = 8
cvZ,OBF (α, 2, {λi}) 8.1455 6.1981 5.2031 4.0687 2.7819 1.9726 1.3629
cvZ,OBF (2α, 2, {λi})2 8.1455 6.1981 5.2031 4.0686 2.7778 1.9390 1.2240
Die Ergebnisse in Tabelle 2.2 weisen darauf hin, dass sich die ein– und zweiseitigen kri-
tischen Werte im Fall gleicher Gewichte in den einzelnen Sequenzen erst fu¨r sehr große
Werte fu¨r das Signifikanzniveau α voneinander unterscheiden. Sind die Gewichte λ1 und
λ2 ungleich Eins und nicht identisch in den beiden Stufen, resultieren bereits fu¨r kleine-
re Werte fu¨r α verschiedene ein– und zweiseitige kritische Werte. Bei der Planung eines
adaptiv gruppensequentiellen Designs sollte deshalb genau u¨berpru¨ft werden, welche kri-
tischen Werte im gewa¨hlten Design Anwendung finden.
Die zweiseitigen Repeated Konfidenzintervalle fu¨r den unbekannten Parameter θ sind de-
finiert als eine Sequenz von Intervallen KIj, j = 1, ..., K, fu¨r welche die gemeinsame
U¨berdeckungswahrscheinlichkeit zu einem festgelegten Konfidenzniveau (1 − 2α) einge-
halten wird
P (θ ∈ KIj ∀ j = 1, ..., K) = 1− 2α. (2.79)
Dies wird durch die Inversion eines zweiseitigen gruppensequentiellen Tests zum Niveau
2α ermo¨glicht (vgl. Jennison und Turnbull (1984, 1989)). Die Berechnung der einzelnen
Konfidenzintervalle KIj basiert auf den bis zur Stufe j vorliegenden Informationen.
In Stufe j, j = 1, .., K, fu¨hrt der Konfidenzbereich
KIj :
θ
∣∣∣∣∣∣∣
|Zj(θ)|(∑j
i=1 λi
)∆ ≤ cvZ,WT (2α,K, {λi},∆)2
 (2.80)
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zu dem zweiseitigen Konfidenzintervall
KIj : [θL,j, θU,j], (2.81)
mit
θL,j lo¨st: Zj(θL,j) = +
(∑j
i=1 λi
)∆
cvZ,WT (2α,K, {λi},∆)2,
θU,j lo¨st: Zj(θU,j) = −
(∑j
i=1 λi
)∆
cvZ,WT (2α,K, {λi},∆)2.
(2.82)
Im Fall des Haybittle/Peto–Designs ko¨nnen die Repeated Konfidenzintervalle ermittelt
werden aus
KIj :

{
θ
∣∣∣∣∣ |
∑j
i=1 Φ
−1(1− pi)|√
j
≤ 3
}
, falls j < K,{
θ
∣∣∣∣∣ |
∑j
i=1 Φ
−1(1− pi)|√
j
≤ cvZ,HP (α,K, {1})2
}
, falls j = K.
(2.83)
Die Lo¨sung der Konfidenzgrenzen erfolgt analog zu dem Vorhergehenden.
Bei Beenden der Untersuchung bevor alle K geplanten Sequenzen beobachtet wurden, ist
die resultierende Sequenz der Repeated Konfidenzintervalle konservativ. Da die gemeinsa-
me U¨berdeckungswahrscheinlichkeit der Sequenz aller geplanten Intervalle gema¨ß (2.79)
gerade (1 − 2α) ist, ist der Konfidenzkoeffizient der einzelnen Konfidenzintervalle KIj,
j = 1, ..., K, mindestens (1− 2α), d.h.
P (θ ∈ KIj) ≥ 1− 2α ∀ j = 1, ..., K (2.84)
(vgl. Jennison und Turnbull (2000)). Aufgrund der Definition der Repeated Konfidenz-
intervalle besteht eine Dualita¨t zum Testen, da in dem Intervall der Stufe j, j = 1, ..., K,
genau die Werte fu¨r den unbekannten Parameter θ enthalten sind, fu¨r die der zugeho¨rige
gruppensequentielle Test nicht abgelehnt werden kann.
Self–Designing
Aufgrund der unbekannten Verteilung der Kombinationsstatistik Zj in den Stufen j < k
mit λ∑(j) < λG, kann in Analogie zum einmaligen Testen am Studienende nur in Sequenz
k mit λ∑(k) = λG ein Konfidenzintervall konstruiert werden, welches das vorgegebe-
ne Konfidenzniveau kontrolliert. Im Folgenden wird eine Mo¨glichkeit vorgestellt, in allen
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Stufen einen Vertrauensbereich anzugeben. Dieses Vorgehen ist analog zu der Ermittlung
von Repeated Konfidenzintervallen fu¨r das Self–Designing mit inverser χ2–Methode (vgl.
Hartung und Knapp (2006)).
Ist in Stufe j das globale Gewicht noch nicht verbraucht, d.h. λ∑(j) < λG, kann mit
beliebigen Umfa¨ngen n1,j+1 und n2,j+1 formal die Statistik Tj+1 fu¨r eine weitere Stufe
(j+ 1) definiert werden. Dieser wird das gesamte verbliebene Gewicht λj+1 = λG−λ∑(j)
zugewiesen. Somit gilt
Zj+1(θ) ∼ N(0, λG), falls
j∑
i=1
λi < λG. (2.85)
Unter diesen Annahmen kann in Stufe j, j = 1, ..., k, mit dem Konfidenzbereich
KIj :
{
θ
∣∣∣ |Zj(θ)| ≤√λG Φ−1(1− α)} (2.86)
ein zweiseitiges (1− 2α)–Konfidenzintervall ermittelt werden
KIj : [θL,j, θU,j], (2.87)
mit
θL,j lo¨st: Zj(θL,j) =
√
λG Φ
−1(1− α),
θU,j lo¨st: Zj(θU,j) =
√
λG Φ
−1(α).
(2.88)
Es ist beachten, dass das vorgegebene Konfidenzniveau sowohl fu¨r die Intervalle der Stufen
j mit λ∑(j) < λG als auch fu¨r die Sequenz der Intervalle nicht kontrolliert wird. Die
empirische U¨berdeckungswahrscheinlichkeit der Sequenz der Konfidenzintervalle wird in
den Kapiteln 3.1.4 und 3.2.4 in Simulationen untersucht. Das finale Intervall KIk mit
λ∑(k) = λG besitzt aufgrund der N(0, λG)–Verteilung der finalen Kombinationsstatistik
die U¨berdeckungswahrscheinlichkeit (1− 2α), da gilt
P (
√
λG Φ
−1(α) ≤ Zk(θ) ≤
√
λG Φ
−1(1− α)) = 1− 2α.
Einseitige Konfidenzintervalle ko¨nnen in den adaptiv gruppensequentiellen Designs sowie
im Self–Designing durch Betrachtung der entsprechenden einseitigen Konfidenzbereiche
in Analogie zu dem Vorhergehenden bestimmt werden.
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Verallgemeinerte inverse χ2–Methode
Sei θˆi ein Scha¨tzer fu¨r θ in Stufe i, i = 1, ..., k. Die fu¨r die U¨berpru¨fung des Testproblems
geeignete Teststatistik Ti = fi(θˆi) sei als Funktion von θˆi (streng) monoton steigend in
θˆi. Somit ist Ti(θ) = gi(θˆi − θ) als Funktion des Abstands zwischen der i–ten Scha¨tzung
θˆi und θ (streng) monoton fallend in θ. Die Kombinationsstatistik bis zur Stufe j ist als
Funktion von θ gegeben durch
Sj(θ) =
j∑
i=1
F−1χ2(λi)(F0,i(Ti(θ))), j = 1, ..., k, (2.89)
und (streng) monoton fallend in θ. Eine weitere Statistik, welche alle Ergebnisse bis zur
Sequenz j kombiniert, ist
Rj(θ) =
j∑
i=1
F−1χ2(λi)(1− F0,i(Ti(θ))), j = 1, ..., k, (2.90)
(vgl. Hartung und Knapp (2006)). Diese kann durch Betrachtung des zu dem einseitigen
Testproblem (2.1) entgegengesetzten Paares von Hypothesen motiviert werden und ist
(streng) monoton steigend in θ. Bei den adaptiv gruppensequentiellen Designs werden
vor Studienbeginn die Gewichtung der einzelnen Stufen festgelegt und Sj(θ) und Rj(θ)
sind in Stufe j gema¨ß χ2(λ∑(j))–verteilt. Bei dem Self–Designing erfolgt die Vergabe der
Gewichte im Verlauf der Untersuchung. Ist in Sequenz k das gesamte globale Gewicht
vergeben, gilt
Sk(θ) ∼ χ2(λG) bzw. Rk(θ) ∼ χ2(λG), falls
k∑
i=1
λi = λG. (2.91)
Endet das Verfahren in Stufe k und es ist λ∑(k) < λG, kann mit beliebigen Umfa¨ngen
n1,k+1 und n2,k+1 formal die Statistik Tk+1 fu¨r eine weitere Stufe (k+ 1) definiert werden,
welcher das gesamte verbliebene Gewicht λk+1 = λG−λ∑(k) zugewiesen wird. Somit gilt
Sk+1(θ) ∼ χ2(λG) bzw. Rk+1(θ) ∼ χ2(λG), falls
k∑
i=1
λi < λG. (2.92)
Es ist zu beachten, dass die Stufe (k + 1) in der Praxis nicht durchgefu¨hrt werden muss,
da das Testen der Nullhypothese in jeder Sequenz mo¨glich ist und somit die Mo¨glichkeit
des vorzeitigen Beendens der Studie besteht. Die Konstruktion der ein– und zweiseitigen
Repeated Konfidenzintervalle wird im Folgenden vorgestellt.
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Adaptiv gruppensequentielle Designs
In Stufe j, j = 1, ..., K, fu¨hren die Konfidenzbereiche
KIL,j :
{
θ | Sj(θ) ≤ cv∗S,WT (α,K, {λi},∆)
}
(2.93)
und
KIU,j :
{
θ | Rj(θ) ≤ cv∗S,WT (α,K, {λi},∆)
}
, (2.94)
mit cv∗S,WT (α,K, {λi},∆) = F−1χ2(λ∑(j))(Fχ2(λ∑(j)1−2 ∆ λ2 ∆G )(cvS,WT (α,K, {λi},∆))), jeweils
zu einseitigen Konfidenzintervallen, welche gegeben sind durch
KIL,j : [θL,j,∞), mit θL,j lo¨st Sj(θL,j) = cv∗S,WT (α,K, {λi},∆) (2.95)
und
KIU,j : (−∞, θU,j], mit θU,j lo¨st Rj(θU,j) = cv∗S,WT (α,K, {λi},∆). (2.96)
Aus der Schnittmenge der beiden einseitigen Konfidenzintervalle (2.95) und (2.96) resul-
tiert das zweiseitige Konfidenzintervall fu¨r θ
KIj : KIL,j ∩KIU,j = [θL,j, θU,j]. (2.97)
Im Haybittle/Peto–Design erfolgt die Herleitung der zweiseitigen Konfidenzintervalle ana-
log basierend auf der Betrachtung der Konfidenzbereiche
KIL,j :

{
θ | ∑ji=1 F−1χ2(i)(F0,i(Ti(θ))) ≤ F−1χ2(j)(0.9987)} , j < K,{
θ | ∑ji=1 F−1χ2(i)(F0,i(Ti(θ))) ≤ cvS,HP (α,K, {1})} , j = K, (2.98)
und
KIU,j :

{
θ | ∑ji=1 F−1χ2(i)(1− F0,i(Ti(θ))) ≤ F−1χ2(j)(0.9987)} , j < K,{
θ | ∑ji=1 F−1χ2(i)(1− F0,i(Ti(θ))) ≤ cvS,HP (α,K, {1})} , j = K. (2.99)
In Analogie zu den Ausfu¨hrungen bei der inversen Normalmethode ist die resultieren-
de Sequenz der ein– sowie zweiseitigen Repeated Konfidenzintervalle konservativ, falls
die Studie vor Beobachtung aller geplanten Sequenzen K beendet wird. Der Konfidenz-
koeffizient der einzelnen Konfidenzintervalle KIj, j = 1, ..., K, ist mindestens (1− 2α).
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Self–Designing
In Stufe j, j = 1, ..., k, fu¨hren die Konfidenzbereiche
KIL,j :
{
θ | Sj(θ) ≤ χ2(λG)1−α
}
(2.100)
und
KIU,j :
{
θ | Rj(θ) ≤ χ2(λG)1−α
}
(2.101)
jeweils zu einseitigen Konfidenzintervallen, welche gegeben sind durch
KIL,j : [θL,j,∞), mit θL,j lo¨st Sj(θL,j) = χ2(λG)1−α (2.102)
und
KIU,j : (−∞, θU,j], mit θU,j lo¨st Rj(θU,j) = χ2(λG)1−α. (2.103)
Aus der Schnittmenge der beiden einseitigen Intervalle (2.102) und (2.103) resultiert das
zweiseitige Konfidenzintervall fu¨r θ
KIj : KIL,j ∩KIU,j = [θL,j, θU,j]. (2.104)
Der Konfidenzkoeffizient der einseitigen Konfidenzintervalle KIL,j und KIU,j ist mindes-
tens (1−α) fu¨r j = 1, ..., k und exakt (1−α) fu¨r j = k, falls λ∑(k) = λG gilt. Im Fall der
zweiseitigen Intervalle KIL,j, j = 1, ..., k, ist der Konfidenzkoeffizient gro¨ßer oder gleich
(1− 2α) (vgl. Hartung und Knapp (2006)).
Eine besondere Eigenschaft weisen das O’Brien/Fleming–Design und das Self–Designing
bei Verwendung der inversen χ2–Methode auf. Hier sind sowohl die ein– als auch die zwei-
seitigen Repeated Konfidenzintervalle ineinander verschachtelt, wobei jeweils das Intervall
der Stufe j + 1 in demjenigen der vorhergehenden Sequenz j enthalten ist (vgl. Hartung
und Knapp (2006)). Im Fall der zweiseitigen Repeated Konfidenzintervalle bedeutet dies
KIj ⊃ KIj+1, j = 1, ..., k − 1. (2.105)
Diese Eigenschaft resultiert aus dem Monotonieverhalten der Kombinationsstatistiken der
verallgemeinerten inversen χ2–Methode, welche als Funktion von θ durch Sj(θ) und Rj(θ)
gegeben sind. Beide Statistiken sind monoton steigend in dem Index j, d.h. es gilt
Sj(θ) < Sj+1(θ) sowie Rj(θ) < Rj+1(θ).
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Sowohl Sj(θ) als auch Sj+1(θ) werden fu¨r die Ermittlung der unteren Konfidenzgrenze mit
dem gleichen kritischen Wert in Beziehung gesetzt. Dies und die Tatsache, dass Sj+1(θ)
monoton fallend in θ ist, fu¨hren zu der Konsequenz, dass θL,j+1 > θL,j ist. Ebenso werden
Rj(θ) als auch Rj+1(θ) fu¨r die Ermittlung der oberen Konfidenzgrenze mit dem gleichen
kritischen Wert in Beziehung gesetzt. Zusammen mit der Tatsache, dass Rj+1(θ) monoton
steigend in θ ist, resultiert dies in θU,j+1 < θU,j.
2.5.2 Punktscha¨tzung
Mittels der Punktscha¨tzung kann ein einzelner Scha¨tzwert fu¨r den unbekannten Parameter
θ angegeben werden. In flexiblen Designs erfolgt eine Unterteilung der Studie in einzelne
Sequenzen. Um eine fu¨r die gesamte Untersuchung gemeinsame Scha¨tzung von θ zu ermit-
teln, eignen sich in der Meta–Analyse verwendete Methoden. In der Meta–Analyse werden
mehrere Studien miteinander verbunden, um die Genauigkeit der statistischen Aussagen
zu erho¨hen. Die Scha¨tzer der einzelnen Untersuchungen ko¨nnen durch Berechnung eines
gewichteten arithmetischen Mittels zu einem gemeinsamen Scha¨tzer kombiniert werden.
Die Gewichtung kann auf verschiedene Weise erfolgen, wobei ha¨ufig die inverse Varianz
der studienspezifischen Scha¨tzer oder die Fallzahlen der einzelnen Studien verwendet wer-
den. Im Folgenden werden das homogene Modell mit festen Effekten sowie Mo¨glichkeiten
zur Punktscha¨tzung des unbekannten Parameters vorgestellt (siehe Hartung und Knapp
(2005)).
Das homogene Modell mit festen Effekten
Seien die Scha¨tzer θˆj, j = 1, ..., k, der k Studien voneinander unabha¨ngige normalverteilte
Zufallsvariablen mit einem gemeinsamen Erwartungswert θ und Varianzen V ar(θˆj). Es
wird die Annahme getroffen, dass ein fu¨r V ar(θˆj) unverzerrter Scha¨tzer V̂ ar(θˆj) vorliegt,
welcher skaliert χ2–verteilt ist mit λj Freiheitsgraden. Außerdem sei V̂ ar(θˆj) stochastisch
unabha¨ngig von θˆj. Somit ist das Modell mit festen Effekten definiert durch
θˆj ∼ N(θ, V ar(θˆj)), λj V̂ ar(θˆj)/V ar(θˆj) ∼ χ2(λj), j = 1, ..., k. (2.106)
Der Gauss–Markov Scha¨tzer fu¨r θ in diesem Modell ist durch
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θˆ(GM),k =
k∑
j=1
ωj
ω∑(k) θˆj, ωj =
1
V ar(θˆj)
, ω∑(k) =
k∑
j=1
ωj, (2.107)
gegeben. Dieser Scha¨tzer hat unter allen fu¨r θ unverzerrten Scha¨tzern minimale Varianz.
Die Eigenschaft der Unverzerrtheit gilt auch, wenn die unbekannten Gewichte durch ihre
Scha¨tzer ersetzt werden (vgl. Graybill und Deal (1959)). Der Graybill–Deal Scha¨tzer fu¨r
θ ist
θˆ(1),k =
k∑
j=1
w(1)j θˆj, w(1)j =
ωˆj
ωˆ∑(k) , ωˆj =
1
V̂ ar(θˆj)
, ωˆ∑(k) =
k∑
j=1
ωˆj, (2.108)
wobei
∑k
j=1w(1)j = 1 und E(θˆ(1),k) =
∑k
j=1 w(1)j E(θˆj) = θ gilt.
Alternativ kann die Gewichtung der Scha¨tzer θˆj der einzelnen Untersuchungen mittels
w(2)j =
mj∑k
j=1mj
erfolgen, wobei mj = 2/(1/n1j + 1/n2j) das harmonische Mittel der Gruppenumfa¨nge
n1j und n2j der Studie j, j = 1, ..., k, ist (vgl. Hartung und Knapp (2005)). Der den k
klinischen Pru¨fungen gemeinsame Gesamteffekt der Behandlung kann gescha¨tzt werden
durch
θˆ(2),k =
k∑
j=1
w(2)j θˆj =
k∑
j=1
mj
mΣ(k)
θˆj, (2.109)
mit
∑k
j=1w(2)j = 1 und E(θˆ(2),k) = θ.
U¨bertragung auf klinische Pru¨fungen mit flexiblem Studiendesign
In klinischen Studien mit flexiblem Design wird fu¨r die Kombination der einzelnen Sequen-
zen implizit ein Modell mit festen Effekten zugrunde gelegt (siehe Hartung (2006)). An-
stelle von verschiedenen Studien werden hier die Ergebnisse von mehreren unabha¨ngigen
Studienteilen miteinander kombiniert. Somit finden die vorgestellten Scha¨tzer Verwen-
dung, wobei hier in der Regel die Unverzerrtheit fu¨r θ nicht erfu¨llt ist. In klinischen
Pru¨fungen mit flexiblem Design gibt es verschiedene Verzerrungsquellen. Soll am Ende
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der Untersuchung eine Scha¨tzung fu¨r θ angegeben werden und findet ein vorzeitiger Ab-
bruch Beru¨cksichtigung, erfolgt eine Selektion der Daten. Hierdurch kann es passieren,
dass die Scha¨tzung des interessierenden Parameters auf vergleichsweise extremen Daten
basiert (siehe Coburger und Wassmer (2001, 2003)). Erfolgt in den Zwischenauswertungen
lediglich eine Anpassung der Fallzahl, besteht eine positive Korrelation zwischen den
Gewichtsfunktionen w(i)j, i = 1, 2, und den Stufenumfa¨ngen.
Die durch eine Anpassung der Fallzahl im Studienverlauf entstehende Verzerrung der
Scha¨tzung wird beispielhaft anhand des Scha¨tzers θˆ(2),k illustriert. Hierfu¨r wird eine in k
Stufen durchgefu¨hrte klinische Studie betrachtet, wobei ein vorzeitiges Beenden der Un-
tersuchung nicht ermo¨glicht wird. In einem balancierten Design, d.h. mj = nj/2, gilt fu¨r
den Erwartungswert von θˆ(2),k in der letzten Stufe k
E(θˆ(2),k) = E
[
E
(
k∑
j=1
mj θˆj
/
k∑
j=1
mj
∣∣∣ θˆ1, ..., θˆk−1; V̂ ar(θˆ1), ..., V̂ ar(θˆj−1))]
= E(w(2)1θˆ1) + E(w(2)2θˆ2) + ...
+ E
[
E
((
1−
k−1∑
j=1
w(2)j
)
θˆk
∣∣∣ θˆ1, ..., θˆk−1; V̂ ar(θˆ1), ..., V̂ ar(θˆj−1))]︸ ︷︷ ︸
= E
[(
1−
k−1∑
j=1
w(2)j
)
E
(
θˆk
∣∣∣ θˆ1, ..., θˆk−1; V̂ ar(θˆ1), ..., V̂ ar(θˆj−1))]
= E
[(
1−
k−1∑
j=1
w(2)j
)
θ
]
= E
[
θ + w(2)1(θˆ1 − θ) + ...+ w(2)k−1(θˆk−1 − θ)
]
= θ + Cov(w(2)1, θˆ1) + ...+ Cov(w(2)k−1, θˆk−1).
Der Umfang nj der Stufe j, j = 2, ..., k, ist eine in θˆj−1 fallende Funktion, so dass das
Gewicht w(2)j−1 eine in θˆj−1 steigende Funktion und Cov(w(2)j−1, θˆj−1) positiv ist. Dies
bedeutet, dass der Scha¨tzer θˆ(2),k den wahren Wert θ u¨berscha¨tzt.
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Soll im Anschluss an ein k–stufiges Design ohne Mo¨glichkeit des vorzeitigen Beendens der
Studie ein unverzerrte Scha¨tzung fu¨r θ angegeben werden, wird eine Gewichtsfunktion
wj ∈ [0, 1] beno¨tigt, die unkorreliert mit θˆj ist fu¨r j = 1, ..., k−1. Da beim Self–Designing
auch die Gewichte λj, j = 1, ..., k, der einzelnen Sequenzen in Abha¨ngigkeit der in den
Zwischenauswertungen vorliegenden Daten ermittelt werden, darf wj weder von nj noch
von λj abha¨ngen. Ein Vorschlag fu¨r eine Gewichtsfunktion ist
w(3)j =
mj
m1 + ...+mj +m0 +mj+2 + ...+mk
=
mj∑k
j=1mi −mj+1 +m0
, (2.110)
j = 1, ..., k − 1, und w(3)k = 1 −
∑k−1
j=1 w(3)j. Mit m0 = 2/(1/n1 + 1/n2) wird das har-
monische Mittel der Gruppenumfa¨nge einer klinischen Untersuchung mit einem festem
Studiendesign bezeichnet. Der resultierende Scha¨tzer ist
θˆ(3),k =
k∑
j=1
w(3)j θˆj. (2.111)
Basierend auf der vorhergehenden Betrachtung kann gezeigt werden, dass θˆ(3),k unverzerrt
fu¨r θ ist, falls in den Zwischenauswertungen lediglich eine Anpassung der Fallzahl und kein
Testen der Nullhypothese erfolgt. In diesem Fall gilt E(θˆ(3),k) = θ, da Cov(w(3)j, θˆj) = 0
fu¨r j = 1, ..., k − 1 ist.
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3 Flexible Designs in klinischen Studien mit qualita-
tiver Zielvariable
In der Literatur erfolgt die Vorstellung von flexiblen Designs in der Regel fu¨r normalver-
teilte Beobachtungen. Jedoch sind in der klinischen Forschung ha¨ufig Kategorien als Aus-
pra¨gungen einer Zielgro¨ße von Interesse. In Kapitel 3.1 wird das Vorliegen einer bina¨ren
Variable untersucht, welche nur zwei Werte annehmen kann. Beispielsweise soll u¨berpru¨ft
werden, ob ein Medikament wirkt oder nicht wirkt. Eine Erweiterung auf mehrere Ka-
tegorien wird in Kapitel 3.2 betrachtet. Dies ist zum Beispiel bei der Einstufung der
Vertra¨glichkeit einer Behandlung in die Kategorien sehr gut, gut, mittel, schlecht und
sehr schlecht der Fall. Ob flexible Designs in klinischen Pru¨fungen mit bina¨rer und or-
dinaler Zielgro¨ße Anwendung finden ko¨nnen, wird in diesem Kapitel intensiv untersucht.
Hierbei ist insbesondere die U¨berpru¨fung von Teststatistiken von Interesse, welche bereits
in nicht–sequentiellen Designs das vorgegebene Testniveau nur asymptotisch einhalten.
3.1 Bina¨re Zielvariable
Zwei Behandlungen sollen hinsichtlich des Auftretens bzw. des Nichtauftretens eines fest-
gelegten Ereignisses miteinander verglichen werden. In einer sequentiell durchgefu¨hrten
klinischen Studie mit nj = n1j + n2j Patienten in Stufe j, j = 1, ..., k, sei YJi,j die bina¨re
Zielgro¨ße des Patienten i, i = 1, ..., nJj, der Behandlungsgruppe J , J = 1, 2. Diese Variable
kann nur die Werte 1 und 0 annehmen, d.h.
YJi,j =

1, falls das interessierende Ereignis fu¨r Patient i, i = 1, ..., nJj,
der Gruppe J , J = 1, 2, und Stufe j, j = 1, ..., k, eintritt,
0, sonst.
(3.1)
Die Wahrscheinlichkeit, dass das interessierende Ereignis fu¨r Patient i der Gruppe J und
Stufe j eintritt sei pJ = P (YJi,j = 1). Um zu u¨berpru¨fen, bei wie vielen Patienten in Stufe
j die Auspra¨gung 1 aufgetreten ist, wird die Summe der Variablen YJi,j betrachtet. Fu¨r
diese gilt
YJj =
nJj∑
i=1
YJi,j ∼ B(nJj, pJ), J = 1, 2, j = 1, ..., k. (3.2)
Hierbei bezeichnet B(nJj, pJ) die Binomialverteilung mit den Parametern nJj und pJ .
Der Erwartungswert dieser binomialverteilten Zufallsvariablen ist E(YJj) = nJjpJ und
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die Varianz ist V ar(YJj) = nJjpJ(1− pJ), J = 1, 2 (vgl. Hartung et al. (1999)).
In Tabelle 3.1 ist zu sehen, wie die absoluten Ha¨ufigkeiten fu¨r das Auftreten der Aus-
pra¨gungen 1 und 0 in Stufe j, j = 1, ..., k, in einer (2 × 2)–Kontingenztafel, auch Vier-
feldertafel genannt, festgehalten werden ko¨nnen (vgl. Hartung et al. (1999)).
Tabelle 3.1: Vierfeldertafel der beobachteten absoluten Ha¨ufigkeiten pro Gruppe J ,
J = 1, 2, in Stufe j, j = 1, ..., k, einer klinischen Studie mit bina¨rer Zielvariable
Gruppe 1 0 Umfang
1 n11,j n12,j n11,j + n12,j = n1j
2 n21,j n22,j n21,j + n22,j = n2j
n11,j + n21,j n12,j + n22,j nj
Die Randsummen n1j und n2j entsprechen den Stichprobenumfa¨ngen der beiden Behand-
lungsgruppen in Sequenz j, welche in einem festen Verha¨ltnis r = n2j/n1j zueinander
stehen. Somit ist n1j + n2j = (1 + r)n1j = nj und bei gleicher Aufteilung der Patienten
auf beide Gruppen gilt n1j = n2j = nj/2. Die unbekannte Ereigniswahrscheinlichkeit pJ
der Behandlung J , J = 1, 2, kann in der Sequenz j, j = 1, ..., k, mittels dem Scha¨tzer
pˆJj = YJj/nJj (3.3)
erwartungstreu gescha¨tzt werden, da gilt E(pˆJj) = nJjpJ/nJj = pJ . Die Varianz von pˆJj,
J = 1, 2, j = 1, ..., k, ist
V ar(pˆJj) = V ar(YJj)/n
2
Jj = pJ (1− pJ)/nJj. (3.4)
Im Folgenden wird die Risikodifferenz D vorgestellt, welche fu¨r die Messung des Behand-
lungsunterschieds bei bina¨ren Beobachtungen verwendet werden kann. Der in Kapitel 2
mit θ bezeichnete Parameter wird in diesem Zusammenhang mit D benannt.
3.1.1 Die Risikodifferenz
Die Risikodifferenz D = p1 − p2 ist die Differenz der Wahrscheinlichkeiten fu¨r das inter-
essierende Ereignis unter den beiden Therapien mit −1 ≤ D ≤ 1 (vgl. Schumacher und
Schulgen (2002)). Diese wird in Stufe j = 1, ..., k durch
Dˆj = pˆ1j − pˆ2j = Y1j
n1j
− Y2j
n2j
(3.5)
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erwartungstreu gescha¨tzt, da E(Dˆj) = n1jp1/n1j−n2jp2/n2j = D ist. Die Varianz von Dˆj
ist
V ar(Dˆj) = V ar(pˆ1j) + V ar(pˆ2j) =
p1(1− p1)
n1j
+
p2(1− p2)
n2j
(3.6)
und fu¨r n1j ≥ 2 und n2j ≥ 2 ist ein unverzerrter Scha¨tzer fu¨r V ar(Dˆj) gegeben durch
V̂ ar(Dˆj) =
pˆ1j(1− pˆ1j)
n1j − 1 +
pˆ2j(1− pˆ2j)
n2j − 1 =
2∑
J=1
1
nJj − 1
YJj
nJj
(nJj − YJj)
nJj
(3.7)
(vgl. Hartung und Knapp (2001)). Ist in beiden Behandlungsgruppen die Anzahl der Er-
eignisse YJj entweder Null oder gleich dem Gruppenumfang nJj, ist die Varianzscha¨tzung
von Dˆj gerade Null. Um dieses Problem zu umgehen, wird im Folgenden der modifizierte
Scha¨tzer
V̂ ar
∗
(Dˆj) =
2∑
J=1
V̂ ar
∗
(pˆJj) =
2∑
J=1
1
nJj − 1
YJj + ε
nJj + 2ε
(nJj − YJj) + ε
nJj + 2ε
, ε > 0, (3.8)
verwendet, welcher die Nicht–Negativita¨t des Varianzscha¨tzers gewa¨hrleistet und die Sym-
metrie der Varianz um den Punkt pJ = 0.5, J = 1, 2, erha¨lt (vgl. Hartung und Knapp
(2004)). Fu¨r den Parameter ε wird in dieser Arbeit der Wert 1/16 gewa¨hlt.
Um zu u¨berpru¨fen, ob die Erfolgswahrscheinlichkeit in Gruppe 1 gro¨ßer als in Gruppe 2
ist, wird fu¨r die Risikodifferenz das einseitige Testproblem
H0 : D = p1 − p2 = 0 versus H1 : D > 0 (3.9)
formuliert. Im Folgenden werden Pru¨fgro¨ßen vorgestellt, welche asymptotisch a¨quivalent
zu der χ2–Statistik in (2× 2)–Kontingenztafeln sind. Eine solche Teststatistik ist durch
T(1),j =
Dˆj√
V̂ ar
∗
(Dˆj)
=
(
Y1j
n1j
− Y2j
n2j
)
√
2∑
J=1
1
nJj − 1
YJj + ε
nJj + 2ε
(nJj − YJj) + ε
nJj + 2ε
. (3.10)
gegeben. Mittels der Ungleichung von Jensen (siehe Mood et al. (1974))
E
(√
V̂ ar
∗
(Dˆj)
)
≤
√
V ar(Dˆj) (3.11)
zeigt sich, dass der Standardfehler von Dˆj systematisch unterscha¨tzt wird. Aufgrund des-
sen ist die Erho¨hung des Nenners der Pru¨fgro¨ße von Interesse. Wird V̂ ar
∗
(pˆJj) mit dem
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Faktor (nJj − 1)/(nJj − 2), J = 1, 2, multipliziert, kann die Varianz von Dˆj = pˆ1j − pˆ2j
alternativ gescha¨tzt werden durch (vgl. Hartung und Knapp (2004))
V̂ ar
∗∗
(Dˆj) =
2∑
J=1
1
nJj − 2
YJj + ε
nJj + 2ε
(nJj − YJj) + ε
nJj + 2ε
. (3.12)
Somit ist eine weitere Teststatistik gegeben durch
T(2),j =
Dˆj√
V̂ ar
∗∗
(Dˆj)
=
(
Y1j
n1j
− Y2j
n2j
)
√
2∑
J=1
1
nJj − 2
YJj + ε
nJj + 2ε
(nJj − YJj) + ε
nJj + 2ε
. (3.13)
Da die vorhergehenden Teststatistiken das Niveau nicht immer einhalten, kann insbeson-
dere fu¨r kleine Stichprobenumfa¨nge eine Stetigkeitskorrektur durchgefu¨hrt werden. Bei
Anwendung der Yates–Korrektur, nj/(2 n1jn2j), resultiert die Pru¨fgro¨ße (vgl. Hartung et
al. (1999))
T(3),j =
Dˆj ± nj
2 n1jn2j√
V̂ ar
∗
(Dˆj)
=
(
Y1j
n1j
− Y2j
n2j
)
± nj
2 n1jn2j√
2∑
J=1
1
nJj − 1
YJj + ε
nJj + 2ε
(nJj − YJj) + ε
nJj + 2ε
. (3.14)
Falls der von Schouten et al. (1980) vorgeschlagene Korrekturterm, min (n1j, n2j)/(2 n1jn2j),
Beru¨cksichtigung findet, ist die zugeho¨rige Statistik durch
T(4),j =
Dˆj ± min (n1j, n2j)
2 n1jn2j√
V̂ ar
∗
(Dˆj)
=
(
Y1j
n1j
− Y2j
n2j
)
± min (n1j, n2j)
2 n1jn2j√
2∑
J=1
1
nJj − 1
YJj + ε
nJj + 2ε
(nJj − YJj) + ε
nJj + 2ε
(3.15)
gegeben. Diese besitzt ein weniger konservatives Testverhalten als die Yates–korrigierte
Pru¨fgro¨ße. Fu¨r die U¨berpru¨fung des obigen einseitigen Testproblems wird der Korrektur-
term subtrahiert. Soll ein zweiseitiges (1 − 2α)–Konfidenzintervall fu¨r den unbekannten
Parameter bestimmt werden, erfolgt bei der Berechnung der unteren bzw. oberen Konfi-
denzgrenze die Subtraktion bzw. Addition des Korrekturterms.
Die Statistiken T(i),j, i = 1, ..., 4, sind unter H0 bei großen Stichprobenumfa¨ngen n1j
und n2j approximativ standardnormalverteilt und (streng) monoton steigend in Dˆj, j =
1, ..., k. Als Funktion von D ist T(i),j(D), i = 1, ..., 4, (streng) monoton fallend in D. Alle
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vier vorgestellten Teststatistiken werden in Kapitel 3.1.4 in Simulationsstudien von klini-
schen Pru¨fungen mit flexiblem Design bei Betrachtung einer bina¨ren Zielgro¨ße untersucht.
3.1.2 Fallzahlplanung
Die Herleitung der Fallzahl fu¨r eine bina¨re Zielvariable wird zuna¨chst anhand eines ein-
stufigen nicht–sequentiellen Designs illustriert. Anschließend werden die vorgestellten Stich-
probenformeln auf eine in mehreren Sequenzen durchgefu¨hrte klinische Studie u¨bertragen.
Stichprobenfunktionen in einem nicht–sequentiellen Design
Fu¨r die Herleitung einer approximativen Formel fu¨r den Stichprobenumfang wird eine
normalverteilte Zufallsvariable Z betrachtet, welche unter der Nullhypothese den Erwar-
tungswert EH0(Z) = µ
∗
0 und die Varianz V arH0(Z) = σ
∗2
0 und unter der Alternativhypo-
these den Erwartungswert EH1(Z) = µ
∗
1 und die Varianz V arH1(Z) = σ
∗2
1 besitzt (siehe
Bock (1998)). Somit gilt
U∗ =
Z − µ∗0
σ0
H0∼ N(0, 1) (3.16)
und
V ∗ =
Z − µ∗1
σ1
H1∼ N(0, 1). (3.17)
Es besteht die Beziehung
U∗ = V ∗
σ∗1
σ∗0
+
µ∗1 − µ∗0
σ∗0
. (3.18)
Die Nullhypothese H0 : µ
∗
0 = µ
∗
1 wird zugunsten der Alternative H1 : µ
∗
1 > µ
∗
0 zum Niveau
α verworfen, falls U∗ > z1−α ist, wobei z1−α das (1 − α)–Quantil der Standardnormal-
verteilung bezeichnet. Die Wahrscheinlichkeit der Ablehnung der Nullhypothese, falls die
Alternativhypothese zutrifft, wird als Power bezeichnet. Fu¨r einen Test mit Power 1− β
bedeutet dies
PH1(U
∗ > z1−α) = 1− β (3.19)
⇔ PH1
(
V ∗ σ∗1 + µ
∗
1 − µ∗0
σ∗0
> z1−α
)
= 1−β ⇔ 1−PH1
(
V ∗ ≤ z1−α σ
∗
0
σ∗1
− µ
∗
1 − µ∗0
σ∗1
)
= 1−β
⇔ Φ
(
z1−α
σ∗0
σ∗1
− µ
∗
1 − µ∗0
σ∗1
)
= β ⇔ z1−α σ
∗
0
σ∗1
− µ
∗
1 − µ∗0
σ∗1
= −z1−β,
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mit −z1−β = zβ dem β–Quantil der Standardnormalverteilung. Die hieraus zur Bestim-
mung des erforderlichen Stichprobenumfangs resultierende Grundgleichung ist
z1−α σ∗0 + z1−β σ
∗
1 = µ
∗
1 − µ∗0. (3.20)
Hierbei muss bekannt sein, auf welche Art µ∗1−µ∗0, σ∗0 und σ∗1 von der Fallzahl n abha¨ngen.
Durch verschiedene Spezifikationen der Standardabweichungen ergeben sich unterschied-
liche Stichprobenformeln.
Im Folgenden wird die Herleitung einer Fallzahlformel fu¨r die Risikodifferenz D vorge-
stellt basierend auf der Annahme unterschiedlicher Varianzen von D unter der Null– und
Alternativhypothese. Seien Z = pˆ1 − pˆ2, µ∗0 = 0 und µ∗1 = p1 − p2 = D. Die Varianz von
Z wird unter der Alternativhypothese festgelegt als
σ∗21 =
p1(1− p1)
n1
+
p2(1− p2)
n2
(vgl. Formel (3.6)). Unter der Nullhypothese wird die Varianz gewa¨hlt als
σ∗20 = p¯(1− p¯)
(
1
n1
+
1
n2
)
,
mit p¯ = (n1p1 + n2p2)/(n1 + n2) (vgl. Bock (1998)). Fu¨r ein festes Verha¨ltnis r = n2/n1
der Umfa¨nge der beiden Gruppen gilt
p¯ =
p1 + r p2
r + 1
.
Werden die oben festgelegten Gro¨ßen in die Grundgleichung (3.20) eingesetzt und nach
dem Gesamtumfang n = n1 + n2 = (r + 1)n1 aufgelo¨st
z1−α
√
p¯ (1− p¯)
(
1
n1
+
1
n2
)
+ z1−β
√
p1 (1− p1)
n1
+
p2 (1− p2)
n2
= D
⇔ z1−α
√
p¯ (1− p¯) (r + 1) + z1−β
√
r p1 (1− p1) + p2 (1− p2) = D √r n1
⇔ n1 = 1
r
(
z1−α
√
p¯ (1− p¯) (r + 1) + z1−β
√
r p1 (1− p1) + p2 (1− p2)
)2
D2
⇒ n = r + 1
r
(
z1−α
√
p¯ (1− p¯) (r + 1) + z1−β
√
r p1 (1− p1) + p2 (1− p2)
)2
D2
,
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resultiert die Stichprobenfunktion
fD(α, β)bin(1) = n =
=
r + 1
r
max
{
0, z1−α
√
p¯ (1− p¯)(r + 1) + z1−β
√
r p1(1− p1) + p2(1− p2)
}2
D2
.
(3.21)
Bei Betrachtung gleicher Varianzen von Z sowohl unter der Null– als auch unter der
Alternativhypothese werden die Gro¨ßen der Grundgleichung (3.20) zur Fallzahlplanung
gewa¨hlt als Z = pˆ1− pˆ2, µ∗0 = 0, µ∗1 = p1− p2 = D und die Varianz von Z sei gema¨ß (3.6)
unter H0 und H1
σ∗20 = σ
∗2
1 =
p1(1− p1)
n1
+
p2(1− p2)
n2
.
Mit n2 = r n1 ist die Stichprobenfunktion gegeben durch
fD(α, β)bin(2) = n =
r + 1
r
max {0, z1−α + z1−β}2 (r p1(1− p1) + p2(1− p2))
D2
. (3.22)
In Tabelle 3.2 sind mit beiden vorgestellten Stichprobenfunktionen berechnete Fallzahlen
angegeben, zum einen fu¨r eine feste Risikodifferenz D = 0.2 und zum anderen fu¨r eine
feste Ereigniswahrscheinlichkeit p1 = 0.7.
Tabelle 3.2: Bestimmung der Fallzahl einer klinischen Studie mit bina¨rer Zielvariable mit
fD(α, β)bin(1) und fD(α, β)bin(2) fu¨r eine feste Risikodifferenz D = 0.2 bzw. eine feste Ereignis-
wahrscheinlichkeit p1 = 0.7 (Fehlerraten I. und II. Art α = 0.025 und β = 0.1)
D p1 p2 fD(α, β)bin(1) fD(α, β)bin(2) p1 p2 D fD(α, β)bin(1) fD(α, β)bin(2)
0.2 0.3 0.1 164 158 0.7 0.1 0.6 24 18
0.4 0.2 218 212 0.2 0.5 38 32
0.5 0.3 248 242 0.3 0.4 62 56
0.6 0.4 260 254 0.4 0.3 112 106
0.7 0.5 248 242 0.5 0.2 248 242
0.8 0.6 218 212 0.6 0.1 954 946
Bei Verwendung der Fallzahlformel fD(α, β)bin(2) resultieren geringere Umfa¨nge als bei
Berechnung des Umfangs mit fD(α, β)bin(1).
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U¨bertragung der Stichprobenfunktionen auf sequentielle Designs
In einer klinischen Studie mit adaptivem Design ko¨nnen die Umfa¨nge der einzelnen Se-
quenzen basierend auf den vorliegenden Informationen ermittelt werden. Unter Einbe-
ziehung von Scha¨tzungen der unbekannten Ereigniswahrscheinlichkeiten p1 und p2 in die
Fallzahlkalkulation, ko¨nnen die Annahmen fu¨r diese Gro¨ßen u¨berpru¨ft und zu kleine oder
zu große Stichprobenumfa¨nge der gesamten Studie vermieden werden.
In Stufe j, j = 1, ..., k, kann die unbekannte Ereigniswahrscheinlichkeit pJ der Gruppe
J = 1, 2 gescha¨tzt werden durch ein gewichtetes Mittel der Scha¨tzungen pˆJj der einzelnen
Sequenzen. Eine Mo¨glichkeit ist die Verwendung des Scha¨tzers (2.109) aus Kapitel 2.5.2,
welcher fu¨r die Ereigniswahrscheinlichkeit pJ , J = 1, 2, gegeben ist durch
pˆ∗Jj =
j∑
i=1
mi pˆJi
/
j∑
i=1
mi , (3.23)
mit mi = 2/(1/n1i + 1/n2i), i = 1, ..., j. Hiermit kann die Risikodifferenz basierend auf
allen vorhandenen Informationen mittels
D̂∗j = pˆ
∗
1j − pˆ∗2j (3.24)
gescha¨tzt werden. Mit diesen Scha¨tzern resultiert die Stichprobenfunktion
fD,j(α, β)bin(1) = nj+1 =
r + 1
r
max
{
0, z1−α
√
ˆ¯p∗j(1− ˆ¯p∗j)(r + 1) (3.25)
+ z1−β
√
r pˆ∗1j(1− pˆ∗1j) + pˆ∗2j(1− pˆ∗2j)
}2/
D̂∗2j ,
j = 0, ..., k − 1, mit
ˆ¯p∗j =
pˆ∗1j + r pˆ
∗
2j
r + 1
. (3.26)
Fu¨r j = 0 entspricht fD,0(α, β)bin(1) gerade der Stichprobenfunktion fD(α, β)bin(1) eines
einstufigen nicht–sequentiellen Studiendesigns, wobei D0 > 0 einen auf Vorwissen basie-
renden Wert fu¨r die unbekannte Risikodifferenz D bezeichnet. Um den Wertebereich des
Scha¨tzers D̂∗j auf die Alternativhypothese zu restringieren, wird D̂
∗
j = ρ, ρ > 0, gewa¨hlt,
falls Werte kleiner als ρ auftreten. In dieser Arbeit wird ρ auf den Wert 0.001 gesetzt.
Die U¨bertragung der Fallzahl fD(α, β)bin(2) auf den sequentiellen Fall kann analog erfolgen.
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Mit der sequentiellen Variante der ausgewa¨hlten Stichprobenfunktion kann der Umfang
der Stufe (j + 1), j = 1, ..., k − 1, mittels der in Kapitel 2.4.1 beschriebenen Vorgehens-
weise bestimmt werden. Ziel der auf der bedingten Power basierenden Fallzahlplanung
ist, dass unter Beru¨cksichtigung der Informationen der Sequenzen 1, ..., j die Ablehnung
der Nullhypothese in der folgenden Stufe (j+1) mit einer bestimmten Wahrscheinlichkeit
ermo¨glicht werden soll.
3.1.3 Beispiel
Das folgende Beispiel soll klinische Pru¨fungen mit flexiblem Studiendesign veranschauli-
chen. Das adaptiv gruppensequentielle Design vom O’Brien/Fleming-Typ sowie das Self–
Designing werden betrachtet, wobei zur Kombination der Ergebnisse der einzelnen Se-
quenzen sowohl die inverse Normal– als auch die inverse χ2–Methode verwendet werden.
Insbesondere die Konstruktion der Repeated Konfidenzintervalle wird veranschaulicht und
Unterschiede zwischen den beiden Kombinationsmethoden sowie den verschiedenen De-
signs werden aufgezeigt. Bei dem O’Brien/Fleming–Design und bei dem Self–Designing
mit inverser χ2–Methode sind die Repeated Konfidenzintervalle ineinander verschachtelt,
d.h. Kj+1 ⊂ Kj, j = 1, ..., k − 1 (vgl. Kapitel 2.5.1). Dies ist in den anderen vorgestellten
Designs nicht unbedingt der Fall.
In einer klinischen Studie werden ein neuartiges Medikament (1) und eine Standard-
therapie (2) mit gleicher Patientenanzahl in beiden Gruppen untersucht. Prima¨r von In-
teresse ist, ob die Pru¨fmedikation
”
wirkt“ oder
”
nicht wirkt“, d.h. die prima¨re Zielvariable
ist bina¨r. Die Messung des Behandlungsunterschieds erfolgt mittels der Risikodifferenz
D = p1 − p2, wobei p1 und p2 die Erfolgswahrscheinlichkeiten in den beiden Gruppen
sind. Fu¨r die Standardtherapie ist bekannt, dass mit einer Wahrscheinlichkeit von 50%
(p2 = 0.5) ein Behandlungserfolg eintritt und von der neuen Therapie wird erwartet, dass
die Erfolgswahrscheinlichkeit 70% (p1 = 0.7) betra¨gt. Folglich wird angenommen, dass
der Unterschied zwischen den beiden Therapien D = 0.7 − 0.5 = 0.2 ist. Das einseitige
Testproblem
H0 : D = 0 vs. H1 : D > 0
wird in den Sequenzen j, j = 1, ..., k, mittels der Teststatistik T(2),j u¨berpru¨ft.
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Als Studiendesigns werden das O’Brien/Fleming–Design mit K = 5 Sequenzen, Gewich-
ten λ1 = ... = λ5 = 1 und kritischen Werten cvZ,OBF (0.025, 5, {1}) = 4.5617 bzw.
cvS,OBF (0.025, 5, {1}) = χ2(5)0.975 = 12.8325 sowie das Self–Designing mit globalem Ge-
wicht λG = 10, Gewicht der ersten Stufen λ1 = 2, minimalem Stufengewicht λmin = 1
und kritischen Werten cvZ = 1.9600 bzw. cvS = χ
2(10)0.975 = 20.4832 gewa¨hlt. In Stufe
j = 1, ..., 5 wird die Fallzahl ermittelt als nj = εj Mj(β) mit εj = mj(βg)/Mj(β) und
βg = 0.3. In einem nicht–sequentiellen Design resultiert mittels der Stichprobenfunktion
fD(α, β)bin(1) mit α = 0.025 und β = 0.9 der Umfang n = 248. Fu¨r Gruppe 1 und 2
wurden jeweils insgesamt nJ = 200, J = 1, 2, Beobachtungen aus B(nJ , pJ)–Verteilungen
erzeugt. Von diesen werden in Stufe j, j = 1, ..., k, der verschiedenen Designs nJj Werte
pro Behandlungsgruppe sequentiell ausgewa¨hlt.
Im Folgenden werden die Abla¨ufe bei Verwendung des O’Brien/Fleming–Designs mit in-
verser Normalmethode beschrieben. Die Ergebnisse der anderen Designs finden sich in
Tabelle 3.3.
In der ersten Stufe werden n1 = 248/K ≈ 50 Patienten behandelt. Der Anteil der Respon-
der, d.h. der Patienten fu¨r die ein Behandlungserfolg eingetreten ist, ist pˆ11 = 17/25 =
0.680 in Gruppe 1 und pˆ21 = 12/25 = 0.480 in Gruppe 2. Mit dem Scha¨tzer fu¨r die Risiko-
differenz Dˆ(2),j = (
∑j
i=1 niDˆi)/(
∑j
i=1 ni) aus (2.109) aus Kapitel 2.5.2 resultiert in der ers-
ten Sequenz Dˆ(2),1 = 0.200. Der beobachtete Wert der Teststatistik ist Tˆ(2),1 = 1.403 mit
zugeho¨rigem p–Wert p1 = 1 − Φ(Tˆ(2),1) = 0.080. Da Zˆ1 = 1.403 < cvZ,OBF (0.025, 5, {1})
ist, wird eine weitere Sequenz durchgefu¨hrt.
Die bedingte Fehlerwahrscheinlichkeit der Stufe 2 wird gescha¨tzt als pˆ2 = 0.057 und
mit m2(0.3) = 108 und M2(0.1) = 196 resultiert n2 = ε1 M2(0.1) = 108. Die relativen
Ha¨ufigkeiten in Stufe 2 sind pˆ12 = 17/54 = 0.315 und pˆ22 = 15/54 = 0.278. Somit sind
Tˆ(2),2 = 0.414, p2 = 0.340 und Zˆ2 = 1.817. Basierend auf den Informationen von beiden
Sequenzen resultiert als Scha¨tzung fu¨r die Risikodifferenz Dˆ(2),2 = 0.089. Da der kritische
Wert in Stufe 2 nicht u¨berschritten wird, erfolgt die Planung einer weiteren Sequenz.
Mit dem bedingten p–Wert pˆ3 = 0.056 der Stufe 3 ergeben sich m3(0.3) = 124 und
M3(0.1) = 248. Mit somit n3 = 124 Patienten resultieren pˆ13 = 52/62 = 0.839 und
pˆ23 = 28/62 = 0.452. Der Scha¨tzwert fu¨r die Risikodifferenz ist Dˆ(2),3 = 0.220. Es sind
Tˆ(2),3 = 4.842 und p3 < 0.001. Der Wert der Kombinationsstatistik Zˆ3 = 6.659 ist gro¨ßer
als der kritische Wert und somit kann H0 abgelehnt und die Studie vorzeitig beendet
werden.
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Tabelle 3.3: Ergebnisse des fiktiven Beispiels einer klinischen Pru¨fung mit bina¨rer Ziel-
variable unter Verwendung des O’Brien/Fleming–Designs und des Self–Designings mit
inverser Normal– sowie χ2–Methode
Inverse Normalmethode Inverse χ2–Methode
O’Brien/Fleming–Design
j 1 2 3 j 1 2 3
nj 50 108 124 nj 50 120 124
n11,j 17 17 52 n11,j 17 23 46
n21,j 12 15 28 n21,j 12 21 22
pˆ1j 0.680 0.315 0.839 pˆ1j 0.680 0.383 0.742
pˆ2j 0.480 0.278 0.452 pˆ2j 0.480 0.350 0.355
T(2),j 1.403 0.414 4.842 T(2),j 1.403 0.373 4.623
pj 0.080 0.340 <0.001 pj 0.080 0.355 <0.001
zj 1.403 0.414 4.842 qj 3.058 0.857 22.700
Zj 1.403 1.817 6.659 Sj 3.058 3.915 26.615
pˆj 0.057 0.056 pˆj 0.044 0.030
mj(βg) 108 124 mj(βg) 120 124
Mj(β) 196 248 Mj(β) 214 248
Dˆ(2),j 0.200 0.089 0.220 Dˆ(2),j 0.200 0.082 0.211
DˆL,j -0.450 -0.151 0.068 DˆL,j -0.284 -0.152 0.118
DˆU,j 0.850 0.351 0.366 DˆU,j 0.684 0.316 0.315
Self–Designing
j 1 2 3 4 j 1 2 3
nj 50 98 124 6 nj 50 114 124
n11,j 17 12 57 0 n11,j 17 20 49
n21,j 12 10 33 0 n21,j 12 18 25
pˆ1j 0.680 0.245 0.919 0.000 pˆ1j 0.680 0.351 0.790
pˆ2j 0.480 0.204 0.532 0.000 pˆ2j 0.480 0.316 0.403
λj 2.000 4.261 1.870 1.870 λj 2.000 4.471 1.765
T(2),j 1.403 0.474 5.269 0.000 T(2),j 1.403 0.390 4.702
pj 0.080 0.318 <0.001 0.500 pj 0.080 0.348 <0.001
zj 1.403 0.474 5.269 0.000 qj 5.043 4.991 26.338
Zj/
√
λ∑(j) 1.403 1.184 3.566 3.215 Sj 5.043 10.034 36.371
pˆj 0.068 0.047 0.998 pˆj 0.051 0.024
mj(βg) 98 124 6 mj(βg) 112.344 124
Mj(β) 184 248 6 Mj(β) 203.311 248
Dˆ(2),j 0.200 0.095 0.228 0.223 Dˆ(2),j 0.200 0.085 0.215
DˆL,j -0.425 -0.095 0.076 0.067 DˆL,j -0.366 -0.131 0.104
DˆU,j 0.825 0.270 0.312 0.275 DˆU,j 0.766 0.293 0.291
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Das adaptiv gruppensequentielle Design vom O’Brien/Fleming–Typ mit inverser Normal–
und χ2–Methode sowie das Self–Designing mit inverser χ2–Methode enden nach Durch-
fu¨hrung von drei Sequenzen mit der Ablehnung der Nullhypothese. Die resultierenden
Gesamtumfa¨nge sind n =
∑3
j=1 nj = 282, n = 294 und n = 288. Bei dem Self–Designing
mit inverser Normalmethode kann die U¨berpru¨fung des Testproblems unter Einhaltung
des globalen Niveaus erst erfolgen, wenn das gesamte globale Gewicht λG verbraucht ist,
d.h. λ∑(j) = λG. Da dies in der dritten Stufe nicht erfu¨llt ist, muss eine weitere Sequenz
durchgefu¨hrt werden. Nach Beobachtung von sechs weiteren Patienten in der vierten Se-
quenz ist mit λ∑(4) = λG das Studienende erreicht und die Nullhypothese kann abgelehnt
werden, da Z4/
√
λ∑(4) > Φ−1(1 − α) ist. Der Gesamtumfang ist mit n = 278 im Ver-
gleich zu den anderen Designs am geringsten. Die Scha¨tzung von D mittels dem Scha¨tzer
D̂(2),j fa¨llt in der zweiten Stufe wesentlich geringer aus als der vor Studienbeginn vermu-
tete Wert D = 0.2. Somit resultiert fu¨r die dritte Sequenz bei allen Designs ein hoher
Stichprobenumfang, welcher durch den maximalen Umfang beschra¨nkt wird.
Mit diesem Beispiel wird eine extreme Situation veranschaulicht, da in einer Sequenz
stark abweichende Ergebnisse resultieren. Dies hat Auswirkungen auf die Gesamtanzahl
zu beobachtender Patienten, da fu¨r die Planung der weiteren Stufen diese Information
einbezogen wird. Das mittlere Verhalten der in Kapitel 2 vorgestellten flexiblen Designs
bei Betrachtung einer bina¨ren Zielvariable wird in Kapitel 3.1.4 in Simulationen unter-
sucht.
Anhand des O’Brien/Fleming–Designs mit inverser Normal– sowie χ2–Methode wird die
Konstruktion der Repeated 95%–Konfidenzintervalle fu¨r D in den drei beobachteten Se-
quenzen veranschaulicht. In U¨bereinstimmung mit der Testentscheidung enthalten die
Intervalle der dritten Stufe nicht die Null. Bei dem O’Brien/Fleming–Design mit inverser
χ2–Methode sind die Konfidenzintervalle ineinander verschachtelt, was in Abbildung 3.2
zu sehen ist. Fu¨r flexible Designs mit der inversen Normalmethode ist dies nicht unbedingt
erfu¨llt. In diesem Beispiel ist das Intervall der dritten Stufe nicht komplett in dem der
vorherigen Sequenz enthalten (vgl. Abbildung 3.1).
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Abbildung 3.1: Repeated 95%–Konfidenzintervalle fu¨r die Risikodifferenz
im O’Brien/Fleming–Design mit inverser Normalmethode
−0.5 0.0 0.5
D
4.5617
−4.5617
Z1(D)
Z2(D)
Z3(D)
KI1(D) :  [−0.45038,0.85038]
KI2(D) :  [−0.15096,0.35075]
KI3(D) :   [0.06833,0.36556]
Abbildung 3.2: Repeated 95%–Konfidenzintervalle fu¨r die Risikodifferenz
im O’Brien/Fleming–Design mit inverser χ2–Methode
−0.5 0.0 0.5
D
12.8325
0
S1(D) S2(D) S3(D)
R1(D)
R2(D)R3(D)
KI1(D) :  [−0.28432,0.68432]
KI2(D) :  [−0.15214,0.31575]
KI3(D) :   [ 0.11779,0.31503]
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3.1.4 Simulationsstudien
Ziel der folgenden Simulationen ist die Untersuchung der adaptiv gruppensequentiellen
Designs vom Pocock–, O’Brien/Fleming–, Wang/Tsiatis– und Haybittle/Peto–Typ sowie
des Self–Designing klinischer Studien bei Vorliegen einer bina¨ren Zielvariablen. Sowohl
die inverse Normal– als auch die inverse χ2–Methode werden fu¨r die Kombination der Er-
gebnisse der einzelnen Stufen betrachtet. Die U¨berpru¨fung des einseitigen Testproblems
H0 : D = 0 vs. H1 : D > 0 erfolgt in den Sequenzen j, j = 1, ..., k, mit den in Kapitel 3.1.1
vorgestellten Pru¨fgro¨ßen T(1),j, T(2),j, T(3),j und T(4),j. Die verschiedenen Designs werden
sowohl unter der Null– als auch unter der Alternativhypothese untersucht. Von Interesse
sind die empirische Ablehnwahrscheinlichkeit, der mittlere sowie mediane Stufenumfang,
die durchschnittlich beno¨tigte Stufenanzahl und die empirische U¨berdeckungswahrschein-
lichkeit der Sequenz der realisierten Konfidenzintervalle sowie des Intervalls der letzten
Stufe des flexiblen Verfahrens.
Fu¨r die Planung der Studie werden zwei Szenarien betrachtet. In Szenario I wird angenom-
men, dass die Risikodifferenz D = 0.2 ist, wobei die Ereigniswahrscheinlichkeiten in den
beiden Gruppen als p1 = 0.7 und p2 = 0.5 vermutet werden. In einem nicht–sequentiellen
Design wu¨rde mit den Fehlerwahrscheinlichkeiten I. und II. Art α = 0.025 und β = 0.1
unter Verwendung der Fallzahlformel (3.1.2) der Umfang nfest = fD(0.025, 0.1)bin(1) = 248
resultieren. In Szenario II wird die Risikodifferenz als D = 0.1 mit p1 = 0.9 und p2 = 0.8
vermutet. Dies wu¨rde zu einem Umfang nfest = fD(0.025, 0.1)bin(1) = 532 fu¨hren. Die fu¨r
p1 und p2 angenommenen Werte fu¨r die Planung der Studie sind hypothetisch und ko¨nnen
sich als falsch herausstellen. Als tatsa¨chlich unter der Null– und Alternativhypothese vor-
liegende Ereignisraten p1 und p2 werden betrachtet
Unter H0 : 1a) p1 = 0.2, p2 = 0.2, D = 0.0,
1b) p1 = 0.5, p2 = 0.5, D = 0.0,
1c) p1 = 0.8, p2 = 0.8, D = 0.0,
Unter H1 : 2a) p1 = 0.3, p2 = 0.2, D = 0.1 (nfest = 784),
2b) p1 = 0.9, p2 = 0.8, D = 0.1 (nfest = 532),
2c) p1 = 0.7, p2 = 0.5, D = 0.2 (nfest = 248),
2d) p1 = 0.3, p2 = 0.1, D = 0.2 (nfest = 164),
2e) p1 = 0.6, p2 = 0.3, D = 0.3 (nfest = 112),
2f) p1 = 0.9, p2 = 0.6, D = 0.3 (nfest = 84).
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Unter der Alternativhypothese werden fu¨r Szenario I eine Unter– sowie U¨berscha¨tzung
der Risikodifferenz bei gleichzeitiger Fehleinscha¨tzung der Gro¨ße der Ereigniswahrschein-
lichkeiten der beiden Gruppen untersucht (Fa¨lle 2a und 2b sowie 2e und 2f). Fu¨r Szenario
II wird in den Fa¨llen 2c, 2d, 2e und 2f betrachtet, dass die wahre Risikodifferenz gro¨ßer
als angenommen ist bei meist falschen Annahmen fu¨r p1 und p2. In Fall 2d bei Szenario I
und in Fall 2a bei Szenario II ist der fu¨r die Risikodifferenz vermutete Wert richtig, jedoch
sind die fu¨r p1 und p2 angenommenen Werte falsch. Zudem wird der Fall betrachtet, dass
die vor Studienbeginn getroffen Annahmen zutreffen (Fall 2c in Szenario I und Fall 2b
in Szenario II). Die in einem nicht–sequentiellen Design notwendigen Fallzahlen sind in
Klammern angegeben.
Als maximale Stufenanzahl wird bei den adaptiv gruppensequentiellen Designs K = 3
sowie K = 5 gewa¨hlt. Bei dem Self–Designing wird das globale Gewicht festgelegt als
λG = 5 und λG = 10. Die fu¨r die Berechnung des Umfangs mj(βg), j = 1, ..., k, not-
wendige Fehlerwahrscheinlichkeit βg wird auf die Werte 0.3 und 0.8 gesetzt. Der minimale
Stufenumfang wird als nj,min = 6 gewa¨hlt, da hiermit alle vier Teststatistiken berechenbar
sind.
In Szenario I wird fu¨r die erste Stufe der Umfang n1 = nfest/K = 248/3 ≈ 84 be-
ziehungsweise n1 = 248/5 ≈ 50 betrachtet. Als maximale Werte fu¨r die Fallzahlen
mj(βg) und Mj(β) werden im Fall von drei Sequenzen mj,max = 2/5 nfest ≈ 100 oder
mj,max = 2/3 nfest ≈ 166 und Mj,max = nfest/2 ≈ 124 oder Mj,max = nfest = 248 und
im Fall von fu¨nf Sequenzen mj,max = nfest/4 ≈ 62 oder mj,max = nfest/2 ≈ 124 und
Mj,max = nfest/3 ≈ 84 oder Mj,max = nfest = 248 verwendet. In Szenario II wird fu¨r die
erste Stufe der Umfang n1 = nfest/K = 532/3 ≈ 178 beziehungsweise n1 = 532/5 ≈ 108
betrachtet. Als maximale Werte fu¨r die Fallzahlen mj(βg) und Mj(β) werden im Fall
von drei Sequenzen mj,max = 2/5 nfest ≈ 214 oder mj,max = 2/3 nfest ≈ 356 und
Mj,max = nfest/2 ≈ 266 oder Mj,max = nfest = 532 und im Fall von fu¨nf Sequenzen
mj,max = nfest/4 ≈ 134 oder mj,max = nfest/2 ≈ 266 und Mj,max = nfest/3 ≈ 178 oder
Mj,max = nfest = 532 verwendet. Insgesamt werden die in Tabelle 3.4 angegeben Konstel-
lationen der Parameter fu¨r Szenario I und II in Simulationen mit 10000 Wiederholungen
betrachtet.
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Tabelle 3.4: Einstellungen der Parameter in den Simulationsstudien flexibler Designs in klinischen
Pru¨fungen mit bina¨rer Zielvariable (Fehlerraten I. und II. Art α = 0.025 und β = 0.1, minimaler
Stufenumfang nj,min = 6)
Szenario I Szenario II
Konstellation βg K λi λG λ1 λmin n1 mj,max Mj,max n1 mj,max Mj,max
I 0.3 5 1 10 2 1 50 62 84 108 134 178
II 0.3 5 1 10 2 1 50 124 248 108 266 532
III 0.8 5 1 10 2 1 50 62 84 108 134 178
IV 0.8 5 1 10 2 1 50 124 248 108 266 532
V 0.3 3 1 5 1 1 84 100 124 178 214 266
VI 0.3 3 1 5 1 1 84 166 248 178 356 532
VII 0.8 3 1 5 1 1 84 100 124 178 214 266
VIII 0.8 3 1 5 1 1 84 166 248 178 356 532
Die Ergebnisse von Konstellation I unter der Null– sowie unter der Alternativhypothese
sind fu¨r Szenario I in den Tabellen 3.5 sowie 3.7 und fu¨r Szenario II in den Tabellen 3.6
sowie 3.8 zu sehen. Die Resultate der Konstellationen II-VIII befinden sich fu¨r Szenario I
in Anhang C.1, fu¨r Szenario II werden diese in dieser Arbeit nicht berichtet. In der ersten
Spalte der Tabellen ist die verwendete Teststatistik (TS) verzeichnet, in der zweiten Spal-
te die empirische Ablehnwahrscheinlichkeit eines nicht-sequentiellen Designs (NSD), in
der dritten Spalte das verwendete flexible Design (PO=Pocock, OBF=O’Brien/Fleming,
WT=Wang/Tsiatis, HP=Haybittle/Peto, SD=Self–Designing) und in den folgenden Spal-
ten die empirische Ablehnwahrscheinlichkeit, der mittlere sowie mediane Stufenumfang,
die durchschnittlich beno¨tigte Stufenanzahl und die empirische U¨berdeckungswahrschein-
lichkeit der Sequenz der realisierten Konfidenzintervalle sowie des Intervalls der letzten
Stufe des flexiblen Verfahrens fu¨r die inverse Normal– sowie fu¨r die inverse χ2–Methode.
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Tabelle 3.5: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation I)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.64 315.08 320 4.93 94.39 96.47 2.89 314.72 320 4.93 93.95 95.89
OBF 2.41 316.35 320 4.98 94.88 95.41 2.70 315.66 320 4.98 94.58 94.58
WT 2.60 316.24 320 4.97 94.75 95.75 2.80 315.75 320 4.96 94.45 94.91
HP 2.61 318.34 320 4.99 94.67 94.92 2.60 315.07 320 4.99 94.70 94.73
SD 2.57 195.07 196 3.05 93.77 94.78 2.74 194.75 196 3.03 94.49 94.49
T(2) 2.40 PO 2.36 315.61 320 4.94 94.96 96.83 2.47 315.56 320 4.94 94.84 96.41
OBF 2.18 316.46 320 4.99 95.45 95.93 2.46 316.02 320 4.98 95.18 95.18
WT 2.21 316.48 320 4.97 95.40 96.38 2.41 316.26 320 4.97 95.12 95.49
HP 2.54 318.68 320 4.99 95.13 95.33 2.35 315.38 320 4.99 95.32 95.33
SD 2.58 195.20 196 3.05 94.20 95.05 2.53 195.00 196 3.03 94.91 94.91
T(3) 1.58 PO 0.61 318.50 320 4.98 98.61 99.25 0.78 318.28 320 4.98 98.47 99.04
OBF 0.28 318.42 320 5.00 99.31 99.43 0.53 318.18 320 4.99 98.92 98.92
WT 0.45 318.41 320 4.99 99.09 99.30 0.65 318.40 320 4.99 98.68 98.79
HP 0.38 319.48 320 5.00 99.21 99.25 0.57 317.40 320 5.00 98.84 98.85
SD 0.51 196.23 196 3.03 98.24 98.78 0.65 195.54 196 3.02 98.46 98.46
T(4) 2.00 PO 1.38 317.27 320 4.96 96.94 98.26 1.41 317.31 320 4.96 96.84 97.99
OBF 0.95 317.69 320 4.99 97.63 97.85 1.30 317.47 320 4.99 96.71 96.71
WT 1.13 317.76 320 4.98 97.42 98.03 1.36 317.54 320 4.98 96.69 97.09
HP 1.06 319.26 320 5.00 97.37 97.52 1.23 316.43 320 4.99 96.78 96.80
SD 1.13 195.93 196 3.04 95.97 96.78 1.43 195.40 196 3.02 96.32 96.32
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.47 315.63 320 4.94 94.64 96.66 3.04 314.55 320 4.92 93.79 95.60
OBF 2.58 316.02 320 4.98 94.69 95.17 3.09 315.21 320 4.97 93.84 93.84
WT 2.49 316.16 320 4.97 94.70 95.78 3.05 315.22 320 4.96 93.74 94.26
HP 2.83 318.09 320 4.98 94.32 94.71 3.04 314.75 320 4.98 93.94 94.02
SD 2.65 195.21 196 3.05 93.67 94.68 2.80 194.75 196 3.03 94.20 94.20
T(2) 2.39 PO 2.27 315.92 320 4.94 95.24 96.98 2.66 315.16 320 4.93 94.45 96.08
OBF 2.31 316.34 320 4.98 95.17 95.74 2.68 315.58 320 4.98 94.50 94.50
WT 2.36 316.39 320 4.97 95.11 96.06 2.75 315.74 320 4.96 94.24 94.76
HP 2.41 318.54 320 4.99 95.01 95.27 2.62 315.37 320 4.99 94.74 94.76
SD 2.59 195.36 196 3.05 94.13 94.96 2.64 195.03 196 3.03 94.45 94.45
T(3) 1.64 PO 0.91 317.90 320 4.97 97.99 98.92 1.37 317.03 320 4.96 97.29 98.26
OBF 0.50 318.12 320 5.00 98.81 99.00 0.97 317.72 320 4.99 97.89 97.89
WT 0.79 318.03 320 4.99 98.45 98.82 1.18 317.68 320 4.98 97.63 97.93
HP 0.65 319.26 320 4.99 98.57 98.84 1.03 316.86 320 4.99 97.88 97.90
SD 0.70 195.87 196 3.03 97.62 98.32 0.95 195.27 196 3.02 97.95 97.95
T(4) 2.39 PO 1.71 316.51 320 4.95 96.48 97.83 1.97 316.25 320 4.95 95.94 97.17
OBF 1.26 317.20 320 4.99 96.81 97.21 1.72 316.50 320 4.98 95.86 95.86
WT 1.43 317.18 320 4.98 96.65 97.41 1.79 316.83 320 4.98 95.86 96.30
HP 1.48 318.85 320 4.99 96.63 96.88 1.85 316.00 320 4.99 95.88 95.88
SD 1.48 195.96 196 3.05 95.67 96.50 1.87 195.57 196 3.03 95.66 95.66
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.77 314.91 320 4.93 94.73 96.39 3.02 314.28 320 4.92 94.01 95.89
OBF 2.60 316.24 320 4.98 94.85 95.14 3.08 315.51 320 4.98 94.24 94.24
WT 2.67 315.99 320 4.97 94.57 95.44 3.01 315.52 320 4.96 94.16 94.67
HP 2.85 318.15 320 4.98 94.35 94.65 2.71 314.84 320 4.99 94.53 94.55
SD 2.58 195.04 196 3.05 94.04 95.11 2.78 194.82 196 3.03 94.63 94.63
T(2) 2.48 PO 2.47 315.42 320 4.94 95.13 96.73 2.59 315.02 320 4.93 94.89 96.47
OBF 2.60 316.24 320 4.98 94.98 95.31 2.58 316.04 320 4.98 95.05 95.05
WT 2.44 316.51 320 4.97 95.13 95.96 2.75 315.92 320 4.96 94.86 95.29
HP 2.50 318.46 320 4.99 95.14 95.28 2.27 315.23 320 4.99 95.25 95.25
SD 2.50 195.19 196 3.05 94.31 95.25 2.51 195.09 196 3.03 95.11 95.11
T(3) 1.47 PO 0.71 318.33 320 4.98 98.63 99.20 0.75 318.28 320 4.98 98.42 99.06
OBF 0.33 318.47 320 5.00 99.27 99.42 0.47 318.17 320 5.00 98.82 98.82
WT 0.50 318.48 320 4.99 99.00 99.32 0.59 318.34 320 4.99 98.65 98.83
HP 0.28 319.73 320 5.00 99.24 99.35 0.49 317.53 320 5.00 98.88 98.89
SD 0.49 196.17 196 3.03 98.35 98.85 0.60 195.54 196 3.02 98.60 98.60
T(4) 2.01 PO 1.66 316.67 320 4.96 96.73 98.04 1.57 316.74 320 4.96 96.54 97.74
OBF 1.11 317.66 320 4.99 97.26 97.53 1.16 317.26 320 4.99 96.64 96.64
WT 1.24 317.70 320 4.99 97.32 97.91 1.31 317.32 320 4.98 96.72 97.12
HP 0.91 319.25 320 4.99 97.54 97.67 1.28 316.31 320 4.99 96.78 96.78
SD 1.19 195.94 196 3.04 96.22 97.00 1.31 195.47 196 3.02 96.51 96.51
Tabelle 3.6: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario II,
Konstellation I)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.46 678.56 688 4.94 95.01 96.79 2.68 677.36 688 4.93 94.60 96.15
OBF 2.40 679.70 688 4.98 95.02 95.53 2.48 679.08 688 4.98 94.99 94.99
WT 2.26 680.46 688 4.97 95.30 96.15 2.54 679.62 688 4.97 94.81 95.31
HP 2.51 684.69 688 4.99 94.98 95.14 2.55 677.01 688 4.99 94.88 94.92
SD 2.50 417.62 420 3.04 93.95 94.92 2.70 416.74 420 3.02 94.60 94.60
T(2) 2.40 PO 2.25 679.66 688 4.95 95.38 97.07 2.37 678.92 688 4.94 95.09 96.55
OBF 2.43 680.28 688 4.98 95.20 95.67 2.49 678.96 688 4.98 95.14 95.14
WT 2.12 680.72 688 4.97 95.50 96.38 2.50 679.51 688 4.97 94.93 95.44
HP 2.41 684.91 688 4.99 95.12 95.29 2.35 677.52 688 4.99 95.29 95.33
SD 2.44 417.82 420 3.04 94.17 95.06 2.53 417.29 420 3.03 94.89 94.89
T(3) 1.58 PO 0.95 683.37 688 4.97 98.09 98.90 1.07 683.30 688 4.97 97.80 98.56
OBF 0.61 683.68 688 5.00 98.62 98.83 0.87 683.47 688 4.99 98.11 98.11
WT 0.72 683.99 688 4.99 98.45 98.84 0.98 683.44 688 4.99 97.93 98.10
HP 0.82 686.39 688 4.99 98.38 98.45 0.87 681.72 688 4.99 98.14 98.15
SD 0.79 418.62 420 3.02 97.50 98.20 0.99 418.34 420 3.02 97.97 97.97
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
T(4) 2.00 PO 1.57 681.53 688 4.96 96.76 97.97 1.71 680.96 688 4.96 96.41 97.56
OBF 1.32 682.24 688 4.99 96.97 97.36 1.48 681.49 688 4.99 96.30 96.30
WT 1.41 682.18 688 4.98 96.96 97.60 1.58 682.06 688 4.98 96.52 96.92
HP 1.43 686.07 688 4.99 96.82 96.93 1.57 679.33 688 4.99 96.27 96.33
SD 1.38 418.45 420 3.03 95.75 96.58 1.54 417.63 420 3.02 96.33 96.33
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.84 677.08 688 4.93 94.84 96.37 3.07 675.77 688 4.92 93.86 95.77
OBF 2.76 679.39 688 4.98 94.52 94.83 2.67 678.02 688 4.98 94.54 94.54
WT 2.65 679.80 688 4.97 94.69 95.56 2.71 678.24 688 4.96 94.53 94.85
HP 2.84 684.32 688 4.99 94.62 94.84 2.83 676.37 688 4.98 94.41 94.43
SD 2.64 417.53 420 3.04 93.85 94.74 2.59 416.94 420 3.02 94.49 94.49
T(2) 2.39 PO 2.70 677.68 688 4.93 95.03 96.54 2.59 677.89 688 4.94 94.96 96.34
OBF 2.52 679.89 688 4.98 94.82 95.15 2.49 678.40 688 4.98 94.84 94.84
WT 2.48 680.28 688 4.97 95.00 95.75 2.52 678.93 688 4.96 94.97 95.28
HP 2.66 684.49 688 4.99 94.86 95.06 2.67 676.76 688 4.99 94.73 94.74
SD 2.50 417.50 420 3.04 94.08 94.92 2.55 417.07 420 3.02 94.74 94.74
T(3) 1.64 PO 1.21 682.68 688 4.97 97.59 98.45 1.64 680.59 688 4.95 96.71 97.85
OBF 1.05 683.02 688 4.99 97.89 98.08 1.15 682.18 688 4.99 97.54 97.54
WT 1.14 683.23 688 4.99 97.81 98.23 1.23 682.55 688 4.98 97.29 97.57
HP 1.16 686.06 688 4.99 97.86 97.96 1.26 680.53 688 4.99 97.37 97.39
SD 1.05 418.68 420 3.03 97.03 97.62 1.29 417.99 420 3.02 97.37 97.37
T(4) 2.39 PO 2.09 679.59 688 4.95 96.04 97.36 1.97 679.57 688 4.95 95.70 97.10
OBF 1.76 681.55 688 4.99 96.29 96.65 1.71 680.30 688 4.99 95.78 95.78
WT 1.70 681.91 688 4.98 96.41 97.06 1.70 680.91 688 4.98 96.03 96.30
HP 1.91 685.12 688 4.99 96.08 96.21 1.90 678.62 688 4.99 95.64 95.65
SD 1.65 418.32 420 3.03 95.41 96.10 1.89 417.93 420 3.02 95.79 95.79
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.60 677.81 688 4.93 94.78 96.63 2.67 677.26 688 4.93 94.69 96.35
OBF 2.59 680.04 688 4.98 94.92 95.40 2.68 678.42 688 4.98 94.74 94.74
WT 2.45 680.26 688 4.97 95.13 96.02 2.82 678.66 688 4.96 94.48 94.94
HP 2.52 684.37 688 4.99 95.02 95.21 2.45 677.22 688 4.99 94.88 94.88
SD 2.61 417.34 420 3.03 94.02 94.90 2.81 417.09 420 3.02 94.68 94.68
T(2) 2.48 PO 2.44 678.58 688 4.94 95.20 96.85 2.47 678.23 688 4.94 94.95 96.57
OBF 2.38 680.12 688 4.98 95.16 95.63 2.62 678.93 688 4.98 94.93 94.93
WT 2.31 680.59 688 4.97 95.42 96.31 2.63 678.91 688 4.96 94.90 95.40
HP 2.34 684.55 688 4.99 95.20 95.40 2.15 677.55 688 4.99 95.46 95.47
SD 2.51 417.45 420 3.03 94.23 95.18 2.74 417.24 420 3.02 94.88 94.88
T(3) 1.47 PO 1.08 683.18 688 4.97 97.89 98.77 1.17 682.60 688 4.97 97.58 98.49
OBF 0.63 683.67 688 5.00 98.63 98.78 0.87 683.13 688 4.99 98.08 98.08
WT 0.79 683.98 688 4.99 98.36 98.77 1.00 683.24 688 4.99 97.94 98.15
HP 0.70 686.78 688 5.00 98.60 98.66 0.88 681.26 688 5.00 98.24 98.25
SD 0.76 418.70 420 3.02 97.63 98.25 1.00 418.33 420 3.01 97.89 97.89
T(4) 2.01 PO 1.70 680.81 688 4.96 96.68 97.93 1.82 680.16 688 4.95 96.29 97.48
OBF 1.42 681.77 688 4.99 96.77 97.16 1.58 681.09 688 4.99 96.16 96.16
WT 1.45 682.17 688 4.98 96.77 97.45 1.74 680.99 688 4.98 96.16 96.65
HP 1.43 685.72 688 4.99 96.84 96.95 1.58 679.65 688 5.00 96.48 96.51
SD 1.56 418.21 420 3.03 95.61 96.55 1.74 418.04 420 3.02 96.11 96.11
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Fu¨r die einzelnen Designs resultieren fu¨r die inverse Normal– sowie fu¨r die inverse χ2–
Methode vergleichbare Ergebnisse, wobei das empirische Niveau bei Verwendung der in-
versen Normalmethode tendenziell geringer als fu¨r die inverse χ2–Methode ausfa¨llt.
Erfolgt die U¨berpru¨fung des Testproblems in dem nicht–sequentiellen Design mit T(1),
wird das vorgegebene Niveau α = 2.5% leicht u¨berschritten, bei Verwendung der Pru¨f-
gro¨ße T(2) ist das empirische Niveau kleiner als α. Das Testverhalten der Pru¨fgro¨ßen mit
Stetigkeitskorrektur, T(3) und T(4), ist sehr konservativ, das resultierende empirische Ni-
veau liegt insbesondere fu¨r T(3) weit unterhalb des fu¨r α festgelegten Werts von 2.5%.
In den adaptiv gruppensequentiellen Designs sowie im Self–Designing zeigt sich, dass so-
wohl ein liberales als auch ein konservatives Testverhalten im Vergleich zu nicht–sequen-
tiellen Designs versta¨rkt wird. Dies wird insbesondere im Fall der beiden konservativen
Pru¨fgro¨ßen T(3) und T(4) deutlich. Bei Verwendung von T(3) ist das empirische Niveau in
den meisten Fa¨llen kleiner als 1% und fu¨r T(4) geringer als 1.5% in Szenario I. In Szenario
II ist eine Erho¨hung dieser Werte aufgrund des gro¨ßeren mittleren Stichprobenumfangs zu
erkennen. Im Fall von T(1) wird das vorgegebene Niveau ha¨ufig u¨berschritten, wobei dies
bei der inversen χ2–Methode sta¨rker ausfa¨llt als bei der inversen Normalmethode. Das fu¨r
die Pru¨fgro¨ße T(2) resultierende empirische Niveau liegt fu¨r beide Szenarien meistens in
der Na¨he des Wertes 2.5%.
Die adaptiv gruppensequentiellen Designs enden im Mittel nach Durchfu¨hrung der vorge-
gebenen maximalen Stufenanzahl K = 5. Fu¨r das Self–Designing werden durchschnittlich
nur drei Sequenzen beno¨tigt. Der mittlere und der mediane Gesamtumfang (ASN, Nmed)
der Studie sind unter der Nullhypothese ungefa¨hr gleich groß. Bei den adaptiv gruppen-
sequentiellen Designs sind ASN und Nmed im Vergleich zu dem Self–Designing wesentlich
gro¨ßer, da bei ersteren im Mittel zwei Sequenzen mehr beobachtet werden. Im Vergleich zu
dem nicht–sequentiellen Design fa¨llt der Gesamtumfang in den flexiblen Designs gro¨ßer
aus, da der vor Studienbeginn angenommene Unterschied D = 0.2 nicht vorliegt. Auf-
grund der Wahl ho¨herer minimaler und maximaler Umfa¨nge in den einzelnen Sequenzen
bei Szenario II, sind die mittleren sowie medianen Fallzahlen gro¨ßer als bei Szenario I.
Die empirische U¨berdeckungswahrscheinlichkeit der Sequenz der Konfidenzintervalle ist
unter H0 im Fall der Teststatistiken T(1) und T(2) in der Na¨he des fu¨r das Konfidenzniveau
vorgegebenen Wertes von 95%, bei Verwendung der Pru¨fgro¨ßen T(3) und T(4) fa¨llt diese
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aufgrund des konservativen Testverhaltens dieser Statistiken wesentlich gro¨ßer aus.
In den Tabellen 3.7 und 3.8 sind die Simulationsergebnisse der Parameterkonstellation I
fu¨r Szenario I und II unter der Alternativhypothese zu sehen.
Tabelle 3.7: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation I)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 44.87 PO 43.72 264.21 320 4.23 95.99 97.91 37.62 269.68 320 4.30 95.28 96.77
OBF 49.56 270.32 320 4.62 97.06 97.52 44.77 271.00 320 4.64 96.20 96.20
WT 48.92 266.96 320 4.41 96.86 97.75 44.14 270.03 320 4.46 95.97 96.38
HP 52.89 285.52 320 4.69 96.73 96.91 44.71 274.93 320 4.82 95.95 95.99
SD 32.26 181.64 196 3.27 93.85 94.94 32.56 180.61 196 3.06 96.16 96.16
T(2) 44.61 PO 42.08 267.00 320 4.27 96.48 98.24 35.78 273.00 320 4.35 95.57 97.07
OBF 48.06 272.30 320 4.64 97.34 97.77 42.68 274.13 320 4.68 96.60 96.60
WT 47.57 269.39 320 4.44 97.01 97.80 41.74 273.55 320 4.51 96.34 96.63
HP 51.57 287.41 320 4.72 97.06 97.18 42.09 277.59 320 4.85 96.49 96.54
SD 31.64 182.82 196 3.27 95.11 95.89 31.15 182.15 196 3.08 96.47 96.47
T(3) 38.32 PO 21.54 292.21 320 4.64 98.81 99.41 18.60 295.15 320 4.67 98.08 98.88
OBF 22.30 295.42 320 4.89 99.52 99.62 21.42 295.14 320 4.88 98.73 98.73
WT 22.98 294.40 320 4.79 99.36 99.66 21.84 295.03 320 4.78 98.78 98.95
HP 25.88 303.64 320 4.89 99.30 99.42 21.74 296.08 320 4.94 98.83 98.85
SD 12.50 191.13 196 3.20 98.73 99.08 15.28 189.12 196 3.09 98.87 98.87
T(4) 41.87 PO 31.89 279.22 320 4.45 97.75 98.87 27.35 283.65 320 4.50 96.74 97.97
OBF 35.08 283.62 320 4.77 98.40 98.64 31.57 284.17 320 4.78 97.52 97.52
WT 35.50 282.56 320 4.63 98.16 98.80 31.83 283.98 320 4.64 97.45 97.77
HP 38.08 295.91 320 4.81 98.28 98.43 32.46 286.85 320 4.89 97.40 97.40
SD 21.46 187.88 196 3.25 96.48 97.21 22.88 186.40 196 3.09 97.55 97.55
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 60.04 241.02 320 3.91 95.73 98.19 52.57 248.43 320 4.00 95.54 97.30
OBF 66.34 249.33 282 4.44 96.65 97.17 59.92 252.63 302 4.53 95.96 95.96
WT 66.17 244.97 278 4.16 96.31 97.58 59.45 250.95 312 4.27 95.62 96.14
HP 69.60 268.60 318 4.51 96.38 96.84 60.27 257.72 292 4.78 95.67 95.74
SD 46.29 175.16 196 3.37 94.07 94.87 45.45 174.42 196 3.09 95.83 95.83
T(2) 59.87 PO 57.96 246.03 320 3.99 95.98 98.36 49.88 254.36 320 4.09 95.74 97.46
OBF 64.86 251.97 284 4.49 96.84 97.30 57.01 256.48 314 4.60 96.47 96.47
WT 64.32 248.37 288 4.21 96.68 97.78 56.86 254.72 318 4.32 96.27 96.81
HP 68.96 272.09 320 4.57 96.54 96.96 57.87 262.35 298 4.85 96.18 96.27
SD 45.36 176.17 196 3.36 95.09 95.72 43.45 176.53 196 3.12 96.24 96.24
3 Flexible Designs in klinischen Studien mit qualitativer Zielvariable 69
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
T(3) 53.20 PO 28.09 285.80 320 4.57 99.05 99.74 23.56 289.87 320 4.61 98.50 99.43
OBF 28.45 289.23 320 4.88 99.60 99.71 26.63 288.95 320 4.88 99.07 99.07
WT 30.74 287.47 320 4.74 99.49 99.80 28.11 289.02 320 4.75 98.95 99.16
HP 33.25 298.03 320 4.87 99.59 99.68 28.31 290.08 320 4.95 99.02 99.05
SD 15.56 191.25 196 3.27 98.99 99.26 19.40 189.29 196 3.15 99.01 99.01
T(4) 57.41 PO 43.79 266.80 320 4.28 97.66 99.10 37.19 272.52 320 4.36 97.22 98.36
OBF 47.27 272.70 320 4.71 98.46 98.81 41.82 273.97 320 4.75 97.83 97.83
WT 48.34 269.48 320 4.51 98.47 99.07 42.22 273.25 320 4.58 97.69 98.02
HP 50.85 284.91 320 4.73 98.27 98.43 42.83 276.71 320 4.89 97.82 97.85
SD 27.17 185.51 196 3.32 97.05 97.56 30.75 183.91 196 3.14 97.63 97.63
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 91.53 170.17 174 2.90 96.03 97.77 87.39 176.34 174 2.97 95.69 97.11
OBF 92.22 183.69 174 3.79 96.38 96.87 90.18 183.18 174 3.78 95.33 95.33
WT 93.49 177.10 174 3.29 97.00 97.94 90.41 181.58 174 3.38 96.24 96.57
HP 94.61 205.16 236 3.62 96.76 96.95 91.22 190.69 190 4.12 94.42 94.50
SD 74.35 149.65 148 3.46 91.40 92.27 76.72 145.86 148 2.92 94.90 94.90
T(2) 89.63 PO 90.83 173.80 174 2.96 96.43 98.08 86.29 180.57 174 3.03 96.00 97.18
OBF 91.75 186.37 174 3.85 96.67 97.16 88.98 188.48 174 3.91 95.74 95.74
WT 92.80 180.14 174 3.35 97.47 98.30 89.58 186.36 174 3.47 96.71 97.00
HP 94.28 209.60 236 3.70 97.57 97.74 89.67 196.87 196 4.28 94.59 94.63
SD 74.60 151.06 152 3.49 93.73 94.31 75.71 148.54 160 2.97 95.77 95.77
T(3) 87.47 PO 78.19 207.29 218 3.48 98.75 99.29 72.94 211.84 236 3.51 98.03 98.63
OBF 75.02 221.72 225 4.37 98.90 99.06 73.69 220.60 234 4.32 97.20 97.20
WT 79.80 213.32 216 3.89 99.23 99.55 76.07 218.44 234 3.97 98.25 98.48
HP 82.29 234.69 242 4.14 99.23 99.31 76.58 225.18 236 4.53 97.06 97.08
SD 50.23 167.42 196 3.47 97.49 97.97 58.24 164.08 196 3.10 97.90 97.90
T(4) 88.99 PO 85.99 187.70 174 3.17 97.42 98.52 80.98 195.73 174 3.27 96.63 97.71
OBF 85.59 201.90 192 4.08 97.65 97.93 82.91 202.02 196 4.07 96.41 96.41
WT 88.18 194.14 174 3.57 98.21 98.69 83.85 199.93 190 3.69 97.26 97.50
HP 89.21 221.49 236 3.90 98.19 98.31 84.53 209.34 216 4.39 95.22 95.26
SD 63.56 159.22 185 3.48 94.83 95.48 68.40 155.52 194 3.01 96.57 96.57
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 98.82 129.37 112 2.30 95.79 98.20 97.63 134.26 112 2.36 95.45 97.30
OBF 97.76 144.37 134 3.43 96.25 96.87 97.38 143.35 124 3.45 95.25 95.25
WT 99.09 137.60 116 2.78 96.66 97.95 98.40 140.46 118 2.87 96.15 96.66
HP 99.28 163.73 174 2.94 96.70 96.91 98.16 152.37 144 3.92 94.20 94.41
SD 88.68 129.08 118 3.58 92.81 93.69 91.02 124.36 112 2.84 94.84 94.84
T(2) 98.31 PO 98.65 131.64 112 2.34 96.25 98.41 97.25 139.30 112 2.45 96.29 97.86
OBF 97.24 147.14 136 3.54 96.68 97.24 96.80 148.74 132 3.61 95.56 95.56
WT 98.96 140.11 130 2.83 96.98 98.17 97.94 144.32 126 2.96 96.79 97.18
HP 99.41 169.57 174 3.06 97.08 97.32 97.86 158.55 150 4.09 95.16 95.33
SD 89.23 130.72 118 3.62 94.70 95.39 90.56 128.26 112 2.96 95.48 95.48
T(3) 97.56 PO 93.14 167.20 164 2.93 98.83 99.54 89.57 177.85 174 3.07 98.46 99.19
OBF 81.33 195.19 190 4.29 99.25 99.42 83.17 188.88 176 4.23 98.17 98.17
WT 90.91 180.25 174 3.59 99.36 99.68 88.63 184.45 174 3.65 98.94 99.11
HP 89.72 202.47 222 3.72 99.43 99.53 88.37 195.51 192 4.47 98.01 98.05
SD 57.63 157.99 166 3.61 98.59 99.03 71.15 151.72 168 3.16 98.64 98.64
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
T(4) 97.91 PO 96.99 146.03 112 2.57 97.48 99.02 94.71 154.88 112 2.69 97.27 98.40
OBF 93.03 168.96 162 3.87 97.83 98.15 91.70 166.27 158 3.86 96.77 96.77
WT 96.88 157.46 148 3.19 98.19 98.84 94.74 161.84 154 3.31 97.54 97.85
HP 95.99 182.84 174 3.32 98.45 98.67 94.76 173.57 170 4.23 96.25 96.34
SD 72.96 145.35 136 3.63 96.20 96.78 80.58 139.04 126 3.03 97.01 97.01
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 99.91 100.18 106 1.85 96.63 98.01 99.73 100.14 102 1.82 96.58 97.67
OBF 99.31 112.75 110 3.00 95.25 95.66 99.52 107.81 102 2.79 93.30 93.30
WT 99.90 106.39 98 2.30 97.83 98.46 99.78 105.40 98 2.29 97.00 97.17
HP 99.94 124.60 112 2.26 97.95 98.08 99.82 112.41 106 2.99 92.42 92.48
SD 93.38 107.97 106 3.43 89.08 89.83 96.67 101.13 94 2.53 93.59 93.59
T(2) 99.85 PO 99.90 101.43 108 1.87 96.82 98.05 99.70 103.83 112 1.90 97.00 97.69
OBF 99.17 114.81 112 3.08 96.56 97.04 99.09 111.91 110 2.97 93.68 93.68
WT 99.85 108.64 104 2.35 98.18 98.80 99.67 108.24 106 2.37 97.35 97.52
HP 99.96 128.72 112 2.35 98.15 98.29 99.72 118.23 112 3.31 93.30 93.37
SD 94.10 109.87 110 3.49 91.61 92.18 96.86 103.40 102 2.62 95.15 95.15
T(3) 99.69 PO 99.45 117.80 112 2.18 98.77 99.19 98.93 118.81 112 2.14 98.33 98.85
OBF 93.02 141.53 132 3.69 98.97 99.07 94.77 133.42 118 3.44 98.77 98.77
WT 98.49 127.39 112 2.79 99.00 99.21 97.83 129.74 112 2.88 98.59 98.68
HP 98.94 146.62 150 2.72 99.34 99.39 97.68 137.88 132 3.59 98.76 98.82
SD 78.87 126.75 118 3.56 96.76 97.43 88.27 118.53 112 2.85 97.32 97.32
T(4) 99.85 PO 99.79 107.03 112 1.96 97.36 98.30 99.57 111.15 112 2.02 97.39 97.89
OBF 97.50 124.75 113 3.32 96.28 96.60 98.00 120.40 112 3.13 94.00 94.00
WT 99.62 114.83 112 2.47 98.57 99.03 99.02 116.90 112 2.60 97.27 97.40
HP 99.65 136.49 112 2.51 98.58 98.69 99.21 125.74 112 3.43 92.68 92.77
SD 87.40 116.73 118 3.49 92.79 93.63 93.84 109.50 112 2.69 95.16 95.16
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 100.00 79.25 50 1.50 97.14 98.56 100.00 79.54 50 1.51 96.73 97.69
OBF 99.73 91.91 82 2.74 95.57 95.99 99.84 86.06 70 2.53 93.90 93.90
WT 99.98 86.11 76 1.98 97.77 98.48 99.99 83.08 66 1.94 96.57 96.94
HP 100.00 99.82 108 1.85 99.05 99.43 99.94 89.45 78 2.76 92.51 92.73
SD 95.41 92.12 84 3.38 88.94 89.98 98.64 83.46 70 2.38 93.52 93.52
T(2) 99.99 PO 100.00 80.04 50 1.52 97.34 98.66 100.00 81.23 50 1.54 96.95 97.80
OBF 99.62 93.84 84 2.89 97.15 97.50 99.60 89.61 78 2.71 94.67 94.67
WT 99.96 87.11 78 2.00 98.20 98.87 99.91 85.49 72 2.05 96.91 97.13
HP 100.00 102.80 112 1.92 99.11 99.41 99.91 94.42 88 2.97 94.64 94.86
SD 95.93 93.08 84 3.45 92.40 93.20 98.45 85.79 74 2.52 95.21 95.21
T(3) 99.97 PO 99.96 92.12 88 1.77 98.67 99.46 99.91 95.07 86 1.81 98.43 99.04
OBF 91.40 124.08 116 3.70 99.46 99.51 94.50 110.91 106 3.33 99.24 99.24
WT 98.82 105.05 102 2.52 99.34 99.68 98.47 104.91 104 2.54 98.83 98.96
HP 99.57 119.47 112 2.28 99.50 99.64 97.99 115.11 112 3.48 99.18 99.22
SD 74.81 114.94 114 3.61 97.35 98.08 89.33 102.60 100 2.81 97.64 97.64
T(4) 99.99 PO 100.00 84.92 50 1.62 98.02 99.15 99.97 86.43 50 1.64 97.59 98.28
OBF 98.37 105.24 98 3.17 97.17 97.47 98.26 97.67 90 2.90 95.38 95.38
WT 99.80 93.79 86 2.22 98.60 99.10 99.60 93.16 84 2.27 97.53 97.69
HP 99.91 109.11 112 2.05 98.98 99.17 99.43 101.91 94 3.15 94.39 94.49
SD 85.05 102.85 96 3.51 94.03 94.76 92.90 92.65 84 2.62 95.17 95.17
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Tabelle 3.8: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario II, Konstellation I)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 44.87 PO 76.71 455.64 510 3.49 96.39 98.29 69.67 474.48 510 3.61 96.11 97.65
OBF 81.08 475.21 492 4.17 97.36 97.71 75.93 480.44 510 4.26 96.77 96.77
WT 81.36 464.83 482 3.80 97.10 97.90 75.56 479.83 510 3.93 96.72 97.01
HP 83.82 523.44 520 4.19 97.13 97.34 76.91 492.37 516 4.57 96.42 96.46
SD 58.11 354.57 420 3.37 94.18 94.95 59.05 350.96 420 3.05 96.13 96.13
T(2) 44.61 PO 76.05 461.37 510 3.54 96.55 98.36 68.69 479.77 510 3.65 96.29 97.71
OBF 80.33 478.92 500 4.20 97.56 97.89 74.85 486.23 510 4.31 96.87 96.87
WT 80.92 468.55 490 3.83 97.18 98.03 74.48 483.84 510 3.96 96.87 97.16
HP 83.64 526.74 522 4.21 97.24 97.45 76.22 497.28 516 4.61 96.69 96.72
SD 57.95 354.95 420 3.38 94.99 95.62 58.34 352.62 420 3.08 96.63 96.63
T(3) 38.32 PO 60.76 517.89 664 3.93 98.39 99.24 53.90 533.08 688 4.01 97.98 98.76
OBF 62.01 537.77 579 4.56 99.23 99.39 57.15 538.62 616 4.59 98.42 98.42
WT 64.76 525.33 584 4.24 99.15 99.51 59.22 538.38 640 4.32 98.53 98.79
HP 66.91 567.91 624 4.50 99.04 99.13 59.74 546.68 610 4.77 98.22 98.24
SD 37.34 378.64 420 3.33 98.11 98.61 41.50 374.79 420 3.13 98.48 98.48
T(4) 41.87 PO 69.17 488.62 510 3.73 97.64 98.93 62.10 504.83 660 3.82 96.96 98.17
OBF 72.52 507.14 510 4.37 98.26 98.58 66.94 512.27 538 4.45 97.52 97.52
WT 73.77 495.31 510 4.02 98.13 98.67 67.77 510.03 536 4.13 97.54 97.88
HP 75.28 547.40 560 4.36 98.11 98.21 69.09 520.80 534 4.68 97.19 97.21
SD 46.87 367.58 420 3.36 96.11 96.72 50.49 363.72 420 3.10 97.33 97.33
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 91.84 367.66 376 2.90 96.12 98.33 86.99 387.85 376 3.03 96.26 97.90
OBF 92.63 396.83 376 3.86 97.05 97.48 89.86 399.12 376 3.93 96.84 96.84
WT 93.71 382.78 376 3.33 96.90 97.90 90.71 394.97 376 3.45 96.82 97.32
HP 94.80 448.57 510 3.69 96.74 97.00 90.68 416.18 412 4.37 96.57 96.70
SD 74.87 322.18 328 3.52 94.72 95.47 76.45 318.76 356 3.02 96.27 96.27
T(2) 59.87 PO 91.52 373.88 376 2.96 96.32 98.35 86.56 391.75 376 3.06 96.27 97.96
OBF 92.18 399.74 376 3.89 97.16 97.61 89.10 405.66 376 4.02 97.07 97.07
WT 93.39 386.78 376 3.37 97.15 98.04 90.18 400.05 376 3.50 97.06 97.45
HP 94.91 451.15 510 3.72 96.90 97.19 90.05 424.34 422 4.43 96.93 97.06
SD 75.82 323.74 334 3.54 95.51 96.21 75.92 321.40 366 3.08 96.74 96.74
T(3) 53.20 PO 79.90 445.94 468 3.48 98.67 99.47 72.95 465.40 510 3.58 98.26 99.15
OBF 73.52 482.49 488 4.43 99.37 99.53 71.35 481.92 506 4.47 98.98 98.98
WT 80.30 461.33 468 3.94 99.22 99.57 76.06 476.10 510 4.04 98.90 99.09
HP 79.65 511.86 516 4.21 99.31 99.48 76.11 492.81 516 4.67 98.65 98.69
SD 47.66 362.86 412 3.44 98.58 98.92 55.79 354.59 420 3.17 98.56 98.56
T(4) 57.41 PO 86.69 406.44 376 3.20 97.59 98.95 81.24 426.10 376 3.31 97.41 98.62
OBF 85.10 438.89 422 4.14 98.16 98.51 81.01 443.43 436 4.25 97.97 97.97
WT 88.64 419.86 376 3.62 98.26 98.82 84.70 434.28 416 3.75 97.99 98.35
HP 87.75 479.67 510 3.95 98.29 98.52 84.45 455.46 470 4.54 97.59 97.64
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 60.14 344.96 384 3.47 96.93 97.42 65.49 338.39 404 3.13 97.60 97.60
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 99.84 221.49 226 1.89 96.90 98.48 99.63 222.33 218 1.87 96.53 97.52
OBF 98.79 250.52 242 3.12 97.33 97.66 98.78 240.26 236 2.99 95.82 95.82
WT 99.86 235.75 230 2.36 98.37 98.94 99.67 236.10 236 2.43 97.91 98.11
HP 99.82 280.87 242 2.37 97.88 98.05 99.66 251.70 240 3.29 94.81 94.95
SD 92.84 237.47 232 3.70 90.37 91.03 96.00 224.35 220 2.75 95.09 95.09
T(2) 89.63 PO 99.80 223.30 228 1.90 96.86 98.39 99.62 226.70 230 1.91 96.84 97.77
OBF 98.83 252.54 242 3.16 97.66 97.98 98.61 243.58 240 3.08 96.20 96.20
WT 99.79 238.21 236 2.40 98.40 98.98 99.59 238.19 240 2.46 98.15 98.34
HP 99.84 285.30 242 2.41 97.99 98.16 99.63 256.68 242 3.40 95.19 95.29
SD 93.76 239.07 234 3.75 93.13 93.64 96.53 228.04 228 2.84 95.31 95.31
T(3) 87.47 PO 99.49 247.17 242 2.11 98.38 99.10 98.96 252.64 242 2.12 98.18 98.63
OBF 94.03 295.05 274 3.65 98.85 99.05 94.39 282.16 246 3.54 96.73 96.73
WT 98.93 267.16 242 2.71 99.07 99.47 98.17 272.32 242 2.82 98.74 98.82
HP 98.64 312.91 302 2.68 98.92 99.02 98.09 294.70 276 3.71 96.98 97.05
SD 78.77 272.31 248 3.80 96.87 97.38 88.21 254.49 242 3.02 97.54 97.54
T(4) 88.99 PO 99.73 231.94 242 1.97 97.56 98.63 99.43 240.19 242 2.02 97.37 98.25
OBF 97.02 270.41 250 3.37 97.71 97.99 97.44 259.82 242 3.27 96.38 96.38
WT 99.59 250.64 242 2.54 98.46 98.94 99.11 252.19 242 2.61 98.29 98.47
HP 99.29 297.42 242 2.53 98.35 98.47 99.10 272.13 242 3.56 95.15 95.24
SD 86.19 254.33 248 3.77 93.75 94.31 92.68 239.44 242 2.90 96.36 96.36
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 100.00 163.10 108 1.44 96.94 98.36 100.00 163.91 108 1.44 96.88 97.94
OBF 99.34 190.96 168 2.82 97.17 97.66 99.50 176.54 142 2.57 96.77 96.77
WT 99.99 179.23 156 1.94 98.30 98.98 99.96 172.71 136 1.91 97.74 97.98
HP 100.00 209.48 214 1.83 99.19 99.58 99.89 183.35 154 2.77 96.40 96.52
SD 95.38 189.47 170 3.76 92.22 92.92 98.25 172.46 142 2.58 95.80 95.80
T(2) 98.31 PO 100.00 166.19 108 1.48 96.97 98.46 100.00 165.86 108 1.46 97.12 98.13
OBF 99.11 192.65 172 2.91 97.51 97.94 99.34 179.01 148 2.70 97.21 97.21
WT 100.00 180.69 160 1.97 98.40 99.01 99.91 174.38 138 1.94 98.13 98.28
HP 100.00 210.35 214 1.84 99.20 99.55 99.90 188.29 164 2.89 97.21 97.39
SD 96.53 189.86 172 3.85 94.57 95.23 98.61 174.67 148 2.67 96.53 96.53
T(3) 97.56 PO 99.99 182.43 108 1.64 98.39 99.37 99.96 183.33 108 1.62 98.42 99.10
OBF 92.29 244.45 234 3.62 99.26 99.38 93.34 215.51 202 3.34 98.36 98.36
WT 99.40 204.61 186 2.34 99.34 99.71 98.94 202.83 186 2.38 99.27 99.37
HP 99.73 234.28 242 2.07 99.49 99.61 98.88 220.98 210 3.29 98.88 98.95
SD 73.14 239.41 238 3.99 98.13 98.62 87.22 205.88 196 3.02 98.31 98.31
T(4) 97.91 PO 100.00 172.99 108 1.54 97.59 98.92 99.99 173.25 108 1.53 97.64 98.56
OBF 97.38 213.17 196 3.19 97.93 98.20 97.49 194.67 172 2.96 97.54 97.54
WT 99.89 189.79 168 2.11 98.81 99.30 99.63 186.34 156 2.14 98.54 98.69
HP 99.92 221.06 230 1.94 99.29 99.52 99.59 201.80 182 3.04 97.46 97.57
SD 82.11 212.53 200 3.92 95.76 96.35 92.57 188.71 170 2.82 96.98 96.98
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 100.00 135.90 108 1.24 97.76 98.67 100.00 131.69 108 1.19 97.30 98.07
OBF 99.77 153.26 134 2.40 96.46 96.67 99.86 139.67 114 1.97 95.07 95.07
WT 100.00 143.68 108 1.55 99.02 99.27 99.98 138.19 108 1.51 98.26 98.36
HP 100.00 161.23 108 1.45 99.43 99.66 99.97 140.92 108 2.01 95.34 95.45
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 94.92 156.87 138 3.49 87.12 87.93 99.08 140.45 114 2.14 93.18 93.18
T(2) 99.85 PO 100.00 136.32 108 1.24 97.83 98.74 100.00 134.68 108 1.22 97.36 98.06
OBF 99.67 154.48 136 2.51 98.36 98.49 99.83 141.41 114 2.07 95.25 95.25
WT 100.00 145.52 108 1.62 99.04 99.27 99.97 138.59 108 1.52 98.76 98.80
HP 100.00 163.80 108 1.48 99.46 99.68 99.98 144.32 108 2.15 96.43 96.57
SD 96.30 157.84 140 3.59 90.84 91.49 99.48 141.91 114 2.24 95.45 95.45
T(3) 99.69 PO 100.00 143.16 108 1.32 98.71 99.13 100.00 138.87 108 1.25 98.29 98.72
OBF 96.88 178.45 160 3.05 99.12 99.30 98.28 155.70 126 2.48 99.07 99.07
WT 99.98 152.76 130 1.73 99.50 99.64 99.82 149.92 108 1.76 99.04 99.07
HP 100.00 171.26 108 1.56 99.60 99.75 99.79 157.41 108 2.35 99.42 99.46
SD 83.43 181.44 164 3.79 95.80 96.54 93.93 153.90 120 2.47 97.00 97.00
T(4) 99.85 PO 100.00 137.20 108 1.25 98.04 98.84 100.00 137.72 108 1.25 98.04 98.67
OBF 99.16 162.88 144 2.70 97.48 97.64 99.50 146.81 118 2.23 94.90 94.90
WT 100.00 148.79 128 1.68 99.18 99.44 99.93 143.40 108 1.66 98.46 98.52
HP 100.00 166.69 108 1.51 99.48 99.68 99.93 148.96 108 2.19 96.00 96.09
SD 90.06 167.99 150 3.65 90.71 91.96 97.27 146.61 114 2.30 94.86 94.86
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 100.00 116.77 108 1.07 97.88 98.50 100.00 116.13 108 1.07 97.67 98.21
OBF 99.88 130.67 120 2.12 96.10 96.64 99.97 120.26 108 1.57 96.75 96.75
WT 100.00 123.02 108 1.30 99.13 99.42 100.00 118.38 108 1.23 98.78 98.84
HP 100.00 131.43 108 1.21 99.48 99.74 99.99 120.30 108 1.51 97.16 97.36
SD 96.17 136.78 126 3.25 87.40 88.73 99.42 121.59 114 1.78 93.31 93.31
T(2) 99.99 PO 100.00 117.72 108 1.09 98.02 98.52 100.00 116.61 108 1.07 97.84 98.35
OBF 99.84 131.55 120 2.24 98.46 98.68 99.96 121.59 108 1.65 97.38 97.38
WT 100.00 123.33 108 1.30 99.19 99.46 100.00 118.72 108 1.23 98.99 99.10
HP 100.00 131.61 108 1.21 99.51 99.74 100.00 121.78 108 1.58 98.13 98.25
SD 96.84 137.11 126 3.34 92.74 93.41 99.56 122.25 114 1.83 97.03 97.03
T(3) 99.97 PO 100.00 120.79 108 1.12 98.96 99.40 100.00 120.00 108 1.11 98.75 99.11
OBF 96.62 158.02 140 2.96 99.60 99.69 98.46 131.48 108 2.06 99.57 99.57
WT 100.00 129.54 108 1.46 99.64 99.84 99.94 125.58 108 1.41 99.50 99.60
HP 100.00 137.97 108 1.29 99.78 99.94 99.90 130.38 108 1.81 99.62 99.74
SD 77.52 164.17 146 3.65 97.58 98.33 92.37 131.68 114 2.12 98.09 98.09
T(4) 99.99 PO 100.00 118.69 108 1.10 98.43 98.88 100.00 118.00 108 1.09 98.27 98.70
OBF 99.47 140.59 126 2.45 98.57 98.76 99.59 124.88 108 1.78 97.15 97.15
WT 100.00 126.56 108 1.37 99.23 99.53 99.99 121.51 108 1.32 98.99 99.06
HP 100.00 134.73 108 1.25 99.63 99.82 99.97 125.15 108 1.68 97.88 97.98
SD 84.11 146.93 132 3.43 93.47 94.69 96.47 125.78 114 1.92 96.71 96.71
Wie bereits unter der Nullhypothese beobachtet werden konnte, resultieren auch unter
der Alternativen vergleichbare Ergebnisse fu¨r die inverse Normal– sowie fu¨r die inverse
χ2–Methode bei den einzelnen Designs. Die Beschreibung der Resultate der Simulationen
erfolgt zuna¨chst fu¨r Szenario I.
Ist die tatsa¨chlich vorliegende Risikodifferenz mit D = 0.1 geringer als vermutet und sind
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die Ereigniswahrscheinlichkeiten kleiner (Fall 2a) bzw. gro¨ßer (Fall 2b) als vor Studien-
beginn angenommen, ist der Umfang nfest = 248 nicht ausreichend um diesen Unterschied
mit der gewu¨nschten Power von 90% zu entdecken. Im nicht–sequentiellen Design liegt
die mit dieser Fallzahl resultierende empirische Power in beiden Fa¨llen unterhalb des vor-
gegebenen Werts von 90%. Bei den flexiblen Designs gilt dies fu¨r Fall 2a sowie einige
Konstellationen von Fall 2b, da durch die Beschra¨nkungen der sequentiellen Fallzahlen
der mittlere sowie mediane Gesamtumfang der Untersuchung zu gering ausfallen. Durch
die Wahl gro¨ßerer maximaler Umfa¨nge in den einzelnen Sequenzen kann die empirische
Power erho¨ht werden. Diese ist in Konstellation II und Fall 2b bei Verwendung der Pru¨f-
gro¨ßen T(1) und T(2) ungefa¨hr 90%. Hierbei ist der ASN geringer als der fu¨r diesen Fall
in einem nicht–sequentiellen Design resultierende Umfang nfest = 532. Werden die bei-
den Teststatistiken mit Stetigkeitskorrektur T(3) und T(4) verwendet, ist die empirische
Power wesentlich kleiner bei gro¨ßerem mittleren sowie medianen Stichprobenumfang. Fu¨r
das Haybittle/Peto–Design ist der ASN im Vergleich zu den anderen adaptiv gruppen-
sequentiellen Designs relativ hoch bei nur geringfu¨gig gro¨ßerer empirischer Power. Insge-
samt resultiert fu¨r die adaptiv gruppensequentiellen Designs mit inverser Normalmethode
in fast allen betrachteten Parameterkonstellationen eine ho¨here empirische Power als bei
der inversen χ2–Methode bei ha¨ufig geringerem ASN. In den Szenarien mit βg = 0.8
und bei Verwendung der Pru¨fgro¨ßen T(3) und T(4) ist die empirische Power fu¨r die inverse
χ2–Methode gro¨ßer als fu¨r die inverse Normalmethode mit Ausnahme des Haybittle/Peto–
Designs. Fu¨r das Self–Designing resultiert ha¨ufig eine kleinere empirische Power bei ge-
ringerem ASN als fu¨r die adaptiv gruppensequentiellen Designs. Die Ergebnisse fu¨r das
Self–Designing sind fu¨r beide Kombinationsmethoden a¨hnlich, die mittlere Stufenanzahl
ist fu¨r die inverse Normalmethode tendenziell etwas gro¨ßer.
Sind die vor Studienbeginn getroffenen Annahmen fu¨r die Ereigniswahrscheinlichkeiten
richtig (Fall 2c), ist die empirische Power in den adaptiv gruppensequentiellen Designs
gro¨ßer als 90% bei Verwendung der Teststatistiken T(1) und T(2). Hierbei fa¨llt der durch-
schnittliche Stichprobenumfang geringer aus als in einem nicht–sequentiellen Design, in
welchem die gewu¨nschte Power von 90% anna¨hernd erreicht wird. Die Verwendung der
Pru¨fgro¨ßen T(3) und T(4) fu¨hrt in allen Designs zu einem Powerverlust bei gleichzeitiger
Zunahme des mittleren sowie des medianen Umfangs der Studie. Im Self–Designing ist
bei beiden Kombinationsmethoden die empirische Power kleiner als in den u¨brigen flex-
iblen Designs, wobei dies in den geringeren mittleren Stichprobenumfa¨ngen begru¨ndet ist.
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Insgesamt fallen ASN und Nmed kleiner aus als die in einem nicht–sequentiellen Design
verwendete Fallzahl nfest = 248.
Falls die Annahme fu¨r die Gro¨ße der Risikodifferenz richtig ist, die Werte fu¨r die Ereignis-
wahrscheinlichkeiten mit p1 = 0.3 und p2 = 0.1 jedoch geringer ausfallen (Fall 2d), fu¨hrt
die Berechnung der Fallzahl mit fD(α, β)bin(1) zu dem Umfang nfest = 164. Bei Verwen-
dung von nfest = 248 in dem nicht–sequentiellen Design ist die empirische Power gro¨ßer
als der vorgegebene Wert von 90%. Dies trifft auch in den flexiblen Designs zu, wobei hier
der mittlere und mediane Umfang bei Verwendung der Teststatistiken T(1) und T(2) in den
meisten Fa¨llen geringer als nfest = 164 sind. Erfolgt die U¨berpru¨fung des Testproblems
mit den Pru¨fgro¨ßen T(3) und T(4), kommt es zu einer Erho¨hung des medianen und mittle-
ren Umfangs der Studie, welcher insbesondere fu¨r T(3) in der Regel gro¨ßer als nfest = 164
ist.
Ist die Risikodifferenz mit D = 0.3 gro¨ßer als vermutet und sind die Ereigniswahrschein-
lichkeiten kleiner (Fall 2e) bzw. gro¨ßer (Fall 2f) als vor Studienbeginn angenommen, re-
sultiert in einem nicht–sequentiellen Design mit nfest = 248 eine empirische Power, welche
den vorgegebenen Wert von 90% u¨berschreitet. In den flexiblen Designs ist diese bei Ver-
wendung der Teststatistiken T(1) und T(2) in den meisten betrachteten Konstellationen
gro¨ßer als der vorgegebene Wert von 90%. Kommen die Pru¨fgro¨ßen T(3) und T(4) zur An-
wendung, verringert sich die empirische Power bei gleichzeitiger Zunahme des mittlerem
sowie medianen Stichprobenumfangs. Das Self–Designing unterscheidet sich fu¨r die beiden
Kombinationsmethoden insbesondere in der mittleren Anzahl durchgefu¨hrter Stufen. Da
bei Kombination der Ergebnisse mit der inversen Normalmethode eine U¨berpru¨fung des
Testproblems erst nach Vergabe des globalen Gewichts erfolgen kann, werden meist mehr
Sequenzen beno¨tigt als bei Verwendung der inversen χ2–Methode.
Die fu¨r Szenario I beschriebenen Beobachtungen werden durch die Ergebnisse von Szena-
rio II besta¨tigt. In den Fa¨llen, in denen die Risikodifferenz gro¨ßer ist als vor Studienbeginn
angenommen, wird der Unterschied des Self–Designings mit inverser Normalmethode ge-
genu¨ber den anderen Designs verdeutlicht. Bei diesem kann das Testen der Nullhypothese
erst erfolgen, wenn das globale Gewicht verbraucht ist. Somit werden im Mittel mehr
Sequenzen als bei den anderen flexiblen Testverfahren beno¨tigt, bei welchen bei Vorliegen
eines großen Behandlungsunterschieds die Untersuchung vorzeitig beendet werden kann.
3 Flexible Designs in klinischen Studien mit qualitativer Zielvariable 76
Da in Szenario II der Stichprobenumfang der ersten Stufe sowie die minimale und ma-
ximale Fallzahl der einzelnen Sequenzen relativ groß gewa¨hlt wurden, fallen der mittlere
und mediane Umfang in den flexiblen Designs teilweise recht hoch aus im Vergleich zu der
in einem nicht–sequentiellen Design beno¨tigten Fallzahl. Dies ist insbesondere der Fall,
wenn die tatsa¨chlich vorliegende Risikodifferenz wesentlich gro¨ßer ist als vor Studienbe-
ginn vermutet wurde.
Aufgrund der Mo¨glichkeit des vorzeitigen Abbruchs der Studie sind sowohl die Sequenz
der Konfidenzintervalle als auch das finale Intervall konservativ (vgl. Kapitel 2.5.1) und in
den meisten betrachteten Konstellationen ist die resultierende empirische U¨berdeckungs-
wahrscheinlichkeit wesentlich gro¨ßer als der fu¨r das Konfidenzniveau festgelegte Wert
von 95%. Bei dem Self–Designing mit inverser Normalmethode ist die empirische U¨ber-
deckungswahrscheinlichkeit der Sequenz der Konfidenzintervalle teilweise deutlich geringer
als 95%, da das Konfidenzniveau in diesem Fall nicht kontrolliert wird.
Allgemein zeigt sich, dass die empirische Power fu¨r die Teststatistiken mit Stetigkeits-
korrektur T(3) und T(4) deutlich kleiner ist als fu¨r die Pru¨fgro¨ßen T(1) und T(2). Unter
Beru¨cksichtigung der Ergebnisse unter der Nullhypothese wird von der Verwendung von
T(3) und T(4) in einem flexiblen Design abgeraten und der Gebrauch von T(2) empfoh-
len. Gro¨ßere Werte des Parameters βg fu¨hren im Allgemeinen zu einen ho¨heren mitt-
leren Stufenanzahl, wobei die empirische Power und der mittlere sowie mediane Um-
fang geringer ausfallen. Das Haybittle/Peto–Design unterscheidet sich zwischen beiden
Kombinationsmethoden. Die empirische Power ist bei Verwendung der inversen Normal-
methode in den Fa¨llen 2a und 2b meist deutlich gro¨ßer als bei den anderen adaptiv
gruppensequentiellen Designs. Fu¨r die inverse χ2–Methode bewegt sich diese fu¨r das
Haybittle/Peto–Design in der gleichen Gro¨ßenordnung wie fu¨r die anderen flexiblen Ver-
fahren. Jedoch ist bei diesem bei beiden Kombinationsmethoden der mittlere sowie me-
diane Umfang der Studie erho¨ht. Aufgrund dessen wird die Verwendung dieses Designs
nicht unbedingt empfohlen. Das mittlere Verhalten der anderen adaptiv gruppensequen-
tiellen Designs liegt sehr nah beieinander. Das Self–Designing bietet den Vorteil, dass
unter der Nullhypothese im Mittel weniger Sequenzen beno¨tigt werden als in den ad-
aptiv gruppensequentiellen Designs. Unter der Alternativhypothese resultieren bei einer
U¨berscha¨tzung der Risikodifferenz vor Studienbeginn vergleichsweise kleine Werte fu¨r die
empirische Power, was in geringeren mittleren und medianen Fallzahlen begru¨ndet ist.
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Durch Zulassen gro¨ßerer maximaler Umfa¨nge in den einzelnen Sequenzen kann die empi-
rische Power erho¨ht werden.
3.2 Ordinale Zielvariable
Bei bina¨ren Zielvariablen sind nur zwei Auspra¨gungen mo¨glich, jedoch sind ha¨ufig mehr
als zwei Werte von Interesse. Beispielsweise soll die Beurteilung der Wirkung eines Medi-
kaments in den Kategorien sehr gut, gut, mittel, schlecht, sehr schlecht erfolgen.
In einer sequentiell durchgefu¨hrten klinischen Studie mit nj = n1j + n2j Patienten in
Stufe j, j = 1, ..., k, sei Y˜Ji,j die ordinale Zielgro¨ße des Patienten i, i = 1, ..., nJj, der
Behandlungsgruppe J , J = 1, 2. Diese Variable kann Auspra¨gungen in l, l = 1, ...,m,
Responsekategorien annehmen, d.h. Y˜Ji,j = l. Hierbei stellt die erste die beste Kategorie
dar. Sei pJl = P (Y˜Ji,j = l) die Wahrscheinlichkeit, dass Patient i, i = 1, ..., nJj, der
Gruppe J , J = 1, 2, in Stufe j, j = 1, ..., k, eine Auspra¨gung in Kategorie l, l = 1, ...,m,
besitzt, welche als identisch u¨ber die einzelnen Sequenzen hinweg angenommen wird. Es
gilt
∑m
l=1 pJl = 1 fu¨r J = 1, 2. Um zu u¨berpru¨fen, wie viele der Patienten der Gruppe J in
Stufe j Auspra¨gungen in den einzelnen Kategorien besitzen, werden die Zufallsvariablen
YJl,j =
∑nJj
i=1 I{Y˜Ji,j=l} betrachtet, wobei I die Indikatorfunktion ist. Die Realisationen
dieser Variablen sind die Ha¨ufigkeiten nJl,j, welche gema¨ß Tabelle 3.9 in einer (2 ×m)–
Kontingenztafel festgehalten werden ko¨nnen (vgl. Hartung et al. (1999)).
Tabelle 3.9: (2×m)–Kontingenztafel der beobachteten absoluten Ha¨ufigkeiten
des Auftretens der Kategorien l, l = 1, ...,m, pro Gruppe J , J = 1, 2, in Stufe
j, j = 1, ..., k, einer klinischen Studie mit ordinaler Zielvariable
Kategorie
Gruppe 1 · · · m Umfang
1 n11,j · · · n1m,j n1j
2 n21,j · · · n2m,j n2j
Die Verteilung der Zufallsvariablen (YJ1,j, . . . , YJm,j) der Gruppe J , J = 1, 2, in Stufe j,
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j = 1, ..., k, ist die Multinomialverteilung mit den Parametern nJj, pJ1, . . . , pJm, d.h.
(YJ1,j, . . . , YJm,j) ∼ M(nJj, pJ1, . . . , pJm) (3.27)
(vgl. Hartung et al. (1999)). Fu¨r die einzelnen Zufallsvariablen gilt YJl,j ∼ B(nJj, pJl),
wobei B(nJj, pJl) die Binomialverteilung mit Parametern nJj und pJl bezeichnet. Es sind
E(YJl,j) = nJjpJl und V ar(YJl,j) = nJjpJl(1− pJl), J = 1, 2, l = 1, ...,m, j = 1, ..., k. Die
unbekannten Wahrscheinlichkeiten pJl ko¨nnen in Gruppe J = 1, 2 durch
pˆJl,j = YJl,j/nJj, l = 1, ...,m, (3.28)
erwartungstreu gescha¨tzt werden, da E(YJl,j/nJj) = nJjpJl/nJj = pJl ist. Die Varianz
von pˆJl,j ist
V ar(pˆJl,j) = V ar(YJl,j/nJj) = V ar(YJl,j)/n
2
Jj = pJl (1− pJl)/nJj. (3.29)
Im Folgenden wird die verallgemeinerte Risikodifferenz vorgestellt. In diesem Zusammen-
hang wird der Parameter θ aus Kapitel 2 mit DG bezeichnet.
3.2.1 Die verallgemeinerte Risikodifferenz
Die in Kapitel 3.1.1 vorgestellte Risikodifferenz zur Messung des Behandlungsunterschieds
bei Betrachtung einer bina¨ren Zielgro¨ße kann fu¨r den Fall einer (2×m)–Kontingenztafel
verallgemeinert werden (vgl. Edwardes und Baltzan (2000)). Die Wahrscheinlichkeit, dass
Gruppe 1 ha¨ufiger Auspra¨gungen in besseren Responsekategorie besitzt als Gruppe 2, ist
Π1 =
m∑
l=1
p1l
∑
l′>l
p2l′ , (3.30)
mit −1 ≤ Π1 ≤ 1. Hierbei ist
∑
l′>l die Summation u¨ber alle Paare mit Werten l
′ und l mit
l′ > l. Umgekehrt ist die Wahrscheinlichkeit, dass Gruppe 1 Realisationen in schlechteren
Kategorien besitzt als Gruppe 2, durch
Π2 =
m∑
l=1
p1l
∑
l′<l
p2l′ (3.31)
definiert, mit −1 ≤ Π2 ≤ 1. Fallen beispielsweise alle Auspra¨gungen der Gruppe 1 in die
erste Kategorie und fu¨r Gruppe 2 gibt es nur Realisationen in den Kategorien 2, ..,m, ist
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Π1 = 1 und Π2 = 0. Die Scha¨tzung von Π1 und Π2 kann in Stufe j mit
Πˆ1j =
m∑
l=1
pˆ1l,j
∑
l′>l
pˆ2l′,j =
∑m
l=1 Y1l,j
∑
l′>l Y2l′,j
n1j n2j
(3.32)
und
Πˆ2j =
m∑
l=1
pˆ1l,j
∑
l′<l
pˆ2l′,j =
∑m
l=1 Y1l,j
∑
l′<l Y2l′,j
n1j n2j
(3.33)
erfolgen. Der Erwartungswert von ΠˆJj ist E(ΠˆJj) =
∑m
l=1E(pˆ1l,j) ·
∑
l′>lE(pˆ2l′,j) = ΠJj,
da die Scha¨tzer pˆJl,j, J = 1, 2, l = 1, ...,m, in Stufe j, j = 1, ..., k, voneinander unabha¨ngig
sind. Die Differenz der Wahrscheinlichkeiten Π1 und Π2 ist die von Edwardes und Baltzan
(2000) vorgeschlagene verallgemeinerte Risikodifferenz
DG = Π1 − Π2 =
m∑
l=1
p1l
∑
l′>l
p2l′ −
m∑
l=1
p1l
∑
l′<l
p2l′ , (3.34)
mit −1 ≤ DG ≤ 1. Positive Werte von DG zeigen an, dass Gruppe 1 ha¨ufiger Aus-
pra¨gungen in besseren Responsekategorien besitzt als Gruppe 2. Diese Differenz entspricht
dem Assoziationsmaß von Somers (1962) fu¨r ordinale Variablen. In Stufe j kann DG durch
D̂Gj = Πˆ1j − Πˆ2j =
m∑
l=1
pˆ1l,j
∑
l′>l
pˆ2l′,j −
m∑
l=1
pˆ1l,j
∑
l′<l
pˆ2l′,j (3.35)
erwartungstreu gescha¨tzt werden, da gilt E(D̂Gj) = E(Πˆ1j)− E(Πˆ2j) = Π1 − Π2 = DG.
Die asymptotische Varianz von D̂Gj wird mittels einer von Goodman und Kruskal (1972)
vorgeschlagenen generellen Formel fu¨r Assoziationsmaße in (2×m)–Kontingenztafeln er-
mittelt. Sei ξ ein Assoziationsmaß, welches als Quotient dargestellt werden kann als
ξ =
ν
δ
, (3.36)
wobei ν und δ von den unbekannten Zellwahrscheinlichkeiten pJl abha¨ngen, J = 1, 2,
l = 1, ...,m. Der Maximum–Likelihood–Scha¨tzer fu¨r ξ sei durch ξˆ = νˆ/δˆ gegeben. Die
partiellen Ableitungen von ξ ko¨nnen mittels der Quotientenregel bestimmt werden
ξ
′
Jl = ∂ξ/∂pJl =
1
δ2
(ν
′
Jl δ − ν δ
′
Jl) =
1
δ2
ϕJl, (3.37)
wobei
ν
′
Jl = ∂ν/∂pJl und δ
′
Jl = ∂δ/∂pJl (3.38)
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sind. Die asymptotische Varianz von ξˆ
V ar(ξˆ) =
1
δ4
2∑
J=1
1
nJ
 m∑
l=1
pJl ϕ
2
Jl −
(
m∑
l=1
pJl ϕJl
)2 (3.39)
ha¨ngt von den unbekannten Wahrscheinlichkeiten pJl sowie von den unbekannten partiel-
len Ableitungen von ξ bzgl. pJl ab. Werden diese jeweils durch ihre Maximum–Likelihood–
Scha¨tzer ersetzt, ist ein Scha¨tzer fu¨r die asymptotische Varianz von ξˆ gegeben durch
V̂ ar(ξˆ) =
1
δˆ4
2∑
J=1
1
nJ
 m∑
l=1
pˆJl ϕˆ
2
Jl −
(
m∑
l=1
pˆJl ϕˆJl
)2 . (3.40)
Mittels dieser Vorgehensweise kann die asymptotische Varianz der verallgemeinerten Risiko-
differenz wie folgt ermittelt werden. Seien
ν =
m∑
l=1
p1l
∑
l′>l
p2l′ −
m∑
l=1
p1l
∑
l′<l
p2l′ und δ =
m∑
l=1
p1l =
m∑
l=1
p2l.
Die partiellen Ableitungen sind gegeben durch
ν
′
1l = ∂ν/∂p1l =
∑
l′>l
p2l′ −
∑
l′<l
p2l′ , ν
′
2l = ∂ν/∂p2l =
∑
l′<l
p1l′ −
∑
l′>l
p1l′ ,
δ
′
1l = ∂δ/∂p1l = 1, δ
′
2l = ∂δ/∂p2l = 1.
Außerdem sind
ϕ1l =
(∑
l′>l
p2l′ −
∑
l′<l
p2l′
)
−
(
m∑
l=1
p1l
∑
l′>l
p2l′ −
m∑
l=1
p1l
∑
l′<l
p2l′
)
und
ϕ2l =
(∑
l′<l
p1l′ −
∑
l′>l
p1l′
)
−
(
m∑
l=1
p1l
∑
l′>l
p2l′ −
m∑
l=1
p1l
∑
l′<l
p2l′
)
.
Es gilt ϕ¯ =
∑2
J=1
∑m
l=1 pJl ϕJl = 0. Somit ist in Stufe j, j = 1, ..., k, die asymptotische
Varianz von D̂Gj gegeben durch
V ar(D̂Gj) =
1
n1j
m∑
l=1
p1l
{(∑
l′>l
p2l′ −
∑
l′<l
p2l′
)
−DG
}2
(3.41)
+
1
n2j
m∑
l=1
p2l
{(∑
l′<l
p1l′ −
∑
l′>l
p1l′
)
−DG
}2
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und kann mittels
V̂ ar(D̂Gj) =
1
(n1j n2j)2

m∑
l=1
Y1l,j
((∑
l′>l
Y2l′,j −
∑
l′<l
Y2l′,j
)
− n2j D̂Gj
)2
(3.42)
+
m∑
l=1
Y2l,j
((∑
l′<l
Y1l′,j −
∑
l′>l
Y1l′,j
)
− n1j D̂Gj
)2
gescha¨tzt werden.
Ist von Interesse, ob in Gruppe 1 ha¨ufiger Auspra¨gungen in besseren Responsekategorien
auftreten als in Gruppe 2, kann fu¨r die verallgemeinerte Risikodifferenz das einseitige
Testproblem
H0 : DG = 0 vs. H1 : DG > 0 (3.43)
formuliert werden. Dieses kann in Stufe j, j = 1, ..., k, mittels der unter der Nullhypo-
these fu¨r große Stichprobenumfa¨nge n1j und n2j approximativ standardnormalverteilten
Teststatistik
Tj =
D̂Gj√
V̂ ar(D̂Gj)
H0∼ N(0, 1) (3.44)
u¨berpru¨ft werden.
Bei Vorliegen der Beobachtungen in Form einer Vierfeldertafel kann die verallgemeinerte
Risikodifferenz DG auf die Risikodifferenz D aus Kapitel 3.1.1 zuru¨ckgefu¨hrt werden. Mit
p11 = p1, p12 = 1− p1, p21 = p2 und p22 = 1− p2 sind
DG = p11 p22 − p121 p21 = p1 (1− p2)− p2 (1− p1) = D
und
V ar(D̂G) =
p11 (p22 −D)2 + p12 (−p21 −D)2
n1
+
p21 (−p12 −D)2 + p22 (p11 −D)2
n2
=
p1(1− p2 −D)2 + (1− p1)(−p2 −D)2
n1
+
p2(−1− p1 −D)2 + (1− p2)(p1 −D)2
n2
=
1
n1
p1(1− p1) + 1
n2
p2(1− p2) = V ar(D̂).
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3.2.2 Fallzahlplanung
Die Herleitung einer Stichprobenfunktion bei Vorliegen einer ordinalen Zielgro¨ße wird
zuna¨chst anhand eines einstufigen nicht–sequentiellen Designs illustriert. Anschließend
wird die vorgestellte Fallzahlformel auf eine in mehreren Sequenzen durchgefu¨hrte klini-
sche Studie u¨bertragen.
Stichprobenfunktion in einem nicht–sequentiellen Design
Mittels der Grundgleichung (3.20), z1−α σ∗0 + z1−β σ
∗
1 = µ
∗
1 − µ∗0, aus Kapitel 3.1.2 erfolgt
die Herleitung einer Stichprobenfunktion basierend auf der Betrachtung der verallgemei-
nerten Risikodifferenz DG.
Seien Z = D̂G =
∑m
l=1 pˆ1l
∑
l′>l pˆ2l′−
∑m
l=1 pˆ1l
∑
l′<l pˆ2l′ , µ
∗
0 = 0 und µ
∗
1 = DG. Die Varianz
von Z wird unter der Null– und Alternativhypothese festgelegt als
σ∗20 = σ
∗2
1 =
1
n1
m∑
l=1
p1l
{(∑
l′>l
p2l′ −
∑
l′<l
p2l′
)
−DG
}2
+
1
n2
m∑
l=1
p2l
{(∑
l′<l
p1l′ −
∑
l′>l
p1l′
)
−DG
}2
.
Werden diese Gro¨ßen in die Grundgleichung eingesetzt, resultiert mit n2 = rn1 die Fall-
zahlformel
fDG(α, β) = n =
r + 1
r
max {0, z1−α + z1−β}2
D2G
Q, (3.45)
mit
Q = r
m∑
l=1
p1l
{(∑
l′>l
p2l′ −
∑
l′<l
p2l′
)
−DG
}2
+
m∑
l=1
p2l
{(∑
l′<l
p1l′ −
∑
l′>l
p1l′
)
−DG
}2
.
Diese Fallzahl entspricht fu¨r m = 2 der Stichprobenfunktion fD(α, β)bin(2) aus Kapitel
3.1.2, da DG = p11 − p21 = p1 − p2 = D und
Q = r p11 (p22 −D)2 + r p12 (p21 +D)2 + p21 (p12 +D)2 + p22 (p11 −D)2
= r p11 (1− p21 − p11 + p21)2 + r (1− p11) (p21 + p11 − p21)2
+ p21 (1− p11 + p11 − p21)2 + (1− p21) (p11 − p11 + p21)2
= r p1 (1− p1) + p2 (1− p2)
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sind, so dass insgesamt gilt
fDG(α, β) =
r + 1
r
max {0, z1−α + z1−β}2 (r p1 (1− p1) + p2 (1− p2))
D2
= fD(α, β)bin(2).
In Tabelle 3.10 sind beispielhaft fu¨r m = 3, 4 und 5 Kategorien fu¨r jeweils drei verschiedene
Annahmen fu¨r die Ereigniswahrscheinlichkeiten pJl, J = 1, 2, l = 1, ...,m, mit fDG(α, β)
ermittelte Fallzahlen verzeichnet.
Tabelle 3.10: Bestimmung der Fallzahl einer klinischen Studie mit ordinaler
Zielvariable bei Betrachtung von m = 3, 4 oder 5 Kategorien mittels der Stich-
probenfunktion fDG(α, β) (Fehlerraten I. und II. Art α = 0.025 und β = 0.1)
J pJ1 pJ2 pJ3 pJ4 pJ5 DG fDG(α, β)
m = 3 Kategorien
1 0.50 0.30 0.20 − − 0.20 296
2 0.33 0.33 0.33 − −
1 0.60 0.30 0.10 − − 0.30 120
2 0.40 0.20 0.40 − −
1 0.60 0.20 0.20 − − 0.44 52
2 0.20 0.30 0.50 − −
m = 4 Kategorien
1 0.18 0.44 0.32 0.06 − 0.21 258
2 0.10 0.35 0.40 0.15 −
1 0.20 0.40 0.30 0.10 − 0.24 206
2 0.10 0.30 0.40 0.20 −
1 0.18 0.44 0.28 0.10 − 0.44 52
2 0.02 0.27 0.35 0.36 −
m = 5 Kategorien
1 0.30 0.40 0.20 0.09 0.01 0.26 182
2 0.20 0.30 0.20 0.20 0.10
1 0.25 0.51 0.20 0.03 0.01 0.30 118
2 0.10 0.42 0.37 0.07 0.04
1 0.18 0.58 0.20 0.03 0.01 0.40 68
2 0.12 0.26 0.34 0.22 0.06
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U¨bertragung der Stichprobenfunktion auf sequentielle Designs
In Stufe j, j = 1, ..., k, ko¨nnen die unbekannten Wahrscheinlichkeiten der beiden Be-
handlungsgruppen p1l und p2l der Kategorien l, l = 1, ...,m, gescha¨tzt werden durch ein
gewichtetes Mittel der Scha¨tzungen pˆJl,j der einzelnen Sequenzen. Eine Mo¨glichkeit ist die
Verwendung des Scha¨tzers (2.109) aus Kapitel 2.5.2, welcher fu¨r die Ereigniswahrschein-
lichkeit plJ , J = 1, 2, l = 1, ...,m, gegeben ist durch
pˆ∗Jl,j =
j∑
i=1
mi pˆJl,i
/
j∑
i=1
mi, (3.46)
mit mi = 2/(1/n1i + 1/n2i), i = 1, ..., j. Hiermit kann die verallgemeinerte Risikodifferenz
unter Einbeziehung aller vorhandenen Informationen mittels
D̂∗Gj =
m∑
l=1
pˆ∗1l,j
∑
l′>l
pˆ∗2l′,j −
m∑
l=1
pˆ∗1l,j
∑
l′<l
pˆ∗2l′,j (3.47)
gescha¨tzt werden. Die resultierende Fallzahl der Sequenz (j + 1), welche die Update–
Scha¨tzungen der Wahrscheinlichkeiten der einzelnen Kategorien bis zur Stufe j beru¨ck-
sichtigt, ist durch
fDG,j(α, β) = nj+1 =
r + 1
r
max {0, z1−α + z1−β}2
D̂∗2Gj
Q∗j (3.48)
gegeben, j = 0, 1, ..., k − 1, mit
Q∗j = r
m∑
l=1
pˆ∗1l,j
{(∑
l′>l
pˆ∗2l′,j −
∑
l′<l
pˆ∗2l′,j
)
− D̂∗Gj
}2
+
m∑
l=1
pˆ∗2l,j
{(∑
l′<l
pˆ∗1l′,j −
∑
l′>l
pˆ∗1l′,j
)
− D̂∗Gj
}2
.
Fu¨r j = 0 entspricht fDG,0(α, β) der Stichprobenfunktion fDG(α, β) eines nicht–sequen-
tiellen Studiendesigns, wobei DG,0 > 0 einen auf Vorwissen basierenden Wert fu¨r die
unbekannte verallgemeinerte Risikodifferenz DG bezeichnet. Um den Wertebereich des
Scha¨tzers D̂∗G,j auf die Alternativhypothese zu restringieren, wird D̂
∗
G,j = ρ, ρ > 0,
gewa¨hlt, falls Werte kleiner als ρ auftreten. In dieser Arbeit wird ρ auf den Wert 0.001
gesetzt.
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Mit der sequentiellen Variante der ausgewa¨hlten Stichprobenfunktion kann der Umfang
der Stufe (j + 1), j = 1, ..., k − 1, mittels der in Kapitel 2.4.1 beschriebenen Vorgehens-
weise bestimmt werden. Ziel der auf der bedingten Power basierenden Fallzahlplanung
ist, dass unter Beru¨cksichtigung der Informationen der Sequenzen 1, ..., j die Ablehnung
der Nullhypothese in der folgenden Stufe (j+1) mit einer bestimmten Wahrscheinlichkeit
ermo¨glicht werden soll.
3.2.3 Beispiel
Im Rahmen dieses Beispiels werden flexible Designs in klinischen Untersuchungen mit ordi-
naler Zielgro¨ße veranschaulicht. Das mittlere Verhalten der flexiblen Designs in klinischen
Pru¨fungen mit ordinaler Zielvariable wird in Kapitel 3.2.4 in Simulationen untersucht. Als
Studiendesigns werden das Testverfahren vom Wang/Tsiatis–Typ mit ∆ = 0.25, K = 3
und λ1 = λ2 = λ3 = 1 sowie das Self–Designing mit λG = 5, λ1 = 1 und λmin = 1
betrachtet. Fu¨r die Kombination der Ergebnisse der einzelnen Sequenzen werden sowohl
die inverse Normal– als auch die inverse χ2–Methode verwendet.
Von Interesse ist eine ordinale Zielvariable mit m = 4 Kategorien, wobei die erste die
beste Kategorie darstellt. Zuna¨chst erfolgt die Herleitung des Umfangs in einem nicht–
sequentiellen Studiendesign. Unter Verwendung der Stichprobenfunktion (3.45) aus Kapi-
tel 3.2.2 mu¨ssen Annahmen u¨ber die Gro¨ße der Ereigniswahrscheinlichkeiten pJl, J = 1, 2,
l = 1, ..., 4, getroffen werden. Fu¨r die in Gruppe 2 verabreichte Standardtherapie werden
aufgrund von vorherigen Untersuchungen die Werte p21 = 0.15, p22 = 0.35, p23 = 0.40
und p24 = 0.10 angenommen. Fu¨r die neue Behandlung werden die Ereigniswahrschein-
lichkeiten vermutet als p11 = 0.30, p12 = 0.40, p13 = 0.20 und p14 = 0.10. Die hiermit
resultierende verallgemeinerte Risikodifferenz ist DG = 0.23. Mit den Fehlerwahrschein-
lichkeiten I. und II. Art α = 0.025 und β = 0.1 ergibt sich in einem nicht–sequentiellen
Design als notwendige Fallzahl fDG(0.025, 0.1) = nfest = 240. Als Umfang der ersten
Sequenz wird n1 = nfest/K = 80 verwendet mit gleichen Fallzahlen in beiden Gruppen
n1j = n2j = nj/2 = 40. Von den fu¨r Gruppe J , J = 1, 2, erzeugten nJ = 200, Beobachtun-
gen mit den Auspra¨gungen 1, 2, 3 und 4 werden in Stufe j, j = 1, .., k, der verschiedenen
Designs nJj Werte pro Behandlungsgruppe sequentiell ausgewa¨hlt.
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Die Ergebnisse der einzelnen Designs sind in Tabelle 3.11 zu sehen. Hierbei bezeichnet
S∗j = F
−1
χ2(λ∑(j)1−2 ∆ λ2 ∆G )(Fχ2(λ∑(j))(Sj)) die Pru¨fgro¨ße des Wang/Tsiatis–Designs mit inver-
ser χ2–Methode aus Kapitel 2.2.3.
Tabelle 3.11: Ergebnisse des fiktiven Beispiels einer klinischen Pru¨fung
mit ordinaler Zielvariable unter Verwendung des Wang/Tsiatis–Designs
und des Self–Designings mit inverser Normal– sowie χ2–Methode
Inverse Normalmethode Inverse χ2–Methode
Wang/Tsiatis–Design
j 1 2 j 1 2
nj 80 50 nj 80 56
n11,j 10 6 n11,j 10 7
n12,j 14 10 n12,j 14 12
n13,j 12 7 n13,j 12 7
n14,j 4 2 n14,j 4 2
n21,j 5 4 n21,j 5 4
n22,j 11 6 n22,j 11 6
n23,j 16 10 n23,j 16 13
n24,j 8 5 n24,j 8 5
DGj 0.245 0.258 DGj 0.245 0.325
Tj 2.062 1.710 Tj 2.062 2.338
pj 0.020 0.044 pj 0.020 0.010
Zj/(λ∑(j))∆ 2.062 3.172 S∗j 7.271 13.230
pˆj 0.137 pˆj 0.120
mj 50 mj 56
Mj 108 Mj 114
DˆG(2),j 0.245 0.250 DˆG(2),j 0.245 0.278
DˆGL,j -0.081 0.034 DˆGL,j -0.056 0.054
DˆGU,j 0.571 0.467 DˆGU,j 0.546 0.505
Self–Designing
j 1 2 3 j 1 2
nj 80 54 12 nj 80 56
n11,j 10 7 0 n11,j 10 7
n12,j 14 11 4 n12,j 14 12
n13,j 12 7 2 n13,j 12 7
n14,j 4 2 0 n14,j 4 2
n21,j 5 4 0 n21,j 5 4
n22,j 11 6 0 n22,j 11 6
n23,j 16 12 6 n23,j 16 13
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Inverse Normalmethode Inverse χ2–Methode
Self–Designing
j 1 2 3 j 1 2
n24,j 8 5 0 n24,j 8 5
DGj 0.245 0.309 0.667 DGj 0.245 0.325
Tj 2.062 2.167 3.464 Tj 2.062 2.338
pj 0.020 0.015 0.000 pj 0.020 0.010
λj 1.000 1.895 2.105 λj 1.000 1.931
Zj/
√
λ∑(j) 2.062 2.965 4.504 Sj 5.446 14.55
pˆj 0.123 0.676 pˆj 0.117
mj 54 10 mj 56
Mj 114 12 Mj 116
DˆG(2),j 0.245 0.271 0.303 DˆG(2),j 0.245 0.278
DˆGL,j -0.276 0.037 -0.276 DˆGL,j -0.159 0.024
DˆGU,j 0.766 0.521 0.766 DˆGU,j 0.649 0.540
Bei Verwendung des Wang/Tsiatis–Designs sowie des Self–Designings mit inverser χ2–
Methode endet die klinische Pru¨fung nach zwei Sequenzen vorzeitig. Insgesamt drei Stu-
fen werden bei dem Self–Designing mit inverser Normalmethode beobachtet. Hier muss
eine weitere Sequenz beobachtet werden, da das globale Gewicht λG = 5 nach der zweiten
Stufe nicht verbraucht ist. In allen vier Designs kann die Nullhypothese abgelehnt werden
und fu¨r die zweite Sequenz resultieren vergleichbare Ergebnisse.
3.2.4 Simulationsstudien
Ziel der folgenden Simulationen ist die Untersuchung der adaptiv gruppensequentiellen
Designs vom Pocock–, O’Brien/Fleming–, Wang/Tsiatis– und Haybittle/Peto–Typ sowie
des Self–Designings klinischer Studien bei Vorliegen einer ordinalen Zielvariable. Sowohl
die inverse Normal– als auch die inverse χ2–Methode finden fu¨r die Kombination der
Ergebnisse der einzelnen Sequenzen Anwendung. Das einseitige Testproblem H0 : DG = 0
vs. H1 : DG > 0 wird mit der in Kapitel 3.2.1 vorgestellten Pru¨fgro¨ße Tj aus (3.44)
u¨berpru¨ft. Die Betrachtung der verschiedenen Designs erfolgt sowohl unter der Null– als
auch unter der Alternativhypothese. Von Interesse sind die empirische Ablehnwahrschein-
lichkeit, der mittlere sowie mediane Stufenumfang, die durchschnittlich beno¨tigte Stufen-
anzahl und die empirische U¨berdeckungswahrscheinlichkeit der Sequenz der realisierten
Konfidenzintervalle sowie des Intervalls der letzten Stufe des flexiblen Verfahrens.
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Die interessierende ordinale Zielgro¨ße kann Auspra¨gungen in m = 4 Kategorien anneh-
men, wobei die erste die beste Kategorie darstellt. Fu¨r die Planung der Studie werden
fu¨r die Wahrscheinlichkeiten pJl, J = 1, 2, l = 1, ..,m, die folgenden Annahmen getroffen.
In Gruppe 1 seien p11 = 0.18, p12 = 0.44, p13 = 0.32 sowie p14 = 0.06 und in Gruppe
2 seien p21 = 0.10, p22 = 0.35, p23 = 0.40, p24 = 0.15. Hiermit ist DG = 0.213 und mit
den Fehlerwahrscheinlichkeiten I. und II. Art α = 0.025 und β = 0.1 resultiert unter
Verwendung der Fallzahlformel (3.45) aus Kapitel 3.2.2 der Umfang nfest = 258 in einem
nicht–sequentiellen Design. Diese Annahmen sind hypothetisch und ko¨nnen sich als falsch
herausstellen. Als tatsa¨chlich unter der Null– und Alternativhypothese vorliegende Werte
fu¨r die Ereigniswahrscheinlichkeiten pJl, J = 1, 2, l = 1, ...,m, werden die in Tabelle 3.12
verzeichneten Fa¨lle betrachtet.
Tabelle 3.12: Tatsa¨chlich unter der Null– und Alternativhypothese vorliegen-
de Ereignisraten pJl, J = 1, 2, l = 1, ...,m, sowie resultierende verallgemeinerte
Risikodifferenz DG und Fallzahl nfest in einem nicht–sequentiellen Design
J pJ1 pJ2 pJ3 pJ4 DG nfest
Unter H0
1a) 1,2 0.25 0.25 0.25 0.25 0 -
1b) 1,2 0.70 0.10 0.10 0.10 0 -
1c) 1,2 0.10 0.10 0.10 0.70 0 -
1d) 1,2 0.05 0.15 0.75 0.05 0 -
1e) 1,2 0.15 0.75 0.05 0.05 0 -
Unter H1
2a) 1 0.58 0.30 0.10 0.02 0.171 384
2 0.46 0.28 0.16 0.10
2b) 1 0.22 0.40 0.34 0.04 0.201 304
2 0.15 0.35 0.28 0.22
2c) 1 0.18 0.44 0.32 0.06 0.213 258
2 0.10 0.35 0.40 0.15
2d) 1 0.45 0.30 0.20 0.05 0.255 182
2 0.25 0.34 0.26 0.15
2e) 1 0.52 0.36 0.08 0.04 0.336 96
2 0.30 0.30 0.20 0.20
Unter der Alternativhypothese werden eine Unter– sowie U¨berscha¨tzung der Risikodiff-
erenz bei gleichzeitiger Fehleinscha¨tzung der Gro¨ße der Ereigniswahrscheinlichkeiten der
beiden Gruppen untersucht (Fa¨lle 2a und 2b sowie 2d und 2e). Zudem wird der Fall
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betrachtet, dass die vor Studienbeginn getroffen Annahmen zutreffen (Fall 2c). Die in
einem nicht–sequentiellen Design notwendigen Fallzahlen sind in Klammern angegeben.
Als maximale Stufenanzahl wird bei den adaptiv gruppensequentiellen Designs K = 3
sowie K = 5 gewa¨hlt. Bei dem Self–Designing wird das globale Gewicht festgelegt als
λG = 5 und λG = 10. Die fu¨r die Berechnung des Umfangs mj(βg), j = 1, ..., k, notwendi-
ge Fehlerwahrscheinlichkeit βg wird auf die Werte 0.3 und 0.8 gesetzt.
Fu¨r die erste Stufe wird der Umfang n1 = nfest/K = 258/3 ≈ 86 beziehungsweise
n1 = 258/5 ≈ 52 betrachtet. Als minimaler Stufenumfang wird nj,min = 6 gewa¨hlt. Als
maximale Werte fu¨r die Fallzahlen mj(βg) und Mj(β) werden im Fall von drei Sequenzen
mj,max = 2/5 nfest ≈ 104 oder mj,max = 2/3 nfest ≈ 172 und Mj,max = nfest/2 ≈ 130
oder Mj,max = nfest = 258 und im Fall von fu¨nf Sequenzen mj,max = nfest/4 ≈ 66 oder
mj,max = nfest/2 ≈ 130 und Mj,max = nfest/3 ≈ 86 oder Mj,max = nfest = 258 verwendet.
Insgesamt werden die in Tabelle 3.13 angegeben Konstellationen der Parameter in Simu-
lationen mit 10000 Wiederholungen betrachtet.
Tabelle 3.13: Einstellungen der Parameter in den Simulationsstudien flex-
ibler Designs in klinischen Pru¨fungen mit ordinaler Zielvariable (Fehlerraten
I. und II. Art α = 0.025 und β = 0.1, minimaler Stufenumfang nj,min = 6)
Konstellation βg K λi λG λ1 λmin n1 mj,max Mj,max
I 0.3 5 1 10 2 1 52 66 86
II 0.3 5 1 10 2 1 52 130 258
III 0.8 5 1 10 2 1 52 66 86
IV 0.8 5 1 10 2 1 52 130 258
V 0.3 3 1 5 1 1 86 104 130
VI 0.3 3 1 5 1 1 86 172 258
VII 0.8 3 1 5 1 1 86 104 130
VIII 0.8 3 1 5 1 1 86 172 258
Die Ergebnisse von Konstellation I unter der Null– sowie unter der Alternativhypo-
these sind in den Tabellen 3.14 und 3.15 zu sehen, die Resultate der Konstellationen
II-VIII befinden sich in Anhang C.2. In diesen Tabellen findet sich in der ersten Spal-
te die empirische Ablehnwahrscheinlichkeit eines nicht-sequentiellen Designs (NSD), in
der zweiten Spalte das verwendete flexible Design (PO=Pocock, OBF=O’Brien/Fleming,
WT=Wang/Tsiatis, HP=Haybittle/Peto, SD=Self–Designing) und in den folgenden Spal-
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ten die empirische Ablehnwahrscheinlichkeit, der mittlere sowie mediane Stufenumfang,
die durchschnittlich beno¨tigte Stufenanzahl und die empirische U¨berdeckungswahrschein-
lichkeit der Sequenz der realisierten Konfidenzintervalle sowie des Intervalls der letzten
Stufe der verschiedenen flexiblen Verfahren fu¨r die inverse Normal– sowie fu¨r die inverse
χ2–Methode.
Tabelle 3.14: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation I)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 3.02 336.27 342 4.92 93.81 95.90 3.49 335.13 342 4.91 93.12 94.89
OBF 2.94 337.21 342 4.97 93.88 94.42 3.59 336.00 342 4.96 92.88 92.88
WT 3.07 337.15 342 4.96 93.99 95.08 3.75 336.18 342 4.95 92.47 92.99
HP 3.24 339.40 342 4.97 93.71 94.10 3.49 335.53 342 4.98 92.68 92.71
SD 2.76 208.26 210 3.03 93.27 94.31 3.19 207.58 210 3.01 93.61 93.61
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.20 335.66 342 4.91 93.54 95.78 3.17 335.99 342 4.92 93.38 95.47
OBF 2.96 337.60 342 4.98 94.05 94.56 3.56 336.46 342 4.97 93.09 93.09
WT 2.73 337.74 342 4.96 94.23 95.36 3.39 336.35 342 4.95 93.32 93.83
HP 3.10 339.69 342 4.98 93.83 94.09 3.49 335.71 342 4.98 93.19 93.21
SD 2.95 208.02 210 3.02 92.95 94.00 3.11 207.66 210 3.01 93.43 93.43
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 2.94 336.21 342 4.92 94.22 96.15 3.36 335.33 342 4.91 93.49 95.34
OBF 2.69 337.69 342 4.98 94.41 94.84 3.24 336.53 342 4.97 93.17 93.17
WT 2.89 337.63 342 4.96 94.44 95.37 3.14 336.62 342 4.95 93.60 94.05
HP 2.83 339.97 342 4.98 94.17 94.56 3.24 335.88 342 4.98 93.52 93.59
SD 2.67 208.19 210 3.03 93.68 94.72 3.14 207.82 210 3.01 93.80 93.80
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 3.30 335.93 342 4.92 93.65 95.74 3.53 335.30 342 4.91 93.14 95.04
OBF 3.00 337.27 342 4.98 94.12 94.75 3.39 336.00 342 4.97 92.94 92.94
WT 3.34 337.05 342 4.96 93.85 94.84 3.79 335.90 342 4.94 93.13 93.60
HP 3.42 339.55 342 4.98 93.88 94.18 3.68 334.95 342 4.97 92.80 92.84
SD 3.10 207.76 210 3.03 92.96 94.12 3.16 207.85 210 3.01 93.36 93.36
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.62 334.73 342 4.90 92.85 95.34 4.09 333.96 342 4.89 92.06 94.27
OBF 3.26 337.00 342 4.97 93.72 94.24 4.03 335.41 342 4.96 92.17 92.17
WT 3.57 336.53 342 4.95 93.42 94.56 3.81 335.27 342 4.94 92.46 92.84
HP 3.33 339.53 342 4.98 93.20 93.65 3.94 334.80 342 4.97 92.17 92.17
SD 2.92 208.05 210 3.02 92.88 94.09 3.76 207.40 210 3.01 92.86 92.86
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Fu¨r die einzelnen Designs resultieren fu¨r die inverse Normal– sowie fu¨r die inverse χ2–
Methode vergleichbare Ergebnisse, wobei das empirische Niveau bei Verwendung der in-
versen Normalmethode tendenziell geringer als fu¨r die inverse χ2–Methode ausfa¨llt.
Erfolgt die U¨berpru¨fung des Testproblems in dem nicht–sequentiellen Design, besitzt das
empirische Niveau ungefa¨hr den fu¨r α vorgegebenen Wert von 2.5%. In den flexiblen
Designs ist eine Erho¨hung von diesem zu erkennen. Teilweise ist das empirische Niveau
wesentlich gro¨ßer als 2.5%, da die Approximation der Verteilung der Pru¨fgro¨ße durch
die Normalverteilung aufgrund kleiner Umfa¨nge in den einzelnen Sequenzen nicht immer
zutreffend zu sein scheint. Hier mu¨ssten gro¨ßere minimale und maximale Umfa¨nge zuge-
lassen werden, was zu ho¨heren mittleren und medianen Umfa¨ngen fu¨hren kann.
Die adaptiv gruppensequentiellen Designs enden im Mittel nach Durchfu¨hrung der vorge-
gebenen maximalen Stufenanzahl K = 5. Fu¨r das Self–Designing werden durchschnittlich
nur drei Sequenzen beno¨tigt. Der mittlere sowie der mediane Gesamtumfang (ASN, Nmed)
der Studie sind unter der Nullhypothese ungefa¨hr gleich groß. Bei den adaptiv gruppen-
sequentiellen Designs sind ASN und Nmed im Vergleich zu dem Self–Designing wesentlich
gro¨ßer, da bei ersteren im Mittel zwei Sequenzen mehr beobachtet werden. Im Vergleich
zu dem nicht–sequentiellen Design fa¨llt der Gesamtumfang in den flexiblen Designs gro¨ßer
aus, da der vor Studienbeginn angenommene Unterschied DG = 0.213 nicht vorliegt. Die
empirische U¨berdeckungswahrscheinlichkeit der Konfidenzintervalle ist unter H0 ungefa¨hr
95%, da im Mittel fast alle geplanten Sequenzen beobachtet werden.
Die Simulationsergebnisse fu¨r Konstellation I unter der Alternativhypothese sind in Ta-
belle 3.15 zu sehen.
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Tabelle 3.15: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1−βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Alternativhypothese
(Konstellation I)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 79.36 215.46 190 3.30 95.45 97.35 73.14 223.12 256 3.40 94.82 96.24
OBF 81.59 231.74 236 4.06 95.75 96.15 78.00 231.96 248 4.07 92.39 92.39
WT 82.34 225.43 228 3.67 96.52 97.41 78.05 228.82 246 3.74 95.11 95.58
HP 83.86 253.89 262 4.04 95.72 95.96 79.03 235.87 256 4.33 90.05 90.12
SD 58.47 174.48 210 3.25 88.80 89.78 60.51 171.93 210 2.91 92.96 92.96
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 87.72 193.48 190 3.00 95.72 97.34 83.02 200.93 190 3.09 94.60 95.97
OBF 89.02 209.09 192 3.82 94.78 95.15 87.08 206.13 190 3.79 91.80 91.80
WT 90.52 199.45 190 3.35 96.62 97.64 86.67 205.92 190 3.46 94.69 95.19
HP 91.35 230.87 256 3.72 95.71 96.00 87.59 212.56 218 4.08 88.73 88.82
SD 67.85 165.88 182 3.29 87.38 88.43 70.39 161.41 188 2.85 91.72 91.72
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 92.24 177.89 188 2.78 95.74 97.29 88.17 184.49 190 2.87 94.80 96.09
OBF 92.73 195.32 190 3.69 94.66 95.10 91.09 191.36 190 3.62 91.83 91.83
WT 93.91 185.74 184 3.18 96.45 97.40 91.11 189.84 190 3.27 94.89 95.14
HP 94.67 214.38 248 3.49 96.20 96.38 92.05 196.83 196 3.90 89.54 89.59
SD 73.90 160.05 164 3.33 86.62 87.75 77.02 154.03 154 2.81 92.07 92.07
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 98.25 141.69 124 2.27 95.93 97.62 96.85 146.61 124 2.33 95.46 96.74
OBF 97.49 160.73 146 3.32 93.93 94.37 97.25 155.87 132 3.25 90.15 90.15
WT 98.50 153.45 132 2.76 96.75 97.66 97.48 153.57 124 2.80 95.24 95.48
HP 98.75 177.79 190 2.92 96.72 96.90 98.01 161.09 148 3.50 88.21 88.33
SD 84.63 141.73 130 3.35 83.05 84.26 88.58 135.67 124 2.69 90.78 90.78
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 100.00 95.41 58 1.59 96.46 97.66 99.97 96.54 58 1.60 96.03 96.91
OBF 99.39 110.80 100 2.75 91.52 91.94 99.66 102.73 84 2.47 89.16 89.16
WT 99.98 103.39 92 2.03 97.46 98.03 99.96 100.52 82 2.00 95.62 95.79
HP 99.97 118.96 124 1.98 97.92 98.09 99.91 105.60 85 2.59 88.45 88.82
SD 93.49 109.58 100 3.33 76.96 77.89 97.64 98.78 84 2.35 87.00 87.00
Fu¨r die einzelnen Designs resultieren fu¨r die inverse Normal– sowie fu¨r die inverse χ2–
Methode unter der Alternativen vergleichbare Ergebnisse. Dies konnte bereits unter der
Nullhypothese beobachtet werden.
Ist die tatsa¨chlich vorliegende verallgemeinerte Risikodifferenz geringer als vor Studien-
beginn angenommen (Fa¨lle 2a und 2b), ist die Fallzahl nfest = 258 nicht ausreichend
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um diesen Unterschied mit der gewu¨nschten Power von 90% zu entdecken. Im nicht–
sequentiellen Design liegt die mit diesem Umfang resultierende empirische Power unter-
halb des vorgegebenen Werts von 90% in beiden Fa¨llen. Bei den flexiblen Designs gilt
dies fu¨r Fall 2a sowie einige Parameterkonstellationen von Fall 2b, da durch die Be-
schra¨nkungen der sequentiellen Fallzahlen der mittlere sowie mediane Gesamtumfang der
Untersuchung zu gering ausfallen. Durch die Wahl gro¨ßerer maximaler Umfa¨nge in den ein-
zelnen Sequenzen kann die empirische Power erho¨ht werden. In Fall 2b ist diese in einigen
Konstellationen ungefa¨hr 90%. Hierbei ist der ASN geringer als der fu¨r diesen Fall in einem
nicht–sequentiellen Design resultierende Umfang nfest = 304. Fu¨r das Haybittle/Peto–
Design ist der ASN im Vergleich zu den anderen adaptiv gruppensequentiellen Designs
relativ hoch bei nur geringfu¨gig gro¨ßerer empirischer Power. Insgesamt resultiert fu¨r die
adaptiv gruppensequentiellen Designs mit inverser Normalmethode in fast allen betrach-
teten Parameterkonstellationen eine ho¨here empirische Power als bei der inversen χ2–
Methode bei ha¨ufig geringerem ASN. In den Konstellationen mit βg = 0.8 ist die em-
pirische Power fu¨r die inverse χ2–Methode oft gro¨ßer als fu¨r die inverse Normalmethode
mit Ausnahme des Haybittle/Peto–Designs. Die Ergebnisse fu¨r das Self–Designing sind
fu¨r beide Kombinationsmethoden a¨hnlich, die mittlere Stufenanzahl ist fu¨r die inverse
Normalmethode tendenziell etwas gro¨ßer.
Sind die vor Studienbeginn getroffenen Annahmen fu¨r die Ereigniswahrscheinlichkeiten
richtig (Fall 2c), ist die empirische Power in den adaptiv gruppensequentiellen Designs
gro¨ßer als 90%. Hierbei fa¨llt der durchschnittliche Stichprobenumfang geringer aus als in
einem nicht–sequentiellen Design, in welchem die gewu¨nschte Power von 90% anna¨hernd
erreicht wird. Im Self–Designing ist bei beiden Kombinationsmethoden die empirische
Power kleiner als in den u¨brigen flexiblen Designs, wobei dies in den geringeren mittleren
Stichprobenumfa¨ngen begru¨ndet ist. Insgesamt fallen ASN und Nmed kleiner aus als die
in einem nicht–sequentiellen Design verwendete Fallzahl nfest = 258.
Ist die verallgemeinerte Risikodifferenz gro¨ßer als vermutet (Fall 2d und 2e), resultiert in
einem nicht–sequentiellen Design mit nfest = 258 eine empirische Power, welche den vor-
gegebenen Wert von 90% u¨berschreitet. In den flexiblen Designs ist die empirische Power
in den meisten betrachteten Konstellationen gro¨ßer als der vorgegebene Wert 90%.
Aufgrund der Mo¨glichkeit des vorzeitigen Abbruchs der Studie sind sowohl die Sequenz
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der Konfidenzintervalle als auch das finale Intervall konservativ (vgl. Kapitel 2.5.1) und
in den Konstellationen, in denen die mittlere Stufenanzahl wesentlich geringer als die
geplante Anzahl Sequenzen ist, ist die resultierende empirische U¨berdeckungswahrschein-
lichkeit wesentlich gro¨ßer als das festgelegte Konfidenzniveau von 95%. In einigen Fa¨llen
fa¨llt die empirische U¨berdeckungswahrscheinlichkeit sehr gering aus, welche durch gro¨ßere
minimale und maximale Stufenumfa¨nge erho¨ht werden kann. Bei dem Self–Designing mit
inverser Normalmethode ist die empirische U¨berdeckungswahrscheinlichkeit der Sequenz
der Konfidenzintervalle teilweise deutlich geringer als 95%, da das Konfidenzniveau in
diesem Fall nicht kontrolliert wird.
Insgesamt sind die Ergebnisse der Simulationsstudien flexibler Designs mit ordinaler Ziel-
variable vergleichbar mit den im bina¨ren Fall erhaltenen Resultaten. Als Unterschied ist
zu erkennen, dass das empirische Niveau bei Betrachtung einer ordinalen Zielgro¨ße sta¨rker
erho¨ht ist als im bina¨ren Fall.
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4 Zusammenfassung
Basierend auf zwei Verfahren zur Kombination von p–Werten, der gewichteten inver-
sen Normalmethode sowie der verallgemeinerten inversen χ2–Methode, wurden adaptiv
gruppensequentielle Designs sowie das Self–Designing klinischer Studien vorgestellt. Die-
se flexiblen Verfahren bieten die Mo¨glichkeit, im Verlauf der Untersuchung A¨nderungen
am Studiendesign vorzunehmen, wobei in dieser Arbeit der Fokus auf der Anpassung der
Fallzahl lag. Zudem kann die klinische Pru¨fung in den Zwischenauswertungen mit Ableh-
nung der Nullhypothese vorzeitig beendet werden. Hierbei ist zu beachten, dass bei dem
Self–Designing mit inverser Normalmethode nur am Studienende das Testen der Nullhy-
pothese unter Einhaltung des globalen Niveaus erfolgen kann.
Bei den adaptiv gruppensequentiellen Testverfahren ist die Anzahl der Stufen sowie die
Gewichtung der Sequenzen vor Studienbeginn fest vorgegeben. Aufgrund des mehrfachen
U¨berpru¨fens der Nullhypothese ist eine Anpassung der Entscheidungsbereiche erforder-
lich. Hierfu¨r wurden verschiedene Strategien vorgestellt und anschließend hinsichtlich der
Aufteilung des globalen Niveaus miteinander verglichen. Die bekanntesten Verfahren zur
Herleitung kritischer Werte stammen von Pocock (1977) sowie von O’Brien und Fleming
(1979). Als Spezialfa¨lle sind diese in einer von Wang und Tsiatis (1987) vorgeschlagenen
allgemeineren Klasse kritischer Schranken enthalten. Neben diesen Vorgehensweisen zur
Adjustierung der Entscheidungsbereiche wurde das sehr einfache Prinzip des sequenti-
ellen Testens von Haybittle (1971) und Peto et al. (1976) betrachtet. Die U¨berpru¨fung
des Testproblems in den Sequenzen j ∈ {1, ..., K − 1} erfolgt hier mit dem Wert √j 3
(≈ √j Φ−1(0.9987)) fu¨r die Stouffer–Statistik bzw. dem F−1χ2(λ∑(j))(0.9987)–Quantil fu¨r die
ungewichtete χ2–Statistik. Bei diesem Vorgehen kann in der letzten Stufe K approxima-
tiv ein Test zum Niveau α mit dem kritischen Wert eines nicht–sequentiellen einstufigen
Designs durchgefu¨hrt werden. Dieses Prinzip wurde leicht modifiziert, indem anstelle des
0.9987–Quantils der entsprechenden Verteilung jeweils das 0.995–Quantil betrachtet wur-
de. Bei Kombination der Ergebnisse der einzelnen Sequenzen mit der inversen Normal-
methode ko¨nnen die kritischen Werte der klassischen gruppensequentiellen Verfahren ver-
wendet werden. Fu¨r die inverse χ2–Methode wurden das Pocock– sowie O’Brien/Fleming–
Design in Hartung (2006) u¨bertragen. Eine Erweiterung des Wang/Tsiatis– und des
Haybittle/Peto–Designs erfolgte fu¨r diese Kombinationsmethode in dieser Arbeit. In ei-
nem Vergleich fu¨r den Verbrauch des globalen Niveaus zeigte sich, dass die verschiedenen
4 Zusammenfassung 96
Designs fu¨r beide Kombinationsmethoden ein sehr a¨hnliches Verhalten aufweisen. Insge-
samt wird in dem O’Brien/Fleming–Design erst in den letzten Stufen ein Großteil des
globalen Niveaus vergeben, bei dem Pocock–Design hingegen bereits zu Beginn der Un-
tersuchung. Das Wang/Tsiatis–Design liegt bei Wahl des Parameters ∆ = 0.25 zwischen
diesen beiden Verfahren. Im Haybittle/Peto–Design ist die Wahrscheinlichkeit fu¨r ein vor-
zeitiges Beenden der Studie mit Ablehnung der Nullhypothese in den Sequenzen 1, ..., K−1
sehr gering. In der modifizierten Version dieses Designs kam es zu einer Erho¨hung des in
diesen Stufen vergebenen Anteils des globalen Niveaus.
Besteht der Wunsch, die Anzahl der Sequenzen vor Studienbeginn nicht festzulegen, stellen
das Self–Designing klinischer Studien mit gewichteter inverser Normalmethode und ver-
allgemeinerter inverser χ2–Methode geeignete Verfahren dar (vgl. Hartung (2006)). Hier
wird durch die Vergabe der Varianz der finalen Pru¨fgro¨ße das Ende der Studie gesteuert.
Ist die Varianz noch nicht komplett verbraucht, ist die Verteilung der Kombinations-
statistiken nicht bekannt. Mittels der Betrachtung von Martingalen und der charakte-
ristischen Funktion erfolgte der Nachweis der Verteilung der finalen Teststatistiken. Bei
Verwendung der inversen χ2–Methode ist die Pru¨fgro¨ße monoton steigend und somit kann
in den Zwischenauswertungen das Testen der Nullhypothese zu dem globalen kritischen
Wert erfolgen. Dies ist fu¨r die inverse Normalmethode nicht der Fall. Erst nach Vergabe
des globalen Gewichts λG ist unter Verwendung der finalen N(0, λG)–verteilten Pru¨fgro¨ße
die U¨berpru¨fung des Testproblems unter Einhaltung des vorgegebenen Niveaus mo¨glich.
Die Gewichtung der einzelnen Sequenzen wird im Self–Designing ebenso wie die Fallzahl
basierend auf den vorliegenden Beobachtungen ermittelt.
Neben der U¨berpru¨fung von Testproblemen ist die Abscha¨tzung der Gro¨ße eines Wirkungs-
unterschieds von Interesse. Hierfu¨r wurden Methoden zur Intervall– und Punktscha¨tzung
vorgestellt. Mittels so genannter Repeated Konfidenzintervalle kann in jeder Stufe ein In-
tervall angegeben werden, welches eine U¨berdeckungswahrscheinlichkeit gro¨ßer oder gleich
dem geforderten Konfidenzniveau besitzt (vgl. Jennison und Turnbull (1989), Hartung
und Knapp (2006)). Erfolgt kein vorzeitiger Abbruch der Studie, ha¨lt die Sequenz der
Intervalle bei den adaptiv gruppensequentiellen Designs mit inverser Normalmethode so-
wie dem Pocock–Design mit inverser χ2–Methode das gewu¨nschte Konfidenzniveau genau
ein. Fu¨r das O’Brien/Fleming–Design sowie das Self–Designing mit inverser χ2–Methode
besitzt das Intervall der letzten Stufe, d.h. wenn das globale Gewicht komplett verbraucht
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ist, exakt das festgelegte Niveau. Fu¨r das Self–Designing mit inverser Normalmethode
besteht in Analogie zum einmaligen Testen nur am Studienende die Mo¨glichkeit ein
Konfidenzintervall anzugeben, welches das vorgegebene Niveau einha¨lt. Fu¨r die Ermitt-
lung zweiseitiger Konfidenzintervalle in den adaptiv gruppensequentiellen Designs mit
inverser Normalmethode werden kritische Werte fu¨r zweiseitige Tests beno¨tigt. In einem
nicht–sequentiellen Design ko¨nnen fu¨r die U¨berpru¨fung eines zweiseitigen Testproblems
zum Niveau 2α die einseitigen kritischen Werte zum Niveau α verwendet werden. Im
Mehrdimensionalen ist dies im Allgemeinen nicht erfu¨llt (vgl. Wassmer (2001)). Fu¨r ge-
bra¨uchliche Werte des Signifikanzniveaus sowie bei gleicher Gewichtung der einzelnen
Sequenzen sind die ein– und zweiseitigen kritischen Werte in der Regel gleich. Bei sehr
unterschiedlicher Gewichtung der Stufen ko¨nnen sich diese bereits fu¨r kleinere Werte fu¨r
das Niveau unterscheiden. Fu¨r die Ermittlung eines einzelnen Scha¨tzwerts am Studien-
ende wurden in der Meta–Analyse verwendete Verfahren vorgestellt (vgl. Hartung und
Knapp (2005)). Angewandt in klinischen Pru¨fungen mit flexiblem Designs sind diese
Punktscha¨tzer in der Regel nicht unverzerrt fu¨r den unbekannten Parameter, wobei es
verschiedene Verzerrungsquellen gibt. Soll beispielsweise am Ende der Untersuchung eine
Scha¨tzung fu¨r den interessierenden Parameter angegeben werden und findet ein vorzei-
tiger Abbruch der Studie Beru¨cksichtigung, erfolgt eine Selektion der Daten. Hierdurch
kann es passieren, dass diese Scha¨tzung auf vergleichsweise extremen Daten basiert (vgl.
Coburger und Wassmer (2001, 2003)). Vorteilhaft an diesen in der Meta–Analyse ver-
wendeten Scha¨tzern ist, dass sie leicht zu ermitteln sind. Fu¨r den Fall, dass lediglich eine
Anpassung der Fallzahl und kein vorzeitiger Abbruch der Untersuchung Beru¨cksichtigung
findet, wurde ein erwartungstreuer Scha¨tzer hergeleitet.
Die in der Literatur vorgestellten flexiblen Designs basieren in der Regel auf der An-
nahme stetiger Daten, wobei ha¨ufig die Einschra¨nkung auf normalverteilte Zielvariablen
mit bekannter Varianz erfolgt. Deshalb wurde in dieser Arbeit das Vorliegen diskreter
Beobachtungen untersucht. Hierbei war insbesondere von Interesse, ob Pru¨fgro¨ßen, wel-
che bereits in nicht–sequentiellen Designs das Testniveau nur asymptotisch einhalten,
in flexibel durchgefu¨hrten Untersuchungen Anwendung finden ko¨nnen. Bei Vorliegen ei-
ner bina¨ren Zielvariable wurde fu¨r die Messung des Behandlungsunterschieds die Risiko-
differenz verwendet. Eine verallgemeinerte Risikdifferenz wurde fu¨r den Fall einer ordi-
nalen Zielgro¨ße betrachtet. Es erfolgte fu¨r beide Situationen die Ermittlung einer Stich-
probenfunktion, welche anschließend auf den sequentiellen Fall u¨bertragen wurde. Die fu¨r
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den Fall ordinaler Daten auf der Betrachtung der verallgemeinerten Risikodifferenz her-
geleitete Fallzahl stimmt bei Vorliegen von nur zwei Kategorien mit einer fu¨r die bina¨re
Situation bekannten Stichprobenfunktion u¨berein. Die adaptiv gruppensequentiellen Desi-
gns vom Pocock–, O’Brien/Fleming–, Wang/Tsiatis– und Haybittle/Peto–Typ sowie das
Self–Designing mit inverser Normal– und χ2–Methode wurden bei Vorliegen einer bina¨ren
oder ordinalen Zielgro¨ße in Simulationen umfangreich untersucht. Im bina¨ren Fall erfolgte
das Testen der Nullhypothese in den einzelnen Sequenzen mit Pru¨fgro¨ßen ohne und mit
Stetigkeitskorrektur. Es zeigte sich, dass das liberale bzw. konservative Testverhalten die-
ser Statistiken in flexiblen Designs versta¨rkt wird. Bei Betrachtung einer ordinalen Varia-
ble ergaben sich mit den im bina¨ren Fall erhaltenen Ergebnissen vergleichbare Resultate,
wobei das empirische Niveau im ordinalen Fall tendenziell ho¨her ausfiel. Insgesamt ko¨nnen
flexible Designs in klinischen Pru¨fungen mit bina¨rer und ordinaler Zielvariable Anwendung
finden, wobei von der Verwendung von Teststatistiken mit Stetigkeitskorrektur abgeraten
wird. Die Wahl des flexiblen Designs sollte nach der Zielsetzung der Studie erfolgen. Das
mittlere Verhalten der adaptiv gruppensequentiellen Designs ist sehr a¨hnlich mit Aus-
nahme des Designs vom Haybittle/Peto–Typ. In den Simulationsstudien ergaben sich fu¨r
dieses Design sehr hohe mittlere und mediane Fallzahlen bei nur geringfu¨gig gro¨ßeren Wer-
ten fu¨r die empirische Power. Bei dem Self–Designing mit inverser Normalmethode besteht
der Nachteil, dass die U¨berpru¨fung des Testproblems nicht in den einzelnen Sequenzen
erfolgen kann. Dies ist erst mo¨glich, wenn das globale Niveau komplett verbraucht ist. Das
Self–Designing mit inverser χ2–Methode ermo¨glicht das Testen der Nullhypothese in jeder
Sequenz und stellt insgesamt eine gute Alternative zu den adaptiv gruppensequentiellen
Designs dar, wenn die maximale Stufenanzahl nicht festgelegt werden soll.
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B Verteilungen der finalen Teststatistiken im Self–
Designing
Bei dem Self–Designing klinischer Studien werden die Gewichtungen der einzelnen Sequen-
zen im Verlauf der Untersuchung festgelegt. Somit kann die Verteilung der Kombinations-
statistik erst bestimmt werden, wenn das vor Studienbeginn gewa¨hlte globale Gewicht λG
komplett verbraucht ist, d.h. es gilt
∑j
i=1 λi = λG. Basierend auf dem Ansatz von Shen
und Fisher (1999) erfolgt der Nachweis der Verteilung der finalen Teststatistik zuna¨chst
fu¨r das Self–Designing mit gewichteter Normalmethode, anschließend in analoger Vorge-
hensweise fu¨r das Self–Designing mit verallgemeinerter inverser χ2–Methode. Da hierfu¨r
Martingale sowie die charakteristische Funktion betrachtet werden, werden diese vorab
kurz vorgestellt.
Die charakteristische Funktion ist ein wichtiges Hilfsmittel in der Statistik, insbesondere
fu¨r die Herleitung der Verteilung von Zufallsvariablen. In diesem Zusammenhang werden
Funktionen betrachtet, die Werte in der Menge C der komplexen Zahlen annehmen. Fu¨r
die Definition der charakteristischen Funktion sei g : R→ C eine Funktion
g = Re(g) + i Im(g)
mit Re(g) Real– und Im(g) Imagina¨rteil. Fu¨r die imagina¨re Einheit i gilt: i2 = −1.
Definition B.1 Sei X eine Zufallsvariable. Dann ist
E[g(X)] = E[eitX ] = ϕX(t)
die charakteristische Funktion von X (t ∈ R fest).
Es gilt:
(i) |ϕX(t)| ≤ 1,
(ii) ϕX(0) = 1,
(iii) ϕaX+b(t) = e
ibtϕX(at),
(siehe Mu¨ller (1991)).
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Satz B.1 Seien X und Y Zufallsvariablen mit Verteilungsfunktion F bzw. G. Dann sind
die folgenden Aussagen a¨quivalent
(i) F = G,
(ii) ϕX = ϕY .
Definition B.2 X = {Xt, t ∈ N} heißt Martingal bezu¨glich {Ft, t ∈ N}, falls gilt
(i) E(|Xt|) <∞, t ∈ N,
(ii) E(Xt+1|Ft) = E(Xt+1|Xt, ..., X1) = Xt,
(vgl. Fahrmeir et al. (1985)).
B.1 Verteilung der finalen Teststatistik Zk
Der Nachweis der Verteilung der finalen Teststatistik Zk beruht auf der Ausnutzung der
Eigenschaften von Martingalen und der charakteristischen Funktion. Sei
Yj = exp
(
it
j∑
i=1
√
λi Φ
−1(1− pi)
)/
exp
(
−t
2
2
j∑
i=1
λi
)
ein Martingal.
Zu zeigen:
(i) E[ |Yj| ] <∞
(ii) E[ Yj+1 | Y1, ..., Yj ] = Yj.
Zu (i):
E[ |Yj| ] = E

∣∣∣∣∣∣∣∣∣
exp
(
it
j∑
i=1
√
λi Φ
−1(1− pi)
)
exp
(
−t
2
2
j∑
i=1
λi
)
∣∣∣∣∣∣∣∣∣
 =
∣∣∣∣∣∣∣∣∣ E

exp
(
it
j∑
i=1
√
λi Φ
−1(1− pi)
)
exp
(
−t
2
2
j∑
i=1
λi
)

∣∣∣∣∣∣∣∣∣
=
∣∣∣∣ E [ exp(it j∑
i=1
√
λi Φ
−1(1− pi)
)] ∣∣∣∣
exp
(
−t
2
2
j∑
i=1
λi
) < ∞,
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da gilt
∣∣∣∣ E [ exp(it j∑
i=1
√
λi Φ
−1(1− pi)
)] ∣∣∣∣ = |ϕ∑ji=1√λi Φ−1(1−pi)(t)| ≤ 1 und j∑i=1λi j→∞−→ λG.
Zu (ii):
E[ Yj+1 | Y1, ..., Yj ] = E

exp
(
it
j+1∑
i=1
√
λi Φ
−1(1− pi)
)
exp
(
−t
2
2
j+1∑
i=1
λi
)

=
E
[
exp
(
it
(
j∑
i=1
√
λi Φ
−1(1− pi) +
√
λj+1 Φ
−1(1− pj+1)
))]
exp
(
−t
2
2
j+1∑
i=1
λi
)
=
exp
(
it
j∑
i=1
√
λi Φ
−1(1− pi)
)
E
[
exp
(
it
(√
λj+1 Φ
−1(1− pj+1)
))]
exp
(
−t
2
2
j∑
i=1
λi
)
exp
(
−t
2
2
λj+1
)
H0= Yj
exp
(
i0t− λj+1 t
2
2
)
exp
(
−t
2
2
λj+1
) = Yj,
da
√
λj+1 Φ
−1(1 − pj+1) gegeben
√
λ1 Φ
−1(1 − p1), ...,
√
λj Φ
−1(1 − pj) unter der Null-
hypothese bedingt N(0, λj+1)–verteilt ist und die zugeho¨rige charakteristische Funktion
E[exp(it
√
λj+1 Φ
−1(1− pj+1))] = exp(−t2/2 λj+1) ist.
Durch Nachweis der Eigenschaften (i) und (ii) konnte gezeigt werden, dass Yj ein Martingal
ist. Da die Gewichte {λi, i = 1, 2, ...} nicht-negativ sind, ist k = inf{j :
∑j
i=1 λi = λG}
eine Stoppzeit. Insbesondere gilt
E[Yk] = E[Y0],
wobei
E[Y0] = E
[
exp (it 0)
exp (−(t2/2) 0)
]
= E[1] = 1
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ist (vgl. Mu¨ller (1991)). Somit gilt
E[Yk] = E

exp
(
it
k∑
i=1
√
λi Φ
−1(1− pi)
)
exp
(
−t
2
2
k∑
i=1
λi
)
 =
E
[
exp
(
it
k∑
i=1
√
λi Φ
−1(1− pi)
)]
exp
(
−t
2
2
λG
) = 1
⇔ E
[
exp
(
it
k∑
i=1
√
λiΦ
−1(1− pi)
)]
= exp
(
−t
2
2
λG
)
⇔ E [exp (itZk)] = exp
(
−t
2
2
λG
)
.
Da exp(−t2/2 λG) sowohl die charakteristische Funktion der N(0, λG)–Verteilung als auch
von Zk =
∑k
i=1
√
λi Φ
−1(1− pi) ist, ist Zk unter der Nullhypothese N(0, λG)–verteilt. 
B.2 Verteilung der finalen Teststatistik Sk
Der Nachweis der Verteilung der finalen Teststatistik Sk beruht auf der Ausnutzung der
Eigenschaften von Martingalen und der charakteristischen Funktion. Sei
Yj = exp
(
it
j∑
i=1
qi(λi)
)/
(1− 2it)−
λ∑(j)
2
ein Martingal.
Zu zeigen:
(i) E[ |Yj| ] <∞
(ii) E[ Yj+1 | Y1, ..., Yj ] = Yj.
Zu (i):
E[ |Yj| ] = E

∣∣∣∣∣∣∣∣∣
exp
(
it
j∑
i=1
qi(λi)
)
(1− 2it)−
λ∑(j)
2
∣∣∣∣∣∣∣∣∣
 ≤
∣∣∣∣∣∣∣∣∣
E
[
exp
(
it
j∑
i=1
qi(λi)
)]
(1− 2it)−
λ∑(j)
2
∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣ E [ exp(it j∑
i=1
qi(λi)
)] ∣∣∣∣∣∣∣∣ (1− 2it)−λ∑(j)2 ∣∣∣∣ < ∞,
da
∣∣∣∣ E [ exp(it j∑
i=1
qi(λi)
)] ∣∣∣∣ = |ϕ∑ji=1 qi(λi)(t)| ≤ 1 und j∑i=1λi j→∞−→ λG.
Zu (ii):
E[ Yj+1 | Y1, ..., Yj ] = E

exp
(
it
j+1∑
i=1
qi(λi)
)
(1− 2it)−
λ∑(j+1)
2

=
exp
(
it
∑j
i=1 qi(λi)
)
(1− 2it)−
λ∑(j)
2
E [exp (it qj+1(λj+1))]
(1− 2it)−λj+12
H0= Yj,
da qj+1(λj+1) gegeben q1(λ1), ..., qj(λj) unter der Nullhypothese bedingt χ
2–verteilt ist mit
λj+1 Freiheitsgraden und die zugeho¨rige charakteristische FunktionE [exp (it qj+1(λj+1))] =
(1− 2it)−λj+12 ist.
Durch Nachweis der Eigenschaften (i) und (ii) konnte gezeigt werden, dass Yj ein Martingal
ist. Da die Gewichte {λi, i = 1, 2, ...} nicht-negativ sind, ist k = inf{j :
∑j
i=1 λi = λG}
eine Stoppzeit. Insbesondere gilt
E[Yk] = E[Y0],
wobei
E[Y0] = E
[
exp (it 0)
(1− 2it)0
]
= E[1] = 1
ist (vgl. Mu¨ller (1991), S. 246). Somit gilt
E

exp
(
it
k∑
i=1
qi(λi)
)
(1− 2it)−
λ∑(k)
2
 =
E
[
exp
(
it
k∑
i=1
qi(λi)
)]
(1− 2it)−
λ∑(k)
2
= 1
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⇔ E
[
exp
(
it
k∑
i=1
qi(λi)
) ]
= (1− 2it)−
λ∑(k)
2 ⇔ E [ exp (itSk) ] = (1− 2it)−
λ∑(k)
2 .
Da (1 − 2it)−
λ∑(k)
2 sowohl die charakteristische Funktion der χ2–Verteilung mit λ∑(k)
Freiheitsgraden als auch von Sk =
∑k
i=1 qi(λi) ist, stammt Sk unter der Nullhypothese
aus einer χ2(λ∑(k))–Verteilung. 
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C Ergebnisse der Simulationsstudien
C.1 Bina¨re Zielvariable
In den folgenden Tabellen finden sich die Ergebnisse der Konstellationen II-VIII von Sze-
nario I der Simulationsstudie aus Kapitel 3.1.4 sowohl unter der Null– als auch unter der
Alternativhypothese.
1) Unter der Nullhypothese
Tabelle C.1: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation II)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.55 656.65 670 4.94 94.57 96.67 2.65 656.78 670 4.93 94.48 96.20
OBF 2.37 655.67 670 4.98 95.12 95.60 2.67 654.96 670 4.98 94.73 94.73
WT 2.38 657.07 670 4.97 95.13 96.04 2.66 656.41 670 4.96 94.71 95.05
HP 2.57 664.27 670 4.99 94.77 95.01 2.51 652.48 670 4.99 94.93 94.95
SD 2.46 534.61 546 4.05 93.56 94.97 2.69 534.97 546 4.02 94.79 94.79
T(2) 2.40 PO 2.41 657.29 670 4.94 94.95 96.85 2.30 658.07 670 4.94 95.12 96.69
OBF 2.26 656.25 670 4.98 95.48 95.87 2.50 656.65 670 4.98 94.98 94.98
WT 2.24 657.58 670 4.97 95.28 96.14 2.34 657.44 670 4.97 95.17 95.50
HP 2.44 664.93 670 4.99 95.12 95.28 2.32 653.27 670 4.99 95.26 95.28
SD 2.36 534.93 546 4.05 93.98 95.20 2.36 535.39 546 4.02 95.06 95.06
T(3) 1.58 PO 0.77 663.84 670 4.98 98.46 99.05 0.95 664.25 670 4.98 98.22 98.81
OBF 0.45 662.64 670 5.00 98.88 99.05 0.66 662.32 670 4.99 98.50 98.50
WT 0.58 663.22 670 4.99 98.69 99.01 0.84 663.37 670 4.99 98.23 98.35
HP 0.54 667.18 670 5.00 98.84 98.86 0.74 659.35 670 4.99 98.44 98.44
SD 0.38 539.36 546 4.02 98.27 98.83 0.65 539.37 546 4.01 98.47 98.47
T(4) 2.00 PO 1.40 661.51 670 4.96 96.65 98.06 1.45 661.80 670 4.96 96.30 97.55
OBF 1.04 660.14 670 4.99 96.70 97.16 1.43 659.79 670 4.99 96.22 96.22
WT 1.13 661.32 670 4.99 96.87 97.57 1.52 660.86 670 4.98 95.98 96.56
HP 1.26 666.45 670 4.99 96.58 96.70 1.41 656.95 670 4.99 96.04 96.05
SD 1.11 537.82 546 4.04 95.63 96.52 1.24 537.58 546 4.02 96.13 96.13
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.46 657.07 670 4.94 94.84 96.68 2.82 655.48 670 4.92 94.08 95.88
OBF 2.62 655.71 670 4.98 94.83 95.30 2.80 654.23 670 4.97 94.18 94.18
WT 2.59 656.19 670 4.96 94.78 95.76 2.88 654.89 670 4.95 94.08 94.52
HP 2.32 664.17 670 4.98 94.77 95.12 2.81 652.12 670 4.98 94.20 94.27
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 2.42 534.88 546 4.05 93.37 94.81 2.69 534.95 546 4.02 94.44 94.44
T(2) 2.39 PO 2.34 657.97 670 4.94 95.19 96.86 2.52 656.83 670 4.93 94.77 96.30
OBF 2.41 655.92 670 4.99 95.06 95.55 2.52 656.06 670 4.98 94.69 94.69
WT 2.53 656.56 670 4.97 94.99 95.95 2.68 655.75 670 4.96 94.49 94.96
HP 2.19 665.01 670 4.99 95.15 95.37 2.45 653.28 670 4.99 94.85 94.86
SD 2.55 535.51 546 4.05 93.70 94.87 2.48 535.90 546 4.02 94.95 94.95
T(3) 1.64 PO 0.97 662.51 670 4.97 97.92 98.76 1.30 661.84 670 4.96 97.06 98.17
OBF 0.63 661.53 670 5.00 98.49 98.60 0.87 660.77 670 4.99 97.81 97.81
WT 0.71 662.28 670 4.99 98.33 98.74 1.03 661.47 670 4.98 97.67 97.89
HP 0.74 666.94 670 4.99 98.19 98.39 1.10 658.35 670 4.99 97.61 97.67
SD 0.65 538.90 546 4.03 97.65 98.30 0.84 538.39 546 4.01 97.82 97.82
T(4) 2.39 PO 1.59 660.32 670 4.96 96.10 97.75 1.83 659.70 670 4.95 95.70 97.05
OBF 1.41 658.94 670 4.99 96.22 96.56 1.64 658.29 670 4.99 95.41 95.41
WT 1.51 659.55 670 4.98 96.03 96.96 1.68 658.79 670 4.97 95.43 96.01
HP 1.35 665.98 670 4.99 96.05 96.25 1.75 655.77 670 4.99 95.49 95.52
SD 1.21 537.07 546 4.03 95.15 96.19 1.48 537.28 546 4.02 95.81 95.81
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.77 655.62 670 4.93 94.60 96.45 3.02 654.64 670 4.92 94.05 95.93
OBF 2.52 654.99 670 4.98 94.97 95.33 2.99 654.98 670 4.98 94.29 94.29
WT 2.54 656.78 670 4.97 94.96 95.80 2.85 655.06 670 4.96 94.39 94.84
HP 2.67 663.16 670 4.98 94.77 95.07 2.63 652.54 670 4.99 94.64 94.66
SD 2.59 534.76 546 4.05 93.62 94.96 2.56 534.97 546 4.02 94.74 94.74
T(2) 2.48 PO 2.34 657.74 670 4.94 95.13 96.98 2.66 656.36 670 4.93 94.82 96.34
OBF 2.46 655.81 670 4.98 95.02 95.45 2.72 655.76 670 4.98 94.72 94.72
WT 2.40 657.54 670 4.97 95.06 95.83 2.73 655.62 670 4.96 94.89 95.24
HP 2.48 664.18 670 4.99 95.04 95.21 2.33 653.20 670 4.99 95.18 95.18
SD 2.42 535.09 546 4.05 93.98 95.19 2.53 535.50 546 4.02 95.07 95.07
T(3) 1.47 PO 0.89 663.07 670 4.98 98.25 98.94 0.88 663.93 670 4.98 98.14 98.84
OBF 0.48 662.60 670 5.00 98.80 98.94 0.78 662.13 670 5.00 98.28 98.28
WT 0.64 662.85 670 4.99 98.62 98.99 0.78 662.64 670 4.99 98.25 98.45
HP 0.54 667.76 670 5.00 98.78 98.86 0.70 659.36 670 5.00 98.43 98.44
SD 0.33 538.97 546 4.02 98.37 98.95 0.54 539.12 546 4.01 98.59 98.59
T(4) 2.01 PO 1.64 659.98 670 4.96 96.30 97.76 1.55 661.09 670 4.96 96.19 97.63
OBF 1.24 659.41 670 4.99 96.57 96.93 1.41 658.87 670 4.99 95.81 95.81
WT 1.29 660.61 670 4.99 96.48 97.31 1.55 660.06 670 4.98 95.89 96.35
HP 1.27 666.30 670 4.99 96.47 96.58 1.48 656.23 670 4.99 96.01 96.01
SD 1.00 538.18 546 4.04 95.93 96.84 1.23 537.97 546 4.02 96.35 96.35
C Ergebnisse der Simulationsstudien 119
Tabelle C.2: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation III)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.37 307.69 320 4.94 94.68 96.73 2.80 309.37 320 4.93 94.11 95.94
OBF 2.57 300.09 320 4.98 94.72 95.26 2.66 302.83 320 4.98 94.70 94.70
WT 2.39 302.55 320 4.97 94.91 95.87 2.71 304.10 320 4.96 94.42 94.89
HP 2.50 315.53 320 4.99 94.72 94.99 2.59 299.59 320 4.99 94.62 94.65
SD 2.33 197.08 196 3.46 94.22 95.11 2.66 196.67 196 3.34 94.39 94.39
T(2) 2.40 PO 2.04 308.53 320 4.95 95.46 97.22 2.34 309.91 320 4.94 95.11 96.62
OBF 1.52 301.20 320 4.99 96.19 96.63 1.92 303.47 320 4.99 95.68 95.68
WT 1.49 303.94 320 4.99 96.02 96.89 1.96 305.11 320 4.97 95.49 95.84
HP 2.42 315.87 320 4.99 95.29 95.42 2.12 300.94 320 4.99 95.49 95.49
SD 1.96 197.19 196 3.47 95.00 95.61 2.11 197.42 196 3.35 95.21 95.21
T(3) 1.58 PO 0.40 314.02 320 4.99 98.74 99.46 0.67 314.36 320 4.98 98.53 99.12
OBF 0.11 310.02 320 5.00 99.46 99.56 0.37 309.22 320 5.00 99.07 99.07
WT 0.22 310.81 320 4.99 99.35 99.57 0.53 310.61 320 4.99 98.76 98.88
HP 0.41 317.93 320 5.00 99.19 99.23 0.41 305.48 320 4.99 98.97 98.98
SD 0.15 199.03 196 3.25 98.88 99.18 0.48 198.40 196 3.24 98.73 98.73
T(4) 2.00 PO 1.26 311.24 320 4.96 97.10 98.40 1.39 312.58 320 4.96 96.89 97.98
OBF 0.60 305.89 320 5.00 97.76 98.08 1.10 307.33 320 4.99 96.85 96.85
WT 0.63 307.88 320 4.99 97.82 98.42 1.07 308.31 320 4.99 96.66 97.20
HP 0.96 316.97 320 4.99 97.24 97.39 1.00 303.57 320 4.99 96.74 96.76
SD 0.39 199.09 196 3.34 96.88 97.54 0.91 197.52 196 3.28 96.67 96.67
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.55 307.96 320 4.94 94.55 96.53 3.08 308.98 320 4.92 93.63 95.49
OBF 3.12 299.77 320 4.97 94.18 94.70 3.40 301.80 320 4.96 93.41 93.41
WT 3.06 302.21 320 4.96 94.07 95.12 3.28 303.39 320 4.95 93.31 93.83
HP 2.85 315.32 320 4.98 94.41 94.79 3.31 298.70 320 4.97 93.41 93.47
SD 2.89 195.92 196 3.42 93.31 94.59 3.21 196.45 196 3.34 93.77 93.77
T(2) 2.39 PO 2.17 308.52 320 4.95 95.37 97.01 2.66 309.56 320 4.93 94.49 96.07
OBF 2.17 301.12 320 4.98 95.14 95.67 2.59 303.03 320 4.98 94.47 94.47
WT 2.15 302.50 320 4.97 95.33 96.25 2.48 304.43 320 4.96 94.43 94.96
HP 2.39 315.58 320 4.99 95.10 95.35 2.60 299.52 320 4.98 94.64 94.66
SD 2.54 196.54 196 3.43 94.32 95.09 2.36 197.63 196 3.35 94.83 94.83
T(3) 1.64 PO 0.82 312.62 320 4.98 98.05 99.02 1.33 312.91 320 4.96 97.34 98.29
OBF 0.24 307.63 320 5.00 99.05 99.29 0.89 308.17 320 4.99 97.87 97.87
WT 0.47 309.50 320 4.99 98.75 99.15 1.02 309.21 320 4.98 97.70 97.96
HP 0.64 317.63 320 4.99 98.56 98.85 0.94 304.33 320 4.99 97.90 97.93
SD 0.35 199.08 196 3.29 98.26 98.79 0.77 196.69 196 3.23 97.95 97.95
T(4) 2.39 PO 1.55 310.39 320 4.96 96.50 97.99 1.92 311.41 320 4.95 95.72 97.15
OBF 1.01 305.07 320 4.99 96.85 97.32 1.75 305.21 320 4.98 95.55 95.55
WT 1.19 306.01 320 4.98 96.82 97.66 1.77 306.84 320 4.97 95.48 96.05
HP 1.45 316.57 320 4.99 96.54 96.74 1.74 301.81 320 4.99 95.57 95.58
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 1.02 197.93 196 3.35 95.85 96.78 1.48 198.43 196 3.31 95.65 95.65
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.67 306.92 320 4.94 94.62 96.53 3.10 308.27 320 4.92 93.92 95.85
OBF 2.50 299.80 320 4.98 94.87 95.26 2.75 301.78 320 4.98 94.47 94.47
WT 2.47 301.78 320 4.97 94.88 95.73 2.75 303.44 320 4.96 94.64 95.16
HP 2.73 315.26 320 4.99 94.51 94.79 2.62 299.32 320 4.99 94.52 94.53
SD 2.88 196.91 196 3.47 93.50 94.53 2.74 196.65 196 3.37 94.77 94.77
T(2) 2.48 PO 2.16 307.85 320 4.95 95.36 97.07 2.39 309.41 320 4.94 95.12 96.72
OBF 1.84 299.66 320 4.99 95.83 96.17 1.99 303.40 320 4.99 95.60 95.60
WT 1.68 302.75 320 4.98 96.07 96.83 2.09 304.68 320 4.97 95.54 95.99
HP 2.53 315.69 320 4.99 95.09 95.22 1.95 299.99 320 4.99 95.63 95.63
SD 2.22 197.02 196 3.47 94.75 95.47 1.95 197.65 196 3.38 95.71 95.71
T(3) 1.47 PO 0.52 313.55 320 4.98 98.76 99.38 0.58 314.07 320 4.98 98.55 99.19
OBF 0.08 309.37 320 5.00 99.60 99.67 0.44 308.78 320 5.00 98.91 98.91
WT 0.14 310.99 320 5.00 99.34 99.64 0.53 310.20 320 4.99 98.75 98.92
HP 0.32 318.11 320 5.00 99.25 99.38 0.41 306.12 320 5.00 98.93 98.94
SD 0.18 198.96 196 3.26 98.66 99.12 0.43 198.67 196 3.26 98.84 98.84
T(4) 2.01 PO 1.32 310.99 320 4.96 96.83 98.25 1.48 311.90 320 4.96 96.63 97.78
OBF 0.56 305.49 320 5.00 97.65 98.02 0.99 306.18 320 4.99 96.83 96.83
WT 0.66 307.60 320 4.99 97.63 98.27 1.05 307.46 320 4.98 96.84 97.19
HP 0.95 317.00 320 4.99 97.49 97.64 1.03 303.30 320 4.99 96.80 96.80
SD 0.60 199.06 196 3.35 96.85 97.52 0.99 197.70 196 3.30 96.53 96.53
Tabelle C.3: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation IV)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.48 633.91 670 4.94 94.70 96.67 2.60 635.35 668 4.93 94.37 96.25
OBF 2.31 614.28 670 4.98 95.14 95.58 2.53 617.17 668 4.98 94.84 94.84
WT 2.29 619.56 670 4.97 95.05 96.00 2.44 621.29 668 4.97 94.77 95.19
HP 2.71 652.35 670 4.98 94.60 94.86 2.55 608.44 668 4.99 94.70 94.73
SD 2.44 537.58 546 4.64 93.88 95.04 2.43 538.21 544 4.50 94.91 94.91
T(2) 2.40 PO 1.99 635.52 670 4.95 95.48 97.24 2.18 636.74 668 4.94 95.30 96.83
OBF 1.49 615.52 670 4.99 96.26 96.66 2.00 617.81 668 4.99 95.60 95.60
WT 1.55 621.99 670 4.98 96.00 96.92 1.88 622.68 668 4.97 95.51 95.92
HP 2.46 654.40 670 4.99 95.05 95.23 2.15 611.77 668 4.99 95.48 95.49
SD 1.88 536.61 546 4.63 95.00 95.82 1.97 540.60 544 4.50 95.55 95.55
T(3) 1.58 PO 0.53 648.54 670 4.98 98.57 99.30 0.83 646.93 668 4.98 98.29 98.91
OBF 0.25 637.75 670 5.00 99.18 99.31 0.48 632.37 668 5.00 98.64 98.64
WT 0.28 639.58 670 4.99 99.09 99.43 0.61 635.69 668 4.99 98.41 98.58
HP 0.47 660.08 670 4.99 98.84 98.89 0.52 622.71 668 4.99 98.58 98.58
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 0.16 556.80 546 4.45 98.85 99.06 0.50 549.42 544 4.41 98.66 98.66
T(4) 2.00 PO 1.20 642.07 670 4.97 96.69 98.23 1.41 642.03 668 4.96 96.56 97.69
OBF 0.63 628.96 670 5.00 97.31 97.63 1.13 626.12 668 4.99 96.49 96.49
WT 0.70 632.41 670 4.99 97.20 97.98 1.16 629.55 668 4.98 96.33 96.79
HP 1.07 657.18 670 4.99 96.57 96.75 1.08 617.93 668 4.99 96.26 96.27
SD 0.52 553.05 546 4.54 96.66 97.36 1.01 546.89 544 4.46 96.50 96.50
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.80 632.05 670 4.93 94.72 96.36 3.13 633.70 668 4.91 93.67 95.57
OBF 3.16 609.66 670 4.97 94.08 94.57 3.34 613.21 668 4.96 93.79 93.79
WT 3.25 616.14 670 4.95 93.84 94.91 3.28 618.72 668 4.95 93.88 94.36
HP 2.68 652.85 670 4.98 94.60 94.98 3.41 606.46 668 4.97 93.59 93.65
SD 2.95 531.99 546 4.57 92.80 94.28 3.46 535.81 544 4.48 93.50 93.50
T(2) 2.39 PO 2.15 634.11 670 4.94 95.44 97.01 2.69 634.93 668 4.93 94.58 96.14
OBF 2.60 609.20 670 4.98 94.96 95.35 2.56 616.11 668 4.98 94.83 94.83
WT 2.26 618.52 670 4.97 95.12 96.03 2.63 620.98 668 4.96 94.76 95.17
HP 2.53 653.55 670 4.99 95.04 95.32 2.82 610.58 668 4.98 94.52 94.52
SD 2.42 533.28 546 4.58 94.10 95.12 2.58 538.54 544 4.50 94.62 94.62
T(3) 1.64 PO 0.92 644.05 670 4.97 98.20 98.84 1.35 643.59 668 4.96 97.10 98.17
OBF 0.50 630.85 670 5.00 98.73 98.82 1.09 627.45 668 4.99 97.75 97.75
WT 0.67 634.61 670 4.99 98.46 98.81 1.01 631.43 668 4.98 97.73 97.92
HP 0.77 659.14 670 4.99 98.18 98.38 1.35 619.75 668 4.98 97.35 97.37
SD 0.49 552.78 546 4.48 98.14 98.57 0.89 550.42 544 4.45 97.83 97.83
T(4) 2.39 PO 1.65 638.75 670 4.95 96.22 97.79 1.91 638.91 668 4.95 95.34 96.90
OBF 1.36 621.20 670 4.99 96.22 96.56 1.74 621.03 668 4.98 95.52 95.52
WT 1.26 627.80 670 4.98 96.31 97.24 1.77 625.67 668 4.97 95.40 95.96
HP 1.32 656.80 670 4.99 96.09 96.35 1.89 614.19 668 4.98 95.13 95.14
SD 1.22 544.65 546 4.53 95.30 96.26 1.81 545.43 544 4.47 95.23 95.23
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.64 631.32 670 4.94 94.70 96.55 2.92 632.79 668 4.92 94.22 96.11
OBF 2.45 613.07 670 4.98 95.04 95.41 2.58 614.16 668 4.98 94.55 94.55
WT 2.45 617.67 670 4.97 95.09 95.89 2.63 618.32 668 4.96 94.76 95.20
HP 2.71 652.30 670 4.99 94.47 94.81 2.57 607.92 668 4.99 94.73 94.74
SD 2.40 537.04 546 4.66 94.02 95.19 2.61 537.08 544 4.52 94.74 94.74
T(2) 2.48 PO 2.05 633.53 670 4.95 95.46 97.20 2.34 634.70 668 4.94 95.11 96.75
OBF 1.79 611.33 670 4.99 95.75 96.18 1.97 615.75 668 4.99 95.65 95.65
WT 1.61 620.25 670 4.98 96.26 97.05 2.08 620.15 668 4.98 95.48 95.91
HP 2.62 653.62 670 4.99 94.97 95.10 1.94 610.57 668 4.99 95.72 95.72
SD 1.92 536.25 546 4.65 95.11 95.87 1.99 540.09 544 4.52 95.49 95.49
T(3) 1.47 PO 0.59 647.25 670 4.98 98.60 99.28 0.74 645.56 668 4.98 98.32 98.94
OBF 0.19 636.33 670 5.00 99.28 99.38 0.56 631.43 668 5.00 98.64 98.64
WT 0.22 640.18 670 5.00 99.15 99.47 0.65 634.41 668 4.99 98.47 98.63
HP 0.50 660.63 670 5.00 98.81 98.92 0.44 623.75 668 5.00 98.67 98.68
SD 0.13 556.33 546 4.45 98.97 99.28 0.41 549.77 544 4.43 98.77 98.77
T(4) 2.01 PO 1.33 641.22 670 4.96 96.53 98.03 1.33 641.48 668 4.97 96.40 97.76
OBF 0.70 626.30 670 5.00 97.09 97.47 1.21 624.26 668 4.99 96.03 96.03
WT 0.70 631.51 670 4.99 97.05 97.84 1.20 627.39 668 4.99 96.23 96.64
HP 1.09 657.25 670 4.99 96.55 96.70 1.13 617.26 668 4.99 96.32 96.32
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 0.54 552.53 546 4.55 96.84 97.32 0.88 547.08 544 4.49 96.48 96.48
Tabelle C.4: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation V)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.64 303.73 308 2.97 94.71 96.20 2.77 303.47 308 2.96 94.41 95.78
OBF 2.53 304.32 308 2.99 95.00 95.24 2.56 303.96 308 2.99 94.60 94.60
WT 2.66 304.06 308 2.98 94.64 95.32 2.69 303.93 308 2.98 94.49 94.84
HP 2.52 306.39 308 3.00 94.90 94.99 2.61 304.65 308 3.00 94.70 94.70
SD 2.46 209.97 208 2.05 94.43 94.67 2.64 209.10 208 2.04 94.58 94.58
T(2) 2.40 PO 2.34 304.24 308 2.97 95.22 96.60 2.35 304.12 308 2.97 95.22 96.34
OBF 2.46 304.31 308 2.99 95.06 95.29 2.44 304.24 308 2.99 94.86 94.86
WT 2.46 304.12 308 2.98 94.89 95.52 2.38 304.18 308 2.98 95.04 95.40
HP 2.36 306.51 308 3.00 95.15 95.22 2.38 304.91 308 3.00 95.19 95.19
SD 2.35 210.05 208 2.05 94.74 94.91 2.66 208.97 208 2.04 94.61 94.61
T(3) 1.58 PO 1.09 305.66 308 2.98 97.82 98.58 1.19 305.79 308 2.98 97.66 98.29
OBF 0.75 305.56 308 3.00 98.37 98.48 0.93 305.84 308 3.00 98.01 98.01
WT 0.88 305.71 308 2.99 98.14 98.43 1.03 305.85 308 2.99 97.76 97.95
HP 0.84 307.04 308 3.00 98.31 98.34 1.04 306.37 308 3.00 97.93 97.93
SD 1.06 209.69 208 2.04 97.60 97.67 1.13 209.24 208 2.03 97.51 97.51
T(4) 2.00 PO 1.61 305.12 308 2.98 96.60 97.61 1.83 304.88 308 2.98 96.24 97.17
OBF 1.33 305.01 308 3.00 96.69 96.95 1.60 305.05 308 2.99 96.13 96.13
WT 1.54 305.09 308 2.99 96.49 97.01 1.78 304.96 308 2.98 96.06 96.31
HP 1.34 306.84 308 3.00 96.76 96.82 1.68 305.67 308 3.00 96.37 96.37
SD 1.57 209.80 208 2.04 96.15 96.28 1.70 209.19 208 2.03 95.83 95.83
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.85 303.83 308 2.97 94.62 96.01 2.72 304.08 308 2.97 94.66 95.99
OBF 2.74 303.95 308 2.99 94.86 95.02 2.94 304.13 308 2.99 94.31 94.31
WT 2.82 303.97 308 2.98 94.82 95.40 2.83 304.29 308 2.98 94.46 94.83
HP 2.75 306.09 308 2.99 94.84 94.92 2.94 304.74 308 2.99 94.40 94.40
SD 2.51 210.41 208 2.06 94.79 94.94 2.57 208.86 208 2.03 94.80 94.80
T(2) 2.39 PO 2.77 303.88 308 2.97 94.75 96.14 2.45 304.48 308 2.97 95.26 96.34
OBF 2.63 304.06 308 2.99 95.10 95.26 2.79 304.34 308 2.99 94.60 94.60
WT 2.71 304.14 308 2.98 95.01 95.60 2.58 304.49 308 2.98 94.90 95.22
HP 2.62 306.20 308 3.00 95.12 95.20 2.78 304.88 308 3.00 94.70 94.70
SD 2.32 210.09 208 2.05 95.07 95.16 2.49 208.97 208 2.03 95.03 95.03
T(3) 1.64 PO 1.15 305.73 308 2.99 97.65 98.40 1.57 305.37 308 2.98 96.81 97.85
OBF 0.98 305.36 308 3.00 97.91 98.00 1.41 305.48 308 2.99 97.38 97.38
WT 1.25 305.43 308 2.99 97.62 97.90 1.44 305.61 308 2.99 97.43 97.57
HP 1.15 306.85 308 3.00 97.74 97.79 1.40 306.01 308 3.00 97.42 97.42
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 1.23 209.61 208 2.04 97.28 97.37 1.29 209.59 208 2.03 97.22 97.22
T(4) 2.39 PO 2.06 304.58 308 2.97 95.81 97.10 2.09 304.82 308 2.97 95.80 96.94
OBF 1.72 304.77 308 3.00 96.43 96.58 2.03 304.90 308 2.99 95.74 95.74
WT 1.92 304.87 308 2.99 96.21 96.69 2.05 305.00 308 2.98 95.72 96.12
HP 1.84 306.53 308 3.00 96.34 96.42 2.05 305.48 308 3.00 95.80 95.80
SD 1.77 209.45 208 2.04 95.88 96.00 1.96 209.30 208 2.03 95.68 95.68
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.73 303.62 308 2.97 94.89 96.26 2.90 303.48 308 2.96 94.32 95.80
OBF 2.63 304.11 308 2.99 94.74 95.05 2.71 304.03 308 2.99 94.87 94.87
WT 2.60 304.13 308 2.98 94.89 95.58 2.79 304.00 308 2.98 94.70 95.10
HP 2.48 306.26 308 3.00 95.02 95.16 2.74 304.68 308 3.00 94.73 94.73
SD 2.60 210.15 208 2.05 94.63 94.85 2.59 209.32 208 2.04 94.90 94.90
T(2) 2.48 PO 2.50 303.92 308 2.97 95.20 96.55 2.53 304.07 308 2.97 95.12 96.30
OBF 2.40 304.26 308 2.99 95.00 95.35 2.57 304.24 308 2.99 95.05 95.05
WT 2.50 304.20 308 2.98 95.10 95.78 2.67 304.25 308 2.98 95.01 95.40
HP 2.26 306.38 308 3.00 95.36 95.50 2.55 304.71 308 3.00 95.02 95.02
SD 2.49 210.20 208 2.05 94.87 95.07 2.71 209.03 208 2.04 94.78 94.78
T(3) 1.47 PO 1.04 305.60 308 2.98 97.88 98.74 1.17 305.84 308 2.98 97.68 98.35
OBF 0.77 305.55 308 3.00 98.33 98.49 0.92 305.67 308 3.00 98.02 98.02
WT 0.78 305.70 308 2.99 98.31 98.68 1.04 305.83 308 2.99 97.90 98.11
HP 0.85 307.10 308 3.00 98.31 98.33 0.96 306.27 308 3.00 98.00 98.00
SD 1.02 209.60 208 2.04 97.57 97.72 1.05 209.33 208 2.03 97.71 97.71
T(4) 2.01 PO 1.71 304.83 308 2.98 96.50 97.56 1.85 304.96 308 2.98 96.19 97.20
OBF 1.38 305.06 308 3.00 96.85 97.15 1.62 305.01 308 2.99 96.23 96.23
WT 1.55 304.97 308 2.99 96.68 97.27 1.81 305.16 308 2.99 96.35 96.59
HP 1.45 306.71 308 3.00 96.58 96.71 1.67 305.47 308 3.00 96.23 96.23
SD 1.53 209.83 208 2.04 96.23 96.43 1.73 209.29 208 2.04 96.05 96.05
Tabelle C.5: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation VI)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.78 487.56 498 2.97 94.60 96.09 2.67 488.34 498 2.96 94.56 95.98
OBF 2.49 486.87 498 2.99 95.15 95.38 2.51 487.56 498 2.99 94.77 94.77
WT 2.62 486.92 498 2.98 94.81 95.44 2.61 488.01 498 2.98 94.61 94.99
HP 2.39 492.86 498 3.00 94.96 95.09 2.55 489.75 498 3.00 94.94 94.94
SD 2.69 488.27 498 3.01 93.97 94.72 2.60 488.84 498 3.00 94.70 94.70
T(2) 2.40 PO 2.51 488.21 498 2.97 95.07 96.42 2.40 489.04 498 2.97 95.13 96.26
OBF 2.38 487.02 498 2.99 95.24 95.43 2.36 488.15 498 2.99 94.95 94.95
WT 2.35 487.21 498 2.98 95.21 95.80 2.39 488.13 498 2.98 94.97 95.32
HP 2.33 493.19 498 3.00 95.15 95.27 2.38 489.75 498 3.00 95.25 95.25
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 2.56 488.18 498 3.01 94.42 95.13 2.48 488.98 498 3.00 94.93 94.93
T(3) 1.58 PO 1.19 491.49 498 2.98 97.67 98.41 1.30 492.39 498 2.98 97.45 98.11
OBF 0.77 490.13 498 3.00 98.12 98.24 1.09 491.46 498 3.00 97.62 97.62
WT 1.03 490.80 498 2.99 97.89 98.16 1.21 491.80 498 2.99 97.52 97.72
HP 0.85 494.75 498 3.00 98.20 98.24 1.19 492.49 498 3.00 97.58 97.58
SD 0.87 490.60 498 3.00 97.63 98.09 1.04 491.64 498 3.00 97.78 97.78
T(4) 2.00 PO 1.74 490.09 498 2.98 96.32 97.39 1.90 490.76 498 2.97 96.02 97.04
OBF 1.45 489.00 498 3.00 96.40 96.59 1.59 489.82 498 2.99 95.90 95.90
WT 1.55 489.42 498 2.99 96.35 96.83 1.78 489.77 498 2.98 95.86 96.10
HP 1.38 493.90 498 3.00 96.50 96.59 1.65 491.10 498 3.00 95.90 95.90
SD 1.55 489.59 498 3.01 95.58 96.10 1.57 490.31 498 3.00 95.65 95.65
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.68 487.52 498 2.97 94.66 96.10 2.62 488.33 498 2.96 94.52 95.77
OBF 2.60 485.00 498 2.99 94.84 95.08 2.90 486.72 498 2.98 94.28 94.28
WT 2.63 486.01 498 2.98 94.77 95.52 2.93 487.37 498 2.98 94.16 94.46
HP 2.51 492.34 498 2.99 94.87 95.03 2.80 488.48 498 2.99 94.26 94.26
SD 2.50 487.37 498 3.02 94.24 95.01 2.55 488.26 498 3.00 94.57 94.57
T(2) 2.39 PO 2.54 487.78 498 2.97 94.84 96.23 2.42 488.87 498 2.97 94.88 96.03
OBF 2.43 485.56 498 2.99 94.95 95.21 2.82 487.17 498 2.98 94.30 94.30
WT 2.51 486.40 498 2.98 94.89 95.58 2.77 487.67 498 2.98 94.42 94.77
HP 2.52 492.32 498 2.99 94.99 95.15 2.77 488.62 498 2.99 94.34 94.34
SD 2.45 487.28 498 3.01 94.29 95.03 2.49 488.75 498 3.00 94.73 94.73
T(3) 1.64 PO 1.50 490.13 498 2.98 97.03 97.91 1.76 490.82 498 2.97 96.46 97.46
OBF 1.05 488.61 498 3.00 97.53 97.76 1.44 489.79 498 2.99 96.91 96.91
WT 1.31 489.21 498 2.99 97.27 97.77 1.51 489.99 498 2.99 96.75 96.98
HP 1.24 493.87 498 3.00 97.49 97.56 1.47 491.10 498 3.00 96.85 96.85
SD 1.06 489.94 498 3.01 97.00 97.56 1.41 490.63 498 3.00 97.01 97.01
T(4) 2.39 PO 2.22 488.26 498 2.97 95.42 96.81 2.17 489.63 498 2.97 95.26 96.44
OBF 1.75 487.18 498 2.99 96.05 96.30 2.12 488.30 498 2.99 94.98 94.98
WT 1.90 487.85 498 2.99 95.64 96.40 2.04 488.67 498 2.98 95.20 95.62
HP 1.83 493.10 498 2.99 95.92 96.08 2.12 489.79 498 2.99 94.93 94.93
SD 1.61 488.89 498 3.01 95.28 95.96 1.88 489.77 498 3.00 95.31 95.31
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.67 487.80 498 2.97 94.96 96.35 2.80 488.21 498 2.96 94.53 95.94
OBF 2.46 486.10 498 2.99 94.96 95.27 2.68 487.31 498 2.99 94.94 94.94
WT 2.47 487.48 498 2.98 95.21 95.90 2.74 487.83 498 2.98 94.84 95.17
HP 2.47 492.54 498 3.00 95.22 95.36 2.66 488.96 498 3.00 94.92 94.92
SD 2.48 487.81 498 3.01 94.10 94.94 2.68 489.04 498 3.00 94.71 94.71
T(2) 2.48 PO 2.36 488.57 498 2.97 95.30 96.71 2.45 489.41 498 2.97 95.22 96.39
OBF 2.19 486.65 498 2.99 95.23 95.57 2.53 488.03 498 2.99 95.20 95.20
WT 2.39 487.59 498 2.98 95.28 95.99 2.57 488.24 498 2.98 95.08 95.39
HP 2.39 492.74 498 3.00 95.34 95.47 2.60 489.01 498 3.00 94.99 94.99
SD 2.26 488.18 498 3.01 94.60 95.28 2.59 489.01 498 3.00 94.89 94.89
T(3) 1.47 PO 1.11 491.27 498 2.98 97.73 98.58 1.26 492.49 498 2.98 97.50 98.22
OBF 0.85 489.88 498 3.00 98.13 98.31 1.01 490.90 498 3.00 97.79 97.79
WT 0.87 490.62 498 2.99 98.05 98.47 1.13 491.45 498 2.99 97.65 97.85
HP 0.88 494.73 498 3.00 98.18 98.21 1.07 492.64 498 3.00 97.66 97.66
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 0.85 490.11 498 3.00 97.50 98.04 1.09 491.78 498 3.00 97.72 97.72
T(4) 2.01 PO 1.66 490.12 498 2.98 96.38 97.49 1.94 490.81 498 2.97 95.92 96.94
OBF 1.34 488.72 498 3.00 96.65 96.91 1.78 489.60 498 2.99 96.03 96.03
WT 1.50 489.19 498 2.99 96.50 97.11 1.87 489.96 498 2.99 96.04 96.36
HP 1.55 493.58 498 3.00 96.29 96.40 1.71 490.68 498 3.00 95.85 95.85
SD 1.39 488.68 498 3.01 95.83 96.53 1.61 490.43 498 3.00 95.91 95.91
Tabelle C.6: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation VII)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.56 296.96 308 2.97 94.92 96.29 2.82 298.52 308 2.96 94.37 95.75
OBF 2.51 293.67 308 2.99 94.79 95.00 2.61 296.14 308 2.99 94.57 94.57
WT 2.64 294.01 308 2.98 94.53 95.19 2.59 296.80 308 2.98 94.59 94.94
HP 2.50 303.76 308 3.00 94.97 95.05 2.64 298.69 308 3.00 94.69 94.69
SD 2.60 213.71 208 2.27 94.67 94.84 2.56 214.62 208 2.22 94.52 94.52
T(2) 2.40 PO 2.23 297.55 308 2.97 95.45 96.75 2.36 299.16 308 2.97 95.25 96.35
OBF 2.11 294.28 308 2.99 95.49 95.68 2.28 296.85 308 2.99 95.13 95.13
WT 1.95 295.13 308 2.99 95.47 96.06 2.26 297.40 308 2.98 95.11 95.42
HP 2.46 303.83 308 3.00 95.21 95.26 2.29 299.06 308 3.00 95.24 95.24
SD 2.33 214.05 208 2.27 95.11 95.23 2.29 214.93 208 2.22 94.88 94.88
T(3) 1.58 PO 1.00 300.30 308 2.99 97.92 98.66 1.10 301.69 308 2.98 97.77 98.40
OBF 0.52 297.47 308 3.00 98.59 98.73 0.82 299.61 308 3.00 98.12 98.12
WT 0.63 298.29 308 3.00 98.37 98.69 0.94 300.25 308 2.99 97.91 98.07
HP 0.81 305.15 308 3.00 98.19 98.23 0.88 301.32 308 3.00 98.04 98.04
SD 0.63 215.45 208 2.22 98.12 98.14 1.03 214.73 208 2.19 97.66 97.66
T(4) 2.00 PO 1.60 298.92 308 2.98 96.56 97.57 1.84 300.27 308 2.97 96.06 97.09
OBF 1.08 295.99 308 3.00 96.95 97.19 1.53 298.05 308 2.99 96.10 96.10
WT 1.09 297.07 308 2.99 97.05 97.54 1.66 298.75 308 2.99 96.12 96.38
HP 1.32 304.52 308 3.00 96.82 96.90 1.60 300.09 308 3.00 96.39 96.39
SD 1.11 214.81 208 2.25 96.66 96.76 1.47 215.08 208 2.21 95.89 95.89
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.90 297.33 308 2.97 94.55 95.94 2.67 299.12 308 2.97 94.68 96.00
OBF 2.93 293.59 308 2.99 94.56 94.72 3.13 296.27 308 2.98 93.98 93.98
WT 2.84 294.45 308 2.98 94.65 95.26 2.91 297.18 308 2.98 94.26 94.65
HP 2.76 303.57 308 2.99 94.81 94.90 3.05 298.56 308 2.99 94.15 94.15
SD 2.77 213.76 208 2.28 94.30 94.73 2.63 214.25 208 2.23 94.80 94.80
T(2) 2.39 PO 2.65 297.62 308 2.97 94.87 96.24 2.53 299.35 308 2.97 95.16 96.24
OBF 2.48 294.01 308 2.99 95.29 95.44 2.71 296.70 308 2.99 94.66 94.66
WT 2.69 294.78 308 2.98 94.98 95.59 2.53 297.60 308 2.98 94.88 95.21
HP 2.58 303.67 308 3.00 95.13 95.21 2.74 298.94 308 3.00 94.65 94.65
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 2.60 214.43 208 2.28 94.76 94.91 2.40 214.77 208 2.23 95.13 95.13
T(3) 1.64 PO 1.05 299.99 308 2.99 97.75 98.49 1.51 301.26 308 2.98 96.88 97.91
OBF 0.81 296.63 308 3.00 98.08 98.16 1.35 299.10 308 2.99 97.43 97.43
WT 0.96 297.75 308 2.99 97.89 98.17 1.41 299.70 308 2.99 97.44 97.59
HP 1.03 304.95 308 3.00 97.86 97.91 1.36 300.80 308 3.00 97.44 97.44
SD 0.88 214.72 208 2.24 97.75 97.84 1.27 216.59 208 2.22 97.21 97.21
T(4) 2.39 PO 2.01 298.47 308 2.97 95.77 97.06 2.05 300.26 308 2.97 95.77 96.90
OBF 1.69 295.25 308 3.00 96.36 96.54 2.00 297.72 308 2.99 95.58 95.58
WT 1.89 296.18 308 2.99 96.10 96.64 2.04 298.67 308 2.98 95.58 95.94
HP 1.76 304.27 308 3.00 96.38 96.46 1.94 299.90 308 3.00 95.78 95.78
SD 1.48 213.55 208 2.25 96.05 96.19 1.92 215.74 208 2.23 95.64 95.64
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.57 296.83 308 2.97 95.07 96.44 2.82 298.48 308 2.96 94.38 95.90
OBF 2.61 293.02 308 2.99 94.83 95.14 2.80 296.18 308 2.99 94.82 94.82
WT 2.52 294.48 308 2.98 95.03 95.65 2.63 296.53 308 2.98 94.82 95.25
HP 2.38 303.39 308 3.00 95.04 95.19 2.72 297.89 308 3.00 94.61 94.61
SD 2.58 214.28 208 2.29 94.83 94.99 2.72 214.70 208 2.24 94.74 94.74
T(2) 2.48 PO 2.19 297.15 308 2.97 95.53 96.88 2.37 299.23 308 2.97 95.38 96.50
OBF 2.17 294.44 308 3.00 95.30 95.63 2.39 296.86 308 2.99 95.36 95.36
WT 2.26 294.78 308 2.99 95.40 96.03 2.41 297.28 308 2.98 95.24 95.58
HP 2.18 303.55 308 3.00 95.30 95.46 2.43 298.12 308 3.00 95.20 95.20
SD 2.44 214.73 208 2.29 95.18 95.25 2.52 215.09 208 2.24 95.05 95.05
T(3) 1.47 PO 0.93 299.81 308 2.99 97.95 98.82 1.13 301.16 308 2.98 97.74 98.40
OBF 0.58 297.21 308 3.00 98.54 98.72 0.77 298.69 308 3.00 98.13 98.13
WT 0.54 298.16 308 3.00 98.52 98.87 0.91 299.37 308 2.99 97.95 98.17
HP 0.70 305.31 308 3.00 98.37 98.41 0.91 301.28 308 3.00 98.06 98.06
SD 0.62 215.69 208 2.23 98.28 98.30 0.97 215.12 208 2.20 97.84 97.84
T(4) 2.01 PO 1.44 298.46 308 2.98 96.76 97.80 1.77 300.28 308 2.98 96.20 97.27
OBF 1.22 295.94 308 3.00 96.90 97.20 1.52 298.07 308 2.99 96.24 96.24
WT 1.09 296.86 308 2.99 96.97 97.60 1.68 298.46 308 2.99 96.38 96.64
HP 1.54 304.31 308 3.00 96.45 96.55 1.56 299.93 308 3.00 96.32 96.32
SD 1.20 215.15 208 2.26 96.67 96.73 1.70 215.24 208 2.22 96.09 96.09
Tabelle C.7: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie des
finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Nullhypothese (Szenario I,
Konstellation VIII)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
1a) p1 = p2 = 0.2, D = 0.0
T(1) 2.54 PO 2.57 472.41 498 2.97 94.92 96.29 2.72 476.22 498 2.96 94.57 95.92
OBF 2.51 465.05 498 2.99 94.91 95.12 2.52 469.83 498 2.99 94.69 94.69
WT 2.59 466.14 498 2.98 94.86 95.44 2.53 471.53 498 2.98 94.68 95.05
HP 2.43 485.57 498 3.00 94.99 95.11 2.58 475.13 498 3.00 94.86 94.86
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 2.61 468.33 498 3.13 94.41 94.97 2.40 474.75 498 3.10 95.02 95.02
T(2) 2.40 PO 2.26 473.39 498 2.97 95.43 96.71 2.34 476.83 498 2.97 95.24 96.33
OBF 2.07 466.08 498 2.99 95.54 95.72 2.25 471.48 498 2.99 95.08 95.08
WT 1.91 468.28 498 2.99 95.64 96.23 2.21 472.24 498 2.98 95.10 95.42
HP 2.34 485.55 498 3.00 95.25 95.34 2.26 475.26 498 3.00 95.34 95.34
SD 2.22 468.78 498 3.13 94.96 95.43 2.07 475.45 498 3.10 95.47 95.47
T(3) 1.58 PO 1.06 479.38 498 2.99 97.85 98.56 1.23 481.69 498 2.98 97.54 98.17
OBF 0.57 473.83 498 3.00 98.32 98.51 0.95 476.54 498 3.00 97.76 97.76
WT 0.68 475.29 498 3.00 98.23 98.56 1.10 477.86 498 2.99 97.64 97.84
HP 0.86 488.81 498 3.00 98.02 98.06 1.06 479.99 498 3.00 97.77 97.77
SD 0.58 477.78 498 3.10 98.02 98.31 0.97 480.14 498 3.09 97.82 97.82
T(4) 2.00 PO 1.61 476.48 498 2.98 96.39 97.45 1.88 479.32 498 2.97 96.02 97.05
OBF 1.05 470.46 498 3.00 96.65 96.90 1.51 473.53 498 2.99 95.96 95.96
WT 1.11 472.64 498 2.99 96.84 97.31 1.57 475.23 498 2.99 96.00 96.22
HP 1.35 487.10 498 3.00 96.60 96.69 1.56 477.57 498 3.00 96.06 96.06
SD 1.18 473.41 498 3.12 96.21 96.69 1.36 477.43 498 3.09 96.01 96.01
1b) p1 = p2 = 0.5, D = 0.0
T(1) 2.39 PO 2.99 472.44 498 2.96 94.36 95.72 2.93 476.17 498 2.96 94.21 95.55
OBF 2.74 464.46 498 2.99 94.70 94.92 3.03 470.12 498 2.98 93.93 93.93
WT 2.79 466.44 498 2.98 94.63 95.20 2.91 472.32 498 2.98 94.10 94.52
HP 2.47 485.07 498 2.99 94.82 94.94 2.93 474.17 498 2.99 94.24 94.24
SD 2.67 468.29 498 3.14 94.30 94.88 2.96 473.56 498 3.09 94.22 94.22
T(2) 2.39 PO 2.65 473.11 498 2.97 94.80 96.16 2.53 477.02 498 2.97 94.88 96.11
OBF 2.36 465.01 498 2.99 95.23 95.45 2.71 470.90 498 2.99 94.47 94.47
WT 2.61 467.17 498 2.98 94.92 95.41 2.67 472.97 498 2.98 94.54 94.99
HP 2.46 485.04 498 2.99 94.90 95.01 2.76 474.85 498 2.99 94.46 94.46
SD 2.51 468.43 498 3.14 94.56 95.05 2.78 474.37 498 3.09 94.41 94.41
T(3) 1.64 PO 1.26 478.05 498 2.98 97.27 98.16 1.74 480.40 498 2.97 96.49 97.50
OBF 1.08 471.58 498 3.00 97.53 97.71 1.48 474.67 498 2.99 97.01 97.01
WT 1.05 474.18 498 2.99 97.51 97.93 1.58 476.03 498 2.99 96.82 97.05
HP 1.10 487.46 498 3.00 97.66 97.72 1.41 478.50 498 3.00 97.10 97.10
SD 0.79 476.11 498 3.11 97.56 97.85 1.46 479.12 498 3.08 97.01 97.01
T(4) 2.39 PO 2.19 474.96 498 2.97 95.28 96.71 2.15 478.63 498 2.97 95.24 96.52
OBF 1.80 467.78 498 2.99 95.80 96.00 2.09 472.88 498 2.99 95.11 95.11
WT 1.97 470.58 498 2.98 95.59 96.26 2.30 474.34 498 2.98 95.01 95.51
HP 1.74 486.36 498 3.00 95.97 96.11 2.00 476.60 498 3.00 95.12 95.12
SD 1.40 472.85 498 3.13 95.84 96.29 2.11 475.73 498 3.09 95.19 95.19
1c) p1 = p2 = 0.8, D = 0.0
T(1) 2.60 PO 2.57 472.33 498 2.97 95.03 96.43 2.70 475.86 498 2.96 94.60 96.01
OBF 2.45 463.95 498 2.99 95.01 95.36 2.63 470.42 498 2.99 95.04 95.04
WT 2.43 467.08 498 2.99 95.17 95.81 2.64 470.90 498 2.98 94.81 95.20
HP 2.44 484.50 498 2.99 95.12 95.25 2.64 473.12 498 3.00 94.84 94.84
SD 2.55 466.67 498 3.14 94.49 95.17 2.56 474.64 498 3.10 94.97 94.97
T(2) 2.48 PO 2.15 473.24 498 2.97 95.48 96.91 2.32 476.97 498 2.97 95.36 96.47
OBF 2.13 466.16 498 3.00 95.41 95.73 2.33 471.37 498 2.99 95.48 95.48
WT 2.20 467.56 498 2.99 95.49 96.12 2.35 472.04 498 2.98 95.29 95.60
HP 2.28 484.79 498 3.00 95.28 95.43 2.51 473.40 498 3.00 95.13 95.13
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk {KIj} KIk
SD 2.42 467.44 498 3.14 94.86 95.38 2.48 475.25 498 3.10 95.18 95.18
T(3) 1.47 PO 0.98 478.56 498 2.98 97.81 98.71 1.20 480.76 498 2.98 97.57 98.27
OBF 0.64 473.39 498 3.00 98.35 98.54 0.84 475.11 498 3.00 97.96 97.96
WT 0.59 475.05 498 3.00 98.33 98.75 0.98 476.39 498 2.99 97.75 97.96
HP 0.72 489.15 498 3.00 98.25 98.30 1.02 480.00 498 3.00 97.74 97.74
SD 0.52 477.38 498 3.10 98.07 98.42 0.83 479.85 498 3.09 97.90 97.90
T(4) 2.01 PO 1.43 475.86 498 2.98 96.65 97.72 1.86 479.17 498 2.98 95.92 96.98
OBF 1.14 470.59 498 3.00 96.74 97.01 1.70 473.63 498 2.99 96.12 96.12
WT 1.06 472.16 498 2.99 96.81 97.44 1.76 474.46 498 2.99 96.07 96.39
HP 1.40 487.07 498 3.00 96.54 96.68 1.62 477.19 498 3.00 95.98 95.98
SD 1.04 472.90 498 3.12 96.30 96.69 1.48 477.50 498 3.09 96.09 96.09
2) Unter der Alternativhypothese
Tabelle C.8: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation II)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 61.24 PO 71.16 461.14 422 3.92 96.24 97.91 66.19 477.67 640 3.98 95.66 97.04
OBF 77.29 456.64 432 4.40 97.12 97.55 73.59 467.77 504 4.44 96.38 96.38
WT 76.67 455.39 422 4.14 97.04 97.84 72.96 469.03 528 4.19 96.42 96.71
HP 80.33 499.74 490 4.48 97.08 97.25 74.27 474.70 502 4.71 96.23 96.28
SD 64.47 401.40 470 4.24 93.85 94.80 66.89 407.21 500 3.85 96.35 96.35
T(2) 59.87 PO 70.51 465.51 555 3.95 96.61 98.09 64.72 484.86 652 4.02 95.76 97.17
OBF 76.93 460.41 450 4.43 97.46 97.87 72.31 472.97 524 4.48 96.79 96.79
WT 76.92 460.25 422 4.17 97.24 97.93 71.70 476.03 562 4.25 96.61 96.89
HP 79.98 504.13 500 4.52 97.11 97.25 73.05 482.26 526 4.75 96.50 96.53
SD 65.01 406.35 476 4.25 95.21 95.98 66.16 410.45 502 3.89 96.80 96.80
T(3) 53.20 PO 50.80 538.38 670 4.40 98.48 99.21 48.43 545.10 670 4.39 97.98 98.61
OBF 54.31 532.17 608 4.76 99.22 99.33 53.95 534.05 642 4.73 98.60 98.60
WT 55.84 531.14 626 4.59 98.98 99.40 55.33 536.68 655 4.55 98.52 98.77
HP 59.79 555.63 663 4.76 98.83 98.90 55.23 539.59 624 4.87 98.42 98.43
SD 39.49 455.00 542 4.19 98.68 99.09 46.69 451.30 546 3.97 98.64 98.64
T(4) 57.41 PO 61.61 502.29 648 4.17 97.57 98.77 57.06 516.05 670 4.21 96.87 97.93
OBF 67.13 496.87 562 4.60 98.10 98.43 64.31 502.88 602 4.60 97.08 97.08
WT 67.45 492.99 582 4.37 97.82 98.40 64.66 506.33 618 4.40 97.23 97.48
HP 69.81 530.01 582 4.65 97.86 97.95 65.25 510.33 590 4.80 96.78 96.80
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 50.72 433.10 512 4.22 96.30 96.98 57.20 430.45 530 3.93 97.16 97.16
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 88.22 378.93 298 3.47 96.15 98.43 85.11 393.23 392 3.50 95.86 97.56
OBF 89.88 382.02 354 4.15 96.72 97.25 88.14 391.35 366 4.22 96.38 96.38
WT 91.16 375.41 342 3.77 96.42 97.61 88.85 392.21 370 3.86 96.19 96.75
HP 92.62 429.87 422 4.16 96.46 96.99 89.12 405.49 410 4.62 96.23 96.33
SD 80.42 346.92 328 4.29 94.37 95.31 82.89 348.85 313 3.73 95.94 95.94
T(2) 59.87 PO 87.74 385.11 345 3.52 96.20 98.45 84.15 404.28 416 3.59 95.95 97.70
OBF 89.35 385.55 358 4.20 96.83 97.32 86.64 399.14 380 4.28 96.75 96.75
WT 90.68 381.40 350 3.82 96.98 97.94 88.04 399.59 384 3.91 96.69 97.12
HP 92.81 435.90 428 4.22 96.81 97.33 88.50 414.88 422 4.69 96.47 96.61
SD 80.94 349.41 330 4.30 95.44 96.14 82.55 355.59 334 3.80 96.44 96.44
T(3) 53.20 PO 68.62 486.25 592 4.18 98.86 99.70 67.24 498.48 628 4.18 98.25 99.26
OBF 67.16 485.76 510 4.68 99.47 99.58 68.36 483.56 520 4.65 98.98 98.98
WT 71.58 480.63 518 4.44 99.34 99.65 71.42 485.65 540 4.41 98.90 99.07
HP 71.21 504.67 490 4.65 99.43 99.53 71.32 491.77 528 4.85 98.81 98.83
SD 50.17 426.17 468 4.23 98.87 99.12 61.08 416.75 486 3.94 98.75 98.75
T(4) 57.41 PO 80.36 431.72 422 3.82 97.36 98.97 76.87 448.91 422 3.87 97.12 98.31
OBF 80.57 435.92 422 4.45 97.82 98.21 78.56 440.71 422 4.47 97.61 97.61
WT 82.53 429.56 422 4.15 97.97 98.66 80.70 441.26 422 4.18 97.51 97.90
HP 82.61 469.07 436 4.43 97.92 98.13 81.18 452.51 428 4.77 97.45 97.48
SD 62.37 391.05 416 4.28 96.67 97.30 71.31 386.44 426 3.87 97.26 97.26
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 99.68 213.79 174 2.44 96.09 97.76 99.51 218.86 174 2.42 96.38 97.37
OBF 98.20 229.29 206 3.49 96.81 97.20 98.27 226.20 186 3.39 95.21 95.21
WT 99.63 221.78 198 2.92 97.21 98.06 99.22 223.31 174 2.91 96.86 97.16
HP 99.52 272.29 286 3.00 97.27 97.42 99.32 239.44 214 3.78 94.15 94.29
SD 92.05 219.25 186 4.05 90.50 91.43 97.10 212.64 174 3.15 95.04 95.04
T(2) 89.63 PO 99.66 218.18 174 2.49 96.62 98.03 99.44 223.82 174 2.47 96.32 97.29
OBF 97.99 232.96 208 3.56 96.79 97.22 97.94 232.41 192 3.52 95.95 95.95
WT 99.49 225.09 202 2.96 97.40 98.05 98.97 229.06 186 2.99 97.13 97.35
HP 99.57 276.61 292 3.07 97.83 97.95 99.13 249.02 224 3.97 94.59 94.71
SD 93.69 220.82 186 4.12 92.89 93.63 96.85 217.04 180 3.25 95.85 95.85
T(3) 87.47 PO 98.62 264.46 242 2.89 98.33 99.08 98.39 270.46 244 2.84 98.01 98.68
OBF 91.87 288.25 270 4.04 98.79 98.99 92.47 279.01 254 3.89 96.87 96.87
WT 97.12 271.30 248 3.41 98.86 99.29 96.27 274.05 244 3.42 98.11 98.27
HP 96.60 315.18 298 3.49 98.96 99.03 96.31 291.01 270 4.21 96.73 96.79
SD 78.19 269.53 242 4.18 97.36 97.80 88.70 257.68 220 3.48 97.70 97.70
T(4) 88.99 PO 99.43 235.41 174 2.63 97.01 98.23 99.07 246.79 174 2.66 96.42 97.38
OBF 95.99 255.60 232 3.75 97.20 97.60 95.75 250.34 216 3.66 95.95 95.95
WT 98.90 244.36 218 3.14 97.61 98.22 97.93 250.70 216 3.19 97.21 97.45
HP 98.24 293.17 298 3.26 98.12 98.20 98.18 265.25 242 4.07 95.13 95.18
SD 84.56 244.61 208 4.15 94.15 94.76 93.33 236.75 186 3.34 96.33 96.33
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 100.00 151.26 146 1.99 96.54 98.44 100.00 152.92 174 1.96 95.71 97.31
OBF 99.09 165.52 160 3.20 96.84 97.36 99.10 161.76 161 3.12 96.35 96.35
WT 99.94 158.98 152 2.51 97.74 98.70 99.75 158.16 158 2.53 97.03 97.44
HP 99.98 201.63 174 2.43 98.55 98.86 99.64 171.87 168 3.56 95.14 95.31
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 94.32 159.22 150 3.91 92.23 93.16 97.89 150.03 140 2.89 96.16 96.16
T(2) 98.31 PO 100.00 152.72 148 2.01 96.85 98.56 100.00 156.39 174 2.01 96.63 97.82
OBF 98.46 167.88 162 3.31 97.12 97.62 98.36 166.56 170 3.25 96.31 96.31
WT 99.91 160.93 154 2.54 97.94 98.84 99.45 161.52 164 2.61 97.52 97.83
HP 99.95 205.66 174 2.50 98.39 98.65 99.50 178.57 174 3.73 95.94 96.15
SD 95.18 160.74 154 3.96 94.50 95.29 98.05 155.06 150 3.04 96.69 96.69
T(3) 97.56 PO 99.89 185.38 174 2.39 98.68 99.48 99.76 194.57 174 2.43 98.36 99.01
OBF 89.91 231.14 212 3.99 99.13 99.28 90.45 209.63 184 3.82 98.25 98.25
WT 97.68 204.75 180 3.15 99.25 99.65 96.61 202.86 174 3.12 99.08 99.16
HP 97.92 239.64 240 2.94 99.36 99.45 96.03 220.64 206 4.10 98.15 98.20
SD 71.33 219.69 192 4.11 98.48 98.94 87.08 196.90 174 3.33 98.68 98.68
T(4) 97.91 PO 99.97 167.11 174 2.17 97.34 98.92 99.94 173.17 174 2.18 97.17 98.26
OBF 96.56 194.47 180 3.59 98.04 98.33 95.46 184.85 174 3.48 97.41 97.41
WT 99.22 177.63 174 2.83 98.57 99.10 98.42 177.75 174 2.86 98.12 98.33
HP 99.42 219.20 193 2.67 98.55 98.79 98.38 195.88 174 3.86 96.48 96.57
SD 79.64 186.59 180 4.04 95.74 96.37 90.97 174.42 174 3.15 97.43 97.43
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 100.00 115.98 106 1.71 97.09 98.08 100.00 115.12 102 1.65 96.57 97.55
OBF 99.59 125.86 110 2.85 95.63 95.85 99.62 120.53 106 2.60 93.82 93.82
WT 99.99 119.84 98 2.17 98.39 98.67 99.89 118.49 98 2.12 97.25 97.39
HP 100.00 146.74 154 1.96 99.17 99.34 99.94 122.81 106 2.77 93.41 93.55
SD 94.81 123.62 110 3.56 88.02 88.91 98.11 115.58 96 2.53 94.01 94.01
T(2) 99.85 PO 100.00 117.67 108 1.73 97.21 98.15 100.00 118.87 114 1.71 97.09 97.75
OBF 99.31 127.43 114 2.94 97.01 97.36 99.31 123.58 110 2.76 94.29 94.29
WT 99.94 121.69 104 2.19 98.73 99.01 99.84 121.01 106 2.18 97.43 97.59
HP 100.00 151.43 156 2.06 99.33 99.50 99.86 128.85 116 3.12 93.90 93.98
SD 95.53 125.87 110 3.64 91.15 91.92 98.72 118.59 104 2.63 95.84 95.84
T(3) 99.69 PO 100.00 131.46 120 1.93 98.83 99.23 100.00 131.54 126 1.83 98.48 98.89
OBF 94.73 158.38 148 3.52 99.02 99.14 95.61 145.57 138 3.18 98.81 98.81
WT 99.44 142.20 132 2.57 99.09 99.26 98.40 141.89 140 2.62 98.75 98.80
HP 99.82 168.41 174 2.26 99.54 99.61 98.49 149.27 142 3.31 98.76 98.83
SD 82.47 151.68 138 3.78 96.52 97.12 92.17 137.96 128 2.87 97.78 97.78
T(4) 99.85 PO 100.00 121.24 114 1.77 97.51 98.29 100.00 125.10 118 1.78 97.22 97.76
OBF 98.33 139.45 124 3.17 96.77 96.98 98.38 131.96 124 2.91 94.43 94.43
WT 99.87 128.16 116 2.29 98.90 99.12 99.45 129.54 124 2.38 97.40 97.47
HP 99.97 158.37 160 2.15 99.51 99.66 99.63 136.76 126 3.19 93.34 93.47
SD 89.36 136.58 120 3.67 91.99 92.83 96.46 126.68 116 2.69 95.54 95.54
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 100.00 89.07 50 1.45 97.44 98.52 100.00 89.58 50 1.44 96.92 97.61
OBF 99.55 99.52 82 2.68 95.45 95.89 99.84 93.96 70 2.43 94.42 94.42
WT 100.00 93.59 76 1.91 98.22 98.79 99.97 91.08 66 1.88 96.80 97.15
HP 100.00 114.41 108 1.72 99.30 99.71 99.94 95.41 78 2.64 93.48 93.76
SD 95.31 100.70 84 3.43 87.96 89.06 98.72 91.38 70 2.36 94.45 94.45
T(2) 99.99 PO 100.00 89.87 50 1.46 97.56 98.57 100.00 91.20 50 1.46 97.14 97.76
OBF 99.46 100.84 84 2.80 97.62 97.89 99.62 96.58 78 2.61 94.96 94.96
WT 100.00 94.86 78 1.94 98.54 99.02 99.91 93.64 72 1.97 97.17 97.33
HP 100.00 116.91 112 1.77 99.45 99.76 99.92 99.66 88 2.87 95.37 95.64
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 96.14 101.66 86 3.50 92.45 93.26 98.68 93.40 74 2.51 95.79 95.79
T(3) 99.97 PO 100.00 101.39 88 1.65 98.64 99.36 100.00 104.09 86 1.67 98.57 99.00
OBF 93.25 135.07 122 3.56 99.55 99.63 94.77 117.48 108 3.16 99.30 99.30
WT 99.26 113.82 100 2.40 99.51 99.77 98.46 112.71 104 2.41 98.89 98.95
HP 99.89 131.98 130 2.01 99.71 99.86 98.19 121.77 112 3.31 99.31 99.36
SD 75.63 130.16 114 3.68 97.80 98.49 89.74 112.25 100 2.80 97.98 97.98
T(4) 99.99 PO 100.00 94.38 50 1.54 98.21 99.02 100.00 95.98 50 1.53 97.88 98.48
OBF 98.43 113.45 98 3.07 97.30 97.47 98.22 104.09 88 2.77 95.74 95.74
WT 99.86 102.15 86 2.14 98.74 99.22 99.58 100.90 84 2.16 97.70 97.82
HP 99.98 122.66 114 1.85 99.47 99.77 99.57 106.50 94 2.99 94.96 95.12
SD 85.62 113.42 96 3.57 94.04 94.99 92.91 100.60 84 2.60 96.15 96.15
Tabelle C.9: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation III)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 61.24 PO 34.36 244.23 280 4.41 95.80 97.77 32.54 252.82 300 4.42 94.61 96.28
OBF 35.96 232.51 248 4.80 95.92 96.45 36.12 237.55 260 4.75 95.41 95.41
WT 36.14 235.58 262 4.65 96.03 96.91 35.98 240.05 264 4.61 95.35 95.79
HP 49.20 271.33 320 4.77 96.40 96.62 37.00 241.38 264 4.85 95.18 95.21
SD 31.65 181.05 196 4.53 92.77 93.91 31.39 181.55 196 4.13 94.30 94.30
T(2) 59.87 PO 31.75 248.87 284 4.49 96.14 97.98 29.79 256.77 302 4.47 95.11 96.80
OBF 32.08 236.60 248 4.89 96.03 96.53 31.44 243.03 264 4.82 96.10 96.10
WT 31.49 240.91 264 4.78 96.41 97.42 30.99 245.23 266 4.71 95.77 96.07
HP 48.56 273.95 320 4.81 96.81 97.05 32.86 246.45 264 4.88 96.06 96.10
SD 29.62 184.00 196 4.61 94.62 95.55 26.63 187.07 196 4.23 95.31 95.31
T(3) 53.20 PO 11.17 278.64 320 4.80 98.58 99.29 14.28 278.60 320 4.75 98.15 98.87
OBF 8.70 267.72 280 4.97 99.01 99.20 14.33 264.54 290 4.93 98.47 98.47
WT 9.63 272.05 290 4.93 99.03 99.33 14.28 267.93 298 4.88 98.45 98.61
HP 21.59 295.32 320 4.94 99.37 99.46 15.20 266.14 278 4.94 98.34 98.35
SD 6.66 199.31 196 4.02 98.55 98.86 11.27 197.90 196 4.02 98.21 98.21
T(4) 57.41 PO 20.86 264.17 300 4.65 97.23 98.61 22.35 266.89 316 4.59 96.61 97.89
OBF 18.34 253.79 266 4.93 97.72 97.98 22.77 253.22 276 4.87 96.94 96.94
WT 18.90 256.92 274 4.85 97.72 98.31 22.51 255.84 284 4.78 96.95 97.27
HP 34.12 285.50 320 4.88 98.17 98.28 23.96 256.15 270 4.91 96.93 96.94
SD 14.62 194.19 196 4.30 96.26 97.34 18.71 191.69 196 4.09 96.29 96.29
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 46.19 224.57 246 4.27 95.50 97.98 43.75 233.03 264 4.21 94.96 96.99
OBF 46.35 215.20 214 4.81 96.09 96.67 45.17 221.92 222 4.76 95.54 95.54
WT 46.34 217.54 222 4.64 95.98 97.20 44.47 222.84 226 4.58 95.54 96.07
HP 66.02 251.23 282 4.69 95.95 96.35 47.93 224.83 234 4.87 95.48 95.53
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 42.35 176.60 196 4.96 94.21 95.06 40.91 179.66 196 4.50 95.00 95.00
T(2) 59.87 PO 41.22 232.00 256 4.42 95.91 98.24 39.21 238.58 268 4.34 95.37 97.45
OBF 42.57 220.65 216 4.91 96.16 96.80 40.21 227.55 226 4.84 96.35 96.35
WT 41.89 225.11 226 4.79 96.22 97.40 39.64 229.63 234 4.68 96.11 96.69
HP 64.84 254.91 286 4.78 96.38 96.72 43.32 230.95 238 4.91 96.00 96.11
SD 39.39 181.55 196 5.03 95.49 96.19 35.58 185.81 196 4.59 95.45 95.45
T(3) 53.20 PO 12.07 271.71 292 4.80 99.10 99.78 15.38 270.77 306 4.76 98.63 99.44
OBF 9.40 262.66 266 4.99 99.42 99.51 16.07 255.44 270 4.95 98.92 98.92
WT 9.87 266.19 272 4.95 99.35 99.58 16.11 258.35 276 4.88 98.84 98.98
HP 26.81 289.06 320 4.95 99.49 99.61 17.38 257.64 268 4.96 98.85 98.87
SD 6.98 202.12 196 4.15 98.90 99.23 12.90 200.44 196 4.27 98.75 98.75
T(4) 57.41 PO 25.05 251.98 276 4.59 97.61 98.91 27.21 255.08 288 4.55 97.37 98.40
OBF 21.64 245.33 254 4.95 98.04 98.39 27.62 241.72 250 4.90 97.51 97.51
WT 20.99 247.68 262 4.89 98.06 98.68 27.30 244.47 258 4.81 97.45 97.80
HP 43.70 273.73 310 4.88 98.31 98.47 30.20 245.10 258 4.93 97.17 97.20
SD 16.64 196.35 196 4.52 97.29 97.97 22.83 192.99 196 4.39 97.31 97.31
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 80.28 158.43 146 3.40 94.59 96.29 79.35 163.07 156 3.29 94.63 96.03
OBF 77.76 157.92 152 4.30 91.42 92.05 79.28 158.10 152 4.13 91.76 91.76
WT 78.93 156.21 152 3.93 92.98 94.04 79.53 159.28 154 3.83 93.00 93.32
HP 91.40 184.17 180 3.98 95.84 96.01 81.91 164.36 160 4.34 91.37 91.40
SD 73.20 142.82 140 5.13 86.57 88.83 75.63 140.92 138 4.29 88.93 88.93
T(2) 89.63 PO 77.96 164.66 162 3.54 95.39 97.05 76.35 169.77 170 3.44 95.14 96.32
OBF 73.94 165.59 158 4.53 93.56 94.07 74.55 168.48 160 4.37 92.13 92.13
WT 74.56 164.49 158 4.20 93.78 94.72 74.24 168.62 162 4.06 93.23 93.42
HP 91.12 187.61 184 4.11 96.79 96.99 78.15 172.89 170 4.47 92.44 92.49
SD 71.40 149.42 160 5.35 92.77 93.65 70.62 152.55 172 4.64 90.99 90.99
T(3) 87.47 PO 51.21 203.21 218 4.13 98.38 98.98 57.86 198.94 212 3.90 97.37 97.95
OBF 41.18 203.62 208 4.81 98.36 98.59 53.45 194.56 190 4.60 94.74 94.74
WT 44.50 203.53 208 4.60 97.94 98.37 53.92 195.71 192 4.43 95.49 95.69
HP 72.02 221.09 232 4.52 99.07 99.15 58.23 198.35 202 4.64 97.19 97.21
SD 36.31 180.72 196 5.04 97.82 98.40 49.94 173.20 196 4.73 97.45 97.45
T(4) 88.99 PO 67.80 180.09 182 3.74 95.96 97.24 68.71 182.53 180 3.66 95.41 96.49
OBF 59.81 182.56 180 4.63 93.89 94.16 66.82 177.75 170 4.44 92.85 92.85
WT 61.87 181.64 182 4.33 94.79 95.38 67.32 178.69 174 4.18 94.06 94.30
HP 83.03 203.25 206 4.30 97.44 97.57 70.59 182.96 182 4.54 93.17 93.21
SD 54.02 164.05 184 5.17 94.36 95.31 61.94 159.80 184 4.64 91.41 91.41
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 91.53 122.35 104 2.94 94.43 97.30 91.44 127.77 112 2.87 93.99 95.83
OBF 88.05 131.80 124 4.26 92.57 93.24 89.47 133.26 130 4.08 92.89 92.89
WT 88.65 128.09 118 3.75 93.30 94.92 89.66 131.65 124 3.64 93.62 94.13
HP 97.17 142.94 132 3.57 95.22 95.50 91.56 135.41 128 4.30 92.28 92.40
SD 87.12 126.05 118 5.67 90.04 91.53 88.64 127.77 114 4.81 91.15 91.15
T(2) 98.31 PO 89.73 130.05 112 3.10 95.25 97.88 88.46 136.88 120 3.10 94.99 96.80
OBF 84.35 140.94 142 4.55 95.35 95.89 84.61 144.13 152 4.34 93.93 93.93
WT 85.40 139.04 140 4.10 95.30 96.37 85.48 142.88 152 3.92 94.74 95.10
HP 97.00 147.59 138 3.82 96.21 96.49 88.55 144.84 142 4.43 93.65 93.72
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 85.62 134.79 126 5.96 94.45 95.16 85.13 141.48 148 5.22 93.46 93.46
T(3) 97.56 PO 59.09 181.23 196 3.96 98.69 99.43 67.96 176.95 180 3.85 97.97 98.65
OBF 42.71 195.12 198 4.88 99.31 99.48 62.51 175.10 170 4.68 97.05 97.05
WT 47.24 191.76 198 4.61 99.07 99.36 63.88 174.57 172 4.38 97.52 97.64
HP 75.01 193.88 196 4.48 99.33 99.46 67.76 178.59 178 4.66 98.58 98.63
SD 39.99 185.23 196 5.45 98.90 99.26 58.18 172.26 190 5.38 98.69 98.69
T(4) 97.91 PO 78.26 151.62 156 3.45 96.90 98.44 81.25 152.85 158 3.40 96.44 97.57
OBF 64.87 166.96 164 4.71 96.42 96.79 75.90 156.31 154 4.47 94.83 94.83
WT 67.40 163.46 164 4.35 96.44 97.07 77.45 155.79 156 4.15 95.65 95.85
HP 86.62 168.83 166 4.12 97.74 97.97 80.57 159.41 160 4.51 94.85 94.90
SD 60.99 162.79 176 5.76 96.21 96.86 71.68 153.56 170 5.26 93.63 93.63
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 97.54 92.13 66 2.33 94.36 95.82 98.08 93.61 62 2.19 94.63 95.81
OBF 95.92 101.14 70 3.61 87.40 87.98 97.48 98.46 70 3.26 87.26 87.26
WT 96.74 96.27 68 3.01 90.62 91.53 97.55 96.40 68 2.85 89.73 89.98
HP 99.07 107.01 98 2.74 96.66 96.80 98.13 99.38 74 3.39 86.41 86.44
SD 92.36 99.81 86 4.95 85.04 86.33 96.10 94.54 74 3.81 82.25 82.25
T(2) 99.85 PO 97.31 95.78 68 2.42 95.80 96.95 97.24 98.90 70 2.36 95.48 96.01
OBF 94.07 109.35 94 3.96 95.65 96.04 95.13 108.63 94 3.62 87.19 87.19
WT 95.27 104.45 88 3.33 95.74 96.35 95.81 105.75 92 3.11 90.25 90.34
HP 98.98 111.41 102 3.00 97.38 97.51 96.61 108.26 92 3.70 90.58 90.59
SD 92.54 106.40 92 5.31 90.94 91.82 95.15 105.71 88 4.31 94.33 94.33
T(3) 99.69 PO 86.47 125.25 112 3.07 98.26 98.76 91.52 118.97 102 2.76 97.70 98.15
OBF 74.14 143.94 152 4.46 99.15 99.29 85.56 129.27 128 3.99 98.71 98.71
WT 78.44 137.83 144 3.94 98.66 98.96 86.63 128.08 126 3.66 97.99 98.12
HP 91.66 133.92 126 3.50 98.90 98.97 88.62 128.80 124 3.90 98.41 98.46
SD 70.71 141.47 146 5.51 97.28 97.91 83.27 128.55 122 4.69 96.62 96.62
T(4) 99.85 PO 94.57 103.70 72 2.54 96.24 97.24 95.07 107.91 86 2.58 94.91 95.41
OBF 87.15 122.18 114 4.12 95.20 95.55 91.99 114.69 106 3.73 87.29 87.29
WT 90.42 115.07 102 3.43 94.89 95.51 93.40 112.46 102 3.29 90.36 90.49
HP 96.38 120.63 112 3.19 97.97 98.08 94.23 115.02 102 3.78 87.95 87.97
SD 83.60 119.60 110 5.31 92.51 93.73 90.97 112.19 98 4.37 93.36 93.36
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 99.46 72.71 50 1.86 94.58 97.15 99.49 75.63 50 1.86 94.01 95.50
OBF 98.07 85.60 68 3.46 88.97 90.03 98.91 83.55 68 3.06 88.30 88.30
WT 98.78 79.99 62 2.69 91.17 93.11 99.19 80.84 58 2.52 90.87 91.54
HP 99.54 85.19 74 2.36 96.20 96.67 99.21 83.60 74 3.24 86.63 86.72
SD 94.77 87.10 76 4.88 84.11 86.45 97.79 81.49 68 3.67 84.06 84.06
T(2) 99.99 PO 99.16 76.43 50 1.97 96.19 98.04 99.05 80.35 50 2.00 95.20 96.04
OBF 96.79 94.02 79 3.86 96.47 97.02 97.78 93.58 74 3.43 90.14 90.14
WT 97.84 88.83 68 3.07 96.39 97.51 98.07 90.63 68 2.87 92.85 92.98
HP 99.63 88.07 80 2.56 97.17 97.51 98.27 90.83 74 3.41 93.35 93.45
SD 94.86 93.81 82 5.29 92.23 93.21 97.09 93.64 74 4.26 95.13 95.13
T(3) 99.97 PO 90.68 104.94 70 2.66 98.33 99.02 94.65 102.96 74 2.60 98.04 98.56
OBF 73.71 138.45 148 4.53 99.65 99.78 88.62 116.19 114 3.99 99.14 99.14
WT 81.02 127.04 132 3.80 99.45 99.74 91.34 113.46 112 3.47 99.06 99.17
HP 90.32 114.80 110 3.37 99.31 99.45 90.90 113.82 110 3.85 99.11 99.15
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 68.18 140.10 148 5.65 98.29 98.71 85.78 121.43 116 4.93 97.97 97.97
T(4) 99.99 PO 97.26 85.82 50 2.20 96.86 98.22 98.02 86.96 50 2.18 96.11 96.74
OBF 90.06 111.39 104 4.11 96.94 97.38 95.34 100.31 86 3.56 90.87 90.87
WT 93.08 102.99 86 3.34 96.62 97.31 96.45 97.36 74 3.06 92.99 93.17
HP 96.20 98.38 90 2.88 97.92 98.07 96.24 98.75 86 3.58 91.74 91.78
SD 82.41 112.84 102 5.42 94.47 95.47 90.46 101.79 82 4.41 95.04 95.04
Tabelle C.10: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1−βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation IV)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 61.24 PO 55.47 433.27 482 4.30 95.54 97.41 55.36 444.74 494 4.26 95.29 96.75
OBF 56.18 403.17 426 4.76 95.64 96.12 59.98 409.66 422 4.67 95.54 95.54
WT 56.92 411.22 436 4.59 95.60 96.50 60.10 412.40 430 4.48 95.72 96.03
HP 75.12 460.36 480 4.68 96.31 96.46 60.92 417.10 440 4.82 95.21 95.31
SD 58.68 385.50 434 5.80 92.07 93.48 60.87 392.97 440 5.30 94.56 94.56
T(2) 59.87 PO 53.21 442.12 490 4.38 96.02 97.69 53.23 453.76 508 4.30 95.58 96.98
OBF 52.98 411.44 430 4.86 96.29 96.75 55.55 421.02 434 4.75 96.01 96.01
WT 53.45 420.80 440 4.72 96.22 97.01 55.25 427.18 440 4.60 96.11 96.33
HP 74.64 465.21 486 4.74 96.69 96.87 58.33 426.20 448 4.85 95.97 96.02
SD 57.46 389.78 432 5.87 94.70 95.78 57.07 409.22 450 5.43 95.24 95.24
T(3) 53.20 PO 27.52 519.14 568 4.72 98.40 99.09 35.41 508.03 575 4.60 98.05 98.69
OBF 25.94 495.38 514 4.96 98.50 98.65 37.80 472.27 496 4.87 98.15 98.15
WT 26.28 499.43 524 4.90 98.68 98.96 37.28 478.99 508 4.78 97.93 98.19
HP 50.92 532.19 598 4.90 98.84 98.91 39.22 479.31 500 4.92 98.25 98.26
SD 24.93 498.02 546 5.60 98.81 99.10 37.89 470.71 546 5.43 97.86 97.86
T(4) 57.41 PO 40.58 479.65 540 4.55 97.15 98.29 45.54 479.16 548 4.44 96.58 97.66
OBF 38.05 456.93 472 4.90 96.85 97.32 46.92 442.56 458 4.80 96.18 96.18
WT 38.51 462.73 486 4.80 97.09 97.72 47.82 450.53 474 4.68 96.67 96.94
HP 62.47 499.78 554 4.82 97.38 97.45 49.67 450.93 472 4.88 96.64 96.66
SD 38.61 452.41 502 5.73 95.93 97.13 47.11 439.55 502 5.41 95.96 95.96
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 71.88 370.09 379 4.11 95.82 98.24 72.70 377.06 384 3.97 95.29 97.28
OBF 69.40 348.73 342 4.76 96.25 96.83 72.49 354.96 344 4.65 96.07 96.07
WT 70.27 354.13 350 4.56 96.13 97.30 72.37 361.53 356 4.43 95.89 96.39
HP 87.69 385.88 376 4.56 96.36 96.82 75.07 361.75 356 4.81 95.89 95.94
SD 73.65 335.95 338 6.23 93.85 95.06 74.43 352.21 358 5.66 95.01 95.01
T(2) 59.87 PO 68.87 382.32 394 4.25 96.12 98.52 69.67 390.68 404 4.11 95.70 97.66
OBF 66.29 358.66 348 4.87 96.51 97.00 68.98 368.34 360 4.74 96.61 96.61
WT 66.89 367.08 360 4.71 96.73 97.72 68.22 372.29 366 4.54 96.53 96.95
HP 87.66 391.16 380 4.66 96.57 97.00 71.99 372.15 370 4.86 96.30 96.36
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 71.34 346.15 348 6.31 95.68 96.50 71.02 369.48 378 5.80 95.86 95.86
T(3) 53.20 PO 36.00 490.95 520 4.74 98.84 99.64 48.41 469.10 503 4.57 98.43 99.22
OBF 31.06 473.67 478 4.98 99.29 99.40 48.33 436.28 443 4.89 98.79 98.79
WT 33.40 480.78 488 4.93 99.16 99.49 48.34 441.85 450 4.78 98.85 98.94
HP 60.41 485.22 498 4.91 99.31 99.42 51.14 440.64 454 4.93 98.68 98.69
SD 33.66 498.70 536 5.90 98.91 99.13 48.66 449.81 482 5.78 98.71 98.71
T(4) 57.41 PO 53.08 436.79 468 4.47 97.25 98.76 59.81 429.06 458 4.33 97.18 98.29
OBF 47.09 424.01 436 4.93 97.61 98.06 58.13 400.72 404 4.81 97.48 97.48
WT 47.70 428.28 442 4.83 97.88 98.50 59.51 406.97 416 4.67 97.32 97.69
HP 73.24 439.57 436 4.80 97.77 97.97 62.90 408.17 422 4.89 97.00 97.01
SD 49.52 435.59 460 6.10 96.95 97.69 59.74 410.64 438 5.84 96.63 96.63
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 94.95 213.65 174 3.18 94.36 95.93 96.03 219.75 174 3.03 94.77 95.92
OBF 91.02 218.87 183 4.21 91.23 91.60 93.76 215.18 180 3.98 91.95 91.95
WT 92.24 215.70 180 3.81 92.34 93.26 94.65 216.93 174 3.64 92.55 92.89
HP 97.00 228.31 206 3.73 95.79 95.93 95.18 216.49 182 4.23 90.66 90.69
SD 89.92 209.46 180 6.02 84.81 87.44 94.09 205.32 174 5.02 86.83 86.83
T(2) 89.63 PO 93.21 224.93 174 3.32 95.12 96.71 95.00 229.09 174 3.15 95.29 96.31
OBF 88.29 230.37 194 4.47 93.59 93.95 90.54 232.03 194 4.21 92.33 92.33
WT 90.34 227.61 186 4.07 94.26 95.13 91.80 232.72 192 3.86 93.19 93.37
HP 97.00 232.86 212 3.87 96.76 96.92 92.91 229.89 196 4.38 92.02 92.07
SD 89.76 222.20 186 6.25 91.54 92.65 91.53 228.34 186 5.42 89.17 89.17
T(3) 87.47 PO 80.23 301.61 298 3.91 97.86 98.64 88.76 280.07 256 3.58 97.36 97.92
OBF 68.82 314.66 324 4.77 98.39 98.69 80.93 278.29 260 4.47 93.84 93.84
WT 72.80 312.00 322 4.50 97.45 98.01 82.82 281.38 260 4.24 95.00 95.15
HP 86.74 287.28 272 4.32 98.71 98.80 84.58 278.76 258 4.54 96.90 96.93
SD 71.01 328.31 336 6.39 97.67 98.24 81.61 287.81 270 5.76 97.36 97.36
T(4) 88.99 PO 88.98 254.91 214 3.53 95.78 96.92 92.39 251.67 208 3.38 95.60 96.48
OBF 81.38 269.62 258 4.58 93.35 93.63 87.71 249.30 218 4.30 92.59 92.59
WT 83.33 265.11 246 4.21 94.27 94.87 88.81 248.78 214 3.97 93.51 93.59
HP 91.70 255.69 236 4.06 96.96 97.11 89.26 249.67 218 4.45 92.77 92.83
SD 81.38 269.39 244 6.25 93.33 94.50 87.27 250.21 212 5.57 88.93 88.93
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 98.48 151.03 106 2.76 94.39 97.32 98.33 155.34 124 2.64 94.33 96.12
OBF 94.67 165.91 130 4.18 92.19 92.86 95.94 166.15 144 3.93 93.34 93.34
WT 96.35 161.17 128 3.62 93.50 94.93 96.75 165.49 146 3.48 94.17 94.49
HP 98.37 160.58 148 3.30 95.86 96.20 96.51 162.89 136 4.20 92.60 92.75
SD 93.00 156.76 124 6.22 88.37 90.39 95.45 159.68 136 5.22 90.45 90.45
T(2) 98.31 PO 97.30 160.38 130 2.92 95.58 97.76 97.14 167.30 152 2.87 95.08 96.77
OBF 92.06 177.81 152 4.47 95.71 96.12 93.00 181.26 166 4.16 94.35 94.35
WT 93.58 175.91 150 3.97 95.17 96.40 94.30 178.05 166 3.72 95.00 95.40
HP 98.30 165.22 152 3.50 96.30 96.76 94.77 174.29 152 4.31 94.30 94.51
SD 91.95 169.70 146 6.53 94.52 95.61 93.29 181.86 172 5.67 93.57 93.57
T(3) 97.56 PO 84.61 250.48 234 3.74 98.56 99.27 90.74 225.57 194 3.53 98.13 98.68
OBF 71.00 287.49 292 4.85 99.29 99.43 82.38 229.89 202 4.53 97.15 97.15
WT 75.01 280.49 288 4.52 98.99 99.29 85.03 228.63 200 4.17 97.20 97.34
HP 82.21 229.43 214 4.26 99.14 99.26 84.64 224.45 201 4.57 98.58 98.60
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 72.91 312.24 312 6.83 98.87 99.26 81.15 246.69 230 6.18 98.98 98.98
T(4) 97.91 PO 94.25 197.27 174 3.23 96.90 98.56 95.11 193.64 174 3.14 96.68 97.63
OBF 83.79 230.26 210 4.64 96.60 96.95 88.71 199.85 174 4.30 95.20 95.20
WT 87.02 223.47 198 4.23 96.33 97.08 90.50 200.46 174 3.97 95.42 95.69
HP 90.80 192.09 174 3.83 97.45 97.70 91.03 193.86 174 4.38 95.03 95.13
SD 80.61 238.61 218 6.68 95.99 97.05 85.33 208.51 182 5.89 92.92 92.92
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 99.58 107.33 66 2.25 94.68 95.95 99.73 107.63 62 2.08 94.91 96.01
OBF 98.31 119.49 72 3.56 87.64 88.25 98.86 114.69 70 3.20 87.42 87.42
WT 98.97 113.73 68 2.94 91.04 91.90 99.01 113.73 68 2.78 90.24 90.54
HP 99.15 117.15 98 2.57 96.92 97.11 98.97 111.38 76 3.32 86.25 86.35
SD 93.80 113.42 86 5.26 83.93 85.47 97.46 107.19 74 4.03 81.90 81.90
T(2) 99.85 PO 99.40 111.29 68 2.32 95.82 96.98 99.47 114.92 72 2.24 95.60 96.20
OBF 96.53 128.53 94 3.91 95.79 96.18 97.48 128.09 94 3.53 87.55 87.55
WT 98.07 123.54 88 3.25 95.94 96.50 97.85 125.54 96 3.04 91.14 91.19
HP 99.20 121.20 100 2.86 97.60 97.74 98.13 121.84 92 3.64 90.83 90.86
SD 94.55 121.83 92 5.63 90.90 91.89 96.83 123.44 92 4.54 94.85 94.85
T(3) 99.69 PO 95.99 154.24 120 2.93 98.21 98.64 97.56 139.40 102 2.56 97.61 98.01
OBF 87.87 186.70 164 4.40 99.24 99.35 92.26 157.50 140 3.89 98.89 98.89
WT 91.07 177.73 158 3.83 98.65 98.94 93.49 155.78 138 3.55 98.37 98.47
HP 93.18 146.90 140 3.31 98.85 98.94 93.56 149.40 130 3.82 98.58 98.64
SD 81.58 186.57 170 6.13 97.00 97.69 89.37 158.92 145 5.15 96.81 96.81
T(4) 99.85 PO 99.07 122.54 72 2.40 96.44 97.32 98.86 125.88 82 2.43 95.00 95.53
OBF 94.18 150.96 118 4.05 95.24 95.44 95.82 136.08 104 3.64 87.78 87.78
WT 96.62 142.45 102 3.34 94.81 95.36 97.45 134.23 104 3.20 90.28 90.36
HP 97.02 132.29 118 3.00 98.15 98.31 96.98 131.85 104 3.71 88.14 88.21
SD 88.86 146.29 114 5.77 92.32 93.58 93.90 133.26 102 4.68 93.14 93.14
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 99.90 79.52 50 1.83 95.01 97.32 99.88 82.78 50 1.82 94.39 95.73
OBF 98.66 93.65 68 3.42 89.63 90.76 99.19 92.36 68 3.02 88.58 88.58
WT 99.51 87.75 62 2.64 91.53 93.24 99.61 89.44 58 2.49 91.19 91.90
HP 99.67 89.72 74 2.24 97.00 97.44 99.27 88.94 74 3.20 87.20 87.34
SD 94.97 92.66 76 5.02 83.97 86.52 97.71 87.83 68 3.78 82.63 82.63
T(2) 99.99 PO 99.73 83.50 50 1.91 96.36 98.00 99.51 88.71 50 1.95 95.27 96.25
OBF 97.52 103.91 80 3.82 96.83 97.39 98.48 103.73 74 3.37 90.22 90.22
WT 98.49 98.89 68 3.05 96.79 97.71 98.66 102.06 68 2.87 92.70 92.79
HP 99.59 92.71 80 2.44 97.77 98.24 98.54 97.34 76 3.39 93.63 93.78
SD 94.93 99.25 82 5.41 92.34 93.39 97.58 101.85 74 4.34 95.32 95.32
T(3) 99.97 PO 97.45 124.24 70 2.57 98.48 99.01 97.41 117.43 74 2.54 98.16 98.62
OBF 86.76 172.60 154 4.48 99.69 99.76 91.72 131.41 116 3.90 99.26 99.26
WT 92.10 159.08 138 3.72 99.35 99.61 94.33 128.89 116 3.40 98.97 99.09
HP 91.45 121.47 110 3.20 99.40 99.52 92.22 124.36 110 3.82 99.13 99.20
SD 78.14 178.84 170 6.22 98.65 99.03 87.76 136.01 126 5.15 98.15 98.15
T(4) 99.99 PO 99.21 98.38 50 2.16 97.17 98.27 99.27 97.37 50 2.12 96.19 96.81
OBF 94.59 129.96 102 4.06 97.06 97.46 96.57 112.94 86 3.51 91.00 91.00
WT 97.03 121.48 88 3.30 96.53 97.28 97.69 111.21 78 3.05 93.30 93.46
HP 96.36 104.73 90 2.76 98.20 98.43 97.02 107.38 88 3.57 91.81 91.93
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 85.71 130.61 106 5.69 94.68 95.95 91.19 112.17 84 4.58 95.12 95.12
Tabelle C.11: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1−βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation V)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 61.24 PO 43.63 261.08 308 2.62 95.95 97.56 39.89 262.26 308 2.62 95.26 96.82
OBF 48.01 266.51 308 2.84 96.69 97.00 44.29 266.54 308 2.79 96.28 96.28
WT 47.22 264.82 308 2.74 96.65 97.38 44.00 265.97 308 2.71 95.83 96.35
HP 50.06 276.44 308 2.88 96.73 96.83 45.23 268.98 308 2.90 96.26 96.26
SD 36.69 208.26 208 2.33 94.63 94.90 36.25 204.73 208 2.19 95.19 95.19
T(2) 59.87 PO 42.61 263.43 308 2.65 96.15 97.63 38.30 265.55 308 2.65 95.63 96.95
OBF 47.18 267.48 308 2.85 97.14 97.45 43.19 267.55 308 2.81 96.50 96.50
WT 46.63 265.82 308 2.74 96.98 97.63 42.80 267.53 308 2.73 96.18 96.59
HP 49.46 277.40 308 2.89 97.00 97.09 44.03 270.16 308 2.91 96.63 96.63
SD 36.32 208.78 208 2.34 95.44 95.61 35.05 205.10 208 2.20 95.58 95.58
T(3) 53.20 PO 29.18 276.39 308 2.76 98.41 98.99 26.08 279.26 308 2.77 97.77 98.42
OBF 30.64 278.58 308 2.92 98.92 99.03 29.22 278.19 308 2.88 98.41 98.41
WT 31.10 277.94 308 2.85 98.78 99.04 29.34 279.32 308 2.83 98.20 98.41
HP 32.39 285.39 308 2.93 98.90 98.95 29.74 281.31 308 2.95 98.47 98.47
SD 23.31 212.46 208 2.27 98.10 98.17 23.60 209.80 208 2.19 97.77 97.77
T(4) 57.41 PO 36.16 269.57 308 2.70 97.17 98.38 33.01 271.00 308 2.70 96.73 97.79
OBF 38.60 273.25 308 2.89 97.97 98.13 36.54 272.81 308 2.84 97.25 97.25
WT 38.83 271.98 308 2.80 97.78 98.31 36.22 273.46 308 2.78 97.20 97.52
HP 41.11 281.30 308 2.91 97.81 97.89 37.43 275.41 308 2.93 97.38 97.38
SD 29.49 210.82 208 2.31 96.22 96.43 29.16 207.56 208 2.20 96.29 96.29
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 61.27 241.38 308 2.46 95.99 97.69 56.02 243.35 308 2.45 95.52 96.91
OBF 65.09 249.50 302 2.77 96.56 96.89 61.45 248.37 308 2.69 96.22 96.22
WT 64.79 246.60 308 2.61 96.48 97.37 60.43 248.05 308 2.58 96.03 96.34
HP 66.98 260.84 308 2.80 96.87 97.03 61.81 252.65 308 2.86 96.51 96.51
SD 52.11 205.97 208 2.47 95.01 95.20 50.14 200.46 208 2.26 95.73 95.73
T(2) 59.87 PO 59.97 244.58 308 2.49 96.45 97.92 54.45 246.80 308 2.49 95.73 97.13
OBF 64.15 250.82 302 2.78 96.90 97.25 60.44 250.26 308 2.72 96.41 96.41
WT 63.68 248.28 308 2.63 96.71 97.50 59.10 250.14 308 2.61 96.38 96.67
HP 66.35 262.33 308 2.82 97.11 97.22 61.26 254.29 308 2.89 96.68 96.68
SD 51.66 206.69 208 2.47 95.72 95.84 48.66 201.66 208 2.27 96.32 96.32
T(3) 53.20 PO 40.37 265.70 308 2.69 98.61 99.27 36.79 269.02 308 2.70 98.22 98.71
OBF 40.68 268.14 308 2.90 99.03 99.21 39.74 269.12 308 2.86 98.71 98.71
WT 42.36 267.13 308 2.81 99.05 99.39 40.63 269.02 308 2.77 98.60 98.83
HP 43.72 275.99 308 2.92 99.15 99.29 40.56 271.15 308 2.95 98.78 98.78
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 31.10 214.24 208 2.38 98.66 98.69 31.28 209.53 208 2.27 98.31 98.31
T(4) 57.41 PO 51.35 254.38 308 2.58 97.45 98.63 46.57 256.10 308 2.57 96.93 98.06
OBF 52.77 259.51 308 2.84 98.22 98.47 50.23 259.44 308 2.78 97.50 97.50
WT 53.70 257.21 308 2.72 97.90 98.46 50.24 259.90 308 2.69 97.14 97.48
HP 55.02 269.16 308 2.88 98.16 98.27 50.97 263.33 308 2.92 97.68 97.68
SD 39.97 210.65 208 2.42 97.06 97.11 39.57 205.52 208 2.27 97.14 97.14
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 91.21 182.35 184 1.97 95.95 97.20 88.79 182.71 184 1.93 95.87 96.96
OBF 90.96 193.21 184 2.44 96.66 96.89 90.51 190.15 184 2.29 96.42 96.42
WT 92.56 186.88 184 2.15 96.65 97.29 90.82 188.93 184 2.11 96.67 96.86
HP 92.43 206.90 192 2.42 97.18 97.24 90.70 193.94 184 2.54 95.91 95.91
SD 80.43 184.49 208 2.79 92.91 93.15 81.30 174.84 208 2.23 95.37 95.37
T(2) 89.63 PO 90.63 183.33 184 1.97 96.38 97.53 88.26 186.05 184 1.97 96.00 97.00
OBF 90.41 194.08 184 2.46 96.96 97.19 89.96 191.71 184 2.30 96.73 96.73
WT 92.06 189.58 184 2.19 96.92 97.46 90.11 191.15 184 2.14 96.69 96.90
HP 92.34 208.19 194 2.44 97.24 97.30 90.12 196.09 184 2.58 96.09 96.09
SD 80.21 185.47 208 2.80 94.22 94.41 80.59 176.77 208 2.28 95.91 95.91
T(3) 87.47 PO 84.44 200.65 184 2.14 98.10 98.78 80.70 201.91 184 2.11 97.72 98.38
OBF 79.37 211.26 206 2.63 98.31 98.42 80.26 208.75 186 2.49 97.98 97.98
WT 84.57 205.27 184 2.34 98.56 98.96 82.24 207.49 184 2.31 98.17 98.28
HP 83.21 221.16 210 2.57 98.63 98.70 82.29 212.19 190 2.68 97.38 97.38
SD 65.28 197.04 208 2.72 97.28 97.58 69.74 187.36 208 2.37 97.33 97.33
T(4) 88.99 PO 88.46 190.30 184 2.03 97.46 98.39 84.92 194.69 184 2.05 96.91 97.67
OBF 86.35 201.50 184 2.53 97.73 97.88 86.27 198.98 184 2.36 97.13 97.13
WT 89.06 196.60 184 2.26 97.90 98.30 87.53 197.88 184 2.19 97.43 97.67
HP 88.79 213.84 200 2.50 97.78 97.84 86.95 203.19 190 2.62 96.75 96.75
SD 72.85 190.80 208 2.76 95.32 95.48 76.40 181.91 208 2.32 96.38 96.38
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 98.80 140.04 84 1.58 95.86 97.56 98.21 141.14 84 1.56 95.88 96.96
OBF 97.20 154.42 136 2.21 96.52 96.97 97.89 149.40 124 1.96 96.61 96.61
WT 98.68 148.20 122 1.84 96.57 97.56 98.44 147.62 114 1.75 96.61 97.00
HP 97.89 169.37 184 2.06 96.59 96.70 98.29 153.65 136 2.27 96.28 96.33
SD 91.24 162.17 154 3.03 93.67 93.87 93.77 150.79 142 2.24 95.56 95.56
T(2) 98.31 PO 98.69 142.56 84 1.61 96.01 97.60 98.02 144.65 84 1.60 96.29 97.37
OBF 97.07 155.27 136 2.23 96.82 97.22 97.68 151.78 128 2.03 96.66 96.66
WT 98.60 149.54 130 1.86 96.69 97.68 98.18 150.33 120 1.79 96.59 97.04
HP 98.27 170.52 184 2.09 96.97 97.08 98.26 155.86 138 2.35 96.57 96.63
SD 91.65 163.38 158 3.04 95.40 95.57 93.18 152.63 144 2.28 96.01 96.01
T(3) 97.56 PO 95.76 161.68 148 1.81 98.20 98.94 94.52 166.72 160 1.83 97.93 98.74
OBF 86.54 179.94 184 2.50 98.68 98.86 90.13 172.43 166 2.28 98.70 98.70
WT 93.86 170.50 170 2.13 98.78 99.14 94.20 170.45 174 2.02 98.54 98.80
HP 90.59 187.00 184 2.34 98.95 99.04 91.91 175.64 176 2.53 98.25 98.28
SD 71.73 186.04 208 2.99 98.16 98.30 81.97 171.96 200 2.46 98.20 98.20
T(4) 97.91 PO 97.76 150.76 130 1.70 97.22 98.47 96.64 151.46 84 1.66 97.10 98.08
OBF 93.60 167.22 158 2.37 97.76 98.01 95.01 161.08 150 2.10 97.59 97.59
WT 96.91 159.03 148 1.99 97.77 98.39 96.80 159.64 150 1.90 97.53 97.82
HP 94.42 178.17 184 2.21 97.98 98.06 96.05 164.77 158 2.43 97.35 97.39
C Ergebnisse der Simulationsstudien 139
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 80.32 175.10 180 3.03 96.46 96.64 87.69 161.89 164 2.39 97.01 97.01
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 99.89 115.10 84 1.35 96.26 97.69 99.78 115.19 84 1.32 96.49 97.49
OBF 98.82 125.08 104 1.92 96.30 96.62 99.30 120.34 84 1.65 96.31 96.31
WT 99.78 120.02 84 1.56 97.45 98.06 99.74 119.46 84 1.49 97.18 97.45
HP 99.40 137.92 138 1.71 97.42 97.51 99.50 122.72 96 1.89 94.49 94.55
SD 93.50 138.32 122 3.02 89.61 89.98 98.10 125.56 94 1.93 94.82 94.82
T(2) 99.85 PO 99.88 115.13 84 1.35 96.66 97.74 99.76 117.77 84 1.36 96.48 97.53
OBF 98.58 126.06 106 1.96 96.76 96.99 99.35 121.70 84 1.66 97.03 97.03
WT 99.77 121.26 84 1.58 97.60 98.15 99.72 120.50 84 1.49 97.27 97.55
HP 99.50 139.17 140 1.73 97.88 97.95 99.58 124.12 96 1.95 95.28 95.33
SD 94.14 139.40 122 3.07 91.95 92.33 98.25 127.05 98 1.98 95.57 95.57
T(3) 99.69 PO 99.52 124.79 84 1.47 97.90 98.62 99.39 124.04 84 1.41 98.02 98.58
OBF 95.20 139.17 122 2.12 99.01 99.08 96.69 132.26 100 1.87 98.64 98.64
WT 98.80 130.38 104 1.70 98.71 99.02 98.82 131.76 84 1.66 98.52 98.63
HP 97.09 146.74 152 1.86 98.93 98.95 97.30 134.35 106 2.10 98.89 98.90
SD 81.01 155.07 142 3.11 96.71 97.10 93.01 137.84 118 2.15 97.41 97.41
T(4) 99.85 PO 99.80 117.39 84 1.36 97.56 98.42 99.60 119.92 84 1.37 97.14 97.69
OBF 97.57 131.85 114 2.03 96.87 97.03 98.58 125.98 90 1.75 97.05 97.05
WT 99.53 124.48 84 1.61 98.10 98.48 99.61 123.45 84 1.51 97.71 97.87
HP 98.70 141.28 146 1.76 98.22 98.29 99.10 128.38 96 1.96 95.98 96.03
SD 87.93 146.45 132 3.08 92.65 93.17 96.38 131.81 106 2.09 95.29 95.29
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 100.00 95.86 84 1.14 96.85 97.76 100.00 95.64 84 1.12 96.68 97.51
OBF 99.43 104.75 90 1.67 96.59 96.90 99.85 99.06 84 1.35 97.52 97.52
WT 99.99 99.52 84 1.29 97.84 98.37 100.00 97.89 84 1.22 97.77 97.96
HP 99.91 113.48 84 1.39 98.40 98.55 99.90 101.84 84 1.55 96.08 96.16
SD 95.53 118.55 104 3.01 88.88 89.68 99.26 104.34 90 1.70 95.30 95.30
T(2) 99.99 PO 100.00 96.71 84 1.15 97.08 97.98 100.00 96.85 84 1.14 96.82 97.65
OBF 99.32 105.19 90 1.69 97.66 97.94 99.82 100.02 84 1.41 97.66 97.66
WT 100.00 99.86 84 1.30 98.05 98.60 99.99 98.66 84 1.24 97.79 97.99
HP 99.93 114.58 84 1.41 98.52 98.67 99.88 102.81 84 1.61 96.97 97.06
SD 95.65 119.17 106 3.03 92.32 92.86 99.29 105.73 90 1.74 96.48 96.48
T(3) 99.97 PO 99.99 101.32 84 1.21 98.37 99.13 99.99 102.79 84 1.22 98.36 98.85
OBF 95.26 119.43 102 1.95 99.14 99.30 98.47 108.19 84 1.57 99.15 99.15
WT 99.66 107.53 84 1.45 99.02 99.40 99.84 106.40 84 1.36 98.78 98.91
HP 98.51 121.71 84 1.55 99.14 99.24 98.60 110.58 84 1.80 99.31 99.37
SD 76.86 138.08 122 3.11 97.24 97.57 93.84 115.51 90 1.97 98.18 98.18
T(4) 99.99 PO 100.00 98.69 84 1.18 97.68 98.50 100.00 98.36 84 1.16 97.73 98.34
OBF 98.62 111.36 90 1.80 97.47 97.69 99.29 103.25 84 1.45 98.13 98.13
WT 99.91 103.23 84 1.37 98.43 98.94 99.94 101.57 84 1.29 98.29 98.43
HP 99.42 118.16 84 1.48 98.78 98.87 99.59 106.12 84 1.70 96.91 96.94
SD 83.56 126.92 112 3.09 93.72 94.42 96.66 109.41 90 1.83 96.54 96.54
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Tabelle C.12: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1−βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation VI)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 61.24 PO 59.51 388.37 498 2.59 95.78 97.41 56.98 392.77 498 2.57 95.24 96.68
OBF 64.21 384.78 460 2.81 96.48 96.74 62.69 389.16 498 2.75 96.34 96.34
WT 63.62 385.71 480 2.70 96.49 97.16 61.66 392.27 498 2.66 95.88 96.29
HP 67.00 403.22 498 2.86 96.70 96.78 63.85 394.77 498 2.89 96.15 96.15
SD 63.26 386.91 436 3.13 94.42 95.12 63.95 389.81 482 2.86 96.38 96.38
T(2) 59.87 PO 58.44 391.27 498 2.60 96.00 97.47 56.15 396.34 498 2.59 95.42 96.75
OBF 63.44 386.30 460 2.82 96.88 97.14 62.00 391.90 498 2.77 96.37 96.37
WT 63.29 387.60 486 2.71 96.61 97.26 61.07 393.09 498 2.67 96.29 96.71
HP 66.77 404.63 498 2.87 96.86 96.94 62.83 396.96 498 2.90 96.58 96.58
SD 62.70 387.78 440 3.13 95.32 95.86 63.17 393.73 496 2.87 96.72 96.72
T(3) 53.20 PO 45.34 414.16 498 2.72 98.19 98.88 43.81 420.68 498 2.72 97.57 98.36
OBF 47.44 408.90 498 2.90 98.72 98.89 47.67 414.32 498 2.85 98.06 98.06
WT 48.07 410.51 498 2.82 98.36 98.66 47.94 417.47 498 2.79 97.85 98.01
HP 51.12 423.84 498 2.92 98.71 98.74 49.29 418.32 498 2.94 98.10 98.10
SD 45.09 409.17 484 3.07 98.23 98.48 49.84 415.58 498 2.92 98.13 98.13
T(4) 57.41 PO 52.69 402.53 498 2.66 96.86 97.97 50.63 406.25 498 2.64 96.45 97.59
OBF 55.57 396.30 484 2.86 97.59 97.75 55.61 402.17 498 2.80 96.99 96.99
WT 55.50 398.59 498 2.77 97.49 97.97 55.47 403.77 498 2.73 96.94 97.22
HP 59.45 414.64 498 2.90 97.70 97.73 56.16 407.77 498 2.92 97.28 97.28
SD 53.67 397.74 452 3.10 96.20 96.72 56.46 404.17 498 2.90 97.11 97.11
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 78.72 340.36 408 2.39 96.03 97.81 76.26 347.75 448 2.38 95.68 97.09
OBF 80.50 342.09 364 2.72 96.62 96.91 80.18 345.52 386 2.63 96.60 96.60
WT 81.54 339.89 376 2.54 96.52 97.39 79.74 347.89 402 2.51 96.11 96.52
HP 83.19 361.71 368 2.76 96.80 96.95 80.77 351.33 394 2.82 96.68 96.69
SD 79.31 345.41 350 3.17 94.71 95.46 80.97 349.37 382 2.80 96.40 96.40
T(2) 59.87 PO 78.03 344.12 414 2.42 96.57 98.05 75.53 353.39 461 2.41 95.83 97.28
OBF 79.75 343.69 366 2.73 96.96 97.28 79.46 348.66 392 2.66 96.72 96.72
WT 80.89 342.31 380 2.56 96.74 97.51 78.78 351.25 408 2.54 96.40 96.74
HP 82.99 364.20 372 2.77 97.02 97.11 80.16 353.55 398 2.85 96.90 96.91
SD 79.40 346.93 356 3.18 95.72 96.34 80.53 351.59 384 2.81 96.73 96.73
T(3) 53.20 PO 62.21 384.77 478 2.63 98.43 99.18 61.38 392.64 498 2.62 98.04 98.56
OBF 61.63 377.43 416 2.86 98.78 98.94 64.62 382.32 462 2.79 98.57 98.57
WT 63.88 378.65 432 2.76 98.91 99.29 65.24 385.05 472 2.70 98.39 98.60
HP 64.78 389.73 444 2.89 99.09 99.16 64.87 387.47 467 2.93 98.67 98.67
SD 56.49 378.47 400 3.08 98.60 98.84 63.65 383.24 440 2.89 98.55 98.55
T(4) 57.41 PO 71.06 362.58 444 2.51 97.36 98.56 69.63 369.50 492 2.49 96.95 97.98
OBF 71.82 359.36 388 2.79 97.78 98.04 71.89 365.54 426 2.72 97.23 97.23
WT 73.11 360.74 404 2.66 97.63 98.24 72.75 368.54 442 2.62 97.06 97.35
HP 74.08 377.28 408 2.84 98.07 98.18 73.08 369.59 438 2.88 97.61 97.62
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 66.89 364.85 380 3.14 96.77 97.21 71.56 365.53 406 2.86 97.39 97.39
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 98.31 222.00 201 1.88 95.86 97.20 98.23 227.36 226 1.84 95.72 96.88
OBF 95.94 227.94 208 2.36 97.13 97.41 97.08 228.41 227 2.19 96.96 96.96
WT 98.04 223.47 212 2.08 97.14 97.68 98.10 229.84 236 2.02 96.90 97.12
HP 97.30 251.60 250 2.31 97.21 97.28 97.85 234.94 250 2.47 95.61 95.62
SD 92.41 239.58 228 3.25 91.74 92.20 96.82 233.10 238 2.46 96.20 96.20
T(2) 89.63 PO 98.22 223.01 202 1.88 96.23 97.45 97.95 231.99 231 1.87 95.73 96.92
OBF 95.44 229.57 210 2.39 97.22 97.47 97.00 231.04 234 2.22 97.41 97.41
WT 97.88 226.31 214 2.12 97.33 97.77 97.85 232.58 240 2.05 96.87 97.13
HP 97.48 253.26 250 2.34 97.30 97.39 97.62 236.59 250 2.50 96.06 96.06
SD 92.63 241.55 230 3.27 93.69 94.21 96.48 235.69 240 2.50 96.79 96.79
T(3) 87.47 PO 96.04 249.96 250 2.05 97.84 98.60 95.94 256.36 250 2.00 97.48 98.19
OBF 89.11 256.57 244 2.55 98.76 98.86 92.03 255.16 250 2.38 98.05 98.05
WT 94.68 251.39 246 2.26 98.73 99.08 94.71 256.73 250 2.21 98.25 98.48
HP 92.23 270.88 250 2.48 98.61 98.68 93.55 257.91 250 2.61 97.11 97.12
SD 80.66 268.18 256 3.22 97.14 97.53 90.32 260.26 250 2.62 97.75 97.75
T(4) 88.99 PO 97.58 233.78 234 1.94 97.23 98.17 97.14 243.32 250 1.94 97.03 97.80
OBF 93.21 241.62 224 2.46 97.81 97.96 94.74 242.53 250 2.28 97.46 97.46
WT 96.68 236.32 228 2.17 97.82 98.18 96.72 242.79 250 2.10 97.61 97.76
HP 95.26 261.13 250 2.40 97.78 97.84 95.80 246.40 250 2.54 96.13 96.15
SD 86.48 252.38 256 3.25 94.15 94.54 94.34 246.34 250 2.54 97.08 97.08
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 99.90 157.83 84 1.53 96.17 97.79 99.93 160.43 84 1.50 95.96 96.94
OBF 97.99 168.45 136 2.15 96.93 97.38 98.87 166.95 126 1.91 97.00 97.00
WT 99.59 164.61 128 1.80 97.08 97.88 99.60 166.22 118 1.70 97.04 97.30
HP 99.00 193.07 198 1.96 97.03 97.20 99.22 169.55 134 2.19 96.25 96.35
SD 94.12 182.59 154 3.32 92.88 93.41 98.12 170.73 142 2.31 96.56 96.56
T(2) 98.31 PO 99.85 159.74 84 1.56 96.35 97.79 99.88 164.41 84 1.54 96.33 97.36
OBF 97.75 169.72 136 2.18 97.31 97.65 98.59 167.66 128 1.97 97.03 97.03
WT 99.57 165.54 130 1.81 97.14 97.93 99.49 168.35 122 1.73 97.01 97.31
HP 99.08 193.98 198 1.98 97.37 97.54 99.35 173.34 138 2.27 96.78 96.89
SD 94.95 184.43 158 3.34 94.66 95.20 97.87 172.51 144 2.34 96.83 96.83
T(3) 97.56 PO 99.43 183.90 148 1.74 98.24 98.98 99.41 190.43 160 1.73 98.05 98.70
OBF 90.56 201.07 182 2.43 98.63 98.71 93.70 191.95 168 2.19 98.52 98.52
WT 97.11 190.69 168 2.05 98.71 99.08 97.82 190.78 174 1.93 98.56 98.73
HP 93.44 212.29 218 2.21 98.85 98.89 95.26 194.48 176 2.44 98.19 98.22
SD 73.88 217.99 206 3.31 98.15 98.61 89.80 201.13 186 2.56 98.44 98.44
T(4) 97.91 PO 99.77 169.87 130 1.63 97.40 98.45 99.77 171.55 84 1.58 97.17 98.02
OBF 95.42 183.81 158 2.30 97.86 98.12 96.83 179.78 154 2.04 97.52 97.52
WT 98.55 176.38 148 1.93 97.88 98.49 98.91 178.93 152 1.83 97.80 97.99
HP 96.73 203.25 208 2.10 97.93 98.03 97.91 183.77 158 2.35 97.14 97.19
SD 81.78 201.25 182 3.34 96.11 96.51 93.60 185.89 164 2.45 97.62 97.62
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 100.00 123.68 84 1.33 96.28 97.45 100.00 124.92 84 1.30 96.48 97.33
OBF 99.00 132.12 104 1.89 96.69 96.87 99.42 127.61 84 1.62 96.82 96.82
WT 99.79 126.92 84 1.54 97.84 98.29 99.88 126.80 84 1.45 97.33 97.52
HP 99.60 152.09 136 1.65 97.96 98.03 99.66 131.03 96 1.85 94.79 94.82
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 93.58 145.20 122 3.18 88.13 88.64 99.12 132.10 94 1.94 95.68 95.68
T(2) 99.85 PO 100.00 123.99 84 1.33 96.66 97.53 100.00 127.64 84 1.33 96.53 97.39
OBF 98.78 132.67 106 1.93 96.92 97.06 99.46 128.70 84 1.63 97.33 97.33
WT 99.81 128.12 84 1.56 97.95 98.35 99.92 128.45 84 1.46 97.52 97.74
HP 99.75 153.13 138 1.66 98.33 98.39 99.65 132.58 96 1.90 95.75 95.78
SD 94.43 146.28 122 3.22 91.60 92.12 99.17 134.07 98 1.99 96.09 96.09
T(3) 99.69 PO 99.94 133.82 84 1.43 98.12 98.70 99.98 134.57 84 1.38 97.93 98.42
OBF 95.79 147.53 120 2.08 98.72 98.82 97.33 140.73 100 1.83 98.71 98.71
WT 99.32 138.48 102 1.66 98.91 99.15 99.24 140.30 84 1.62 98.58 98.72
HP 98.19 160.29 150 1.78 99.00 99.03 97.87 143.78 104 2.06 98.98 98.99
SD 82.62 165.66 142 3.28 96.80 97.16 94.18 147.29 116 2.17 97.64 97.64
T(4) 99.85 PO 100.00 126.16 84 1.34 97.60 98.40 100.00 129.72 84 1.34 96.87 97.35
OBF 98.04 139.42 112 2.00 97.20 97.32 98.88 134.21 90 1.71 97.31 97.31
WT 99.74 131.92 84 1.58 98.24 98.62 99.85 131.87 84 1.47 97.75 97.88
HP 99.26 155.14 140 1.69 98.56 98.59 99.43 136.71 96 1.90 96.36 96.39
SD 88.68 154.97 132 3.27 91.86 92.51 97.40 139.58 104 2.09 95.36 95.36
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 100.00 99.57 84 1.14 96.47 97.43 100.00 99.70 84 1.12 96.56 97.31
OBF 99.36 107.68 90 1.67 96.54 96.87 99.84 102.90 84 1.36 97.48 97.48
WT 100.00 103.26 84 1.30 97.57 98.11 99.99 101.75 84 1.22 97.64 97.78
HP 99.92 121.50 84 1.38 98.88 99.11 99.88 105.59 84 1.53 96.36 96.51
SD 95.53 121.21 106 3.08 88.23 89.32 99.38 106.70 90 1.70 95.71 95.71
T(2) 99.99 PO 100.00 100.47 84 1.16 96.76 97.59 100.00 101.14 84 1.14 96.66 97.43
OBF 99.40 108.09 90 1.69 97.68 97.92 99.84 103.91 84 1.41 97.69 97.69
WT 99.99 103.45 84 1.30 98.00 98.47 99.99 103.12 84 1.25 97.79 97.95
HP 99.95 122.81 84 1.40 98.94 99.16 99.89 106.79 84 1.60 97.23 97.40
SD 95.84 122.34 106 3.11 92.77 93.47 99.35 107.78 90 1.74 96.90 96.90
T(3) 99.97 PO 100.00 105.40 84 1.21 98.24 98.88 100.00 108.07 84 1.22 98.30 98.68
OBF 95.82 124.53 102 1.94 99.27 99.40 98.45 111.99 84 1.56 99.18 99.18
WT 99.74 111.88 84 1.45 99.03 99.35 99.87 111.06 84 1.37 98.74 98.88
HP 99.11 129.86 84 1.52 99.46 99.54 98.45 115.15 84 1.78 99.44 99.55
SD 76.34 142.63 122 3.19 97.88 98.25 93.93 118.19 90 1.97 98.54 98.54
T(4) 99.99 PO 100.00 102.53 84 1.18 97.34 98.10 100.00 103.26 84 1.16 97.48 98.04
OBF 98.81 114.77 90 1.80 97.53 97.76 99.33 107.43 84 1.45 98.14 98.14
WT 99.95 107.40 84 1.38 98.27 98.66 99.97 106.31 84 1.30 98.25 98.35
HP 99.58 126.39 84 1.47 99.22 99.32 99.56 110.06 84 1.68 97.37 97.50
SD 83.41 129.93 112 3.16 94.38 95.10 96.70 111.86 90 1.84 96.84 96.84
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Tabelle C.13: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1−βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation VII)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 61.24 PO 37.80 246.03 290 2.69 95.88 97.40 36.60 249.00 308 2.65 95.18 96.67
OBF 40.56 244.62 256 2.90 96.47 96.76 39.77 248.11 270 2.83 96.24 96.24
WT 39.84 244.99 268 2.81 96.64 97.35 39.24 248.75 280 2.76 95.81 96.34
HP 47.26 264.59 308 2.90 96.50 96.62 40.76 251.72 292 2.92 95.87 95.87
SD 35.90 210.46 208 3.01 94.23 94.40 35.66 211.10 208 2.78 94.85 94.85
T(2) 59.87 PO 36.29 248.35 292 2.71 96.09 97.59 34.68 252.92 308 2.69 95.63 96.85
OBF 38.84 246.43 250 2.93 96.75 97.05 37.57 251.17 276 2.87 96.41 96.41
WT 38.09 247.46 269 2.84 96.86 97.58 36.77 251.82 280 2.79 96.11 96.53
HP 46.70 265.91 308 2.91 96.79 96.90 39.18 253.96 294 2.93 96.47 96.47
SD 34.76 213.19 208 3.02 95.45 95.61 33.67 214.39 208 2.81 95.70 95.70
T(3) 53.20 PO 21.33 261.20 308 2.81 98.24 98.94 22.18 265.49 308 2.80 97.62 98.34
OBF 19.43 259.14 282 2.97 98.70 98.82 23.90 260.14 292 2.91 98.25 98.25
WT 20.37 259.65 296 2.91 98.50 98.89 23.89 262.17 304 2.87 98.09 98.28
HP 28.78 276.37 308 2.95 98.85 98.90 24.83 265.05 308 2.96 98.25 98.25
SD 16.57 225.43 208 2.91 98.12 98.45 20.60 220.70 208 2.76 97.83 97.83
T(4) 57.41 PO 28.82 254.82 308 2.76 97.26 98.39 29.59 257.46 308 2.73 96.56 97.62
OBF 28.74 252.39 267 2.94 97.59 97.75 31.13 255.18 284 2.88 97.20 97.20
WT 28.61 253.31 279 2.87 97.46 97.99 30.64 256.49 294 2.83 97.01 97.35
HP 37.92 271.18 308 2.93 97.73 97.81 32.61 259.41 308 2.94 97.14 97.14
SD 24.33 220.04 208 2.97 96.53 96.83 26.97 216.98 208 2.78 96.44 96.44
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 52.99 227.47 242 2.56 95.92 97.66 51.39 230.19 258 2.51 95.55 96.79
OBF 54.32 229.30 222 2.88 96.46 96.75 54.73 232.45 234 2.77 96.13 96.13
WT 54.56 228.51 226 2.73 96.34 97.18 53.23 232.21 238 2.67 95.93 96.27
HP 63.84 247.34 288 2.85 96.55 96.74 56.02 236.80 248 2.88 96.16 96.17
SD 48.90 207.55 208 3.22 95.28 95.41 48.57 207.88 208 2.95 95.57 95.57
T(2) 59.87 PO 50.55 231.09 242 2.61 96.47 97.96 48.57 235.28 258 2.57 95.88 97.16
OBF 52.97 231.85 222 2.91 96.67 96.96 52.80 235.02 236 2.81 96.39 96.39
WT 52.61 231.48 226 2.77 96.70 97.52 51.33 236.29 240 2.72 96.26 96.65
HP 62.95 249.23 294 2.87 96.86 96.99 54.27 239.44 250 2.91 96.63 96.64
SD 47.24 210.86 208 3.22 96.14 96.28 46.10 211.62 208 2.98 96.35 96.35
T(3) 53.20 PO 28.24 251.14 276 2.77 98.55 99.33 30.37 255.02 286 2.75 98.30 98.82
OBF 24.64 250.38 240 2.97 99.09 99.29 32.32 250.32 254 2.91 98.74 98.74
WT 25.94 250.31 248 2.90 98.85 99.26 32.48 251.81 262 2.84 98.51 98.78
HP 38.65 266.46 308 2.95 99.12 99.21 33.44 254.24 276 2.96 98.77 98.77
SD 19.35 225.79 218 3.04 98.75 98.91 26.88 223.31 208 2.96 98.51 98.51
T(4) 57.41 PO 39.79 240.44 256 2.68 97.49 98.69 40.51 243.54 278 2.63 97.07 98.11
OBF 36.85 240.91 230 2.94 97.82 98.01 42.78 242.52 246 2.84 97.43 97.43
WT 37.85 241.26 236 2.84 97.85 98.38 42.34 243.55 250 2.77 97.10 97.40
HP 50.30 257.83 308 2.92 97.99 98.09 43.85 246.99 262 2.93 97.59 97.59
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 31.54 220.96 214 3.15 97.46 97.60 36.05 216.89 208 2.97 97.22 97.22
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 83.72 172.78 182 2.12 95.24 96.62 84.55 174.30 184 2.04 95.31 96.55
OBF 83.06 180.51 184 2.61 94.70 94.92 85.61 178.57 184 2.41 95.07 95.07
WT 84.05 175.04 184 2.34 95.41 95.92 85.71 177.87 184 2.25 95.47 95.70
HP 89.12 190.95 184 2.53 96.72 96.78 86.15 182.46 188 2.61 94.92 94.93
SD 78.28 178.99 194 3.53 89.38 90.26 81.31 174.10 206 2.92 93.27 93.27
T(2) 89.63 PO 83.35 175.05 184 2.14 95.86 97.03 83.16 178.18 184 2.10 95.50 96.67
OBF 81.72 184.28 192 2.68 94.93 95.15 84.48 182.66 186 2.47 95.77 95.77
WT 83.23 180.57 184 2.41 95.68 96.14 84.13 182.20 184 2.31 95.68 95.88
HP 89.03 193.03 184 2.57 96.90 96.93 84.69 185.21 190 2.66 95.25 95.25
SD 77.40 183.67 206 3.56 91.81 92.76 79.73 180.56 208 3.01 93.70 93.70
T(3) 87.47 PO 70.23 193.05 214 2.32 97.25 98.11 73.54 192.78 216 2.23 97.56 98.20
OBF 63.00 203.60 214 2.80 97.40 97.51 72.41 197.92 214 2.63 97.05 97.05
WT 67.76 198.09 214 2.56 97.46 97.75 73.92 199.05 214 2.48 97.30 97.42
HP 77.24 208.90 212 2.68 98.48 98.54 74.13 201.72 214 2.74 97.20 97.20
SD 55.45 204.16 208 3.49 97.63 98.20 66.06 195.86 208 3.11 95.57 95.57
T(4) 88.99 PO 78.23 181.53 192 2.19 96.74 97.74 78.54 185.00 184 2.17 96.55 97.21
OBF 73.74 192.04 214 2.72 95.40 95.52 79.52 188.98 210 2.52 96.05 96.05
WT 76.01 187.28 214 2.46 96.34 96.72 80.09 187.71 205 2.35 96.36 96.52
HP 83.94 200.83 196 2.63 97.52 97.57 80.71 192.37 194 2.70 95.76 95.76
SD 66.59 191.49 208 3.51 93.10 94.53 74.23 186.56 208 3.05 94.25 94.25
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 95.35 137.68 84 1.76 95.38 97.13 95.80 138.72 84 1.70 95.35 96.48
OBF 92.98 151.81 136 2.46 95.16 95.53 95.30 148.14 122 2.14 96.16 96.16
WT 94.70 146.30 116 2.09 95.80 96.61 95.50 146.33 92 1.95 96.11 96.56
HP 96.14 152.53 134 2.26 96.31 96.45 95.96 149.17 122 2.39 96.05 96.11
SD 88.90 159.66 148 3.67 91.30 92.31 92.74 151.74 136 2.88 94.30 94.30
T(2) 98.31 PO 94.94 141.63 84 1.81 95.70 97.30 94.89 144.56 84 1.78 95.90 97.06
OBF 92.35 156.94 144 2.54 96.16 96.45 94.58 153.03 140 2.25 96.64 96.64
WT 94.09 151.38 144 2.15 96.30 97.08 94.64 151.75 138 2.02 96.74 97.06
HP 96.05 153.93 136 2.30 96.82 96.95 95.41 153.78 135 2.47 96.28 96.33
SD 88.19 165.31 160 3.70 94.84 95.35 91.73 159.70 158 2.99 95.33 95.33
T(3) 97.56 PO 82.52 164.04 174 2.06 98.40 99.04 87.84 166.25 182 2.03 98.09 98.72
OBF 68.35 184.42 214 2.75 98.57 98.75 85.05 171.91 182 2.47 98.20 98.20
WT 74.81 175.89 200 2.42 98.71 99.04 87.41 170.67 184 2.25 98.22 98.42
HP 83.50 177.02 174 2.55 99.00 99.07 86.02 172.81 176 2.62 98.44 98.46
SD 62.30 201.97 214 3.66 98.74 98.97 77.71 180.02 200 3.17 97.89 97.89
T(4) 97.91 PO 89.42 151.44 98 1.92 97.06 98.26 92.71 150.41 84 1.83 96.92 97.79
OBF 83.19 170.04 178 2.64 96.89 97.09 90.90 160.65 158 2.30 97.21 97.21
WT 86.12 162.59 168 2.29 97.13 97.74 92.10 159.40 166 2.11 97.37 97.55
HP 89.75 165.07 154 2.44 97.82 97.93 91.93 162.54 156 2.54 96.78 96.81
SD 75.92 183.61 200 3.69 95.81 96.76 85.37 168.75 174 3.08 96.09 96.09
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 98.65 112.69 84 1.48 95.09 96.55 99.13 113.34 84 1.43 95.74 96.74
OBF 97.21 123.95 90 2.10 92.67 93.06 98.62 119.26 84 1.78 94.56 94.56
WT 98.29 118.76 84 1.73 94.36 95.04 99.03 118.23 84 1.62 95.12 95.40
HP 97.88 122.80 98 1.89 96.59 96.67 98.71 120.39 90 2.01 92.77 92.83
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 92.37 132.91 108 3.46 85.18 87.32 97.98 121.19 90 2.33 90.81 90.81
T(2) 99.85 PO 98.71 114.63 84 1.50 96.35 97.43 99.02 116.76 84 1.48 95.77 96.75
OBF 96.88 127.68 90 2.18 96.57 96.78 98.47 122.66 84 1.82 95.52 95.52
WT 98.12 122.36 84 1.79 97.02 97.47 98.77 121.75 84 1.66 95.80 95.99
HP 98.01 124.00 102 1.93 97.15 97.24 98.68 123.43 96 2.07 94.00 94.06
SD 92.46 137.88 118 3.53 92.16 92.58 97.51 127.57 96 2.46 91.70 91.70
T(3) 99.69 PO 95.09 127.28 84 1.67 97.93 98.64 97.82 124.31 84 1.55 97.86 98.35
OBF 89.65 144.19 130 2.33 99.31 99.40 94.99 134.30 96 2.03 98.75 98.75
WT 92.81 136.39 90 1.95 98.85 99.16 96.86 133.80 84 1.85 98.70 98.78
HP 93.12 134.98 116 2.09 98.86 98.88 95.61 134.92 96 2.21 98.70 98.71
SD 80.55 162.15 154 3.60 97.35 97.61 91.84 142.15 116 2.67 97.70 97.70
T(4) 99.85 PO 97.92 117.11 84 1.51 97.29 98.20 98.52 119.44 84 1.50 96.66 97.23
OBF 94.39 134.06 110 2.23 95.96 96.10 97.54 126.92 90 1.90 95.34 95.34
WT 96.46 126.33 84 1.81 96.69 97.05 98.39 124.25 84 1.66 96.23 96.39
HP 96.31 128.15 106 1.97 97.29 97.37 97.70 127.45 96 2.08 94.38 94.44
SD 86.63 147.00 128 3.56 92.71 93.42 95.73 131.95 96 2.56 91.29 91.29
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 99.86 95.12 84 1.20 95.76 97.26 99.95 94.73 84 1.17 96.36 97.23
OBF 99.10 105.73 90 1.79 93.56 94.18 99.78 100.26 84 1.44 96.23 96.23
WT 99.72 100.09 84 1.40 95.22 96.31 99.93 98.84 84 1.30 96.60 96.89
HP 99.39 101.93 84 1.53 96.79 96.98 99.79 101.13 84 1.64 94.77 94.87
SD 94.95 116.97 102 3.32 86.16 87.91 98.89 104.25 90 1.96 92.64 92.64
T(2) 99.99 PO 99.84 96.81 84 1.23 96.70 97.83 99.94 97.11 84 1.21 96.42 97.38
OBF 98.82 108.33 90 1.86 97.50 97.71 99.71 102.96 84 1.52 96.97 96.97
WT 99.71 102.68 84 1.44 97.76 98.22 99.87 101.83 84 1.35 97.22 97.42
HP 99.27 102.91 84 1.58 97.51 97.68 99.70 103.18 84 1.71 96.05 96.15
SD 94.86 120.97 104 3.38 93.21 93.63 98.84 108.75 90 2.07 94.78 94.78
T(3) 99.97 PO 98.23 104.79 84 1.34 98.22 99.03 99.65 105.71 84 1.33 98.25 98.68
OBF 92.43 128.89 104 2.15 99.49 99.63 98.17 113.33 84 1.71 99.24 99.24
WT 96.41 116.25 84 1.64 99.16 99.50 99.28 111.65 84 1.52 98.96 99.05
HP 95.44 113.29 84 1.79 99.05 99.15 97.93 113.81 84 1.90 99.25 99.32
SD 79.02 150.30 136 3.49 98.41 98.55 93.19 121.76 90 2.33 98.74 98.74
T(4) 99.99 PO 99.47 99.71 84 1.27 97.25 98.21 99.88 99.08 84 1.23 97.35 98.00
OBF 97.58 117.41 90 1.99 97.37 97.51 99.11 106.56 84 1.56 97.27 97.27
WT 98.89 108.67 84 1.54 98.11 98.50 99.72 105.30 84 1.41 97.61 97.72
HP 97.63 107.71 84 1.68 98.07 98.17 99.02 107.39 84 1.80 95.81 95.84
SD 85.58 133.28 112 3.42 94.65 95.40 95.90 112.81 90 2.16 94.84 94.84
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Tabelle C.14: Empirische Power (1−βˆ)% im nicht–sequentiellen Design (NSD) sowie (1−βˆ)%, mittlerer
und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empiri-
sche U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit bina¨rer Zielvariable unter der Alternativhypothese
(Szenario I, Konstellation VIII)
Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
2a) p1 = 0.3, p2 = 0.2, D = 0.1
T(1) 61.24 PO 50.43 363.21 402 2.67 95.67 97.25 51.45 369.24 422 2.63 95.09 96.49
OBF 53.69 351.86 362 2.89 96.33 96.50 55.19 358.57 378 2.81 96.15 96.15
WT 53.26 354.28 370 2.80 96.21 96.78 54.75 362.30 392 2.73 95.81 96.20
HP 62.87 381.09 442 2.90 96.10 96.19 56.41 364.05 392 2.91 96.24 96.24
SD 55.83 355.52 370 3.53 94.04 94.53 57.33 363.93 394 3.29 95.33 95.33
T(2) 59.87 PO 49.42 365.66 404 2.69 96.22 97.55 50.08 373.99 424 2.66 95.34 96.55
OBF 52.05 355.47 362 2.92 96.81 97.02 53.41 362.93 384 2.84 96.50 96.50
WT 52.09 359.14 372 2.82 96.54 97.04 52.42 366.86 394 2.77 96.20 96.63
HP 62.58 382.30 444 2.90 96.37 96.46 55.57 366.57 398 2.92 96.83 96.83
SD 54.99 359.04 370 3.53 95.20 95.69 55.54 370.75 400 3.33 96.11 96.11
T(3) 53.20 PO 32.38 393.68 438 2.81 98.12 98.88 36.74 395.18 448 2.77 97.65 98.34
OBF 32.06 383.75 382 2.96 98.68 98.77 39.96 381.04 400 2.89 98.07 98.07
WT 32.62 386.35 392 2.91 98.52 98.77 39.64 386.97 414 2.85 97.86 98.06
HP 45.69 406.83 498 2.95 98.64 98.67 40.77 388.50 426 2.95 98.06 98.06
SD 32.87 397.78 408 3.48 98.33 98.82 41.21 393.97 428 3.36 98.04 98.04
T(4) 57.41 PO 41.66 378.93 417 2.74 96.92 97.99 44.43 382.25 432 2.70 96.37 97.48
OBF 42.04 369.48 368 2.94 97.30 97.40 47.74 370.09 392 2.86 96.89 96.89
WT 42.11 372.99 382 2.86 97.41 97.86 46.65 375.84 400 2.80 96.87 97.16
HP 53.80 394.17 466 2.93 97.23 97.28 48.69 377.40 410 2.94 97.27 97.27
SD 43.59 379.53 390 3.50 96.45 97.08 48.74 381.05 412 3.35 96.75 96.75
2b) p1 = 0.9, p2 = 0.8, D = 0.1
T(1) 61.24 PO 69.50 323.24 352 2.54 95.94 97.67 69.74 326.85 358 2.47 95.54 96.90
OBF 69.29 316.80 338 2.86 96.23 96.58 72.34 322.68 342 2.74 96.33 96.33
WT 69.89 317.61 340 2.71 96.42 97.32 72.01 325.26 347 2.63 95.91 96.36
HP 78.73 338.05 354 2.83 96.55 96.75 73.58 326.39 352 2.86 96.32 96.34
SD 70.63 320.16 340 3.64 94.67 95.08 72.91 328.01 348 3.33 96.28 96.28
T(2) 59.87 PO 67.78 328.75 352 2.58 96.52 97.99 67.90 334.79 366 2.53 95.85 97.26
OBF 68.07 320.85 338 2.90 96.59 96.93 70.91 325.82 344 2.78 96.68 96.68
WT 68.74 321.53 340 2.75 96.59 97.43 70.20 330.99 352 2.68 96.28 96.69
HP 78.42 340.39 358 2.85 96.76 96.92 72.27 329.77 352 2.89 96.76 96.78
SD 69.91 324.31 344 3.65 95.58 96.01 70.90 334.07 352 3.37 96.84 96.84
T(3) 53.20 PO 45.70 367.74 380 2.75 98.53 99.30 51.69 369.33 398 2.72 98.15 98.63
OBF 41.17 363.02 352 2.96 98.82 99.01 53.67 354.35 362 2.87 98.63 98.63
WT 43.36 365.51 360 2.89 98.87 99.28 54.26 357.52 368 2.80 98.41 98.64
HP 57.75 374.84 406 2.95 98.99 99.05 55.16 359.35 378 2.95 98.59 98.60
SD 41.10 383.30 386 3.58 98.56 98.98 52.97 368.91 388 3.43 98.63 98.63
T(4) 57.41 PO 57.15 346.78 362 2.65 97.31 98.58 60.90 350.01 378 2.59 97.02 98.02
OBF 53.72 341.15 342 2.92 97.68 97.87 62.61 340.24 356 2.81 97.31 97.31
WT 55.89 345.15 348 2.82 97.54 98.18 62.75 344.48 360 2.73 97.07 97.40
HP 67.70 356.96 382 2.90 97.89 97.97 63.89 344.10 364 2.91 97.51 97.53
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 54.24 357.07 366 3.62 97.00 97.43 62.02 350.95 370 3.41 97.43 97.43
2c) p1 = 0.7, p2 = 0.5, D = 0.2
T(1) 89.91 PO 93.81 219.48 182 2.08 95.25 96.55 95.29 220.13 202 1.98 95.44 96.55
OBF 90.83 222.82 194 2.58 94.74 94.98 94.05 221.59 210 2.38 95.29 95.29
WT 92.83 220.27 202 2.32 95.27 95.90 94.49 225.39 222 2.23 95.25 95.48
HP 94.11 227.36 206 2.49 96.92 97.01 94.16 223.31 202 2.58 94.67 94.67
SD 88.51 228.00 198 3.72 89.09 90.15 93.60 224.59 206 3.07 92.68 92.68
T(2) 89.63 PO 93.48 221.14 188 2.10 95.78 96.94 94.59 227.15 220 2.05 95.32 96.40
OBF 89.88 226.74 202 2.65 95.07 95.29 93.11 227.51 220 2.42 96.12 96.12
WT 92.70 225.55 208 2.38 95.50 96.13 93.11 230.75 230 2.28 95.44 95.63
HP 94.15 228.93 206 2.52 97.10 97.17 93.78 228.10 206 2.63 95.34 95.34
SD 87.40 232.35 208 3.75 91.96 93.07 92.46 233.62 218 3.16 93.45 93.45
T(3) 87.47 PO 85.34 252.45 250 2.28 97.49 98.23 90.56 250.92 250 2.18 97.39 98.14
OBF 77.28 263.01 258 2.77 97.44 97.61 86.23 251.38 250 2.57 97.01 97.01
WT 81.42 259.44 258 2.53 97.34 97.72 88.08 254.02 250 2.43 97.41 97.66
HP 86.60 253.37 250 2.63 98.59 98.68 87.25 253.00 250 2.71 97.19 97.19
SD 73.38 279.31 272 3.77 97.36 98.09 82.86 260.75 250 3.30 95.70 95.70
T(4) 88.99 PO 90.58 233.90 218 2.15 96.71 97.73 92.78 238.46 248 2.12 96.85 97.60
OBF 85.10 242.15 238 2.69 95.49 95.69 90.01 237.66 240 2.47 96.26 96.26
WT 87.86 238.45 230 2.43 96.15 96.60 91.88 239.59 250 2.31 96.47 96.68
HP 90.60 240.44 226 2.58 97.31 97.41 90.87 237.69 224 2.65 95.80 95.81
SD 80.74 253.76 250 3.76 92.95 94.56 88.43 243.80 230 3.20 94.13 94.13
2d) p1 = 0.3, p2 = 0.1, D = 0.2
T(1) 98.45 PO 98.52 160.40 84 1.74 95.10 97.05 99.17 162.00 84 1.66 95.08 96.22
OBF 95.86 174.10 134 2.43 95.45 95.89 97.82 170.70 122 2.12 96.05 96.05
WT 97.86 170.08 116 2.08 95.75 96.66 98.65 170.06 90 1.92 96.02 96.55
HP 96.71 165.87 134 2.20 96.51 96.74 98.08 168.94 120 2.37 95.74 95.78
SD 92.46 181.86 148 3.78 91.02 92.20 96.34 174.03 136 2.93 94.61 94.61
T(2) 98.31 PO 98.51 165.69 84 1.79 95.37 97.08 98.90 169.77 84 1.75 95.70 96.97
OBF 94.79 178.90 144 2.52 96.45 96.82 97.47 177.00 138 2.23 96.38 96.38
WT 97.35 175.37 142 2.13 96.26 97.19 97.78 176.76 134 2.01 96.38 96.84
HP 96.72 167.58 136 2.24 96.78 96.98 97.63 172.98 132 2.45 96.35 96.40
SD 91.32 186.72 158 3.80 94.16 95.08 95.30 184.42 158 3.05 95.38 95.38
T(3) 97.56 PO 92.10 200.69 170 2.03 98.25 99.03 95.90 201.00 184 2.00 97.82 98.60
OBF 81.13 230.54 230 2.71 98.51 98.66 90.83 202.67 182 2.44 97.95 97.95
WT 87.02 220.65 212 2.40 98.48 98.79 93.86 202.96 188 2.23 98.08 98.26
HP 86.91 196.47 174 2.49 98.71 98.80 90.85 198.51 176 2.59 98.45 98.47
SD 76.26 253.60 250 3.83 98.62 99.08 85.87 216.63 204 3.27 97.93 97.93
T(4) 97.91 PO 96.67 180.73 94 1.89 96.64 97.80 98.22 179.18 84 1.80 96.80 97.70
OBF 90.98 204.87 180 2.62 97.15 97.41 95.27 187.78 158 2.27 97.28 97.28
WT 93.96 199.09 172 2.28 96.84 97.49 96.47 187.52 166 2.10 97.13 97.32
HP 91.60 181.17 154 2.38 97.54 97.67 95.41 186.02 156 2.52 96.81 96.85
SD 83.50 218.82 200 3.81 95.79 96.88 90.87 197.28 178 3.14 96.47 96.47
2e) p1 = 0.6, p2 = 0.3, D = 0.3
T(1) 99.85 PO 99.65 123.81 84 1.46 95.07 96.41 99.90 125.41 84 1.42 95.81 96.69
OBF 98.34 134.72 90 2.08 92.71 93.01 99.35 130.68 84 1.76 94.46 94.46
WT 99.34 130.85 84 1.72 94.58 95.15 99.66 129.72 84 1.60 95.18 95.35
HP 98.24 129.11 100 1.86 96.84 96.89 99.30 129.13 92 2.01 92.95 93.01
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Inverse Normalmethode Inverse χ2–Methode
TS NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk {KIj} KIk
SD 93.40 143.73 108 3.51 84.74 86.84 98.53 130.74 90 2.36 90.54 90.54
T(2) 99.85 PO 99.73 126.23 84 1.48 96.50 97.38 99.84 129.54 84 1.47 95.82 96.64
OBF 97.63 138.32 90 2.18 96.43 96.59 99.13 133.58 84 1.80 95.59 95.59
WT 99.15 134.25 84 1.78 97.21 97.58 99.52 133.89 84 1.65 96.05 96.16
HP 98.49 130.14 102 1.90 97.19 97.26 99.05 131.67 96 2.05 94.14 94.21
SD 93.44 148.45 118 3.58 91.90 92.39 98.24 137.98 96 2.48 91.89 91.89
T(3) 99.69 PO 98.64 144.78 84 1.63 98.03 98.68 99.49 139.81 84 1.53 98.01 98.40
OBF 93.65 165.66 130 2.32 99.14 99.23 96.19 148.76 96 2.02 98.63 98.63
WT 97.30 156.54 90 1.93 98.92 99.17 98.21 148.59 84 1.82 98.81 98.86
HP 93.86 143.07 116 2.06 98.92 98.95 96.67 145.99 96 2.20 98.75 98.77
SD 84.26 184.08 156 3.66 97.04 97.47 93.36 155.94 116 2.69 97.64 97.64
T(4) 99.85 PO 99.59 129.99 84 1.49 97.34 98.12 99.70 133.59 84 1.49 96.75 97.25
OBF 96.37 149.50 110 2.22 95.88 95.99 98.47 139.52 90 1.88 95.22 95.22
WT 98.62 142.63 84 1.80 96.79 97.22 99.35 137.31 84 1.64 96.32 96.48
HP 96.94 135.55 104 1.95 97.52 97.58 98.20 137.87 96 2.08 94.41 94.48
SD 88.18 162.33 128 3.61 92.19 92.99 96.47 143.32 96 2.58 91.53 91.53
2f) p1 = 0.9, p2 = 0.6, D = 0.3
T(1) 99.99 PO 99.98 100.29 84 1.22 95.35 97.07 99.99 99.37 84 1.18 96.25 97.10
OBF 99.10 110.49 90 1.80 93.50 94.00 99.80 105.19 84 1.45 96.01 96.01
WT 99.89 105.04 84 1.40 94.87 95.88 99.94 103.75 84 1.31 96.56 96.88
HP 99.33 104.99 84 1.53 96.90 97.12 99.75 104.91 84 1.65 94.69 94.81
SD 95.07 119.78 102 3.33 86.32 88.02 99.01 106.91 90 1.97 93.07 93.07
T(2) 99.99 PO 99.95 102.08 84 1.24 96.43 97.67 00.00 102.32 84 1.21 96.23 97.12
OBF 98.75 112.35 90 1.86 97.32 97.50 99.69 108.18 84 1.53 96.76 96.76
WT 99.84 107.98 84 1.45 97.56 98.02 99.89 107.30 84 1.37 97.14 97.37
HP 99.26 105.34 84 1.56 97.68 97.92 99.71 106.74 84 1.71 96.21 96.34
SD 95.01 124.92 104 3.40 93.18 93.67 98.90 111.97 90 2.08 95.06 95.06
T(3) 99.97 PO 99.60 114.59 84 1.35 98.28 98.96 99.84 113.41 84 1.34 98.26 98.63
OBF 94.78 142.24 104 2.13 99.61 99.66 98.08 120.20 84 1.72 99.16 99.16
WT 98.86 130.13 84 1.65 99.18 99.37 99.49 118.69 84 1.52 98.96 99.03
HP 95.86 117.98 84 1.77 99.32 99.39 97.93 119.49 84 1.91 99.26 99.36
SD 80.98 163.69 138 3.51 98.44 98.56 93.36 127.49 90 2.35 98.97 98.97
T(4) 99.99 PO 99.92 107.09 84 1.28 97.22 98.24 99.95 105.62 84 1.25 97.42 98.06
OBF 98.11 125.62 90 1.98 97.32 97.44 99.04 113.05 84 1.58 97.18 97.18
WT 99.48 117.18 84 1.54 97.90 98.30 99.73 111.90 84 1.43 97.58 97.77
HP 97.63 111.08 84 1.68 98.12 98.28 99.03 111.92 84 1.81 96.26 96.39
SD 86.36 140.17 112 3.43 94.52 95.21 96.01 117.61 90 2.18 95.46 95.46
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C.2 Ordinale Zielvariable
In den folgenden Tabellen finden sich die Ergebnisse der Konstellationen II-VIII der
Simulationsstudie aus Kapitel 3.2.4 sowohl unter der Null– als auch unter der Alternativ-
hypothese.
1) Unter der Nullhypothese
Tabelle C.15: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation II)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 3.08 689.79 706 4.92 93.88 95.96 3.04 689.79 706 4.92 93.54 95.56
OBF 2.94 690.22 706 4.97 94.15 94.59 3.14 688.86 706 4.97 93.46 93.46
WT 3.10 690.40 706 4.96 94.01 95.05 3.19 689.18 706 4.95 93.48 93.95
HP 2.78 698.32 706 4.98 94.06 94.45 3.27 685.88 706 4.98 93.29 93.32
SD 2.84 565.16 576 4.06 93.40 94.66 3.03 564.88 576 4.02 93.97 93.97
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.13 689.54 706 4.92 93.80 95.87 3.17 688.79 706 4.91 93.67 95.68
OBF 2.73 690.88 706 4.98 94.48 94.99 3.09 689.58 706 4.97 93.82 93.82
WT 2.84 691.27 706 4.96 94.34 95.24 3.29 688.66 706 4.95 93.84 94.22
HP 2.75 700.02 706 4.99 94.31 94.60 3.06 687.21 706 4.98 93.93 93.95
SD 2.59 564.90 576 4.05 93.37 94.80 2.92 564.41 576 4.02 94.20 94.20
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 2.98 690.01 706 4.92 94.29 96.23 2.99 690.03 706 4.92 94.15 95.83
OBF 2.61 691.06 706 4.98 94.62 95.13 2.78 689.46 706 4.97 94.24 94.24
WT 2.98 690.62 706 4.96 94.31 95.23 2.80 690.52 706 4.95 94.31 94.80
HP 2.58 699.32 706 4.98 94.67 95.02 2.68 687.58 706 4.98 94.23 94.28
SD 2.75 565.60 576 4.06 93.16 94.46 2.74 565.57 576 4.02 94.63 94.63
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 3.26 689.39 706 4.92 93.90 95.95 3.08 689.41 706 4.91 93.93 95.69
OBF 2.95 689.64 706 4.98 94.35 94.88 3.21 688.12 706 4.97 94.00 94.00
WT 3.10 690.69 706 4.96 94.15 95.15 3.07 688.87 706 4.95 94.02 94.51
HP 2.91 698.64 706 4.98 94.47 94.80 3.10 686.95 706 4.98 93.57 93.58
SD 3.01 564.86 576 4.06 92.80 94.29 2.84 565.02 576 4.02 94.19 94.19
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.28 688.14 706 4.91 93.84 95.91 3.18 689.04 706 4.91 93.40 95.39
OBF 2.55 690.28 706 4.98 94.55 95.09 3.21 687.69 706 4.97 93.67 93.67
WT 2.81 691.24 706 4.96 94.11 95.25 3.32 688.86 706 4.95 93.58 93.99
HP 2.85 697.82 706 4.98 94.57 94.79 3.47 684.50 706 4.97 93.05 93.12
SD 2.75 565.02 576 4.06 92.77 94.14 3.11 564.55 576 4.02 93.86 93.86
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Tabelle C.16: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation III)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 3.41 327.42 342 4.91 93.05 95.39 3.54 328.93 342 4.90 92.75 94.61
OBF 3.86 318.74 342 4.95 92.55 93.12 4.26 320.87 342 4.95 91.29 91.29
WT 3.40 321.76 342 4.94 93.01 94.16 3.90 322.82 342 4.93 91.57 92.09
HP 3.05 336.62 342 4.98 94.09 94.46 4.50 316.09 342 4.95 90.55 90.59
SD 3.45 207.64 210 3.33 91.62 92.87 4.01 207.19 210 3.26 91.80 91.80
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.43 327.74 342 4.91 93.55 95.60 3.30 329.20 342 4.91 93.20 95.15
OBF 3.51 319.60 342 4.96 93.44 93.94 4.04 321.17 342 4.96 92.34 92.34
WT 3.76 321.21 342 4.94 92.82 93.93 3.80 323.22 342 4.94 92.57 93.09
HP 2.99 336.53 342 4.98 93.98 94.36 4.22 318.13 342 4.97 92.06 92.12
SD 3.15 208.15 210 3.35 92.31 93.74 3.96 207.18 210 3.29 92.38 92.38
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 3.61 327.28 342 4.91 93.26 95.44 3.57 328.69 342 4.91 93.14 95.07
OBF 3.75 319.27 342 4.96 93.05 93.64 3.75 321.93 342 4.96 92.69 92.69
WT 3.83 321.13 342 4.94 92.95 94.02 3.91 323.15 342 4.94 92.65 93.00
HP 2.90 336.57 342 4.98 94.10 94.52 4.11 318.50 342 4.97 91.83 91.87
SD 3.26 208.30 210 3.38 92.36 93.67 3.85 207.19 210 3.26 92.68 92.68
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 3.62 327.47 342 4.91 93.28 95.24 3.82 328.40 342 4.90 92.88 94.67
OBF 3.74 318.47 342 4.96 93.40 93.95 4.11 321.61 342 4.95 92.22 92.22
WT 3.56 321.73 342 4.94 93.51 94.39 3.97 323.21 342 4.94 92.77 93.16
HP 3.41 335.64 342 4.97 93.78 94.16 4.15 318.10 342 4.97 91.83 91.89
SD 3.16 207.98 210 3.37 92.30 93.78 3.72 207.57 210 3.27 92.85 92.85
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.76 326.55 342 4.90 92.97 95.22 4.19 327.75 342 4.90 92.24 94.20
OBF 3.80 318.64 342 4.96 93.00 93.63 4.62 319.57 342 4.95 91.33 91.33
WT 3.96 321.55 342 4.94 92.76 93.99 4.43 321.37 342 4.92 91.93 92.43
HP 3.43 336.50 342 4.98 93.44 93.77 4.57 318.08 342 4.97 91.36 91.41
SD 3.47 207.56 210 3.38 91.89 93.56 4.13 207.12 210 3.30 92.40 92.40
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Tabelle C.17: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation IV)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 3.37 663.84 706 4.91 93.41 95.58 3.51 667.54 706 4.90 92.93 94.96
OBF 3.86 643.53 706 4.96 92.51 92.90 4.08 647.37 706 4.95 91.75 91.75
WT 3.68 648.62 706 4.94 92.83 93.85 4.04 651.33 706 4.93 92.04 92.40
HP 3.12 686.49 706 4.98 93.76 94.11 4.44 639.87 706 4.95 91.34 91.36
SD 3.97 561.75 576 4.54 90.69 92.11 4.42 562.76 576 4.44 91.34 91.34
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.18 664.26 706 4.92 93.63 95.72 3.37 668.48 706 4.91 93.65 95.50
OBF 3.42 645.51 706 4.96 93.46 94.08 3.74 647.56 706 4.96 92.78 92.78
WT 3.37 651.47 706 4.95 93.58 94.66 3.29 654.95 706 4.95 93.53 93.99
HP 2.64 687.61 706 4.98 94.50 94.75 3.93 639.20 706 4.96 92.88 92.91
SD 3.15 561.60 576 4.60 91.58 93.53 3.67 564.89 576 4.46 92.89 92.89
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 3.44 662.81 706 4.91 93.88 95.80 3.37 666.94 706 4.91 93.68 95.44
OBF 3.54 644.08 706 4.96 93.50 94.12 3.87 647.70 706 4.95 92.87 92.87
WT 3.61 648.86 706 4.94 93.34 94.44 3.64 654.10 706 4.94 93.02 93.45
HP 2.82 687.30 706 4.98 94.36 94.74 4.18 639.49 706 4.97 92.44 92.48
SD 3.05 564.50 576 4.57 92.49 93.94 3.90 563.21 576 4.48 92.77 92.77
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 3.67 663.42 706 4.90 93.18 95.24 3.35 668.57 706 4.91 93.31 95.30
OBF 3.57 641.78 706 4.96 93.72 94.19 3.79 647.82 706 4.96 92.78 92.78
WT 3.27 650.00 706 4.95 93.77 94.74 4.09 649.44 706 4.93 92.29 92.89
HP 3.04 685.64 706 4.98 94.03 94.32 3.87 639.82 706 4.97 92.73 92.76
SD 3.29 563.34 576 4.58 92.14 93.78 3.98 563.43 576 4.46 92.84 92.84
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.76 663.17 706 4.91 93.19 95.41 4.06 665.17 706 4.89 92.70 94.56
OBF 3.61 644.19 706 4.96 93.30 93.86 3.76 649.18 706 4.96 92.20 92.20
WT 3.94 648.58 706 4.93 92.88 93.86 4.33 650.50 706 4.93 92.41 92.93
HP 2.98 685.80 706 4.98 94.09 94.45 4.20 636.60 706 4.97 92.13 92.19
SD 3.20 561.32 576 4.59 91.82 93.75 3.67 563.34 576 4.47 92.97 92.97
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Tabelle C.18: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation V)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 2.90 314.76 320 2.96 94.22 95.83 3.04 314.69 320 2.96 93.87 95.20
OBF 2.88 315.22 320 2.99 94.22 94.52 3.16 315.19 320 2.98 93.39 93.39
WT 3.01 315.03 320 2.98 93.96 94.79 2.85 315.25 320 2.97 93.84 94.18
HP 2.72 317.62 320 2.99 94.42 94.64 3.08 316.06 320 2.99 93.88 93.88
SD 2.63 217.79 216 2.05 94.33 94.47 2.64 217.18 216 2.04 94.23 94.23
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.08 314.55 320 2.96 94.10 95.68 2.93 315.05 320 2.96 94.15 95.49
OBF 2.88 315.43 320 2.99 94.53 94.69 2.86 315.21 320 2.99 94.16 94.16
WT 2.92 315.33 320 2.98 94.18 94.99 3.08 315.42 320 2.97 93.95 94.34
HP 3.00 317.78 320 2.99 94.36 94.49 3.07 315.73 320 2.99 94.21 94.21
SD 2.57 218.08 216 2.06 94.80 95.02 3.07 217.16 216 2.04 93.92 93.92
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 2.87 314.88 320 2.96 94.45 95.93 2.93 314.95 320 2.96 94.34 95.50
OBF 2.74 315.40 320 2.99 94.39 94.70 3.08 315.16 320 2.98 93.98 93.98
WT 2.64 315.48 320 2.98 94.63 95.28 2.92 315.41 320 2.98 94.38 94.71
HP 2.78 317.97 320 3.00 94.44 94.59 2.90 316.15 320 3.00 94.15 94.15
SD 2.61 217.82 216 2.05 94.41 94.57 2.76 217.07 216 2.04 94.67 94.67
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 3.08 314.90 320 2.96 94.12 95.65 3.00 315.12 320 2.96 94.16 95.40
OBF 3.08 315.19 320 2.99 94.10 94.36 3.00 315.20 320 2.98 94.06 94.06
WT 3.20 315.34 320 2.98 93.91 94.65 2.94 315.53 320 2.98 94.07 94.38
HP 2.75 317.76 320 2.99 94.60 94.74 2.84 316.08 320 2.99 94.04 94.04
SD 2.57 218.12 216 2.05 94.50 94.68 2.79 216.94 216 2.04 94.29 94.29
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.04 314.72 320 2.96 93.84 95.46 2.72 315.27 320 2.96 94.39 95.44
OBF 3.23 315.31 320 2.99 93.95 94.33 3.27 315.15 320 2.98 93.43 93.43
WT 2.99 315.76 320 2.98 93.82 94.73 3.16 315.66 320 2.98 93.32 93.70
HP 3.20 317.63 320 2.99 93.87 94.09 3.06 316.13 320 2.99 93.93 93.93
SD 2.79 218.02 216 2.05 94.38 94.51 2.76 217.27 216 2.04 94.09 94.09
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Tabelle C.19: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation VI)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 3.00 503.74 516 2.96 94.15 95.93 2.98 504.78 516 2.96 94.15 95.49
OBF 2.92 502.73 516 2.99 94.36 94.63 3.03 503.67 516 2.98 94.11 94.11
WT 2.96 503.13 516 2.98 94.18 95.02 3.15 503.95 516 2.97 94.18 94.47
HP 2.91 509.45 516 2.99 94.41 94.55 3.01 505.79 516 2.99 93.95 93.95
SD 2.68 504.65 516 3.02 93.86 94.61 2.71 505.21 516 3.00 94.44 94.44
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.01 504.18 516 2.96 94.35 95.89 2.91 505.22 516 2.96 94.48 95.75
OBF 2.75 502.05 516 2.99 94.53 94.77 2.87 503.52 516 2.98 94.36 94.36
WT 2.78 503.31 516 2.98 94.57 95.26 2.86 504.69 516 2.97 94.42 94.91
HP 2.62 510.08 516 3.00 94.88 95.05 2.75 505.98 516 3.00 94.30 94.30
SD 2.59 505.04 516 3.02 93.88 94.82 2.75 505.13 516 3.00 94.73 94.73
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 2.83 504.11 516 2.96 94.57 96.04 2.93 504.96 516 2.96 94.36 95.60
OBF 2.69 502.94 516 2.99 94.72 95.01 2.98 504.22 516 2.98 94.24 94.24
WT 2.72 504.14 516 2.98 94.67 95.36 2.79 504.73 516 2.98 94.47 94.90
HP 2.56 510.35 516 3.00 94.88 95.06 2.86 506.31 516 3.00 94.39 94.39
SD 2.58 505.30 516 3.02 94.09 94.86 2.52 505.57 516 3.00 94.73 94.73
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 2.89 504.47 516 2.96 94.34 95.75 2.83 505.44 516 2.96 94.38 95.70
OBF 2.98 502.36 516 2.99 94.21 94.53 2.84 504.39 516 2.99 94.23 94.23
WT 3.06 503.57 516 2.98 94.08 94.85 2.91 504.86 516 2.98 94.29 94.71
HP 2.75 509.50 516 2.99 94.76 94.87 2.69 506.15 516 2.99 94.35 94.35
SD 2.68 504.96 516 3.01 93.83 94.61 2.65 505.10 516 3.00 94.60 94.60
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.02 503.62 516 2.96 93.92 95.59 2.85 505.43 516 2.96 94.31 95.71
OBF 2.95 502.64 516 2.99 94.23 94.53 3.30 504.38 516 2.98 93.93 93.93
WT 2.81 503.49 516 2.98 94.23 95.14 3.16 504.46 516 2.97 93.98 94.42
HP 2.71 509.58 516 2.99 94.18 94.30 2.98 505.56 516 2.99 94.04 94.04
SD 2.62 505.01 516 3.02 93.84 94.66 2.86 505.11 516 3.00 94.09 94.09
C Ergebnisse der Simulationsstudien 154
Tabelle C.20: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation VII)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 2.94 307.61 320 2.96 93.87 95.60 3.25 309.03 320 2.96 93.32 94.92
OBF 3.45 302.91 320 2.98 93.32 93.71 3.45 306.34 320 2.98 93.14 93.14
WT 3.33 304.24 320 2.98 93.64 94.46 3.05 307.24 320 2.97 93.52 93.84
HP 2.94 314.44 320 2.99 94.52 94.67 3.38 308.75 320 2.99 93.25 93.25
SD 3.16 222.12 216 2.29 93.30 93.71 3.44 222.14 216 2.23 93.41 93.41
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.08 307.39 320 2.96 93.80 95.52 3.37 309.13 320 2.96 93.52 94.99
OBF 3.00 303.80 320 2.99 93.92 94.31 3.16 306.94 320 2.98 93.61 93.61
WT 3.07 305.24 320 2.98 94.07 94.90 3.17 307.41 320 2.97 93.73 94.09
HP 3.05 314.44 320 2.99 94.27 94.35 3.35 308.57 320 2.99 93.94 93.94
SD 3.00 222.56 216 2.30 93.79 94.02 3.06 221.47 216 2.21 93.82 93.82
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 3.02 307.45 320 2.96 94.24 95.80 3.00 309.67 320 2.96 94.29 95.48
OBF 3.27 303.77 320 2.99 93.88 94.19 3.19 307.14 320 2.98 93.80 93.80
WT 3.33 305.02 320 2.98 93.93 94.62 3.51 306.92 320 2.97 93.42 94.00
HP 2.61 314.87 320 3.00 94.56 94.71 3.26 309.59 320 2.99 93.74 93.74
SD 2.94 221.96 216 2.29 93.93 94.32 3.15 221.59 216 2.22 93.78 93.78
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 3.39 306.70 320 2.96 93.55 95.26 3.29 308.92 320 2.96 93.60 94.88
OBF 3.03 303.85 320 2.99 93.99 94.41 3.05 306.82 320 2.98 93.56 93.56
WT 3.06 304.66 320 2.98 93.98 94.81 3.42 307.25 320 2.97 93.38 93.93
HP 2.74 314.83 320 2.99 94.54 94.69 3.16 309.13 320 2.99 93.72 93.72
SD 2.60 222.24 216 2.29 94.08 94.51 3.51 221.77 216 2.23 93.38 93.38
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.36 307.50 320 2.96 93.63 95.34 3.48 308.74 320 2.95 93.30 94.77
OBF 3.50 303.43 320 2.99 93.36 93.76 3.89 305.73 320 2.98 93.09 93.09
WT 3.37 305.37 320 2.98 93.68 94.54 3.44 307.23 320 2.97 93.26 93.70
HP 2.83 314.64 320 2.99 94.02 94.19 3.38 309.09 320 2.99 93.51 93.51
SD 3.11 222.26 216 2.30 93.71 94.18 3.36 221.63 216 2.23 93.51 93.51
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Tabelle C.21: Empirisches Niveau αˆ% im nicht–sequentiellen Design (NSD) sowie αˆ%, mittlerer und
medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl k¯ und empirische
U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Intervalle {KIj} sowie
des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der Nullhypothese
(Konstellation VIII)
Inverse Normalmethode Inverse χ2–Methode
NSD Design αˆ% ASN Nmed k¯ (1− 2 αˆ)% αˆ% ASN Nmed k¯ (1− 2 αˆ)%
αˆ% {KIj} KIk KIk {KIj}
1a) ~p1 = ~p2 = (0.25, 0.25, 0.25, 0.25), DG = 0.0
2.66 PO 3.21 486.64 516 2.96 93.93 95.57 2.98 491.38 516 2.96 94.08 95.48
OBF 3.04 478.30 516 2.99 94.12 94.40 3.05 483.19 516 2.98 93.82 93.82
WT 3.09 480.89 516 2.98 94.01 94.79 3.31 484.88 516 2.97 93.84 94.15
HP 3.03 500.73 516 2.99 94.21 94.34 3.24 488.39 516 2.99 93.81 93.81
SD 3.30 482.22 516 3.13 92.62 93.50 3.57 488.26 516 3.09 93.12 93.12
1b) ~p1 = ~p2 = (0.70, 0.10, 0.10, 0.10), DG = 0.0
2.37 PO 3.24 487.34 516 2.96 93.81 95.58 3.10 492.04 516 2.96 94.00 95.44
OBF 3.07 477.42 516 2.99 94.05 94.39 3.23 485.12 516 2.98 94.01 94.01
WT 3.08 481.10 516 2.98 94.10 94.87 3.46 486.08 516 2.97 93.53 93.97
HP 2.71 500.91 516 2.99 94.68 94.79 2.82 490.63 516 2.99 94.34 94.34
SD 3.04 483.68 516 3.14 93.31 94.16 3.07 489.21 516 3.09 94.39 94.39
1c) ~p1 = ~p2 = (0.10, 0.10, 0.10, 0.70), DG = 0.0
2.69 PO 3.00 487.91 516 2.96 94.27 95.81 3.01 492.06 516 2.96 94.34 95.58
OBF 3.20 479.44 516 2.99 94.08 94.36 3.19 486.54 516 2.98 93.87 93.87
WT 3.31 482.84 516 2.98 93.90 94.66 3.38 486.52 516 2.97 93.75 94.27
HP 2.51 501.60 516 3.00 94.86 95.01 3.24 490.93 516 2.99 93.77 93.77
SD 3.01 484.21 516 3.13 93.41 94.18 3.44 488.95 516 3.09 93.61 93.61
1d) ~p1 = ~p2 = (0.05, 0.15, 0.75, 0.05), DG = 0.0
2.49 PO 3.26 486.91 516 2.96 93.75 95.42 3.06 490.98 516 2.96 93.99 95.34
OBF 2.90 480.05 516 2.99 94.23 94.61 3.22 484.90 516 2.98 93.63 93.63
WT 3.03 481.70 516 2.98 94.04 94.97 3.26 486.13 516 2.97 93.59 94.14
HP 2.86 501.30 516 2.99 94.64 94.77 3.06 490.03 516 2.99 93.86 93.86
SD 3.14 482.42 516 3.14 93.02 94.14 3.27 487.97 516 3.09 93.36 93.36
1e) ~p1 = ~p2 = (0.15, 0.75, 0.05, 0.05), DG = 0.0
2.49 PO 3.17 487.63 516 2.96 94.04 95.73 3.19 491.46 516 2.96 93.79 95.32
OBF 3.24 479.35 516 2.99 93.62 93.96 3.41 485.41 516 2.98 93.50 93.50
WT 3.25 483.14 516 2.98 93.72 94.59 3.39 486.12 516 2.97 93.67 94.08
HP 2.90 501.67 516 2.99 94.19 94.38 3.05 489.61 516 2.99 93.76 93.76
SD 2.89 482.88 516 3.13 93.36 94.32 3.43 488.02 516 3.10 93.69 93.69
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2) Unter der Alternativhypothese
Tabelle C.22: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%,
mittlerer und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl
k¯ und empirische U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Inter-
valle {KIj} sowie des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der
Alternativhypothese (Konstellation II)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 96.97 304.14 290 2.88 95.75 97.48 95.42 319.37 308 2.93 95.13 96.68
OBF 96.31 323.94 300 3.79 95.66 96.25 95.40 322.09 300 3.73 92.38 92.38
WT 97.72 309.48 286 3.27 96.77 97.70 96.75 318.96 294 3.32 95.55 95.92
HP 97.26 367.43 386 3.56 96.35 96.56 96.84 333.49 318 4.10 88.83 88.94
SD 86.46 301.90 260 4.21 85.19 86.34 92.93 294.99 251 3.41 91.75 91.75
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 99.20 251.45 188 2.55 96.09 97.54 98.48 262.04 188 2.58 95.46 96.70
OBF 97.62 273.76 244 3.55 94.76 95.24 97.99 266.94 226 3.45 92.24 92.24
WT 99.33 260.10 232 3.00 96.74 97.62 99.00 265.07 222 3.02 95.25 95.58
HP 99.09 314.36 318 3.19 96.47 96.69 98.85 276.56 252 3.82 88.78 88.96
SD 89.78 261.75 214 4.13 83.31 84.38 95.61 253.05 194 3.26 90.62 90.62
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 99.77 221.47 188 2.36 95.93 97.61 99.55 232.51 188 2.39 95.72 96.93
OBF 98.38 245.61 220 3.42 94.92 95.46 98.69 236.15 194 3.30 92.26 92.26
WT 99.77 229.98 188 2.82 96.91 97.70 99.39 234.39 188 2.85 95.23 95.50
HP 99.17 281.29 296 2.93 96.48 96.70 99.32 248.72 220 3.64 89.42 89.56
SD 90.76 234.48 200 4.08 82.28 83.69 96.63 224.87 188 3.11 91.10 91.10
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 100.00 169.71 180 1.99 96.35 97.89 99.99 172.81 188 1.99 95.82 96.85
OBF 99.08 186.68 182 3.11 94.75 95.07 99.18 180.25 182 2.96 91.06 91.06
WT 99.91 177.32 174 2.47 97.56 98.32 99.73 178.29 184 2.49 95.73 95.98
HP 99.87 221.18 188 2.45 97.92 98.15 99.76 187.54 188 3.24 89.17 89.34
SD 92.35 182.89 174 3.89 78.52 79.71 97.43 171.43 168 2.82 89.49 89.49
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 100.00 107.75 58 1.50 96.55 97.35 100.00 108.17 58 1.48 95.97 96.78
OBF 99.70 120.91 98 2.64 91.94 92.24 99.82 111.77 84 2.32 89.72 89.72
WT 100.00 113.63 92 1.93 97.87 98.17 99.99 110.11 82 1.89 95.87 95.93
HP 100.00 135.96 126 1.78 98.84 99.06 99.97 113.43 84 2.44 88.92 89.33
SD 94.08 122.74 100 3.47 74.39 75.52 98.17 110.05 84 2.35 87.57 87.57
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Tabelle C.23: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%,
mittlerer und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl
k¯ und empirische U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Inter-
valle {KIj} sowie des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der
Alternativhypothese (Konstellation III)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 67.32 198.19 196 3.66 92.68 94.62 64.89 206.37 210 3.65 92.04 93.85
OBF 65.25 192.95 190 4.35 86.52 87.10 68.74 194.79 188 4.21 84.09 84.09
WT 65.81 192.84 190 4.08 88.39 89.61 68.37 195.18 190 3.98 85.38 86.42
HP 79.80 232.98 248 4.27 94.35 94.58 70.82 197.04 198 4.36 84.06 84.12
SD 57.50 165.29 190 4.58 77.29 79.15 61.70 161.10 194 3.95 82.74 82.74
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 77.08 174.51 162 3.35 91.60 93.80 75.30 184.95 182 3.37 91.04 92.56
OBF 73.47 173.85 166 4.16 85.16 85.90 77.96 173.95 164 3.99 83.47 83.47
WT 74.81 173.26 166 3.85 87.00 88.57 77.69 173.10 164 3.72 83.93 84.58
HP 87.71 208.09 210 4.02 93.59 93.73 80.18 176.53 172 4.11 82.66 82.70
SD 66.85 153.40 162 4.62 75.05 76.91 72.53 148.83 152 3.83 80.84 80.84
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 82.87 161.40 134 3.17 91.84 93.76 81.22 169.26 152 3.17 91.46 92.98
OBF 77.96 162.94 160 4.07 84.33 85.06 82.87 159.77 154 3.84 83.30 83.30
WT 79.56 160.83 148 3.71 86.45 87.98 81.90 161.04 152 3.58 85.13 85.67
HP 91.01 192.75 190 3.84 93.86 94.08 85.63 162.88 154 3.97 81.85 81.92
SD 71.56 147.44 140 4.69 74.77 76.46 78.06 141.40 124 3.82 80.63 80.63
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 91.15 131.40 106 2.74 92.00 93.94 91.60 135.80 120 2.69 91.48 92.81
OBF 87.20 136.88 124 3.81 81.40 82.43 91.22 133.62 124 3.56 80.83 80.83
WT 89.03 133.97 116 3.36 85.08 86.72 91.05 132.33 122 3.22 83.95 84.41
HP 95.87 156.72 144 3.39 92.71 92.97 93.26 134.64 114 3.66 79.18 79.32
SD 82.57 129.44 110 4.74 68.97 70.51 89.11 121.89 98 3.71 75.83 75.83
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 98.79 86.73 58 1.89 92.57 94.29 98.99 88.88 58 1.87 92.38 93.55
OBF 96.49 98.24 71 3.21 78.69 79.52 98.69 92.76 70 2.80 79.79 79.79
WT 97.44 92.18 70 2.56 84.94 86.24 98.83 90.14 64 2.39 84.64 84.85
HP 99.24 102.97 86 2.41 93.97 94.13 99.11 92.25 70 2.80 78.93 79.34
SD 92.37 98.59 82 4.39 62.76 64.17 97.20 88.82 70 3.12 71.82 71.82
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Tabelle C.24: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%,
mittlerer und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl
k¯ und empirische U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Inter-
valle {KIj} sowie des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der
Alternativhypothese (Konstellation IV)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 87.44 296.26 240 3.47 92.67 94.62 88.79 304.24 260 3.40 92.24 93.82
OBF 82.98 291.97 264 4.26 85.38 86.04 88.47 286.94 246 4.09 83.56 83.56
WT 84.50 291.12 260 3.98 87.99 89.14 89.16 288.83 246 3.82 85.57 86.48
HP 93.55 322.42 303 4.07 93.93 94.02 91.00 289.94 254 4.29 83.12 83.19
SD 82.85 285.77 226 5.76 72.15 74.36 90.75 271.67 205 4.86 78.04 78.04
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 92.22 251.39 188 3.21 91.43 93.60 94.34 250.48 188 3.08 91.58 93.14
OBF 86.81 252.20 202 4.09 84.24 85.20 93.13 239.86 194 3.85 83.25 83.25
WT 89.31 249.15 200 3.74 86.13 87.46 93.56 244.22 194 3.58 83.81 84.46
HP 95.34 269.24 244 3.78 93.77 93.98 94.36 237.83 198 4.01 81.62 81.75
SD 86.46 245.77 200 5.68 69.71 72.25 94.12 224.19 188 4.56 76.70 76.70
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 94.92 219.64 187 3.01 92.00 94.02 96.48 224.29 188 2.91 91.81 93.30
OBF 90.54 230.25 194 4.00 84.25 85.07 94.98 216.57 188 3.73 83.23 83.23
WT 92.02 226.35 188 3.61 87.16 88.72 95.35 219.03 188 3.43 85.56 86.18
HP 96.43 238.18 212 3.59 93.69 93.93 96.06 216.74 188 3.87 82.66 82.74
SD 88.98 217.21 168 5.60 68.62 70.89 95.93 202.12 160 4.46 76.51 76.51
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 98.21 162.62 104 2.56 92.05 93.89 98.70 167.76 122 2.50 92.02 93.27
OBF 94.57 179.68 128 3.74 80.67 81.65 97.83 168.89 126 3.44 80.93 80.93
WT 96.32 173.34 116 3.26 84.42 86.11 97.82 167.11 122 3.10 84.87 85.33
HP 97.74 181.79 168 3.15 92.90 93.13 98.23 164.26 116 3.56 79.06 79.21
SD 92.17 170.62 114 5.40 63.96 66.07 97.09 152.49 100 4.13 71.65 71.65
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 99.71 95.34 58 1.82 92.86 94.47 99.89 98.50 58 1.80 92.57 93.41
OBF 98.70 113.15 72 3.17 79.30 80.16 99.62 105.80 70 2.74 80.00 80.00
WT 99.22 106.34 70 2.51 85.52 86.84 99.71 102.94 64 2.36 84.84 84.96
HP 99.36 110.71 84 2.28 94.68 94.95 99.70 100.79 70 2.76 79.42 79.76
SD 94.19 108.94 82 4.62 60.01 62.00 97.68 95.02 70 3.22 70.44 70.44
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Tabelle C.25: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%,
mittlerer und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl
k¯ und empirische U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Inter-
valle {KIj} sowie des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der
Alternativhypothese (Konstellation V)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 77.42 221.98 190 2.23 95.51 97.00 73.06 223.34 190 2.22 94.94 96.21
OBF 78.88 232.14 248 2.61 95.96 96.29 77.33 230.66 250 2.51 94.65 94.65
WT 79.51 228.65 242 2.41 96.69 97.32 76.36 229.68 252 2.37 95.59 95.87
HP 80.98 246.31 262 2.65 96.91 96.93 77.09 235.12 260 2.72 92.53 92.55
SD 64.61 203.59 216 2.61 90.75 91.17 65.95 197.13 216 2.25 92.84 92.84
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 86.40 201.26 190 2.06 95.82 97.35 83.20 204.42 190 2.07 95.32 96.56
OBF 86.08 212.24 190 2.50 95.33 95.63 85.50 211.07 190 2.37 94.46 94.46
WT 87.53 208.71 190 2.27 96.59 97.07 85.79 209.90 190 2.21 95.88 96.26
HP 88.13 228.23 220 2.52 96.55 96.64 86.18 215.92 196 2.61 91.58 91.59
SD 74.01 197.37 216 2.70 89.61 90.11 75.21 187.48 216 2.24 92.58 92.58
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 90.67 189.41 190 1.97 95.71 97.01 87.86 191.93 190 1.96 95.24 96.34
OBF 90.19 199.49 190 2.42 95.41 95.69 89.53 198.76 190 2.29 94.36 94.36
WT 91.32 195.99 190 2.17 95.95 96.67 90.08 195.69 190 2.10 95.95 96.29
HP 91.87 215.03 200 2.42 96.57 96.70 90.65 201.49 190 2.52 90.96 90.96
SD 78.58 191.55 216 2.77 88.54 88.99 80.86 181.08 216 2.24 92.29 92.29
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 97.54 155.75 140 1.68 96.02 97.22 96.55 158.85 86 1.68 95.59 96.53
OBF 95.88 167.35 150 2.21 94.92 95.16 96.51 164.40 148 2.02 95.14 95.14
WT 97.62 162.14 144 1.90 96.77 97.36 97.12 162.24 142 1.83 96.05 96.38
HP 97.29 182.22 190 2.13 97.01 97.09 97.17 168.78 158 2.29 92.10 92.10
SD 87.69 173.85 178 2.93 85.96 86.53 91.44 161.37 160 2.17 91.61 91.61
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 99.98 109.55 86 1.26 96.40 97.50 99.91 110.05 86 1.24 96.13 96.91
OBF 99.17 120.31 96 1.79 94.88 95.10 99.65 114.50 86 1.52 95.56 95.56
WT 99.91 113.99 86 1.43 97.60 98.21 99.95 113.62 86 1.36 96.91 97.14
HP 99.69 129.97 86 1.56 97.51 97.56 99.71 116.81 86 1.72 93.15 93.18
SD 92.97 134.02 116 2.99 78.28 78.95 98.35 120.25 92 1.82 91.69 91.69
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Tabelle C.26: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%,
mittlerer und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl
k¯ und empirische U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Inter-
valle {KIj} sowie des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der
Alternativhypothese (Konstellation VI)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 82.24 279.62 264 2.31 93.66 95.16 90.05 303.26 258 2.14 95.23 96.58
OBF 80.45 278.05 280 2.70 91.01 91.38 90.66 302.50 258 2.42 94.77 94.77
WT 81.95 276.94 273 2.51 92.11 93.00 91.45 302.52 258 2.28 95.57 95.98
HP 86.99 294.01 274 2.69 95.34 95.51 91.51 306.18 264 2.67 91.64 91.65
SD 79.39 283.95 274 3.64 82.77 83.89 90.37 305.88 258 2.64 94.13 94.13
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 89.44 246.81 244 2.17 93.45 95.04 95.63 262.82 258 1.96 95.22 96.33
OBF 87.05 248.29 238 2.61 90.14 90.63 95.28 265.88 258 2.29 94.51 94.51
WT 88.61 250.55 249 2.41 91.69 92.51 96.07 262.86 258 2.11 95.85 96.14
HP 91.83 260.43 254 2.57 95.37 95.48 95.87 269.37 258 2.54 90.55 90.58
SD 83.99 253.75 238 3.65 79.85 81.52 94.98 267.75 258 2.51 93.51 93.51
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 93.19 227.25 188 2.08 93.87 95.52 97.78 238.41 252 1.85 95.28 96.33
OBF 89.33 231.46 206 2.55 90.32 90.76 96.85 238.51 236 2.19 94.66 94.66
WT 91.63 230.03 206 2.32 92.15 93.00 97.69 239.45 244 2.01 95.83 96.18
HP 93.54 236.82 210 2.49 95.05 95.13 97.15 246.47 258 2.45 90.78 90.84
SD 86.96 234.24 204 3.66 79.34 80.57 96.14 243.63 246 2.46 93.11 93.11
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 97.40 179.19 92 1.81 93.57 95.10 99.65 184.27 86 1.60 95.87 96.67
OBF 94.53 190.70 140 2.38 88.86 89.37 98.75 187.02 150 1.96 95.41 95.41
WT 96.13 185.01 108 2.08 91.23 92.10 99.59 188.28 148 1.77 96.33 96.63
HP 95.88 185.77 146 2.25 95.28 95.37 99.08 190.68 156 2.21 92.47 92.49
SD 89.96 194.72 144 3.63 75.35 77.26 97.90 190.99 158 2.25 92.61 92.61
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 99.80 116.49 86 1.35 94.21 95.33 100.00 117.59 86 1.23 96.12 96.91
OBF 98.49 130.39 92 1.93 89.04 89.48 99.57 119.90 86 1.51 95.87 95.87
WT 99.42 123.93 86 1.58 92.38 93.05 99.97 119.63 86 1.35 97.03 97.27
HP 98.65 120.94 86 1.70 95.76 95.84 99.84 124.87 86 1.69 93.95 93.98
SD 93.13 137.09 104 3.35 71.57 72.59 98.70 124.09 92 1.82 92.46 92.46
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Tabelle C.27: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%,
mittlerer und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl
k¯ und empirische U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Inter-
valle {KIj} sowie des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der
Alternativhypothese (Konstellation VII)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 68.77 207.27 224 2.33 94.52 96.01 67.36 212.92 230 2.32 93.80 95.00
OBF 68.88 210.25 222 2.70 91.76 92.12 70.82 213.17 222 2.58 91.36 91.36
WT 69.73 208.36 222 2.52 92.71 93.55 70.12 213.19 223 2.47 92.49 92.79
HP 76.64 229.92 242 2.71 95.64 95.70 71.41 218.28 226 2.74 91.15 91.16
SD 62.50 198.06 216 3.30 84.16 84.85 66.67 193.61 216 2.85 88.27 88.27
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 79.21 188.90 190 2.18 93.99 95.36 78.23 194.30 190 2.16 93.89 95.07
OBF 77.21 195.12 218 2.63 90.33 90.78 80.74 193.55 202 2.45 89.98 89.98
WT 78.67 192.68 211 2.41 91.62 92.62 81.12 194.37 208 2.32 91.33 91.72
HP 84.78 212.33 212 2.60 95.79 95.91 81.10 199.64 200 2.63 89.48 89.48
SD 72.36 185.72 216 3.36 81.85 83.12 77.19 182.08 216 2.81 86.40 86.40
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 84.42 176.57 184 2.08 94.09 95.76 83.90 179.93 190 2.04 94.09 95.14
OBF 82.12 184.85 190 2.56 90.21 90.70 85.38 183.29 190 2.37 89.50 89.50
WT 83.87 181.79 190 2.33 92.19 92.91 85.64 183.34 190 2.23 91.09 91.47
HP 88.74 197.79 190 2.51 95.52 95.63 86.93 187.40 190 2.57 89.50 89.50
SD 76.22 180.51 204 3.42 81.00 82.11 82.75 174.42 198 2.79 86.63 86.63
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 93.70 147.53 92 1.81 93.99 95.32 93.76 150.53 86 1.78 94.15 95.11
OBF 90.80 158.72 138 2.39 89.34 89.84 94.41 156.77 128 2.16 91.12 91.12
WT 92.28 154.87 113 2.09 92.24 93.15 94.59 155.22 106 1.98 92.76 93.10
HP 95.03 166.01 148 2.27 95.24 95.32 94.56 159.71 130 2.35 89.37 89.39
SD 85.53 161.52 144 3.49 75.98 77.61 91.74 154.46 126 2.67 85.01 85.01
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 99.35 107.58 86 1.35 94.54 95.73 99.62 108.17 86 1.32 95.15 95.99
OBF 97.76 118.82 92 1.92 89.08 89.56 99.48 113.87 86 1.64 92.54 92.54
WT 98.83 113.35 86 1.58 92.84 93.75 99.67 113.00 86 1.48 93.80 94.12
HP 98.58 117.40 86 1.72 95.49 95.60 99.44 114.47 86 1.79 90.45 90.46
SD 92.31 128.27 104 3.33 71.88 72.88 98.55 115.01 92 2.09 85.33 85.33
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Tabelle C.28: Empirische Power (1− βˆ)% im nicht–sequentiellen Design (NSD) sowie (1− βˆ)%,
mittlerer und medianer Umfang (ASN = ”Average Sample Number“, Nmed), mittlere Stufenanzahl
k¯ und empirische U¨berdeckungswahrscheinlichkeiten (1−2αˆ)% der Sequenz der beobachteten Inter-
valle {KIj} sowie des finalen Intervalls KIk in flexiblen Designs mit ordinaler Zielvariable unter der
Alternativhypothese (Konstellation VIII)
Inverse Normalmethode Inverse χ2–Methode
NSD Design (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)% (1− βˆ)% ASN Nmed k¯ (1− 2 αˆ)%
(1− βˆ)% {KIj} KIk KIk {KIj}
2a) ~p1 = (0.58, 0.30, 0.10, 0.02), ~p2 = (0.46, 0.28, 0.16, 0.10), DG = 0.171
75.27 PO 82.72 283.37 260 2.30 94.01 95.70 84.62 287.37 258 2.26 94.27 95.36
OBF 80.47 278.93 270 2.69 91.38 91.72 85.52 280.30 258 2.54 91.21 91.21
WT 83.46 278.76 260 2.50 92.77 93.59 85.80 284.80 258 2.42 92.49 92.92
HP 87.42 300.24 280 2.69 95.90 96.01 86.38 287.87 264 2.71 90.76 90.79
SD 79.81 284.16 270 3.63 83.95 84.82 85.97 281.44 258 3.12 87.52 87.52
2b) ~p1 = (0.22, 0.40, 0.34, 0.04), ~p2 = (0.15, 0.35, 0.28, 0.22), DG = 0.201
83.47 PO 90.32 246.79 241 2.15 93.77 95.25 91.85 255.19 258 2.12 94.12 95.40
OBF 87.24 249.69 238 2.60 90.40 90.89 91.64 251.41 252 2.44 90.30 90.30
WT 89.01 253.41 256 2.41 91.94 92.77 91.91 251.99 258 2.29 91.86 92.33
HP 91.96 259.37 252 2.56 95.49 95.62 91.51 254.78 252 2.61 89.41 89.43
SD 84.13 255.01 242 3.64 80.80 82.36 91.41 249.84 238 3.02 87.10 87.10
2c) ~p1 = (0.18, 0.44, 0.32, 0.06), ~p2 = (0.10, 0.35, 0.40, 0.15), DG = 0.213
89.10 PO 93.85 227.32 194 2.06 94.42 95.90 95.04 234.72 226 2.03 93.76 95.06
OBF 90.00 234.18 208 2.55 90.67 91.08 94.06 231.18 214 2.35 90.19 90.19
WT 92.18 231.42 208 2.30 92.03 92.92 94.58 232.34 220 2.20 91.95 92.19
HP 93.94 238.71 214 2.48 95.14 95.32 94.68 232.11 206 2.53 89.47 89.49
SD 86.79 234.45 206 3.65 80.04 81.30 93.78 227.45 198 2.95 86.52 86.52
2d) ~p1 = (0.45, 0.30, 0.20, 0.05), ~p2 = (0.25, 0.34, 0.26, 0.15), DG = 0.255
96.57 PO 97.76 178.94 92 1.80 94.12 95.65 98.81 183.48 86 1.76 94.43 95.52
OBF 94.55 188.98 138 2.36 89.43 89.84 97.37 184.81 124 2.12 91.60 91.60
WT 96.57 184.18 112 2.07 91.85 92.61 97.98 186.80 111 1.96 93.69 93.97
HP 96.53 187.88 148 2.24 95.29 95.37 97.80 185.97 128 2.34 89.44 89.48
SD 90.50 195.80 148 3.63 75.02 76.98 96.72 182.97 124 2.74 84.87 84.87
2e) ~p1 = (0.52, 0.36, 0.08, 0.04), ~p2 = (0.30, 0.30, 0.20, 0.20), DG = 0.336
99.94 PO 99.78 115.81 86 1.34 94.38 95.59 99.99 117.86 86 1.32 94.89 95.81
OBF 98.70 130.66 92 1.92 89.40 89.94 99.65 122.94 86 1.63 92.72 92.72
WT 99.49 123.50 86 1.57 92.88 93.55 99.85 122.16 86 1.48 93.70 93.97
HP 98.93 121.94 86 1.69 96.18 96.27 99.61 121.16 86 1.80 90.83 90.91
SD 93.29 136.97 104 3.36 71.87 72.89 98.54 120.99 92 2.10 85.30 85.30
