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Abstract— As AI becomes an integral part of our lives,
the development of explainable AI, embodied in the decision-
making process of an AI or robotic agent, becomes imperative.
For a robotic teammate, the ability to generate explanations
to explain its behavior is one of the key requirements of ex-
plainable agency. Prior work on explanation generation focuses
on supporting the rationale behind the robot’s decision (or be-
havior). These approaches, however, fail to consider the mental
workload needed to understand the received explanation. In
other words, the human teammate is expected to understand
any explanation provided no matter how much information is
presented. In this work, we argue that explanations, especially
ones of a complex nature, should be made in an online fashion
during the execution, which helps spread out the information to
be explained and thus reduce the mental workload of humans
in highly demanding tasks. However, a challenge here is that
the different parts of an explanation may be dependent on each
other, which must be taken into account when generating online
explanations. To this end, a general formulation of online expla-
nation generation is presented with three variations satisfying
different properties. The new explanation generation methods
are based on a model reconciliation setting introduced in our
prior work. We evaluate our methods both with human subjects
in a standard planning competition (IPC) domain, using NASA
Task Load Index (TLX), as well as in simulation with ten
different problems across two IPC domains. Results strongly
suggest that our methods not only generate explanations that
are perceived as less cognitively demanding and much preferred
over the baselines but also are computationally efficient.
I. INTRODUCTION
As intelligent robots become more prevalent in our lives,
the interaction of such AI agents with humans becomes more
frequent and essential. One of the most important aspects of
human-robot interaction is for the robotic agent to provide
explanations to support the rationale behind its behavior [1].
An explanation provides justifications for the robot, which
helps the human maintain trust of the robotic peer as well as a
shared situation awareness [2], [3]. Prior work on explanation
generation, however, often ignores the underlying require-
ments of the human recipient to understand the explanation
[4], [5], [6]. A good explanation should be generated in a
lucid fashion from the recipient’s perspective [7], [8], so that
it is understood.
To address this problem, first of all, it is noted that the
human (explainee) may interpret an explanation differently
due to a different understanding of the domain. In our prior
work [7], we refer to such differences as model differences.
The robotic agent (explainer), as a result, must ensure
that the explanation makes sense in the human’s mind. An
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explanation can then be considered as a request to change
the human’s model, which determines his expectation of the
robot, in order to reduce the model differences so that the
robot’s behavior would make sense in the updated model.
The decision-making process in the presence of such model
differences is termed model reconciliation [7], [9].
One remaining challenge, however, is the consideration
of the mental workload required of the human to understand
an explanation. In most prior work on explanation generation
(including our own), the human is expected to understand any
explanation provided regardless of how much information
is presented and little discussion has been given on the
presentation of such information. In this work, we argue that
explanations, especially complex ones, should be provided
in an online fashion, such that each explanation is broken
into multiple parts, which are then communicated separately
and intertwined with plan execution. Communicating an
explanation in such a manner is expected to require less
mental workload for cognitively demanding tasks since the
information is spread out so that the process becomes incre-
mental, which is known to benefit understanding [10]. One of
the main challenges here, however, is that the different parts
of an explanation could be dependent on each other, which
must be taken into account when generating online expla-
nations. Our online explanation generation process spreads
out the information while ensuring that the different parts do
not introduce cognitive dissonance so that they are always
perceived in a consistent fashion.
A. Motivating Example
Let us illustrate the motivation of online explanation
generation via a familiar situation between two friends. Mark
and Emma plan to meet up for a review session to prepare for
an upcoming exam. Mark is a take-it-easy person so he plans
to break it up into two 60-minute sessions. His plan is to grab
lunch after the first session, go for a walk after lunch, and
then resume with the second. On the other hand, Mark knows
that Emma is more of a focused type who would rather
keep everything in one session and get lunch afterwards.
Mark would like to keep his plan that is healthier for both.
However, had he explained his plan to Emma at the
beginning, he knew that Emma would have proposed to
order takeouts for lunch before the review session. Instead,
without revealing his plan, he first goes with Emma to the
library. After studying for 60 minutes, he then explains
to Emma that he cannot continue without eating, which
makes going to lunch the only option left. Notice that Mark
refrains from telling Emma that he needs a walk after lunch
since they already must walk back from the lunch place,
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which makes communicating it unnecessary.
Comparing Mark’s strategy with an alternative where he
tries to convince Emma to break up the review session and
then argue for the health benefits of taking a walk after lunch,
you will see that conveying an explanation in an online fash-
ion may not only be cognitively more friendly (i.e., involving
less information, fewer options and thus simpler decisions)
but also help with avoiding communicating “unnecessary”
information. These effects are highly desirable for tasks that
are cognitively demanding for humans.
In this paper, we develop a general formulation of online
explanation generation by breaking an explanation up into
multiple parts to be communicated at different times during
plan execution. We develop three variations of online ex-
planation generation methods with each satisfying different
requirements. In the first method, the focus is for a robot to
explain only plan prefixes. This is in contrast to prior offline
methods where the entire plan must be explained, which
allows us to break an explanation up into multiple parts with
each explaining only a part of the plan. We use a model
search method to ensure that the earlier parts communicated
do not affect the latter parts of an explanation. In the second
method, we further relax the online requirement by requiring
only the very next action to be explained (if needed). The
assumption here is that the actions already occurred do not
affect the understanding of the robot’s future actions, which
holds in situations where each action is viewed indepen-
dently or the human has a short cognitive span (such as in
highly demanding tasks). In the third method, we relax the
assumption of the uniqueness of the human’s interpretation
of a plan and the robot is only required to explain with
respect to any such interpretation. A compilation method is
developed that converts this problem into one that requires
solving two planning problems. Our methods are evaluated
both with human subjects and in simulation in standard
domains. Results strongly suggest that our methods not only
generate explanations that are perceived as less cognitively
demanding and much preferred over the baselines but also
are computationally efficient.
II. RELATED WORK
The advancement of AI and its numerous applications have
provided astounding benefits in many areas such as trans-
portation, medicine, finance, education, and entertainment.
And yet AI agents have thus far been limited in their ability
to operate as a teammate. To be considered a teammate,
an AI agent must not only achieve a given task, but also
provide a level of transparency about itself to other members
of the team [3]. One way to achieve this is to enable AI
agents to be self-explanatory in their behaviors. Recently,
the explainable AI paradigm [11] rises as one essential
constituent of AI systems. Explainable AI maintains a shared
situation awareness by facilitating the human’s understanding
of the decision-making of the AI agent, which also improves
the human’s trust.
The effectiveness of explainable agency [12] depends on
the agent’s ability to model the human’s interpretation of its
behavior. This means that an explainable AI agent must not
only model the domain, but also the human’s interpretation
of the domain [13], which may be quite different. This
interpretation model of the human enables the AI agent to
infer about the human’s expectation of itself. Using such a
model, an agent can generate legible motions [14], explicable
plans [9], [15], [16], or assistive actions [17]. In these
approaches, the AI agent substitutes cost with a new metric
that simultaneously considers cost and a distance measure
between the robot’s behavior and the human’s expectation.
Optimizing this new metric often leads to a trade-off between
the plan cost and plan interpretability.
Another way to use the interpretation model requires
explicit communication, which has the benefit of maintaining
cost optimality. For example, the model can be used to
infer about which actions are likely to introduce misin-
terpretations. In some cases, simply providing the future
context for those actions is sufficient [18] to make them
interpretable. Methods for analyzing the domain in order to
identify the “causes” of the robot’s plan (or its failure) have
been studied before [4], [5], [6]. These methods however
assume no differences between the robot’s and human’s
models. More recently, research work has been proposed to
specifically address this issue by considering their differences
and generating explanations to deliberately reduce them [7],
[8]. However, all research above has been focused on gen-
erating the “right” explanation while ignoring the cognitive
requirement of the human for understanding the explanation.
In our prior work, we have studied how the ordering for
presenting the information of an explanation may influence
the interpretation of an explanation [19]. In this work, we
further argue that an explanation should be made in an online
fashion in cognitively demanding tasks.
III. EXPLANATION GENERATION AS MODEL
RECONCILIATION
We consider the explanation generation problem in a
model reconciliation setting first introduced in our prior
work [7]. The reason for this choice is that it represents a
more general setting for explanation generation than those
used in previous work, which considers both the robot’s
(explainer) and human’s (explainee) models as discussed in
the related work. An illustration of the model reconciliation
setting is presented in Fig. 1. Next, we provide a brief review
of the formulations used in the setting.
Model reconciliation defines a planning setting. A plan-
ning problem is defined as a tuple (F,A, I,G) using
PDDL [20], which is similar to STRIPS [21]. M = (F,A)
is also referred to as the model in this work, where F is the
set of predicates used to specify the state and A the set of
actions used to update the state. Actions are associated with
a set of preconditions, add and delete effects. I,G are the
initial and goal states, respectively.
Definition 1 (Model Reconciliation [7]): A model recon-
ciliation setting is a tuple (pi∗I,G, 〈MR,MH〉) (MR 6= MH )
under a given I,G, where pi∗I,G corresponds to piMR in Fig.
1 and represents the robot’s behavior (plan) to be explained.
Fig. 1: The model reconciliation setting first introduced
in [7]. MR represents the robot’s model and MH the
human’s interpretation model of the robot’s behavior. Using
MH , the human obtains his expectation of the robot’s
behavior piMH . Whenever that is inconsistent with the robot’s
actual behavior piMR (generated by MR), the robot explains
by generating an explanation to reconcile the two models.
Assuming rational agents, the pi∗I,G above must satisfy
cost(pi∗I,G,M
R) = cost∗MR(I,G), where cost(pi,M) returns
the cost of a plan pi under the model M and cost∗M (I,G)
returns the cost of the optimal plan for the given initial and
goal states under M . In other words, the robot’s plan to be
explained must be optimal under MR. It is assumed that the
human obtains his expectation of the robot using MH . And
hence when the robot’s behavior does not match with the
human’s expectation, explanations must be made. The goal
of model reconciliation is to make the robot’s plan pi∗I,G also
interpretable under the human’s model MH (i.e., generable
by MH ) by reducing the differences between MH and MR.
To define model differences, a mapping function Γ was
defined in [7] to convert a planning problem into a set of
features that fully specify the given problem. For simplifica-
tion, we modify the function here to remove the consideration
of differences in the initial and goal states. As such, Γ maps
any planning problem from its model spaceM to the power
set of its feature space F (i.e., Γ :M 7−→ 2F ) as follows:
τ(f) =

a− has− precondition− f, if f ∈ pre(a), a ∈ A.
a− has− add− effect− f, if f ∈ eff+(a), a ∈ A.
a− has− del − effect− f, if f ∈ eff−(a), a ∈ A.
a− has− cost− f, if f = ca, a ∈ A.
Γ(M = (F,A)) = {τ(f)|
⋃
a∈A
{f |f ∈ {ca} ∪ pre(a)∪
eff+(a) ∪ eff−(a)}}
Definition 2 (Explanation Generation [7]): An explana-
tion in a model reconciliation setting (pi∗I,G, 〈MR,MH〉),
is a set of unit feature changes ∆ to MH such that 1)
∆ = Γ(M̂H)\Γ(MH) ⊆ Γ(MR), and 2) cost(pi∗I,G, M̂H)−
cost∗
M̂H
(I,G) < cost(pi∗I,G,M
H) − cost∗MH (I,G), where
M̂H is the model after the changes.
An explanation hence reconciles MR and MH by reduc-
ing their differences and making the cost difference between
the human’s expected plan cost∗
M̂H
(I,G) and the robot’s
plan cost(pi∗I,G, M̂H) smaller after the model updates. When
the cost difference becomes 0, the robot’s plan becomes
optimal (and hence aligned with that) in the human’s model.
Definition 3 (Complete Explanation [7]): An explanation
is complete if it satisfies cost(pi∗I,G, M̂H) = cost
∗
M̂H
(I,G).
A minimal complete explanation (MCE) [7] is defined as
a complete explanation that contains the minimum number
of unit feature changes.
IV. ONLINE EXPLANATION GENERATION (OEG)
Prior work on explanation generation (including [7]) fo-
cuses on providing the rationale behind the robot’s decision
making. It is often assumed that the explanation is provided
in its entirety before the execution. As such, the cognitive
requirement of the human for understanding the explanation
is largely ignored: when complex explanations are involved
(such as in cognitively demanding tasks), communicating all
information at the beginning becomes impractical. In such
cases, it is desirable to communicate explanations in an
incremental fashion. In addition, some of the information
in an explanation may become unnecessary when communi-
cating in this way, thus further reducing the mental workload
(refer to our motivating example). In this paper, we introduce
online explanation generation to address the above issue.
The key idea here is to break up an explanation into multi-
ple parts while ensuring consistency for interpretation, and
communicate them separately during plan execution. Each
part of an explanation is referred to as a sub-explanation. A
key observation that allows us to break up an explanation
is that only a part of the robot’s plan needs to be explained
by each sub-explanation given at a specific time step. Next,
we discuss three variations of online explanation generation
methods that satisfy different requirements.
A. OEG for Matching Plan Prefix (OEG-PP)
In this variation, each sub-explanation is required to ex-
plain a prefix of the robot’s plan, such that it is consistent
with the prefix of the human’s expectation of the robot’s
plan. The sub-explanations are made incrementally in the
sense that each sub-explanation, when combined with the
previous ones, explains a longer prefix of the robot’s plan.
The implication here is that the human’s expected plan after
all the sub-explanations will necessarily be the same as the
robot’s plan, which is the longest prefix of itself.
Definition 4 (OEG-PP): An online explanation for match-
ing plan prefix is a set of sub-explanations in the form of
〈ek, tk〉, where ek represents the set of unit feature changes
to be made as the kth sub-explanation before executing step
tk (the tkth action) of the plan, such that the following holds:
∀k > 0,Prefix(pi∗I,G, tk − 1) = Prefix(piHEk−1 , tk − 1)
s.t. Γ(MHEk−1) = Γ(M
H) ∪ Ek−1,
Ek−1 =
k−1⋃
1
ei, and Ek−1 ⊆ Γ(MR) (1)
where Prefix(pi, t) returns the prefix of a plan pi up to step t
(inclusive). Ek represents the union of all sub-explanations
up to the kth sub-explanation and piHEk the optimal plan
created under MHEk , which denotes M
H after incorporating
all the changes from e1 to ek. More intuitively, at any step
k−1 of an online explanation corresponding sub-explanation
ek−1 is only responsible to explain the actions from tk−1 and
onward until tk − 1 in the robot’s plan.
To generate each 〈ek, tk〉, the search process must consider
how the sequence of model changes as a result of each
sub-explanation would result in the change of the human’s
expectation. This allows us to convert the problem of online
explanation generation to the problem of model space search
as in [7]. The challenge here is that the model changes are not
independent, i.e., future sub-explanations may have violated
the condition in Eq. (1) for the earlier sub-explanations. In
such cases, an online explanation may become undesirable
since the human may question the robot’s earlier actions at
a latter stage, even though they appeared reasonable at first,
and thereby introducing cognitive dissonance that may affect
the human’s understanding of the robot’s plan.
To address this issue, it must be ensured that the model
changes in the sub-explanations ek and onward, would
not change the plan prefix that is already established up
to plan step tk − 1. This can be achieved by searching
backward from MR to MH . More specifically, given the
model reconciliation setting for an explanation generation
problem (pi∗I,G, 〈MR,MH〉), the following process can be
performed recursively to determine each sub-explanation.
First, we compute the human’s expected plan using MH ,
which is denoted as piH . Denote the index of the first action
where pi∗I,G and piH differ as t1, which is the timing for
the first sub-explanation. To determine e1, our search starts
from MR. It finds the largest set of model changes to MR,
denoted as e1, such that Prefix(pi∗I,G, t1) = Prefix(pi
H
M , t1)
under any M that is in between MR \ e1 and MR (i.e.,
Γ(MR) \ e1 ⊆ Γ(M) ⊆ MR). In this way, we guarantee
that no change in e1 can violate the condition in Eq. (1) once
all the feature changes in e1 are explained, which is exactly
what we strive for! e1 is then computed as the complement
of e1, or e1 = Γ(MR) \ (Γ(MH) ∪ e1). Now that we
have found 〈e1, t1〉, we can set MH to be Γ(MR) \ e1, or
equivalently Γ(MH)∪ e1 (i.e., MHE1 ), to determine the next
sub-explanation in a recursive manner. The recursion stops
when the human’s expected plan under Γ(MH) ∪ ⋃ki=1 ei
(i.e., MHEk ) matches with pi
∗
I,G for the first time, where ek
becomes the last sub-explanation.
The model space search in OEG-PP for determining the
kth sub-explanation is illustrated in Fig. 2 for the above
discussion. In practice, this search is computationally ex-
pensive. Hence, we implement an approximate method that
searches from MHEk−1 for the kth sub-explanation. The search
is stopped when the smallest ek that satisfies Prefix(pi∗I,G, tk)
= Prefix(piHEk , tk) is found. This approach is efficient but
comes with the cost that no guarantee can be made regarding
the latter sub-explanations–they may introduce violations to
the condition above for the earlier steps. If this happens,
we backtrack. The implication here is that this method
can no longer be used as an online planning method (i.e.,
computing the ek’s online), even though the sub-explanations
are communicated online but created offline.
B. OEG for Matching Next Action (OEG-NA)
In this variation, we relax the requirement in Eq. (1) by
requiring only the very next action to be interpretable at
any step. The assumption here is that the human would
not evaluate the robot’s behavior retrospectively (or that
its influence is minimal), which is reasonable in highly
demanding tasks when the human does not have enough
cognitive span [22] and must hence focus more on the current
state. It is also worth noting that OEG-PP and OEG-AA
represent the two ends of the spectrum for online explanation
generation where OEG-PP considers all actions occurred
previously while OEG-AA ignores them all. It is expected
that some method in between may work the best. Such
analysis will be performed in our future work.
Definition 5 (OEG-NA): An online explanation for
matching next action is a set of sub-explanations in the
form of 〈ek, tk〉 such that the following is satisfied:
∀k > 0, pi∗I,G[tk−1 : tk − 1] = piHEk−1 [tk−1 : tk − 1]
s.t. Γ(MHEk−1) = Γ(M
H) ∪ Ek−1,
Ek−1 =
k−1⋃
1
ei, and Ek−1 ⊆ Γ(MR) (2)
The search for OEG-NA naturally starts from MHEk−1 for〈ek, tk〉 since we no longer worry about matching the prefix.
C. OEG for Matching Any Prefix (OEG-AP)
One assumption made in both OEG-PP and OEG-AP is
that the optimal plan for a given I,G pair is always unique.
When we estimate the human’s expected plan under a candi-
date model MHEk while searching for the kth sub-explanation,
this assumption allows us to use the plan piHEk returned by
any optimal planner, since they will always be the same.
piHEk is used to compare against pi
∗
I,G to determine whether
the ek (incorporated into MHEk ) satisfies the requirement.
When multiple optimal plans are present, the above check
only needs to work for one of those plans. In this variation,
we relax the uniqueness assumption of the optimal plans.
Definition 6 (OEG-AP): An online explanation for match-
ing any prefix is a set of sub-explanations in the form of
〈ek, tk〉 such that the following is satisfied:
∃piHEk−1 ∈ ΠHEk−1
∀k > 0,Prefix(pi∗I,G, tk − 1) = Prefix(piHEk−1 , tk − 1)
s.t. Γ(MHEk−1) = Γ(M
H) ∪ Ek−1,
Ek−1 =
k−1⋃
1
ei, and Ek−1 ⊆ Γ(MR) (3)
where ΠHEk−1 represents the set of all optimal plans under
MHEk−1 . A similar definition can be provided for OEG-NA
after removing the uniqueness assumption.
To check for a candidate ek, according to our previous
discussion, we need to search for the largest set of model
changes to MR, denoted as ek, such that Prefix(pi∗I,G, tk) =
Prefix(piHEk , tk). An obvious solution to OEG-AP is to obtain
ΠHEk by computing all the optimal plans under M
H
Ek
. This
approach however is computationally expensive. Instead, we
implement a compilation approach. In this approach, to check
the above condition, we only need to solve two planning
problems. The first planning problem is simple: finding an
Fig. 2: The model space search process for the kth sub-explanation in OEG-PP. The search starts from MR (similar to that
used for MME in [7]) until finding the largest set of ek (or smallest ek) that satisfies Prefix(pi∗I,G, tk) = Prefix(pi
H
Ek
, tk),
under any M that is in between MR \ ek and MR. Each node represents a candidate model and each edge a unit feature
change. The gray nodes are nodes that are not expanded in the search.
Pr. OEG-PP OEG-NA OEG-AP MCE∑
ek/|ek| Time
∑
ek/|ek| Dist. Time
∑
ek/|ek| Dist. Time |E| Time
Rover
P1 3/1.5 8.9 7/1.2 0.40 17.9 2/1.0 0.40 6.9 3 28.9
P2 5/1.7 22.3 7/1.4 0.11 42.6 3/1.0 0.11 18.3 5 150.5
P3 6/1.5 18.7 8/1.1 0.07 21.3 3/1.0 0.07 1.6 5 176.2
P4 6/1.5 51.0 8/1.3 0.13 94.8 5/1.3 0.13 45.4 6 314.2
P5 5/1.7 54.8 8/1.3 0.14 106.7 3/1.5 0.14 50.4 4 272.8
Barman
P1 5/1.3 43.0 5/1.3 0.91 59.9 2/1.0 0.94 24.4 5 180.0
P2 5/1.0 36.2 5/1.0 1.00 33.0 3/1.0 0.90 9.4 5 38.9
P3 5/1.3 36.8 5/1.0 0.90 46.8 3/1.5 0.71 9.7 5 51.8
P4 5/1.3 78.4 5/1.0 0.84 69.0 4/1.0 0.56 20.4 5 61.9
P5 5/1.7 41.9 5/1.0 0.89 54.7 3/1.5 0.56 10.2 5 61.5
TABLE I: Comparison of explanation size, average sub-
explanation size (for online only), plan distance between piHEk
and pi∗I,G (when applicable) and time (in seconds) using the
different methods for the IPC Rover and Barman domains.
optimal plan MHEk under the given I,G. We denote the
returned plan by any optimal planner as piHEk as usual. The
second one is trickier in which we need to obtain a problem
under MHEk such that any optimal plan would have to satisfy
the condition Prefix(pi∗I,G, tk) = Prefix(pi
H
Ek
, tk). We denote
the plan returned as pˆiHEk . Now, we know that if the cost of
pˆiHEk is equal to that of pi
H
Ek
, there must exist an optimal plan
in the human’s model that matches the prefix of the robot’s
plan. Otherwise, no such plan exists and a sub-explanation
must be made. Hence, the key here is to ensure that a given
plan prefix is always satisfied in a compiled model.
It turns out that this is not difficult to achieve. For all
ai, ai+1 ∈ Prefix(pi∗I,G, tk), where ai, ai+1 are two consec-
utive actions in pi∗I,G, the compilation can be achieved by
adding a predicate pi to ai as an effect, which is also added
as a precondition for ai+1. ai+1, in its turn, adds pi+1 as
an effect which is a precondition for ai+2, etc. The search
process is the same as that described in OEG-PP. The search
stops when any optimal plan in the human’s updated model
matches the robot’s plan. In contrast to OEG-PP, the plan that
is returned by an optimal planner under the human’s model
after an OEG-AP may not be exactly the robot’s plan.
V. EVALUATION
We evaluate our methods for online explanation generation
both in simulation and with human subjects, and compare
them with variations of minimally complete explanations
(MCE) [7] as baselines. For simulation, our aim is to show
how online explanations differ from MCEs. We evaluate our
methods and MCE on 10 different problems across the IPC
Rover and Barman domains [23]. For human subject study,
our aim is to verify the following hypothesis:
• Online explanations reduce mental workload and im-
prove task performance.
A modified rover domain (Sec. V-B) is used. In all evalua-
tions, MR is the true domain model, and MH is created by
removing model features from MR. All results are collected
on a 2.2 GHz quad core Macbook Pro with 16 GB RAM.
A. Simulation Results
Table I presents the simulation results comparing OEG-PP,
OEG-NA and OEG-AP with MCE. The benefits of online
explanations are clear: the average size of sub-explanations
is significantly smaller than the size of MCE, although the
sum of their sizes is generally larger than the size of MCE.
This shows that most explanations can indeed be broken
up and communicated incrementally while subject to the
requirements of online explanations! The effect of OEG-AP
on the size of explanations is interesting, which suggests that
removing the uniqueness assumption of the optimal plan has
a positive impact on explanation generation: the sum of sub-
explanations has a size that is smaller than MCE.
To see the influence of removing the uniqueness assump-
tion from another angle, for both OEG-NA and OEG-AP,
we evaluate how the human’s expected plan (piHEk ) after the
explanation (returned by an optimal planner) may be different
from pi∗I,G using action plan distance, which has a value
between 0 (no difference) and 1 (maximum difference). For
OEG-NA, this distance is there since only the very next
action is considered when making a sub-explanation. For
OEG-AP, the distance is due to the non-uniqueness of the
optimal plan. Computationally, OEG methods are generally
a bit faster than MCE which may appear to be surprising.
Some analysis reveals that this is due to the fact that the
incremental search in online explanation generation in fact
reduces the search space by removing candidate features to
be added to MH for latter searches. For OEG-NA and OEG-
AP, this may also be due in part to the fact that they often
terminate earlier and before piHEk becomes exactly pi
∗
I,G.
Fig. 3: The 3D visualization of the modified rover domain.
B. Human Study
To test our hypothesis, we compare the explanations
created by our methods with variations of MCE methods
in a modified rover domain. The task is for the rover to
collect and analyze soil and rock samples, take pictures of
targets, and send them to the lander. To ensure that the
performance difference is not solely due to breaking up the
information, we implement another baseline that randomly
breaks up an MCE into multiple parts and communicates
each part separately so that they are uniformly distributed
through the plan execution (referred to as MCE-R).
We conducted our experiment using Amazon Mechanical
Turk (MTurk) with a 3D simulation of the rover domain
(see Fig. 3). The subjects were first given an introduction
to the rover domain and the task they were supposed to
help with. In the experiment, we deliberately removed certain
information from the introduction. In particular, we did not
inform them that the storage space and memory of the rover
is limited, the camera must be calibrated, and calibrated with
respect to the target before taking an image. These introduced
the differences between MH and MR.
Each subject was given a 30-minute limit to finish the task.
Explanations were provided using plain English language
and the rover actions were depicted using GIF images in the
3D simulation as the rover executed the plan. The human
subject acted as the rover’s monitor, and was asked to deter-
mine whether each of the rover’s action was questionable or
not. Each subject was only allowed to perform the task for
one setting (OEG-PP, OEG-NA, OEG-AP, MCE, or MCE-R)
to reduce the influence of learning from repeated runs. To
simulate highly demanding tasks, we have incorporated three
spatial puzzles as secondary tasks. At the end of the study,
the subjects were provided the NASA Task Load standard
questionnaire to evaluate the workload [24] under several
categories [25]. Physical demand was not used.
Results: We created the surveys using Qualtrics and recruited
150 human subjects on MTurk, with 30 subjects for each
setting. To improve the quality of the responses, we set the
criteria that the worker’s HIT acceptance rate must be greater
than 98%. After filtering out invalid responses (that failed to
identify the 2 purposely inserted random actions out of a total
of 30 actions in the plan), we obtained 94 valid responses in
total: 19 for each of MCE-R and MCE, 20 for OEG-PP, and
18 for each of OEG-NA and OEG-AP. Their ages ranged
from 18 to 70, and 29.8% of them were female.
The results show that OEGs in general performed signif-
icantly better than the baselines in both objective (Table II)
MCE-R MCE OEG-PP OEG-NA OEG-AP Truth
Accuracy 0.746 0.804 0.858 0.852 0.872
# Actions 8.789 7.263 5.250 5.330 4.940 2.0/30
TABLE II: The accuracy and number of questionable actions
based on the subjects’ feedback for the five settings. The
ground truth for questionable actions is 2 out of 30 in total.
Fig. 4: Comparison of TLX categories for the five settings.
and subjective measures (Fig. 4). Table II shows that the
numbers of questionable actions are significantly lower for
OEGs than MCEs (with p-values < 0.001). This indicates
that the subjects had more trust towards robots in the OEG
settings. The accuracy for identifying the correct actions
(questionable vs. non-questionable) is also higher for OEGs
(with p-values < 0.001). Among the three OEG methods,
OEG-AP performed the best but no significant differences
were observed in either the objective or subjective measures.
This seems to suggest that the performances were dominated
mainly by the average size of sub-explanations, which did
not vary much among the OEGs (i.e.,
∑
ek
/|ek|: OEG-
PP 6/1.5, OEG-NA 5/1.25), OEG-AP 3/1.0, MCE 5/NA,
MCE-R 5/1.0). It is worth noting that MCR-R performed
worse than MCE objectively with p-values 0.043 and 0.028
respectively for the two measures in Table II, which suggests
that the performance difference was unlikely due to simply
breaking up the information, thus confirming the usefulness
of OEGs. The subjective measures in Fig. 4 for the most part
reaffirm the conclusions. Due to intertwining explanations
with plan execution, OEGs are expected to create more
temporal demand. The p-values for the subjective measures
are presented in Fig. 5. The results indicate statistically
significant differences between OEGs and MCEs. The group-
wise p-value is 0.0068 between OEGs and MCEs.
Conclusions: In this paper, we introduced a novel for-
mulation for explanation generation that is focused on re-
ducing the mental workload for the human to interpret
the explanations. We took a step further from prior work,
which considered only the correct explanations, by proposing
explanations that are also easily understandable. We provided
three methods and evaluated them both in simulation and
with human subjects. Results confirmed that they improve
task performance and reduce mental workload.
Fig. 5: p-values for the weighted sum of the subjective
measures for the five settings, with weights 1.0 for all.
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