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の Cell BE や GeForce8800 などがある． 























































































ットワークで接続し，パケット交換方式で通信を行う手法である．図 2-1 にコア数が 16 の




































図 2-2 に 2 次元トーラス網を使用した NoC の例を示す．図 2-2 の赤線のように，2 次元ト




























ある．2 次元メッシュ網での例を図 2-3 に示す．図 2-3 に示すように，送信元(図 2-3 では
PE0)で生成されたパケットは最初に X 次元(横軸)方向を移動し，送信先(図 2-3 では PE 14)
と同じ列にある PE(図 2-3 では PE2)まで移動する(図 2-3 ①)．その後 Y 次元(縦軸)方向に
移動し送信先の PE に到達する(図 2-3 ②)．X 次元，Y 次元の順番は逆の場合もある．構造
が単純で，ハードウェア量も少ないことからメッシュ網やトーラス網を用いた NoC で広く
使用されている．ただし，トーラス網においては，各次元方向に循環依存が発生するので，
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で，サイズは 8bit～256bit 程度である． 
 
2.4.3．ストアアンドフォワード方式 































































図 2-6 ワームホール方式の動作 
 





す．図 2-7 では，パケット 1 がパケット 2 の取得しているリソースを待ち，パケット 2 が












厳しい NoC ではほとんど使用されない． 
2 つ目は，デッドロックの原因である図 2-7 のような循環(循環依存)を，ルーティングの
工夫やリソース(チャネルやバッファ)追加によって断ちきる方法である．ルーティングの工












































ヘッドオブラインブロッキングの例を図 2-11 に示す．図 2-11 では，パケット 1 によって
パケット 2 の進行がブロックされ，パケット 3 は目的地がノード D であるにもかかわらず
パケット 1 の転送が終了し，その後のパケット 2 がノード C に転送されるまで転送を行え
ない状態になっている．このように，ヘッドオブラインブロッキングとは，あるパケット(図
2-11 パケット 1)がブロックされることによって，後続のほかのパケット(図 2-11 パケット
2)もブロックされてしまい，本来ならば最初に停止したパケットを待たなくてもよいパケッ




たリソースの追加が有効である．図 2-12 に図 2-11 のノード B のリソースを 2 つにした例
を示す．図 2-12 では，パケット 2 の通信がブロックされていることに変化はないが，ノー
ド B のリソースが二つあるため，パケット 3 はパケット１，2 の送信を待たず，ノード D
に送信できる． 
バッファ 













































パケット 2 の目的地は，ノード C 
パケット 3 の目的地は，ノード D 
ノード B 
空きバッファ 
図 2-11 ヘッドオブラインブロッキングの例 
 





パケット 2 の目的地は，ノード C 




























図 2-13 仮想チャネル 
 
(1)リソースの追加なし (2)物理的にチャネルを追加 (3)仮想チャネル 










































図 2-14 ワームホールルータのアーキテクチャ 
 




















FIFO を構成するにはバッファ本体である RAM と入力場所を示す edp と出力場所を示す
stpという 2種類のポインタ，空きのあるなしを表すビット empty，fullが必要になる．FIFO
各部にかかるビット数を図 2-17 に，FIFOの動作について図 2-18 に示す． 
FIFO のサイズを S，RAM の記憶領域ひとつのワード長を W(bits)とすると図 2-17 のよ
うに RAM 本体は(S×W)bit，edp，stp は RAM の容量分の領域を識別すればよいので
(log(S))bits となる．empty，full はそれぞれ「空かそうでないか」，「満タンかそうでない
か」を表現できればよいため 1bit となる． 
図2-18(1)は空の状態を表しており図にはないが full=0，empty=1となっている．図2-18(1)
の状態でデータが入力されると edp が指している RAM の領域にデータが入力される．そ
の後 edp が+1 され，空でなくなるため empty が 0 となる(図 2-18(2))．この時，edp の値
がRAMの最上位のアドレス(図 2-18のRAMにおける一番上のアドレス)を越えていた場合
は，RAM の最下位のアドレス(図 2-18 の RAM における一番下のアドレス)を指すようにす
る．図 2-18(2)以降も入力が続き，図 2-18(3)のように edp = stp になった時に入力が行われ
ると，RAM は満タンになり full が 1 となる(図 2-18(4))．図 2-18(4)の状態で，出力が行わ
れると stp が＋1 され，空きができるため full が 0 となる．その後，stp が指している RAM
の領域のデータが出力され，図 2-18(5)の状態になる．この時，stp の値が RAM の最上位
のアドレスを越えていた場合，RAM の最下位のアドレスを指すようにする．図 2-18(5)以
降も出力が続き，図 2-18(6)のように stp = edp－2 になった時出力が行われると RAM は空
となり，emptyが 1 になる(図 2-18(1))． 
  
バッファ 















力数を n，出力数を m とするとサイズが m×n となり，入出力の数が多い場合はハードウ
ェアコストが大きくなるという問題もある． 


















































































図 2-21 に従来法の効果例を示す．図 2-21 のようにこの手法ではバッファの容量を増やし
た場合と同様に，パケットの進行がブロックされた時に一つのパケットがまたぐルータが
減ることでパケット同士の衝突率が下がり，通信性能が向上する．図 2-21(a)では，パケッ
ト 1 が PE1 でブロックされ，PE1 と PE2 にまたがって存在している．これにより，PE2
の上のチャネルを取得しようとしたパケット 2 が待たされている．対して，図 2-21(b)では，
バッファの共有によりもう片方のチャネル分のバッファを使用できるため，PE1 のみにパ








ラが必要になる．従来法の全体像と構造を図 2-22，2-23 に示す．図 2-23 の Free_Pool は，
どのチャネルにも取得されていない空きメモリ領域のポインタを格納する FIFO である．



































れるフリットの数は 1 個ずつであるため，１ポートのメモリ 1 個を複数のチャネルで
図 2-23 従来法の構造 
 











2.7.4．Distributed Shared-Buffer Router 
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図 3-1 リンク間共有の概念図と比較 




























図 3-3 に一般的な 6 トランジスタ型とマルチポートセル型マルチポートメモリの SRAM
セルを示す．図 3-3 中の D はデータの転送に使われるデータ線，WL は読み書きの制御信
号を流すワード線，P はポート数である．図 3-3(a)にあるように，6 トランジスタ型 SRAM
セルは，記録部である二つのインバータ(二つのトランジスタから構成される)と読み書きを
制御する二つのトランジスタから構成されている．記録部は，二つの安定状態があり，そ

















図 3-3マルチポートセル型マルチポートメモリの SRAMセル 
WL 
D D 























す．図 3-5 のバンク内の数字はその領域を取得したポート番号とする。図 3-5 では，ポート
























































































































































メモリ領域)の数は従来法の L 倍(L はリンク数)となり，各制御用 FIFO の容量が膨大にな
る．それに対してブロック単位共有では，管理対象がブロック単位でよいため，その数は
フリット単位共有の 1/B(B はブロックサイズとする)となる． 
各実装法における容量増減の例として図 3-7 にリンク数 4，リンクごとのチャネル数 2，
バッファ総量 32，ブロック数 8 のときの制御用 FIFO 本体(RAM)の容量を示す．図 3-7(a)
のように，従来法は管理対象がリンクごとに割り振ふられたメモリの領域数なので，サイ
ズが 8，ワード長が log(8)bits の FIFO を用いる．そして，チャネル間共有では，制御用
FIFO が合計で 12 個(Free_Pool:4，Block_Info:8)となるので，合計ビット数は 288bits と
なる．続いて図 3-7(b)にあるように，フリット単位共有を用いてのリンク間共有(以後、「フ
リット単位リンク間共有」とする) は，管理対象が全リンクの合計メモリ領域数なので，サ
イズが 32，ワード長が log(32) の FIFO を使用する必要がある．そして，リンク間共有で
は制御用 FIFO が合計 9 個(Free_Pool:1，Block_Info:8)となるので，合計ビット数は
1440bits となる．最後にブロック単位共有は管理対象がブロック数であるため，図 3-7(c)
のようにサイズが 8，ワード長が log(8)bits の FIFO を用いる．そして，リンク間共有なの
で制御用 FIFO の合計は 9 個となり，合計ビット数は 216bits となる．この結果を見てみる












































































と，フリット単位リンク間共有は，制御用 FIFO 本体の容量が従来法の 5 倍以上となって
おり，その実装が現実的でないことが確認出来る．対してブロック単位共有は管理対象が
ブロックのため，ビット数が低く抑えられており，この場合では従来法よりも少ないビッ






図 3-8 に使用する提案手法に使用されるバンク型マルチポートメモリを示す．図 3-8 のよ










































0 ~ L-1 
出力ブロック信号 
0 ~ L-1 
出力データ 
0 ~ L-1 
[34] 
 
3.3．パイプライン構造   
一般的に使用されているルータのパイプラインを図 3-9 に示す[31]。図 3-9 のように一般
的なパイプラインは 3 つのステージで構成され，次の 4 つの処理を 3 段のパイプラインに
より実行する[31]。 
1) Routing Computation(RC) 
ヘッダフリットの情報から出力リンクを決定する。 
2) Virtual Channel Allocation(VA) 
出力する仮想チャネルを割り当てる。 
3) Switch Allocation(SA) 
クロスバスイッチのアービトレーションと設定を行う。 








である。経路 1 のパイプラインを図 3-10 に示す。経路 1 は，一般的なルータと同様に 3 ス
テージのパイプラインから構成される。ただし，図 3-10 にあるように 1 ステージ目で
In-jugde(IJ)ステップを行う。IJ は，「共有メモリを使用するか否か」と「新たにブロック
を取得するか否か」の判定を行うステップである。パケットの出力リンクは，共有メモリ
を使用するか否かとは無関係に決まるので，RC と IJ は並列に処理できる。 
図 3-9 一般的ルータのパイプライン構造 




































経路 2 は通信のブロックが発生し，IJ ステップで共有メモリを使用する必要があると判




ネルの専有部の full ビットと Block Info の emptyビットを用いて行われる。同時に，
共有メモリを使用する場合，当該チャネルが新たにブロックを取得する必要があるか
否かの判定を行う。 
2) SiA(Switch-i Allocation) 
Block Info，Free Pool の更新を行うと同時に，バンク型マルチポートメモリの入力用
クロスバスイッチの設定を行う。 
3) SiT(Switch-i Traversal) 
SiA ステップに成功した場合，フリットをバンク型マルチポートメモリの入力用クロ
スバスイッチを通過させて，共有メモリに格納する。 
4) SoA(Switch-o Allocation) 
バンク型マルチポートメモリの出力用クロスバスイッチの設定，およびブロック解放
処理を同時に行う。 




図 3-11 のように，経路 2 は経路 1 に比べてパイプラインが 2 ステージ増加する。しかし，
以下の理由により，経路 2 のパイプラインによる遅延は隠ぺいされる。 
・ネットワークが混雑しておらず，専有部に空きがある場合，3 段パイプラインに従っ















図 3-10 経路 1のパイプライン 











提案するパイプラインの動作例を図 3-12 に示す。図 3-12 では，先頭のフリットがブロッ
クされたことにより，3 つ目に入力されたフリットが経路 2 を使用する場合である。 
これらのうち，従来型のルータ[13]-[15]と大きく異なる処理は，IJ と SoA におけるブロッ
ク解放の処理となる。うち IJ は，「共有メモリを使用するか否かの判定」と「新たにブロッ














た場合にデッドロックが発生する．図 3-13 にその例を示す．図 3-13 では，パケット 1 が
IP コアに向かうチャネルと PE2 のチャネル 1（図中の ch1），PE1 の ch1 を取得している．
図 3-12 提案手法のパイプライン処理例 


































そして，パケット 2 が PE2 の ch2 を取得しており，コアに向かうチャネルの解法を待って
いる．図 3-13 ではこのような状況でパケット 2 が取得している PE2 の ch2 が PE2 の全共
有メモリを取得してしまったために，パケット 1 は，PE3 にある後続フリットを待ち，PE1




















































































Packet-2 is waiting 
for release of 
Router N-LinkS. 
Packet-1 is waiting 
for release of 
Router S-LinkN. 

















一例として，3×3 メッシュ網において X-Y ルーティングを行う際のチャネル依存グラフ


















































このシミュレーションは，各 PE で 1 サイクルごとに指定された確率でパケットを発生し，





比較対象とパラメータをそれぞれ表 3-1、3-2 に示す。このとき，「By-block and 
channel-sharing」のブロック数は物理リンクごとに 2，「By-block and link-sharing」のブ
ロック数は全物理リンクで 8 としている。 












平均スループットに対する，共有メモリの利用率を図 3-23 に示す。図 3-23 の横軸は，図
3-17 から 3-22 の実験と同じ条件により計算された平均スループットである。縦軸は，それ
ぞれの条件において，ルータに滞在中のパケットが共有メモリを使用する比率を示してい


















































図 3-17 シミュレーション結果 
（PE No:16， total buffer:64，packet size:16） 
表 3-2 シミュレーションのパラメータ 
Topology torus 
Communication method wormhole routing 
Routing algorithm Dimension-order routing 
Number of PE  16， 64 
Number of physical link  4 
Number of virtual channel 2 
Total buffer 64 
Packet size 16， 32， 64 
 
表 3-1 比較する実装形態 
  Sharing unit Sharing Range 
No-sharing don’t sharing 
By-flit and channel-sharing by flit channel 
By-block and channel-sharing by block channel 
By-flit and link-sharing by flit link 



















































































































図 3-20  シミュレーション結果 
（PE No:64， total buffer:64，packet size:16） 
図 3-19シミュレーション結果 
（PE No:16， total buffer:64，packet size:64） 
 
 
図 3-18 シミュレーション結果 













































































































average throughput （flit/Cycle・PE） 
図 3-23 共有メモリの利用率 




（PE No:64， total buffer:64，packet size:64） 
 
図 3-21 シミュレーション結果 


















































・no-sharing   ：共有を行わない手法 
・by-flit-link：ブロック単位共有を使用しないリンク間共有 
・B2, B4, B8   ：提案手法．各ブロック数はそれぞれ 2 (B2), 4 (B4), 8 (B8)となって
いる． 
結果よりブロック数が 2(B2)，4(B4) の場合は by-flit-link より性能が低下する場合が多
いことがわかる．一方でブロック数が 8(B8)の提案手法は by-flit-link と比較しても性能に
大きな違いがないことがわかる．この結果より 2Dメッシュおよびトーラスにおいて，性能
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・no-sharing   ：共有を行わない手法 
・by-flit-link：ブロック単位共有を使用しないリンク間共有 
・channel-sharing：各物理リンク間の仮想チャネル間でメモリを共有する手法 
・proposed methods：評価 1 の結果よりブロック数を 8 個とした提案手法 
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表 4-2 提案手法の性能上率 























































部である FreePool 回路の回路削減法について紹介する． 
5.2．各部の構造 
5.2.1．バッファ本体，および周辺回路 
物理リンク数が 4，ブロック数が 8 の場合のリンク間共有法におけるバンク型マルチポー
トメモリの構造を図 5-1 に示す．図 5-1 のように，バンク型マルチポートメモリは，メモリ
本体であるブロック(バンク)と 2 つのクロスバスイッチから構成されている．ブロックは，
入力と出力が同時に行える FIFOで構成されている．図 5-1 の左のクロスバスイッチは入力
データである In-data を各チャネルの入力先ブロックを記す In-block に示されたブロック
と接続する．対して，右のクロスバスイッチは，各ブロックの出力をそれぞれの Out-block



































































全物理リンクで共通した一つの Free Pool と，チャネルごとに用意された Block Info，そし
て物理リンクごとに用意された In-req ControlとOut-req Controlによって構成されている． 
図 5-2 の回路の動作は以下のようになる．ブロックが取得される際は，まず In-req Control
にメモリ取得要求 (In-req)と各リンクにおける各サイクルの動作仮想チャネル
(Ctrl-channel)が入力され，各キューにメモリ取得のための信号が出力される．それによっ
て Free Pool は先頭に格納されているポインタを動作仮想チャネルの Block Info に出力し，
対象チャネルの Block Info はそのポインタを最後尾に格納する．逆にメモリ解放の際は，
Out-req Control にメモリ解放要求(Out-req)と Ctrl-channel が入力され，各キューにメモ
リ解放のための信号が出力される．それによって対象チャネルの Block Info は先頭に格納
されているポインタを出力し，Free Pool はそのポインタを最後尾に格納する．また，ブロ




加するため，Free Pool や Block Info に要するハードウェアコストが増大するという問題も
ある．しかしながら，この問題におけるハードウェアコストの増大は，前述したブロック


























































力チャネルがブロックを取得しているかを示す Block Infoの emptyビット(BI-empty)を用
いる．図 5-3 の回路では，入力チャネルの PB-full と BI-emptyを各リンクにおいてこのサ
イクルに動作する仮想チャネルを示す Ctrl-channel で選択し，判定を行う．この回路では，
PB-full が 0，BI-empty が 1 のとき(専有部に行く場合)のみ 0 が出力され，それ以外のとき
(共有メモリに入力される場合)は 1 が出力される． 
 
 





最後尾ブロックを指す Tail を， Ctrl-channel によって選択し，選択された Tail が指すブ
ロックを示す Tail-block を出力する． 
上部のマルチプレクサは，選択されたブロックに空きがあるかどうかを確認するものであ
る．動作としては，各ブロックに空きがあるかを示す信号 Block-full を，左下のマルチプレ
クサの出力 Tail-block によって選択し，Tail-block が示すブロックに空きがあるかを示す
Tail-full を出力する．この時，対象のブロックに空きがなければ，Tail-full をブロック取得
要求 In-req として，図 5-2 の回路に送る． 
右下のマルチプレクサは，フリットを入力するブロックを決定する部分である．動作とし
ては，上部の出力 Tail-full によって，入力可能かを判定し，Tail-block あるいは Free Pool
から出力される In-address に示されたブロックへのアドレスを出力し，In-block とする．
In-address はこのサイクル内にブロックが取得された場合の取得ブロックを示している． 

























物理リンク 1 つ辺りのブロック解放判定回路の構成を図 5-5 に示す．図 5-5 の回路は，チ
ャネルが取得している先頭ブロックが各サイクルで空になるかを判定する回路である．ブ












ルの専有部に空きがないかを示す PB-full を Ctrl-channel を用いて選択し，出力するもの
である． 
先頭ブロックへのフリットの入力は，先頭ブロックが最後尾のブロックであり，かつ共有
メモリへの入力がある場合に行われる．前者の条件は，先頭ブロックを示す Out- block と
最後尾ブロックを示す Tail の値を比較することによって判定できる．後者の条件は， IJ
ステップを行う回路(図 5-3)の IJ-sig を使用することで判定できる．3)の条件は，前述した
場合以外であれば満たすことができる．図 5-5 においてこの処理は，中央のマルチプレクサ
と XNOR，NAND ゲートで行われる．これらの回路は，Ctrl-channel によって最後尾ブロ
ックを示す Tail を選択し，XNOR によって選択した Tail と先頭ブロックを表す Out-block
が同値であるかを判定する．そして，その判定結果と共有メモリへの入力信号である IJ-sig
を NAND に入力することで 3)の条件を判定している． 



























図 5-4 フリット入力回路の構造 
[67] 
 






























































































うなバッファによって区切られている．.経路 2 は図 5-6 の全てのステージを使用する．そ














a)  バッファ本体 
となる．また，物理リンク内の仮想チャネルでメモリを共有する手法(以後，これを従来法
とする)と提案手法の双方で必要になるものとして， 




c)  ブロック制御用の論理回路 





図 5-7 コントローラの簡略図 
L0VC1 Block_Info 
L0VC0 Block_Info 








なお，本評価において，B， C， L， F， W をそれぞれ以下のように仮定する． 
– B: 全物理リンクのメモリブロックの合計数  
– C: 全物理リンクのチャネルの合計数    
– L:  物理リンク数  
– F: １ブロックあたりに入るフリットの数  




装に要するトランジスタ数を想定し，メモリ要素は SRAM を想定して 6，n 入力
NAND(NOR)ゲートは 2n，インバータは 2，クロスポイントのスイッチはトライステート




 WFBM buf   (1)  
bit となる． 
 
5.4.2．制御用のメモリ要素   
b)の制御用のメモリのハードウェアコストは以下のようになる． 
(ⅰ)  従来法  従来法は，Free Pool と Block Info という制御用のキューと，フリットを
格納するメモリブロックに使用されるキューの 3 種類のキューから構成される． 
Free Pool には，記憶部本体と，制御に必要な edp， stp，empty ビットが必要になる．
記憶部本体は，1 リンク当たりのブロック数である B/L ブロックを表現し，B/L 個のエント








M FPtr  (2)  
bit となる．右辺第一項から，それぞれ，記憶部本体，edp と stp，empty ビットに要する
メモリ要素の数である． 





















メモリブロックには，入出力場所を示すポインタである edp， stp とブロックに空きがあ
るかどうかを判断する full ビットが必要になる．edp， stp はブロックのエントリ数である
1 ブロック辺りのフリットの数を表現するため，それぞれ    ビットとなり，full ビットは
1 ビットとなる．1 リンク当たりに B/L 個のブロックが必要になるため合計すると以下のよ
うになる． 
  1log2  F
L
B





































































 log2log2  
(5)  




































とする．従来法では   なので，    となる． 
(ⅱ)  提案手法  提案手法では，従来法と同様に Free Pool，Block Info，メモリブロック
の 3 種類のキューが必要になる． 
Free Pool の実装は，従来法と同様だが，B 個のブロックを管理するキューが，全物理リ
ンクに対して 1 個だけ必要となるので，Free Pool に必要なメモリ要素の数は以下のように
なる． 
 1log2log  BBBM pr,FP
 
(7)  
Block Info も同様であり，全物理リンクのチャネル数の合計分必要になるため，Block Info
に必要なメモリ要素の数は以下のようになる． 




  1log2  FBM pr,MB  (9)  
上記(7)-(9)を合計すると，全体に必要なメモリ要素の数は以下のようになる． 
    








 (10)  
(i)のケースと同様，B’を用いて，上式は， 
 












1) Flit-Input Circuit(図 5-4) 
2) Flit-Output Circuit(図 5-5) 
3) IJ Circuit(図 5-3) 
4)Free Pool 制御用のクロスバスイッチ(図 5-1) 
となる．以後の評価において次のことを仮定する． 




・XOR(XNOR)は，2 入力の NAND3 個とインバータ 2 個によって構成し，b ビット
XOR(XNOR)は b個の2入力XOR(XNOR)と b入力のANDゲートによって構成する． 
各回路のトランジスタ数は，次のようになる． 
1) Flit-Input Circuit に必要な回路とトランジスタ数の算出式はそれぞれ次のようになる． 
・ 入力 1 ビットマルチプレクサ 
・C/L 入力 log B ビットマルチプレクサ 

























変形前の式(12)における第 1 項は「 入力 1 ビットマルチプレクサ」，第 2 項は「C/L 入力




2) Flit-Output Circuit に必要な回路は，以下のようになる． 
・ブロック内の残りフリットが 1 かどうか確認する回路 
－B 入力 logF ビットマルチプレクサ 2 個 
－2 入力 logF ビット XNOR ゲート 3 個 
－2 入力 1 ビット XOR ゲート logF – 1 個 
－logF – 1，logF - 2 … 0 入力の AND ゲートが各 1 個 
－インバータが 1 個 
－2 入力 AND ゲート 
－2 入力 OR ゲート 
・C/L 入力 logB ビットマルチプレクサ 1 個 
・2 入力 logB ビット XNOR ゲート 1 個 
・2 入力 NAND ゲート 1 個 
・C/L 入力 1 ビットマルチプレクサ 1 個 



























































変形前の式(13)の第 1 項は「B 入力 logF ビットマルチプレクサ 2 個」，第 2，3 項は「2
入力 logF ビット XNOR ゲート 3 個」，第 4，5 項は「2 入力 1 ビット XOR ゲート logF – 1
個」，第 6 項は「logF – 1，logF - 2 … 0 入力の AND ゲートが各 1 個」，第 7 項は「インバ
ータ」，第 8 項は「2 入力 AND ゲートと 2 入力 OR ゲート」，第 9 項は「C/L 入力 logB ビ
ットマルチプレクサ 1 個」，第 10，11 項は「2 入力 logB ビット XNOR ゲート 1 個」，第 12
項は「2 入力 NAND ゲート 1 個」，第 13 項は「C/L 入力 1 ビットマルチプレクサ 1 個」，
第 14 項は「3 入力 AND ゲート 1 個」を示している．ただし，第 6 項は F≦4 のときは使
用しないため計算から除外する． 
3) IJ Circuit に必要な回路とトランジスタ数の算出式はそれぞれ次のようになる． 



























変形前の式(14)の第 1 項は「C/L 入力 1 ビットマルチプレクサ 2 個」，第 2 項は「インバー
タ」，第 3 項は「2 入力 OR ゲート」を示している． 
4)Free Pool制御用のクロスバスイッチに必要な回路とトランジスタ数の算出式はそれぞれ
次のようになる． 
・logB ビット幅のクロスポイントが L×B 個 
・デコーダが L 個 
－    入力の AND ゲートが 個 



































   LBBB B 22log28 log   
(15)  
変形前の式(15)の第 1 項は「logB ビット幅のクロスポイントが L×B 個」，第 2，3 項はそ
れぞれデコーダ内の AND ゲートとインバータを示している． 
上記した結果より，ブロック制御用の組み合わせ論理回路の合計トランジスタ数は次のよ
うになる． 
   FPXIJFOFIctl TLTTTT 
 
(16)  
ただし 1)と 2)の回路は，F=1 の場合は使用しないのでその場合の合計トランジスタ数は次
のようになる． 





マルチポートメモリ周辺には，入力用と出力用に，それぞれ 対 の ビット幅クロスバス
イッチを要する．これに要するクロスポイントの数は，     個となる．また，交点ス
イッチを制御するために，入力用と出力用のそれぞれに対して，    ビットデコーダを 個




















































  trbuftrtotal MMT  6  (19)  
   Mctlctlprbufprtotal TTMMT  6  (20)  
(19)および(20)により計算される，L，C，B，F，W を変化させた時の，各実装形態のお
およそのハードウェアコストの合計を表 5-1，5-2 に示す．表中に示される数字はトランジ
スタ数である．なお，本評価では，リング網，および 2 次元と 3 次元のトーラス網の三種
類の結合網を評価の対象とした． 
表 5-1 は，従来法(Conventional Method)と，提案手法をフリット単位の共有法により実









バッファの量を同じ条件にして(      に固定して)，ブロックの数を変えた( の値を
変えた)時のハードウェアコストの比較を表 5-2 に示す．従来法を用いた場合，および提案
手法をフリット単位の共有法により実装した場合のハードウェアコストを，表 5-2 中の
「Conventional Method」および「By Flit and Link Sharing」の欄に示した．これらはい
ずれも，   の場合の値となる．表 5-2 に示すように，提案手法のハードウェアコストは，
ブロックの数を少なくしてバッファを少数ブロックにまとめるに従って( の値を小さくす
るに従って)ハードウェアコストが少なくなり，フリット単位で実装した場合(F=1)に比べて
大幅に削減できることが分かる．これは表 5-1 でブロック数の合計が 64，96 個(B=64，96)
の場合との比較からわかるように，「Control Memory」，「Control Logic」，「Memory 




L C B F 















Ring  2 4 
4 
1 
1536 180 1716 1536 390 392 6272 8590 5.006 
16 6144 1116 7260 6144 2190 2504 25472 36310 5.001 






3072 360 3432 3072 1674 2000 25280 32026 9.332 
16 6144 936 7080 6144 3942 5008 50944 66038 9.327 






9216 1404 10620 9216 10218 14232 115968 149634 14.09 
48 18432 3348 21780 18432 23478 33624 233856 309390 14.21 
96 36864 7884 44748 36864 53586 77784 471552 639786 14.3 
128 
Ring  2 4 
4 
1 
3072 180 3252 3072 390 392 12416 16270 5.003 
16 12288 1116 13404 12288 2190 2504 50048 67030 5.001 
64 49152 6156 55308 49152 11910 14408 201728 277198 5.012 
2Dtorus 4 8 
8 
1 
6144 360 6504 6144 1674 2000 49856 59674 9.175 
16 12288 936 13224 12288 3942 5008 100096 121334 9.175 
64 49152 5256 54408 49152 21438 28816 403456 502862 9.242 
3Dtorus 6 12 
24 
1 
18432 1404 19836 18432 10218 14232 226560 269442 13.58 
48 36864 3348 40212 36864 23478 33624 455040 549006 13.65 































図 5-8 に提案手法における割り当て情報を記録する回路を示す．図 5-8 のようにこの回路
は，一つの Free Pool と仮想チャネル数分の Block Info から構成されている．Block_Info
は，各仮想チャネルに用意される FIFO で，対応した仮想チャネルに割り当てられたブロ
ックのポインタを格納する．Free_Pool はすべての物理リンクで一つ用意される FIFO で，
どのチャネルにも割り当てられていないブロックのポインタを格納する． 
Free_Pool は複数の物理リンクから同時アクセスされる可能性があるため，マルチポート























Ring  2 4 
16 4 
30732 154318 
24576 2670 5428 25472 58146 1.89203 
8 8 24576 1266 3228 12640 41710 1.35722 






24576 9810 18992 102656 156034 5.23042 
16 4 24576 4422 10856 50944 90798 3.04364 






36864 24342 48240 233856 343302 7.6719 
24 4 36864 10938 26724 115968 190494 4.25704 
12 8 36864 4950 15276 57504 114594 2.56087 
128 
Ring  2 4 
16 4 
55308 277198 
49152 2670 5428 50048 107298 1.94001 
8 8 49152 1266 3228 24928 78574 1.42066 






49152 9810 18992 200960 278914 5.12634 
16 4 49152 4422 10856 100096 164526 3.02393 






73728 24342 48240 455040 601350 7.3684 
24 4 73728 10938 26724 226560 337950 4.14094 





ェアコストが膨大である．そこで，共有メモリと同様に Free_Pool も複数の通常の FIFO




表 5-3 に Free_Pool のトランジスタ数を示す．表 5-3 において，リンク数は 4，仮想チャ
ネル数は 2，フリット長 8 ビット，そして共有メモリの容量は 64 となっている．また，削
減効果を評価するため，制御回路内のほかのハードウェアコストも表 5-3 の最後の列に示
す．表 5-3 の最初の列はブロック数である． 


















Blocｋ4 512 512 512 
Block8 1312 704 1536 






















































ク数が 2，仮想チャネル数が 2 の場合の提案手法を 2 つ用意するものとして計算している．
表 6-1 に結果を示す．表中の記号はそれぞれ以下の意味を表す． 
– B: 全物理リンクのブロックの合計数  
– C: 全物理リンクの仮想チャネルの合計数    
– L:  物理リンク数  
– F: １ブロックあたりに入るフリットの数  









ブロック数が 8 以下ならば 2 倍以下で実装可能であることが分かる．二リンク共有では，
全リンク共有にくらべてすべての項目でトランジスタ数が大きく減少しており，ブロック









図 6-2 に全リンク共有におけるブロック数ごとの結果を示す．図 6-2 は PE 数が 64，バッ
ファ総量が 32，パケット長が 16 ビットの場合の結果である．図中の「未共有」は共有を行
わなかった結果，「フリット単位」は，全リンク共有は行うがブロック単位の共有を行わず






続いて，二リンク共有におけるシミュレーション結果を図 6-3，6-4 および表 2 に示す．
図と表中の「2 リンク B2，4，8」はそれぞれ二リンク共有の各共有部分のブロック数が 2，
4，8 の場合の結果である．すなわち，ルータ全体でブロック数が 4，8，16 となる．また，
表 6-1 各実装形態のトランジスタ数 





制御用論理 メモリ周辺 合計 未共有 増加率 
64 
二リンク 
4 8 8(16) 4 24576 2340 5368 25280 57564 29832 1.93 
64 4 8 4(8) 8 24576 1116 3432 12544 41668 29832 1.40 
64 4 8 2(4) 16 24576 516 2368 6224 33684 29832 1.13 
64 
全リンク 
4 8 16 4 24576 4422 10856 50944 90798 29832 3.04 
64 4 8 8 8 24576 2010 6456 25280 58322 29832 1.96 
64 4 8 4 16 24576 918 4080 12544 42118 29832 1.41 
64 4 8 2 32 24576 402 2800 6224 34002 29832 1.14 
128 
二リンク 
4 8 8(16) 4 49152 2340 5368 49856 106716 54408 1.96 
128 4 8 4(8) 8 49152 1116 3432 24832 78532 54408 1.44 
128 4 8 2(4) 16 49152 516 2368 12368 64404 54408 1.18 
128 
全リンク 
4 8 16 4 49152 4422 10856 100096 164526 54408 3.02 
128 4 8 8 8 49152 2010 6456 49856 107474 54408 1.98 
128 4 8 4 16 49152 918 4080 24832 78982 54408 1.45 
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ンクずつとした 2 リンク共有について検討した．その結果，2 リンク共有は，性能の若干の
低下はあるものの，ハードウェアコストを大きく削減できることを示した． 
  
表 6-2 各実装形態のトランジスタ数 
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