Abstract. The Papoulis-Gerchberg (PG) algorithm is well known for band-limited signal extrapolation. The authors consider the generalization of the PG algorithm to signals in the wavelet subspaces in this research. The uniqueness of the extrapolation for continuous-time signals is examined, and sufficient conditions on signals and wavelet bases for the generalized PG (GPG) algorithm to converge are given. A discrete GPG algorithm is proposed for discrete-time signal extrapolation, and its convergence is investigated. Numerical examples are given to illustrate the performance of the discrete GPG algorithm.
1. Introduction. Band-limited signal interpolation (or sampling) and extrapolation have many applications in both mathematics and engineering, including radio astronomy, radar target detection, geophysical exploration, medical image processing, and communication theory. The Shannon sampling theorem provides a signal interpolation formula from discrete samples of a band-limited signal if the sampling rate is above the Nyquist rate. In the '70s, Papoulis [14] and Gerchberg [9] developed an algorithm for extrapolating a band-limited signal outside a known interval. There have been many extensions and modifications of these two fundamental signal interpolation and extrapolation schemes [3] , [4] , [11] , [15] , [18]- [22] , [24] , [28] [29] [30] [31] [32] . However, all of them were derived from the Fourier transform viewpoint. Wavelet theory has been extensively studied for the last several years [5] , [6] , [8] . It provides various attractive multiresolution bases for signal representation with a good time-frequency localization property. In particular, if the scaling function is chosen to be the sinc function, the corresponding wavelet subspaces are those formed by band-limited signals. By extending the.
Shannon sampling theorem for band-limited signals, Walter [23] derived a general sampling theorem applicable to signals in wavelet subspaces. In this research, we are interested in generalizing the Papoulis-Gerchberg (PG) algorithm from band-limited signals to signals in the wavelet subspaces.
Let us use the following two simple examples to illustrate the nature of the extrapolation problem. Consider first the Haar wavelet, where the scaling function cpn(t) X0,1) (t), which is 1 when 0 < < 1 and 0 otherwise. The wavelet subspaces Vj={f(t)" f(t) is constant in each interval I2 , (k+l))2j kZ} wherejZ, consist of piecewise constant functions on intervals of length 2-J. For a signal f(t) Vj, even though we know that the values of f(t) in interval [ko/2 kl/2J), where k0, kl Z and k0 < kl, there is no unique way to extend f(t) outside the interval. Second, consider the sinc wavelet as mentioned earlier where tPs sin,r_____.Zt and the wavelet subspaces Vj are *Received by the editors October 8, 1992 ; accepted for publication (in revised form) October 21, 1993 [5] , . [6] , [8] for more detailed discussion. Let (t) be a real scaling function such that, for a fixed arbitrary integer j, {qbjk(t)}kZ, where qbjk(t) 2J/2q(2Jt k)
is an orthonormal basis of the wavelet subspace Vj, and V }jz is a multiresolution approximation of L2(R), i.e., Vj C Vj+I and j Vj L2(R). The wavelet function corresponding to 4(t) is denoted by (t) and aPjk(t) 2J/2q/(2 j k). The a_ dp(s k)dp(t k), Some basic results are summarized below (see [16] In the following, the symbol k(t) with k K is always used to mean the extended one as given in (3.6) . Properties of the extended k(t), k K, are described in the following lemma.
LEMMA 1. The extended k(t) with k K as defined in (3.6) 
where the equality labeled with (1) is due to the fact that {(t)}k is an orthonormal basis of L2[-T, T]. It is also obvious that k > 0. [3 Consider the space (3.10) Us __.a {closed linear span of {k(t)} in L2(R)} pS pr(LE(R)), generated by (t) with k 6 K. For any g(t) eKak(t) Us, we know from (3.9) that < (X), so that Us is a subspace of L2(R). Furthermore, since k(t) Vj for k 6 
We want to prove
The equality (3.11) is trivial for 0. By assuming (3.11) is true for l, i.e.,
it can be shown that (3.11) holds for + 1. To see this, by using (2.7) let us examine
Thus, we have
and (3.11) is proved by induction. A direct consequence of (3.11) is (3.12)
Therefore,
IIf-fl)ll (4.8) ((w + 2nn') 1 'V'w R.
n-----For more details about cardinal wavelets, we refer to and [27] .
In the following we construct real and cardinal Meyer wavelets as follows. We define 4(t) by 5zr < co < 5zr, 7r <CO <--Tr, 4 Iol >_ We first show that b(t) is real. To do so, it is enough to show (co) *(-co) for all 2 4 real co. For 4(t) with (4.9), it is enough to show (co) *(-m) for 5 < m < 5. When 2 4 1(
(1 e-i(-) We now prove that Xi < for < < r0. For < < r0, where we use the properties that both 79 and 79-1 preserve the total energy and that W r behaves like 79 P-when operating on (J, K) scale-time limited sequences. Thus, Li < 1 for 1 < < r0. Similar to the proof of the error formula (3.12), we have ro (5.10)
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We observe from the experiments in 6.1 and 6.2 that the convergence of the DGPG algorithm not only depends on the wavelet basis but also the length N of the observation sequence. Roughly speaking, the uniqueness and convergence of the GPG or DGPG algorithm depend on the smoothness of the wavelet bases. If the algorithm converges, its convergence rate depends on the time-localization property of wavelet bases. Thus, the desired wavelet bases might be those which are smooth and have a fast decay in the time domain. However, a more quantitative characterization remains to be investigated. There are many interesting topics to be studied as extensions of this work. The list at least includes: (1) to search more wavelet bases satisfying the conditions in Theorem 3; (2) to establish a relationship between the conditions in Theorem 3 and the one in Theorem 6 for continuous-and discrete-time signal extrapolation; (3) to perform signal extrapolation with noisy data; (4) 
