Abstract. This paper presents the lowest-order weak Galerkin (WG) finite element method for solving the Darcy equation or elliptic boundary value problems on general convex polygonal meshes. In this approach, constants are used in element interiors and on edges to approximate the primal variable (pressure). The discrete weak gradients of these constant basis functions are established in simple H(div)-subspaces on polygons that are explicitly constructed by using the normalized coordinates and Wachspress coordinates [W. Chen and Y. Wang, Math. Comp., 86 (2017Comp., 86 ( ), pp. 2053Comp., 86 ( --2087. These discrete weak gradients are used to approximate the classical gradient in the variational formulation. No penalization is needed for this new method. The method results in symmetric positive-definite sparse linear systems. It is locally mass-conservative and produces continuous normal fluxes. The new method has optimal-order convergence in pressure, velocity, and normal flux, when the convex polygon meshes are shape-regular.
1. Introduction. This paper concerns finite element methods for elliptic boundary value problems prototyped as (1) \left\{ \nabla \cdot ( - K\nabla p) \equiv \nabla \cdot u = f, x \in \Omega ,
where \Omega \subset \BbbR 2 is a bounded (polygonal) domain, p is the unknown primal variable, K is a 2 \times 2 coefficient matrix that is uniformly symmetric positive-definite, f is a source term, p D , u N are, respectively, Dirichlet and Neumann boundary data, and n is the outward unit normal vector on \partial\Omega , which has a nonoverlapping decomposition \Gamma D \cup \Gamma N . The elliptic boundary value problem (1) describes Darcy flow when the primal variable p is interpreted as pressure and K is the hydraulic conductivity. Then the flux u = - K\nabla p is understood as velocity and u \cdot n is specifically named as normal flux. Heat or electrical conduction in composite materials can also be described by (1) , when p is the temperature or electric potential and K is the thermal or electric conductivity. Accordingly, u is the heat or electric flux. For ease of presentation, we shall restrict the discussion to the context of Darcy flow.
The elliptic equation (1) can be solved by a variety of finite element methods on simplicial (triangular or tetrahedral) and 2-dim or 3-dim rectangular meshes, e.g., Let E be a polygon with n vertices v i (1 \leq i \leq n) that are arranged counterclockwise. Let n i (1 \leq i \leq n) be the outward unit normal vector on edge e i that connects vertices v i and v i+1 (see Figure 1 ). Here the modulus n convention is adopted for indexing. Let x \in E \circ (interior of E). Clearly, its distance to edge e i is (2)
We define a scaled normal vector as (3) \widetil n i = 1 d i n i , 1 \leq i \leq n.
Then we define for 1 \leq i \leq n,
Finally, we define the Wachspress coordinates as (5) \lambda i (x) = w i (x)/W (x), 1 \leq i \leq n.
For a convex polygon, the Wachspress coordinates are nonnegative and have linear precision; i.e., for 1 \leq i \leq n, (6) \lambda i (x) \geq 0,
The Wachspress coordinates are usually rational functions. For example, if E is a quadrilateral with vertices (0, 0), (1, 0) , (a, b), and (0, 1) oriented counterclockwise (see Figure 2 ), then the Wachspress coordinates are (7) \lambda i (x, y) = f i (x, y)/g(x, y), i = 1, 2, 3, 4, Downloaded 09/14/18 to 129.82.154. 24 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Clearly, f 1 , f 2 , f 3 , f 4 are \scrP 2 polynomials and g is a \scrP 1 polynomial. When a = b = 1, i.e., the quadrilateral degenerates into the unit square, we have g(x, y) \equiv 1 and \lambda 1 = (1 -x)(1 -y), \lambda 2 = x(1 -y, ), \lambda 3 = xy, \lambda 4 = (1 -x)y, which are bilinear polynomials. As discussed in [19] , one introduces an auxiliary ratio function (8) R i (x) = \nabla w i (x) w i (x) , 1 \leq i \leq n.
By the quotient rule for differentiation, one is led to (9) \nabla \lambda i (x) = \lambda i (x) [9] for general convex polygons and has nice approximation properties.
Let E be a convex polygon as described in subsection 2.1. Let x c = (x c , y c ) be its geometric center and | E| be its area. For 1 \leq i \leq n, let | e i | be the length of edge e i and | T i | be the area of the triangle formed by x c , v i , v i+1 .
We will need to calculate some coefficients. First, we define
Second, we define
where \delta i,j is the Kronecker symbol. Third, we define
It has been shown in [9] that for any 1 \leq i, j \leq n, Basis for \bfitC \bfitW \bfzero space. It is shown in [9] that dim(CW 0 ) = n and the following n vector-valued functions form a basis for CW 0 :
where \lambda j are the Wachspress coordinates discussed in the previous subsection. This set of basis functions relies on the frame consisting of the following (n + 1) functions:
which utilize the normalized coordinates and the curls of the Wachspress coordinates. The aforementioned coefficients a i , c i,j form a conversion matrix that has rank n. Furthermore, there hold that
The first item is established in [9] . The second item can be derived from the fact that the divergence of curl is zero. In other words, for these basis functions, the pointwise normal flux on element boundaries and the pointwise divergence on elements are both constants (see Figure 3 for an illustration). These properties make the CW 0 space very attractive for practical applications. It is worth pointing out that when a polygon degenerates to a triangle or rectangle, CW 0 becomes the standard Raviart--Thomas space RT 0 or RT [0] , as expected. Downloaded 09/14/18 to 129.82.154.24. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 2.3. Weak Galerkin (\bfitP \bfzero , \bfitP \bfzero ; \bfitC \bfitW \bfzero ) finite elements on polygons. In this subsection, we utilize the CW 0 spaces to construct WG finite elements (P 0 , P 0 ; CW 0 ) on polygons. We follow the approach laid out in [35] . Let E be a polygon. A (P 0 , P 0 )-type discrete weak function \phi = \{ \phi \circ , \phi \partial \} on E has two independent pieces: \phi \circ is a constant in the polygon interior E \circ , and \phi \partial is a piecewise constant on the edges that make up the polygon boundary E \partial . We specify its discrete weak gradient \nabla w,d \phi in CW 0 (E) via integration by parts:
So \nabla w,d \phi is a linear combination of those n basis functions of CW 0 (E) constructed in (14) . The discrete weak gradient defined in (16) uses exactly both the pointwise normal flux w \cdot n and the pointwise divergence \nabla \cdot w of the vector-valued functions in CW 0 . Right here, the two properties in (15) are nicely used.
For an n-gon, there are (n + 1) WG basis functions, one for the polygon interior and one for each of the n edges of the polygon. For any such WG basis function \phi = \{ \phi \circ , \phi \partial \} , \phi \circ is either 1 or 0, and so is \phi \partial on each edge. This indicates that the right-hand side of (16) can be easily evaluated and \nabla w,d \phi can be quickly solved, once the Gram matrix for the CW 0 basis in (14) is computed.
As an example, we consider a pentagon E shown in Figure 4 . Let | E| be its area and | e i | (i = 1, 2, 3, 4, 5) be the length of the ith edge. Let \phi 0 , \phi 1 , \phi 2 , \phi 3 , \phi 4 , \phi 5 be the six WG basis functions that correspond, respectively, to the interior and the five edges of the pentagon. Then the right-hand sides of (16) for these six WG basis functions are, respectively,
Solving the corresponding six size-5 SPD linear systems gives the linear combination coefficients needed for expressing \nabla w,d \phi i in terms of the basis functions of CW 0 .
For a general discussion on weak functions, weak gradient, discrete weak functions, and discrete weak gradients, the reader is referred to [35] . Let \scrE h be a convex polygonal mesh for \Omega . For any E \in \scrE h , we use | E| to denote its area and h E its diameter. We define h = max E\in \scrE h h E . A polygonal mesh is called shape-regular, provided that it satisfies the following four assumptions.
(A1) Edges are not too short. There exists C 1 > 0 such that | e| \geq C 1 h E for any E \in \scrE h and any of its edges e. (A2) Polygons are not too small . There exists C 2 > 0 such that | E| \geq C 2 h 2 E for any E \in \scrE h . (A3) Interior triangles are not too short. There exists C 3 > 0 such that for any E \in \scrE h and any of its edges e, there exists a triangle contained in E with e being its base but the height over e is \geq C 3 h E . (A4) Circumscribed triangles are not too tall . There exists C 4 > 0 such that for any E \in \scrE h , there exists a circumscribed triangle so that the triangle diameter is \leq C 4 h E . Each circumscribed triangle intersects with only a fixed small number of such triangles for other polygons. Similar definitions can be found in [5, 36] .
Let \Omega be a polygonal domain equipped with a shape-regular convex polygonal mesh \scrE h [36] . Let \Gamma 
functions into the space of constant functions on E \circ , and in the same spirit, Q \partial h maps L 2 (E \partial ) functions into the space of piecewise constant functions on E \partial . We also define Q h as the local
WG scheme for pressure on a polygonal mesh.
After a numerical pressure p h is solved from (17), the elementwise numerical velocity is obtained by performing the local L 2 -projection back into the subspace CW 0 :
But this projection is not needed when K is an elementwise constant scalar matrix. Then the bulk normal flux on an edge is defined as (21) \int e\in E \partial u h \cdot n e . Downloaded 09/14/18 to 129.82.154.24. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Regardless of mesh quality, this new WG finite element scheme possesses two important properties: local mass conservation and normal flux continuity.
Theorem 1 (local mass conservation). Let E \in \scrE h be a polygon. Then
Proof. In the finite element scheme (17) , take a test function q so that q| E \circ = 1 but it vanishes on all edges and inside all other elements. Then
It is interesting to note the following: \bullet The first``="" comes from the WG finite element scheme. \bullet The second``="" uses the definition of projection Q h . \bullet The third``="" uses the definition of numerical velocity. \bullet The fourth``="" uses the definition of discrete weak gradient. \bullet The fifth``="" uses the definition of this particular test function q. \bullet The sixth``="" uses the Gauss divergence theorem on a function in CW 0 .
Theorem 2 (continuity of bulk normal flux). Let e be an edge shared by two elements E 1 , E 2 and n 1 , n 2 be the constant outward unit normal vectors on e, respectively, for E 1 , E 2 . There holds that
Proof. In the finite element scheme (17) , take a test function q = \{ q \circ , q \partial \} so that the following hold:
\bullet q \partial = 1 only on edge e but = 0 on all other edges. \bullet q \circ = 0 in the interior of any polygonal element. The definitions of Q h and discrete weak gradient together with the Gauss divergence theorem imply that
which implies the normal continuity of bulk flux.
Errors in pressure, velocity, and normal flux are measured in the following norms: 
Here the norm for errors in the normal flux is adopted from [37] , which``gives an appropriate scaling of size of | \Omega | for a unit vector."" When convex polygonal meshes are shape-regular and the exact solution has full elliptic regularity, we have first-order accuracy in numerical pressure, velocity, and normal flux as follows:
These results will be stated and proved rigorously in the next section.
4. Error analysis. This section presents error analysis for velocity, normal flux, and pressure for the lowest-order WG scheme (17) with a Dirichlet boundary condition. We adopt the notation A \lesssim B for an inequality A \leq CB, where C is a positive constant that is independent of mesh size h but may take different values in different appearances. We assume \scrE h is a shape-regular convex polygonal mesh.
Theorem 3. The WG finite element scheme (17) has a unique solution. Proof. We follow the approach in [25] . First, we define a seminorm on S h :
This seminorm becomes a norm on S 0 h . To see this, we consider \phi \in S 0 h with | \| \phi \| | = 0. Then \nabla w,d \phi = 0 on any polygon E \in \scrE h . For any w \in CW 0 (E), we have
by applying the definition of discrete weak gradient, integration by parts, and the fact that the classical gradient \nabla \phi \circ = 0. According to the first property in (15), we can choose w \in CW 0 (E) so that (w \cdot n)| e = \phi \partial | e -\phi \circ for any edge e of the polygon E. This leads to \| \phi \partial | e -\phi \circ \| L 2 (e) = 0. Therefore, all the constant values of \phi = \{ \phi \circ , \phi \partial \} in element interiors and on edges are the same and hence equal to 0, since \phi \in S 0 h . Regarding the solution of the WG finite element scheme (17) , it suffices to prove the uniqueness, since this is a linear problem. If p (1) h and p (2) h are two solutions of (17) , then e h = p
h satisfies the following equation:
Since e h \in S 0 h , we can set q = e h in the above equation to obtain
By the proceeding discussion, we have e h \equiv 0 and hence p
(1)
h . Lemma 1 (trace inequality for H 1 -functions on polygons). There holds that 
2 to the space of constant vectors on E. Then
Proof. This is derived from Lemma 4.1 in [36] for degree 0 polynomials.
4.1. Approximation properties of \bfitC \bfitW \bfzero . Approximation properties of the H(div)-subspace CW 0 need further examination, since it plays an important role.
Lemma 3 (approximation capacity of Q h ). There holds that
Proof. This can be proved using the standard techniques in [10] .
We still need a global interpolation operator \Pi h that maps H(div, \Omega ) to the global CW 0 space on the entire polygonal mesh \scrE h . The definition is based on normal trace. Let E \in \scrE h be a polygon with edges e j and outward unit normal vector n j , 1 \leq j \leq n. Let w j (1 \leq j \leq n) be the basis functions in (14) . For v \in H(div, \Omega ), we define
Note that \Pi h v \in H(div, \Omega ) also. Applying the Gauss divergence theorem and the above definition for interpolation, we have
In other words, there holds that
Lemma 4 (approximation capacity of \Pi h ). There holds that
Proof. See Lemma 3.10 in [9] .
Lemma 5 (trace equivalence for CW 0 ). For any w \in CW 0 , there holds that
Let e i (1 \leq i \leq n) be the edges of E and w i (1 \leq i \leq n) be the CW 0 basis stated in (14) .
On the other hand, by (15), we have w| ei \cdot n i = c i , and hence
The mesh is shape-regular, so h - 1 e i \approx const, and thus 
The above commuting identity along with the diagram in Figure 5 indicates that the discrete weak gradient indeed provides a nice approximation of the classical gradient. In Figure 5 , W G(P 0 , P 0 ) refers to the elementwise WG finite element space of discrete weak functions that are constants in the element interior and also constants on each edge. Proof. Consider any w \in CW 0 (E). Applying integration by parts and the definition of discrete weak gradient, we have
The desired identity follows from the arbitrariness of the test function w.
Lemma 7. For any v \in H(div, \Omega ) and any \phi = \{ \phi \circ , \phi \partial \} \in S 0 h (\scrE h ), there holds that (36) \sum
Proof. By (32) and the definition of \nabla w,d , we have
The desired equality follows from the normal continuity of \Pi h v across edges.
Error equation.
This subsection examines the error between the L 2 -projection of the exact solution and the finite element solution.
Lemma 8 (error equation). For the exact solution p of (1) and the numerical solution p h of (17), there holds that 
On the other hand, we have by Lemma 6 that
Subtraction of the above two equalities yields the claimed error equation.
Lemma 9 (difference between L 2 -projection and finite element solution). Let p be the exact solution of (1). Assume that p \in H 2 (\Omega ) and - K\nabla p \in
On the other hand, taking q = e h in the error equation (37) and applying the Cauchy--Schwarz inequality, we obtain \scrA h (e h , e h ) \leq \sum
Since \Pi h (K\nabla p) and KQ h (\nabla p) both approximate K\nabla p, we consider their performances separately and then apply a triangle inequality. The assumptions imply
By summing the above elementwise estimates, we obtain
and then
The claimed result comes after a multiplicative cancellation.
4.4.
Error analysis for velocity and normal flux. We present error analysis for velocity based on the error equation. Then we use trace inequalities to derive an error estimate for normal flux.
Theorem 4 (convergence in velocity). Assume the exact solution of (1) has regularity p \in H 2 (\Omega ) and u \in H 1 (\Omega ) 2 . Let u h be the numerical velocity obtained from (20) . Then Proof. This will be established by using CW 0 approximation capacity and the error equation.
Step 1. On each element, by Lemmas 6 and 3, we have
Step 2. By the approximation capacity of Q h , we have elementwise
Step 3. By the stability of Q h and Lemma 9, we have
Then (39) follows from summation over the mesh and triangle inequalities.
Theorem 5 (convergence in normal flux). Assume the exact solution of (1) has regularity p \in H 2 (\Omega ) and u \in H 1 (\Omega ) 2 . Let u h be the numerical velocity obtained from (20) . Then
Proof. Let E \in \scrE h . By a triangle inequality, we have 
For the last step, we have used Lemma 2 and Lemma 3.8 in [9] . For II, we apply Lemma 5, a triangle inequality, and Lemma 4 to obtain (43)
Summing (42), (43) over the mesh, using the fact that | E| /| e| \approx h, the norm definition (26) , and Theorem 4, we finally obtain the claimed result in Theorem 5.
Error analysis for pressure. This is based on a duality argument.
Theorem 6 (convergence in pressure). Assume the exact solution p of (1) Assume \phi has also full elliptic regularity, specifically
By Lemmas 7 and 6 and the definition of Q h , we have
Let us pause to look at what we are dealing with and what tools we have:
\bullet For the direct problem, we need to estimate
\bullet For the dual problem, we need to estimate \nabla \phi -Q h (\nabla \phi ), K\nabla \phi -\Pi h (K\nabla \phi ). 
Next we utilize the self-adjointness of K and the orthogonality implied by Q h to get 
By a triangle inequality and Lemmas 6, 3, and 9, we have For T 4 , by the self-adjointness of K, the orthogonality implied by Q \circ h , the variational form, and the finite element scheme, we have (56) Here are some remarks: (i) The above analysis shows that the error e \circ h = p \circ h -Q \circ h p is dictated by term T 4 , for which \| f -Q \circ h f \| is a determining factor. When f has sufficient regularity, e.g., f \in H 1 (\Omega ), we have superconvergence e \circ h = \scrO (h 2 ). This shall be numerically illustrated in section 7.
(ii) Note that for this WG method, a first-order convergence in pressure can be attained for problems without full elliptic regularity; see, e.g., Example 2 in [24] . We omit the details here. (i) the mixed finite element method (CW 0 , P 0 ) presented in [9] ; (ii) the WG(Q 0 , Q 0 ; RT [0] ) method on quadrilateral meshes in our recent work [24] and the WG(P 1 , P 0 ; P 2 0 ) method with stabilization derived from [25] ; (iii) the continuous Galerkin method studied in [19] , which uses the Wachspress coordinates directly; (iv) the hybrid high-order (HHO) methods [12] ; (v) the mimetic finite difference (MFD) methods [5, 15] .
MFEM(\bfitC \bfitW \bfzero , \bfitP \bfzero ). As investigated in [9] , the CW 0 subspace on a polygon can be paired directly with the P 0 subspace on the same polygon to form a mixed finite element method for solving elliptic problems. Although the element pair (CW 0 , P 0 ) satisfies the inf-sup condition and hence is stable, an indefinite linear system needs to be solved after the finite element discretization. Hybridization can be employed to convert the saddle-point problems into definite problems.
The WG method in this paper is related to but different from the mixed method in [9] . Our WG method is based on the primal variational formulation, has pressure unknowns in element interiors and on edges, and results in a symmetric positive-definite discrete system. Moreover, in our WG method, Dirichlet conditions are essential and Neumann conditions are natural, whereas it is the other way around in the mixed method.
WG(\bfitQ \bfzero , \bfitQ \bfzero ; \bfitR \bfitT [\bfzero ] ) on quadrilateral or hybrid meshes. Actually, the WG method in our recent work [24] treats triangular, rectangular, quadrilateral, and hybrid meshes in a unified way. Rectangular meshes are naturally a special case of quadrilateral meshes. A hybrid mesh consists of quadrilaterals and triangles. In any case, pressure is approximated by constants inside the elements and on edges, similar to the method in this paper.
In [24] , the discrete weak gradients of these constant functions are specified in the standard local RT 0 spaces for triangles or the unmapped local RT [0] spaces for quadrilaterals. These Raviart--Thomas spaces consist of polynomial vectors and hence are easier to implement. Regardless of mesh quality, the WG method in [24] is locally conservative and produces continuous normal fluxes. An asymptotically parallelogram quadrilateral mesh assumption is placed to guarantee optimal convergence in pressure, velocity, and normal flux. According to [2, 24] , for asymptotically parallelogram quadrilateral meshes, the angles between the outward normals on the opposite edges are close to \pi . Although any polygonal domain can be partitioned into such meshes [2, 39] , there are applications for which rough quadrilateral or polygonal meshes need to be used [5, 37] . The WG method in this paper is applicable to more general (shape-regular) polygonal meshes. There is no restriction for quadrilaterals to be asymptotically parallelogram. However, the CW 0 vector-valued functions are rational functions. A frame needs to be used to get the basis functions. An apparent benefit is the first-order convergence in pressure, velocity, and normal flux for any shape-regular convex polygonal meshes.
The WG methods in [24] and this paper are both lowest order (using constant approximants) and share the same spirit that no stabilization is needed.
WG(\bfitP \bfone , \bfitP \bfzero ; \bfitP \bftwo \bfzero ) having stabilization. The family of stabilized WG(P k+1 , P k ; P d k ) finite element schemes (dimension d = 2, 3) developed in [25] are for polytopal meshes. The case k = 0, d = 2, i.e., WG(P 1 , P 0 ; P 2 0 ), is closely related to the WG scheme in this paper. The WG(P 1 , P 0 ; P 2 0 ) finite element scheme for elliptic problems Downloaded 09/14/18 to 129.82.154.24. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php can be described as follows. Let \scrE h be a polygonal mesh, and define
where \scrA h (p h , q) has the same form as the one shown in (18) but is defined for shape functions that are linear polynomials in element interiors and constants on edges. Of course, their discrete weak gradients are in P 2 0 . Here \scrS h is a stabilization term:
and Q \partial h is the local L 2 -projection into the P 0 space on an edge. It has been proved in [25] that these stabilized WG schemes are locally massconservative and produce continuous normal fluxes, which depend on the penalty factor \rho . However, how to compute a numerical velocity was not discussed in [25] , and hence further study is needed. One possible procedure for postprocessing is to apply an interpolation operator to the normal fluxes on the edges to obtain a numerical velocity in the CW 0 space. For \rho > 0, the schemes are stable and possess optimalorder convergence in pressure. So the suggested choice is \rho = 1. If other factors are to be considered, e.g., the discrete maximum principle, then an optimal value for \rho could be problem dependent.
Continuous Galerkin method based on Wachspress coordinates. In this approach [19] , the Wachspress coordinates are naturally used as node-oriented basis functions due to their Lagrangian properties. This method has the fewest degrees of freedom. The analysis on their gradient bounds in [19] guarantees the stability and optimal convergence of this method. However, this method is in general not locally conservative and does not produce continuous normal fluxes, similar to other traditional CG methods on triangular and rectangular meshes.
HHO method. It is interesting to observe some similarities and differences between our WG method and the HHO method [12] . Both methods use basis functions in element interiors and on edges. For HHO, on each individual element, these two types of polynomial basis functions together are lifted to higher-order polynomials (the third type) through solving a local Neumann problem. Then the gradients of the third-type basis functions are used to approximate the classical gradient in the variational formulation. However, for WG, on an individual element, these two types of polynomial basis functions are used to construct discrete weak gradients through integration by parts. These discrete weak gradients are used to approximate the classical gradient in the variational formulation.
MFD methods. The MFD methods [5, 15] (and references therein) are also popular. When applied to the Darcy or elliptic equation, the MFD method approximates the pressure and normal flux simultaneously by using two discrete spaces (one for pressure and one for normal flux). The discrete divergence operator and the discrete flux operator are defined to approximate the corresponding continuous operators. These two discrete operators are adjoint to each other.
A major difference between our WG method and the MFD methods lies in that of primal and mixed formulations. Our WG method relies on the primal formulation, approximates the pressure in element interiors and on edges, and produces its discrete weak gradient and then approximates velocity. The MFD methods inherit the spirit of mixed formulation by approximating pressure and velocity at the same time.
One commonality between the MFD and WG methods is the use of duality or adjointness of operators. For WG, the definition of a discrete weak gradient operator Downloaded 09/14/18 to 129.82.154.24. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php relies on the duality of the classical divergence operator. For MFD, the discrete divergence operator is defined first, and then the discrete flux operator is defined as its adjoint [5, 15] .
Others. The similarities and differences between the WG methods and the hybridizable discontinuous Galerkin (HDG) methods were commented on in [11, 26] . Here we make a further comment that the WG methodology establishes approximation of the classical (gradient, curl, div, etc.) differential operators by discrete weak operators. This is accomplished through integration by parts utilizing the WG basis functions defined in element interiors and those on interelement boundaries. Our WG method in this paper is based on an approximation of the classical gradient by the discrete weak gradient in the CW 0 space and hence fits in the abstract framework of gradient schemes investigated in [16] . But an elaboration on this is omitted due to page limitation.
6. Implementation. This section discusses efficient implementation strategies for the WG(P 0 , P 0 ; CW 0 ) solver. For ease of implementation, we assume K is a constant 2 \times 2 SPD matrix on each element. This can be achieved by taking elementwise averages.
(0) Generating polygonal meshes. The quality of polygonal meshes determines performance of finite element solvers on such meshes. For the numerical experiments in this paper, we use PolyMesher [29] , which is readily available in MATLAB. Quadrilateral meshes are treated as a special type of polygonal meshes.
(1) Computing \bfitlam \bfitj , curl(\bfitlam \bfitj ). The new ingredients in this solver are the Wachspress coordinates \lambda j and their gradients and curls. These quantities can be calculated using the formulas presented in subsection 2.1.
(2) Frame and basis for elementwise \bfitC \bfitW \bfzero space. As discussed in subsection 2.1, on each polygonal element, we use the normalized coordinates and the curls of the Wachspress coordinates
x -x c , curl(\lambda j ) (j = 1, . . . , n)
to first form a frame for CW 0 . Then the conversion matrix (see subsection 2.2) is used to obtain the values of the CW 0 basis functions w i (1 \leq i \leq n).
(3) Computing Gram matrix \bfitG (w \bfone , . . . , w \bfitn ) for \bfitC \bfitW \bfzero basis. This can be done straightforwardly by employing a Gaussian quadrature on each element. Notice that the formulas for \lambda j , curl(\lambda j ) do not apply directly when a point is on the boundary of a polygon. So a Gaussian quadrature indeed avoids unnecessary complexity.
The Gram matrix is used in computing discrete weak gradients; see formula (16 T can be obtained by solving a small SPD linear system that has G(w 1 , . . . , w n ) as the coefficient matrix and the jth column of G \bfK as the right-hand side.
(6) Computing elementwise numerical velocity. After a numerical pressure p h is obtained, we compute its discrete weak gradient and assume
Then we have an elementwise numerical velocity (62)
which is attributed to elementwise matrix multiplication.
(7) Computing bulk normal fluxes. Instead of using a quadrature for evaluating the bulk normal flux defined in (21), we use the above formula and formula (15) section 2.2 to obtain
A similar technique can be used to evaluate elementwise numerical divergence.
(8) Vectorized assembly in MATLAB. A new aspect of finite element solvers on polygonal meshes is that the polygon type (quadrilaterals, pentagons, hexagons, etc.) varies. Accordingly, the element stiffness matrix size varies. Implementation in C++ would not be an issue, since C++ polymorphism and instantiation can be utilized. Implementation in MATLAB would be different, since vectorization for the entire mesh cannot be performed directly. Elementwise assembly would be inefficient. On the other hand, for a practical polygonal mesh, like one generated by PolyMesher, the polygons are mainly quadrilaterals, pentagons, hexagons, and 7-gons. In other words, the number of types is limited. With this consideration, our MATLAB implementation does the following:
(i) It retrieves mesh info on the maximal size (number of edges) of polygons.
(ii) It organizes the element stiffness matrices according to this maximum, and unoccupied entries are set to zero. (iii) It performs vectorized assembly using the above data structure. More details can be found in our MATLAB package DarcyLite.
(9) Schur complement or static condensation. Note the for this WG method, there are two groups of basis functions: one for the element interiors and the other for edges. For convenience, we use x 0 to denote the degrees of freedom associated with the former and x 1 for the latter. Then the assembled discrete linear system takes the following form: 
\bigr)
A 01 \bigr)
This technique shares the same spirit as those used in [30, 31] and reveals that static condensation [11] applies to this WG method also.
7. Numerical experiments. This section presents numerical results to demonstrate the accuracy and efficiency of the lowest-order WG solver on convex polygonal meshes. Three types of meshes are used in numerical tests, as shown in Figure 6 . Example 1. This example is adopted from [26] with \Omega = (0, 1) 2 and K = xy I 2 . A known exact solution is p(x, y) = x(1 -x)y(1 -y). Accordingly, the velocity is
A homogeneous Dirichlet boundary condition is specified on the bottom, top, and left boundaries, whereas a Neumann boundary condition is specified on the right boundary. Shown in Tables 1  and 2 and Figure 7 are WG results. . Left: on a polygonal mesh generated by PolyMesher. Right: on a randomly h-perturbed quadrilateral mesh.
Example 2. This is a frequently tested example with \Omega = (0, 1) 2 , K = I 2 , a known exact solution p(x, y) = sin(\pi x) sin(\pi y), and a homogeneous Dirichlet boundary condition on the whole boundary. We test the WG(P 0 , P 0 ; CW 0 ) solver developed in this paper, the penalized WG(P 1 , P 0 ; P 2 0 ) solver derived from [25] , and the CG-type solver in [19] on a sequence of trapezoidal meshes introduced in [2] .
As shown in Table 3 , the new WG(P 0 , P 0 ; CW 0 ) solver has first-order convergence in both pressure and velocity, as proved in section 4. The penalized WG(P 1 , P 0 ; P 2 0 ) has second-order convergence in pressure, since linear polynomials are used inside elements. Velocity was not discussed in [25] . The CG method with the Wachspress coordinates [19] uses the least unknowns and has, respectively, first-and secondorder convergence in pressure and velocity. However, this CG method is not locally conservative, nor does it produce a continuous normal flux. As investigated in [28] , an elementwise residual of local mass conservation can be defined as
where u h is the numerical velocity. Shown in Figure 8 are a profile of the elementwise residual along with a plot of the normal flux difference across all edges, both for the trapezoidal mesh with h = 1/16.
Example 3. This example is adopted from page 918 in [2] . Here \Omega = (0, 1) 2 and K = I 2 . The exact solution is a polynomial p(x, y) = x 3 +5y 2 - 10y 3 +y 4 . Accordingly, f (x, y) = - (6x + 10 -60y + 12y
2 ). A Dirichlet boundary condition is specified on the whole boundary. Downloaded 09/14/18 to 129.82.154.24. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php For this example, we examine superconvergence in the discrete error \| p \circ h -Q \circ h p\| , as discussed at the end of subsection 4.5. As shown in Table 4 , close to second-order convergence occurs even for a family of randomly h-perturbed quadrilateral meshes. Furthermore, first-order convergence is observed for errors in div of velocity. (vii) It has optimal-order convergence in pressure, velocity, and normal flux on shape-regular meshes. The WG methodology can be extended to elliptic problems on polyhedral meshes. This is tightly related to the Chen--Wang H(div)-finite elements on polyhedra [9] . The 3-dim version could be implemented more efficiently by utilizing C++ polymorphism to handle various types of polyhedra. This is currently being investigated and will be reported in our future work.
