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ABSTRACT
The Arctic circulation can develop multiple dynamic circulation regimes. Previous results from
ensemble simulations for June – December 2007 suggest that as sea-ice cover wanes (increases) there
is a tendency for more 1- (2-)regime behavior. In this study, we extend the analysis of dynamic
circulation regimes to 16 years (1992 – 2007) using a six-member ensemble of CORDEX WRF
simulations to understand the climatology of persistent dynamical regimes over longer time peri-
ods. Additionally, we analyze temperature extremes in our simulations to understand how changes
in atmospheric circulations associated with persistent regime behavior is more likely to produce
extreme behavior. There is a tendency for 1-regime behavior to be preferred more during the tran-
sition seasons. December-January-February and June-July-August has the most 2-regime behavior.
Additional results presented in this study suggest there is a tendency for more warm (cold) tem-
perature extremes to be favored with 1- (2-)regime behavior. Results suggest that identification
of when persistent regime behavior occurs is useful for understanding future Arctic temperature
extremes. The regime behavior uncovered through this study also has implications for the future
predictability of the Arctic atmospheric circulation as climate changes.
In the second paper, we analyze Arctic December-January-February MSLP in reduced spectral
nudging RASM simulations, for the 1990 – 1995 time period. This analysis focuses on the change
in Arctic atmospheric circulations along the North Pacific and North Atlantic regions. ERAI Re-
Analysis was used to validate our CTRL simulation. Two ensembles consisting of four members
were branched from the CTRL simulation, and restarted using perturbed initial conditions. Results
showed substantially higher MSLP across the interior of the RASM domain in the reduced nudging
simulations, and an improvement in the weakly nudged versus intermediate nudged simulations. In
addition, 2-m temperature responses to nudging changes did not correspond in position with the
MSLP results, suggesting further work is needed.
ix
In the last paper, we analyze July convective potential and heavy convective precipitation pro-
duced by four CMIP5 GCMs, for historical (1986 – 2005) and RCP 8.5 scenario (2081 – 2100) time
periods. Analysis focuses on four analysis regions identified to experience large future atmospheric
change. This analysis focuses on common stability indices and convective precipitation. Robust
statistics were calculated using the bootstrap resampling technique. We also analyze individual
components of the stability indices to understand the physical processes producing changes in Arc-
tic convective potential. Results suggest a future Arctic with less convective potential, however
increasing convective precipitation intensity.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
As reported by the Fifth Assessment Report (AR5) of the Intergovernmental Panel on Climate
Change (IPCC), the Arctic is experiencing rapid changes due to anthropogenic global change. The
report notes the global surface temperature change is greatest in the Arctic. In addition, the Arctic
has witnessed atmospheric circulation changes, involving a shrinking of the northern polar vortex
[IPCC, WG I, 2013]. The goal of this dissertation is to understand the influence by the Arctic
atmospheric circulation on extreme temperature events and convective potential, allowing us to
understand how they will change in the future.
As the Arctic continues to undergo change, it is important to note the physical mechanisms
most susceptible to change, which have the capability of initiating, potentially, irreversible climate
change [Lindsay and Zhang, 2005]. Of particular note, one component greatly impacted is Arctic
sea ice. With continued Arctic warming, thinner first-year sea ice leads to a reduction in surface
albedo, allowing for increased absorption of solar radiation by open water, leading to additional
thinning of first-year sea ice, which is more susceptible to melt each successive year. The resulting
ice-albedo feedback [Kellog, 1977; Rind et al., 2005] is important as it greatly impacts the global
climate system in the form of changes to atmospheric heat, momentum, and moisture fluxes; at-
mospheric circulation; and, ocean circulation and biology [Maykut, 1978; Moore et al., 2018].
Changing atmospheric circulation and its relationship to extreme weather events have produced
observed impacts. Anomalous atmospheric patterns over Eurasia produced heat waves and flooding
across the Northern Hemisphere [Petoukhov et al., 2013]. Additionally, as the Arctic warms, per-
mafrost is more susceptible to melt, which has substantial impacts on the global climate [Schaefer
et al., 2014], Arctic ecosystem [Schuur et al., 2015] and Arctic hydrology [Karlsson et al., 2015].
2As changes in the Arctic climate system are expected to continue in to the future [IPCC, WG
I, 2013], we can expect to witness future substantial changes in Arctic temperature extremes and
convective events. To discern the impacts of global change on the future Arctic climate system, we
need to understand how extreme temperature events and convective potential is influenced by the
changing Arctic atmospheric circulations.
1.2 Dissertation Organization
The theme of this dissertation is the analysis of shifts in future Arctic climate, specifically ex-
treme temperature and convective precipitation events, and in addition potential convection, using
regional and global climate models (GCMs). We produced simulations using WRF and a regional
Arctic system model, with further analysis data provided by GCMs, as a means of exploring how
the Arctic atmospheric circulation, extreme events, and convective potential change in response to
Arctic warming. Additionally, we evaluate spectral nudging, specifically to understand the sensi-
tivity of Arctic storm tracks to nudging strength in regional model simulations.
We developed three studies as a means to answering these questions. The papers include a
discussion of literature respective to the study.
1.2.1 Arctic Model Dynamical Regimes and Temperature Extremes
The first paper extends on earlier analysis of model circulation regimes. We construct an en-
semble consisting of six members, initialized 24 hours apart. The simulations began 01-06 January
1989, and were allowed to spin-up land-surface processes over a three-year duration. Analysis began
01 January 1992, and ended in December 2007.
This study determines how changing Arctic atmospheric circulations associated with persis-
tent model dynamical regime behavior produces increased temperature extreme behavior. Model
regime behavior was identified for 7-day time windows by a mixture model estimation [Raftery et
3al., 2005], Bayesian Information Criterion (BIC) [Fraley and Raftery, 2002], using daily-averaged
mean sea-level pressure (MSLP). Persistent regime behavior was defined as seven or more consec-
utive time windows under the same regime. Additionally, temperature extremes were determined
at each grid point from the pooled temperature distribution, as the 5th and 95th percentiles. We
use the ERA-Interim Reanalysis (ERAI) [Dee et al., 2011] to validate our 6-member ensemble in
how well it replicates the Arctic atmospheric circulation.
1.2.2 Effects of Altered Spectral Nudging in Regional Climate Model Simulations
In the second paper, we examine the effect of varying spectral nudging strength on Arctic
atmospheric circulation. We branched two ensembles consisting of four members from a control
simulation that began 01 September 1979 and run through 31 December 1995. Analysis began 01
January 1990 and ended in December 1995.
This study focuses analysis over the North Pacific and North Atlantic regions within our do-
main. We examine December-January-February MSLP and 2-m temperature over the two storm
track regions. We use ERAI to validate our control simulation.
1.2.3 Using Stability Indices to Evaluate the Potential for Arctic Convective Weather
Under Future Climates
This study focuses on future July Arctic convective potential using four Coupled Model Inter-
comparison Project phase 5 (CMIP5) GCMs. We analyzed the contemporary (1986 – 2005) and
Representative Concentration Pathway (RCP) 8.5 scenario (2081 – 2100) periods.
Model convective periods were determined by the monthly-averaged Total-Totals index [Miller,
1972], and in addition heavy convective precipitation was determined by the monthly-averaged
K-Index [George, 1960]. Comparisons between ERAI and the GCM contemporary periods provide
4a measure for how well the GCMs replicate Arctic atmospheric fields. Additionally, we compare
GCM contemporary and scenario convective precipitation to validate our K-Index results.
A final section included in this dissertation summarizes the general results of the three studies.
Additionally, discussion of future studies are presented that may shed light towards further conclu-
sions concerning the Arctic atmospheric response to global change.
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7CHAPTER 2. ARCTIC MODEL DYNAMICAL REGIMES AND
TEMPERATURE EXTREMES
Abstract
The Arctic circulation can develop multiple dynamic circulation regimes. Previous results from
ensemble simulations for June – December 2007 suggest that as sea-ice cover wanes (increases)
there is a tendency for more 1- (2-)regime behavior. In this study, we extend the analysis of
dynamic circulation regimes to 16 years (1992 – 2007) using a six-member ensemble of CORDEX
WRF simulations to understand the climatology of persistent dynamical regimes over longer time
periods. Additionally, we analyze temperature extremes in our simulations to understand how
changes in atmospheric circulations associated with persistent regime behavior is more likely to
produce extreme behavior. There is a tendency for 1-regime behavior to be preferred more during
the transition seasons. December-January-February and June-July-August has the most 2-regime
behavior. Additional results presented in this study suggest there is a tendency for more warm (cold)
temperature extremes to be favored with 1- (2-)regime behavior. Results suggest that identification
of when persistent regime behavior occurs is useful for understanding future Arctic temperature
extremes. The regime behavior uncovered through this study also has implications for the future
predictability of the Arctic atmospheric circulation as climate changes.
2.1 Introduction
The Arctic has been a focus in recent climate change discussion because of abrupt surface warm-
ing [Stroeve, 2012] and rapid sea ice decline [Kwok and Untersteiner, 2011; Polyakov et al., 2012;
Comiso, 2014], which have substantial repercussions on the global climate system. Recently, 2001
– 2012 has experienced positive annual average temperature anomalies across the central Arctic
(>3 ◦C) relative to the 1979 – 2012 average [Jeffries et al., 2013]. More recently, Overland et al.
8[2014] found the Arctic was warmer for the period 2009 – 2014 versus 1981 – 2000, attributing the
recent warming to anthropogenic causes. The recent warming raises the issue of changes in extreme
temperatures and their causes. In this study, we follow the analysis of Arctic circulation regimes
described in Fisel et al. [2011] to further examine the relationship of dynamical circulation regimes
and temperature extremes.
Various modeling studies have examined the effects of changing atmospheric circulations on
temperature extremes across the mid-latitudes. Kysely [2007] found that persistent atmospheric
circulations promoted more extreme temperature events in 20th century Europe. Later, Kysely
[2008] found extreme temperature events to be more (less) severe at the end (beginning) of per-
sistent atmospheric circulations. Francis and Vavrus [2012] found a tendency for more amplified
wave behavior as a response to declining sea ice, which allowed for the atmospheric circulation to
be more susceptible to producing temperature extremes. Additional studies have also found similar
links between increasing persistence of atmospheric circulation and temperature extremes in the
mid-latitudes [Coumou and Rahmstorf, 2012; Stefanon et al., 2012; Petoukhov et al., 2013; Tang et
al., 2013].
Other studies have also found persistent atmospheric circulations in the subarctic are suscepti-
ble to producing temperature extremes. Shabbar and Bonsal [2004] found that blocking episodes
over the North Atlantic lead to increases in temperature extremes in Canada. Athar and Lupo
[2010] examined a persistent blocking event that occurred in the Gulf of Alaska that lead to a heat
wave during August 2004. However, further work is needed to understand the characteristics of
persistent Arctic atmospheric circulations and its influence on Arctic temperature extremes.
An ice-albedo feedback occurs in which changing Arctic atmospheric circulations leads to eas-
ier break-up of sea ice and exposing more open ocean, which allows for additional absorbtion of
solar radiation by the ocean. This allows for earlier (delayed) melt (refreeze) of sea ice, leading to
thinner, first-year sea ice that is more susceptible to spring melt. The earlier melt season allows for
additional reductions in sea ice and further warming of the Arctic [Zhang et al., 2008; Stroeve et
al., 2012]. Stroeve et al. [2014] found the Arctic melt season (May – September) lengthened 4 – 5
9days decade-1 between 1979 and 2013. Additionally, they found the largest increase in sea-surface
temperature (SST) occurred between 2007 and 2011 for areas in the western Arctic that also ex-
perienced the largest decrease in sea-ice concentration. Parkinson and Comiso [2013] found that
multiyear ice extent was declining at a rate of 17.1% decade-1 for the period 1979 – 2012. As Arctic
sea ice is expected to continue its rapid decline [Wang and Overland, 2009; Wang and Overland,
2012; Overland and Wang, 2013], it is important to understand the Arctic atmospheric response to
reductions in Arctic sea ice.
Various observational studies have examined the impacts of reduced sea ice on the Arctic at-
mospheric circulation. Francis et al. [2009], using the National Center of Environmental Predic-
tion/National Center for Atmospheric Re-Analysis (NNR), examined effects of reduced summer
Arctic sea ice on the Northern Hemisphere atmospheric circulation. They found a weakening of
the polar jet stream and weaker Aleution and Icelandic lows for winters following a low sea ice
summer. Jaiser et al. [2012] investigated the atmospheric response to reduced sea ice using data
from the European Center for Medium-Range Weather Forecast (ECMWF) Re-Analysis Interim
(ERA-Interim). They found winters following a summer with reduced sea ice (2001 – 2010) had
enhanced baroclinicity in high latitudes, suggesting a northward shift of storm tracks. Overland
and Wang [2010] also noted changes in baroclinicity using the NNR for a similar period 2002 –
2008.
Recent studies have investigated the modeled atmospheric response to reduced Arctic sea ice.
Using the Weather Research and Forecasting (WRF) Advanced Research WRF (WRF-ARW)
model, Fisel et al. [2011] examined the susceptibility of ensemble simulations to changing sea
ice during 2007. They found simulations may be more (less) susceptible to developing persistent
circulations during periods of high (low) sea ice. Porter et al. [2012] also used the WRF-ARW
model to compare the atmospheric response to reductions in Arctic sea ice, and found low sea ice
years were associated with reduced autumn Arctic mean sea-level pressures (MSLP) and increased
storminess. However, they were unable to attribute conclusively that the pressure changes were the
result of reductions in Arctic sea ice. Peings and Magnusdottir [2013] used the Community Atmo-
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spheric Model (version 5) to investigate the 2007 – 2012 winter atmospheric response to reduced
Arctic sea ice. They found the largest circulation response occurred over the North Pacific where
increases in amplified wave behavior allowed for decreases in surface temperature across Asia.
We extend analysis of circulation regimes in ensemble simulation to 16 years using methods
described in Fisel et al. [2011]. The primary focus of our study is to identify atmospheric circula-
tions associated with dynamical regimes during years with small and large sea-ice extent, and to
examine the susceptibility of those atmospheric circulations to producing temperature extremes.
Fisel et al. [2011] found ensemble simulations were more susceptible to developing persistent regime
behavior during the warm months of a low sea ice year (2007), suggestive of increases in slower
moving wave behavior, which is more susceptible to temperature extremes. Fisel et al. [2011] used
a 16-member ensemble to diagnose circulation regimes. Our multi-year analysis uses a smaller,
6-member ensemble, due to computational constraints. As part of the work we also establish the
utility of the 6-member ensemble for analyzing regime behavior.
2.2 Data and Methodology
2.2.1 Model Configuration
Our simulations used the WRF-ARW model (version 3.1.1) [Skamarock et al., 2008]. WRF-
ARW is a fully compressible, nonhydrostatic model that uses a terrain-following vertical coordinate
and constant pressure surface at the model top, set to 50 hPa for this study’s simulations. Similar
to Fisel et al. [2011], the selection of physical parameterizations used in this study (Table 1) are
appropriate to the Arctic, allowing the model to simulate well the Arctic atmospheric circulation
[Cassano et al., 2011]. Additionally, the sea-ice albedo and emissivity values were changed to be
more appropriate for the Arctic (albedo: 0.80; and, emissivity: 0.98).
WRF-ARW simulations used 40 terrain-following layers between Earth’s surface and the model
top; and, to simulate the planetary boundary layer the model used 10 layers between the model
surface and 800 m. The model domain (Figure 1) used for simulations in this study is specified
by the Coordinated Regional Downscaling Experiment [CORDEX, 2015]. The domain contains
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the Arctic circumpolar vortex, allowing the simulations to develop a response that is not strongly
constrained by lateral boundary conditions (LBC) Gutowski et al., 2007]. The domain spans an
array of 126 × 136 grid points with 50 km horizontal grid spacing.
2.2.2 Data
Simulations used initial and lateral boundary conditions (ILBC) provided by the European
Centre for Medium-Range Weather Forecasts ERA-Interim (ERA-I) Re-analysis, available every 6
hours at T255 (∼ 0.75◦) horizontal resolution [Simmons et al., 2007; Berrisford et al., 2009; Dee
et al., 2011]. SSTs were specified from the ERA-I re-analysis and updated in WRF-ARW every
12 hours. We also prescribed sea-ice concentrations, available every 12 hours at 25 km resolution,
from Nimbus-7 SSMR and DMSP SSM/I satellite sensors [Comiso, 2008] available from the U.S.
National Snow and Ice Data Center (NSIDC). NSIDC sea ice is not available poleward of 87.2◦ N,
so following observations [Comiso and Parkinson, 2008] we specified sea-ice concentrations there at
100%. Additionally, concentrations of 10% or less are set to 0% to account for data retrieval errors
associated with summer melt ponding [Comiso and Parkinson, 2008].
2.2.3 Simulations
To obtain clear measures of the Arctic atmospheric response above the background noise, we
followed the advice of Taschetto and England [2008] and constructed a 6-member ensemble. The
first ensemble member began at 00 UTC 01 January 1989 and ran through 18 UTC 31 December
2007, with each successive ensemble member’s start time staggered by 24 hours allowing each
simulation to reach different atmospheric states after ∼2 weeks of simulation. Allowing land-
surface processes to reach a state of equilibrium, we spun-up each simulation for three years, and
began analysis at 00 UTC 01 January 1992.
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2.2.4 Regime Analysis
Using the methods of Fisel et al. [2011], we performed diagnostics of model dynamic circulation
regimes, which arise from unforced, nonlinear variability within the system, and results in differences
in the evolution of ensemble member MSLP. Circulation regimes are diagnosed from time series of
daily-averaged MSLP between 01 January 1992 and 25 December 2007, averaged over the regime
diagnosis region in Figure 1. A mixture model estimation [Raftery et al., 2005] is performed on time
windows identified by starting date, using all MSLP time series in the time window; estimates were
performed separately for every available time window. The Bayesian Information Criterion (BIC)
parameter [Fraley and Raftery, 2002] is used to identify when 1- or 2-regime behavior is favored.
Fisel et al. [2011] computed estimates for 7- and 11-day time windows and found no sensitivity in
the BIC to window size, so only 7-day time windows are considered in this study. A 7-day window is
an appropriate size for diagnosing circulation regimes that persist beyond the synoptic time scale.
Persistent regime behavior is identified by the percentage of time that a window exists in a
regime. Using 1-regime behavior as a reference episode, bins are set up between 0 and 7, where the
0th bin represents entirely 2-regime behavior and the 7th bin represents entirely 1-regime behavior.
Bins between 0 and 7 correspond to a mix of 1- and 2-regime episodes, with larger (smaller) bins
corresponding to more 1- (2-)regime behavior. In this study, persistent regime behavior is defined
as at least seven continuous time windows binned as 0 or 7.
2.2.5 Temperature Extreme Diagnostics
To compare temperature extremes with regime persistence, regions were chosen that were con-
tained within or along the regimes analysis region (Figure 1). Daily averaged 2 m temperatures
were extracted for the 16-year period between 1992 and 2007 for land points only to minimize the
potential constraint on surface air temperatures due to specified SSTs. From these air tempera-
tures, we identified extremes by computing the 5th and 95th percentiles after pooling temperatures
from all grid points in a region, with the 5th percentile representing cold extremes and 95th per-
13
centile representing warm extremes. We identified widespread extreme days as days with 15 or
more model grid points with a temperature extreme within each analysis period.
2.3 Results
2.3.1 Model Validation
To diagnose how well our model simulated the Arctic atmospheric circulation, Glisan and
Gutowski [2014a,b] compared simulated MSLP and surface air temperature with the ERA-I Re-
analysis. The largest MSLP biases occurred over topographical features, and was likely due to
differences between our model and the re-analysis in the computation of MSLP in high topography
regions. Other regions outside of high terrain exhibited small MSLP bias (0 – 4 hPa). In most
cases the bias was much less than the daily variability of the field, although the model did simulate
a cold bias (4 – 12 ◦C) in the Arctic interior. Glisan and Gutowski [2014a,b] determined that the
ensemble is acceptable for diagnosing atmospheric circulation behavior in the Arctic.
2.3.2 Regime Behavior
In Fisel et al. [2011], ensemble members exihibited non-significant differences in MSLP (1-
regime behavior) followed by a period with significant differences in MSLP (2-regime behavior),
that merged back into a 1-regime state. Multiple circulation regimes were also common in the
simulations in this study, with differences in regime persistence on annual and seasonal timescales.
We identified persistent model regime behavior in this study by binning time windows as they
moved in time by the percentage of the window comprising 1-regime behavior (Table 2). The 0th
bin corresponds to windows composed entirely of seven days of 2-regime behavior versus the 7th
bin corresponding to windows composed entirely of 1-regime behavior. Bins 1 – 6 are composed of
windows with mixed regime behavior that become increasingly 1-regime dominant with higher bin
number.
Figure 2 shows the seasonal frequency of 1-regime windows binned by regime persistence. Dur-
ing the spring (MAM) and fall (SON), there is a tendency for more persistent 1-regime behavior.
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In contrast, more persistent 2-regime behavior is preferred during summer (JJA) and winter (DJF).
This is in line with results by Fisel et al. [2011] who also found more persistent 1- and 2-regime be-
havior during September (JJA). Additionally, we compared persistent 1- and 2-regime behavior for
years with high and low September sea-ice extent. Following Perovich et al., [2012], high and low
sea ice years were determined from the percent difference from the 1979 – 2000 mean sea-ice extent
(unpublished data, 2013; available from http://nsidc.org/data/seaice_index/archives). Ta-
ble 3 also shows the mean ± 1 standard deviation calculated for each bin to measure the variability
within each bin, and acts as a measure to determine significance. With decreasing sea-ice extent,
there is a tendency for more persistent 1-regime behavior in MAM and SON, and increasing persis-
tent 2-regime behavior in JJA. DJF had overall less persistent regime behavior. The results from
these simulations are in line with Fisel et al. [2011] who also found for periods with reduced sea-ice
extent, regime behavior that had a tendency to become more persistent. Additionally, they found
regime behavior transitioned more frequently between regime states as sea-ice extent increased.
To identify atmospheric conditions associated with persistent model regime behavior, we pro-
duced composites of seasonal anomalies from differences between 1992 – 2007 climatology and
persistent regime episodes. Composites used only days from persistent regimes that were 100%
within time windows of persistent 1- or 2-regime behavior. Additionally, composites of 2-regime
behavior were split into high and low pressure sets, determined from pressure traces that were
higher or lower than the average pressure on the first day of each time window. Figure 3 shows the
MSLP anomaly patterns associated with persistent 1- and 2-regime behavior for all seasons.
Persistent 1-regime behavior has positive anomaly patterns found over the Alaska area in DJF
(+4 hPa) and MAM (+8 hPa), and over Siberia and much of the regimes diagnosis region in JJA
(+4 hPa). Negative anomaly patterns are located over Siberia and the Chukchi and Bering Seas in
DJF and MAM (-2 hPa), and over most of the regime diagnosis region and outlying areas in SON
(-4 hPa). A band of negative anomalies are also found over southern Alaska in JJA (-2 hPa).
In the low pressure set of persistent 2-regime behavior, negative MSLP anomaly patterns (-6
hPa) are found over most of the regime diagnosis region, Alaska and areas of Siberia for all seasons
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except SON. During SON, positive pressure anomalies (+2 hPa) are located over most of the regime
diagnosis region, Alaska and areas of Siberia. The high pressure set of persistent 2-regime behavior
has negative MSLP anomaly patterns (-2 hPa) centered over the Gulf of Alaska in DJF and SON.
Additionally, positive pressure anomalies (+10 hPa) are found in every season over most of the
region shown, respectively, in Figure 3.
As a result of differences in surface circulation between persistent regime episodes, we expect
surface air temperature differences in analysis regions. Figure 4 shows anomalies and climatology
of 2 m temperatures associated with persistent 1- and 2-regime behavior for all seasons. For persis-
tent 1-regimes, positive temperature anomalies occur over Alaska in DJF (+6 ◦C) and over most of
the region in MAM (+10 ◦C) (Figure 4). There is good indication from the DJF MSLP anomaly
patterns that the warming is due to increased advection of warm Pacific air across Alaska, and less
advection of cold Arctic air originating over sea ice due to a weakening of the Beaufort High. Sim-
ilar to DJF, MAM pressure anomalies also suggest increased advection of warm Pacific air across
Alaska and eastern Siberia, leading to warming across these respective areas. Negative temperature
anomalies are found over eastern Siberia and the Arctic Ocean during DJF (-6 ◦C), and over the
region shown, respectively, in Figure 4 in JJA (-4 ◦C) and SON (-6 ◦C). Colder temperatures across
eastern Siberia in DJF are expected due to increased northerly winds bringing colder air from the
high Arctic. Less clear are reasons for the negative temperature anomalies occurring in JJA and
SON. An examination of 10 m wind anomalies (not shown) shows that winds are more westerly
across Eastern Siberia and easterly across Alaska, suggesting the colder temperatures are the result
of other processes.
The low pressure set of persistent 2-regime behavior has small temperature anomalies for all
seasons, except in DJF where negative anomalies are found along the Chukchi and Bering Seas (-4
◦C). In the high pressure set of persistent 2-regime behavior, negative anomalies occur over Alaska
in DJF, MAM, and SON (-4 ◦C). All three seasons have similar pressure anomaly patterns in which
strong anticyclones are present over most of the regimes analysis region and extending into Alaska.
16
This indicates that the colder temperatures over Alaska for these seasons are primarily caused by
advection of cold Arctic air, and increased radiative cooling associated with higher surface pressure.
Overall, persistent 1- and 2-regime behavior tends to have warmer (colder) temperatures across
the extremes diagnostics regions. During persistent 1-regime episodes, warmer temperatures occur
in DJF and MAM, and are primarily the result of warm air advection. For persistent 2-regime
episodes, colder temperatures are found in ensemble simulations that have higher surface pressure,
and are primarily due to advection of air originating over sea ice and radiative cooling. These
results suggest a driving relationship between persistent 1- and 2-regime behavior and extreme
temperature events.
2.3.3 Influence of persistent regime behavior on temperature extremes
To examine the occurrence of widespread temperature extremes with persistent regime episodes,
we first binned temperature extremes by regime persistence. Then we calculated the widespread
extremes day-1 by summing and dividing the number of extremes by total number of days in
each persistence bin (Figure 5). There is a tendency for cold (warm) widespread extremes to be
preferred less (more) with 1-regime behavior. Separating by season, there is a similar relationship of
widespread temperature extremes and persistent 1- and 2-regime behavior for all seasons except JJA
(not shown). Comparisons made earlier between seasonal circulations for 1- and 2-regime behavior
show persistent 1-regime behavior is associated with the advection of warmer air originating over
the open waters of the North Pacific (DJF and MAM). Conversely, 2-regime behavior is associated
with radiative cooling and the advection of cold air originating over the pack ice in the Arctic
Ocean. Overall, the results compare well with the regime composites, whereby warmer (colder)
temperatures were associated with persistent 1- (2-)regime behavior.
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2.4 Conclusions
In this study, we used a 16 year CORDEX simulation produced by WRF to examine dynamic
circulation regimes and their relationship to widespread temperature extremes. The simulation was
comprised of 6 ensemble members forced by ERA-Interim re-analysis. Our simulations ran from
January 1989 through December 2007. The first 3 years were discarded for spin-up, with analysis
beginning January 1992.
We used the Bayesian Information Criterion parameter described in Fisel et al. [2011] to identify
when circulation regimes were favored for 7-day time windows. To identify persistent circulation
regimes, we binned all 7-day time windows by percentage of 1-regime behavior. The region used to
diagnose regime behavior is along an area where there is large variability in sea-ice extent between
low and high sea-ice years, and is identical to the analysis region used in Fisel et al. [2011].
We found multi-regime behavior to be common in our simulations. As sea-ice area was breaking
up (MAM) and refreezing (SON) we found a tendency for more persistent 1-regime behavior during
low ice years versus high ice years. In summer (JJA), there was a tendency for more persistent
2-regime behavior, increasing during low sea-ice years. This may be due to the northward shift in
storm tracks through the analysis region. As sea-ice area decreases, storm tracks move further north
primarily as a result of a weakend meridional temperature gradiant [Mesquita et al., 2008]. The
regime behavior in DJF is less clear, with high ice years experiencing persistent 2-regime behavior
and low ice years experiencing less persistent regime behavior.
We constructed seasonal anomalies from composites of days determined to be within time
windows of persistent regime behavior 100% of the time. This allowed us to examine the climatology
of persistent 1- and 2-regime behavior. We found warm temperatures were most common during
persistent 1-regime episodes (DJF and MAM), in which atmospheric circulations were favorable
for carrying warm air poleward across the analysis regions. Conversely, cold temperatures were
commonly associated with the high pressure set of persistent 2-regime behavior, in which strong
anticyclones occurred across most of the regime diagnosis region for all seasons. Additionally, cold
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temperatures were also found in JJA and SON during persistent 1-regime episodes, however the
atmospheric processes responsible are less clear and were not addressed in this study.
Further analysis of surface air temperature for persistent regime behavior suggests a relationship
between persistent 1- and 2-regime behavior and temperature extremes. Computing widespread
temperature extremes for three regions along the regime analysis region, we found 1- (2-)regime
behavior was associated with warm (cold) temperature extremes, which is consistent with the be-
havior observed in the regime composites.
As sea-ice decline is expected to continue [Do˝scher and Koenigk, 2013; Wang and Overland,
2012], implications may be made for the future Arctic. The regime behavior seen here suggests
that persistent 1-regime behavior may become the norm during the shoulder seasons as sea-ice melt
occurs earlier and refreeze occurs later. This behavior is associated with more intense cyclones and
more warm widespread temperature extremes. Additional implications may be made about the
predictability of the future Arctic atmospheric circulations. As 1-regime behavior is expected to
increase, the model variability decreases potentially allowing the Arctic atmosphere to be more
predictable [Fisel et al., 2011]. In contrast, the increasing 2-regime behavior in JJA suggests the
summer atmospheric circulation may become less predictable. Additional analysis of model circu-
lation regimes using a fully coupled regional climate model will be helpful in understanding the
impacts of a changing climate on the future Arctic atmospheric circulation.
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Figure 2.1: Map of the WRF-ARW model domain as specified by the WCRP CORDEX. The red
triangle depicts the analysis region where model dynamic circulation regime behavior was diagnosed.
The black boxes outline the analysis regions where temperature extremes were diagnosed.
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Figure 2.2: Number of windows binned by persistence for seasons between 1992 and 2007.
27
Figure 2.3: Anomalies of seasonal (DJF (a − d), MAM (e − h), JJA (i − l), and SON (m − p))
MSLP for persistent 1-regime (a, e, i, m) episodes, and 2-regime low pressure set (b, f, j, n) and
high pressure set (c, g, k, o) episodes. Seasonal climatology of MSLP is also included (d, h, l, p).
The black triangle depicts the regime diagnosis region.
28
Figure 2.4: As in Figure 3, except with seasonal 2 m temperature.
29
Figure 2.5: Widespread extremes day-1 binned by regime persistence with colors designating cold
(blue) and warm (red) temperature extremes.
30
Table 2.1: List of WRF-ARW physics options.
Option Scheme
Cumulus clouds Grell and Devenyi (Grell and Devenyi, [2002])
Shortwave Radiation CAM 3.0 (Collins et al., [2004])
Longwave Radiation CAM 3.0 (Collins et al., [2004])
Cloud Microphysics Goddard GCE (Tao and Simpson, [1993])
Planetary Bounary Layer MYJ TKE (Janjic, [2001])
Surface Layer Monin-Obukhov (Janjic, [2001])
Land Noah LSM (Chen and Dudhia, [2001])
Table 2.2: Persistence bins and corresponding percentage distribution of 1- and 2-regime behavior
within each time window.
Bin % 1-Regime % 2-Regime
0 0% 100%
1 14% 86%
2 29% 71%
3 43% 57%
4 57% 43%
5 71% 29%
6 86% 14%
7 100% 0%
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CHAPTER 3. EFFECTS OF ALTERED SPECTRAL NUDGING IN
REGIONAL CLIMATE MODEL SIMULATIONS
Abstract
We analyze Arctic December-January-February MSLP in reduced spectral nudging RASM sim-
ulations, for the 1990 – 1995 time period. This analysis focuses on the change in Arctic atmospheric
circulations along the North Pacific and North Atlantic regions. ERAI Re-Analysis was used to
validate our CTRL simulation. Two ensembles consisting of four members were branched from the
CTRL simulation, and restarted using perturbed initial conditions. Results showed substantially
higher MSLP across the interior of the RASM domain in the reduced nudging simulations, and
an improvement in the weakly nudged versus intermediate nudged simulations. In addition, 2-m
temperature responses to nudging changes did not correspond in position with the MSLP results,
suggesting further work is needed.
3.1 Introduction
Recently, the Arctic climate system has experienced pronounced changes. Perhaps the most
notable changes have been observed in sea-ice extent and thickness [Comiso and Hall, 2014]. Over
the past decade, the anomalous atmospheric forcing [Overland and Wang, 2010; Wang et al., 2012;
Walsh et al., 2013] has led to an ice-albedo feedback, in which anomalies of reduced sea ice are sus-
ceptible to further reductions [Deser et al., 2000]. Arctic sea ice is expected to continue its decline
[Comiso et al., 2008], potentially leading to future summers nearly free of sea ice [Overland and
Wang, 2013]. To better understand the changing Arctic climate system and future implications,
regional scale information provided by regional climate models is needed.
Regional climate models offer advantages for studying the changing Arctic climate system. The
first advantage of regional models is the tuning of physical parameterizations to specific regions
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of interest, and thus improving model performance. A second advantage involves the choice of
using driving data with small biases for the domain of interest. Carefully chosen driving data, used
for lateral boundary conditions (LBCs), allows for further insights to be made with regard to the
physical processes in the region of interest. However, care is needed as spurious features may still
be introduced at the boundaries, resulting in biases into the interior model domain [Davies, 1976].
Miguez-Macho et al. [2012] further examined the effects of LBCs influence on the model’s interior
solution. They found the incompatibility between the driving data and model solution produce an
alteration of the large-scale circulation, resulting in reflection of long waves at the model lateral
boundaries. These distortions in the large-scale circulation limit the applicability of regional mod-
eling efforts.
Spectral nudging was introduced by Waldron et al. [1996], as a means to reduce the contam-
ination of the large-scale circulations in regional model simulations forced by global re-analysis.
Therefore, the advantage of interior nudging is allowing large-scale simulated fields advected across
the domain to remain consistent with the driving data at the boundaries, while allowing the model
to generate shorter-wavelength detail. This damping approach toward the driving data is typically
weaker at the model lateral boundaries, and focused on the model’s interior domain. The interior
forcing adds terms to certain equations [von Storch et al., 2000; Alexandru et al., 2009], nudging
the interior model fields toward the driving fields. However, care is needed when choosing which
model fields and model levels to apply interior nudging, to avoid introducing additional bias into
the simulations. Von Storch et al. [2000] suggests confining nudging fields away from the surface,
so as to provide more freedom for smaller scales to respond to local processes.
There has been little analysis on the sensitivity of spectral nudging in regional climate simula-
tions. Von Storch et al. [2000] noted impacts of varying spectral nudging strength in short simula-
tions, but noted more comprehensive work was necessary. Alexandru et al. [2009], performed five
experiments using different configurations of spectral nudging, and used an eastern North Amer-
ica domain for summer 1993. Their first experiment used no spectral nudging; three experiments
focused on varying the lowest levels to receive interior nudging; and, the final experiment used
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uniform spectral nudging throughout all model levels. Overall, they noted positive impacts using
spectral nudging in their simulations; however, they warned against using strong spectral nudging,
which results in less internal variability. More recently, Glisan et al. [2013] examined the effects of
spectral nudging on Arctic temperature and precipitation extremes for summer and winter 2007.
They found model extremes were sensitive to varied nudging strengths, and noted simulations with
any degree of interior nudging produced better simulations of Arctic atmospheric circulations versus
simulations with no nudging. Xu et al. [2015] ran five WRF simulations over a North American
domain from 1980 – 2010 using varied nudging fields and strengths. Overall, they found a reduced
nudging strength led to better simulation of all model variables.
In this study, we use a fully coupled, limited-area model to produce two ensembles consisting of
4-members for the period, January 1990 through December 1995, over a pan-Arctic domain. The
circumpolar vortex is fully contained within our model domain, and thus the lateral boundary con-
ditions exert a smaller influence on the model’s interior circulations [Gutowski et al., 2007] versus
mid-latitude domains [Giorgi and Bi, 2000]. Since the model’s interior is weakly constrained by
the driving data, it may be important to use spectral nudging to reduce anomalous behavior in our
regional simulations.
The analysis focuses on two regions in our simulation domain to evaluate the effect of varying
spectral nudging strength on the North Pacific and North Atlantic storm tracks. These regions in
our model have seen large biases in atmospheric fields versus observations. Additionally, as the cir-
culation biases in our model are largest in winter [Cassano et al., 2016], we focus our analysis on the
winter season (December-January-February; hereafter DJF). Our primary interest is determining
an optimal nudging strength, minimizing large-scale, systematic circulation bias in our simulation
domain. Our paper is organized as follows: Section 2 describes our model and simulations; Section
3 describes our results; and, Section 4 includes a summary of our results.
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3.2 Data and Methodology
3.2.1 Model Configuration
We produced simulations using a limited-area, coupled Regional Arctic System Model (RASM)
[Maslowski et al., 2012]. In brief, the component models include the Weather Research and Fore-
casting - Advanced Research WRF (WRF-ARW) model (atmosphere), the Variable Infiltration
Capacity (VIC) model (land hydrology), the Los Alamos Community Ice (CICE) model (sea ice),
and the Parallel Ocean Program (POP) model (ocean). These components are coupled using the
CESM flux coupler (CPL7) [Craig et al., 2012], which is configured for high-resolution simulations
of the Arctic climate system [Roberts et al., 2015]. Cassano et al. [2016] describes this model in
more detail, in which they also examine the near-surface climate in RASM.
Our atmospheric model used the WRF-ARW version 3.2 [Skamarock et al., 2008]. The selection
of physical parameterizations, and modifications made to WRF-ARW were chosen as appropriate
for Arctic climate [Cassano et al., 2016; Cassano et al., 2011]. More recent changes were made
to the choice of some parameterization schemes in our simulations, as they were found to better
represent physical processes in the Arctic (Table 1). Additionally, the WRF-ARW spectral nudg-
ing option [Skamarock et al., 2008] was enabled in our simulations to address circulation biases,
resulting from the poor treatment at the model top boundary in WRF-ARW [Cassano et al., 2011].
They found stand-alone WRF-ARW run on the RASM domain (Figure 1) with spectral nudging
enabled, had significant reductions in its circulation errors versus stand-alone simulations with no
spectral nudging.
Figure 1 shows the RASM model domain, which encompasses the mid-latitude storm tracks,
and all Arctic Ocean drainage basins and sea ice covered areas. The atmosphere and land hydrology
model components have identical domains, spanning the entire RASM domain with 50 km hori-
zontal grid spacing. Seated within the atmosphere and land domain is the smaller ocean and sea
ice components domain, which are set up to run with 9 km horizontal grid spacing. The extended
ocean domain, located between the 50 km and 9 km horizontal grid domains, uses climatological
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Polar Hydrographic Climatology sea surface temperature and salinity data [Steele et al., 2001], and
provides ocean-atmosphere fluxes to WRF-ARW outside of the POP/CICE domain.
3.2.2 Boundary Conditions
We used the European Centre for Medium-Range Weather Forecasts ERA-Interim (ERAI) Re-
analysis [Dee et al., 2011] to provide initial conditions and LBCs to WRF-ARW. The ERAI data
is available on a reduced Gaussian grid, with approximately 80 km horizontal grid spacing. ERAI
model fields are available every 6 hours for the period 1979 – 2016. The other model components
(land, sea ice, and ocean) were initialized from their respective stand-alone spun-up state, and
forced respectively with ERAI and Common Ocean Reference Experiment (CORE-2) Re-analysis
[Large and Yeager, 2009] data.
3.2.3 Experimental Design
We examined simulations, with varying nudging strength about the default nudging strength of
3.0 × 10-4 s-1. The configuration of experiments are shown in Table 2. In our simulations, spectral
nudging was applied with equal strength to both temperature and winds. Miguez-Macho et al.
[2004] describe the nudging term used by WRF-ARW:
dQ
dt
= L(Q)−
∑
|n|≤N
∑
|m|≤M
Kmn · (Qmn −Qomn)eikmxeikny, (3.1)
where Q is the prognostic variable being nudged, L is the model operator, Qo is the driving variable,
and the spectral coefficients of Q and Qo are represented by Qmn and Qomn, for wavenumbers m
and n that correspond to the x- and y-directions, respectively. The nudging coefficient Kmn varies
with m and n; and, the wave vector components km and kn, which are dependent on the domain
size, Dx and Dy, and expressed as:
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km =
2pim
Dx
kn =
2pin
Dy
. (3.2, 3.3)
Spectral nudging is applied at level 20 (∼ 500 hPa) and linearly ramped 10 vertical layers to full
strength beginning at level 30. We used nudging wavenumbers of 4 (x-direction) and 3 (y-direction),
which is approximately 3,400 km in both x- and y-directions on the RASM grid.
Our control simulation (CTRL) ran from 01 September 1979 through 31 December 1995; and,
the reduced nudging simulations (intermediate nudging - NUI; weak nudging - NUW) were branched
from the control simulation, and ran from 01 January 1990 through 31 December 1995 (Table 2).
The choice of nudging strengths evenly span the nudging values evaluated in Glisan et al. [2013].
We perturbed the initial conditions to generate ensemble members, each with a different initial
atmospheric state. The period of analysis is from January 1990 through December 1995.
We validate our simulations against ERAI, which supplied our initial and lateral boundary
conditions. Additionally, we are interested in determining how far our model simulations deviate
away from the driving source LBCs. ERAI provides output for diagnosing atmospheric fields in our
simulations, and for calculating performance statistics used to evaluate our simulations reproducing
the atmospheric circulation. The ERAI re-analysis data has small biases in its surface and upper-
air analysis fields (e.g., pressure, temperature, and humidity) compared to observations [Bromwich
et al., 2016].
3.3 Results
3.3.1 Model Validation
To understand how well RASM simulated the Arctic atmospheric circulation, we compared
simulated MSLP and 2-m temperature with the ERAI Re-analysis (Figure 2). The largest MSLP
biases occurred over high topography, due to differences in the computation of sea-level pressure.
Other areas within the model domain had small biases (0 – 4 hPa). We found this bias acceptable,
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as it was less than the MSLP daily variability, although RASM simulated a cold bias across much
of the domain, with the largest bias over the thick ice pack.
3.3.2 Nudging Strength Effects
Figure 3 shows DJF MSLP and 2-m temperature differences between NUI and CTRL simula-
tions. The differences show the NUI case has substantially higher MSLP across the interior of the
domain versus the CTRL simulation. Examination of the 2-m temperature differences between NUI
and CTRL simulations, show NUI is warmer (cooler) across much of east Asia and eastern North
America (Eurasia and western North America) versus the CTRL simulation. Analysis between
NUW and CTRL simulations (Figure 4), shows differences similar to Figure 3, with additional
cooling in the weakly nudged simulations along the North Pacific. The domain average MSLP
(2-m temperature) difference between NUI and CTRL was 24.66 hPa (-0.27◦C); and, the difference
between NUW and CTRL was 21.97 hPa (-2.16◦C)
We examine the differences between NUI and NUW simulations (Figure 5). The MSLP in the
weakly nudged ensemble is generally lower (10 – 12 hPa) across the domain versus the intermediate
nudging ensemble simulation. We note the NUW simulations had lower (higher) MSLP along the
North Pacific (10 – 12 hPa) (North Atlantic; 6 – 8 hPa) versus the NUI ensemble simulations.
Analysis of the 2-m temperature differences between NUW and NUI, shows generally cooler tem-
peratures (+8 ◦C) across the North Pacific and North Atlantic, and much of the domain in the
weakly nudged simulations versus the NUI ensemble simulations. These results suggest a tendency
for the weaker nudging case to better replicate the Arctic atmospheric circulation as compared to
ERAI Re-Analysis versus the intermediate nudging case, although the NUI ensemble simulates 2-m
temperatures closer to the Re-Analysis versus NUW.
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3.4 Conclusions
In this study, we evaluated DJF Arctic MSLP using two ensembles with varying nudging
strengths for 1990 – 1995. In addition, we analyzed 2-m temperatures for the same period. Our
analysis focused on DJF, as previous work found circulation biases were largest in winter. The
control simulation began in September 1979 and ran through December 1995, was used to initialize
two ensembles consisting of four members. These ensembles were branched from the control sim-
ulation beginning in January 1990, and ran through December 1995. Analysis began in January
1990 and ended in December 1995.
We found the CTRL simulated MSLP and 2-m temperatures similar to ERAI Re-Analysis.
Analysis of the reduced nudging ensemble simulations showed substantially higher MSLP differ-
ences compared to the CTRL simulation. These results do not provide an accurate depiction of
shifts in the North Pacific and North Atlantic storm tracks. The 2-m temperature results were a
mixed bag, with cooler temperatures across the North Pacific. It is important to note the 2-m tem-
perature results do not match the domain-wide MSLP results in the reduced nudging simulations.
Overall, the results are as of now inconclusive, and further work in diagnosing the effects reduced
nudging has on the RASM domain is needed.
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Figure 3.1: Map of the RASM component model domains.
45
Figure 3.2: 1990 – 1995 DJF MSLP and 2-m temperature differences (CTRL − ERAI)
46
Figure 3.3: As in Figure 2, except NUI − CTRL.
47
Figure 3.4: As in Figure 2, except NUW − CTRL.
48
Figure 3.5: As in Figure 2, except NUW − NUI.
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Table 3.1: List of WRF-ARW options used in our RASM simulations.
Option Description
Horizontal Grid 206 × 276
Horizontal Resolution 50 km
Model Top (Vertical Resolution) 50 hPa (40)
Shortwave Radiation RRTMG (Iacono et al., [2008])
Longwave Radiation RRTMG (Iacono et al., [2008])
Cloud Microphysics Morrison (Morrison et al., [2009])
Cumulus Parameterization Kain-Fritsch (Kain, [2004])
Planetary Bounary Layer MYNN2.5 (Nakanishi and Niino, [2006])
Surface Layer MM5 surface layer (Paulson; Webb; and Dyer et al., [1970])
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Table 3.2: List of simulations with varying spectral nudging strengths. * Denotes the control
simulations with default nudging strength.
Experiment Nudging Strength (s-1)
CTRL* 3.0 × 10-4
NUI 7.5 × 10-5
NUW 1.875 × 10-5
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CHAPTER 4. USING STABILITY INDICES TO EVALUATE THE
POTENTIAL FOR ARCTIC CONVECTIVE WEATHER UNDER FUTURE
CLIMATES
Abstract
We analyze July convective potential and heavy convective precipitation produced by four
CMIP5 GCMs, for historical (1986 – 2005) and RCP 8.5 scenario (2081 – 2100) time periods.
Analysis focuses on four analysis regions identified to experience large future atmospheric change.
This analysis focuses on common stability indices and convective precipitation. Robust statistics
were calculated using the bootstrap resampling technique. We also analyze individual components
of the stability indices to understand the physical processes producing changes in Arctic convec-
tive potential. Results suggest a future Arctic with less convective potential, however increasing
convective precipitation intensity.
4.1 Introduction
The Arctic is rapidly warming relative to the global average surface temperature (Screen and
Simmonds 2010). There have been many studies examining Arctic surface and lower troposphere
warming (e.g., Graversen et al. 2008; Overland and Wang 2010; Serreze and Barry 2011; Alexeev
et al. 2012; Screen et al. 2012; Chung et al. 2013). Additionally, multiple studies have examined
the increasing surface and lower troposphere water vapor (e.g., Francis and Hunter 2007; Rinke et
al. 2009; Screen and Simmonds 2010; Serreze et al. 2012). Increases in temperature and moisture
are expected to continue in the Arctic (Holland and Bitz 2003), which have implications for future
increases in convection and heavy rainfall.
Moisture, instability, and lift are key ingredients for thunderstorm development. Key factors
for these ingredients include warm and moist air at low levels, and cool, dry air higher in the
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atmosphere. Therefore, July was selected for examination of convective precipitation behavior as
it is generally the warmest month in the Arctic (Comiso et al. 2003), and initial work showed July
having the greatest convective potential for the period 1962 – 2007 in the ERA-40 data set. Due
to the Arctic having a low frequency of thunderstorms (Climate-Watch 2000), few studies have
examined both current and projected changes in Arctic convective potential.
Instability is an important factor in the development of thunderstorms, and instability indices
are common measures of convective phenomena and heavy rainfall that are useful for both research
and forecasting. We note indices only indicate the potential for atmospheric instability. These
indices are calculated from the vertical distribution of temperature and moisture, and used to
quantify atmospheric instability as GCMs do not resolve convection, but only compute the effects
of convection through parameterization. In this study, we use re-analysis, and historical and fu-
ture scenario simulations from four general circulation model (GCM) datasets. For each model,
two common instability indices are examined: K Index (George 1960; Sturtevant 1995) and Total
Totals (Miller 1972).
The scope of this work is to identify changes in potential convective intensity and heavy precip-
itation under a warming Arctic climate, as determined from spatial and temporal stability index
distributions. Section 2 describes the model data and methods used to analyze changes in GCM
scenario climate. Section 3 discusses the GCM bias, and future changes in stability indices and
convective precipitation. Conclusions and discussion of the implications are presented in section 4.
4.2 Methodology
4.2.1 Data
We used data from four Coupled Model Intercomparison Project phase 5 (CMIP5) GCMs for
two time periods: historical (1986 – 2005) and future scenario (2081 – 2100) under Representative
Concentration Pathway 8.5 (RCP 8.5) (Table 4.1). CMIP5 data is available between 1850 and 2100.
We followed the Intergovernmental Panel on Climate Change Fifth Assessment Report temporal
periods for our choice of historical and future scenario periods. RCP 8.5 is a ’business-as-usual’
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scenario, which has a high radiative forcing increase, and peaks at 8.5 W m−2 at end of century
(Riahi et al. 2011).
The GCMs selected for our study best replicated the Arctic sea-ice extent, within 20%, compared
to observed climatology (Wang et al. 2012). On this basis, we selected four GCMs to analyze: the
Community Climate System Model Version 4 (CCSM4), the Hadley Centre Global Environment
Model Version 2 (HadGEM2) Carbon Cycle (HadGEM2-CC) and Earth System (HadGEM2-ES)
models, and the Max-Planck-Institute Earth System Low Resolution (MPI-LR) model. The CCSM4
uses the Community Atmosphere Model (CAM4) atmosphere model, with a 1◦ horizontal resolution
(Gent et al. 2011). The HadGEM2 uses the Unified Model atmospheric model, with a 1.25◦×1.875◦
horizontal resolution (Martin et al. 2011). Differences between the HadGEM2-ES and HadGEM2-
CC models include increased vertical resolution (38 vertical layers in the Earth System model
versus 60 layers in the Carbon Cycle model), the inclusion of a non-orographic gravity wave drag
parameterization scheme (HadGEM2-CC), and the inclusion of tropospheric chemistry components
(HadGEM2-ES). The MPI-LR uses the European Centre Hamburg Model version 6 (ECHAM6)
atmospheric model, and has a 1.9◦ horizontal resolution (Giorgetta et al. 2013).
In addition to these GCMs, we used the European Centre for Medium-Range Weather Forecasts
ERA-Interim Re-Analysis (ERAI) (Dee et al. 2011) for comparisons with the GCM contemporary
climate as a measure of bias. Comparisons of ERAI to observations by Bromwich et al. (2016) show
small biases in the analysis fields (e.g., temperature and humidity). They found spatially averaged
surface temperature and dew-point biases of < 1◦C, with ERAI biases predominately positive and
largest (< 4◦C) across western Canada and eastern Siberia. Additionally, they found ERAI 500-hPa
temperature biases (< 1◦C, spatially averaged) were warm (cool) across North America and Europe
(Asia); and, relative humidity bias (< 5%) was negative across much of the Arctic, excluding parts
of Siberia and the high terrain in North America.
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4.2.2 Analysis Regions
To evaluate shifts of increasing convective potential, we selected four analysis regions (Figure
1). Each region was identified to have increased surface air temperature and precipitation, between
comparisons of future scenario (RCP 8.5; 2081 – 2100) and historical (1986 – 2005) periods in
CMIP5 simulations, and was larger than the natural variability (IPCC, Summary for Policymakers
2013). Francis et al. (2015) found that the north Canada and north Europe regions experienced
changes in the summer large-scale, upper-level flow in response to Arctic temperature change. They
indicated that these changes favor more persistent weather, allowing for increased extreme events.
4.2.3 Stability Indices
In this study, evaluation of severe weather within a GCM is limited to assessing environments
favorable for increasing convective potential. Stability indices were chosen that identify periods of
severe thunderstorms and heavy rainfall, and that are easily determined from gridded GCM output.
We used monthly averaged K-Index (KI; George 1960) and Total-Totals (TT; Miller 1972) shown
in Equations (1) and (2), calculated from daily mean July reanalysis and GCM temperature and
dewpoint variables:
KI = (T850 − T500) + (Td850 − Tdd700), and (4.1)
TT = (T850 − T500) + (Td850 − T500), (4.2)
where T is the temperature, Td is the dewpoint temperature, and Tdd is the dewpoint depression,
computed at the ith pressure surface. Area averages were weighted by latitude for each region, and
spatial distributions of grid points exceeding thresholds were defined for KI (> 26) and TT (> 51);
and, chosen from the categories defined below.
The KI is used as a measure of thunderstorm and heavy rain potential (Chen et al. 2012),
and includes the static stability component (VT) T850 −T500 and a measure of the vertical extent
of low-level moisture (CT1) Td850 − Tdd700. KI thresholds are adopted from Sturtevant (1995)
and are organized into three convective potential categories: small (15 – 25), moderate (26 – 39),
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and high (40+). The TT is used as a measure of storm strength, and includes the static stability
component (VT) common to the KI, and a combined measure of the low-level moisture and 500
hPa temperature (CT2) Td850−T500. Following Miller (1972), thresholds of TT are organized into
three convective potential categories: unlikely (< 44), likely non-severe (44 – 50), and likely severe
(51+).
As both stability indices give poor results over high terrain, we excluded areas with terrain
above 850 hPa. Terrain masks were calculated for each analysis region as the difference between
the average 1979 – 2014 July ERAI 850 hPa geopotential height and one daily geopotential height
standard deviation. For consistency, we regridded the terrain masks to each model grid, then
masked for each model terrain that exceeded the terrain mask geopotential height. We note, few
grid points in each region exceed the terrain mask.
4.2.4 Precipitation
GCM daily-average convective precipitation was used to calculate monthly area-averaged con-
vective precipitation and intensity. Intensity was determined at each grid point for the four analysis
regions as the sum of daily convective precipitation divided by the sum of days with measurable
convective precipitation (> 0.25 mm day−1).
4.2.5 Statistical Methods
In this study, original samples consisted of n = 20 independent monthly-averaged July values
for each field, climate, variable, and region (Table 4.2; 16 ERAI samples; and, 48 GCM samples per
model). Statistical analysis presented here followed Mendenhall and Sincich (2007). A test statistic
was computed for each original sample shown in Eq. (3). We denote the GCM historical sample by
yi, with I monthly-averaged July sample values y1, y2, . . . , yn; and, ERAI or GCM future scenario
sample as yj , with J monthly-averaged July sample values y1, y2, . . . , yn. We denote yi and si as
the sample spatio-temporal mean and standard deviation of GCM historical values, and yj , and
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sj as the sample spatio-temporal mean and standard deviation of ERAI or GCM future scenario
values for the respective test:
T =
(yi − yj)√
(
s2i
n ) + (
s2j
n )
. (4.3)
Assuming sample means equal to the hypothesized mean (H0 : µ = 0), original sample values are
transformed using Eq. (4) and (5). We denote the transformed samples as xi and xj , sample
mean values (yi, and yj) and combined sample region-mean values (y, and y) for I and J climates,
respectively:
xi = yi − yi + y, and (4.4)
xj = yj − yj + y. (4.5)
The bootstrap technique (Wilks 1995) was used to resample with replacement each transformed
sample, which allows for estimates of the population summary statistics. Thus, as the bootstrap
creates additional datasets, distribution statistics may be calculated; e.g., variability of the original
statistic. We repeated the bootstrap to produce B = 1, 000 bootstrap samples from each trans-
formed sample. As a consequence of this bootstrapping, we arrived at robust statistics (Wilks
1995). For each bootstrap sample, we compute a test statistic (TB) shown in Eq. (6), with sample
means x∗i and x
∗
j and sample standard deviations s
∗
i and s
∗
j , respectively, of the B
th bootstrap
sample:
TB =
(x∗i − x∗j )√
(
s2∗i
n ) + (
s2∗j
n )
. (4.6)
A p-value may then be estimated for lower-tail (Ha : µi − µj < 0) and two-tail (Ha : µi − µj 6= 0)
tests shown in Eq. (7) and (8):
p =
(Number of times TB < T )
B
, and (4.7)
p =
(Number of times TB > |T |) + (Number of times TB < −|T |)
B
. (4.8)
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Wilks (1995) describes estimation of histogram class intervals based on the data dispersion;
k = 15 class intervals were determined to best represent the data for each variable. Bin widths, h,
were then determined using Eq. (9), which allowed for the inclusion of all sample data, and equal
bin widths with the number of digits right of the decimal, numeric scale, not exceeding the sample
data numeric scale:
h =
ul︷ ︸︸ ︷
d( max(D)
pr(k + 1)
)e ∗ pr(k + 1)−
ll︷ ︸︸ ︷
b( min(D)
pr(k + 1)
)c ∗ pr(k + 1)
k + 1
. (4.9)
We chose pr = 14 because it satisfies the data numeric scale value of 2, and it has an exact binary
representation equal to 0.01two. For each variable, sample distribution limits (ll and ul) were a
function of the maximum and minimum of the overall variable distribution, D. Using (9), original
and bootstrap histograms were produced for each variable.
Probability density functions (PDF) were produced from the original and bootstrap histograms
to estimate an overlap coefficient (OVL) from each respective pair, f(x) and g(x), using the Weitz-
man overlap measure (Clemons and Bradley 2000), calculated in Eq. (10) as the sum of the
element-wise minima:
OV L =
∑
x
min[f(x), g(x)]. (4.10)
The OVL refers to the area where the two PDF pairs (f(x), g(x)) overlap, and has a range be-
tween 0 (no overlap) and 1 (perfectly correlated). Using the 1000 overlapping coefficients, we
determined statistical significance through construction of an emperical cumulative distribution
function (CDF), in which a p-value was estimated from the 2.5 (OP ), 5 (OP1), and 95
th (OP2)
percentiles of each CDF for the respective tail test. This OVL p-value is the ratio of bootstrap
OVL values residing in the respective tail to the bootstrap sample size, B. Thus, the original sample
OVL (Os) was found significant if smaller than Op or outside of the range of OP1 and OP2 for the
respective tail test, and a OVL p-value (Op) smaller than α.
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4.3 Results
4.3.1 Comparison of ERAI and GCMs
While the four GCMs best replicated the historical sea-ice extent (Wang and Overland, 2012),
we are interested in how the models reproduce the atmospheric fields used for calculating stability
indices. Table 4.3 shows the 20-year region-average July differences of fields used to calculate sta-
bility index parameters between the GCM historical simulations and ERAI. Overall, three GCMs
(HadGEM2-CC, HadGEM2-ES, and MPI-LR) have cooler than average (∼1◦C) atmospheric tem-
peratures versus ERAI, with CCSM4 temperatures warmer at 700- and 850-hPa. All GCMs have
warmer low- and mid-level dewpoint temperatures (∼2.6◦C) versus ERAI, with the largest differ-
ences occurring at 700-hPa.
To determine bias in stability indices between the GCMs and ERAI, GCM historical simulations
were compared with ERAI for 1986 – 2005 July monthly averages. Tables 4.4 – 4.5 show the GCM
by region area average and spatial distribution statistics for KI and TT. The GCMs have large area
average differences in KI (RMSD: 6.66) and TT (RMSD: 3.55), and significant model-region mean
differences compared to ERAI. Comparison of grid point thresholds, as the ratio of grid points
exceeding a specified value, respectively, to the number of grid points in the region, also show
large area average differences in GCM KI (RMSD: 22.34) and TT (RMSD: 17.67), and significant
model-region mean differences compared to ERAI.
Additionally, we measured the percent difference in spread between two comparisons from the
overall field and climate scenario average, respectively, as VARR% = (1 − σ1σ2 ) ∗ 100%, for σ1 =
GCM historical, and σ2 = ERAI. Comparisons between GCM historical simulations and ERAI area
average KI and TT show similar spread (VARR% average: 10.6% and 23.3%), suggesting the GCM
historical simulations replicate KI and TT well as compared to ERAI. We also compared spread
between GCM historical climate and ERAI grid point thresholds. The comparisons show large per-
cent differences in KI and TT (average: 60.1% and 226.6%), suggesting region-wide differences in
the GCMs versus ERAI. Further analysis of the KI and TT distributions between GCM historical
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climate and ERAI show the historical climate shifted right of ERAI. These results show a positive
KI and TT bias exists in the GCMs as compared to ERAI.
4.3.2 Stability Indices
We examine GCM historical versus scenario stability indices (Tables 4.6 – 4.7). Table 4.6 shows
significant differences in scenario mean KI area averages (average: historical: 25.13; and, scenario:
29.35) and most scenario distributions, equating to larger future KI. Additionally, increases in
scenario grid point threshold means (average historical: 52.79; and, scenario: 68.27) and seven
scenario distribution shifts are statistically significant. This suggests larger potential for future
heavy convective precipitation.
Examination of changing TT (Table 4.7) shows the future having smaller mean area average
(average: 44.65) and grid point threshold (average: 12.51) TT versus historical climate (average:
46.54 and 23.88). Further analysis shows some significant distribution shifts, however many distri-
bution pairs have a large overlap (>50), and thus are not significant. The TT results differ from
KI, as reductions in future TT suggest a decline in potential convective intensity.
To understand the differences between KI and TT, we separate components within each sta-
bility index. Table 4.8 shows the overall averaged components included in KI and TT for ERAI
and GCM. Recall KI = VT + CT1 for VT = T850 − T500 and CT1 = Td850 − Tdd700, and
TT = VT + CT2 for CT2 = Td850 − T500. Examination of the common component, VT, shows
static instability, on average, is similar for all models (average: ∼24).
Next, analysis of CT1 shows a greater vertical extent of low-level moisture in GCM historical
versus ERAI (average: 0.6 and −5.4), and further increasing in scenario climate (average: 5.4).
These changes in CT1 are due to increases in GCM 850-hPa moisture, and decreasing 700-hPa
dewpoint depression as a result of greater moistening. The reduced Tdd is less favorable for severe
weather as evaporative cooling decreases, however with increased relative humidity and surface
lifting, heavy precipitation potential increases. This analysis shows increasing KI was primarily
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due to the CT1 component, and suggests the potential for heavy convective precipitation to increase
in the future.
Analysis of the second component in TT (CT2), shows colder GCM historical 500-hPa temper-
atures compared to ERAI and GCM scenario. The mid-level temperature changes result in larger
CT2 in historical versus ERAI (average: 22 and 19.1) and scenario (average: 20.7), which results
in greater TT values for historical versus scenario climate. Additional analysis of mid-level tem-
perature differences (500-hPa − 700-hPa temperature) suggests a tendency for increased stability
in future climate (average: ERAI: 15.5; Historical: 16; Scenario: 15.2), as less cooling occurs with
height. As discussed earlier, the historical TT bias was double the difference between scenario and
ERAI, thereby further suggestive of reduced potential convective intensity in scenario climate.
4.3.3 Convective Precipitation
We showed KI increases in the future compared to historical climate in Section 3.1. These
results indicate the scenario climate model convective parameterization schemes should have in-
creases in convective precipitation. Here, we examine GCM historical versus scenario convective
precipitation for comparison with our historical and scenario climate KI results. Table 4.9 shows
the area average and intensity bootstrapped convective precipitation statistics. GCM scenario has
larger average precipitation (1.44 mm) versus historical (1.25 mm), with several model-region means
significantly larger in future scenario versus historical climates. Similarily, numerous model-region
average precipitation intensity means were significantly larger in future scenario (3.49 mm day−1)
versus historical (2.96 mm day−1) climate.
Analysis of precipitation distributions shows some significant shifts in area-averaged convective
precipitation, however most PDFs have >50% overlap between historical and future climates. Ad-
ditionally, Table 4.9 shows significant shifts in precipitation intensity distributions. The indices are
similar to the precipitation results shown here, and is suggestive of a wetter future with increasing
potential of heavier precipitation. We note, mean and distribution significant differences occurred
more frequently for NCAN and ESIB regions versus NEUR.
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4.4 Conclusions and Discussion
We evaluated changes in Arctic convective intensity and heavy precipitation using four CMIP5
GCMs that best replicated Arctic sea-ice extent for 1986 – 2005. We chose four analysis regions
identified by previous studies to undergo large future change. Common stability indices were used
to examine July convective intensity and heavy precipitation for GCM historical and potential
change in future scenario. As each sample size only consisted of 20 months, we re-sampled the data
using the bootstrap method to increase each sample size. This re-sampling allowed for statistically
robust analysis of changes in means and distributions between historical and future scenario climate
time periods for each GCM and region.
The results showed significant differences in KI, in which the future scenario had higher KI
versus historical. Analysis of TT showed few significant differences, with historical TT having
larger means and distributions trending towards higher values versus future scenario. We further
analyzed each stability index component to understand the opposite behavior between TT and
KI, and found large increases in scenario mid-level temperatures relative to the lower troposphere.
This increase in 500-hPa temperature results in smaller TT values, indicative of increased stability.
Additionally, analysis of scenario GCM precipitation was consistent with our KI results.
Our results have implications for the future Arctic. The change in stability indices seen here sug-
gest a decrease in future convective potential, however convective precipitation intensity increases.
This behavior is consistent with recent studies, showing declines in the frequency of intense storms,
with increasing precipitation intensity over North America (Dai et al. 2017). We note the GCM
historical simulations consistently overestimated KI (area average: +6; and, grid point threshold:
+21) and TT (area average: +3; and, grid point threshold: +16) compared to ERAI. However, as
the models have consistent magnitude change in both stability indices, this range is meaningful for
future climate impact studies.
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Figure 4.1: Map of analysis regions.
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Table 4.1: List of GCMs, and their respective ensemble member used in this study
for historical and future time periods.
Model Historical Member Scenario Member Reference
CCSM4 1deg.012 (MOAR)1 1deg.007 (MOAR)1 Gent et al. (2011)
HadGEM2-CC r1i1p1 r1i1p1 Martin et al. (2011)
HadGEM2-ES r1i1p1 r1i1p1 Martin et al. (2011)
MPI-LR r1i1p1 r1i1p1 Giorgetta et al. (2013)
1 CESM ”Mother Of All Runs” (MOAR) ensemble members chosen as it contains higher temporal reso-
lution data versus other CESM ensemble members.
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Table 4.2: List of sample categories.
Field Climate Scenario Variable Region
K Index ERAI Area Average North Canada (NCAN)
Total Totals Historical Grid Point Threshold North Europe (NEUR)
Precipitation1 Future Intensity2 East Siberia (ESIB)
West Siberia (WSIB)
1 ERAI convective precipitation was not included.
2 Convective precipitation intensity.
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Table 4.3: Average July (1986 – 2005) differences (GCM
− ERAI) for variables used to compute K-Index and Total
Totals.
Model T500 T700 T850 Td700 Td850
CCSM4 −0.36 0.29 1.03 4.16 1.77
HadGEM2-CC −0.59 −0.22 −0.66 3.63 2.41
HadGEM2-ES −1.42 −0.89 −1.64 2.65 1.21
MPI-LR −2.81 −2.22 −2.59 3.79 1.17
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Table 4.4: Historical versus ERAI bootstrapped statistics from monthly averaged July (1986
– 2005) K Index, organized by GCM model and analysis region.
Model Region Area Average
H σH E σE T p OS OP1 OP2 Op
CCSM4
NCAN 24.78 1.47 19.22 1.08 13.64 <.001* 0.10* 0.50 0.95 .015
NEUR 25.62 1.59 18.32 2.03 12.67 <.001* 0.00* 0.40 0.85 .027
ESIB 27.01 2 19.72 1.8 12.11 <.001* 0.05* 0.50 0.90 .035
WSIB 26.02 1.64 18.09 1.88 14.22 <.001* 0.05* 0.55 0.90 .030
HadGEM2-
CC
NCAN 25.25 1.3 19.22 1.08 15.99 <.001* 0.00* 0.60 0.95 .023
NEUR 24.49 1.93 18.32 2.03 9.87 <.001* 0.05* 0.50 0.90 .024
ESIB 26.65 1.73 19.72 1.8 12.42 <.001* 0.00* 0.45 0.90 .027
WSIB 23.56 2.55 18.09 1.88 7.72 <.001* 0.25* 0.40 0.80 .042
HadGEM2-
ES
NCAN 22 2.34 19.22 1.08 4.81 .006* 0.25* 0.50 0.95 .017
NEUR 23.97 2.21 18.32 2.03 8.34 <.001* 0.15* 0.40 0.90 .008
ESIB 23.39 2.08 19.72 1.8 5.9 <.001* 0.30* 0.45 0.85 .026
WSIB 24.05 2.49 18.09 1.88 8.48 <.001* 0.20* 0.40 0.85 .029
MPI-LR
NCAN 26.15 1.13 19.22 1.08 19.84 <.001* 0.00* 0.60 0.95 .027
NEUR 26.44 1.7 18.32 2.03 13.73 <.001* 0.00* 0.35 0.85 .006
ESIB 27.04 2.1 19.72 1.8 11.81 <.001* 0.10* 0.45 0.85 .042
WSIB 25.72 1.8 18.09 1.88 13.13 <.001* 0.10* 0.40 0.90 .023
Model Region Grid Point Threshold (%) (KI > 26)
H σH E σE T p OS OP1 OP2 Op
CCSM4
NCAN 48.79 7.02 31.28 5.44 8.82 <.001* 0.10* 0.35 0.80 .024
NEUR 55.18 8.1 26.13 6.49 12.52 <.001* 0.05* 0.50 0.90 .025
ESIB 61.09 9.43 36.16 6.2 9.88 <.001* 0.15* 0.45 0.85 .031
WSIB 55.78 6.71 31.59 6.31 11.74 <.001* 0.05* 0.45 0.85 .033
HadGEM2-
CC
NCAN 51.58 8.92 31.28 5.44 8.69 <.001* 0.15* 0.35 0.75 .042
NEUR 48.02 10.82 26.13 6.49 7.76 <.001* 0.20* 0.30 0.75 .018
ESIB 58.15 8.98 36.16 6.2 9.01 <.001* 0.10* 0.45 0.85 .029
WSIB 47.32 12.14 31.59 6.31 5.14 <.001* 0.35 0.25 0.70 .018
HadGEM2-
ES
NCAN 38.81 8.29 31.28 5.44 3.37 .005* 0.45 0.40 0.85 .024
NEUR 48.25 12.71 26.13 6.49 6.9 <.001* 0.20* 0.30 0.70 .042
ESIB 50.08 10.72 36.16 6.2 5 <.001* 0.30 0.30 0.75 .028
WSIB 50.56 10.5 31.59 6.31 6.87 <.001* 0.15* 0.30 0.75 .034
MPI-LR
NCAN 55.8 7.36 31.28 5.44 11.99 <.001* 0.00* 0.50 0.90 .024
NEUR 61.25 12.12 26.13 6.49 11.43 <.001* 0.05* 0.35 0.80 .009
ESIB 60.4 12.21 36.16 6.2 7.92 <.001* 0.25 0.25 0.65 .035
WSIB 53.64 10.5 31.59 6.31 8.05 <.001* 0.20* 0.35 0.75 .030
(H) historical average (%), (σH) historical standard deviation, (E) ERAI average (%), (σE) ERAI standard deviation,
(T) two-tailed test statistic of mean, (p) p-value of mean, OS sample overlay coefficient, OP1 overlay coefficient 2.5
th
percentile, OP2 overlay coefficient 97.5
th percentile, Op p-value of overlay coefficient.
* represents significance at the 0.05 level for p and Op.
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Table 4.5: Historical versus ERAI bootstrapped statistics from monthly averaged July (1986
– 2005) Total Totals, organized by GCM model and analysis region.
Model Region Area Average
H σH E σE T p OS OP1 OP2 Op
CCSM4
NCAN 45.81 1.16 44.8 0.68 3.36 .002* 0.55 0.35 0.85 .025
NEUR 46.88 1.37 43.41 1.22 8.45 <.001* 0.10* 0.40 0.85 .039
ESIB 47.63 1.52 42.67 1.33 10.99 <.001* 0.00* 0.50 0.85 .047
WSIB 46.85 1.13 42.19 0.88 14.54 <.001* 0.00* 0.45 0.90 .029
HadGEM2-
CC
NCAN 46.59 0.82 44.8 0.68 7.54 <.001* 0.35* 0.40 0.95 .019
NEUR 46.64 1.46 43.41 1.22 7.6 <.001* 0.15* 0.45 0.90 .017
ESIB 46.25 1.5 42.67 1.33 7.98 <.001* 0.20* 0.45 0.90 .022
WSIB 45.39 1.62 42.19 0.88 7.77 <.001* 0.30* 0.40 0.85 .017
HadGEM2-
ES
NCAN 44.63 1.08 44.8 0.68 −0.6 .565 0.70 0.35 0.85 .035
NEUR 47.05 1.27 43.41 1.22 9.13 <.001* 0.15* 0.35 0.85 .031
ESIB 44.92 1.14 42.67 1.33 5.64 <.001* 0.45* 0.50 0.90 .029
WSIB 46.1 1.27 42.19 0.88 11.2 <.001* 0.05* 0.50 0.90 .026
MPI-LR
NCAN 48.19 1.07 44.8 0.68 11.95 <.001* 0.10* 0.50 0.90 .037
NEUR 47.67 1.2 43.41 1.22 11.13 <.001* 0.00* 0.40 0.85 .020
ESIB 47.01 1.33 42.67 1.33 10.28 <.001* 0.00* 0.45 0.90 .020
WSIB 46.99 1.41 42.19 0.88 12.88 <.001* 0.10* 0.40 0.85 .031
Model Region Grid Point Threshold (%) (TT > 51)
H σH E σE T p OS OP1 OP2 Op
CCSM4
NCAN 22.84 6.15 14.87 2.96 5.23 <.001* 0.40 0.35 0.80 .030
NEUR 27.56 7.63 7.39 2.27 11.33 <.001* 0.00* 0.20 0.65 .028
ESIB 33.86 9.71 4.69 2.06 13.15 <.001* 0.00* 0.25 0.70 .041
WSIB 31.66 7.31 4.54 1.57 16.22 <.001* 0.00* 0.10 0.50 .024
HadGEM2-
CC
NCAN 22.93 5.72 14.87 2.96 5.6 <.001* 0.40 0.35 0.80 .041
NEUR 21.16 6.17 7.39 2.27 9.37 <.001* 0.10* 0.35 0.80 .039
ESIB 20.22 9.37 4.69 2.06 7.24 <.001* 0.10* 0.20 0.60 .035
WSIB 18.5 7.74 4.54 1.57 7.91 <.001* 0.15 0.15 0.55 .034
HadGEM2-
ES
NCAN 13.38 4.07 14.87 2.96 −1.31 .207 0.80 0.50 0.90 .039
NEUR 25.33 7.36 7.39 2.27 10.4 <.001* 0.05* 0.20 0.65 .027
ESIB 12.11 5.02 4.69 2.06 6.09 <.001* 0.35 0.30 0.75 .023
WSIB 24.05 6.22 4.54 1.57 13.59 <.001* 0.05* 0.20 0.65 .044
MPI-LR
NCAN 32.05 7.78 14.87 2.96 9.23 <.001* 0.15* 0.25 0.70 .026
NEUR 27.2 9.23 7.39 2.27 9.32 <.001* 0.05* 0.30 0.70 .012
ESIB 25.51 8.86 4.69 2.06 10.23 <.001* 0.05* 0.15 0.55 .025
WSIB 23.68 7.71 4.54 1.57 10.88 <.001* 0.05* 0.10 0.50 .028
(H) historical average (%), (σH) historical standard deviation, (E) ERAI average (%), (σE) ERAI standard deviation,
(T) two-tailed test statistic of mean, (p) p-value of mean, OS sample overlay coefficient, OP1 overlay coefficient 2.5
th
percentile, OP2 overlay coefficient 97.5
th percentile, Op p-value of overlay coefficient.
* represents significance at the 0.05 level for p and Op.
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Table 4.6: Historical versus Future scenario bootstrapped statistics from monthly averaged
July (1986 – 2005) K Index, organized by GCM model and analysis region.
Model Region Area Average
H σH F σF T p OS OP Op
CCSM4
NCAN 24.78 1.47 27.55 1.75 −5.4 <.001* 0.40 0.40 .015
NEUR 25.62 1.59 27.93 1.77 −4.35 <.001* 0.50* 0.60 .023
ESIB 27.01 2 29.5 2.6 −3.41 .003* 0.55 0.40 .012
WSIB 26.02 1.64 29.52 2.25 −5.61 <.001* 0.30* 0.50 .020
HadGEM2-
CC
NCAN 25.25 1.3 29.16 2.44 −6.3 <.001* 0.35* 0.40 .018
NEUR 24.49 1.93 29.26 1.63 −8.44 <.001* 0.25* 0.55 .017
ESIB 26.65 1.73 32.05 2.32 −8.34 <.001* 0.15* 0.45 .015
WSIB 23.56 2.55 30.24 2.25 −8.77 <.001* 0.15* 0.40 .022
HadGEM2-
ES
NCAN 22 2.34 27.3 1.88 −7.83 <.001* 0.05 0.52 .025
NEUR 23.97 2.21 28.08 1.59 −6.71 <.001* 0.30* 0.45 .022
ESIB 23.39 2.08 28.34 2.64 −6.47 <.001* 0.36* 0.51 .022
WSIB 24.05 2.49 30.98 1.96 −9.68 <.001* 0.00* 0.41 .022
MPI-LR
NCAN 26.15 1.13 29.83 1.55 −8.55 <.001* 0.15* 0.50 .013
NEUR 26.44 1.7 28.06 1.46 −3.23 .001* 0.60 0.50 .019
ESIB 27.04 2.1 31.35 1.57 −7.35 <.001* 0.20* 0.50 .016
WSIB 25.72 1.8 30.43 1.46 −9.1 <.001* 0.15* 0.55 .015
Model Region Grid Point Threshold (%) (KI > 26)
H σH F σF T p OS OP Op
CCSM4
NCAN 48.79 7.02 60.03 9.81 −4.17 .001* 0.45 0.45 .015
NEUR 55.18 8.1 62.98 9.62 −2.77 .010* 0.60 0.30 .006
ESIB 61.09 9.43 66.81 10.1 −1.85 .041 0.60 0.40 .015
WSIB 55.78 6.71 65.73 8 −4.31 <.001* 0.45 0.45 .007
HadGEM2-
CC
NCAN 51.58 8.92 65.16 11.16 −4.25 <.001* 0.40 0.30 .008
NEUR 48.02 10.82 69.91 7.98 −7.29 <.001* 0.20* 0.45 .014
ESIB 58.15 8.98 77.53 9.21 −6.74 <.001* 0.30* 0.35 .013
WSIB 47.32 12.14 68.85 8.67 −6.46 <.001* 0.20* 0.40 .011
HadGEM2-
ES
NCAN 38.81 8.29 60.97 9.09 −7.94 <.001* 0.25* 0.50 .023
NEUR 48.25 12.71 64 7.77 −4.7 <.001* 0.45 0.40 .022
ESIB 50.08 10.72 67.17 10.11 −5.12 <.001* 0.46 0.30 .025
WSIB 50.56 10.5 70.42 7.14 −6.94 <.001* 0.20* 0.50 .024
MPI-LR
NCAN 55.8 7.36 73.65 7.51 −7.6 <.001* 0.30* 0.45 .020
NEUR 61.25 12.12 68.74 10.52 −2.09 .026 0.65 0.35 .008
ESIB 60.4 12.21 75.96 7.59 −4.84 <.001* 0.45 0.35 .023
WSIB 53.64 10.5 74.39 7.88 −7.07 <.001* 0.25* 0.40 .019
(H) historical average (%), (σH) historical standard deviation, (F ) Future scenario average (%), (σF ) Future
standard deviation, (T) lower-tailed test statistic of mean, (p) p-value of mean, OS sample overlay coefficient, OP
overlay coefficient 2.5th percentile, Op p-value of overlay coefficient.
* represents significance at the 0.025 level for p and Op.
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Table 4.7: Historical versus Future scenario bootstrapped statistics from monthly averaged
July (1986 – 2005) Total Totals, organized by GCM model and analysis region.
Model Region Area Average
H σH F σF T p OS OP Op
CCSM4
NCAN 45.81 1.16 44.02 1.14 4.92 1.000 0.50 0.55 .015
NEUR 46.88 1.37 44.94 1.31 4.57 1.000 0.55 0.50 .022
ESIB 47.63 1.52 45.48 1.36 4.72 1.000 0.30 0.30 .016
WSIB 46.85 1.13 45.84 1.45 3.17 .999 0.70 0.40 .015
HadGEM2-
CC
NCAN 46.59 0.82 42.81 1.35 10.73 1.000 0.00* 0.45 .022
NEUR 46.64 1.46 44.33 1.16 5.56 1.000 0.25* 0.55 .017
ESIB 46.25 1.5 44.58 1.36 3.68 1.000 0.55 0.40 .024
WSIB 45.39 1.62 44.69 1.39 1.47 .918 0.85 0.50 .011
HadGEM2-
ES
NCAN 44.63 1.08 42.39 0.8 7.36 1.000 0.21* 0.52 .023
NEUR 47.05 1.27 44.05 1.03 8.1 1.000 0.26 0.50 .025
ESIB 44.92 1.14 43 1.46 4.56 1.000 0.57 0.42 .021
WSIB 46.1 1.27 45.96 1.25 0.33 .612 0.72 0.47 .024
MPI-LR
NCAN 48.19 1.07 45.81 1.25 6.46 1.000 0.35* 0.50 .010
NEUR 47.67 1.2 44.96 1.28 6.93 1.000 0.20* 0.40 .023
ESIB 47.01 1.33 45.66 1.09 3.5 1.000 0.60 0.40 .004
WSIB 46.99 1.41 45.94 1.17 2.56 .972 0.60 0.40 .009
Model Region Grid Point Threshold (%) (TT > 51)
H σH F σF T p OS OP Op
CCSM4
NCAN 22.84 6.15 12.54 4.88 5.87 1.000 0.35* 0.40 .013
NEUR 27.56 7.63 16.46 5.26 5.36 1.000 0.35 0.30 .009
ESIB 33.86 9.71 19 5.25 6.02 1.000 0.25* 0.35 .024
WSIB 31.66 7.31 21.58 6.68 4.55 1.000 0.45 0.35 .016
HadGEM2-
CC
NCAN 22.93 5.72 6.16 2.52 12 1.000 0.05* 0.35 .010
NEUR 21.16 6.17 8.48 3.5 8 1.000 0.20* 0.30 .011
ESIB 20.22 9.37 9.53 4.9 4.51 1.000 0.50 0.35 .021
WSIB 18.5 7.74 15.47 5.35 1.44 .921 0.80 0.45 .014
HadGEM2-
ES
NCAN 13.38 4.07 4.42 2.66 8.17 1.000 0.20 0.47 .025
NEUR 25.33 7.36 9.12 4.51 8.34 1.000 0.21* 0.31 .023
ESIB 12.11 5.02 5.17 3.31 5.13 1.000 0.46 0.36 .022
WSIB 24.05 6.22 22.65 7.35 0.64 .718 0.57 0.40 .025
MPI-LR
NCAN 32.05 7.78 15.29 7.4 6.98 1.000 0.35* 0.40 .011
NEUR 27.2 9.23 8.72 4.06 8.2 1.000 0.10* 0.30 .009
ESIB 25.51 8.86 13.44 4.19 5.51 1.000 0.45 0.30 .011
WSIB 23.68 7.71 12.14 5.1 5.59 1.000 0.35* 0.40 .019
(H) historical average (%), (σH) historical standard deviation, (F ) Future scenario average (%), (σF ) Future
standard deviation, (T) lower-tailed test statistic of mean, (p) p-value of mean, OS sample overlay coefficient, OP
overlay coefficient 2.5th percentile, Op p-value of overlay coefficient.
* represents significance at the 0.025 level for p and Op.
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Table 4.8: Model regional and monthly averaged July (1986 – 2005) stability indices split by
component and variable.
VT Tdd CT1 CT2 T500 T700 T850 Td700 Td850
ERAI 24.2 7.7 −5.4 19.1 −16.8 −1.3 7.4 −9.0 2.3
Historical
CCSM4 25.6 3.8 0.3 21.2 −17.1 −1.0 8.5 −4.8 4.1
HadGEM2-CC 23.6 3.8 0.9 22.1 −17.4 −1.5 6.8 −5.3 4.7
HadGEM2-ES 24.0 4.1 −0.6 21.7 −18.2 −2.2 5.8 −6.3 3.5
MPI-LR 24.4 1.5 1.9 23.1 −19.6 −3.5 4.8 −5.2 3.5
Mean 24.4 3.3 0.6 22.0 −18.1 −2.1 6.5 −5.4 3.9
σ 0.9 1.3 1.2 0.9 1.7 1.6 2.1 0.8 1.2
Diff (H−E) 0.2 −4.3 6.0 2.9 −1.3 −0.8 −1.0 3.6 1.6
Future
CCSM4 25.4 3.9 3.3 19.6 −12.5 3.3 12.9 −0.6 7.2
HadGEM2-CC 23.5 3.3 6.7 20.6 −10.6 4.4 12.9 1.0 10.0
HadGEM2-ES 23.4 3.8 5.3 20.5 −11.4 3.7 12.0 −0.1 9.1
MPI-LR 23.6 1.4 6.4 22.0 −14.3 0.7 9.3 −0.7 7.8
Mean 24.0 3.1 5.4 20.7 −12.2 3.0 11.8 −0.1 8.5
σ 1.3 1.4 1.6 1.0 2.0 2.1 2.6 1.1 1.7
Diff (F−H) −0.4 −0.2 4.8 −1.3 5.9 5.1 5.3 5.3 4.6
(VT) vertical totals, (Tdd) 700 hPa dewpoint depression, (CT1) k-index cross totals, (CT2) total-totals cross totals,
(T) and (Td) temperature and dewpoint at respective atmospheric pressure level.
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Table 4.9: Historical versus Future bootstrapped statistics from monthly averaged July
(1986 – 2005) convective precipitation, organized by GCM model and analysis region.
Model Region Area Average
H σH F σF T p OS OP Op
CCSM4
NCAN 0.51 0.11 0.6 0.17 −2.06 .030 0.85 0.65 .020
NEUR 0.76 0.18 0.74 0.21 0.35 .630 0.95 0.70 .019
ESIB 0.96 0.25 0.95 0.36 0.1 .537 0.90 0.45 .019
WSIB 1.01 0.24 0.96 0.36 0.5 .660 0.95 0.50 .014
HadGEM2-
CC
NCAN 1.62 0.21 1.93 0.46 −2.74 .007* 0.55 0.55 .011
NEUR 1.35 0.28 1.63 0.32 −2.92 .002* 0.65 0.65 .009
ESIB 1.84 0.37 2.41 0.52 −3.96 <.001* 0.40* 0.55 .015
WSIB 1.92 0.44 2.02 0.52 −0.69 .266 0.65 0.55 .022
HadGEM2-
ES
NCAN 1.61 0.22 1.91 0.29 −3.68 <.001* 0.58 0.57 .021
NEUR 1.55 0.3 1.61 0.36 −0.58 .280 0.73 0.62 .024
ESIB 2 0.33 2.4 0.65 −2.42 .012* 0.68 0.46 .022
WSIB 2.07 0.36 2.12 0.46 −0.34 .389 0.81 0.62 .025
MPI-LR
NCAN 0.41 0.14 0.55 0.23 −2.28 .007* 0.85 0.70 .016
NEUR 0.69 0.27 0.56 0.2 1.7 .960 0.80 0.60 .011
ESIB 0.73 0.32 1.28 0.25 −6.09 <.001* 0.45* 0.60 .005
WSIB 0.89 0.27 1.42 0.36 −5.29 <.001* 0.45* 0.60 .012
Model Region Precipitation Intensity (mm day−1
H σH F σF T p OS OP Op
CCSM4
NCAN 1.64 0.23 1.79 0.32 −1.68 .061 0.85 0.65 .017
NEUR 1.99 0.2 2.08 0.25 −1.28 .115 0.85 0.65 .012
ESIB 2.48 0.31 2.56 0.39 −0.74 .248 0.85 0.60 .009
WSIB 2.75 0.33 2.64 0.44 0.87 .786 0.85 0.60 .025
HadGEM2-
CC
NCAN 2.69 0.31 3.48 0.63 −5.06 <.001* 0.35* 0.45 .013
NEUR 2.36 0.29 2.91 0.31 −5.82 <.001* 0.65 0.65 .011
ESIB 3.25 0.39 4.27 0.57 −6.62 <.001* 0.20* 0.45 .021
WSIB 3.63 0.35 3.91 0.68 −1.65 .066 0.65 0.50 .012
HadGEM2-
ES
NCAN 3.21 0.42 4.12 0.47 −6.43 <.001* 0.31 0.58 .025
NEUR 2.83 0.36 3.47 0.64 −3.83 .001* 0.51 0.42 .025
ESIB 3.93 0.44 5.12 0.83 −5.55 <.001* 0.31* 0.51 .024
WSIB 4.15 0.56 4.52 0.66 −1.85 .033 0.73 0.51 .023
MPI-LR
NCAN 2.21 0.4 2.8 0.44 −4.49 <.001* 0.60 0.55 .021
NEUR 2.85 0.47 2.74 0.49 0.73 .751 0.80 0.40 .013
ESIB 3.5 0.67 4.67 0.47 −6.37 <.001* 0.25* 0.60 .017
WSIB 3.86 0.51 4.83 0.43 −6.47 <.001* 0.25* 0.50 .012
(H) historical average, (σH) historical standard deviation, (F ) Future average, (σF ) Future standard deviation, (T)
lower-tailed test statistic of mean, (p) p-value of mean, OS sample overlay coefficient, OP overlay coefficient 2.5
th
percentile, Op p-value of overlay coefficient.
Precipitation intensity (mm day−1), determined at each grid point, is the ratio of the daily sum of convective
precipitation to days with measurable convective rainfall (> 0.25 mm day−1).
* represents significance at the 0.025 level for p and Op.
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CHAPTER 5. GENERAL RESULTS
This dissertation was comprised of three papers, which were all focused with analysis of Arc-
tic climate, including shifts of temperature and precipitation extremes, and convective potential.
Using a polar-optimized version of the WRF model embedded in a fully coupled regional Arctic
system model, we constructed a pair of 6-member ensembles over two Arctic domains. We were
interested in identifying Arctic atmospheric circulations susceptible to producing extreme tempera-
ture events. In addition, we simulated different nudging strengths to address the question, is there
an optimal nudging strength to reduce Arctic atmospheric circulation bias in the regional climate
model? Finally, we examined the future change in Arctic potential convective intensity and heavy
precipitation using four CMIP5 GCMs.
5.1 General Results
In Chapter Two, we analyze a 6-member ensemble simulation ran for 16 years over the CORDEX-
Arctic domain. We use the Bayesian Information Criterion parameter to identify regime behavior
over our Arctic analysis region. The BIC parameter computes estimates from daily-averaged MSLP
for specified time windows. Consistent with previous work, we use BIC estimates for 7-day time
windows. Additionally, we consider only persistent regime behavior, defined as at least seven con-
secutive time windows with equal regime behavior. We also analyze temperature extremes at the
5th and 95th percentiles during persistent regime episodes over three smaller analysis domains. Our
simulations indicate a relationship between persistent regime behavior and extreme temperature
events.
Analysis of regime behavior indicate more frequent 1-regime behavior during low sea-ice years for
March-April-May and September-October-November. We find the tendency for persistent 2-regime
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behavior to occur during low sea-ice years for June-July-August. We then analyze temperature
extremes, and find persistent 1- and 2-regime behavior are associated with warm (cold) events. As
Arctic sea-ice freeze (melt) seasonal cycle is expected to occur later (earlier), these results indi-
cate more 1-regime behavior during the shoulder months, and an increase in warm temperature
extremes.
Chapter Three provides a preliminary analysis on the impacts of reduced spectral nudging on
MSLP and 2-m temperature in December-January-February ensemble simulations. We ran a con-
trol simulation beginning September 1979 through December 1995, using default spectral nudging.
A pair of ensembles, each consisting of four members, were branched from the control simulation
beginning January 1990, with perturbations made to the initial conditions to generate unique en-
semble members.
The results show higher MSLP across the interior of the RASM domain in the weaker spectral
nudged ensemble simulations versus the default nudging simulation. We find the weakest nudging
ensemble simulated MSLP closest to ERAI Re-Analysis. Additionally, we find 2-m temperature
results were inconsistent with the MSLP results in the weakly nudged ensemble simulations. These
results are inconclusive, and further work is needed to understand the impacts of reduced spectral
nudging on the atmospheric circulation in RASM.
Chapter Four provides an analysis focusing on Arctic convective potential and heavy convec-
tive precipitation. We use contemporary and scenario global circulation model CMIP5 simulated
stability indices over four analysis domains. The K-Index (KI) and Total Totals (TT) indices
were chosen to identify convection and convective precipitation. These stability indices include
measures of heavy rain potential (KI) and storm strength (TT). Additionally, we compare GCM
contemporary climate to ERAI to understand how well GCMs replicate the atmospheric fields used
in calculatinig the stability indices. We then analyze GCM precipitation as a means for finding
consistency in the KI results.
Our results show that KI (TT) increases (decreases) in the future (2081 – 2100) compared to
GCM contemporary climate (1986 – 2005) and ERAI. Analysis of GCM convective precipitation
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shows results consistent with our KI analysis. Together, these results suggest a future Arctic with
heavier convective precipitation. However, we find no increase in the potential for Arctic severe
storms.
5.2 Future Work
Future work is needed to understand further the changing Arctic atmospheric circulation and
its influence on the future Arctic extreme weather and convective potential. In Chapter Two, we
indicate the need for using a fully coupled regional climate model, as simulating more components
of the Arctic system will be useful in better understanding the relationship between model dynamic
regime behavior and extreme temperatures. In Chapter Three, additional diagnostics and longer
simulations are needed to understand the impacts of reduced spectral nudging in the RASM model
on Arctic atmospheric circulation and storm tracks. Finally, in Chapter Four, additional analysis of
the bias between CMIP5 and ERAI Re-Analysis may be needed for more conclusive results. Further,
more work is needed to better ascertain the change in model future upper-level temperatures in
response to global change.
