Abstract-In video compression, it can reduce the redundant information efficiently by motion estimation (ME) and motion compensation (MC), and less code is used to encode as much information as possible. In this paper, I frame encoding adopts wavelet transform and set partitioning in hierarchical trees (SPIHT) algorithm; for P frames, each frame sets the reconstructed frame of its previous frame as a reference frame, and then P frames proceed to code with ME and MC. In the step of ME, trading off between accuracy and computational complexity, adaptive fast search (AFS) algorithm combining with nodal search-based deformable block matching algorithm (NS-DBMA) is adopted to search for the matched block; and then in the MC process, wavelet transform combining with zerotree entropy (ZTE) algorithm is adopted according to the characteristics of residual image data. Meanwhile rate control is carried out in ZTE algorithm. Experimental results show that the proposed algorithm performs well for video sequences with complex motion and rich details, and reduces blocking artifacts obviously. Index Terms-video compression, motion estimation (ME), motion compensation (MC), wavelet transform, nodal searchbased deformable block matching algorithm (NS-DBMA), adaptive fast search (AFS)
I. INTRODUCTION
In frame sequences, the adjacent frame is correlated with each other to some extent. Dividing each frame into some blocks, each block can get its most matched block in its previous reconstructed frame through motion estimation (ME), so the motion vector (MV) is got. In many occasions, motion compensation (MC) is needed to make up the prediction difference caused by ME so as to get the prediction frame, which is as close as the original one. Therefore, the better the ME algorithm is, the more accurate the MV is. As a consequence, the amount of data that will be transferred will reduce obviously and the compression ratio of video can be improved.
The ME process is to find the block in reference frame that matches most closely the current block by block matching algorithm (BMA). In all block matching algorithms, the simplest and most efficient method is full search (FS) algorithm, while it is most useless since its huge computational amount. The FS algorithm searches the matching block in the reference frame pixel by pixel. If a frame in CIF format is divided into blocks of 16×16 and each block is searched ranging from 0 to 15 pixels, the total computational amount reaches 9.742×10 7 . In addition, each matching operation includes a subtraction, an absolute value operation and an addition, so it consumes a large number of computational resources. When comparing different algorithms, the FS is seen as an ideal situation theoretically. That is, the closer the quality is to the FS, the better the algorithm is. To reduce the amount of computation and keep the search accuracy, many fast ME algorithms are proposed, such as three-step search [1] , four-step search [2] , block-based gradient descent search [3] , diamond search [4] , enhanced predictive diamond zonal search [5] , and so on.
The above ME algorithms are mostly based on translational motion model, while it isn't fully consistent with the objective fact of objects motion. In many cases, objects usually have non-translational motion. Then if BMA is used to ME, it'll lead to inaccuracy that is not beneficial for video compression. In order to improve the performances of BMA, some famous algorithms are proposed, such as overlapped block motion compensation [6] , [7] , loop filter [8] , unsymmetrical-cross multihexagon-grid search (UMHexagonS) [9] , and so on. These algorithms do improve the performance of BMA to some extent, while they can't totally solve the prediction defects of non-translational motion. In this paper, nodal search-based deformable block matching algorithm (NS-DBMA) [10] is used to solve those problems. The NS-DBMA is also a ME method based on block matching. It uses bilinear motion model which is more complicated than translational model to represent the motion of object. In complicated motion cases, the NS-DBMA can further improve the accuracy of ME to make up the defect of BMA.
For better compression performance and minimizing blocking artifacts due to the existing video coding framework, the wavelet transform is used to I frame, and then the transformed data of I frame are coded with set partitioning in hierarchical trees (SPIHT) [11] algorithm. As a consequence, the video with good subjective effect can be achieved and no blocking artifact is felt at low bit rate. For P frames, compared with the conventional BMA, which has obvious disadvantage to non-translational motion, adaptive fast search (AFS) [12] combining with NS-DBMA is adopted as an ideal method for ME. Firstly, AFS is used to get the MV of object motion; then if the precision can't meet the demand, NS-DBMA will be applied to ME and it can efficiently improve the precision of prediction. In the process of MC, wavelet transform is used to residual image at the beginning. Then zerotree entropy (ZTE) [13] is adopted to code the wavelet coefficients according to the characteristics of themselves. In addition, the ME of fractional precision adopts the interpolation method based on all phase DCT (APDCT) [14] , and rate control is added into the quantization process of ZTE. To sum up, the video coding framework proposed in the paper is shown in Fig. 1 . The rest of this paper is organized as follows. Section II explains the code scheme of I frame. Section III describes the AFS and NS-DBMA used in ME, and introduces the APDCT interpolation used in NS-DBMA. Then Section IV presents the ZTE algorithm with rate control used in MC. Finally, experimental results and conclusion are given in Sections V and VI respectively. II. I FRAME ENCODING SCHEME A video encoding unit consists of an I frame and some P frames. In the unit, the encoding process of I frame is the same with still color image and the reconstructed image is treated as the reference frame of next frame. For P frames, each frame uses the reconstructed image of its previous frame as reference when performing ME. Considering that the reconstructed frame is not totally consistent with the original one, the precision of ME will be affected and the following residual data must be considerable, resulting in the quality of reconstructed frame down. So it is obvious that the coding of I frame affects not only the reconstruction of itself, but also that of the subsequent P frames. In the following, two ways of I frame encoding are considered: DCT with run length coding and wavelet transform with SPIHT. If DCT is adopted in I frame, it will lead to obvious blocking artifacts at low bit rate, and then P frames will be affected by ME, lowering the performance of prediction and coding of P frames. By comparison, the wavelet method transforms the entire frame and it can concentrate the energy of image effectively. The blocking artifact is removed after decoding. Additionally, SPIHT is able to organize the wavelet coefficients efficiently, improving the efficiency of encoding. Therefore, wavelet transform with SPIHT is adopted for I frame encoding in this paper.
III. MOTION ESTIMATION
Motion estimation is the core of this paper and the block of 8×8 is adopted for ME. Firstly, AFS is used for each block and residual difference is got. Then, comparing the residual difference with a threshold value, if the difference value is bigger than the threshold, NS-DBMA is used for this block. Eventually, the optimal matched block is got. Considering that the value of quarter pixel is used in NS-DBMA, the fraction position of each frame needs interpolation. In the following parts, ME is introduced in detail.
A. Adaptive Fast Search (AFS)
UMHexagonS is accepted as fast ME with integer pixel by the video compression standard H.264 [15] , [16] , [17] . Compared with fast FS algorithm, UMHexagonS reduces computational amount by 90% and retains good rate distortion performance.
In this paper, the improved UMHexagonS called adaptive fast search (AFS) is used for ME. Based on UMHexagonS, the AFS makes improvement in two aspects: searching center prediction and the premature termination algorithm. It not only retains the quality of prediction, but also speeds up the prediction. Under kinds of conditions, it can save half of computational amount and improve the comprehensive performance obviously. As shown in Fig. 2, 0 B is the block to be predicted. SAD , search won't achieve premature termination. In such a case, the accuracy is adequate, while the computational amount won't reduce. If TH is far bigger than best SAD , the search will end quickly. But the accuracy is not so good that the quality of prediction will be bad. To sum up, it is a good choice that TH is a little bigger than best SAD . The improved UMHexagonS algorithm is shown as follows [10] .  Only the MVs of 1 B and 2 B are used in this part. To improve the prediction precision, the rectangular lattice searching around the searching center within one pixel is added.  Skip the unsymmetrical-cross search, and use the Big_Diamond search in UMHexagonS to search. While in the Big_Diamond, the searching area is simplified from 5×5 to 3×3. 
, where i represents the control node. Suppose that the searching range is R, so the initial step-size is 0 /2 RR    . Nine points are examined in every round, including the current point and the responding points in eight different directions. Each time when examining a point, interpolation is needed. Then the difference is calculated according to the SAD criterion. The point whose difference is the least is regarded as the optimal one. Then the optimal point is set as the starting point of next round. Modify its MV and the search of subsequent nodes is based on the modified MV. After updating all nodes, halve the search steps and perform another search with same method of the previous round. Until search step turns into one pixel, the search ends. And the point got in the last round is the final matched one.
Suppose that the optimal MV of each node is denoted as op op ,, [ , ] x i y i VV , then we have
1,0,1
In each round, the searching matrix to be examined is defined as follows:
The search process of each node is shown as follows: 
Four individual searches are shown in the above instructions. Each time nine points are searched and each point needs to be calculated for the interpolation and difference.
A simple flow chart describing the NS-DBMA is shown in Fig. 3 .
C. Fraction Position Interpolation
Since the continuity of actual movement of objects, the MVs of some blocks are not integers in ME processing. While fraction pixel doesn't exist, then the prediction To achieve the APDCT interpolation easily, the interpolation kernel can be designed as an interpolation matrix P . For the quarter-pixel interpolation of 4 N  [14] , [18] , the matrix P can be expressed as (11) . 
In matrix P , its first row is the filter coefficients of one quarter pixel, its second row is the filter coefficients of half pixel and third row is the filter coefficients of three quarters pixel. Firstly, a one-dimensional horizontal filtering is conducted. Using the corresponding row filter of P to interpolate in the horizontal direction, and reference points are the known integer pixel. Then all the values of quarter-pixel interpolation in a row can be got one time. Until the operation of interpolation for rows finished, one-dimensional vertical column filtering is conducted in the following. This time the corresponding column filter of matrix P is used to interpolate in the vertical direction. Then the interpolation of quarter-pixel precision for the whole frame is got.
IV. MOTION COMPENSATION
For P frames, the precision is limited by ME and it's hard to get new changes of the frame to predict by ME. Under this condition, MC is an indispensable step to reconstruct the frame sequences exactly. The conventional MC with DCT firstly divides residual frame into blocks and has DCT transform for each block. Then the process for the transformed coefficients is completely same with that of grayscale image. The quality of reconstructed frame is acceptable for visual effect, while the code rate is high and isn't easy to control. Considering the shortcomings of DCT, the wavelet transform combining with ZTE coding for MC is used in this paper. In this method, the whole residual image is transformed with wavelet method. Then the wavelet coefficients are rearranged and quantized. At last, the coefficients of each block are encoded using ZTE algorithm. The following part introduces the algorithm used in MC.
A. ZTE Encoding
Zerotree root (ZTR) is a very important concept in ZTE coding. ZTR is a zero node, which locates in the lowest resolution sub-band of zero-tree. It satisfies the following requirements. First, this node is a zero node; second, its parent node isn't a zero node; third, this node doesn't locate in the highest resolution sub-band; last, all its child nodes and grandchild nodes are zero. Apparently, ZTR represents all the information of its corresponding zero-tree. If the position of ZTR is known, the position of all zero nodes on the zero-tree is known. The zero nodes that don't belong to any zero-tree are called isolate zero nodes. If nonzero nodes exist in the posterity of a zeronode, the zero-node is an isolate zero node. The residual frame which is got from ME is transformed by the wavelet with 3 layers. Then rearrange the wavelet coefficients using the method shown in Fig. 4 . So the wavelet coefficients in different layer sub-bands which represent the same area of image are put into the same wavelet block to establish a direct link. Then the wavelet coefficients block are quantized. Any efficient scheme can be used in this progress.
After quantization, the wavelet block is scanned from the lowest resolution sub-band to the highest one using ZTE algorithm. Then the essential node is distributed a symbol, which is one of the follows: zerotree root (ZTR), valued zerotree root (VZTR) and value (V).
ZTR represents that the coefficient is the root of zerotree. In addition, its child nodes, grandchild nodes and the root coefficient are all zeros. In ZTE algorithm, further scanning is not needed.
VZTR represents that the coefficient's child nodes and grandchild nodes are all zeros, while the root coefficient itself isn't zero. In this situation, further scanning is not needed too.
V represents that no matter the coefficient is zero or nonzero, there is nonzero coefficient in its child nodes or grandchild nodes. In this case, further scanning is needed.
The ZTE algorithm simultaneously outputs three symbol sets: identification symbol set, the corresponding coefficients set of VZTR and the corresponding coefficients set of value. For any leaf-node without any child node being scanned, identification symbol is not needed to identify this leaf-node, achieving saving codes for identifiers. For these leaf-nodes, the corresponding coefficient values of them are put into the Value set to encode.
B. Quantization and Rate Control
As ZTE algorithm doesn't have embedded feature and can't control the code rate precisely, the quantization matrix becomes the most important factor that affects the efficiency of coding. If the value of quantization matrix is too small, it may not improve the subjective quality, while it will result in the increasing of nonzero value for the residual data. If the value of quantization matrix is too large, then many details in the image will be lost and the image becomes blurred so that it doesn't reach the goal of MC. Considering the circumstances above, adoptive quantization matrix varied with the complexity of image is very essential. If the image is with high quality, the values of quantization matrix are increased, or decreased. Then the quality and the consuming of code rate are balanced. Smooth allocation of rate makes the quality of video stable and the unacceptable situation for video sequences will not appear.
A simple method is used to adjust the code rate in this paper. Firstly, according to the whole code rates of video series and the encoded I frame and P frames, residual rates are calculated. Then evenly distribute to the remaining P frames as the plan rates of current frame. Supposing the plan rates of current frame is M , quantize and encode with the current quantization matrix i Q . If the coded rates i mM  , it represents that current frame is with a high quality and the quantization matrix should decrease a little. So quantization matrix for the next frame should be
Q is the adjusted matrix. At the same time, update the plan rates of rest P frames. Repeat these steps until encoding ends. So it can ensure that the code rate of each frame is close to the plan rate realizing the goal of controlling code rate. The initial quantization matrix 0 Q and ' Q are shown as follows. 
When the receiving terminal receives the residual data encoded by ZTE algorithm, it decodes the received code in a completely opposite order with the encoding terminal. Adding the frame data got from ME, and the frame of MC is got.
V. EXPERIMENTAL RESULTS
All experimental results of the proposed algorithm in this paper are achieved by C language in the environment of VC++6.0. The test video sequences are in CIF format, with the size of 352×288, 30 frames per second (fps) and the interval between two I frames is 15 frames.
A. Effect of Different I Frame Encoding Schemes on P
Frames To compare the effect of different I frame encoding schemes on P frames, the "CDF 9/7" wavelet transform (also know as "bior4.4" in MATLAB) combining with SPIHT algorithm and DCT transform combining with run-length coding are used in I frame encoding. In addition, to avoid importing some other factors, P frames adopt AFS for ME and omit the procedure of MC. Now, I frame adopts the mentioned encoding schemes above and test the effect on the first 8 frames of Foreman and Mobile sequences. The experimental curves are shown in As shown in Fig. 5 , the quality of I frame affects that of P frames obviously for the video sequences with less Journal of Communications Vol. 8, No. 7, July 2013 intense motion. While for the video sequences with complex or intense motion, the quality of I frame has little effect on P frames. To sum up, I frame affects the subsequent two or three frames obviously. And as the increasing of the distance between I frame and P frame, the effect decreases step by step. Comparing with DCT encoding, the wavelet coding can get a reconstructed image with higher quality at lower bit rate. This can lay a good foundation for the P-frame's ME. More importantly, wavelet transform solves the blocking artifacts well and improves the visual effect efficiently. The two different encoding methods are used on I frame. Fig. 6 shows the effect of first reconstructed frame for Foreman sequence. The decomposition layer is 4 and bit rate is 1.0 bits/pixel (bpp) in wavelet transform.
B. Comparison of the Encoding Schemes for ME
The 8×8 block is adopted for ME in this paper. For a block, AFS is first applied. If the precision doesn't meet the demand, then NS-DBMA is applied to ME. In this way, the precision increases obviously without increasing the amount of calculation and MV simultaneously. The fixed threshold DBMA T will determine whether the NS-DBMA is used or not.
Six video sequences are tested in this paper and they are Foreman, Mobile, Bus, Football, Garden, and Stefan sequences. A variety of movements are involved in these sequences. I frame is inserted into the sequence every 15 frames and the rest are P frames. The rate of frame is 30fps. All the sequences are 30 frames. And then compare the quality of matching block by PSNR of luminance component. The complexity of calculation is measured by the average number of deformable search blocks (Pts_avg). I frame adopts 4 layers wavelet decomposition and SPIHT coding, and the bit rate is 1.0bpp. For P frames, the range of search is 15 pixels in four corresponding directions. Moreover, the BMA and FS algorithm are both with integer-pixel precision, while the NS-DBMA is with quarter-pixel precision.
As shown in Fig. 7 , the NS-DBMA does improve the precision of ME efficiently, especially for the sequence with complex motion, such as Mobile and Bus. The quality of recovery significantly improves, even is better than FS algorithm. So it's obvious that the motion model based on bilinear transform reflects the actual movement of objects better than the translational motion model. For the sequence with rich details, such as Garden and Stefan, NS-DBMA also performs well. While for the sequence with intense motion, such as Football, NS-DBMA doesn't have obvious advantages. This implies that NS-DBMA has a far better performance for deformation movement and zoom motion than AFS in prediction, while has limited increase in the prediction of translational motion. In addition, NS-DBMA also reduces the blocking artifacts raised by AFS, making the image smooth. Then the subjective feeling improves obviously. Fig. 8 shows the comparison of the seventh reconstructed frame from Foreman before and after using NS-DBMA. 
C. Comparison of Different MC Schemes
The precision of ME is limited. It is hard to get the new changes in the predicting frame by ME. To reconstruct the frame sequence accurately and reduce the difference of ME, MC is an essential step.
The Foreman, Mobile, Bus, Football, Garden and Stefan sequences are tested in this part. They are compared in four conditions: no MC, MC with DCT, MC with ZTE and MC with rate control. I frame adopts 4 layers wavelet transform and SPIHT coding. The bit rate is 1.0bpp. Then P frames adopt AFS combining with NS-DBMA. DBMA T is set to 192. And the search range is 15 pixels in four corresponding directions. The whole codes in rate control are equal to the ones in DCT transform combining with run-length coding. Experimental results are shown in Fig. 9 . As shown in Fig. 9 , MC can efficiently improve the quality of reconstructed frame. At the same bit rate, the wavelet combining with ZTE algorithm is more efficient than MC with DCT in most occasions. This is mainly because that DCT is appropriate for residual data got from BMA. While ZTE algorithm makes use of the relationship of wavelet coefficients got from the residual data. In the six tested sequences, ZTE doesn't perform better than DCT for Football sequence. This is because that the Football sequence includes intense motion. The NS-DBMA can't get a satisfied prediction for it. So the residual data is quite large. After wavelet transform, many high-frequency components exist. And these components will be discarded in the process of quantization. So the quality of reconstructed image decreases. While for the MC with DCT, the experimental quantization matrix can keep most high-frequency components. So the reconstructed image is rather good. To sum up, the wavelet transform combining with ZTE performs well for complex motion, translational motion and motion with rich details. For intense motion, the two methods have similar effect.
The rate control not only controls the output rate, but also makes the reconstructed frame smooth. In addition, it meets the requirements of human's subjective feeling well.
VI. CONCLUSION
In this paper, a new algorithm based on wavelet transform and NS-DBMA with motion compensation is proposed. Experiments are conducted on some typical video sequences. Firstly, comparisons are made with the conventional method in the following aspects: I frame coding, motion estimation and motion compensation. Experimental results are presented and the existing problems are analyzed. Finally, the overall performance of the proposed algorithm is compared with conventional algorithms. The experimental results demonstrate the efficiency of the proposed algorithm.
