. We prove that for any sequence of functions adapted to a biparameter atomic filtration satisfying (F 4 ) condition there is a sequence having the same joint distribution but adapted to the canonical (F 4 ) filtration. Even in one parameter case our result is an improvement of the theorem due to Montgomery-Smith, since the construction gives a morphism of filtrations and does not depend on underlying sequence.
I
Let (Ω, F , P) be a probability space, i.e. Ω is a sample space with a σ-field F and a probability measure
for all i ∈ N 0 .
A model example of a filtration can be obtained by considering a product space
where each (S i , S i , µ i ) is a probability space. Then F i we set to be σ-field generated by the projection onto the first i coordinates. The resulting sequence (F i : i ∈ N 0 ) will be called the canonical filtration on (S, S, µ). Suppose that (F i : i ∈ N 0 ) is a filtration in a probability space (Ω, F , P). A theorem due to Montgomery-Smith (see [2, Theorem 3.1] ) asserts that: For any sequence of random variables ( f n : 0 ≤ n ≤ N) on (Ω, F , P) adapted to (F n : 0 ≤ n ≤ N), i.e. each f n is F n -measurable, there is (f n : 0 ≤ n ≤ N) a sequence of functions on [0, 1] N adapted to the canonical filtration and having the same joint distribution as ( f n : 0 ≤ n ≤ N). The construction is clever, but tailored to a given sequence ( f n : 0 ≤ n ≤ N). One of the goals of the present article is to remove this disadvantage, provided that Ω is discrete. To achieve this we use the following observation: Suppose that there are two probability spaces (S, S, µ) and (T, T, ν) equipped with family of σ-fields (F i : i ∈ I) and (G i : i ∈ I), respectively. Assume that there is a mapping π : (S, S, µ) → (T, T, ν) so that
Then π induces a mapping 1 π * : L 0 (Ω, F , P) −→ L 0 (S, S, µ) f −→ f • π that maps F n -measurable function to G n -measurable function preserving distributions, that is
for all λ > 0 and f ∈ L 0 (Ω, F n , P). The main theorem for one parameter case is the following.
2010 Mathematics Subject Classification. Primary: 60G42. The research was partialy supported by the National Science Centre, Poland, Grant 2016/23/B/ST1/01665. 1 By L 0 (Ω, F , P) we denote the space of equivalence classes of F -measurable functions. Theorem A. Let (F n : 1 ≤ n ≤ N) be a filtration in a discrete probability space (Ω, F , P). Then there is a sequence of probability spaces (S i , S i , µ i ) : i ∈ N 0 such that for any sequence of random variables ( f n : 1 ≤ n ≤ N) on (Ω, F , P) adapted to (F n : 1 ≤ n ≤ N) there is a sequence of functions (f n : 1 ≤ n ≤ N) adapted to the canonical filtration of
having the same joint distribution as ( f n : 1 ≤ n ≤ N).
The advantage of our construction is the ability to extend it to biparameter case which is the main result of the present paper. Let us recall that double-indexed sequence of σ-fields
The following condition was introduced in [1], 2
and F i+1, j are conditionally independent given F i, j . The condition (F 4 ) looks quite restrictive, however it allows maintaining a relatively rich structure, see e.g. the monographs [4, 5] and references therein. The simplest example of biparameter filtrations satisfying (F 4 ) is a tensor of product filtrations. Namely, let
we define F i, j to be the σ-field generated by the projections
which is the product of canonical filtrations on (S, S, µ) and (T, T, ν). However, this is not a universal model and is characterized by the property that
A more general one is constructed from a double-indexed sequence of probability spaces
we set F i, j to be the σ-field generated by the projection
Heuristically, the whole space is generated by the surplus of F i, j over F − i, j , and this will be the main idea of the proof of the fact that for any probability space equipped with an (F 4 ) filtration one can find a map π from a product as (1.3) having the desired properties (1.1a) and (1.1b).
Our purpose for developing Theorem B was to gain an an understanding of biparameter decoupling analogous to that presented in [2] in the one parameter case, ultimately leading to a proof of one side of the Davis inequality for (F 4 ) filtrations which is to appear in a forthcoming paper [3] .
Notation. Given atomic σ-field F by at F we denote the set of atoms of F . Let N denote the set of positive integers and N 0 = N ∪ {0}.
O
In this section we want to prove Theorem A. To do so, we construct a sequences of discrete probability spaces (S, S i , µ i ) : i ∈ N 0 and a mapping By definition of ϕ, the second factor is just a condition on the A-th coordinate of ϕ and its measure equals to
verifying (1.1b).
In a general case, we have a filtration (F n : 1 ≤ n ≤ N) in a probability space (Ω, F , P). We define a map π : (Ω, F 0 , P) ⊗ N n=1 A∈at F n−1
where, as previously, an atom of A∈at F n−1 (A, F n ∩ A, P A ) we treat as a function ϕ n : at F n−1 → at F n satisfying ϕ n (A n−1 ) ⊂ A n−1 . From definition of π it is obvious that for an atom B n of F n , the condition π (A, ϕ 1 , . . . , ϕ N ) ∈ B n is equivalent to ϕ n • ϕ n−1 • . . . • ϕ 1 (A) = B n , so it depends only on A and ϕ i for i ≤ n proving (1.1a). The condition (1.1b) can be check on atoms of F N . If A N ∈ at F N , then, denoting its ancestors by A n ∈ at F n , we have π (A, ϕ 1 , . . . , ϕ N ) = A N if and only if A = A 0 , and ϕ n (A n−1 ) = A n , for all 1 ≤ n ≤ N. The probability of this event equals to
which concludes the proof of Theorem A.
T
In this section we prove Theorem B. In the two parameter case it is convenient to use the following variant of mathematical induction.
Again, our aim is to construct a double-indexed sequence of probability spaces (S i, j , S i, j , µ i, j ), and a mapping π :
satisfying (1.1a) and (1.1b). We use similar idea as in the one parameter case. For 1 ≤ i ≤ N and 1 ≤ j ≤ M, we set
Hence, the atoms in S i, j are sequences having a form (B A : A ∈ at F − i, j ) where B A denotes an atom of F i, j contained in A. Observe that for such an atom we have
Consequently, atoms of the domain of π are
We are now ready to define the mapping π, namely for an atom of the form (3.1) we set
Observe that the right hand-side of (3.2) can be written as a disjoint union of sets of the form
We are going to use the induction procedure given by Lemma 3.1. For 2 ≤ i ≤ N and 2 ≤ j ≤ M, we have
∅ and since B i−1,1 A i−1,1 and B i,1 A i,1 are atoms of F i−1,1 and F i,1 , respectively, we obtain that
Finally, B 1,1 A 1,1 is any atom of F 1,1 , thus (3.10)
Using (3.4), (3.6) and (3.9), we obtain
provided that π(B) ∅.
We are now in the position to verify (1.1a). If U is an atom of F n,m , then B ⊂ π −1 (U) is equivalent to B n,m A n, m = U. In view of (3.5), (3.7), (3.9) and (3.10), B n,m A n, m depends only on A i, j for 1 ≤ i ≤ n and 1 ≤ j ≤ m, thus π −1 (U) belongs to S n,m . To show (1.1b), it is sufficient to consider U being an atom of F N, M . Suppose that B ⊂ π −1 (U). By (3.11), for each 1 ≤ i ≤ N and 1 ≤ j ≤ M, B i, j A i, j is the unique atom of F i, j containing U. Therefore,
Now it is enough to show that for each 1 ≤ n ≤ N and 1 ≤ m ≤ M,
For the proof we use the induction procedure given by Lemma 3.1. For n = m = 1, there is nothing to be proved since A 1,1 = Ω. For n > 1 and m = 1, by (3.7), we have
For n = 1 and m > 1 the reasoning is analogous. Now, let us suppose that (3.12) holds true for (n − 1, m − 1), (n − 1, m) and (n, m − 1) for some 2 ≤ n ≤ N and 2 ≤ m ≤ M. Then where the last equality is a consequence of (3.5). Therefore, by (3.13), we conclude that (3.12) holds true proving Theorem B. 
