Abstract. Kaufman's dimension doubling theorem states that for a planar Brownian motion {B(t) : t ∈ [0, 1]} we have
Introduction
Let dim H , dim P , and dim A respectively denote the Hausdorff, packing, and Assouad dimension, see Section 2 for the definitions. The first uniform dimension result was proved by Kaufman [18] .
Theorem (Kaufman's dimension doubling theorem). Let {B(t) : t ∈ [0, 1]} be a planar Brownian motion. Then, almost surely, for all A ⊂ [0, 1] we have dim H B(A) = 2 dim H A and dim P B(A) = 2 dim P A.
Note that the packing dimension result is not stated in [18] , but it follows easily from the proof, see also [26, Section 9.4] . Here 'uniform' means that the exceptional null probability event on which the theorem does not hold is independent of A. Stronger uniform results for Haudorff and packing measures were obtained in [28] , for processes with stationary, independent increments see [14] . The theorem
The zero set of a linear Brownian motion B witnesses that the analogue of Kaufman's dimension doubling theorem does not hold in dimension one. Let Which property of D ensures the above formula? The main goal of the paper is to fully answer this question in case of packing dimension, and partially answer it in case of Hausdorff dimension.
More generally, let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian motion of Hurst index α. Let D ⊂ [0, 1] be a given deterministic set and consider the following statements: (A) P(dim H B(A) = (1/α) dim H A for all A ⊂ D) = 1, (B) P(dim P B(A) = (1/α) dim P A for all A ⊂ D) = 1, Definition 1.4. Let X be a totally bounded metric space. For x ∈ X and r > 0 let B(x, r) denote the closed ball of radius r around x. For A ⊂ X let N r (A) denote the smallest number of closed balls of diameter r required to cover A. For all 0 < ε < 1 define the ε-Assouad dimension as dim ε A X = inf{γ : ∃ C < ∞ such that, for all 0 < r ≤ r 1−ε ≤ R,
we have sup{N r (B(x, R)) : x ∈ X} ≤ C(R/r) γ }.
Then the ε-modified Assouad dimension is defined by Their motivation came from studying quasi-Lipschitz mappings. Clearly we have dim MA X ≤ dim qA X, and for sufficiently homogeneous spaces (e.g. self-similar sets and sets defined by digit restrictions) the two notions coincide. Fact 1.6. For every totally bounded metric space X we have
We prove a sufficient condition for (A) and (B). : dim H E = dim P E}. Then
In particular, all level sets of B| D have Hausdorff dimension zero almost surely. [17] .
We partially answer Problem 1.1 by considering sets defined by digit restrictions and self-similar sets. The problem remains open in general. Definition 1.12. We define sets by restricting which digits can occur at a certain position of their dyadic expansion. For S ⊂ N + let D S ⊂ [0, 1] be the compact set
x n 2 −n : x n ∈ {0, 1} if n ∈ S and x n = 0 if n / ∈ S . Theorem 1.13. Let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian motion of Hurst index α. For every S ⊂ N + the following are equivalent: and Fact 1.6 yield that if D is a self-similar set with the weak separation property then (A) holds iff dim MA D ≤ α. We prove that this remains true regardless of separation conditions. Theorem 1.15. Let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian motion of Hurst index α. For a self-similar set D ⊂ [0, 1] the following are equivalent: 
The following restriction theorem for fractional Brownian motion is due to Angel, Balka, Máthé, and Peres [2] . As an application of our theory, we give a new proof for this result based on Theorem 1.7. In fact, in [2] a stronger form of the above theorem was proved, where Hausdorff dimension was replaced by upper Minkowski dimension. Theorem 1.17 also implies the following, see [2, Section 8] for the deduction.
Theorem (Angel et al.). Let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian motion of Hurst index α. Then, almost surely, for all A ⊂ [0, 1] if B| A is of bounded variation then dim H A ≤ max{1 − α, α}. In particular, P(∃A : dim H A > max{1 − α, α} and B| A is non-decreasing) = 0.
Let Z be the zero set of B and let R = {t ∈ [0, 1] : B(t) = max s∈[0,t] B(s)} denote the set of record times of B. Then, almost surely, dim H Z = 1 − α and dim H R = α, see e.g. [15, Chapter 18] and [2] , respectively. Therefore Z and R witness that the above theorems are best possible. Remark 1.18. Theorem 1.17 can be generalized by replacing Hausdorff dimension by quasi-Assouad dimension, the proof in [2] works verbatim. This yields that dim H Z = dim MA Z = dim qA Z = 1 − α almost surely. The proof of [2, Proposition 1.5] readily implies that dim H R = dim MA R = dim qA R = α with probability one.
In Section 2 we outline the definitions of our main notions and some of their basic properties. Section 3 is devoted to the proof of the technical Theorem 3.3, which will be the basis of the proofs of Theorems 1.7 and 1.9. In Section 4 we prove our main results, Theorems 1.7, 1.8, and 1.9. In Section 5 we prove Theorems 1.13 and 1.15, which answer Problem 1.1 in case of sets defined by digit restrictions and self-similar sets, respectively. In Section 6 we reprove Theorem 1.17 by applying Theorem 1.7. In order to do so, we show that a percolation limit set has equal Hausdorff and modified Assouad dimension almost surely.
Preliminaries
Let X be a totally bounded metric space. Assume that x ∈ X, r > 0, and A ⊂ X. Recall that B(x, r) denotes the closed ball of radius r around x, and N r (A) is the smallest number of closed balls of diameter r required to cover A. The diameter and interior of A is denoted by diam A and int A, respectively. For all s ≥ 0 the s-Hausdorff content of X is defined as
We define the Hausdorff dimension of X by dim H X = inf{s ≥ 0 : H s ∞ (X) = 0}. The lower and upper Minkowski dimensions of X are respectively defined as
Equivalently, the upper Minkowski dimension of X can be written as
We define the packing dimension of X as the modified upper Minkowski dimension:
The Assouad dimension of X is given by dim A X = inf{γ : ∃C < ∞ such that, for all 0 < r ≤ R,
For more on these concepts see [6] or [22] .
Fact 2.1. For every totally bounded metric space X we have
Proof. The inequalities in the first row and dim H X ≤ dim P X are well known, see e.g. [6] . Clearly for all ε ∈ (0, 1) we have dim
A separable, complete metric space is called a Polish space. A separable metric space X is analytic if there exists a Polish space Y and a continuous onto map f : Y → X. For more on this concept see [19] . The proof of the following theorem is a modification of the proof of [12, Theorem 2]. Theorem 2.2. Let X be a totally bounded analytic metric space. Then
The following lemma is classical. For part (i) see the proof of [30, Proposition 3] or [6, Corollary 3.9] , for part (ii) see [23, Lemma 3.2] or [8, Lemma 4] . Lemma 2.3. Let X be a totally bounded metric space.
(i) If X is compact and if dim M U ≥ s for every non-empty open set U ⊂ X,
for every open set U which intersects C.
The proof of the following lemma is similar to that of Lemma 2.3. For the sake of completeness we outline the proof.
Lemma 2.4. Let X be a totally bounded metric space and let 0 < ε < 1.
(
, where X i are closed subsets of X. Clearly a set and its closure have the same ε-Assouad dimension, so it is enough to prove that dim ε A X i ≥ s for some i. By Baire's category theorem there is a non-empty open set U in X such that U ⊂ X i for some index i. Therefore dim
which completes the proof of (i).
(ii) Let V be a countable open basis for X. Define
Clearly C is closed in X and the ε-modified Assouad dimension is countably stable. Therefore dim ε MA (X \ C) ≤ s. Let U ⊂ X be an open set intersecting C and assume to the contrary that dim ε MA (C ∩ U ) ≤ s. Then there exists a V ∈ V such that V ⊂ U and V ∩ C = ∅. Using the stability again, we obtain that
This contradicts the construction of C, so the proof of (ii) is complete. 
For 0 < α < 1 the process {B(t) : t ≥ 0} is called a fractional Brownian motion of Hurst index α if
• B is a Gaussian process with stationary increments;
• B(0) = 0 and t −α B(t) has standard normal distribution for every t > 0; • almost surely, the function t → B(t) is continuous.
The covariance function of B is E(B(t)B(s)) = (1/2)(|t| 2α + |s| 2α − |t − s| 2α ). It is well known that almost surely B is γ-Hölder continuous for all γ < α, see Lemma 3.8 below. For more information on fractional Brownian motion see [1] .
Let |A| denote the cardinality of a set A.
A key theorem
The main goal of this section is to prove Theorem 3.3. First we need some definitions. Assume that 0 < α < 1 is fixed and {B(t) : t ∈ [0, 1]} is a fractional Brownian motion of Hurst index α. Definition 3.1. For n ∈ N and p ∈ {0, . . . , 2 n − 1} a dyadic time interval of order n is of the form
For all n ∈ N let
be the set of dyadic time intervals of order exactly n and at least n, respectively. Let
denote the set of all dyadic time intervals in [0, 1]. For q ∈ Z a value interval of order n is of the form
For all n ∈ N let J n = {J n,q : q ∈ Z} be the set of value intervals of order n.
Definition 3.2. Let U ⊂ I be a set of dyadic time intervals. For all I ∈ I and n ∈ N define
We say that U is β-balanced if it is (β, 0)-balanced. For all n ∈ N and q ∈ Z define
For ε > 0 define the event Γ(U, ε) = {G n,q (U) ≤ 2 εn for all n ∈ N and q ∈ Z}.
Theorem 3.3. Let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian motion of Hurst index α. Let ε > 0 and assume that U k ⊂ I k are (α+ ε, ε)-balanced for all large enough k. Then, almost surely, Γ(U k , 3ε) holds for all k large enough.
Before proving the theorem we need some preparation. Definition 3.4. Let U ⊂ I. For all n ∈ N and q ∈ Z define P n,q (U) = |{U ∈ U ∩ I n : B(min U ) ∈ J n,q }|.
εn for all n ∈ N and |q| ≤ n2 αn }.
Assume that our fractional Brownian motion B is defined on the probability space (Ω, F , P), and let F t = σ(B(s) : 0 ≤ s ≤ t) be the natural filtration. For a stopping time τ : Ω → [0, ∞] define the σ-algebra
For all n ∈ N, q ∈ Z, and for all stopping times τ let P τ n,q (U) = |{U ∈ U ∩ I n : min U > τ and B(min U ) ∈ J n,q }|.
Lemma 3.5. Let U ⊂ I be (α + ε, ε)-balanced for some ε > 0. Then there is a finite constant c = c(α, ε) such that for all bounded stopping times τ and integers n ∈ N and q ∈ Z, almost surely, we have
Proof. We may assume that τ takes values from 2 −n N. Pitt [29, Lemma 7 .1] proved that the property of strong local nondeterminism holds for fractional Brownian motion, that is, there is a constant c 1 = c 1 (α) > 0 such that for all t ≥ 0, almost surely, we have
As B is Gaussian, almost surely the conditional distribution B(τ + t) | F τ is normal, and (3.1) implies that its density function is bounded by 1/( √ c 1 t α ). Therefore, almost surely, we have
where
and let X m be the contribution of B| Xm to P τ n,q (U). Clearly for all m we have
can be always covered by two intervals of I m and U is (α + ε, ε)-balanced, for all m ≤ (1 − ε)n we obtain that
Applying (3.2) and (3.4) yields that for all m ≤ (1 − ε)n we have
where c 3 = 2c 2 . Thus the above inequality and (3.3) imply that
for some finite constant c = c(α, ε). The proof is complete.
Lemma 3.6. Let U ⊂ I be (α + ε, ε)-balanced for some ε > 0. Then there is a finite constant C = C(α, ε) such that for all n, ℓ ∈ N and q ∈ Z we have
Proof. Let c = c(α, ε) be the finite constant in Lemma 3.5, clearly we may assume that c ≥ 1. We will show that C = 3c satisfies the lemma. We define stopping times τ 0 , . . . , τ ℓ . Let τ 0 = 0. If τ k is defined for some 0 ≤ k < ℓ then let τ k+1 be the first time such that P
n,q (U) ≥ 2c2 εn if such a time exists, otherwise let τ k+1 = 1. Then c ≥ 1 and the definition of stopping times yield that
We may suppose that P(τ ℓ < 1) > 0 and thus the above conditional probabilities are defined, otherwise we are done. Hence it is enough to show that for all 1 ≤ k ≤ ℓ we have
Using Lemma 3.5 and the conditional Markov's inequality, we obtain that, almost surely,
As {τ k−1 < 1} ∈ F τ k−1 , the tower property of conditional expectation yields (3.5). This completes the proof.
Lemma 3.7. Let ε > 0 and assume that U k ⊂ I k are (α + ε, ε)-balanced for all large enough k. Then, almost surely, Π(U k , 2ε) holds for all k large enough.
Proof. We may assume that U k are (α + ε, ε)-balanced for all k. Let C = C(α, ε) be the constant in Lemma 3.6. We give an upper bound for the probability of the complement of Π(U k , 2ε). We apply Lemma 3.6 for all n ≥ k and |q| ≤ n2 αn with ℓ = n 2 . Clearly U k ⊂ I k implies that P n,q (U k ) = 0 for all n < k and q ∈ Z. As the number of integers q with |q| ≤ n2 αn is at most 2n2 αn + 1 < 3n2 αn , for all large enough k we obtain 
Now we are ready to prove Theorem 3.3.
Proof of Theorem 3.3. Fix δ ∈ (0, ε). By Lemmas 3.7 and 3.8 there exists a random N ∈ N + such that, almost surely, for all k > N we have
Fix a sample path B and N ∈ N + for which the above properties hold. Let us fix an arbitrary k > N , it is enough to prove that Γ(U k , 3ε) holds. Let q ∈ Z and n ∈ N + be given, we need to show that
If n < k then U k ⊂ I k implies that G n,q (U k ) = 0, and we are done. Now assume that n ≥ k. Property (i) yields that if q ′ ∈ Z and |q
Let I n,p be a time interval of order n such that B(I n,p ) ∩ J n,q = ∅. By (iii) we have
Finally, (3.8), (3.7) and (iv) imply that
Hence (3.6) holds, and the proof is complete.
The main theorems
The goal of this section is to prove Theorems 1.7, 1.8, and 1.9.
Proof of Theorem 1.7. As B is γ-Hölder continuous for all γ < α, Fact 2.5 yields that, almost surely, for all
Therefore it is enough to show the opposite inequalities. Fix an arbitrary ε ∈ (0, 1), it is enough to prove that, almost surely, for all E ⊂ R we have
Thus, by the countable stability of Hausdorff and packing dimensions, we may assume that dim
Since dim ε A D < α + ε, the set U n ⊂ I n is (α + ε, ε)-balanced for all n large enough. Therefore Theorem 3.3 yields that, almost surely, Γ(U n , 3ε) holds for all large enough n. Fix a sample path B and N ∈ N + such that Γ(U n , 3ε) holds for all n ≥ N . Fix an arbitrary E ⊂ R.
First we prove (1). Let δ > 0 be arbitrary. Let J = ∞ n=N J n and let
For all n ≥ N let M n be the number of indices k for which J k ∈ J n , which implies that
The definition of Γ(U n , 3ε) yields that for all n ≥ N and J ∈ J n the set B −1 (J) ∩ D can be covered by 2 3εn time intervals of length 2 −n . Therefore there is a covering of B −1 (E) ∩ D containing for each n ≥ N at most M n 2 3εn intervals of I n . Thus (4.1) yields that
As δ > 0 was arbitrary, we obtain that
, and (1) follows. Now we prove (2) . Assume that dim M E = t, first we show that
Fix n ≥ N , by increasing N if necessary we may assume that E can be covered by 2 α(t+ε)n intervals of J n . Since Γ(U n , 3ε) holds, for all J ∈ J n the set B −1 (J) ∩ D can be covered by 2 3εn intervals of I n . Therefore B −1 (E) ∩ D can be covered by 2 3εn 2 α(t+ε)n intervals of I n having length 2 −n . Thus dim M (B −1 (E)∩D) ≤ αt+ 4ε, so (4.2) holds. Applying this for E i in place of E we obtain that
Hence (2) holds, and the proof is complete. + such that, almost surely, for all n ≥ M and p ∈ {0, . . . , 2 n − 1} we have
Fix a sample path B and M ∈ N + with property (4.3). In order to obtain a contradiction it is enough to construct a compact set C ⊂ D such that dim P C ≥ ε 2 and dim P B(C) ≤ ε 2 /(α + ε 2 ). We define the lexicographical order ≺ on Σ = ∞ n=1 N n as follows. Let ≺ n be the lexicographical order on N n , and for σ ∈ Σ let |σ| denote the length of σ. For σ ∈ Σ and n ≤ |σ| let σ(n) ∈ N n denote the restriction of σ to its first n coordinates. Let σ, θ ∈ Σ such that min{|σ|, |θ|} = n. We write σ ≺ θ iff either σ(n) ≺ n θ(n) or σ(n) = θ(n) and |σ| < |θ|. By proceeding according to ≺ we may assume that if
For every E ⊂ R let 
Define N i0...i ℓ and intervals I i0...i ℓ i ℓ+1 such that
Define the compact set C by
Now we prove that dim P C ≥ ε 2 . By Lemma 2.3 (i) it is enough to prove that for each open set U intersecting C we have dim
Fix such an open set U , then for every large enough ℓ ∈ N + there is an interval I i0...i ℓ ⊂ U for some
Finally, we prove that
For k ∈ N + and E ⊂ R let M k (E) denote the number of intervals of J k that are needed to cover E. We need to prove that
Suppose that σ 0 ≺ σ 1 ≺ σ 2 are consecutive elements of Σ 0 and let m i = m σi and n i = n σi for i ∈ {0, 1, 2}. We may assume that m 1 < k ≤ m 2 . By construction, C \ I σ1 can be covered by at most |I n0 | = 2 n0 intervals of I m2 . By (4.6) we have 2 n0 < m 1 and k ≤ m 2 , so C \ I σ1 can be covered by at most m 1 intervals of I k . Thus (4.3) implies that
Now we prove an upper bound for M k (B(C ∩ I σ1 )). First assume that we have m 1 < k ≤ n 1 (α + ε 2 )/α. Then by the construction there is a J ∈ J n1 such that for all I ∈ I n1 which intersects C ∩ int I σ1 we have B(I) ∩ J = ∅. Thus (4.3) yields that B(C ∩ int I σ1 ) can be covered by 3n 1 consecutive intervals of J n1 . As the contribution of the endpoints of I σ1 to M k (B(C ∩ I σ1 )) is not more than 2, we have
Finally, assume that
intervals of I k which intersects C, so (4.3) yields
Inequalities (4.8), (4.9), and (4.10) imply (4.7). The proof is complete. Now we prove Theorem 1.9. First we need some preparation.
Definition 4.2. Let U ⊂ I be a set of dyadic time intervals. For β > 0 define
Lemma 4.3. Let U ⊂ I be a set of dyadic time intervals and let β > 0. Then there is a set V ⊂ I such that
Proof. Let U 0 = U, for all k ∈ N we inductively define
Taking n = m above shows that U k ⊂ U k+1 for all k ∈ N. Define
and let V be the set of maximal elements of U ∞ with respect to inclusion, that is,
First assume to the contrary that V is not β-balanced. Let us choose m < n and I ∈ I m such that N n (V, I) > 2 β(n−m) . Then there exists a k ∈ N + such that
, so I ∈ U k+1 by definition. As I ∈ U ∞ , the elements of {V ∈ V ∩ I n : V ⊂ I} are not maximal in U ∞ with respect to inclusion, so they cannot be in V. This is a contradiction, which proves (1). Clearly U ⊂ U ∞ = V, so (2) holds. Finally, we will prove (3). Let us fix I ∈ V. As the intervals in V are non-overlapping, it is enough to show that
Let k ∈ N be the minimal number such that I ∈ U k , we prove the claim by induction on k. If k = 0 then (4.11) is straightforward. Assume by induction that (4.11) holds for k = ℓ, it is enough to prove it for k = ℓ + 1. We can choose m < n such that I ∈ I m and N n (U ℓ , I) ≥ 2 β(n−m) . Thus
Therefore, using also the induction hypothesis and that the intervals of I n are non-overlapping, we obtain that
Thus (4.11) holds, and the proof is complete.
Proof of Theorem 1.9.
Now we prove (ii) ⇒ (i). Fix 0 < ε < 1 − α arbitrarily, it is enough to show that, almost surely, for all E ⊂ R we have (4.12) dim
implies that V k ⊂ I k . By Theorem 3.3, almost surely, Γ(V k , 3ε) holds for all large enough k. Fix a sample path B and N ∈ N + such that Γ(V k , 3ε) holds for all k ≥ N . Let E ⊂ R be arbitrarily fixed, first we prove that
Assume that dim M E = t, by increasing N if necessary we may assume that for all k ≥ N the set E can be covered by 2 α(t+ε)k intervals of J k . Fix k ≥ N and for all n ≥ k define W n = {I ∈ V k ∩ I n : B(I) ∩ E = ∅}.
Fix n ≥ k. Since Γ(V k , 3ε) holds, for every J ∈ J n we have
As E can be covered by 2 α(t+ε)n intervals of J n , the above inequality yields
Since ∞ n=k W n is a covering of B −1 (E) ∩ D, inequality (4.14) implies that
, so (4.13) holds. Finally, applying the countable stability of Hausdorff dimension and (4.13) for E i in place of E we obtain that
Hence (4.12) holds, and the proof is complete.
Sets defined by digit restrictions and self-similar sets
The goal of this section is to prove Theorems 1.13 and 1.15. These answer Problem 1.1 in case of sufficiently homogeneous sets. Problem 1.1 remains open in general.
5.1. Sets defined by digit restrictions. Before proving Theorem 1.13 we need some preparation. 
Proof. As dim MA D > α, we have dim δ A D > α + δ for some δ ∈ (0, 1). Thus there exist positive integers m k , n k such that (i) and (ii) hold with δ in place of ε, and m k ≤ (1 − δ)n k . Fix m = m k and n = n k and assume that m < i < n.
. Therefore we can divide the interval [m, n] into two intervals of (almost) equal length and keep one such that (i) still holds with δ. We iterate this process and stop when our new interval [m, n] satisfies m/n ≥ 1 − δ. This works for all large enough m, n and we obtain a constant c(δ) < 1 such that m/n ≤ c(δ). By redefining m k , n k and choosing a convergent subsequence of m k /n k we may assume that m k /n k → 1 − ε, where 0 < 1 − c(δ) ≤ ε ≤ δ. Then m k , n k and ε ∈ (0, 1) satisfy the above properties. n . For σ ∈ Σ ∪ Σ * denote by σ i the ith coordinate of σ and let |σ| be the length of σ.
and for all n ∈ N + and σ ∈ Σ(n) let
For each S ⊂ N + and n ∈ N + let Σ S = {σ ∈ Σ : σ i ∈ {0, 1} if i ∈ S and σ i = 0 if i / ∈ S}, S(n) = S ∩ {1, . . . , n}.
For σ ∈ Σ ∪ Σ * and integers 0 ≤ m < n ≤ |σ| define σ(m, n) = (σ m+1 , . . . , σ n ) ∈ {0, 1} n−m and σ(n) = σ(0, n).
n−m and Λ(n) = Λ(0, n).
Proof of Theorem 1.13. Implication (ii) ⇒ (i) follows from Theorem 1.7. Now we prove (i) ⇒ (ii). Suppose that (i) holds. By Lemma 3.8 almost surely there is a random M ∈ N + such that for all n ≥ M and p ∈ {0, . . . , 2 n − 1} we have
Fix a sample path B and M ∈ N + with this property. Assume to the contrary that dim MA D S > α and dim H D S = lim inf n→∞ d n (S) = s > 0, in order to obtain a contradiction it is enough to construct a compact set
First we construct C. By Lemma 5.4 there exist positive integers m k , n k and ε ∈ (0, 1) such that
As lim inf n→∞ d n (S) = s, we can define positive integers ℓ k and
Therefore there exists a J = J(σ) ∈ J n k such that
where we used (4) in the last line. For all k ∈ N + and σ ∈ Σ T (m k ) define Λ k (σ) and p k ∈ N + such that
Define the compact set C ⊂ D T as
first we prove an upper bound for dim H B(C). Let σ ∈ Λ(m k ). The definition of Λ k (σ) and (5.1) imply that λ∈Λ k (σ) B(I(λ)) can be covered by 2n k + 1 intervals of J n k . By (3) we have
so for any n k ≤ n ≤ m k+1 the image B(C) can be covered by
. Therefore, as the lower Minkowski dimension is an upper bound for the Hausdorff dimension, we obtain that
Define a Borel probability measure µ as follows. For all k ∈ N + and σ ∈ Λ(n k ) let
This uniquely defines a µ with supp(µ) = C. By Frostman's Lemma we have
hence in order to find a lower bound for dim H C we will estimate µ(I(σ)) from above. Let n ∈ N + and let σ ∈ Λ(n) such that m k < n ≤ m k+1 . First assume that m k < n ≤ m k (1 + ε). Then (3) and (ii) yield that
Properties (3) and (ii), the definition of p k , and (4) imply that
Our assumption and (4) yield that
Thus the above three inequalities imply that
Finally, assume that n k ≤ n ≤ m k+1 , then the definition of p k implies that
Inequalities (5.5), (5.6), (5.7), and Frostman's lemma yield that
Properties (ii), (3), and (4) imply that
Inequalities (5.8), (5.9) and s/(1 + ε) > s(1 − ε) yield that it is enough to prove for (5.3) that
properties (3) and (ii) imply that
Finally, assume that n k ≤ n ≤ 2n k /(εs). Then clearly
Inequalities (5.11), (5.12), (5.13), and (5.9) imply that lim inf
Hence (5.10) holds, and the proof is complete.
5.2. Self-similar sets. The goal of this subsection is to prove Theorem 1.15.
Proof of Theorem 1.15. Implication (ii) ⇒ (i) follows from Theorem 1.7. Now we prove (i) ⇒ (ii). Assume to the contrary that dim MA D > α and (i) hold. By Lemma 3.8 almost surely there is a random M ∈ N + such that for all n ≥ M and p ∈ {0, . . . , 2 n − 1} we have
Fix a sample path B and M ∈ N + with this property. Let us recall Definition 5.3. We show that there are positive integers m k , n k , ℓ k , d k and ε ∈ (0, 1) such that for
Indeed, dim MA D > α and Lemma 5.4 imply (1) and (2) . Property (3) may be assumed by passing to a subsequence. Adding at most n k−2 to n k does not change the earlier asymptotes, so we may suppose that n k is divisible by n k−2 for k > 2, so ℓ 1 = ℓ 2 = 1 and ℓ k = n k /n k−2 for k > 2 satisfies (4).
Properties (1) and (2) 
, where f i are contractive similarities of R. Let r = min{sim(f i ) : i ≤ k 0 }, where sim(f ) denotes the similarity ratio of f . It is easy to show that for each x ∈ D and R ∈ (0, 1) there exists a similarity f :
First we prove that for all k ∈ N + we can define p k ∈ N + and similarities φ
Indeed, by (1) for each k there exists p k with (i) such that there are points {x
Therefore, similarly as above, we can define positive integers q k and similarities ψ
, and i ∈ {1, . . . , p k } are given, where
and the similarities Φ θi satisfy
Proof of Statement 5.6. As φ
Properties (ii), (B), (4) , and (3) imply that
Then (5.17), (5.18) , and (5.14) yield that (2) imply that there is an interval J ∈ J 2n k such that 
Therefore by (5.14) for all for all 1 ≤ i ≤ p k we obtain
As the images {B(Φ θi (D))} i∈Σ θ intersect the same J which has length 2 −2αn k , inequality (5.19) implies (5.16). The proof of the statement is complete. Now we return to the proof of Theorem 1.15. Define
Define the compact set
Now we prove that dim H B(C) ≤ t/(2α). By (i) and (3) we have
By (A), (4) , and (3) we have
By (5.16) we obtain that B(C) can be covered by ( 
Finally, we show that dim
Each N ∈ N can be uniquely written as N = k i=1 (ℓ i + 1) + ℓ, where k ∈ N and 0 ≤ ℓ ≤ ℓ k+1 depend on N . Consider the cover 
Inequalities (ii), (iii), (B), (C), and (4) imply that the distance between any two elementary pieces of C of level N is at least
We have ε N ց 0 as N → ∞, so [6, Example 4.6] implies that
Hence we need to bound the above limes inferior from below. We use the notation a n ∼ b n if a n /b n → 1 as n → ∞. By (5.15) and (A) we obtain that
Hence asymptotes (3) and (4) yield that
By (3) and (4) we have
It is easy to check that for all positive numbers a, b, c, d we have
and applying this for a = (t + ε 2 )n k − td k+1 , b = ℓtd k+1 , c = 2n k − td k+1 , and d = ℓd k+1 together with d k+1 = o(n k ) implies that for all ℓ > 0 we have
where we used that t > ε 2 . Then (5.23) and (5.24) yield that
and the proof is complete.
A restriction theorem for fractional Brownian motion
The main goal of this section is to give a new proof for Theorem 1.17 based on Theorem 1.7. First we need some preparation.
Definition 6.1. Let γ ∈ (0, 1), we construct a random compact set Γ(γ) ⊂ [0, 1] as follows. We keep each interval I ∈ I 1 with probability p = 2 −γ . Let ∆ 1 ⊂ I 1 be the the collection of kept intervals and let S 1 = ∆ 1 be their union. If ∆ n ⊂ I n and S n are already defined, then we keep every interval I ∈ I n+1 for which I ⊂ S n independently with probability p. We denote by ∆ n+1 ⊂ I n+1 the collection of kept intervals and by S n+1 = ∆ n+1 their union. We define a percolation limit set as
The following theorem is due to Hawkes [13, Theorem 6] . such that for all n ∈ N + and k > 0 we have
Remark 6.4. Note that the above theorem is proved in [3] under the assumption P(Z 1 = 0) = 0, but we may assume this by applying the Harris-transformation. For more on this theory see [4] .
Fraser, Miao, and Troscheit [11, Theorem 5.1] proved that dim A Γ(γ) = 1 almost surely, provided Γ(γ) = ∅. The following theorem claims that the modified Assouad dimension behaves differently, we have dim MA Γ(γ) = dim H Γ(γ) almost surely. Proof. It is well known that dim H Γ(γ) = 1 − γ almost surely, provided Γ(γ) = ∅, see e.g. [13, Theorem 2] . By Fact 1.6 it is enough to prove that, almost surely, we have dim MA Γ(γ) ≤ 1 − γ. Let 0 < ε < 1 be arbitrarily fixed, it is enough to show that dim ε A Γ(γ) ≤ 1 − γ with probability one. Let m ∈ N + and I ∈ I m . For all n > m let N n (I) = |{J ∈ I n : J ⊂ I and J ∈ ∆ n }| and define the event A n = {N n (I) ≤ n 2 2 (1−γ)(n−m) for all m ≤ (1 − ε)n and I ∈ I m )}.
It is enough to prove that, almost surely, A n holds for all large enough n. Let Z n = |∆ n | for all n ∈ N + , then {Z n } n≥1 is a Galton-Watson branching process with EZ 1 = 2 1−γ > 1. Clearly Ee Z1 < ∞, so by Theorem 6.3 there are c 1 , c 2 ∈ R + such that for all n ∈ N + and k ∈ R + we have (6.1)
For a given I ∈ I m , provided I ∈ ∆ m , the random variable N n (I) has the same distribution as Z n−m . Hence (6.1) with k = n 2 implies that P(N n (I) ≥ n 2 2 (1−γ)(n−m) ) ≤ c 1 e
−c2n
2 .
The number of pairs (m, I) for which m ≤ (1 − ε)n and I ∈ I m is at most n2 n , so the probability of the complement of A n satisfies P(A Since C γ n [0, 1] and K are compact, it is easy to verify that ∆ n is compact for each n ∈ N + . Clearly ∆ = ∞ n=1 ∆ n , thus ∆ is σ-compact, so it is a Borel set. Now we are ready to give a new proof for Theorem 1.17.
Proof of Theorem 1.17. Assume that 0 < γ < α < 1 are fixed and let ∆ = ∆(γ, α) be the Borel set of Lemma 6.7. First assume that (f, K) ∈ ∆. Then there exist C ∈ K and β > α such that f | C is β-Hölder continuous and dim H (K ∩ C) > 0. By Fact 2.5 the set E = K ∩ C ⊂ K satisfies (6.2) dim H f (E) ≤ (1/β) dim H E < (1/α) dim H E.
Let µ and ν be the distributions of B on C[0, 1] and of Γ(1 − α) on K, respectively. By Theorem 6.5 we have dim MA K ≤ α for ν almost every K. Fix such a K, then Theorem 1.7 implies that for µ almost every f for all E ⊂ K we have (6.3) dim H f (E) = (1/α) dim H E.
Thus (6.2) and (6.3) imply that µ(∆ K ) = 0. As ∆ is Borel, Fubini's theorem yields that (µ × ν)(∆) = 0.
As (µ × ν)(∆) = 0, Fubini's theorem and the fact that B is γ-Hölder continuous almost surely imply that ν(∆ f ) = 0 for µ almost every f . Fix such an f and assume to the contrary that there is a set C ⊂ [0, 1] such that f | C is β-Hölder continuous for some β > α and dim H C > 1 − α. As f is still β-Hölder continuous on the closure of C, we may assume that C is compact. Then clearly {K ∈ K : dim H (K ∩ C) > 0} ⊂ ∆ f , thus Theorem 6.2 yields that
This is a contradiction, and the proof is complete.
