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1. Introduction
The time series contains three basic models: autoregressive (AR) model, moving average (MA) model and autoregressive
moving average (ARMA) model. This paper considers the least squares identification problem of controlled autoregressive
moving average (C-ARMA) model.
Comparedwith least squares (LS) algorithm, the stochastic gradient (SG) algorithmhas small computational load but slow
convergence rate [1]. Recently, Ding, Yang and Liu analyzed the consistency of the multivariable SG algorithm [2]; Ding and
Chenpresented a hierarchical SG algorithm formultivariable systems [3] and an auxiliarymodel based SG algorithm for dual-
rate systems [4]; Ding et al. studied the performances of the SG algorithms for dual-rate systems based on the polynomial
transformation technique [5,6]. In order to improve the convergence rate of the SG algorithm, Ding and Chen developed a
multi-innovation SG identification algorithm for linear regression model [7] and an extended stochastic gradient algorithm
with a forgetting factor for Hammerstein nonlinear systems [8]; Ding andWang discussed the gradient based identification
algorithm for Hammerstein–Wiener ARMAX systems [9]. Finally, Zhang, Ding and Shi presented a multi-innovation SG
parameter estimation based self-tuning control algorithm [10].
Because of the fast convergence rate of the least squares identification, it has received much attention in many areas,
including signal processing [11], system identification and parameter estimation [12–19], adaptive control [5,20,21]. For
example, Ding andChenpresented a hierarchical LS algorithm formultivariable systems [22],whose consistencywas studied
in [23]; Ding and Chen proposed an auxiliary model based LS algorithm for dual-rate systems [24]; Ding, Liu and Shi studied
the performances of the polynomial transform based LS algorithm for dual-rate systems [25].
∗ Corresponding author.
E-mail addresses: ys_xiao82@163.com (Y. Xiao), djvsqxb@163.com (J. Ding).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.02.037
Y. Xiao et al. / Computers and Mathematics with Applications 58 (2009) 1190–1197 1191
2. The system description
Consider a controlled autoregressive moving average (C-ARMA) model,
y(t) = B(z)u(t)+ D(z)
C(z)
v(t), (1)
where {y(t)} is the observation output, {u(t)} is the control input, {v(t)} is a white noise sequence with zero mean
E[v(t)] = 0 and variance σ 2 := E[v2(t)] (E denotes the expectation operator) and independent of u(t), z−1 represents
the unit backward shift operator: z−1y(t) = y(t − 1), and B(z), C(z) and D(z) are polynomials in z−1 with
B(z) = b1z−1 + b2z−2 + · · · + bnbz−nb ,
C(z) = 1+ c1z−1 + c2z−2 + · · · + cnc z−nc ,
D(z) = 1+ d1z−1 + d2z−2 + · · · + dndz−nd .
Assume that the orders nb, nc and nd are known. Let
w(t) := D(z)
C(z)
v(t). (2)
w(t) is a correlated noise with zero mean value and variance:
σ 2w =
σ 2
2pi j
∮
γ
D(z)
C(z)
D(z−1)
C(z−1)
dz
z
, j = √−1,
where γ is a unit circle with |γ | = 1.
Define the parameter vectors θ and ϑ and information vectors ϕ(t), φ(t) and ψ(t) as
θ :=
[
b
ϑ
]
∈ Rnb+nc+nd , ϕ(t) :=
[
φ(t)
ψ(t)
]
∈ Rnb+nc+nd ,
b := [b1, b2, . . . , bnb ]T ∈ Rnb ,
ϑ := [c1, c2, . . . , cnc , d1, d2, . . . , dnd ]T ∈ Rnc+nd ,
φ(t) := [u(t − 1), u(t − 2), . . . , u(t − nb)]T ∈ Rnb ,
ψ(t) := [−w(t − 1),−w(t − 2), . . . ,−w(t − nc), v(t − 1), v(t − 2), . . . , v(t − nd)]T ∈ Rnc+nd ,
(3)
where the superscript T represents the transpose of a matrix or vector.
From (2) and (1), we have the following identification models:
w(t) = ψT(t)ϑ + v(t), (4)
y(t) = φT(t)b+ w(t) (5)
= φT(t)b+ ψT(t)ϑ + v(t)
= ϕT(t)θ + v(t). (6)
Note that y(t) and φ(t) are measured but w(t), ψ(t) and v(t) are unknown (unmeasured). The objective of this paper is to
present the residual based identification algorithms to estimate the parameter vectors θ or b and ϑ from the observation
data {u(t), y(t)} or {y(t),φ(t)}.
3. The least squares estimate of b
Define the stacked vectors and matrices:
Y (t) :=

y(1)
y(2)
...
y(t)
 ∈ Rt , H(t) :=

φT(1)
φT(2)
...
φT(t)
 ∈ Rt×nb , (7)
W (t) :=

w(1)
w(2)
...
w(t)
 ∈ Rt , Ψ(t) :=

ψT(1)
ψT(2)
...
ψT(t)
 ∈ Rt×(nc+nd), V (t) :=

v(1)
v(2)
...
v(t)
 ∈ Rt .
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Here, t  nb can be regarded as the data length. From (5) and (4), we have
Y (t) = H(t)b+W (t), (8)
W (t) = Ψ(t)ϑ + V (t). (9)
Define two quadratic criterion functions:
J1(b) := ‖Y (t)− H(t)b‖2 =
t∑
i=1
[y(i)− φT(i)b]2, ‖X‖2 := tr[XXT], (10)
J2(ϑ) := ‖W (t)− Ψ(t)ϑ‖2 =
t∑
i=1
[w(i)− ψT(i)ϑ]2. (11)
Provided that φ(t) is persistently exciting, the matrix [HT(t)H(t)] is invertible. Minimizing J1(b) gives the least squares
estimate of b [1,26]:
bˆ(t) = [HT(t)H(t)]−1HT(t)Y (t). (12)
Sincew(t) is independent of u(t) (i.e.,W (t) is independent of H(t)), bˆ(t) is the unbiased estimate of b. In fact, using (8), we
compute the expectation of bˆ(t):
E[bˆ(t)] = E{[HT(t)H(t)]−1HT(t)Y (t)}
= E{[HT(t)H(t)]−1HT(t)[H(t)b+W (t)]}
= E{b+ [HT(t)H(t)]−1HT(t)W (t)}
= b+ E{[HT(t)H(t)]−1HT(t)W (t)} = b.
The parameter estimation error is given by
bˆ(t)− b = [HT(t)H(t)]−1HT(t)W (t).
Its covariance matrix is given by
E{[bˆ(t)− b][bˆ(t)− b]T} = E{[HT(t)H(t)]−1HT(t)W (t)W T(t)H(t)[HT(t)H(t)]−1}
6 σ 2wE{[HT(t)H(t)]−1}.
Taking the trace gives
E[‖bˆ(t)− b‖2] 6 σ 2wtr{E[(HT(t)H(t))−1]}.
Notice that HT(t)H(t) = ∑ti=1 φ(i)φT(i) = HTt−1Ht−1 + φ(t)ϕT(t). If φ(t) is persistently exciting, then HT(t)H(t) will
increase with t . Suppose thatHT(t)H(t) > αInb ln ln t for large t , where α is a positive constant and Inb represents an nb×nb
identity matrix, then the mean square estimation error E[‖bˆ(t)− b‖2] converges to zero, i.e.,
lim
t→∞ E[‖bˆ(t)− b‖
2] 6 lim
t→∞ σ
2
wtr{E[(HT(t)H(t))−1]}
6 lim
t→∞ σ
2
wtr{E[(αI ln ln t)−1]}
= lim
t→∞
nbσ 2w
α ln ln t
= 0.
This shows that although w(t) is a colored (correlated) noise, the estimate bˆ(t) converges to the true parameter vector b:
bˆ(t)→ b as the data length t →∞ sincew(t) is uncorrelated with φ(t).
4. The two-stage least squares based iterative algorithm
The matrix [Ψ T(t)Ψ(t)] consists of the correlated functions of the white noises and thus is invertible. Minimizing J2(ϑ)
gives the least squares estimate of ϑ:
ϑˆ(t) = [Ψ T(t)Ψ(t)]−1Ψ T(t)W (t). (13)
Note that v(t) is a white noise with zero mean and variance σ 2 and independent of v(i) (i 6= t). Using (9), we have
E[ϑˆ(t)] = E{[Ψ T(t)Ψ(t)]−1Ψ T(t)W (t)}
= E{[Ψ T(t)Ψ(t)]−1Ψ T(t)[Ψ(t)ϑ + V (t)]}
= E{ϑ + [Ψ T(t)Ψ(t)]−1Ψ T(t)V (t)}
= ϑ + E{[Ψ T(t)Ψ(t)]−1Ψ T(t)V (t)} = ϑ.
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Thus, ϑˆ(t) is the unbiased estimate ofϑ. However, it is impossible to compute the estimate ϑˆ(t) by (13) sinceΨ(t) andW (t)
are unknown. The solution here is based on the hierarchical identification principle [3,22,27–30]. Let wˆ(t − i) and vˆk(t − i)
be the estimates ofw(t − i) and v(t − i) at iteration k, and define
ϕˆk(t) :=
[
φ(t)
ψˆk(t)
]
∈ Rnb+nc+nd ,
ψˆk(t) := [−wˆ(t − 1),−wˆ(t − 2), . . . ,−wˆ(t − nc), vˆk(t − 1), vˆk(t − 2), . . . , vˆk(t − nd)]T ∈ Rnc+nd . (14)
Let θˆk(t) :=
[
bˆ(t)
ϑˆk(t)
]
be the estimate of θ =
[
b
ϑ
]
at iteration k. From (5), we have
w(t − i) = y(t − i)− φT(t − i)b, i = 0, 1, 2, . . . .
Replacing b in the above equation with bˆ(t), the estimate ofw(t − i) can be computed by
wˆ(t − i) = y(t − i)− φT(t − i)bˆ(t). (15)
Since bˆ(t)→ b, wˆ(t − i) converges tow(t − i). From (4), we have
v(t − i) = w(t − i)− ψT(t − i)ϑ.
The unknowns ψ(t − i), ϑ and w(t − i) in the above equation are replaced with their estimates ψˆk−1(t − i), ϑˆk−1(t) and
wˆk(t), then the estimate of v(t − i) can be computed by
vˆk(t − i) = wˆ(t − i)− ψˆTk−1(t − i)ϑˆk−1(t), (16)
or
vˆk(t − i) = y(t − i)− φT(t − i)bˆ(t)− ψˆTk−1(t − i)ϑˆk−1(t)
= y(t − i)− ϕˆTk−1(t − i)θˆk−1(t). (17)
Define
Ψˆ k(t) :=

ψˆ
T
k(1)
ψˆ
T
k(2)
...
ψˆ
T
k(t)
 ∈ Rt×(nc+nd), Wˆ (t) :=

wˆ(1)
wˆ(2)
...
wˆ(t)
 ∈ Rt . (18)
Replacing Ψ(t) andW (t) in (13) with Ψˆ k(t) and Wˆ (t) yields
ϑˆ(t) = [Ψˆ Tk(t)Ψˆ k(t)]−1Ψˆ Tk(t)Wˆ (t). (19)
Eqs. (12), (8), (3) and (19), (18), (14), (15), (16) are referred to as the least squares based iterative identification algorithm for
estimating θ or b and ϑ, which is abbreviated as the two-stage least squares based iterative (T-LSI) algorithm or the residual
based T-LSI algorithm, which can be summarized as
bˆ(t) = [HT(t)H(t)]−1HT(t)Y (t), (20)
Y (t) =

y(1)
y(2)
...
y(t)
 , H(t) =

φT(1)
φT(2)
...
φT(t)
 , (21)
φ(t) = [u(t − 1), u(t − 2), . . . , u(t − nb)]T, (22)
ϑˆk(t) = [Ψˆ Tk(t)Ψˆ k(t)]−1Ψˆ Tk(t)Wˆ (t), k = 1, 2, 3, . . . , (23)
Ψˆ k(t) =

ψˆ
T
k(1)
ψˆ
T
k(2)
...
ψˆ
T
k(t)
 , Wˆ (t) =

wˆ(1)
wˆ(2)
...
wˆ(t)
 , (24)
ψˆk(t) = [−wˆ(t − 1),−wˆ(t − 2), . . . ,−wˆ(t − nc), vˆk(t − 1), vˆk(t − 2), . . . , vˆk(t − nd)]T, (25)
wˆ(i) = y(i)− φT(i)bˆ(t), i = 1, 2, . . . , t, (26)
vˆk(i) = wˆ(i)− ψˆTk−1(i)ϑˆk−1(t). (27)
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In this algorithm, t in (20), (21), (23) and (24)may be regarded as the data length L and is replacedwith L. The T-LSI algorithm
adopts the idea of updating the estimates bˆ and ϑˆ using a fixed data batch with the data length t = L at each iteration.
The computation procedure of the T-LSI algorithm is summarized as follows:
1. Collect the input–output data {u(t), y(t), t = 1, 2, . . . , L}, and form φ(t) by (22) and Y (t = L) and H(t = L) by (21).
2. Compute the estimate bˆ(t = L) and wˆ(t) by (26).
3. To initialize, let k = 1 and ϑˆ0(t = L) = 1nc+nd be an (nc + nd)-dimensional column vector whose elements are 1,
wˆ(i) = 0 (i 6 0) and vˆ0(i) = 0 for all i. Form ψˆ0(t) by (25).
4. Compute vˆk(t) by (27) and form ψˆk(t) by (25).
5. Form Ψˆ k(t = L) and Wˆ (t = L) by (24).
6. Update the estimate ϑˆk(t = L) by (23).
7. Compare ϑˆk(t = L)with ϑˆk−1(t = L): if they are sufficiently close, or for some pre-set small ε > 0, if
‖ϑˆk(L)− ϑˆk−1(L)‖ 6 ε,
then terminate the procedure and obtain the iterative times k and estimates bˆ(L) and ϑˆk(L); otherwise, increment k by 1
and go to step 4.
5. The interactive least squares algorithm
This section discusses the interactive least squares algorithm for estimating b and ϑ, implementing the above T-LSI
algorithm.
Referring to [1,26], bˆ(t) in (12) can be equivalently implemented by the following recursive relations:
bˆ(t) = bˆ(t − 1)+ P(t)φ(t)[y(t)− φT(t)bˆ(t − 1)], (28)
P1(t) = P1(t − 1)+ P1(t − 1)φ(t)φ
T(t)P1(t − 1)
1+ φT(t)P1(t − 1)φ(t)
, P1(0) = p0Inb , (29)
φ(t) = [u(t − 1), u(t − 2), . . . , u(t − nb)]T, (30)
and ϑˆ(t) in (13) can be equivalently implemented by the following recursive relations:
ϑˆ(t) = ϑˆ(t − 1)+ P2(t)ψ(t)[w(t)− ψT(t)ϑˆ(t − 1)], (31)
P2(t) = P2(t − 1)+ P2(t − 1)ψ(t)ψ
T(t)P2(t − 1)
1+ ψT(t)P2(t − 1)ψ(t)
, P2(0) = p0Inc+nd , (32)
ψ(t) = [−w(t − 1),−w(t − 2), . . . ,−w(t − nc), v(t − 1), v(t − 2), . . . , v(t − nd)]T. (33)
Becausew(t− i) and v(t− i) inψ(t) are unmeasurable, the algorithm in (31)–(33) is impossible to implement. The solution
is based on the hierarchical identification principle [3,22,27–30]: Replacingw(t− i) and v(t− i) inψ(t)with their estimates
wˆ(t − i) and vˆ(t − i) and define
ψˆ(t) := [−wˆ(t − 1),−wˆ(t − 2), . . . ,−wˆ(t − nc), vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nd)]T ∈ Rnc+nd .
Replacing ψ(t) andw(t) in (31)–(32) with ψˆ(t) and wˆ(t), we have
ϑˆ(t) = ϑˆ(t − 1)+ P2(t)ψˆ(t)[wˆ(t)− ψˆT(t)ϑˆ(t − 1)], (34)
P2(t) = P2(t − 1)+ P2(t − 1)ψˆ(t)ψˆ
T
(t)P2(t − 1)
1+ ψˆT(t)P2(t − 1)ψˆ(t)
, P2(0) = p0Inc+nd , (35)
ψˆ(t) = [−wˆ(t − 1),−wˆ(t − 2), . . . ,−wˆ(t − nc), vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nd)]T, (36)
wˆ(t) = y(t)− φT(t)bˆ(t), vˆ(t) = wˆ(t)− ψˆT(t)ϑˆ(t). (37)
Eqs. (28)–(30) and (34)–(37) form the residual based interactive least squares (R-ILS) algorithm since the estimate ϑˆ(t)
depends on the estimate bˆ(t) interactively — see (34) and (37). Note that vˆ(t) = wˆ(t)− ψˆT(t)ϑˆ(t) in ψˆ(t) is the estimated
residual, from which the name of this algorithm is originated.
To initialize the algorithm, we take bˆ(0) = 1nb/p0 and ϑˆ(0) = 1nc+nd/p0 with p0 being a large constant, e.g., p0 = 106.
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6. The residual based LS algorithm
According to (6), form the criterion function
J3(θ) =
t∑
i=1
[y(i)− ϕT(i)θ]2.
Let θˆ(t) =
[
bˆ(t)
ϑˆ(t)
]
be the estimate of θ =
[
b
ϑ
]
. Minimizing J3 leads to the following recursive algorithm [1,26]:
θˆ(t) = θˆ(t − 1)+ P(t)ϕ(t)[y(t)− ϕT(t)θˆ(t − 1)], (38)
P(t) = P(t − 1)+ P(t − 1)ϕ(t)ϕ
T(t)P(t − 1)
1+ ϕT(t)P(t − 1)ϕ(t) , P(0) = p0Inb+nc+nd , (39)
ϕ(t) =
[
φ(t)
ψ(t)
]
, θˆ(t) =
[
bˆ(t)
ϑˆ(t)
]
, (40)
φ(t) = [u(t − 1), u(t − 2), . . . , u(t − nb)]T, (41)
ψ(t) = [−w(t − 1),−w(t − 2), . . . ,−w(t − nc), v(t − 1), v(t − 2), . . . , v(t − nd)]T. (42)
Similarly, replacing the unknownw(t − i) and v(t − i) inψ(t)with their estimates wˆ(t − i) and vˆ(t − i) and replacingψ(t)
in (38)–(39) with ψˆ(t), we obtain the residual based least squares (R-LS) algorithm of estimating θ:
θˆ(t) = θˆ(t − 1)+ P(t)ϕˆ(t)[y(t)− ϕˆT(t)θˆ(t − 1)], (43)
P(t) = P(t − 1)+ P(t − 1)ϕˆ(t)ϕˆ
T
(t)P(t − 1)
1+ ϕˆT(t)P(t − 1)ϕˆ(t) , P(0) = p0Inb+nc+nd , (44)
ϕˆ(t) =
[
φ(t)
ψˆ(t)
]
, θˆ(t) =
[
bˆ(t)
ϑˆ(t)
]
, (45)
φ(t) = [u(t − 1), u(t − 2), . . . , u(t − nb)]T, (46)
ψˆ(t) = [−wˆ(t − 1),−wˆ(t − 2), . . . ,−wˆ(t − nc), vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nd)]T, (47)
wˆ(t) = y(t)− φT(t)bˆ(t), vˆ(t) = wˆ(t)− ψˆT(t)ϑˆ(t). (48)
7. Examples
Assume that the simulated model takes the following form
y(t) = B(z)u(t)+ D(z)
C(z)
v(t),
B(z) = b1z−1 + b2z−2 + b3z−3 = 1.00z−1 + 1.68z−2 + 1.32z−3,
C(z) = 1+ c1z−1 + c2z−2 = 1+ 0.45z−1 + 0.55z−2,
D(z) = 1+ d1z−1 + d2z−2 = 1− 0.64z−1 + 0.36z−2,
θ = [b1, b2, b2, c1, c2, d1, d2]T = [1.00, 1.68, 1.32, 0.45, 0.55,−0.64, 0.36]T.
Here {u(t)} is taken as a persistent excitation sequence with the zero mean and unit variance, i.e., E[u(t)] = 0, E[u2(t)] =
1.002, and {v(t)} as a white noise sequence with zero mean E[v(t)] = 0 and variance E[v2(t)] = σ 2 = 1.002, the
corresponding noise-to-signal ratio of the system is δns = 70.02%, which is defined by the square root of the variance
ratio of the system output driven by the noise v(t) and the noise-free output x(t) (namely, the output y(t)when v(t) ≡ 0).
For the system in this example, δns is given by the following formula,
δns =
√
var[w(t)]
var[x(t)] × 100%, x(t) := B(z)u(t), w(t) :=
D(z)
C(z)
v(t).
Apply the residual based LS (R-LS) and residual based interactive LS (R-ILS) algorithms to estimate the parameters of this
system, the parameter estimates and their errors are shown in Tables 1–2 and the estimation errors δ := ‖θˆ(t) − θ‖/‖θ‖
versus t are shown in Fig. 1,
From Tables 1–2 and Fig. 1, it is clear that the parameter estimation errors given by the R-LS and R-ILS algorithms
gradually become (in general) small with the data length t increasing and the estimation accuracy of the two algorithms are
very close.
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Table 1
The R-LS parameter estimates (σ 2 = 1.002 , δns = 70.02%).
t b1 b2 b3 c1 c2 d1 d2 δ (%)
100 0.99360 1.80345 1.10591 0.07334 0.24040 −0.91481 0.36679 23.80156
200 1.00245 1.79039 1.19385 0.22035 0.42181 −0.77825 0.37386 13.28162
500 0.98149 1.74654 1.24078 0.24169 0.57514 −0.77995 0.51810 12.27952
1000 1.00068 1.74119 1.25605 0.40234 0.59544 −0.63117 0.40235 4.60928
2000 1.00415 1.73865 1.25254 0.42955 0.55869 −0.63839 0.36114 3.58751
3000 0.99390 1.71335 1.24268 0.44641 0.54615 −0.61814 0.34762 3.43237
4000 0.99813 1.70588 1.24841 0.44368 0.54231 −0.62855 0.33005 3.23735
5000 0.99806 1.70456 1.24937 0.44180 0.53972 −0.64037 0.34854 2.98796
6000 0.99701 1.70466 1.26544 0.44278 0.55066 −0.64019 0.36130 2.34931
7000 1.00328 1.69609 1.27052 0.44703 0.55524 −0.63371 0.36184 2.05712
8000 0.99792 1.69782 1.27509 0.45151 0.55605 −0.63470 0.35733 1.91072
9000 0.99229 1.68988 1.27599 0.45858 0.55365 −0.62792 0.34464 1.96907
10000 0.99384 1.69514 1.27617 0.45963 0.55302 −0.62580 0.34947 1.98465
True values 1.00000 1.68000 1.32000 0.45000 0.55000 −0.64000 0.36000
Table 2
The R-ILS parameter estimates (σ 2 = 1.002 , δns = 70.02%).
t b1 b2 b3 c1 c2 d1 d2 δ (%)
100 1.04583 1.78837 1.14595 0.75653 0.45470 −0.12737 −0.19324 32.91551
200 1.00299 1.76647 1.18789 0.77828 0.57490 −0.16971 −0.05202 28.16486
500 1.00549 1.77114 1.26037 0.50511 0.58977 −0.49245 0.23550 9.02099
1000 0.98954 1.76174 1.28820 0.52368 0.58888 −0.50963 0.25700 8.00489
2000 0.99035 1.76066 1.26953 0.48870 0.54912 −0.58250 0.28333 5.47764
3000 0.98705 1.74117 1.27252 0.48402 0.53676 −0.58271 0.29409 4.78352
4000 1.00765 1.71525 1.27312 0.46802 0.53322 −0.60705 0.29147 3.86784
5000 0.99431 1.70791 1.27833 0.46013 0.53124 −0.62408 0.31832 2.74869
6000 0.97948 1.70906 1.29686 0.45555 0.54271 −0.63010 0.33796 1.93279
7000 0.98883 1.69692 1.30587 0.45690 0.54781 −0.62630 0.34236 1.32591
8000 0.98923 1.70377 1.30054 0.45921 0.54898 −0.62962 0.34048 1.57241
9000 0.98282 1.69945 1.30646 0.46435 0.54718 −0.62447 0.33101 1.80456
10000 0.99681 1.69725 1.29481 0.46415 0.54678 −0.62339 0.33748 1.71168
True values 1.00000 1.68000 1.32000 0.45000 0.55000 −0.64000 0.36000
Fig. 1. The R-LS and R-ILS estimation errors δ versus t .
8. Conclusions
The paper presents a residual based least squares algorithm and a residual based interactive least squares algorithm for
C-ARMA models. The methods in this paper can be extended to finite impulse response Hammerstein nonlinear systems
with autoregressive moving average noise [12,8].
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