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Set valued probability and fuzzy valued probability theory is used for analyzing and
modeling highly uncertain probability systems. In this paper the set valued probability and
fuzzy valued probability are defined over themeasurable space. They are derived from a set
and fuzzy valued measure using restricted arithmetics. The range of set valued probability
is the set of subsets of the unit interval and the range of fuzzy valued probability is the set of
fuzzy sets of the unit interval. The expectation with respect to set valued and fuzzy valued
probability is defined and some properties are discussed. Also, the fuzzy model is applied
to binomial model for the price of a risky security.
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1. Introduction
Imprecise probability is a generic term to cover all mathematical models which measure chance or uncertainty without
sharp numerical probabilities. It includes both qualitative (comparative probability, partial preference orderings, etc.) and
quantitative modes (interval probabilities, possibility theory, belief functions, upper and lower previsions, upper and lower
probabilities, fuzzy probability, etc.). Imprecise probability models are needed in inference problems where the relevant
information is scarce, vague or conflicting, and in decision problems where preferences may also be incomplete. A common
theme in all of these generalized methods is that they focus on realistic reflection of available information and preferences,
and as such support informative decisions.
Uncertainty regarding some experiment may essentially have two origins. It may arise from randomness due to natural
variability of observation or it may be caused by imprecision due to partial information, e.g. expert opinions or sparse data
sets. Highly imprecise probabilistic system could be formalized using the theory of set or fuzzy valued random variables [1],
or using the theory of imprecise probability [2–17].
An incomplete data set delivers an imprecise assessment of the probability of an event which could be expressed
by a subset of [0, 1] or fuzzy set, instead of a number. In other words, probability theory is complemented with extra
dimension of uncertainty provided by set or fuzzy theory. This concept has received the generic name of uncertain
probability. However, this generic term has been interpreted and mathematically formalized in various ways. One of the
most attractive interpretations of an imprecise probability is where probability of a crisp event, due to the imprecision of
background knowledge or sparsity of data sample, is expressed in terms of subset or fuzzy set of [0, 1]. Set or fuzzy valued
probability theory aims not to replace, but to complement and enlarge the classical notion of Bayesian probability approach
to probability theory, by providing it with tools to work with weaker information states.
In our paper, the method of restricted set arithmetics [18] is used to treat the probabilities which are set or fuzzy valued
but in spite of that the sum of all the individual probabilities is one. One can consider this concept as the extension and
generalization of the classical model of probability theory. A similar construction could be made by the model which is
restricted to distributions with parameters which are set valued which is the general idea in statistical interval estimation.
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We introduce the set or fuzzy valued probability as the function derived from a finite complete set or fuzzy valuedmeasure.
That kind of set or fuzzy valued probability still has some nice properties — it is normed and *additive, where *additivity
is the additivity with respect to addition in restricted arithmetics. It turns out that our model is suitable to define the
expectation which generalize the single and interval valued model. The range of set valued measure and the derived set
valued probability is the set of subsets of reals. The range of fuzzy valued measure and the derived fuzzy valued probability
is the set of fuzzy sets of reals. In definition and some theorems there is no any assumption about convexity, so this theory
can be used to model and analyze probabilistic systems where the values of probability are highly imprecise but discrete.
First in Section 3 the set valued model of imprecise probability is developed. In Section 4 the fuzzy valued model of
imprecise probability is derived using the fact that fuzzy valued object can be decomposed on related family of set valued
objects. Also, some basic properties of set or fuzzy valued probability and expectation are given. At the end of Section 4 an
example of application in finance is given.
The model of imprecise probability defined in this paper and its connection with imprecise measure is suitable to define
some other structures such as conditional expectation,martingales and so on, whichwill be the subject of some futurework.
2. Preliminaries
First, for the convenience of the reader, we give a list of symbols used in this paper:
R, R+, N set of reals, nonnegative reals, natural numbers,
(Ω,A) measurable space whereA is a σ -algebra onΩ
K(f )(k)(c)(R) set of nonempty (closed), (compact), (convex) subsets of R,
F(k)(c)(R) set of fuzzy sets on Rwith nonempty (compact), (convex) levels,
F(u)(R) set of upper semicontinuous fuzzy sets on Rwith nonempty levels,
projMA× B projection of the set A× B ⊂ R2 on the setM ⊂ R,
h Hausdorff metric onKk(R),
dh metric in Fk(R), dh(u, v) = supα∈(0,1] h(uα, vα),
IA characteristic (indicator) function of A,
uα α-level of fuzzy set u,
A¯ complement of the set A, A¯ = Ω \ A.
By hwe denote Hausdorff metric onKf (R) defined by
h(A, B) = max

sup
y∈B
inf
x∈A |x− y|, supx∈A infy∈B |x− y|

,
A, B ∈ Kf (R). For A ⊂ R, |A| = h(A, {0}) = supx∈A |x|.
Set valued measure [19] is a natural generalization of the single valued measure. Let (Ω,A) be a measurable space with
A a σ -algebra of measurable subsets of the set Ω . If M : A → K(R) is a mapping such that for every sequence {Ai}i∈N
of pairwise disjoint elements of A the next equality is satisfied M(
∞
i=1 Ai) =
∑∞
i=1 M(Ai), where
∑∞
i=1 M(Ai) = {x ∈
R, (xi) ∈ M(Ai) : x = ∑∞i=1 xi(uncond.conv.)}, and M(∅) = {0}, then M is a set valued measure. M is a positive finite
complete set valued measure ifM(A) ∈ K(R+) for every A ∈ A, |M(Ω)| <∞ andA contains all subsets of measure zero.
Then by |M| : A→ R+ we denote the positive finite complete measure defined by |M|(A) = |M(A)|. SM is a set of measure
selectorsm : A→ R ofM .
Let (Ω,A) be a measurable space, M : A → Kk(R+) be a finite set valued measure and X : Ω → R be a random
variable. The integral of X with respect to set valued measureM is defined in [19] by
I(A) =

x ∈ R : x =
∫
A
X(ω)dm(ω), m ∈ SM

.
Theorem 1 ([20]). Let M : A→ Kk(R+) be a finite complete set valued measure and X : Ω → R be a random variable such
that

Ω
|X(ω)| d|M|(ω) <∞. Then
1. I(A) ∈ Kk(R),
2. if M is nonatomic, then I(A) ∈ Kkc(R)
3. if M : A→ Kkc(R+), then I(A) ∈ Kkc(R).
We denote by F (R) the set of fuzzy sets u : R→ [0, 1] for which the α-levels uα , defined by uα = {x ∈ R : u(x) ≥ α},
α ∈ (0, 1], are nonempty subset of R for all α ∈ (0, 1]. By F(k)(c)(R) we denote a subset of F (R) of fuzzy sets whose
α-levels are (compact), (convex) and by Fu(R) we denote a subset of F (R) of upper semicontinuous fuzzy sets. The fam-
ily {Aα}α∈(0,1] ⊂ K(R) defines a fuzzy set u ∈ F (R), u(x) = sup{α ∈ (0, 1] : x ∈ Aα}, iff Aα = β<α Aβ for every
α ∈ (0, 1]. Then Aα = uα for every α ∈ (0, 1] and we write u = {Aα}α∈(0,1]. If u, v ∈ F (R), then (u ≤ v) ⇔ (infx∈uα x ≤
infx∈vα x ∧ supx∈uα x ≤ supx∈vα x for all α ∈ (0, 1]), and (u ⊆ v) ⇔ (uα ⊆ vα for all α ∈ (0, 1]). Addition of fuzzy sets is
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defined by (u + v)(x) = sup{min{u(a), v(b)}, a + b = x}. If u, v ∈ Fk(R), then (u + v)α = uα + vα . Multiplication with
constant is defined by cu(x) = u( xc ) if c ∈ R, c ≠ 0, and 0u = I{0}.
Fuzzy valued measure [21] is a natural generalization of the set valued measure. Let (Ω,A) be a measurable space with
A a σ -algebra of measurable subsets of the set Ω . IfM : A → F (R) is a mapping such that for every sequence {Ai}i∈N
of pairwise disjoint elements of A the next equality is satisfied M(
∞
i=1 Ai) =
∑∞
i=1M(Ai), where
∑∞
i=1M(Ai)

(x) =
sup{infi∈N{M(Ai)(xi)} : x = ∑∞i=1 xi(uncond.conv.)}, and M(∅) = I{0}, then M is a fuzzy valued measure. If for every
A ∈ A, M(A) ∈ Fk(R), according to [21], Mα : A → Pk(X) is a set valued measure for every α ∈ (0, 1]. M is
a positive finite complete fuzzy valued measure if M(A) ∈ F (R+) for every A ∈ A, supα∈(0,1] |Mα(Ω)| < ∞ and A
contains all subsets of measure zero. Then by |M| : A → R+ we denote the positive finite complete measure defined by
|M|(A) = supα∈(0,1] |Mα(A)|.
Let (Ω,A) be a measurable space, M : A → Fu(R+) be a finite fuzzy valued measure and X : Ω → R be a
random variable. The integral of X with respect to fuzzy valued measure M [20] is by I(A) = {Iα(A)}α∈(0,1], where
Iα(A) = {x ∈ R : x =

A Xdm, m ∈ SMα }.
Theorem 2 ([20]). Let M : A → Fu(R+) be a finite fuzzy valued measure and X : Ω → R be a random variable such that
Ω
|X(ω)| d|M|(ω) <∞. Then
1. Iα(A) ∈ Pk(R) for every α ∈ (0, 1],
2. I(A) = {Iα(A)}α∈(0,1] ∈ Fk(R),
3. if M is nonatomic, then I(A) ∈ Fkc(R)
4. if M : A→ Fkc(R+), then I(A) ∈ Fkc(R).
3. Set valued probability and related expectation
Let (Ω,A) be a measurable space andM : A→ Kk(R+) be a finite, complete set valued measure such that 1 ∈ M(Ω).
That kind of set valued measureM we call probability adaptive set valued measure.
Lemma 3. If M is probability adaptive set valued measure, then
1. there exists an r ∈ R+ such that supx∈M(Ω) x < r,
2. for every A ∈ A,
{(x, x¯) ∈ [0, 1]2 : x+ x¯ = 1, x ∈ M(A), x¯ ∈ M(A¯), } ≠ ∅,
3. for every countable partition {A1, A2, . . . An, . . .} of Ω ,
{xi}i∈N ∈ l1([0, 1]) :
∞−
i=1
xi = 1, xi ∈ M(Ai), i ∈ N

≠ ∅.
Lemma 4. Let M be probability adaptive set valued measure. If a set valued function P : A→ K([0, 1]) is defined by
P (A) = {x ∈ [0, 1] : x ∈ M(A), ∃ x¯ ∈ M(A¯), x+ x¯ = 1}, A ∈ A,
then for all A, B ∈ A
1. P (A) ≠ ∅, P (A) is compact,
2. if M : A→ Kfc(R+), then P (A) is convex compact,
3. P (A) ⊂ [0, 1],
4. P (∅) = {0}, P (Ω) = {1}.
5. If M : A→ Kk(R+) is a probability adaptive set valued measure, then derived set valued probabilityP : A→ Kk([0, 1])
is unique.
6. Different probability adaptive set valued measures could have the same derived set valued probabilities.
7. There exists a unique minimal probability adaptive set valued measureΦ for the set valued probability P .
8. A ⊆ B ⇒ P (A) ≤ P (B),
9. A ∩ B ≠ ∅ ⇒ P (A ∪ B) ≤ P (A)+ P (B)− P (A ∩ B),
10. P (A)+ P (A¯) ≥ 1,
11. A ∩ B = ∅ ⇒ P (A)+ P (B) ≥ P (A ∪ B),
12. P is not an additive set valued function.
13. P is *additive, where P is *additive iff for every sequence {An}n∈N ⊂ A of mutually disjoint subsets of Ω , P
∞
n=1 An
 =
∗∑∞n=1 P (An), where
∗
∞−
n=1
P (An) =

x ∈ [0, 1] : x =
∞−
n=1
p(An), p ∈ SP

.
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Proof. (1), (2)M(A) × M(A¯) ∈ Pk(c)(R2+), so the set T = M(A) ×M(A¯) ∩ {(x, y) ∈ R2+ : x + y = 1} is also compact (and
convex) subset of [0, 1]2. Since P (A) = projM(A)T , the set P (A) is compact (and convex) subset of [0, 1].
(13) Let {An}n∈N ⊂ A be a sequence of mutually disjoint subsets of Ω , ∞n=1 An = A. Since P (∞n=1 An) = P (A) ∈
Kk([0, 1]), it is enough to prove that ∗∑∞n=1 P (An) = P (∞n=1 An). {A¯, A1, A2, . . . An, . . . , } is a countable partition of Ω .
By Lemma 3
{xi}i∈N ∈ l1([0, 1]) : x¯+
∞−
i=1
xi = 1, x¯ ∈ M(A¯), xi ∈ M(Ai), i ∈ N

≠ ∅.
Also
∗
∞−
n=1
P (An) =

x ∈ [0, 1] : x =
∞−
n=1
xi, xi ∈ P (Ai), ∃ x¯ ∈ P (A¯), x+ x¯ = 1

.
Recalling the definition of P , ∗∑∞n=1 P (An) ⊆ P (∞n=1 An). On the other hand, if x ∈ P (∞n=1 An) = P (A), then
x ∈ [0, 1], x ∈ M(A) = M
 ∞
n=1
An

=
∞−
n=1
M(An), ∃ x¯ ∈ M(A¯), x+ x¯ = 1
⇔ x =
∞−
n=1
xn, xn ∈ M(An), ∃ x¯ ∈ M(A¯), x+ x¯ = 1.
Since A¯n =∞k=1,k≠n(Ak)∪ A¯ and since x¯n = x1+ · · ·+ xn−1+ xn+1+ · · ·+ x¯ ∈ P (A¯n), x¯n+ xn = 1, we get that xn ∈ P (An).
So, x ∈ ∗∑∞n=1 P (An). It completes the proof that ∗∑∞n=1 P (An) = P (∞n=1 An). 
The set valued function P : A → Kf ([0, 1]) defined in the last lemma we call a set valued probability and we say that
set valued probabilityP is derived from the set valued measureM . LetP be a set valued probability defined onmeasurable
space (Ω,A) and p : A→ [0, 1] be a probability. We say that p is a probability selector ofP if p is probability and for every
A ∈ A, p(A) ∈ P (A). The set of all probability selectors p of P we denote by SP .
Let (Ω,A)be ameasurable space,M : A→ Kf (R+)be a probability adaptive set valuedmeasure andP : A→ Kk(R+)
be the derived set valued probability. We define the expectation of a random variable X : Ω → Rwith respect to set valued
probability P , by
E(X) = {x ∈ R : x = Ep(X) : p ∈ SP },
where Ep(X) denotes the expectation of X with respect to probability p.
If X and Y are random variables, we introduce the restricted addition (*addition) between expectations of X and Y by
E(X)
∗+ E(Y ) = {x ∈ R : x = Ep(X)+ Ep(Y ), p ∈ SP }.
In order to discuss the properties of expectation of random variable X : Ω → R with respect to set valued probability
P : A→ Kk([0, 1]), we consider three cases
– when X is a simple random variable,
– when X is a |M| integrable positive random variable,
– when X is a |M| integrable random variable,
Theorem 5. Let P : A → Kk([0, 1]) be a set valued probability and X = ∑ni=1 xiIAi be a simple random variable. Then
E(X) = {x ∈ R : x =∑ni=1 xip(Ai), p ∈ SP }, and
1. E(X) ∈ Kk([0, 1]),
2. if M : A→ Kkc(R+), then E(X) ∈ Kkc(R).
Proof. (1) Since SP ≠ ∅, E(X) ≠ ∅. The boundness of E(X) follows from the inequality |E(X)| ≤ maxi∈{1,2,...,n} |xi|.
To prove closeness, we consider a convergent sequence {yk}k∈N ⊂ E(X), limk→∞ yk = y. From yk ∈ E(X) for
all k ∈ N, we have yk = ∑ni=1 xipki , pki ∈ P (Ai) for all k ∈ N and y = limk→∞ yk = ∑ni=1 xi limk→∞ pki . Since,
for every k ∈ N, (pk1, pk2, . . . , pkn) ∈ ×ni=1 P (Ai), where ×ni=1 P (Ai) is compact, there exists a convergent subsequence
{(pkj1 , pkj2 , . . . , pkjn )}kj∈N ⊂ {(pk1, pk2, . . . , pkn)}k∈N, limkj→∞(pkj1 , pkj2 , . . . , pkjn ) = (p1, p2, . . . , pn) ∈ ×ni=1 P (Ai) and p1 + p2 +
· · · + pn = 1. Then y = limkj→∞ ykj =
∑n
i=1 xi limkj→∞ p
k
i =
∑n
i=1 xipi ∈ E(X).
(2) To prove convexity of E(X) we show that the implication x, y ∈ E(X) ⇒ λx + (1 − λ)y ∈ E(X) is true for all
λ ∈ [0, 1]. If x, y ∈ E(X), then x = ∑ni=1 xipi, y = ∑ni=1 xiqi, where pi, qi ∈ P (Ai) for all i = 1, 2, . . . , n. Since, by
Lemma 4, P (Ai) is convex, λpi + (1 − λ)qi ∈ P (Ai) for all i = 1, 2, . . . , n. Also,∑ni=1 λpi + (1 − λ)qi = 1, implying that∑n
i=1 xi(λpi + (1− λ)qi) ∈ E(X). Hence, λx+ (1− λ)y ∈ E(X). 
The next lemma describes some basic properties of the expectation of simple random variable.
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Lemma 6. Let X =∑ni=1 xiIAi , Y =∑mj=1 yjIBj be simple random variables and c ∈ R. Then
1. E(cX) = cE(X),
2. X ≤ Y ⇒ E(X) ≤ E(Y ),
3. E(X + Y ) = E(X) ∗+ E(Y ) ⊆ E(X)+ E(Y ).
Proof. (3) X + Y is a simple random variable, (X + Y )(ω) = ∑mj=1∑ni=1(xi + yj)IAi∩Bj . So, E(X + Y ) = {x ∈ R : x =∑m
j=1
∑n
i=1(xi + yj)p(Ai ∩ Bj), p ∈ SP } = {x ∈ R : x = Ep(X + Y ), p ∈ SP } = {x ∈ R : x = Ep(X)+ Ep(Y ), p ∈ SP }, that
is E(X + Y ) = E(X) ∗+ E(Y ). Since {x ∈ R : x = Ep(X) + Ep(Y ), p ∈ SP } ⊆ {x ∈ R : x = Ep(X), p ∈ SP } + {x ∈ R : x =
Eq(Y ), q ∈ SP }, we get E(X + Y ) ⊆ E(X)+ E(Y ). 
Theorem 7. Let M be a probability adaptive set valued measure, P be derived set valued probability and X ≥ 0 be a positive
random variable such that

Ω
X(ω) d|M|(ω) <∞. Then there exists an increasing sequence {Xn}n∈N of simple random variables
which converges to X, such that
1. h− limn→∞ E(Xn) = E(X) exists,
2. E(X) ∈ Kk(R),
3. if M : A→ Kkc(R+), then E(X) ∈ Kkc(R),
4. for every sequence {Yn}n∈N of simple random variables converging to X, E(X) = h− limn→∞ E(Yn).
Proof. (1) (2) The sequence {Xn}n∈N of increasing simple random variables is defined by
Xn(ω) =

(k− 1)2−n, ω ∈ Ank, k = 1, 2, . . . , n2n,
n, ω ∈ An,
for every ω ∈ Ω , where Ank = {ω ∈ Ω : (k− 1)2−n ≤ X(ω) < k2−n}, An = {ω ∈ Ω : n ≤ X(ω)}. Further, let A¯n =
n2n
k=1 A
n
k ,
for every n ∈ N and every k = 1, 2 . . . , n2n.
It is easily seen that limn→∞ Xn(ω) = X(ω) for every ω ∈ Ω and supω∈Ω\An |Xn(ω) − Xm(ω)| = |2−n − 2−m| < 2−n for
every n,m ∈ N, n < m. Also, knowing that |M| is a finite positive measure, by the condition 
Ω
X(ω) d|M|(ω) < ∞, we
have that for every ϵ > 0 there exists an n0(ϵ) ∈ N such that n > n0 ⇒

An X(ω) d|M|(ω) < ϵ ⇒ np(An) < ϵ for all p ∈ SP .
Next we prove that {E(Xn)}n∈N is a Cauchy sequence in complete metric space (Kk(R), h).
h(E(Xn), E(Xm)) = max

sup
x∈E(Xn)
inf
y∈E(Xm)
|x− y|, sup
y∈E(Xm)
inf
x∈E(Xn)
|x− y|

.
Recalling that
E(Xn) =

x ∈ R : x =
n2n−
i=1
(i− 1)2−np(Ani )+ np(An), p ∈ SP

,
E(Xm) =

y ∈ R : y =
m2m−
j=1
(j− 1)2−mp(Amj )+mp(Am), p ∈ SP

,
if the element y0 = ∑m2mj=1 (j − 1)2−mp0(Amj ) + mp0(Am) ∈ E(Xm) is fixed, and x0 = ∑n2ni=1(i − 1)2−np0(Ani ) + np0(An),
where p0 is the same probability selector as in fixed element y0, then infx∈E(Xn) |x− y0| ≤ |x0 − y0|. Ifm > n > n0(ϵ), then
infx∈E(Xn) |x− y0| < 2−n + ϵ. The result is the same if the element x ∈ E(Xn) is fixed. So,
m > n > max

n0(ϵ),
ln ϵ
ln 2
+ 1

⇒ h(E(Xn), E(Xm)) < ϵ1,
implying that {E(Xn)}n∈N is a Cauchy sequence in completemetric space (Kk(R), h). The limit of that sequencewe denote by
E(X), E(X) ∈ Kk(R). Following the construction of E(X), we see that E(X) = {x ∈ R : x = Ep(X), p ∈ SP } = {Ep(X), p ∈
SP }, where Ep(X) is expectation of X with respect to probability p.
(3) is the consequence of the fact thatKck(R) is a closed subset in complete metric space (Kk(R), h).
(4) Let {Yn}n∈N be a sequence of simple random variables converging to X , Yn = ∑mnj=1 ynj IBnj . It is enough to prove that
limn→∞ E(Yn) = E(X). For every probability p : A→ [0, 1], limn→∞∑mnj=1 ynj p(Bnj ) = limn→∞ Ep(Yn) = E(X). Further, we
have
lim
n→∞ E(Yn) = limn→∞

y ∈ R : y =
mn−
j=1
ynj p(B
n
j ), p ∈ SP

= {y ∈ R : y = lim
n→∞ Ep(Yn), p ∈ SP } = {y ∈ R : Ep(X), p ∈ SP } = E(X). 
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It is easily seen that the properties of Lemma 6 still hold in the casewhen X ≥ 0 and Y ≥ 0 are positive random variables.
At the end, let X be any random variable. Then there exist two positive random variables X+ and X−, X+ = max{X, 0},
X− = max{−X, 0}, such that X = X+ − X−. It is obvious that E(X) = E(X+) ∗− E(X−), where E(X+) ∗− E(X−) =
{Ep(X+)− Ep(X−) : p ∈ SP }. Finally, the next theorem gives the condition which ensures the existence of the expectation
of random variable with respect to set valued probability.
Theorem 8. Let M be a probability adaptive set valuedmeasure,P be a derived set valued probability and X be a random variable
such that

Ω
|X(ω)| d|M|(ω) <∞. Then
1. E(X) ∈ Kk(R),
2. if M : A→ Kkc(R+), then E(X) ∈ Kkc(R)
3. for every sequence {Yn}n∈N of simple random variables converging to X, E(X) = h− limn→∞ E(Yn),
4. the properties 1, 2, 3 from Lemma 6 are satisfied.
4. Fuzzy valued probability and related expectation
Concerning the property of fuzzy valued measureM thatMα : A→ Pk(X) is a set valued measure for every α ∈ (0, 1],
decomposition of fuzzy valued structure onto the family of related set valued objects, gives the opportunity to use definitions
and theorems from the previous section.
Let (Ω,A) be a measurable space and M : A → Fu(R+) be a finite, complete fuzzy valued measure such that
1 ∈M1(Ω). That kind of fuzzy valued measureM we call probability adaptive fuzzy valued measure.
Lemma 9. If M is a probability adaptive fuzzy valued measure, then
1. for every α ∈ (0, 1],Mα : A→ Pk(R+) is a finite complete set valued measure such that 1 ∈Mα(Ω),
2. there exists an r ∈ R+ such that supα∈(0,1] supx∈Mα(Ω) x < r,
3. for every A ∈ A and for every α ∈ (0, 1],
{(x, x¯) ∈ [0, 1]2 : x+ x¯ = 1, x ∈Mα(A), x¯ ∈Mα(A¯), } ≠ ∅,
4. for every countable partition {A1, A2, . . . An, . . .} of Ω and for every α ∈ (0, 1],
{xi}i∈N ∈ l1([0, 1]) :
∞−
i=1
xi = 1, xi ∈Mα(Ai), i ∈ N

≠ ∅.
Lemma 10. Let M be a probability adaptive fuzzy valued measure and α ∈ (0, 1]. If a set valued function πα : A→ P ([0, 1])
is defined by
πα(A) = {x ∈ [0, 1] : x ∈Mα(A), ∃ x¯ ∈Mα(A¯), x+ x¯ = 1}, A ∈ A,
then for all α ∈ (0, 1] and all A ∈ A
1. πα(A) ≠ ∅, πα(A) is compact,
2. if M : A→ Fuc(R+), then πα(A) is convex compact,
3. {πα(A)}α∈(0,1] = π(A) ∈ Fk([0, 1]),
4. π(∅) = I{0}, π(Ω) = I{1}.
5. If M : A → Fk(R+) is a probability adaptive fuzzy valued measure, then derived fuzzy valued probability π : A →
Fk([0, 1]) is unique.
6. Different probability adaptive fuzzy valued measures could have the same derived fuzzy valued probabilities.
7. There exists a unique minimal probability adaptive fuzzy valued measureΠ for the fuzzy valued probability π .
8. A ⊆ B ⇒ π(A) ≤ π(B),
9. A ∩ B ≠ ∅ ⇒ π(A ∪ B) ≤ π(A)+ π(B)− π(A ∩ B),
10. π(A)+ π(A¯) ≥ 1,
11. A ∩ B = ∅ ⇒ π(A)+ π(B) ≥ π(A ∪ B),
12. π is not an additive set valued function.
Proof. (3) To confirm that the family {πα(A)}α∈(0,1] defines a fuzzy set, it is enough to prove that for every α ∈ (0, 1],
πα(A) = β<α πβ(A). It is easily seen that β < α ⇒ πα(A) ⊆ πβ(A). Hausdorff and Kuratowski convergence coincide on
the setKk(R), implying that for every α ∈ (0, 1],Mα(A) = β<αMβ(A) = h− limβ→α−Mβ(A). Since the projection is a
continuous function with respect to Hausdorff metric and πα(A) ∈ Kk([0, 1]),we have
πα(A) = projMα(A)T = h− lim
β→α−
projMβ (A)T = h− lim
β→α−
πβ(A) =

β<α
πβ(A).
Now, putting π(A)(x) = sup{α ∈ (0, 1] : x ∈ πα(A)}we get the correspondence between the setA and Fk([0, 1]). 
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The fuzzy valued function π : A→ Fk([0, 1]) defined in the last lemmawe call a fuzzy probability and we say that fuzzy
probability π is derived from the fuzzy valuedmeasureM. Let π be a fuzzy probability defined onmeasurable space (Ω,A)
and p : A→ [0, 1] be a probability. We say that p is a probability selector of πα if for every A ∈ A, p(A) ∈ πα(A). The set of
all probability selectors p of πα we denote by Sπα .
The fuzzy probability is not an additive fuzzy valued function. Next we discuss a property of fuzzy probability which is
similar to additivity. We call it *additivity. If π is a fuzzy probability, then π is *additive iff for every sequence {An}n∈N ⊂ A
of mutually disjoint subsets ofΩ , π
∞
n=1 An
 = ∗∑∞n=1 π(An), where
∗
∞−
n=1
π(An) =

∗
∞−
n=1
πα(An)

α∈(0,1]
=

x ∈ [0, 1] : x =
∞−
n=1
p(An), p ∈ Sπα

α∈(0,1]
.
As a consequence of Lemma 4 we have the next lemma.
Lemma 11. If π : A→ Fk([0, 1]) is a fuzzy probability, then π is *additive.
Let (Ω,A) be a measurable space,M : A → Fu(R+) be a probability adaptive fuzzy valued measure and π : A →
Fk(R+) be the derived fuzzy probability. We define the expectation of a random variable X : Ω → R with respect to fuzzy
probability π , by E(X) = {Eα(X)}α∈(0,1] = {x ∈ R : x = Ep(X) : p ∈ Sπα }α∈(0,1], where Ep(X) denotes the expectation of X
with respect to probability p.
If X and Y are random variables, we introduce the restricted addition (*addition) between expectations of X and Y by
E(X)
∗+ E(Y ) = {x ∈ R : x = Ep(X)+ Ep(Y ), p ∈ Sπα }α∈(0,1].
Theorem 12. Let π : A → Fk([0, 1]) be a fuzzy probability and X = ∑ni=1 xiIAi be a simple random variable. Then
E(X) = {x ∈ R : x =∑ni=1 xip(Ai), p ∈ Sπα }α∈(0,1] = {Eα(X)}α∈(0,1], and
1. Eα(X) ∈ Pk([0, 1]), for every α ∈ (0, 1],
2. {Eα(X)}α∈(0,1] = E(X) ∈ Fk(R),
3. if M : A→ Fkc(R+), then E(X) ∈ Fkc(R).
Proof. (1) and (3) follow from Theorem 5.
(2) Next we prove that the family {Eα(X)}α∈(0,1] defines a fuzzy set. The consequence of the implication β < α ⇒
Eα(X) ⊆ Eβ(X), which holds for all α, β ∈ (0, 1], is that Eα(X) ⊆∞n=k Eα− 1n (X), where k ∈ N, α− 1k > 0. Assume that x ∈∞
n=k Eα− 1n (X). Then x =
∑n
i=1 xip
m
i for allm ∈ {k, k+ 1, . . .}, where (pm1 , pm2 , . . . , pmn ) ∈ ×ni=1 πα− 1m (Ai) ⊆ ×
n
i=1 πα− 1k (Ai).
Since×ni=1 πα− 1k (Ai) is compact, there exists a convergent subsequence {(p
mj
1 , p
mj
2 , . . . , p
mj
n )}mj≥k ⊂ {(pm1 , pm2 , . . . , pmn )}m≥k,
limmj→∞(p
mj
1 , p
mj
2 , . . . , p
mj
n ) = (p1, p2, . . . , pn) ∈ ×ni=1 πα− 1k (Ai) and p1 + p2 + · · · + pn = 1. Every subsequence
{(pmj1 , pmj2 , . . . , pmjn )}mj≥s ⊂ {(pmj1 , pmj2 , . . . , pmjn )}mj≥k, s > k, converges to the same limit (p1, p2, . . . , pn) and since for every
s > k{(pmj1 , pmj2 , . . . , pmjn )}mj≥s ∈ ×ni=1 πα− 1s (Ai), we have (p1, p2, . . . , pn) ∈ ×
n
i=1 πα− 1s (Ai) for every s > k. It means that
limmj→∞ p
mj
i = pi ∈
∞
mj=k πα− 1mj
(Ai) = πα(Ai). Hence, x = limmj→∞ x = limmj→∞
∑n
i=1 xip
mj
i =
∑n
i=1 xi limmj→∞ p
mj
i =∑n
i=1 xipi ∈ Eα(X), what we had to prove. 
The next theorem is the consequence of Lemma 6, Theorems 7, 8 and 12.
Theorem 13. LetM be a probability adaptive fuzzy valuedmeasure,π be a derived fuzzy probability and X be a random variable
such that

Ω
|X(ω)| d|M|(ω) <∞. Then
1. E(X) ∈ Fk(R),
2. if M : A→ Fkc(R+), then E(X) ∈ Fkc(R)
3. for every sequence {Yn}n∈N of simple random variables converging to X, E(X) = dh − limn→∞ E(Yn),
4. E(cX) = cE(X),
5. X ≤ Y ⇒ E(X) ≤ E(Y ),
6. E(X + Y ) = E(X) ∗+ E(Y ) ⊆ E(X)+ E(Y ).
Finally, by the last theorem, we conclude that the connection between the expectation with respect to fuzzy probability
and the integral with respect to fuzzy valued measure is given with
E(X) = {Ep(X) : p ∈ Sπα }α∈(0,1] =
∫
Ω
Xdp : p ∈ Sπα

α∈(0,1]
⊂ I(Ω).
This connection is suitable to define some other structures (such as conditional expectation, martingales and so on)
concerning fuzzy probability and the expectation.
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Example (Application in Finance). The full theory of security markets requires using of probability theory, stochastic process
models, measure theory. Imprecise probability models are used in process of inference and decision when the relevant
information is scarce, vague and incomplete.
In this simple example we demonstrate how the fuzzy valued probability can be applied to the price of a single risky
security. The binomial model is a simple very important model for the price of a single risky security. It can be used in
differentways, such as to determine the price of various kinds of stock options. There are T+1 trading dates: t = 0, 1, . . . , T .
Binomial security price model features of four parameters: a, b, s0 and p¯, where 0 < a < 1 < b, s0 > 0 and p¯ ∈ F (R).
Then the time t price security is st = s0bXt at−Xt , t = 0, 1, . . . , T where Xt is Bernoulli random process. Then
π(St = s0anbt−n) =
n
k

pn(1− p)t−n, p ∈ p¯α

α∈(0,1]
n = 0, 1, 2, . . . .
A desirable feature of the binomial security price model is that its return process is given by∆R1(t) = aXt b1−Xt − 1, t =
0, 1, . . . , T . In other words, either ∆R1(t) = a − 1 with fuzzy probability p¯ or ∆R1(t) = b − 1 with fuzzy probability
q¯ = {1− p, p ∈ p¯α}α∈(0,1].
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