Introduction
The basis of all spectrum analysers is the discrete Fourier transform' (DFT) which converts a sequence of N time samples, The first part of this paper' showed how multiplication of the time series data with sets of samples derived from the sines and cosines of (complex) exponentials permits the amplitude or energy to be measured at a predetermined set of frequencies. For an N-point discretely sampled DFT these N frequencies are linearly spaced over the frequency range from DC tof, at O,f,lN, ... 
Spectral analysis techniques
In its simplest form, spectral analysis3 involves estimating the amplitude of the harmonics of a periodic signal from the finite set of data samples (i.e. making an estimate of the energy in each Fourier component). Since practical signals are rarely repetitive and periodic, it is more useful to resort to energy density, rather than energy, as a measure o the frequency content of the signal Thus one considers the energy in a band of frequencies rather than at a particular frequency. Finally if the signal is random, and thus of infinite energy, a more appropriatc measure is the power density spectrum. Thus, in order to deal with the widest class of signal, which would include periodic signals along with nonperiodic and random signals, spectral analysis is most often defined as a technique to estimate the power spectral density (PSD) of the input signal.
At an intuitive level spectral analysis can be visualised as a bank of contiguous bandpass filters (BPFs) as shown in Fig. 1 . If the bandwidth of each filter is extremely narrow then an estimate of the PSD at a particular frequency can be formed by squaring the output (amplitude) of a filter and averaging it over N samples to measure the power term. This analogy can also be used to highlight the important concepts of spectral resolution and quality. Spectral resolution can be thought of as a measure of how closely spaced in frequency two sinusoids can become before they cannot be distinguished and are detected as a single broad lobe. Thus, in Fig. 1 , the resolution is directly related to the bandwidth of the BPFs. The narrower the bandwidth of the BPFs the better the spectral resolution will be. Spectral quality on the other hand is a measure of how good the spectral estimate is in a statistical sense, e.g. in terms of its mean and variance. In order to improve the quality of a spectral estimate at a particular frequency, the number of samples, N, over which the time average is performed must be increased to average out the statistical errors.
Thus the quality and resolution of a spectral estimate cannot both be improved simultaneously for a given number of data samples, N. If in an attempt to improve resolution the bandwidth of the BPFs is reduced then, by Fourier theory, the impulse response of these filters will become longer and consequently it will take longer for the output of a filter to reach a steady state. The timeaveraging processor can only form an unbiased estimate of the spectral density if the signal at the output of a BPF is stationary and so signal averaging cannot start inti1 the steady state is reached. rhus, in an attempt to improve resolution, two alternatives are >pen: either (i) average over all N time samples and accept a spectral stimate which becomes increasingly biased as the resolution improves or (ii) allow mough time for the natural response of the BPF to decay to zero and average over the remaining data samples, with the result that the variance of the spectral estimate becomes larger with increasing resolution. much researched subject. A very readable account is available in either Marple4 or Kay'. The key techniques are summarised and related in Fig. 2 . They can be classified into classical and modern methods. Certain of the classical techniques have existed since the turn of the century, whereas the modern techniques have evolved more recently in an attempt to improve on the resolution limitations of the classical DFT and BPF techniques in such application areas as bearing estimation,6 geophysical prospecting,' biomedical signal analysis' and speech processing.' The modern techniques of spectral analysis are classified as being either parametric, or model-based, and nonparametric. The most frequently used form of parametric spectral analysis is the modelbased autoregressive (AR) form. This technique is popular because many methods are now available to estimate the parameters or AR coefficients which define the PSD. The most notable of these are the least squares (LS) a$orithrn'" and the Burg algorithm, which are closely related to the adaptive filter concepts considered earlier in Part 1 of this paper.' spectral estimation techniques, power spectral density must be defined in a more rigorous manner. To do this we must first introduce the concept of lorrelation. The autocorrelation OJm) of a sequence x(n) is the expectation of the product ofx(n) with a time delayed replica of itself, x(n+m); thus Spectral analysis' is a large and Before further discussing
is the statistical expectation operator," which is equivalent to summing the sampleby-sample product ofx(n) with n(n+m).
If nowx(n) is defined to be stationary, i.e. a non-time-varying process, then the power spectral These techniques have the disadvantage that they usually provide a poor compromise between spectral resolution and quality. The ability to resolve two signals is fundamentally limited by the number of samples, N, which are processed in the DFT analyser. Processing more samples increases the overall duration of the analysis sample and improves the resolution. However, these classical techniques are not appropriate for nonstationary signals as they implicitly assume that the signal repeats outside the analysis window in a periodic manner.
Parametric spectral analysis
Parametric spectral analysis relies on the assumption that the PSD of the observed signal is obtained as the result of filtering a white noise sequence. The flat PSD of the white noise has been coloured or shaped by the filter H(z) to provide a PSD of a desired shape ( in which case the PSD is now completely characterised by the amplitude response of the filter and the variance of the white noise. If the filter can be defined by a finite set of parameters then the PSD is also defined by these parameters.
Since the hypothetical process with PSD S,,(o) is not actually accessible, the filter H ( z ) cannot be readily identified. However, an which now whitens the PSD of the signalx(n) then it will also completely define or parameterise the PSD of the signal, x(n):
Parametric spectral analysis is thus a 2-stage process:
(a) estimate the coefficients of the whitening filter, K ' ( z ) , and the input noise variance, form an estimate of the PSD based on eqn. 6.
:
(b)
The implied signal generation model and deployed analysis structure is illustrated in Fig. 5 . The key point of this approach is that it delivers a high-resolution spectral estimate without incurring the window requirement of the DFT and its associated degradations.
The most straightforward approach to parametric spectral estimation is to assume that the signal generating filter, H(z), is autoregressive (AR) or that it has an infinite impulse response (IIR),2 i.e. that the present sample value is a weighted sum of the P previous output samples (Fig. 6a) . Although other assumptions can produce a more accurate model, the simplification of an AR model is satisfactory in many applications. Use of the AR model assumes that the spectrum can be adequately represented by resonances. This 216 ends to be the characteristic of Jhysical signals which are usuall! iescribed more by an absence of mergy at certain frequencies -ather than by a flat spectral iensity. Thus the AR model more iccurately represents the centre 'requency of resonances rather .han their bandwidths.
Given the order P generation node1 in Fig. 6a , which is an IIR 'ilter,' then the whitening filter, Y-'(z), has to be an order P FIR ilter (see Part 1). 2 The order P AF 'ilter and the corresponding Nhitening filter are illustrated in Fig. 6 . The AR filter might seem a unlikely first choice signal ceneration model. The attractiveness of this approach lit in the fact that the whitening filte is the unconditionally stable FIR Filter and the coefficients a, may k Estimated from a finite data set b: many computationally efficient techniques, similar to those mentioned previously for the adaptive filters (see Part l).' In fa the whitening filter must be a FII design, as will be shown later. Th provides quite an acceptable restriction for most of the signals to be analysed.
The analyser structure of Fig. t  is a Fig. 8c . An estimate or prediction, i ( n ) , of the current signal sample, x(n), is formed by summing weighted versions of th P previous samples: x(n-l),x(~-2),.. .x(rz-P). This is achieved by using the FIR filter structure of Part l 2 Fig. 5 to process the previous samples an( the filter output value is used to :stimate the next signal sample ialue:
The output, e(n), of the whitening 'ilter is again the difference ietween the current signal sample md the prediction. This linear :stirnation problem4 may again be solved using the Wiener FIR 'ilter,12 in which the coefficients ire chosen to minimise the mean square error. Choosing the correct model x d e r is a major issue in AR modelling. There is no simple way to select the best number of poles, P, to be used in a given situation. The choice of P is a compromise between the degree of spectral detail required, the accuracy and the computation requirement. A good initial estimate, in the case of short data records, is that the model order should be between a third and a half the number of samples in the record. Also, there must be a sufficient number of poles to represent all expected resonances (two poles per sinusoid) with a few additional poles to give general spectral shaping and to approximate to the nulls in the spectrum. If too few poles are chosen, the result is a highly smoothed spectrum where individual sinusoids are not resolved.
Spectrum analyser
To illustrate the relative performance achieved by these approaches a simple example is initially considered. The theoretical PSD of the test signal is shown in Fig. 7a . It consists of three sinusoids with relative power levels of 0 dB, -33 dB and -33 dB in additive noise, at SNR of 50 dB, compared to the largest sinusoid. 64 samples of this signal were used to generate the spectral estimates which are summarised in Fig. 7 . The frequency spacing of the sinusoids in the test signal was deliberately chosen so that it would be difficult to resolve them with classical techiques. Fig. 7b illustrates such results obtained with a Hamming-windowed DFT, which has been zero-padded to 5 12 points to provide more spectral detail. If a 64-point DFT had been used then there would only have been 32 sample points in the DC to f$ range (corresponding to the tops of the individual peaks). The larger transform size of 5 12 _ _~ ~ provides more detail in between these sample values, but the resolution is not increased. Clearly the three sinusoids cannot be distinguished.
In comparison the results for an order 15 AR spectral estimate are shown in Fig. i'c , after conversion by an FFT into the conventional frequency display with which we are all accustomed. This provides the best resolution as the three sinusoids now can be clearly identified. There are four spurious peaks due to the background noise (as the total number of displayed peaks is half of the model order). Note that the height of the two peaks associated with the sinusoids at -33 dB are significantly different! This is not a major problem. The significant point is that the adaptive whitening filter structure of Fig. 6b does indeed give us access to the spectral representation of the input signal and, further, the representation has a high resolution capability which distinguishes between closely spaced sinusoids.
Applications of spectral
These signal analysis techniques are widely applied in radar, sonar, telecommunications and medical systems as well as vibration analysis, nondestructive testing and seismic signal investigation. The main impact of spectrum analysis is to aid signal interpretation. With access to where the significant components of a signal occur it is often possible to use this information to improve the coding of the signals in the transform domain with less information bits. The key development over the last five years is the ready availability of fixed-and floating-point DSP chips (Part 1, Table 2 ) which can perform the FFT and AR analysis calculations over modest, approximately 100 kHz (speech and vibration signal) bandwidths, in real time and for reasonable cost ( < E 100).
Reduced bandwidth speech coding techniques
One technique to reduce the speech bandwidth and hence data rate requirement is to transit information about the changes between samples rather than send a completely new value each sample. Differential ulse code modulation (DPCM$ employs a predictor to urocess previous analysis samples and-predict ihe next (Fig. 8) . The simplest predictor is the one sample predictor: this reduces eqn.7 to a single time delay, where the previous sample is weighted by 'a' to predict the next value. A more sophisticated version is the P-stage FIR-based predictor of eqn. 7.9,'4 The speech coder now only requires to quantise the residual error and if the error is of smaller magnitude than the signal then the quantiser can employ reduced precision to save on the transmission bandwidth requirement. In adaptive DPCM (ADPCM) the predictor coefficients are continuously updated to minimise the output error and handle changing signal statistics.
in DPCM to perform partid direct system modelling and they output the error information, e(n), for subsequent quantisation and transmission. In adaptive predictor speech coder design we require the predictor coefficients to be transmitted as well as the error samples, decreasing the available channel bit rate for the error sample data, but adaptive predictors can better accommodate changing speech These predictors are widely used statistic^.'^ A simplification of the prediction concept is delta modulation where only the sign information is transmitted, and the predictors in the encoder and decoder can be reduced to simple integrators.13
Channel vocoder
The channel voice coder (vocoder) which was developed in the 1930s and 40s is an older technique than prediction and hence it employs the simpler classical spectral analysis approach. A block diagram of the channel vocoder is shown in Fig, 9a . In the analyser, the main processing block is a bank of logarithmically spaced contiguous bandpass filters arranged to cover continuously the speech bandwidth (50 Hz -4 kHz). Logarithmic spacing is used in preference to linear spacing as high accuracy is essential at the lower frequencies for proper operation of the coder. The outputs from these filters are simply rectified and lowpass filtered to provide an approximation to the short-time spectral envelope. Normally, the amplitude components of the smoothed spectral envelope are sampled, quantised logarithmically and multiplexed into the frames with the pitch, i.e. excitation information, and voice-unvoice decision. The frames are then transmitted serially to the synthesiser (Fig. 9a) . Data reduction of the voiced speech spectrum is thus achieved by both the amplitude and frequency information being logarithmically quantised.
In the synthesiser, the received data are inversely decoded, by summing the outputs from an identical filter bank which has been input with weighted versions of an excitation source. The particular source is selected by the voicing control and the period of the source excitation is given by the received pitch information. The quality of this speech coder is marginal but the key attraction is its low transmission rate of 2.4 kbit/s. 
Linear predictive coder (LPC)
In comparison with the earlier DPCM coder, the LPC vocoder (Fig. 9b) performs a full modelling function on the input speech data. The analyser and encoder normally process the signal in 20 ms frames and subsequently only transmit the coarse spectral information via the filter coefficients. The residual error (noise output from the prediction error whitening filter of Fig. 6b) is not transmitted, instead it is used to estimate the input power level. This is sent along with the pitch information and an indication as to whether the input is voiced or unvoiced (Fig. 9b) . The decoder and synthesiser apply the received filter coefficients to an AR filter which synthesises the vocal tract model to regenerate the speech waveform. This filter is then excited with impulses at the pitch frequency if voiced, or white noise if unvoiced. The excitation amplitude is controlled by the input power estimate information. Note that the spectral information is not actually calculated but it is contained within the filter coefficient values. Transmitting the filter coefficients saves on transmitter processing and, further, directly provides the required information for the receiver synthesiser.
With delays in the vocal tract of about 1 ms and typical speech sample rates of 8 to 10 kHz, the number of predictor coefficients is normally in the range 8 to 12, with 10 being the number adopted in the integrated NATO LPC-10 vocoder standard, which again transmits at a rate of 2.4 kbit/s. In addition to these vocoder applications, similar synthesisers to that shown in Fig. 9b are used in several commercial speech synthesis systems.
There are many other speech coder designs which offer intermediate transmission rates between the 64 kbit/s of pulse code modulation and the 2.4 kbit/s of these vocoders. The major approaches are all based on prediction but with considerable sophistications in the algorithm to achieve higher speech quality than both the channel and LPC vocoder at transmission rates below 9.6 kbit/s.
Foetal heart sound analysis
applications of these spectral analysis techniques is in the One of the major biomedical determination of the frequency content of the sounds produced by the cardiac heart valves. These heart sounds are caused by the sudden closing of the leaflets in the cardiac valves. Each heart beat comprises two principal heart sounds, known as the first and second sound. The first sound arises from the closure of the mitralhricuspid valves and the second sound from the aortic/pulmonary valve closure. In the adult case, measurement of the frequencies produced by implanted artificial valves can give advance warning of impending valve failure. In non-invasive foetal monitoring, spectral analysis has found application in the determination of heart rate by identifying heart sounds on the basis of frequency content.I6 Fig. 1 l a shows a consecutive set of first foetal heart sound resonances from the valve closures obtained by a phonocardiogram heart sound recording. The corresponding spectral analysis by a Hamming-windowed classical FFT analyser is shown in Fig. 1 Ib and a Burg AR parametric technique in Fig. 1 IC, both displayed on linear vertical scales. Fig. 12 shows the same analysis for the shorter duration second heart sound. These figures again demonstrate the ability of the AR technique to provide superior resolution and hence more easily identify the centre frequency and, in the case of Fig. 12 , to resolve the different components which produced the broad, smooth spectra with classical analysis methods. This extra spectral information is of considerable significance in the analysis of adull heart sounds when attempting to examine the operation of artificial heart valves to give an early indication of valve failure. Fig. 1 3aI6 shows, on a waterfall display, a time-varying foetal heart rate trace obtained from an unborn child which was obtained using FFT processing of 2 s data blocks, where the fundamental heart rate is in the range 2.0-2.6 Hz. The estimated centre frequencies for this low-resolution analysis have been marked on the Conclusions he first of these two papcrs itroduccd digital fixed and Japtkc liltcrs and the concepts -hind sirnal transformation, and isplay. Here it is again impossible 1 use a long (>64 sample) data :cord for FFT based classical ialysis as the data is mstationary. Fig. 13b shows the ime data, analysed with a Burg 3th order AR algorithm. This early provides higher resolution i d makes it easier to identify the indamental spectral component i d hence measure the short term iriability in heart rate. This is ipecially important in obstetrics 1 monitor the condition of the abv during labour. The necessarv modern techniques is AR spectral analysis. The improved performance that can be achieved with this modern technique is only obtained with a significant increase in computational complexity over the classical DFT/FFT-based approaches, but this is readily accommodated in currently available DSP chips. These fixed-point processors cost from E10 each while higher cost floating-point devices are also available along with system card designs for installation and I particdar the DFT. The lotivation for most modern )ectral analysis techniques has -en the desire to improve upon ie resolution of the classical DFTased techniques without a gnificant loss in quality or ability 1 accuratelv estimate the I within the n e k 5 years.
