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This paper reviews a representative subset of the prediction algorithms used for Web
prefetching classifying them according to the information gathered. Then, the DDG
algorithm is described. The main novelty of this algorithm lies in the fact that, unlike
previous algorithms, it creates a prediction model according to the structure of the
current web. To this end, the algorithm distinguishes between container objects and
embedded objects. Its performance is compared against important existing algorithms,
and results show that, for the same amount of extra requests to the server, DDG always
outperforms those algorithms by reducing the perceived latency up to 70% more without
increasing the complexity order.
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1 Introduction
Latencies in the Internet communications still remain high. These latencies are mainly related
to the amount of intermediate hops and to the hardware load of the interconnection points.
Reducing latencies by working on the hardware may involve a high cost. Besides, there exist
limits, such as the signal propagation time, that cannot be surpassed.
Nevertheless, due to the characteristics of the World Wide Web, it is possible to hide a
significant part of the Internet latencies to the users, that is, to reduce the user-perceived
latency. To this end, techniques such as content distribution networks (CDN), web caching
and web prefetching have been developed. The goal of a CDN is to bring close to the users the
content they want to retrieve. By reducing the physical distance between users and contents
the latency is also reduced. Web caching consists in reusing web objects previously requested
and locally stored, so some requests are served locally and, therefore, faster. Web prefetching
predicts following user requests in order to process (usually download) them in advance, so
when the user actually demands the objects, they have been already retrieved and thus, the
perceived latency is reduced. Prefetching systems are usually based on an extension of a
generic web architecture. This technique is implemented by means of two extra elements: the
prediction and the prefetching engines. These engines can be located in the same or different
elements of the system. The prediction engine is the part of the prefetching system aimed
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at guessing the following user accesses. This engine can be located at any part of the web
architecture: clients, proxies, and servers, or even in a collaborative way at several elements.
To predict future accesses, the most widely used option is to learn from the past access
patterns. These patterns of web browsing differ depending on the element of the architecture
in which the prediction engine is implemented because the information that each element can
gather is different. The output of the prediction engine is a hint list, which is composed of
a set of URIs which are likely to be requested by the user in a near future. Nevertheless,
this list can also be a set of servers if only the connection is going to be prefetched. Due to
the fact that in many proposals the hint list is included in the HTTP headers of the server
response, the time taken by the predictor to provide this list should be short enough to avoid
delaying every user request and, therefore, degrading overall performance.
The predictor must distinguish between those objects that can be prefetched (and therefore
predicted) and those that cannot. For this reason, the hint list can only contain prefetchable
URIs. According to the definition proposed in [1], a web resource is prefetchable if and only
if it is cacheable and its retrieval is safe. Browsers based on Mozilla consider that a resource
is not prefetchable if the URI contains a query string.
The prefetching engine is aimed at preprocessing those object requests predicted by the
prediction engine. By processing the requests in advance, the user waiting time when the
object is actually demanded is reduced. In the literature, this preprocessing has been mainly
concentrated on the transference of requested objects in advance although there are other
approaches that consider the preprocessing of a request by the server [2, 3], or focus on the
pre-establishment of connections to the server [4]. For this reason, the prefetching engine can
be located at the client, the proxy, the server, or at several elements.
In addition, to avoid the interference of prefetching requests with the current user requests,
the prefetching engine can take into account external factors to decide whether to prefetch an
object hinted by the prediction engine or when to prefetch it. These external factors could
be related to any part of the web architecture. For instance, when the prefetching engine
is located at the client, some commercial products (e.g., Mozilla Firefox and Google Web
Accelerator) wait for the browser connections to be idle to start prefetching requests. If it is
located at the proxy, the prefetching engine could prefetch objects only when the bandwidth
availability is higher than a given threshold. For the case of the predictor located at the
server, it could allow prefetching only when its current load permits an increase of requests.
The capability of reducing the user-perceived latency by means of web prefetching depends
on where this engine is located. In this way, the closer to the client the prefetching engine
is, the more latency can be avoided. Therefore, a prefetching engine located at the client can
reduce the whole user-perceived latency. Besides, this represents the current trend included
in commercial products like Mozilla Firefox and Google Web Accelerator. Figure 1 shows
a basic example of prefetching architecture in which the prediction engine is located at the
server side while the prefetching engine is at the client side.
This paper reviews a representative subset of the prediction algorithms used for web
prefetching, classifying them according to the information used to make the predictions. Then,
the Double Dependency Graph (DDG) is introduced and evaluated. This algorithm improves
prefetching performance by considering the structure of the web.
The remainder of the paper is organized as follows. Section 2 introduces a review of web
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Fig. 1. Example of prefetching architecture in which the prediction engine is located at the web
server and the prefetching engine is located at the client.
Fig. 2. Classification of web prediction algorithms.
prediction algorithms. Section 3 evaluates the benefits of the DDG algorithm by comparing
it against two well-known prediction algorithms. Finally, Section 4 presents some concluding
remarks.
2 Web prediction algorithms
This section examines the large variety of prediction algorithms that can be found in the
literature classifying them into two main categories according to the data taken into account
to make the predictions, as shown in Figure 2.
The first category includes those algorithms that predict future accesses considering the
observed pattern of past accesses. Algorithms falling in the second category make the pre-
diction by analyzing the content of the recently visited web pages to find links with a high
probability of being clicked.
2.1 Prediction from the access pattern
Algorithms in this category lie in the statistical inference about future user accesses from
the past ones. The prediction of user accesses has usually been made by adapting prediction
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algorithms from other fields of computing to deal with web accesses. According to the amount
of research works found, this is the most important category.
The algorithms can be classified into three subcategories depending on the statistical
technique used to compute the predictions: i) those based on Markov models, ii) those using
data mining techniques, and iii) other techniques. Algorithms in the first subcategory are
the ones that require much less CPU time to make predictions. Consequently, the algorithms
based on Markov models are the main candidates to be implemented in a web prefetching
system to achieve the best reduction of user-perceived latency.
2.1.1 Markov models
A Markov model is a finite-state machine where the next state depends only on the current
state. Associated with each arc of the finite-state machine network (a directed cyclic graph)
is the probability of making the given transition. When applied to the prediction of user
accesses, each state represents the context of the user, i.e., their recent past accesses, and the
transitions represent a user request. In this sense, the probability attached to each transition
is the probability of accessing a given object.
The main parameter of any Markov model is the order, which refers to the size of the
window of accesses that defines each different context. Usually, the higher order the more
precision. However, an increase in the order of the model also implies an increase in the
resources required to compute the prediction.
There exist a high amount of works that describe web prediction algorithms based on
Markov models. Basic Markov models considering the accesses sequence of different orders
have been explored in the literature.
The top-10 algorithm proposed in [5] can be considered as a Markov model of order 0, that
is, the prediction result does not depend on the context (i.e., last requests). In [6], the author
considers first and second order Markov chains to predict requests. The optimal results in [7]
with Prediction by Partial Match (PPM) algorithm, which combines several Markov models
to make the predictions, are achieved when a second order model is applied. However, in [8]
better results are obtained when implementing the model with orders higher than 3. Most of
these studies only focus on the precision of the prediction to determine the appropriate order
of the model without taking into account that precision is not correlated to the reduction of
the user-perceived latency [9].
When Markov models of higher orders are explored, the use of techniques to reduce the
resource requirements of the implementation is needed. Different authors have explored how
to deal with such a large amount of data. Techniques such as data compression or different
types of branches in the prediction tree have been proposed and analyzed [10, 11, 12].
Other works propose algorithms that make predictions with Markov models that are built
considering the referrer information provided in the HTTP protocol. Those models can be
built using only referrers [13] or by combining referrer and sequence information [14].
The Dependency Graph (DG) algorithm, which is evaluated in this work, lies in a predictor
of accesses to a local file system. Several versions of the DG algorithm can be found in the
literature [?, 16, 17] but basically they construct a dependency graph that depicts the pattern
of accesses to the objects. The Double Dependency Graph (DDG) algorithm has as main
novelty that it takes into account the structure of web pages to make predictions for reducing
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the user-perceived latency to a higher extent [18]. To do so, the algorithm differentiates two
classes of dependencies: between objects of the same page and between objects of different
pages.
Algorithms based on Markov models have been proposed to be applied either to each
object access or to each page (i.e., to each container object) accessed by the user. In addition,
two ways have been used to select which object or page will be predicted: predicting the top-
n likely objects and predicting those objects with more probability of being accessed than a
given confidence threshold.
2.1.2 Web mining algorithms
Several prediction algorithms benefiting from web mining techniques have been developed.
Web mining is defined in [19] as the application of data mining techniques to extract knowledge
from Web data, where at least one structure (hyperlink) or usage (Web log) data is used in
the mining process (with or without other types of Web data). It has been found that two
data mining techniques are used to make web access predictions: clustering and association
rules mining.
Clustering algorithms are applied in [20] to a three dimensions cube representation of web
accesses. To make the predictions, the transition probability matrix for pages that belong
to the same cluster is calculated. The prediction model used in [21] takes into account data
both from the accesses sequence of each session and from the user thinking time of each page
in the session. Then, user sessions are clusterized and the prediction is made by considering
the most similar session in the cluster.
Rule-assisted prefetching strategy is another option to make predictions. The technique
presented in [22] gives priority to recently added links over those older, whereas [?] tries first
to find a rule generated from the user that is currently accessing the web. The algorithm
(WMo) [24, 25] deals with random accesses that could be in the access patterns, although
the other user accesses must be in the same order as found in the pattern. That proposal
also takes into account the graph of the web site structure to allow only those patterns with
transitions included in the graph.
2.1.3 Other algorithms
Other approaches to web access prediction from the access pattern can be found in the liter-
ature. The prediction engine presented in [?] is based on an evolutionary finite-state machine
(FSM). In this FSM, user requests are represented by transitions, but unlike the FSM rep-
resentation of Markov models, each node in their model represents a prediction instead of a
context. The algorithm is initially set up with a set of FSMs that evolves according to genetic
operators: recombination, mutation and natural selection. The authors propose a fitness func-
tion to evaluate the goodness of each FSM related to two prediction metrics: precision and
applicability. This function helps the evolution of the FSMs to achieve better performance.
The algorithm presented in [27] takes into account object characteristics not considered in
other algorithms to maximize hit rate to bandwidth ratio. This technique relies on accounting
the contribution to the hit rate and to the bandwidth ratio of each object, but needs extra
information about the objects like access frequency, size, lifetime, etc.
In [28], the author explores how the prefetching should be conducted to minimize the
user-perceived latency, despite not considering the costs of the prefetching. The proposed
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prefetching system sorts the objects with respect to their (unconditional) probability of being
requested, and then fetches sequentially all the documents.
2.2 Prediction from web content
Kahn and Tao suggest in [29] that the prediction of user accesses can be improved if the
algorithm considers the organization of the webspace. Therefore, the second subset of web
prediction algorithms are those whose predictions are made from the analysis of the content
of the web pages (usually HTMLs) that the user has requested instead of using only the
sequence of accesses. As a consequence, the complexity of these algorithms is significantly
higher than the complexity of just analyzing the references.
The first attempt to predict next user accesses from the HTML content was presented in
[?]. This work combines the analysis of the content with usage profiles that are generated by
the web servers.
In other work [?], Ibrahim and Xu apply neural networks to keywords extracted from the
HTML content in order to make the predictions. Their evaluation, which is performed from
the prediction point of view, only focuses on news web servers where key word extraction is
easier.
The technique presented in [?] sorts the links found in an HTML according to their prob-
ability of being clicked. This order is given by the similarity of each text context of the links
to the text context of the previously clicked link. The context is composed of the words that
appear near the anchor tag in the HTML.
In a more recent work, Sidiropoulos et al. [33] identify clusters of “correlated” web pages
in a site (web site communities), and make these communities the basic outsourcing unit of
content to be prefetched. The approach is based only on the hyperlink information, since it
is assumed that two pages are “similar” or “correlated” if there exists a link between them.
3 Performance comparison of web prediction algorithms
In this section we evaluate the benefits of the DDG algorithm by comparing it against the
most widely used prediction algorithms in the literature: Prediction by Partial Match (PPM)
[?] and Dependency Graph (DG) [?].
3.1 Dependency Graph (DG)
The DG prediction algorithm constructs a dependency graph that depicts the pattern of
accesses to the objects. The graph has a node for every object that has ever been accessed.
There is an arc from node A to B if and only if at some point in time a client accessed to B
within w accesses after A, where w is the lookahead window size. The weight of the arc is
the ratio of the number of accesses to B within a window after A to the number of accesses
to A itself. The prefetching aggressiveness can be controlled by applying a cutoff threshold
parameter to the weight of the arcs.
For illustrative purposes, we use a working example. Let us suppose that the algorithms
are trained by two user sessions. The first one contains the following accesses: HTML1, IMG1,
HTML2, IMG2. The second session includes the accesses: HTML1, IMG1, HTML3, IMG2.
Note that IMG2 is embedded both in HTML2 and in HTML3. We found this characteristic
common through the analyzed workload, where different pieces of news (i.e., HTML files)
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(a) DG with a lookahead win-
dow size of 2
(b) First-order PPM
(c) DDG with a lookahead win-
dow size of 2
Fig. 3. State of the graphs of the algorithms after the accesses HTML1, IMG1, HTML2, IMG2 by
one user; and HTML1, IMG1, HTML3, IMG2 by other user
contain the same embedded images, since they are included in the site structure. Figure 3(a)
shows the state of the graph of the DG algorithm for a lookahead window size of 2 corre-
sponding to the mentioned training. Each node in the graph represents an object whereas
the weight of each arc is the confidence level of the transition.
3.2 Prediction by Partial Match (PPM)
The PPM prediction algorithm uses Markov models of m orders to store previous contexts.
Predictions are obtained by comparing the current context to each Markov model, where each
context consists of the n last accesses of the user, where n is the order of the context plus 1.
To select which objects are predicted, the algorithm uses a confidence threshold.
Figure 3(b) shows the graph obtained when the PPM algorithm is applied to the training
used in the previous example. Each node represents a context, where the root node is in the
first row, the order-0 context is in the second, and the order-1 context is in the third one.
The label of each node also includes the number of times that a context appears, so one can
obtain the confidence of a transition by dividing the counter of a node by the counter of its
parent. The arcs indicate the possible transitions. For instance, the label of the IMG2 in
order-0 context is 2 because IMG2 appeared twice in the training; once after HTML2 and
another after HTML3. IMG2 has two nodes in the order-1 context, i.e., one per each HTML
on which it depends.
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3.3 Double Dependency Graph (DDG)
The DDG algorithm is based on a graph that keeps track of dependencies among the resources
accessed by the user and of the structure of the web site. Dependencies among resources are
recorded in a similar way to DG. That is, there are as many nodes as resources in the web
site. Then, there is an arc from node A to B if and only if at some point in time a client
accessed to B within w accesses to A after B, where w is the lookahead window size. The
weight of this arc is computed as the ratio of the number of accesses to B within a window
after A to the number of accesses to A itself.
To keep track of the structure of the web site, DDG distinguishes two classes of arcs, so
that it is possible to differentiate access dependencies between resources in the same page
from dependencies between resources of different pages. An arc from node A to node B is
a primary arc if A and B are objects of subsequent pages. That is, either B is an HTML
resource or the client accessed to one HTML resource between A and B. When there are more
than one HTML document between A and B, no arc is included in the prediction model.
The confidence of each primary or secondary transition (i.e., the confidence of each arc)
is calculated by dividing the counter of the arc by the amount of appearances of the node,
both for primary and for secondary arcs. This algorithm has the same order of complexity as
the DG, since it makes the same graph but distinguishing two classes of arcs.
Figure 3(c) shows the state of the DDG algorithm corresponding to the working example.
Arrows with bold lines represent primary arcs while thin lines represent secondary arcs.
Once the prediction model is generated, it is possible to make the predictions. To do
so, DDG applies a cutoff threshold to the weight of the primary arcs that leave the node
of the last user access. Then, to predict the embedded objects of the following page, the
algorithm applies a secondary threshold to the secondary arcs that leave the nodes of the
objects predicted in the first step. The hint list consists of those resources represented by the
nodes reached after applying the path mentioned above.
The DDG algorithm includes the option of disabling the prediction of HTML objects.
This option might be useful in those cases in which the cost of downloading an HTML object
(i.e., its size) is very high when compared to the contained objects (e.g., images), as it occurs
in one of the workloads used. The algorithm determines if a given object is an HTML file by
looking at its MIME type in the response header given by the web server.
3.4 Experimental Framework
We used the experimental framework proposed in a previous work [35] for the performance
evaluation study. The framework consists of three main parts: the server, the surrogate, and
the client. The implementation combines both real and simulated parts in order to provide
flexibility and accuracy. To perform prefetching tasks, a prediction engine implementing
different algorithms has been included in the surrogate.
The framework emulates a real surrogate, which is used to access an Apache web server.
The surrogate, which provides no caching, acts as a predictor by adding HTTP headers to
the server response with the hints provided by the prediction algorithm. Clients take the
generated hints to download those objects in advance.
The client part represents the behavior of the users surfing the Web with a prefetching
enabled browser. To model the set of users that access concurrently to a given server, the
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Fig. 4. Trace characteristics
Trace
Characteristics A B
Year 2003 2006
Users 300 1 379
Page Accesses 2 263 10 282
Objects Accesses 65 569 43 104
Training length (accesses) 35 000 23 104
Objects per Page 28.97 4.19
Bytes Transferred (MB) 218.09 386.05
Avg. Object Size (KB) 3.41 9.17
Avg. Page Size (KB) 98.68 38.44
Avg. HTML Size (KB) 32.77 12.94
Avg. Image Size (KB) 2.36 7.99
simulator is fed by real traces. Simulated clients obtain the results of the prediction engine
from the response, and prefetch the hinted object in their idle times, as implemented in
Mozilla Firefox.
To reproduce the behavior pattern of users in the web, we used two different workloads,
whose main characteristics are summarized in Table 4. Trace A contains accesses to the most
popular news web server in Spain during May 2003. It was obtained by filtering accesses to
this web server in the log file of a Squid proxy of the Universitat Politecnica de Valencia.
Trace B includes users accessing the institutional web site of the Computer Science School
of the same university during February 2006. Both traces contain dynamic but prefetchable
URIs.
3.5 Performance Metrics
The performance of the algorithms has been evaluated by using the main metrics related
to the user-perceived performance and prefetching costs (e.g., traffic increase or processor
time) [9].
• Latency per page ratio: It is the ratio of the latency per page that prefetching achieves
to the latency without prefetching. The latency per page is calculated by comparing the
time between the browser initiation of an HTML page GET and the browser reception
of the last byte of the last embedded image or object for that page.
• Traffic Increase: The bytes transferred through the network when prefetching is em-
ployed divided by the bytes transferred in the non-prefetching case. Notice that this
metric includes both the extra bytes wasted by prefetched objects that the user will
never use and the network overhead caused by the transference of the prefetch hints.
The variant Object Traffic Increase measures this cost taking into account only the
amount of objects.
3.6 Analysis Methodology
The primary goal of web prefetching is the reduction of the user-perceived latency. However,
when predictions fail, prefetched objects waste user and server resources, which can lead to a
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performance degradation either to the user himself or to other users. Consequently, the main
cost of achieving the latency reduction is the increment of the network load. This increment
has two side effects: the first is the increase in the amount of bytes transferred (measured by
the Traffic Increase metric), and the second is the increase of the number of requests to the
server (measured by the Object Traffic Increase metric). As a consequence, the performance
analysis should consider the benefits of reducing the user-perceived latency at the expense of
increasing the network traffic and the amount of requests to the server.
Comparisons of two different algorithms can only be fairly done if either the benefit or
the cost have the same or close value. For instance, when two algorithms have the same
or very close values of traffic increase, the best proposal is the one that presents less user-
perceived latency, and vice versa. For this reason, the performance comparisons we present
in Section 3.7 are made through curves that include pairs of traffic increase and latency per
page ratio for each algorithm. To obtain each point in the curve we varied the aggressiveness
of the algorithm, i.e., how much an algorithm will predict. This aggressiveness is controlled
by the confidence threshold parameter. The set of tested threshold values was the same for
all three algorithms, which includes values between 0.1 and 0.9. Since the three considered
metrics are outputs of the simulation, the same set of input parameters leads to different
ranges of output values.
Results for a given algorithm are shown in a curve so that a single plot presents as many
curves as algorithms compared. By drawing a horizontal line over the desired latency reduction
in the plot, one can obtain the traffic increase of each algorithm. The best algorithm for
achieving that latency per page is the one having less traffic increase. We can proceed in a
similar way with the object traffic increase metric.
3.7 Latency per page ratio
All three algorithms were tuned to achieve their best performance. The best configuration
of DG and PPM is the one with less complexity, that is, DG with a lookahead window size
of 2, and a first-order PPM. In a previous work we showed that extra complexity in these
algorithms does not involve better performance [36] in current web due to the increase in
the amount of embedded objects in each page. When DDG is configured to use a lookahead
window size of 2 under workload A, its latency reduction is always below 3% due to the lack
of primary arcs. Since similar ranges of latency or traffic increase are needed to perform a
fair comparison, a window size of 12 is used. Results for this configuration are similar within
range of window size of 2, but with a wider range both in traffic increase and latency reduction
Under workload B, a lookahead window size of 2 is used since it provides ranges similar to
DG.
Figure 5(a) shows that for any value of traffic increase in bytes, the algorithm that provides
the lowest user-perceived latency under workload A is always the DDG. Similar results can be
extracted when considering as main cost the traffic increase measured in amount of objects
(see Figure 5(b)): DDG curve always falls below the other algorithms curves. Figure 6
shows the relative improvement of the DDG algorithm compared to the best of the other
two algorithms (i.e., the DG). Figure 6(a) shows that given a value of latency per page ratio,
DDG requires between 25% and 60% less of bytes transference and between 15% and 65%
less requests to the server than the DG algorithm. On the other hand, given a value of traffic
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Fig. 6. Relative performance comparison of DDG vs DG algorithms under workload A. The higher
values the better is the DDG against DG.
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Fig. 7. Arcs represented in the prediction model as a function of the lookahead window size
increase in bytes, DDG achieves a latency reduction between 15% and 45% higher than DG
(see the continuous curve in Figure 6(b)). The benefits could rise up to 60% of extra perceived
latency reduction when taking into account the object traffic increase, as the dashed curve in
Figure 6(b) shows.
Figures 5(c) and 5(d) show the results obtained under workload B. Plot 5(c) shows similar
results for all algorithms when only the traffic increase (i.e., the network load) is taken into
account. However, when looking at the server load, measured by the object traffic increase
index (see plot 5(d)), the DDG always outperforms clearly the DG and the PPM algorithms.
3.8 Space
The space overhead required by PPM is usually measured by means of the number of nodes
required in the prediction model. However, this metric is not valid for analyzing DG and
DDG because they require, for any lookahead window size, as many nodes as different files
are in the server. In these algorithms, the amount of arcs in the model is the main metric
of space overhead. Figure 7 shows that DDG requires fewer arcs than DG. Differences are
higher as larger the lookahead window size is, reaching about 20% for a size of 20. That is
due to the limitation introduced by DDG in which there is no arc between two objects in the
same lookahead window when the arc goes through more than one HTML.
On the other hand, PPM has much more memory requirements than DG and DDG. For
instance, a first-order PPM model requires, under the considered workload, 12,678 nodes.
Moreover, this value increases up to 743,065 nodes when considering a 20-order model, that
is, about one order of magnitude higher than the DG and DDG algorithms.
3.9 Processor time
Looking at the description of the DDG algorithm, one can realize that this algorithm has
the same order of complexity as DG. Figure 8 shows the processor time taken to generate
the prediction model. DDG has similar processor time requirements to DG when considering
small lookahead window sizes. However, for larger windows, it requires significatively less
time to generate the prediction model. That is because DDG processes less arcs than DG.
The time taken by PPM to generate the prediction model is not presented because it
exceeds significantly the range of the plot. For instance, the generation of the first-order
PPM model takes 2,300 ms, whereas the 20-order model takes 20,200 ms, i.e., one order of
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Fig. 8. Time required to create the prediction model as a function of the lookahead window size.
PPM is not represented due to the higher computing time required (between 2,300 and 20,200 ms)
magnitude higher.
4 Conclusions
This paper has presented a review of the web prediction algorithms appeared in the literature,
classifying them according to the information they use to generate the predictions. We also
have compared the performance achieved by the most used algorithms (DG and PPM) with
a novel algorithm called DDG.
In this paper we have claimed that the way in which previous prediction algorithms manage
the objects of a web page does not work fine in the current web. Unlike this common way, the
main novelty of the proposed algorithm lies in the fact that it deals with the characteristics
of the current web. To this end, the DDG algorithm distinguishes between container objects
(HTMLs) and embedded objects (e.g., images) to create the prediction model and to make
the predictions.
Experimental results have shown that given an amount of requests to the server, the
proposed algorithm outperforms the existing ones by reducing the perceived latency between
15% and 60% more with the same extra requests. Furthermore, these results were achieved
not only without increasing the order of complexity with respect to existing algorithms, but
also by reducing the processor time and memory requirements if the same lookahead window
size is considered.
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