tan subalgebra of dimension r) the Kostrikin-SafareviC conjecture is true by a theorem proved more thai\20 years ago by Kaplansky [6] , namely, if L has rank 1 then L = sl (2) or W v An attack on the rank 2 case has seemed particularly important because of the possible implications for general rank both of the result itself (allowing certain modifications involving one root of an independent pair while holding the other fixed, and thus moving from root to root) as well as of whatever methods would be used in its proof. We announce the solution of the rank 2 problem-the result is in accord with the above conjecture. THEOREM The proof of this result is very long and uses many of the known classification results. We will recall some of these results and then outline the proof of the theorem. Recall that a restricted torus is a restricted subalgebra on which the pth power map is injective, and a toral C.s.a. is a Cartan subalgebra (C.s.a) which is a torus.
Mills and Seligman (see [9] ) have characterized the classical L in terms of their Cartan decompositions. A further result (Block [1] 
Algebras of Cartan type may be characterized in terms of the existence of certain filtrations. Let L 0 be a maximal subalgebra of L, and construct a filtration as follows (see e -g- [10] 
In practice the application of (B) is difficult since an arbitrary maximal subalgebra L 0 need not yield a filtration for which the hypotheses of (B) hold. The proof of the theorem consists in showing that for a suitable choice of L 0 the hypotheses of (B) are almost always satisfied, and if they are not satisfied for some choice of L 0 , then the hypotheses of (A) are satisfied. We now give a sketch of this proof. Let H be a two-dimensional C.s.a. of L. Then H must be a torus, for otherwise H would contain a one-dimensional maximal torus T 9 contradicting a result of Wilson [12] . Let L = H + S 7G A L y be the Cartan decomposition of L with respect to H and let T be the subgroup of//* generated by A. Alsoletr p = {7Eri7^0,7([^, r I^/ 7 ]) = 0 for some/, 1 </<p-l} and write n(L, H) = \T p \l(p -1). We say that H is an optimal C.s.a. of L if
It can be shown, using results of Winter [13] , that if H is optimal then n(L, H) > 1. For 0 + | 5 G ƒƒ* and 0 * 7 € I\ define M^ = {JC G I 7 |0([x, Z^]) = 0} and M^ = H + 2 7GA M^. It is easily checked that M& is a subalgebra. We say that the maximal subalgebra L 0 is distinguished if for some optimal H and some 0 =£ P G H* we have Z 0 D M<* and either w(I, #) > 1 or n(L, H) = 1 and ]3 G r,
We then proceed by induction on dim L. Set G 0 = L 0 /L l . Then either the solvable radical solv G 0 =£ 0 and so (using Kaplansky's theorem) G 0 /solv G 0 = 0, s/(2) or W 19 or else G 0 is semisimple and hence may be determined using Block's description [2] of semisimple algebras in terms of simple algebras and the induction assumption (as dim G 0 < dim L). A detailed case by case analysis now shows that if L 0 is distinguished then either (B) applies or else L x = 0. But if Zj = 0 for all choices of a distinguished maximal subalgebra L 0 , we can show that (A) must apply, giving the result.
