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a b s t r a c t
The graph parameter tree-length, which is defined in terms of Robertson–Seymour’s tree
decomposition, was introduced by Dourisboure and Gavoille [Y. Dourisboure, C. Gavoille,
Tree-decompositions with bags of small diameter, Discrete Math. 307 (2007) 2008–2029],
and has recently been studied. In this paper, we introduce a new graph parameter branch-
length, which is defined in terms of Robertson–Seymour’s branch decomposition. We also
prove the equivalence between tree-length and branch-length.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The concept of tree-width has been investigated extensively for more than twenty years, and it has played an important
role in pure and algorithmic graph theory. Tree-width is an important graph parameter from the theoretical and practical
points of view: it is known that many intractable problems can be solved in polynomial time for graph classes of bounded
tree-width, and results on tree-width have many applications in computer science [1].
The concept of branch-width is closely related to that of tree-width. It is known that bw(G) ≤ tw(G)+1 ≤ (3/2) ·bw(G)
for a graph G with bw(G) ≥ 2 [10], where tw(G) and bw(G) are the tree-width and branch-width of G, respectively. It is
already known that for any k ≥ 2 and a graph G = (V , E)with V = {v1, v2, . . . , vn}, tw(G) ≤ k− 1 iff there is a tree T with
subtrees T1, T2, . . . , Tn such that {vi, vj} ∈ E implies that subtrees Ti and Tj share at least one node of T , and each node in T
is shared by at most k of the subtrees. It has recently been proved in [9] that bw(G) ≤ k iff there is a cubic tree (i.e., a tree
in which all non-leaf vertices have degree three) T with subtrees T1, T2, . . . , Tn such that {vi, vj} ∈ E implies that subtrees
Ti and Tj share at least one edge of T , and each edge in T is shared by at most k of the subtrees.
The concept of tree-lengthwas introduced only recently and has been studied in [3–5,8]. The results on tree-length have
applications in the construction of sparse spanners and the design of compact routing. Moreover, from the theoretical point
of view, tree-length is an important graph parameter: It is known that every k-chordal graph has tl(G) ≤ k/2 [7], where
tl(G) is the tree-length of a graph G. Thus, several natural graph classes such as AT-free graphs and chordal graphs have a
bounded tree-length [2].
It would be natural to consider a graph parameter branch-length, whose relationship with the tree-length is analogous
to that between tree-width and branch-width. It would be useful to find such a graph parameter related to tree-length as
the relationship between tree-width and branch-width [6]. In this paper, we have defined branch-length in a conventional
manner and we prove that tree-length equals branch-length for any graph with bw(G) > 1. We also discuss other graph
parameters like path-length and linear-length. The results are inspired by [5,9].
2. Definition
Let G be a graph and X be a subset of V (G). The set of vertices and edges of G is denoted by V (G) and E(G), respectively.
For u, v ∈ V (G), the distance between u and v is denoted by distG(u, v). For simplicity, we define distG(u, v) = 0, if u = v.
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Fig. 1. Tree decomposition of graph G.
Fig. 2. Branch decomposition of the graph shown in Fig. 1.
The diameter of X in G, denoted by diamG(X), is maxu,v∈X distG(u, v). Let T be a tree and L = {`1, `2, . . . , `m} be a set of
leaves of T . ST(T , L) denotes the subtree whose leaves are exactly L.
A tree decomposition of a graph G is a pair T = (T , {Xi | i ∈ V (T )}), where T is a tree and {Xi | i ∈ V (T )} is a family of
subsets of V (G) such that
1.
⋃
i∈V (T ) Xi = V (G),
2. for an edge {u, v} ∈ E(G), there is a node i ∈ V (T )with u, v ∈ Xi, and
3. for all i, j, k ∈ V (T ), if j is on the path between i and k in T , then Xi ∩ Xk ⊆ Xj.
(See Fig. 1.) The set Xi is also called the bag of i. The tree-width of T , denoted by tw(T ), is maxi∈V (T ) |Xi|−1. The tree-length of
T , denoted by tl(T ), is maxi∈V (T ) diamG(Xi). The tree-width and tree-length of G, denoted by tw(G) and tl(G), areminT tw(T )
and minT tl(T ), respectively, where the minimum is taken over all tree decompositions of G.
A path decomposition of a graph G is a tree decomposition T = (T , {Xi | i ∈ V (T )}), where T is a path. The path-width and
path-length of G, denoted by pw(G) and pl(G), can be defined in the sameway as the tree-width and tree-length, respectively.
Remark 1. We use the term ‘‘node’’ for trees in tree decompositions and branch decompositions and the term ‘‘vertex’’ for
graphs.
A branch decomposition of a graph G is a pairB = (T , µ), where T is a tree and µ is a bijection from the set of edges in
G to the set of leaves in T (see Fig. 2). For an edge e in T , let T1 and T2 be the two subtrees obtained by deleting the edge e
from T . Let G1 and G2 be the graphs induced by the edges of G, mapped by µ to the leaves of T1 and T2, respectively. Then
V (G1) ∩ V (G2) is denoted by midB(e) or simply mid(e). The branch-width of B, denoted by bw(B), is maxe∈E(T )midB(e).
The branch-width of G is minB bw(B), where the minimum is taken over all branch decompositions of G.
Definition. LetB = (T , µ) be a branch decomposition of a graph G. The branch-length of B, denoted by bl(B) is defined as
maxe∈E(T ) diamG(midB(e)). The branch-length of G, denoted by bl(G), is defined as minB bl(B), where the minimum is taken
over all branch decompositions of G.
Remark 2. We assume that every graph G considered in this paper is connected and that bw(G) ≥ 2. This is because
bw(G) = 1 iff bl(G) = 0, that is, for a branch decomposition B with bw(B) = 1, we cannot take two vertices from
midB(e) for any edge e in B. In fact, tl(G) = 1 but bl(G) = 0 for star graphs. Hence for every graph G considered in this
paper we can assume bl(G) ≥ 1.
3. Relationship between branch-length and tree-length
In this section, we show that branch-length is equal to tree-length using Lemmas 3.1 and 3.2. To simplify the proof
of Lemma 3.1, we use the well-known transformation of branch decomposition to tree decomposition by Robertson and
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Fig. 3. The assignment of edges for the tree decomposition shown in Fig. 1.
Seymour [10]. That is, in the proof, we consider a restricted subtree representation: a tree T with a set of subtrees
{T1, T2, . . . , Tn} such that any leaf in Ti is also a leaf in T for each subtree Ti.
Lemma 3.1. For a connected graph G of bw(G) ≥ 2, bl(G) ≥ tl(G) holds.
Proof. LetB = (Tb, µ) be a branch decomposition of G. We will construct a tree decomposition T = (Tt , {Xi | i ∈ V (Tt)})
of G from B such that tl(T ) ≤ bl(B). Take Tb as Tt . For each v in G, let L(v) denote the set of leaves x in Tb for which there
is an edge e incident with v such that µ(e) = x. Each bag Xi is made up of the vertices v ∈ V (G), such that the subtree
ST(Tb, L(v)) has i as a node, i.e., Xi = {v ∈ V (G) | i ∈ V (ST(Tb, L(v)))}.
We show that tl(T ) ≤ bl(B). Let i be a node in Tt and Xi be the bag of i. If i is a leaf, Xi has just two vertices which
form an edge. Thus, the distance between the vertices is just one (recall Remark 2). If i is not a leaf, then for any pair u,
v ∈ Xi (u 6= v), there must be an edge e incident with i such that u, v ∈ midB(e), since i has degree 3. Hence, we have
diamG(u, v) ≤ diamG(midB(e)) ≤ bl(B). 
Lemma 3.2. For a connected graph G, bl(G) ≤ tl(G) holds.
Proof. Let T = (Tt , {Xi | i ∈ V (T )}) be a tree decomposition of graph G. We construct a branch decompositionB of G from
T such that bl(B) ≤ tl(T ).
We change T into a tree decomposition T3 without increasing its tree-length such that
(a) The tree in T3 has nodes of degree one or three only,
(b) the bag of each leaf in the tree in T3 consists of exactly two vertices forming an edge in G and for each edge {u, v} in G,
there is a unique leaf in T3 whose bag is {u, v}.
First, for each edge {u, v} in G, we assign the edge to a node whose bag contains u and v. From the definition of tree-
width, there must be at least one such a node. If there are more than one such nodes, we select one node arbitrarily as a
representative of them.
Then, we convert T with the assignment of nodes as described above into a tree decomposition T1 without increasing
its tree-length, such that T1 satisfies the above condition (b), by the following two steps. (Step 1) If there is a leaf (in Tt ) to
which no edge is assigned, then the leaf is removed. Note that the resultant decomposition is still a tree decomposition of G,
and its tree-length does not increase. We repeat this process until there are no unassigned nodes in Tt . (Step 2) If there is a
node i (in Tt after step 1) to which n > 1 edges are assigned (for some n), then link iwith an endpoint of an additional path
P of n nodes, and connect these nodes to the extra n nodes i(e1), i(e2), . . . , i(en), where e1, e2, . . . , en are the edges assigned
to i. The bags of the nodes in P are the same as the bag of i, and the bag of i(ej) consists of the endpoints of the ej (see Fig. 4).
It should be noted that the resultant decomposition, referred to as T1, is still a tree decomposition of G and satisfies the
condition (b).
Similarly, we change T1 into a tree decomposition T2 such that T2 has no node of degree more than 3, similar to T1 (see
Fig. 5). If there is a node i of degree more than 3, say the degree d, then link i with an endpoint of an additional path of d
nodes, and connect these nodes to the d neighbors of i. The bags of the nodes in the path are the same as the bag of i. Repeat
this process until T1 has no node of degree more than 3. The resultant decomposition is referred to as T2.
Finally, we modify T2 into a tree decomposition T3 such that T3 has no node of degree 2. If there is a node of degree 2 in
T2, then eliminate the node and link the neighbors of the node directly. Note that the resultant decomposition is still a tree
decomposition of G. Repeat this process until T2 has no node of degree 2. The resultant decomposition is referred to as T3
(see Fig. 6). Clearly, T3 satisfies conditions (a) and (b).
We now consider the tree decomposition T3 as the desired branch decomposition B, and prove that bl(B) ≤ tl(Tt).
Let e = {i, j} be an edge of T3 and u and v be vertices in midB(e). Since the bag of i (and also of j) contains both u and v,
diamG(u, v) ≤ tl(T3) ≤ tl(T ). Thus, we have bl(B) ≤ tl(T ). 
From Lemmas 3.1 and 3.2, we have derived the following theorem.
Theorem 3.3. For a connected graph G with bw(G) ≥ 2, tl(G) equals bl(G).
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Fig. 4. T1 for the edge assigned tree decomposition in Fig. 3.
Fig. 5. Tree decomposition T2 for T1 in Fig. 4.
Fig. 6. Tree decomposition T3 for T2 in Fig. 5.
4. Relationship between linear-length and path-length
Let pi = {e1, e2, . . . , e|E(G)|} be a linear ordering of the edges E(G), and for 1 ≤ i ≤ |E(G)| − 1, let G≤i and Gi< be the
graphs induced by the edges {e1, . . . , ei} and {ei+1, . . . , e|E(G)|}, respectively. Then V (G≤i)∩ V (Gi<) is denoted bymidpi (i) or
simplymid(i). The linear width of pi , denoted by lw(pi), is max1≤i≤|E(G)|−1 |midpi (i)|. The linear-length of pi , denoted by ll(pi),
is max1≤i≤|E(G)|−1 diamG(midpi (i)). The linear width [11] and linear-length of G, denoted by lw(G) and ll(G), are minpi lw(pi)
and minpi ll(pi), respectively, where the minimum is taken over all the linear orderings of E(G).
In this section, we demonstrate that for any connected graph G, ll(G) ≤ pl(G) ≤ ll(G)+ 1 and the upper bound is tight.
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Fig. 7. A graph for pl(G) = ll(G)+ 1.
Lemma 4.1. For any connected graph G, pl(G) ≤ ll(G)+ 1.
Proof. Let pi be a linear ordering with the minimum length ll(G). For each vertex v ∈ V (G), we denote the lowest and
highest orders in pi among all the edges incident to v by lpi (v) and hpi (v), respectively.
First, we will construct a path decompositionP = (X1, . . . , X|E(G)|) from pi as follows: A bag Xi ofP has v iff lpi (v) ≤ i ≤
hpi (v). Then, clearly P is a path decomposition.
Next, we show that the length of P is at most ll(G)+ 1. Let u and v be vertices in a bag Xi and let e be the edge of order
i (i.e., pi(e) = i). Note that if u 6∈ e (i.e., u is not an endpoint of e) then u ∈ midpi (i − 1) and u ∈ midpi (i), as u ∈ Xi. By
symmetry, the same holds for v.
For the case that e ∩ {u, v} = ∅, we have u, v ∈ midpi (i) (and u, v ∈ midpi (i− 1)). For the case that e ∩ {u, v} = {u} (the
case e∩{u, v} = {v} can be shown similarly), if degG(u) > 1 then u, v ∈ midpi (i−1) or u, v ∈ midpi (i). If degG(u) = 1, then v
and e u both are inmidpi (i−1) or inmidpi (i) since v 6∈ e and e u has a degree of at least 2. For the case that e∩{u, v} = {u, v},
we have distG(u, v) = 1. Thus, distG(u, v) ≤ ll(G)+ 1. 
Lemma 4.2. For any graph G, ll(G) ≤ pl(G).
Proof. Let P = (X1, . . . , X`) be a path decomposition of length pl(G). For each edge e ∈ E(G), we associate e with a bag Xi
containing the endpoints of e. Then, let us denote the index i by p(e). Note that there might exist edges e1 and e2 such that
p(e1) = p(e2). Let pi be a linear order of the edges such that p(e1) < p(e2) implies pi(e1) < pi(e2).
To prove the lemma, it is sufficient to show that there is a bag containing u and v both for any pair of u, v such
that u, v ∈ midpi (i) for some i. Let u and v be vertices in midpi (i). Then, there exist edges {u, w}, {u, x}, {v, y}, and
{v, z} such that pi({u, w}), pi({v, y}) ≤ i and i < pi({u, x}), pi({v, z}). Without loss of generality we can assume that
pi({u, w}) < pi({v, y}). Then we have two cases: In the case pi({u, x}) < pi({v, z}), by the construction of pi we have
p({u, w}) ≤ p({v, y}) ≤ p({u, x}) ≤ p({v, z}). Thus, by the definition of path decomposition, there is a bag containing u and
v both. The other case pi({u, x}) > pi({v, z}) can be proved similarly. 
Now we have the following theorem.
Theorem 4.3. For any connected graph G, ll(G) ≤ pl(G) ≤ ll(G)+ 1.
It can be easily verified that the linear-length and path-length of the graph shown in Fig. 7 are 1 and 2, respectively. This
proves that the upper bound is tight.
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