Abstract. We present a front tracking technique for conservation laws in one dimension. The method is based on approximations to the solution of Riemann problems where the solution is represented by piecewise constant states separated by discontinuities. The discontinuities are tracked until they interact, at this point a new Riemann problem is solved and so on. This method is tested on the system of nonstationary gas dynamics defined by the Euler equations. Three test cases are presented and the front tracking method is compared with the random choice method and with the Lax-Friedrichs method.
1.
Introduction. Over the last 40 years many numerical methods have been developed to facilitate the analysis of nonstationary gasdynamics. A major difficulty in this area of numerical modelling is the presence of shocks and contact discontinuities in the solution. To represent these satisfactorily the various finite difference methods demand such a large number of grid nodes and time steps, that accurate simulation of compressible gas flow with these methods represents enormous computer tasks.
In order to overcome the difficulty of representing discontinuities in the flow, we have two main approaches at our disposal: The random choice method and front tracking/ capturing methods. The random choice method, also known as Glimm's method, was originally described by Glimm [7] as a theoretical tool to obtain existence results for one dimensional strictly hyperbolic conservation laws with small initial data, but was later developed into a practical computational tool by Chorin [3] , cf. also [4] , [20] , [10] . Glimm' s method has been shown to be an accurate tool [4] , [20] ,[6], but it involves the solution of Riemann problems at each point in the numerical grid, even in the smooth regions of the flow. Hence the method is relatively time consuming compared to the simpler difference methods.
Since the number of large discontinuities in many applications is small, front tracking has been proposed as an accurate and efficient method to deal with the problem of discontinuities. Front tracking is not one method, but a collective name used for many methods which use some kind of special treatment for steep gradients or discontinuities in the flow. Some of these methods track large discontinuities and use standard methods in the smoother parts of the solution. This approach has been used successfully in some one- [2] and two-dimensional studies [9] , and in the simulation of fluid flow in oil reservoirs [8] .
Another approach to front tracking is motivated by Dafermos'[5] method for the scalar conservation law in one space dimension. Dafermos approximated the flux function by a piecewise linear function. The advantage of this is that the solution of the Riemann problem is piecewise constant, and one can therefore solve the Cauchy problem with piecewise constant initial data exactly for all time. Subsequent work on Dafermos' method with a scalar conservation law was done by LeVeque [16] , Lucier [17] and Holden et al [14] . There has been some work on generalizations of Dafermos' method to systems of conservation laws; Hedstr!1Sm [12] did some numerical experiments on the p-system for a piecewise linear function p(u). We will here present another front tracking scheme inspired by Dafermos' method. In [18] it was proposed to approximate the solution of the Riemann problem by a step function without modifying the flux functions. Roughly speaking this step function should have large discontinuities where the correct solution to the Riemann problem has discontinuities, and have "small steps" in the smooth part of the solution. The discontinuities in the approximated solution are assigned a speed which is the correct speed of the discontinuity if it represents a discontinuity in the correct solution, or else it has the characteristic speed of the state immediately to the left of the discontinuity. These discontinuities are then tracked until two or more collide. At the collision point we solve a Riemann problem with left and right states given by the states to the left and right of the collision. The solution of this Riemann problem is approximated in the same way and the tracking is continued untion the next collision and so on.
In section two we give a description of this front tracking method in general, and in section three we explain how it is used to simulate the compressible nonstationary fluid flow given by the Euler equations. In section four of this study we present three test cases for the front tracking method: First a closed tube problem proposed by Woodward in [21], [22] , secondly a problem where the front tracking method is compared with the LaxFriedrichs method and with the Random choice method. The second problem is chosen so that there will be many interactions of tracked discontinuities, and this seems to be a difficult problem for front tracking. The front tracking method shows great promise with respect to the study of asymptotic behavior for large time, therefore we include a third test example where the initial function is an "almost Riemann problem", i.e. a single smooth but steep transition between constant states.
The front tracking method.
The general front tracking method we present here is a generalization of Dafermos' method for scalar conservation laws. In principle the method is applicable whenever a solution of the Riemannn problem is computable, although we have no proof of convergence for arbitrary initial data. But for strictly hyperbolic systems with sufficiently small total variation of the initial data, it was proved in [18] that the method produces a subsequence of approximate solutions which converges towards a weak solution of the problem. More precisely, [18] gives an alternative proof of Glimm's famous existence theorem [7] . The purpose of the present paper is to explore the method as a computational tool.
Consider the following system of conservation laws 
where df is the Jacobian matrix of f. For self similar solutions we get
Hence xjt is an eigenvalue of df and u(xjt) is the corresponding eigenvector. Let..\ be an eigennuuc of df and let r be the corresponding right eigenvector. IT u is an integral curve of r, i.e. 
Such a solution can be computed explicitly for many systems of equations, both for strictly hyperbolic systems [11] , [19] , and for systems of non strictly hyperbolc [15] or mixed type [13] .
Assume that the solution of the Riemann problem (2.2) for the system (2.1) can be represented on the form (2.10). We shall construct a piecewise constant approximation u.s(~) to the solution, represented by the sequences { u.s,j}, { ~6,j} in the following manner (2.11) for Let {ui,wi,v{,v{}~0 denote the solution of the Riemann problem given by (2.10). We define { u.s,j} and ~6,j recursivly as follows (2.12)
Assume we have defined the sequences {u.s,j}j= 0 , and {e.s,jg=O and that u.s,k = Ui for some z. The approximation of the wave ui ~ Ui+I can be divided into two cases:
(1) Wi is a shock wave. In this case e.s,k+I = Ui and U6,k+I = Ui+I· (2) Wi is a rarefaction wave. Let (2.13)
where r ·l is the truncation operator' and let u be the rarefaction curve defined by (2.5 
e Observe that by (2.16) all intermediate states in the solution of the Riemann problem are kept in the approximation. This is due to the separate treatment of each elementary wave. We believe that this property of the approximation is crucial in order for it to be able to reflect the complexity of the solution.
This 8-approximation to the solution of the Riemann problem is the building block of our front tracking scheme. The 8-approximation defines of a number of fronts. A front is an object with the following attributes
Here u 1 is the state to the left of the discontinuity, s is the speed of the discontinuity, (x 0 , t0 ) is the point in x, t space where the discontinuity originates, and (x 1 , t1) is the point it terminates. A front is terminated when it collides with one of its neighboring fronts. The family of a front indicates the wave type it approximates. For strictly hyperbolic systems it is defined to be i if v{__ 1 :::; s < v{+ 1 • The pointers are used to store the fronts in a suitable data structure. The fronts are organized from left to right in a so called x-list. Each front" has a pointer to its left and right neighbor. This structure makes it easy to remove and add fronts. We also have at-list. This list organizes the fronts with respect to the collision times t 1 . The first front in the list has the smallest value of t1. This front has a pointer to the front with the second smallest t 1 and so on.
We are interested in the Cauchy problem for (2.1) with (2.18)
H u0 is a piecewise constant function with a finite number of discontinuities, we can construct a 8-approximation to the solution of each of the Riemann problems defined at the discontinuities of u 0 • We now have a system of fronts, each of which can be propagated independently until one of them interact (collide) with one (or more) of its neighbors. Then we solve the Riemann problem defined by the left state of the left colliding front and the right state of the right colliding front. We make a 8-approximation to this solution, and again we have a system of fronts which can be tracked until the next collision. In this way the solution can be advanced in time, see figure 2.3. Now we can state the algorithm used to compute our numerical approximation: This front tracking method is fast compared to fixed grid methods since it automatically will focus computational effort where interactions are occurring, i.e. where the solution has a complex behavior. This effect is espescially apparent when few interactions are taking place as we show in example 3 in section four. Remark. When updating the solution in this way, we in general have no theoretical limit on the number of fronts that may arise. Therefore we must have some mechanism which limits the growth of the number of fronts. In order to do this, we have chosen to ignore small fronts in the o -approximation to the solution of the Riemann problem. We ignore fronts which represent a discontinuity of magnitude less than some c( b), where c --+ 0 as o --+ 0. In general we have no justification for ignoring such fronts, but for the system of gas-dynamics the numerical experiments showed that this resulted in an accurate and efficient method. In the case of a strictly hyperbolic system with initial data with small total variation, all waves will be weak and Glimm's [7] interaction estimate (2.19) applies. Here di, dj is the strength of the colliding fronts of family i and j respectively, ek is the strength of the emerging waves of family k, and Oij is the Kronecker delta. This estimate says that the emerging fronts of families different from the ones colliding will have small strenght if the strengths of the colliding fronts are small.
3. Application to gas-dynamics. We shall consider the equations of one-dimensional gas-dynamics in Eulerian coordinates:
Here p is the pressure, u is velocity, p is the density and e is the internal energy. We assume the gas to be polytropic so e = cvT where Cv is a positive constant and T is the temperature. We also assume the gas to be ideal so that p = RpT where R is a positive constant. Finally we assume that some 1-gas law holds sop= kexp(S/cv)P', where Sis the entropy and k a positive constant. Since a solution to (3.1) may contain discontinuities, we interpret (3.1) in the sense of distributions.
An integral component of the front tracking method is the solution of the Riemann problem. For the system of gas-dynamics, this solution is well known and has been discussed extensively, see e.g. [19 , and the references therein] and [11] where detailed instructions for constructing a solution is given, as well as a comparison between several solution methods. Therefore we will only outline the structure of the solution. The Riemann problem is the special initial value problem for (3.1) where the initial functions take the following form:
(Pr, Ur, Pr)
There are three elementary waves in the solution of the Riemann problem: shocks, rarefaction waves and contact discontinuities. The solution generally contains a leftward moving shock or rarefaction wave, a contact discontinuity, and a rightward moving shock or rare- Thus given the solution of the Riemann problem we will, following the general algorithm outlined above, make an approximation to use as a building block in our numerical algorithm. Let 8 be some small positive number. If (Pi,ui,Pi) is connected to (Pm,um,Pmi) by a shock, we leave the discontinuity as it is. If the states are connected by a rarefaction wave we generate constant states on the curve Ui (or Ui) in (p, u, p) space as in the previous section, cf. (2.13), (2.14) and (2.15). These constant states are generated as follows. First assume that the state to the left is (pr, ur, pr), this will be our first constant state. We then follow the curve u1 towards (Pm, um, Pml) a distance 8. This point on the curve will be our next constant state. The speed of the discontinuity between these two constant states will be the characteristic speed to the left of the discontinuity: u-c, where cis the Mund speed given by c 2 = !P/ p. We continue with steps of size 8 on the curve u1 until we are closer (measured in arc-length along the curve) to (Pm, Um, Pml) than curve, similarly the family is 2 if the states lie on a ii 2 curve. The family of a contact discontinuity is 0. Our strategy is now to approximate the initial data as piecewise constant, solve the Riemann problems at t = 0, then make 8-approximations to the solutions of the initial Riemann problems, and finally to track each front until it interacts with one of its neighboring fronts. Here we can solve a new Riemann problem with states defined by the states of the colliding fronts, make a 8-approximation to this solution and track the fronts until the next collision. In this way we update the solution in time. In order to do this we equip our fronts with some more structure. A front has a starting point (x, t), as well as a collision time t1 which is the time it will collide with one of its neighbors. If the front will not collide this parameter is set to be oo. To order these collision times each front also has a pointer to the front which has the first collision time after the fronts own collision time. Finally each front has a strength which is the distance along the ui curve between the state to the left of the front and the state of the right of the front. The step function approximation to the initial data is also related to 8. We assume our initial data to be piecewise continuous and constant outside some bounded interval. Let U = (p, u, p), and let the initial function take the value Uz to the left of this interval and the value Ur to the right of it. Fix x0 = -oo, U0 = Uz, and let the sequences {Ui}f and {xi} f be defined by (3.3) Redefine UN = U r· A collision is said to have a strength equal to the product of the strengths of the colliding fronts. When creating a 8-approximation to the solution of a Riemann problem after a collision of fronts, we will not create new fronts of families different from the families of those that collides if the collision strength is less than min ( 8/2, 8 2 ).
Most of the CPU-time (more than 95%) used by the front tracking method is spent solving Riemann problems. It is therefore important to have fast Riemann solvers available. We have used the Riemann solver described and recommended by Gottlieb and Groth in [11] . 4 . Examples. In this section we present three test examples where the front tracking method has been used. We want to explore some of the properties of the front tracking method, such as the convergence rate and conservation of mass end energy, and to compare it to other numerical methods.
In case of a strictly hyperbolic conservation law with initial data of small total variation, the front tracking method produces a sequence which converges in L 1 -norm [18] . Hence we use the relative difference in L1 between a reference solution and the approximate solution as as measure of the error. Let llflb = J ifidx and define the error
Here c is the sound speed. The quantities with subscript 8 are the approximate solutions. Example 1 This example is taken from Woodward and Colella [21] [22], and seems to be a standard test problem in numerical gas-dynamics. The initial condition consists of three constant states of a 1 gas law, 1 = 1.4. The gas is initially at rest between closed walls at x = 0 and x = 1. The density is everywhere unity, but the pressure varies: In table 1 we show 8, the L 1 error, the error in mass conservation, the error in energy conservation, and the CPU-time used by the front tracker for this problem. Note that although the front tracker is not conservative, the errors in the mass balance and the energy balance remain small and correlates well with the L 1 error. Based on standard regression analysis we have calculated exponents r 1 and r 2 such that € = 0(8r 2 ) and CPU-time= 0(Er 2 ). These are given at the bottom of table 1. Example 2. This example was constructed in order to compare the front tracking method with two other methods; Glimm's method and Lax-Friedrichs' method. Since the front tracking method will be least efficient when there are many interactions, we constructed an initial value problem which gives many interactions of fronts in a short time. For the Lax-Friedrichs method and the random choice method we used a uniform grid for the space variable, and calculated the optimal time step at each time level according to the CFL condition. For a description of Glimm's method we refer the reader to Chorin 
See figure 4.4. Also for this problem we used a ~-gas law with 1 = 1.4. We calculated this solution up to t = 0.25. As a reference solution we used the front tracking method with 8 = 0.03. This run had more than 9 000 000 collisions of fronts. In figure 4 .6 we see the density of the approximate solutions of the three methods as well as the density of the reference solution, at t = 0.25. We see that a leftward and a rightward moving wavegroup have formed, and that the solution contains four strong shocks. Both Glimm's method and the front tracker have roughly the right discontinuities in the right places, but the front tracker only uses a fraction of the CPU-time of Glimm's method. The front tracker does not have the same peak values as the reference solution, this is due to the different peak values initially. We see that the Lax-Friedrichs method is reasonably fast, but has poor resolution of the shocks. In table 2 we present CPU-times and errors for the three methods. To invesigate the "convergence rates" of the different methods, we used regression analysis to calculate exponents r such that CPU-time = 0( t:r) for each method.
These indicate that the three methods have roughly the same r's, but note that in order to obtain an error of e.g. 0.06 the front tracking method needs a CPU-time of 21 while the Lax-Friedrichs method needs 622 and Glimm's method does not reach this level of accuracy despite a CPU-time of 700. Example 3. The front tracking method is well suited to study asymptotic behaviour.
In order to investigate this we have chosen the third example such that the initial data are "close to" a Riemann problem. The initial sound speed and velocity are 10.0 and 0.0 respectively, and the initial pressure has the distribution In table 3 we give the CPU-times and errors for the two methods. The results here are all in the same vein as the result in figure 4.8.
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. Conclusion. We have described a general front tracking algorithm for conservation laws in one space variable. This algorithm can be used for any system for which the · solution to the Riemann problem is computable. The front tracker was tested on the system of compressible non-stationary gas dynamics. In our test examples the front tracking method gives more accurate solutions in les~ CPUtime than both the Lax-Friedrichs method and Glimm's method. The front tracker is well suited to study the asymptotic behaviour of an initial value problem. The method is nonconservative, but the errors in the conserved variables are small.
We aim to continue our study of this front tracking algorithm by applying it to a system of equations where the solution of the Riemann problem is more complicated. The approximation of a rarefaction wave in state space. The approximation of a rarefaction wave in x-t space.
TABLEt
A system of discontinuities in x-t space.
The curves u 1 and u2 in u-p space. Problem #1. All fronts from t=O to t=0.038 for the approximation using 0=100. 
