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Abstract
We describe a modiﬁcation to a standard correlation model for the development of the geniculocortical projection that relays
visual input to the visual cortex. The modiﬁcation is to include threshold-activation of cortical cells as opposed to linear activation
and it is shown that this can account for topographic map reﬁnement (TMR). This contrasts with other models that require cortical
cells to compete for activation or for neurotrophic support. Simulations are conducted for the joint development of ocular dom-
inance columns and TMR in normal animals and parameter variations are used to both conﬁrm robustness and to simulate some
experimental conditions.
 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
One of the characteristics of the adult mammalian
visual system is that neurons at each anatomical level
are ordered according to their properties. Neurons in
both the lateral geniculate nucleus (LGN) and in the
primary visual (striate) cortex are distributed according
to their ocular dominance: left- and right-eye dominant
neurons are distributed in discrete layers in the LGN
and in ocular dominance columns (ODCs) in the striate
cortex. Superimposed on that structure is an ordered
topographic distribution that preserves a retinotopic
map in each layer of the LGN and across the striate
cortex. Evidence suggests that both endogenous and
exogenous activity is crucial for the development of this
circuitry (for a review, see Penn & Shatz, 1999).
During prenatal development aﬀerent neurons in the
LGN project their axons towards the striate cortex and
when these geniculate axons reach the visual subplate
they extend widespread terminal branches before en-
tering layer 4. Once in layer 4 of the striate cortex axons
then turn and run tangentially for a limited distance of
from hundreds of microns to a millimeter (Ghosh &
Shatz, 1992). This widespread subplate branching and
tangential growth is likely to contribute to the poor re-
tinotopic precision of the early cortical receptive ﬁelds.
Later, selected portions of the arbors are found to have
grown considerably in length and complexity (Antonini
& Stryker, 1993), and to be segregated into well-deﬁned
ODCs and the retinotopic precision of the cortical re-
ceptive ﬁelds is increased (Fagiolini, Pizzorusso, Berardi,
Domenici, & Maﬀei, 1994). However, if activity in the
brain is blocked, the axons fail to arborize in layer 4 and
instead continue to grow, without branching, into the
pial surface where they form a very degraded topo-
graphic map (Catalano & Shatz, 1998). Such results
indicate that activity is required for, and may drive,
developing axons to ﬁrst branch out profusely and then
to correct topographic target selection errors and form
ODCs by focusing their arbors in the appropriate areas.
Therefore, models of the development of the geniculo-
cortical projection to layer 4 of the striate cortex often
assume activity dependence (for an early example, see
Von der Malsburg, 1973).
There are studies that argue for the role of molecular
cues, for example that of Crowley and Katz (1999) in
which the eyes of ferrets were removed just after birth
and months later some evidence of ocular dominance
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columns was found. Also Crowley and Katz (2000)
suggest that ocular dominance segregation is present as
early as a week after LGN axons enter layer 4. However,
removal of the eyes after birth does not eliminate pre-
natal spontaneous retinal activity or endogenous activ-
ity from other sources, such as the LGN and cortex, and
some activity-dependent segregation may occur over one
week, so the role of mechanisms other than activity-
dependent ones remains in doubt.
There is signiﬁcant physiological evidence suggesting
that the activity-dependent development of ODCs and
topographic map reﬁnement (TMR) are driven by the
synchronous activity of neighbouring cells in the LGN
(for reviews, see Udin & Fawcett, 1988; Penn & Shatz,
1999). Thus we describe the evolution of synaptic con-
nections over time in terms of the correlation in the
activity of two LGN cells as a function of the distance
separating them. Previous modelling studies that have
taken this approach are Linsker (1986) and Miller,
Keller, and Stryker (1989).
The joint development of ODCs with orientation
columns (OCs) has been successfully modelled under the
assumption that cortical cells do not compete with each
other for activation or for neurotrophic support (Erwin
& Miller, 1995, 1999; Piepenbrock, Ritter, & Oberma-
yer, 1997; for review, see Swindale, 1996). Here we show
that TMR can also be modelled under this assumption.
This diﬀers from the current, competitive Hebbian
models for TMR that require cortical cells to compete
for activation (Kohonen, 1982; Goodhill, 1993; Pie-
penbrock & Obermayer, 1999a,b) and neurotrophic
models that require cortical cells to compete for neu-
rotrophic support (Elliott & Shadbolt, 1999). The ac-
tivity-dependent joint development of ODCs and TMR
is simulated by assuming threshold-activation of corti-
cal cells, modelled by setting the activity in each cortical
cell to be a semilinear function of its total input. Ac-
counting for TMR with threshold-activation is consis-
tent with noncompetitive-cortical-cell models for the
concurrent and proceeding joint development of OCs
and ODCs. Such models are referred to as correlation-
based (Erwin & Miller, 1995; Linsker, 1986; Miller
et al., 1989; Miller, 1994). We report here the range of
threshold values for model cortical cells that permit
TMR.
The approach taken here is to assume the activity in
the LGN is random while having ﬁxed statistical prop-
erties, such as mean, variance, spatiotemporal correla-
tion etc., that are represented as parameters in the model
and determine the progress of TMR and ODC devel-
opment. Simulations of the simultaneous development
of TMR and ODCs are conducted and the eﬀect of
varying parameters is studied. This is done to both
conﬁrm robustness and to simulate experimental con-
ditions such as monocular deprivation and strobe-light
illumination.
2. Methods
2.1. Model of the geniculocortical projection
The present model can most easily be derived by
making several crucial alterations to the set of synaptic
modiﬁcation rules that form the basis of a standard
correlation model (Miller et al., 1989). Before giving
these alterations, the structure of their model will be
described (Fig. 1). Geniculate cells are arranged in two
layers representing the two major layers in the LGN,
one receiving topographically arranged input from the
right-eye (R) and the other from the left-eye (L). Cor-
tical cells are arranged in one layer representing cortical
layer 4. The location of a cell in the LGN is denoted by a
Greek letter (a; b; c; . . .) and the location of a cell in the
cortex by a Roman letter (x; y; z; . . .). These geniculate
and cortical cells do not correspond to a single cell in the
real LGN and cortex but rather to a functional column
of cells. For simplicity, the present model is discrete and
all but one of the simulations are done using a one-
dimensional LGN and cortex. It will become clear in the
results section that the ODC development and TMR can
be easily represented in these one-dimension simula-
tions. To have a one-to-one correspondence between
the LGN coordinates and the cortex coordinates, the
scales are chosen so that they have the same range:
0 < a; b; c; . . . < n; 0 < x; y; z; . . . < n.
The quantity of interest is the strength of the synaptic
connection between a cell in the LGN and a cell in the
cortex. The strength of the connection from the right-
eye geniculate cell at location a in the LGN to the cell at
location x in the cortex is denoted SRðx; a; tÞ; similarly
SLðx; a; tÞ denotes the left-eye LGN cell connection
strength.
2.2. Inputs and interactions
The random activity (ﬁring rate) in the LGN at lo-
cation a is denoted by the time-independent random
variables XLa and X
R
a which are given the same distri-
bution for all a. This model, like other correlation
models, assumes distance-dependent correlations in the
activity of any pair of cells in the LGN (Goodhill, 1993;
Linsker, 1986; Miller et al., 1989; Von der Malsburg,
1973; Von der Malsburg & Willshaw, 1976). The above
authors assumed correlation between two LGN cells to
be a monotonic decreasing function of the distance be-
tween them and this assumption will also be used here.
2.2.1. Inputs and interactions: Method 1
LGN cell activity was simulated and a Hebbian rule
applied to calculate the dynamics of the connection
strengths. Two separate methods are used to generate
the appropriate correlations in the activity of the model
LGN cells. First, the method used by Linsker (1986) and
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others (Goodhill, 1993; Elliott & Shadbolt, 1999) is used
where random dot patterns with short-range spatial
correlations are generated by ﬁrst setting the activity in
each model cell to a value of zero with probability p, or
one with probability 1 p (p ¼ 0:5 for the results pre-
sented here), and then convolving this with the Gaussian
function G1 shown in Fig. 1b. Then, to introduce be-
tween-eye correlation, each activity in the left-eye, XLa , is
replaced by ð1 jÞXLa þ jXRa and a similar replacement
is made for the right-eye where j controls the level of
between-eye correlation.
2.2.2. Inputs and interactions: Method 2
The second method of generating the input, also used
by Piepenbrock and Obermayer (1999a,b) and Dayan
(2000), simulates locally-synchronous activity centred
at random locations. A Gaussian function of random
height X in eye i (i ¼ R;L) at location m (1 < m < n) and
height jX in the other eye is used with i and m varied
throughout the simulation. This type of input simulates
synchronized activity over short separations. Over
longer separations the probability of synchronized ac-
tivity is uniform for each location so any synaptic
modiﬁcation caused over a long term can be approxi-
mated by a space-independent term in the Hebbian rule
(see Appendix B for further details). We now deﬁne
activity centred in the left-eye by XGLL, where GLL ¼ G2,
with the simultaneous activity in the right-eye, XGLR,
where GLR ¼ jG2 (G2 is shown in Fig. 1b). L and R are
interchanged for activity centred in the right-eye. It will
be shown that Methods 1 and 2 give similar results and
most calculations will be done using Method 2.
2.2.3. Cortical interactions
There is also assumed to be a distance-dependent
interaction within the cortex causing correlated inputs to
strengthen synapses locally and weaken them at slightly
longer ranges about an active cortical neuron. A pos-
tulated mechanism for this is that local excitation and
long-range inhibition of activity in the cortex leads to
such local strengthening and long-range weakening of
synapses via Hebbian learning, but there are other
mechanisms that could also underlie the process (Miller
et al., 1989).
2.3. Unconstrained development of connections to the
cortex
Miller et al. (1989) derived an equation for the ac-
tivity in the cortex, cðx; tÞ, in terms of a function Bðx yÞ
that measures the connection strength between points x
and y in the cortex:
Fig. 1. (a) Diagram of the layers in the model. The input activity comes from the LGN which is simpliﬁed to include only the two major layers; these
receive input retinotopically from separate eyes. Each circle in the diagram of the input layers (LGN) and the output layer (cortex) represents a unit
of the model corresponding to a functional column of cells in the real LGN and cortex. Geniculate unit locations are denoted by Greek letters
a;b; c; . . . and cortical unit locations are denoted by Roman letters x; y; z; . . . SLðx; a; tÞ and SRðy; b; tÞ denote the total strength of the geniculocortical
synaptic connection from a in the left-eye layer and b in the right-eye layer of the LGN to x and y in the cortex, respectively. The activity in any two
of the input units is highly correlated if they are close together and poorly correlated if they are far apart. (b) The correlation as a function of the
distance between the two units is generated by the functions G1ða bÞ and G2ða bÞ as described in Sections 2.2.1 and 2.2.2. (c) The intracortical
interaction function, Iðx yÞ speciﬁes the degree to which activity in a cortical unit aﬀects the strength of the geniculocortical synaptic connections to
it and its neighbours.
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cðx; tÞ ¼ netLGNðx; tÞ þ
X
y
Bðx yÞcðy; tÞ þ c0ðxÞ;
where netLGNðx; tÞ is the net input from the LGN to x in
the cortex at time t,
P
y Bðx yÞcðy; tÞ is a simple linear
approximation for the input from the rest of the cortex
and c0ðxÞ is any intrinsic activity in the cortex. We
modify this to include threshold-activation by setting the
activity at x to be a nonlinear function of the input plus
the intrinsic activity:
cðx; tÞ ¼ H netLGNðx; tÞ
 
þ
X
y
Bðx yÞcðy; tÞ
!
þ c0ðxÞ;
ð1Þ
where H is deﬁned by
HðwÞ ¼ ðw hÞ if w > h;
0 if w < h;

where h is the activation threshold of the cortical cell.
There is some evidence to support the choice of the form
of H; for example, an experimental study of the rat vi-
sual cortex in which the activity of cortical cells was
plotted as a function of the cell’s input revealed func-
tions of this form (Treves & Rolls, 1991). For simula-
tions the exact details of this function are not important;
one need only choose a function describing a marked
increase in the cortical cell’s activity as the input moves
above a threshold level.
Miller’s correlation-based model has an averaged
‘Hebbian equation’ that describes how the strengths of
the synaptic connections, SLðx; a; tÞ and SRðx; a; tÞ,
evolve over time:
oSLðx; a; tÞ
ot
¼ HLðx; a; tÞ
 kAðx aÞ
X
y;b
Iðx yÞðSRðy; b; tÞCLRðb aÞ
þ SLðy; b; tÞCLLðb aÞÞ  cSLðx; a; tÞ
 Aðx aÞ0 ð2Þ
(Miller et al., 1989). Here k, c and 0 are constants, CLR,
CLL are correlation functions and the function Iðx yÞ
governs the interactions within the cortex. It is derived
through algebraic manipulations involving Bðx yÞ and
has the general shape shown in Fig. 1c. Aðx aÞ is an
‘arbor’ function that artiﬁcially enforces the topographic
map and is positive if a projects to x but zero otherwise.
Appendices A and B contain derivations in which the
threshold-activation function H is used to determine the
change in synapse strength. Appendix A gives the details
leading to the following modiﬁed version of Eq. (2)
where the LGN activities are generated as described in
Section 2.2.1:
oSLðx; a; tÞ
ot
¼ HLðx; a; tÞ
 kXLa
X
y
Iðx yÞH
X
b
SRðy; b; tÞXRb
 
þ SLðy; b; tÞXLb
!
 cSLðx; a; tÞ  0; ð3Þ
where XLa , X
L
b and X
R
b are random dot patterns with
short-range spatial correlations. Appendix B gives the
details leading to the following averaged version where
the LGN activities are generated as described in Section
2.2.2:
oSLðx; a; tÞ
ot
¼ HLðx; a; tÞ
 1
2n
k
X
y;m;
i¼R;L
GLiða
*
 mÞXIðx yÞ
H
X
b
SRðy;b; tÞGRiðb
 
 mÞX
þ SLðy; b; tÞGLiðb mÞX
!+
 cSLðx; a; tÞ  0; ð4Þ
where GLL ¼ GRR ¼ G2, GLR ¼ GRL ¼ jG2 and h i de-
notes the average over X. This averaging is permissible
because change in synapse strength occurs on a much
slower time scale than change in geniculate cell activity.
Eq. (4) diﬀers from Eq. (2) in that H is included,
Aðx aÞ has been removed and the equation is summed
over m and i ¼ R, L with X and the activity functions,
GLLða mÞ and GLRða mÞ, included. The equations for
SRðx; b; tÞ are the same with L and R interchanged
everywhere.
Eqs. (3) and (4) are two separate versions of the
model with Method 1, involving G1, used to generate the
LGN activities in Eq. (3) and Method 2, involving G2,
used to generate the LGN activities in Eq. (4). Method 1
gives activity patterns that extend over the entire model
LGN whereas Method 2 gives patterns that are conﬁned
spatially to a single bump. Method 1 was found to be
more eﬀective if the Gaussian function used to generate
the correlations, G1, had a higher standard deviation so
G1 is given twice the standard deviation of G2. Simula-
tions performed using both equations (see Results sec-
tion) show that they give essentially the same result,
so Eq. (4) has been used for most calculations.
2.4. Normalization constraint on connections
A normalization constraint forces the total connec-
tion strength to each cortical cell to remain close to a
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constant level throughout the simulation. In the present
model, normalization is reconciled with Hebbian learn-
ing by adding a term to Eqs. (3) and (4); each connection
is adjusted in proportion to its strength according to
oSLðx; a; tÞ
ot
¼ HLðx; a; tÞ
þ g0 S
Lðx; b; tÞNP
b½SLðx; b; tÞ þ SRðx;b; tÞ
 
 SLðx;b; tÞ
!
;
ð5Þ
where g and g0 are the normalization rates. Eq. (5) was
used for the simulations presented in this paper and the
parameter c of Eqs. (3) and (4) is absorbed into g0. The
strength of a synapse cannot be negative so when a
synapse decreases to zero it is ﬁxed at zero.
2.5. Initial conditions
An important feature of the initial conditions of the
present model is that they form a very rough topo-
graphic map with many spurious connections. Each
geniculocortical axon has a large arbor and some do not
connect exactly to their target location in the cortex.
This can be seen in Fig. 2 where there is a large fanning
out of connections about the diagonal rather than a
narrow line of connections along the diagonal. Good-
hill’s (1993) algorithm, which was also used by Elliott
and Shadbolt (1999), was used to generate the initial
conditions but was modiﬁed so that cells at the centre of
the cortex that had a greater total connection strength
than those near the boundary had their smallest con-
nections set to zero. This was done so that the initial
connections would be normalized (see Section 2.4).
Speciﬁcally, Goodhill (1993) set SLðx; a; 0Þ ¼ Uðjx aj=
2n; 1=2þ jx aj=2nÞ where U denotes the uniform dis-
tribution, but this leads to connections that are not quite
normalized. To normalize the initial conditions for a
given location in the cortex, say x0 ¼ x, MinaðSLðx0; a;
0Þ; SRðx0; a; 0ÞÞ was set to zero and this process was re-
peated until
P
b½SLðx0; b; tÞ þ SRðx0; b; tÞ6N , this being
done for all x.
2.6. Simulations of development
The method of ﬁnite diﬀerences was used to simulate
the evolution of Eq. (5) with HL taken from either Eqs.
(3) or (4). The inputs to the simulation were SLðx; a; 0Þ
and SRðx; a; 0Þ (see Section 2.5). A time step, Dt, was
chosen to be small enough to ensure that the simulation
was stable and the nth update was done using the ex-
pression,
SLðx; a; nDtÞ ¼ SLðx; a; ðn 1ÞDtÞ
þ Dt oS
Lðx; a; tÞ
ot

t¼ðn1ÞDt
n ¼ 1; 2; 3; . . .
Simulations using a more accurate solution for the ac-
tivity on the cortex (cðx; tÞ) were more complicated (see
Appendix C).
The derivative oSLðx; a; tÞ=ot was calculated using Eq.
(5). When HLðx; a; tÞ was calculated using Eq. (3), XLa ,
XLb and X
R
b were generated between each iteration as
described in Section 2.2. When HLðx; a; tÞ was calculated
using Eq. (4), X was given a normal distribution Nðl; rÞ
with l ¼ 2 and r ¼ 1 (truncated at zero so as not to
include negative values). Letting gðXÞ denote the ex-
pression inside the h i in Eq. (4), the formula used for
averaging over X is the numerical integration,
hgðX Þi ¼
Z 1
1
gðsÞfX ðsÞds

Xk¼20
k¼8
0:4gð0:4k þ lÞfX ð0:4k þ lÞ;
Fig. 2. Plot of the initial diﬀuse projection of connections from LGN
to cortex. (a) Shows the connections with strength greater than 0.5 (the
maximum strength being 1) for the left-eye layer of the LGN with each
‘þ’ marking a location of an LGN cell against the location of a cortical
cell between which there is such a connection at t ¼ 0. (b) Shows the
corresponding initial connections for the right-eye layer of the LGN.
(c) Shows a three-dimensional plot of the initial connections with the
strength of the connection (right-eye and left-eye connections together)
on the vertical axis and the locations in the LGN and cortex on the two
horizontal axes.
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where fX is the distribution of X. The same procedure
was used to calculate the evolution of SRðx; a; tÞ.
The ocular dominance of the cortical cell at location
x at time t, mðx; tÞ, is deﬁned by
mðx; tÞ ¼
X
a
½SLðx; a; tÞ  SRðx; a; tÞ=
X
a
½SRðx; a; tÞ
þ SLðx; a; tÞ; ð6Þ
so that positive values indicate left-eye dominance, neg-
ative values indicate right-eye dominance and mðx; tÞ ¼
1 indicates complete dominance by one eye.
3. Results
3.1. Parameter choice
The basic parameter values used in the simulations
are given in Tables 1 and 2; when other values are used
this is explicitly indicated. In the calculations reported
here, h was assigned the value 10 as shown in Table 1
but, as described in Section 3.6, a large range of values
were tried. Dt determined only the rate at which the
simulation progressed and could be given any value as
long as it was small enough to allow the simulation to
evolve smoothly. It was found, through exploratory
simulations, that g0 served only to prevent the connec-
tion strengths from diverging to 1 and to keep the
total connection to each cortical cell close to constant,
so g0 was given a suﬃciently large value to accomplish
this. The value of k could be varied to control the du-
ration of the ODC development in simulations. The
correlation functions, GLLðaÞ, etc., were chosen to be
monotonic decreasing and the intracortical interaction
function, IðxÞ, was chosen to have the ‘Mexican hat’
shape (Fig. 1c). The parameters of the distribution of X
were chosen to allow a plausible range of input activity
to the cortex; reducing X had an eﬀect similar to in-
creasing h (see Section 3.6). There was a small permis-
sible range for j (Section 3.5) and an arbitrary value was
chosen from this. Reducing N reduces the connection
strengths and input to the cortex and had a similar eﬀect
as increasing h (see Section 3.6).
3.2. The threshold model leads to simultaneous develop-
ment of ODCs and TMR
Simulations were performed to demonstrate that the
present formalism leads to the simultaneous develop-
ment of ODCs and TMR in the absence of any ‘‘arbor’’
function that artiﬁcially enforces a topographic map.
The initial connection strengths SLðx; a; 0Þ and SRðx; a;
0Þ between cells in the LGN and the cortex were chosen
as described in Section 2.5 and illustrated in Fig. 2. The
temporal evolution of these connection strengths was
then found using Eq. (5) and an analogous equation
for the right-eye connection strengths. HLðx; a; tÞ and
HRðx; a; tÞ were calculated using Eq. (3) for results
shown in Fig. 3a and Eq. (4) for Fig. 3b (equations for
HRðx; a; tÞ were obtained by interchanging L and R).
Fig. 3a shows the result of a simulation using Eq. (3)
and parameter values as given in Table 1. The left col-
umn shows the connection strengths that remain above
0.5 after a speciﬁed number of iterations, i. The top
panel shows an early stage of the simulation (i ¼ 1000)
where there is little obvious change from the initial sit-
uation (compare the top left panel in Fig. 3a with Fig. 2a
and b) but later (i ¼ 3000), as shown in the second-top
panel, a topographic map has started to emerge with a
clear band of strong connections along the diagonal and
connections missing elsewhere, indicating that neurons
in corresponding positions in the LGN and the cortex
have retained their connections while others are losing
theirs. There is also some evidence of emergence of
ODCs, with the left-eye connections (indicated by ‘þ’)
showing some separation from the right-eye connections
(indicated by ‘’). In the next panel (i ¼ 8000) the TMR
is almost complete and the ODC structure is becoming
Table 1
Parameter values for Eqs. (3) and (5)
Parameter Symbol Value
Activation threshold of cortical
cells
h 7
Number of cortical cells n 100
Number of cells in each LGN
layer
n 100
Time step Dt 0.2
Learning rate k 1
Function used to generate within-
eye correlation
G1ðaÞ 0:01e3a2=160
Level of between-eye correlation j 0.03
Intracortical interaction function IðxÞ ex2=40  0:3 ex2=400
Linear decay rate of synapse
strength
0 4 103
Normalization rate (Section 2.4) g0 10
Normalization constant (Section
2.4)
N 100
Table 2
Parameter values for Eq. (4)
Parameter Symbol Value
Learning rate k 0.03
Linear decay rate of
synapse strength
0 7:5 103
Within-eye activity
function
GLLðaÞ ¼ GRRðaÞ ¼ G2 e3a2=40
Between-eye activity
function
GLRðaÞ ¼ GRLðaÞ ¼ jG2 je3a2=40
Remaining parameters have the values given in Table 1.
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clearer. For the bottom panel (i ¼ 15000) the process is
complete, with only a diagonal band of connections
remaining that shows well-deﬁned ODCs where most
cortical cells are monocular with some binocular overlap
at the edges. The right column of Fig. 3a gives another
view of the emergence of ODCs by showing the function
mðx; tÞ, as deﬁned by Eq. (6), at the same number of
iterations as in the left column; mðx; tÞ > 0 corresponds
to left-eye dominance and mðx; tÞ < 0 corresponds to
right-eye dominance, with the dominance becoming
complete as mðx; tÞ approaches 1. Fig. 3b shows the
result of a corresponding simulation but now using Eq.
(4) for HRðx; a; tÞ and parameter values as given in Table
2. The simulation progresses in the same way as in Fig.
3a but the number of iterations required for convergence
is much less: 1600 rather than 15 000. Fig. 3c is a three-
dimensional plot of SLðx; a; tÞ (top) and SRðx; a; tÞ (bot-
tom) for the simulation shown in Fig. 3b with i ¼ 1600,
which is the ﬁnal state of the simulation. By this stage all
connections have reduced to zero except for a narrow
band of alternating left- and right-eye patches along the
diagonal.
3.3. The removal of simplifying assumptions does not
disrupt TMR or ODC development
To demonstrate that the above results do not depend
on the system being one-dimensional, simulations were
performed using a two-dimensional LGN and cortex,
using Eq. (5) and HLðx; a; tÞ given by Eq. (3). The form
of the equation does not change, but a; b; x and y are
Fig. 3. The temporal development of ODCs and TMR. The simulation starts from the initial conﬁguration shown in Fig. 2. (a) The connection
strengths SLðx; a; tÞ are updated using Eq. (5) with HLðx; a; tÞ given by Eq. (3), with simultaneous updating of SRðx; a; tÞ using the analogous
equations. The left column shows the connections strengths that remain above 0.5 at four stages in the simulation, as speciﬁed by the iteration
number, i (left-eye ‘þ’, right-eye ‘’). The right column shows the corresponding changes in the ocular dominance mðx; tÞ as deﬁned by Eq. (6): positive
values indicate left-eye dominance, negative values right-eye dominance with regions where mðx; tÞ ¼ 1 indicating complete dominance by one eye.
(b) Same as in (a) but with updating done using Eq. (4). (c) The ﬁnal pattern of connections for the simulation shown in (b) with three-dimensional
plots of the ﬁnal left-eye and right-eye connection strength. Parameter values are from Tables 1 and 2.
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now two-dimensional vectors with a b and x y now
denoting distances ja bj and jx yj respectively.
Fig. 4 shows the stages of such a two-dimensional
simulation. The extreme left column shows the devel-
opment of the ocular dominance columns and the re-
maining columns illustrate the development of the
topographic map, with the ‘left-eye’ and ‘right-eye’
columns indicating that each eye develops complete
cortical representation.
In all the simulations presented so far, the approxi-
mation shown in Appendix A, Eq. (A.2) was used. This
approximation can be avoided by performing simula-
tions as described in Appendix C and the results of such
a calculation are shown in Fig. 5. It can be seen that
TMR and ODC development are not disrupted but
there are some diﬀerences in the reﬁnement process.
3.4. In the absence of a threshold on the cortical cells
TMR does not occur
The simulation shown in Fig. 3b was repeated, but
without imposing an activation threshold on the cortical
cells. The initial conditions were as in Fig. 2 and again
Eq. (5) was used, only now HLðx; a; tÞ was calculated
using Eq. (2) with the arbor function Aðx aÞ set to
one, thus removing the artiﬁcial enforcement of the
topographical map. The results are shown in Fig. 6,
where it is seen that TMR does not occur; instead,
patches of connections are formed over the whole cor-
tex.
Other simulations were performed in which the initial
conditions were chosen to give a partially formed to-
pographic map, but even in these cases the ﬁnal map
Fig. 4. The results of a two-dimensional simulation corresponding to the one-dimensional simulation of Fig. 3a. A 16 16 grid is used for the LGN
and a 32 32 grid for the cortex; h ¼ 2 and the other parameters are as in Table 1. The extreme left column shows the cortical grid with the ocular
dominance of each unit indicated in gray-scale, with white corresponding to complete left-eye dominance and black to complete right-eye dominance.
The other columns illustrate the topographic map on the cortex for the left-eye LGN, the right-eye LGN and both combined. The centre of the
cortical projection from each LGN unit is plotted with that of the neighbouring LGN units connected by lines to illustrate the topographic map. The
centre of each projection was found by calculating the ‘centre of mass’ as in Goodhill (1993).
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was similar to that shown in Fig. 6. The only way in
which Eq. (2) could simulate correct development was
by using the arbor function to enforce the topographic
map.
3.5. The eﬀect of diﬀerent levels of inter-ocular (between-
eye) correlation
The amount of between-eye correlation is governed
by the parameter j. The simulations shown in Fig. 3
used j ¼ 0:03 (Table 1), corresponding to a moderate
amount of correlation. Fig. 7a gives the results of re-
ducing the correlation to zero (j ¼ 0) and Fig. 7b shows
the eﬀect of a larger correlation, j ¼ 0:066; the re-
maining parameter values are from Table 1 and HRðx;
a; tÞ is taken from Eq. (4). Eﬀects of increased between-
eye correlation, as demonstrated by the simulations in
Figs. 3a and 7a and b, are the development of fewer
monocular cells with larger overlapping regions of bin-
ocular cells (this eﬀect was also noted by Goodhill
(1993) and Miller (1990)) and the delayed completion of
ODCs but accelerated completion of TMR. For large
between-eye correlation ODC development was dis-
rupted with no ODCs appearing at all for the extreme
case of j ¼ 1 (see Fig. 7c). For j ¼ 1 there is twice as
much simultaneous input as the j ¼ 0 case so G2 (the
function describing the input activity) was replaced with
G2=2; for the lesser values of j (j ¼ 0:03; 0:06) men-
tioned above the eﬀect was negligible so G2 was not al-
tered. When j was increased to j ¼ 1 without making
this replacement, the minimum value of the activation
threshold h that would allow TMR was increased due to
the additional input (see Section 3.6).
Fig. 5. A repeat of simulation of Fig. 3b, only now the more accurate method of Appendix C is used instead of the approximation given in Eq. (A.2).
BðxÞ is obtained from Eq. (D.1) (where B is the Fourier transform of B), d1 ¼ 0:08, d2 ¼ 0:25, c0 ¼ 0 and the remaining parameter values are as in
Table 2.
Fig. 6. The eﬀect of using linear-activated cortical cells instead of
threshold-activated cortical cells. Thus Eq. (5) was used with HLðx; a; tÞ
given by Eq. (2) with the arbor function set to one for all x and a
(Aðx aÞ ¼ 1). The simulation is displayed using the same plotting
procedure as in Fig. 3a (left column).
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To simulate the conditions of synchrony in all input
the Gaussian function G2 was replaced by G2 ¼ 0:1 with
j ¼ 1––that is, a uniform value for all inputs. Fig. 7d
shows the result of such a simulation and it can be seen
that ODC development is disrupted and in addition to
this TMR is completely disrupted. This eﬀect has been
observed in ﬁsh and frogs in experiments where animals
are reared under strobe-light illumination that synchro-
nizes the activity of all ganglion cells (Brickley, Dawes,
Keating, & Grant, 1998; Schmidt & Eisele, 1985).
To simulate monocular deprivation we reduced the
amount of input to the left-eye by multiplying GLiða
mÞX of Eq. (4) by 0.6. Fig. 8 shows two eﬀects that re-
sulted from this––the ODCs for the deprived eye were
reduced in width relative to those for the other eye; also
the total number of ODCs across the cortex was re-
duced. Greater deprivations were also simulated and it
was found that the ODCs corresponding to the deprived
eye were even smaller at the end of the simulation and
the total number of ODCs across the cortex was reduced
further, eventually reaching zero. These eﬀects of
monocular deprivation have been observed in animal
experiments in which one eye is covered during devel-
opment (Hubel, Wiesel, & LeVay, 1977).
3.6. The eﬀect of threshold value on development
This was examined by keeping all the parameters
constant except for the threshold value, h (HRðx; a; tÞ
taken from Eq. (4)). It was found that TMR did not
develop reliably for small values of h (h < 5) but for all
h > 5 it did, although the time taken increased with in-
creasing h. Since OCD development was always com-
pleted after TMR, a suitable measure of simulation
progress is Rxjmðx; tÞj which is 0 when all cortical cells
are binocular and 100 when all 100 cortical cells are
monocular. Fig. 9a shows the time evolution of
Rxjmðx; tÞj for h ¼ 20, 40 and 60, indicating that more
iterations are needed for convergence as h increases.
This is further quantiﬁed in Fig. 9b where the number of
iterations required for convergence is plotted as a
function of h.
Another aspect of increasing h is that the connections
to cortical cells become larger, as illustrated in Fig. 9c
for the three cases shown in Fig. 9a. The eﬀect of this
Fig. 7. The eﬀect of varying the between-eye correlation. The simulations were performed as in Fig. 3b except that the parameter j governing the
amount of between-eye correlation was taken to be zero in (a) and 0.066 in (b). (c) The eﬀects of extremely high between-eye correlation simulated
using the parameters shown in Table 2 but with j ¼ 1 and G2 replaced with G2=2. (d) The eﬀects of synchrony in all input; G2 was set to 0.1 with
j ¼ 1.
Fig. 8. The eﬀects of monocular deprivation. Deprivation of the left
eye is simulated by setting the input to that eye to 60% of the normal
input and allowing the right-eye to receive 100% of the normal input.
The parameters values shown in Table 2 are used but with XGLiða mÞ
replaced by 0:6XGLiða mÞ. The graph shows the ﬁnal state after 480
iterations. The simulation is displayed using the same plotting proce-
dure as in Fig. 3a.
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strengthening is to ensure that at the end of the simu-
lation one model geniculate cell with activity 1 (X ¼ 1)
was approximately the minimum input that would
generate an above threshold response in the cortex; since
one model geniculate cell corresponds to 0.5% of the
LGN this means that activity in this percentage of
the LGN will elicit a response in the cortex, regardless
of the value chosen for h ðh > 5Þ.
4. Discussion
4.1. Joint development of ODC and TMR
The question arises as to why the imposition of a
threshold on the cortical cells has such a dramatic eﬀect
on the development of a reﬁned topographic map
(compare Fig. 3a where a threshold is used with Fig. 6
where it is not). Some insight into this is provided in
Appendix E, where perturbation theory is used to show
that in the threshold case a small initial topographic bias
(such as that shown in Fig. 2) leads to pattern formation
in the topographic connections only, whereas in the no-
threshold case it leads to pattern formation in all con-
nections.
4.2. Experimental tests
Tests of the model can be done by altering the retinal
input and observing the eﬀects that this has on behav-
iour. The present model predicts that between-eye cor-
relation slows development of ODCs and increases the
number of binocular cells (see Fig. 7a–c). It is possible to
synchronize all the input from both retinas by rearing
Fig. 9. The eﬀect of varying the value of the activation threshold of cortical cells, h. The quantity Rxjmðx; tÞj, used as a measure of ocular dominance
in the cortex, is 0 when all the 100 cortical cells are binocular and 100 when they are all fully monocular. The parameter values are as in Table 2. (a)
Shows Rxjmðx; tÞj plotted against time for h ¼ 20, 40 and 60. (b) Shows the number of iterations required for convergence as a function of h. (c) Shows
the ﬁnal state of the connections from one eye at the end of the three simulations shown in (a).
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animals under strobe-lights that synchronize the activity
of all ganglion cells. This disrupts TMR in ﬁsh (Schmidt
& Eisele, 1985) and ODC development in frogs (Brickley
et al., 1998) and both these eﬀects are predicted by the
present model (see Fig. 7d).
Depriving one eye of input during the critical period
of development leads to narrower ODCs corresponding
to the deprived eye (Hubel et al., 1977). When this is
simulated in the present model by reducing the input
from one eye, narrow ODCs for the deprived eye appear
in the ﬁnal pattern of the simulation, as observed in
animal experiments (see Fig. 8).
The role of the activation threshold has been studied
experimentally. A threshold level of postsynaptic activ-
ity has to be reached in order to induce long term pot-
entiation (LTP) in slices of rat visual cortex (Artola,
Brocher, & Singer, 1990; Hansel, Artola, & Singer,
1996) and other results show that at least a threshold
level of activity in the retina is required for the devel-
opment of ODCs in kittens (Greuel, Luhmann, &
Singer, 1987). The present model predicts that increasing
the activation threshold of cortical cells, relative to
synapse strength and input activity during development,
could result in slower development of ODCs and TMR
(Fig. 9a and c) and stronger connections from the LGN
to the cortex in the adult (Fig. 9b).
4.3. Comparison with other models: linear and competitive
Linear correlation models such as that of Miller et al.
(1989) assume that a regular topographic map exists
before ODCs begin to develop. With the topographic
map enforced throughout the simulation, ODCs can
develop but, as illustrated in Fig. 6, without this artiﬁ-
cial enforcement TMR does not result.
Linear correlation models have not been able to re-
produce joint TMR and ODC development. The only
models able to simulate this are those that involve cor-
tical cells that compete for activation or neurotrophic
support in the way ﬁrst proposed by Kohonen (1982)
(Goodhill, 1993; for a review see Swindale (1996)).
Kohonen’s competitive process, often referred to as
the ‘winner take all’ mechanism, involves ‘selecting’ the
cortical cell that is most active as the ‘winner’. Then the
synapses connecting to the ‘winner’ and its neighbours
are strengthened but all other synapses are not. This
nonlinear competition between cortical cells is hypo-
thetical and requires a complex, nonlinear interaction
amongst cortical cells. There is little evidence that cor-
tical cells do interact in this way and the details of in-
dividual interactions that would lead to such an
ensemble eﬀect are not speciﬁed in the models. Here we
have introduced a simpler mechanism (threshold-acti-
vation of cortical cells) into Miller’s correlation model
that also allows the simulation of joint TMR and ODC
development.
Appendix E contains a mathematical analysis of map
formation. The analysis shows that in the threshold
model presented in this paper only the topographic
connections are heterogeneously unstable (i.e. disposed
to pattern formation) and all other connections are de-
creasing. This contrasts with the no-threshold, linear
model in which all connections are equally heteroge-
neously unstable. Both linear and competitive models
have also been mathematically analysed in order to
provide insight into why they reproduce biological
processes (e.g. Bauer, Brockmann, & Geisel, 1997;
Miller et al., 1989).
4.4. Conclusion
Animal studies show a requirement for activity in the
development of the complex structure observed in the
mature visual cortex but such results do not determine
whether or not activity drives the development (in-
structive) or simply permits the action of other mecha-
nism such as neurochemically guided development
(permissive). The simulations performed with the pre-
sent model argue for the ﬁrst alternative, namely that
activity drives the development of complex structure in
the visual cortex.
The correlation-based model presented here is de-
rived by following the formulation of a previous corre-
lation-based model (Miller et al., 1989) but without
assuming linear activation in the cortex. This assump-
tion is replaced with one of threshold activation and
simulations show that now there is simultaneous devel-
opment of the retinotopic map and ocular dominance
columns in the cortex. The model makes predictions that
are consistent with experimental results: synchrony in all
retinal input disrupts TMR and ODC development and
monocular deprivation leads to narrower ODCs corre-
sponding to the deprived eye. The model also makes
some predictions that have not been tested: between-eye
correlations may inﬂuence the rates of TMR and ODC
development and the number of binocular cells in the
adult cortex; the level of the activation threshold relative
to cortical input during development may inﬂuence the
strength of the connections from the LGN to the cortex
in the adult.
Appendix A. Derivation of Eq. (3)
In this section, Eq. (3) is derived using a procedure
similar to that used by Miller et al. to get Eq. (2) (Miller
et al., 1989; Appendix 1 of Miller, 1990). An approxi-
mate solution for cðx; tÞ is gained by assuming that most
of the input to the cortical cells comes from the LGN
rather than from the rest of the cortex:
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jnetLGNðx; tÞj 
X
y
Bðx
  yÞcðy; tÞ
: ðA:1Þ
With this assumption, a ﬁrst order Taylor expansion
of the right-hand side of Eq. (1) gives the approxima-
tion,
cðx; tÞ  HðnetLGNðx; tÞÞ þH0ðnetLGNðx; tÞÞ

X
y
Bðx yÞcðy; tÞ þ c0ðxÞ;
where H0ðnetLGNðx; tÞÞ is the ﬁrst derivative,
H0ðnetLGNðx; tÞÞ ¼ 1 if netLGNðx; tÞ > h;0 if netLGNðx; tÞ < h:


We assume that
P
y Bðx yÞcðy; tÞ is small enough in the
case where netLGNðx; tÞ < h that it can be added to give
an approximation for cðx; tÞ,
cðx; tÞ  HðnetLGNðx; tÞÞ þ
X
y
Bðx yÞcðy; tÞ þ c0ðxÞ;
ðA:2Þ
where cðx; tÞ is the activity in the cortex at x at time t.
Eq. (A.2) is linear in cðx; tÞ and therefore can easily be
solved for cðx; tÞ using the same method as Miller et al.
(1989), giving
cðx; tÞ ¼
X
y
Iðx yÞHðnetLGNðy; tÞÞ þ cintðxÞ; ðA:3Þ
where cintðxÞ ¼
P
y Iðx yÞc0ðyÞ and Iðx yÞ is a trans-
formation of Bðx yÞ. Appendix D contains a method
for ﬁnding this solution and the transformation between
Iðx yÞ and Bðx yÞ. (Appendix C contains a numerical
treatment for the case in which Eq. (A.2) is not true.)
Miller et al. (1989) take the input from the LGN to
be
netLGNðy; tÞ ¼
X
b
SRðy; b; tÞXRb
h
þ SLðy; b; tÞXLb
i
:
ðA:4Þ
The function f2ð Þ (Appendix 1 of Miller (1990)), that
limits the activation of individual synapses, is omitted
since it is assumed that such limits are accounted for
when choosing the distribution of XRb and X
L
b .
The Hebbian rule used by Miller et al. (1989) is
oSLðx; a; tÞ
ot
¼ kAðx aÞXLa cðx; tÞ  cSLðx; a; tÞ  0Aðx aÞ;
ðA:5Þ
where k, c and 0 are constants and Miller et al.s’ f1ð Þ,
that limits the eﬀect of presynaptic activity on Hebbian
strengthening, is omitted and assumed accounted for by
the distribution of XLa . We do not assume that genicu-
locortical axons are initially conﬁned to topographic
paths, but rather allow for some spurious projections to
any part of the cortex, so Aðx aÞ is removed. This gives
the Hebbian rule as
oSLðx; a; tÞ
ot
¼ kXLa cðx; tÞ  cSLðx; a; tÞ  0: ðA:6Þ
Eqs. (A.3), (A.4) and (A.6) now give Eq. (3), where
cintðxÞ has been absorbed into 0.
XLa , X
L
b and X
R
b are generated as described in Section
2.2. If H is assumed to be linear, Eq. (A.5) is used and
after taking the average we arrive at Eq. (2), which is
taken from Miller et al. (1989) with CLLðb aÞ ¼
hXLaXLb i and CLRðb aÞ ¼ hXLaXRb i.
Approximation Eq. (A.2) is not necessary to get the
results given in this paper. Appendix C shows how an
exact solution can be gained leading to qualitatively
equivalent results.
Appendix B. Derivation of Eq. (4)
This equation is derived the same way except with a
diﬀerent method of generating the LGN activities. Here
they are simulated by a Gaussian function in eye i
(i ¼ R; L), at location m (1 < m < n) and of random
height, X in eye i and jX in the other eye. This is done
by making the replacements,
XLa ¼ GLiða mÞX ; XLb ¼ GLiðb mÞX ;
XRb ¼ GRiðb mÞX :
in Eq. (3) and then summing over i ¼ R; L and
1 < m < n, dividing by 2n and averaging over X to get
the average eﬀect. The between-eye correlations are
generated in a similar way to that of Appendix A;
GLL ¼ GRR ¼ G2 and GLR ¼ GRL ¼ jG2 where j is the
level of between-eye correlation.
This type of input does not include simultaneous
stimulation over long distances. But, if the model is to
include only short-range correlations, such stimulation
is uniformly probable for each location and any synaptic
modiﬁcation caused over a long term can be accounted
for by the 0 term of Eq. (4).
Appendix C. Numerical solution for cðx; tÞ
When conducting simulations with the model, the
changes in synapse strength are calculated for small time
steps using Eq. (5). If a more accurate solution for the
activity on the cortex (cðx; tÞ) is to be found at each time
step (rather than an approximate solution based on
approximation Eq. (A.2)), this can be done by numeri-
cally solving
F ðcðx; tÞÞ ¼ 0;
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where
F ðcðx; tÞÞ ¼ H netLGNðx; tÞ
 
þ
X
y
Bðx yÞcðy; tÞ
!
þ c0ðxÞ  cðx; tÞ
and Bðx yÞ is determined by Iðx yÞ (see Appendix
D). To do this the ﬁrst approximation, c0ðx; tÞ ¼ c0, was
made and was then adjusted by an error term to get the
second approximation, c1ðx; tÞ ¼ c0ðx; tÞ þ d1F ðc0ðx; tÞÞ,
where d1 is small. This was repeated for i ¼ 1; 2; . . . until
jF ðciðx; tÞÞj < d2 where d2 is small. This solution for
cðx; tÞ was then used in the next step of the simulation.
To do the nth update, cðx; tÞjt¼ðn1ÞDt was calculated using
the method described above. This was substituted into
the Hebbian equation and a normalization term was
added giving the derivative
oSLðx; a; tÞ
ot

t¼ðn1ÞDt
¼ HL þ g S
Lðx; b; ðn 1ÞDtÞNP
b½SLðx; b; ðn 1ÞDtÞ þ SRðx; b; ðn 1ÞDtÞ
 
 SLðx; b; ðn 1ÞDtÞ
!
;
where HL  kXLa cðx; ðn 1ÞDtÞ  cSLðx; a; ðn 1ÞDtÞ
0 for Eq. (3) and HL  kPm;i¼R;L GLiða mÞXcðx; ðnh
1ÞDtÞi  cSLðx; a; ðn 1ÞDtÞ  0 for Eq. (4). The nth
update was done with the calculation
SLðx; a; nDtÞ ¼ SLðx; a; ðn 1ÞDtÞ þ Dt oS
Lðx; a; tÞ
ot

t¼ðn1ÞDt
;
n ¼ 1; 2; 3; . . .
This numerical method leads to the results that are
consistent with other results using the approximate so-
lution for cðx; tÞ.
Appendix D. Analytic solution for cðx; tÞ
Taking the Fourier transform in x of Eq. (A.2) yields
a simpler equation without the convolution:
cðk; tÞ ¼ HðkÞ þ BðkÞcðk; tÞ þ c0 ðkÞ;
where the bar indicates the Fourier transform and k is
frequency. Rearranging this and taking the inverse
transform gives Eq. (A.3) where I is the inverse Fourier
transform of I ¼ ð1 BÞ1. This also tells us that
Bðx yÞ is the inverse Fourier transform of B ¼ 1 1=I ,
but this does not exist because Bð1Þ 6¼ 0. This prob-
lem is overcome by noting that the cortex does not
contain any inﬁnitely high frequencies (cðk; tÞ ¼ 0 for
large k) so we can truncate BðkÞ for k > 1=2 (wave-
lengths less than 2 cortical units across) and k < 1=n
(wavelengths greater than the length of the cortex which
is n cortical units across) to remove frequencies that are
beyond the resolution of the model cortex. So,
BðkÞ ¼ 1 1=IðkÞ if 1=n < k < 1=2;
0 otherwise:

ðD:1Þ
Appendix E. Analysis of map formation
Eq. (5) cannot be solved analytically but an approx-
imate solution can be obtained for the initial dynamics
of the system if we consider the equation on a small set,
B, about the point ðx0; a0Þ deﬁned by,
Bx0;a0 ¼ fðx; aÞ: jx x0j < r1; ja a0j < r2g;
where r1, r2  n (n is the size of the model cortex and
LGN). We can then compare the approximate solution
of Eq. (5) on B when x0 and a0 are topographically
corresponding with the solution when x0 and a0 are not
topographically corresponding. The initial dynamics of
Eq. (5) on B can now be analysed by considering the
connection strength function as the sum of two com-
ponents: SLðx; a; tÞ ¼ SB þ uLðx; a; tÞ where SB is a con-
stant equal to the average value of Siðx; a; 0Þ on the set B
and uLðx; a; tÞ is a random perturbation that reﬂects the
spurious connections of the initially rough topographic
map. Eq. (5) is then linearized about the spatially uni-
form state: SLðx; a; tÞ ¼ SRðx; a; tÞ ¼ SB and using con-
volution notation (f  gðiÞ ¼Pj f ðjÞgði jÞ),
ouL
ot
¼ aðSBÞðw1  uL þ w2  uRÞ  buL  c; ðE:1Þ
ouR
ot
¼ aðSBÞðw1  uR þ w2  uLÞ  buR  c; ðE:2Þ
ðx; aÞ 2 B
where
aðSBÞ ¼ 1n k X
2H0 XðC1ð
D
þ C2Þ  SBÞ
E
;
w1 ¼ I  C1  C1; w2 ¼ I  C1  C2;
b ¼ g0 NP
a½SL þ SR

 1

; ðE:3Þ
c ¼ 0 þ bSB þ 1
2n
k XðC1h þ C2Þ  I H 2XðC1ð þ C2Þ  SBÞi;
C1 ¼ GRR ¼ GLL, C2 ¼ GRL ¼ GLR and H0 is the ﬁrst
derivative of H (HLðx; a; tÞ is taken from Eq. (4); using
Eq. (3) would lead to diﬀerent expressions for a, b, c, w1
and w2 but the following analysis still applies). Sub-
tracting Eq. (E.2) from Eq. (E.1) leads to
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ou
ot
¼ aðSBÞw  u bu; ðE:4Þ
ðx; aÞ 2 B;
where u ¼ uL  uR and w ¼ w1  w2 and aðSBÞ is a
constant. The Fourier transform of the solution to Eq.
(E.4) on B is
uðk; tÞ ¼ uðk; 0Þe½aðSBÞwðkÞbt: ðE:5Þ
In order for heterogeneous spatial patterns to form
aðSBÞwðkÞ  b must be greater than zero for some k 6¼ 0,
otherwise u ! 0 as t !1 indicating a spatially homo-
geneous state. In the no-threshold case the function H is
linear so aðSBÞ which is proportional to H0 takes a ﬁxed
value that is a independent of SB and has the same value
for all possible sets B. Therefore in a linear, no-threshold
model a heterogeneous pattern forms in uðx; a; tÞ as
t !1 at the same growth rate, ½awðkÞ  b, for all sets
B whether the set includes topographic connection or
not.
In the threshold case presented in this paper aðSBÞ is
an increasing function of SB and although the value
of SB is initially random, it is on average greater when B
includes topographic connections due to the topo-
graphic bias of the initial conditions (Section 2.5). When
B does not include topographic connections aðSBÞ is
small and aðSBÞwðkÞ  b is small or negative leading to a
homogeneous state on the set B. By inspection of Eqs.
(E.1)–(E.3), b ¼ 0 when the cortical cells are normalized
and ouL=t, ouR=t < 0 and both S0 þ uL and S0 þ uR ! 0
as t !1, the connection strength being reduced to its
lower constraint of zero as described in Section 2.4.
When B includes topographic connections aðSBÞwðkÞ
b is large and positive for some k 6¼ 0, as in the linear
model, and the pattern of ocular dominance forms in B
with dominant frequency km which is equal to the centre
of mass of wðkÞ (for the parameter values in Table 1
km ¼ 3:7 cycles over the cortical grid which agrees with
the results shown in the ﬁgures).
If a high threshold is used, initially all or most input
to the cortex is subthreshold and Eq. (5) reduces to
oSL
ot
¼ g0 NP
a½SL þ SR

 1

SL  0: ðE:6Þ
The small connections,
SL < 0 g0
NP
a½SL þ SR

 1

are reduced to zero and are ﬁxed there by a constraint
(see the end of Section 2.4). In order to renormalize the
cortical cell the larger connections increase at a rate
proportional to their size as can be seen by inspection of
Eq. (E.6). This continues until inevitably some connec-
tions become large enough to generate above threshold
input and pattern formation begins. Because this process
increases the large connections and reduces the smaller
ones, the initial topographic bias is not degraded.
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