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In the name of Allah, the Beneficent, the Merciful.
Ural Bekbaev
ON RELATION BETWEEN RATIONAL AND DIFFERENTIAL
RATIONAL INVARIANTS OF SURFACES WITH RESPECT
TO THE MOTION GROUPS
Department of Science in Engineering, Faculty of Engineering,
IIUM, 50728, KL, Malaysia & Institute for Mathematical Research
(INSPEM)
E-mail address: : bekbaev@iium.edu.my
Abstract. The description of invariants of surfaces with respect
to the motion groups is reduced to the description of invariants of pa-
rameterized surfaces with respect to the motion groups. Existence of
a commuting system of invariant partial differential operators (deriva-
tives) and a finite system of invariants, such that any invariant of the
surface is a function of these invariants and their invariant derivatives, is
shown. The offered method is applicable in more general settings than
the ”Moving Frame Method” does in differential geometry.
1. Introduction
The fundamental role of the ”Moving Frame Method” and the ”Jet spaces”
approach in the differential geometry is well known [1, 2]. Nowadays they
are involved nearly in every research done on differential geometry, particu-
larly on invariants of surfaces with respect to the motion groups [2, 3]. In the
present paper we offer a pure algebraic approach to the invariants of the sur-
faces. Taking into account some early results [4, 5] now, roughly speaking, one
can conclude that the classification problems of the surfaces can be reduced
to the classification problems of parameterized surfaces. We show that the
description of differential invariants of surfaces can be lessen to a description
of algebraic (not differential) invariants of the motion groups. For the curves
case the more detailed results are given in [6, 7].
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Let n,m be any fixed natural numbers, H be any subgroup of the general
linear group GL(n,R), where R stands for the field of real numbers. Consider
its identity representation in Rn: (c, h) 7→ ch, where c = (c1, c2, ..., cn) ∈ R
n is
a row vector, h ∈ H. In the invariant theory the descriptions of the algebra of
H-invariant polynomials R[x]H , and the field of H-invariant rational functions
R(x)H are considered as one of the main problems, where x = (x1, x2, ..., xn)
and x1, x2, ..., xn are algebraic independent variables over R. For many, in
particular for classic, groups the corresponding descriptions are known [8], [9].
At the same time in geometry the description of invariants of m-parametric
surfaces (patches) x = (x1(t1, ..., tm), ..., xn(t1, ..., tm)) in R
n with respect to
the motion group H is also one of the important problems. In this case con-
sideration the algebra of H-invariant ∂-differential polynomials R{x; ∂}H , as
an important object is not convenient as far as even for finite H it, as a
∂-differential algebra over R, may have no finite system of differential gen-
erators over R, where ∂ stands for ( ∂
∂t1
, ..., ∂
∂tm
) [10]. For the corresponding
field of the H-invariant ∂-differential rational functions R〈x; ∂〉H there is no
such problem. It has a finite system of differential generators over R and
R(x)H ⊂ R〈x; ∂〉H . Therefore by algebraic point of view for the parameter-
ized surfaces (patches) this is an important object to describe. But for the
theory of surfaces one has to consider ∂-differential rational functions in x
which are not only H-invariant but also are invariant with respect to change
of parameters (t1, ..., tm). Let R〈x; ∂〉
(GL∂ ,H) stand for the set of all such in-
variant ∂-differential rational functions in x over R. In general this field is
not invariant with respect to ∂ and therefore it can not be considered as a
∂-differential field. We will show that there exists a commuting system of
differential operators δ1, δ2, ..., δm of R〈x; ∂〉 such that R〈x; ∂〉
(GL∂ ,H) is a δ-
differential field, where δ = (δ1, δ2, ..., δm). It should be noted that even in
particular cases of H the existence of such a commuting system of differential
operators of R〈x; ∂〉(GL
∂ ,H) is not stated(guaranteed) [2, 3].
In [4, 5] we have shown that the description of the ∂-differential field
R〈x; ∂〉H can be reduced to the description of R(x)H type invariants. One
of the main results of the present paper states that the description of the δ-
differential field R〈x; ∂〉(GL
∂ ,H) can be reduced to the description of R〈x; ∂〉H
type invariants (Theorem 3.2).
Our approach to invariants of surfaces is an algebraic one and it enables
one to avoid secondary particulars in exploring invariants of surfaces and,
thanks to the symmetric product of matrices, to represent many relations in
matrix form which are useful in finding invariants. The Differential Geometry
offers ”The Moving Frame” method to describe invariants of surfaces [1]. The
prolonged actions on the surface jet spaces are not represented in matrix form
and therefore one has to work with entries. It makes finding of invariants
of surfaces in higher dimensional vector spaces hardly possible. Our method
works not only in higher dimensional cases but also in more general settings
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than the case of surfaces in geometry. We are emphasizing this method by the
use of differential geometry as far as it has come out from the corresponding
geometry problems.
Some of the results of this paper have been highlighted in [5, 11]. Before we
have considered the hyper surface case in [12] and finite group H case in [13].
The used in present paper the notions and results from Differential Algebra
can be found in [14, 15].
The organization of the paper is as follows. In the next section we present
an algebraic approach to the surface problems, introduce definitions needed,
notations and consider some results which will be used in future. Section 3 is
about the main results of this paper. Section 4 deals with the construction of
the commuting system of invariant partial differential operators. In this sec-
tion for two dimensional surfaces in R3 and R4 the examples of the commuting
systems of invariant partial differential operators are presented as well.
2. Preliminaries
2.1. The symmetric product. Further we need a new product of matrices,
denoted by ⊙, which can be called the symmetric product of matrices. For
the proofs of the main properties of this product one can see [16].
For a positive integer n let In stand for all n-tuples with nonnegative
integer entries with the following linear order: β = (β1, β2, ..., βn) < α =
(α1, α2, ..., αn) if and only if |β| < |α| or |β| = |α| and β1 > α1 or |β| = |α|,
β1 = α1 and β2 > α2, et cetera , where |α| stands for α1 + α2 + ... + αn.
We consider in In component-wise addition and subtraction, for example,
α+ β = (α1+β1, ..., αn +βn). We write β ≪ α if βi ≤ αi for all i = 1, 2, ..., n,(
α
β
)
stands for α!
β!(α−β)! , α! = α1!α2!...αn! We consider also the following
direct (or tensor) product: In × Im −→ In+m. If α ∈ In, β ∈ Im then
α× β = (α, β) ∈ In+m
Let n, n′ and n′′ be any fixed nonnegative integers (In the case of n = 0 it
is assumed that In = {0}).
For any nonnegative integer numbers p′, p let Mn′,n(p
′, p;F ) = M(p′, p;F )
stand for all ”p′ × p” size matrices A = (Aα
′
α )|α′|=p′,|α|=p (α
′ presents row, α
presents column and α′ ∈ In′ , α ∈ In). The ordinary size of a such matrix is(
p′ + n′ − 1
n′ − 1
)
×
(
p+ n− 1
n− 1
)
. Over such kind matrices in addition to the
ordinary sum and product of matrices we consider the following ”product” ⊙
as well:
Definition 2.1. If A ∈ M(p′, p;F ) and B ∈ M(q′, q;F ) then A ⊙ B = C ∈
M(p′ + q′, p + q;F ) such that for any |α| = p + q, |α′| = p′ + q′, where
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α ∈ In, α
′ ∈ In′ ,
Cα
′
α =
∑
β,β′
(
α
β
)
Aβ
′
β B
α′−β′
α−β ,
where the sum is taken over all β′ ∈ In′ , β ∈ In, for which |β
′| = p′, |β| = p,
β′ ≪ α′ and β ≪ α.
Proposition 2.2. For the above defined product the following are true.
1. A⊙B = B ⊙A.
2. (A+B)⊙ C = A⊙ C +B ⊙ C.
3. (A⊙B)⊙ C = A⊙ (B ⊙ C).
4. (λA)⊙B = λ(A⊙B) for any λ ∈ F .
5. A⊙B = 0 if and only if A = 0 or B = 0.
6. (A⊙ V )B = (AB)⊙ V , where V stands for any column matrix.
7. A(B ⊙H) = (AB)⊙H, where H stands for any row matrix.
In future A⊙m means the m-th power of matrix A with respect to the ⊙
product.
Proposition 2.3. If r = (r1, r2, ..., rn) ∈ M(0, 1;F ), c = (c1, c2, ..., cn′) ∈
M(1, 0;F ), h ∈M(1, k;F ) then
(r⊙m)0α = m!r
α, (c⊙m)α
′
0 =
(
m
α′
)
cα
′
, (rh)⊙m =
r⊙m
m!
h⊙m,
where rα stands for rα11 r
α2
2 ...r
αn
n . For any square matrix h ∈Mn,n(1, 1;F ) and
natural k the equality
det(
h⊙k
k!
) = det(h)

 n+ k − 1
n


holds.
The following result has been presented in [17].
Theorem 2.4. Let A be any associative algebra, with 1, over a field of zero
characteristic and let C stand for the center of A. If ∂ = (∂1, ∂2, ..., ∂n
′
), δ =
(δ1, δ2, ..., δn) are column vectors of commuting system of differential operators
of the algebra A for which ∂ = gδ, where gij ∈ C, ∂
kgij = ∂
igkj for all i, k =
1, 2, ..., n′, j = 1, 2, ..., n then for any natural m the following equality is true
∂⊙m
m! =
m∑
k=1
k!
∑
|α|=k,‖α‖=m
(∂
⊙0
0! ⊙ g)
⊙α0
α0!
⊙
(∂
⊙1
1! ⊙ g)
⊙α1
α1!
⊙ ...⊙
(∂
⊙m−1
m! ⊙ g)
⊙αm−1
αm−1!
δ⊙k
k!
,
where ∂
⊙0
0! ⊙g = 1⊙g = g, α = (α0, α1, ..., αm−1), ‖α‖ = α0+2α1+...+mαm−1.
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2.2. The surface invariants by an algebraic point of view. Now let us
consider the invariants of surfaces by the following algebraic point of view.
Let n, m be natural numbers and H be a subgroup of GL(n,R), G = Dif(B)
be the group of diffeomorphisms of the open unit ball B ⊂ Rm, u : B → Rn
be a surface, where u is considered to be infinitely smooth.
A function f∂(u(t)) of u(t) = (u1(t), ..., un(t)) and its finite number of
derivatives relative to ∂1 =
∂
∂t1
, ..., ∂m =
∂
∂tm
is said to be invariant(more
exactly, (G,H)- invariant) if the equality
f∂(u(t)) = f δ(u(s(t))h)
is valid for any s ∈ G, h ∈ H and t ∈ B, where u(t) is the row vector with
coordinates u1(t), ..., un(t)), s(t) = (s1(t), ..., sm(t)), δi =
∂
∂si
.
Let t run B and F = C∞(B,R) be the differential ring of infinitely smooth
functions relative to differential operators ∂1 =
∂
∂t1
, ..., ∂m =
∂
∂tm
. The con-
stant ring of this differential ring is R i.e.
R = {a ∈ F : ∂ia = 0 at i = 1, 2, ...,m}.
Every infinitely smooth surface u : B → Rn can be considered as an element
of the differential module (Fn; ∂1, ∂2, ..., ∂m), where ∂i =
∂
∂ti
acts on elements
of Fn coordinate-wisely. If elements of this module are considered as the row
vectors the above transformations, involved in definition of invariant function,
look like u = (u1, ..., un) 7→ uh, ∂ 7→ g
−1∂ as far as
∂
∂ti
=
m∑
j=1
∂sj(t)
∂ti
∂
∂sj(t)
,
where g is the matrix with the elements gij =
∂sj(t)
∂ti
at i, j = 1, 2, ...,m, ∂
is the column vector with the ”coordinates” ∂
∂t1
, ..., ∂
∂tm
, h ∈ H, s ∈ G.
Moreover ∂ig
j
k = ∂jg
i
k for i, j, k = 1, 2, ...,m. Therefore for any differential
field (F ; ∂1, ∂2, ..., ∂m), i.e. F is a field and ∂1, ∂2, ..., ∂m is a given commuting
with each other system of differential operators on F , one can consider the
transformations
u = (u1, ..., un) 7→ uh, ∂ 7→ g
−1∂,
where u ∈ Fn, h ∈ H is a given subgroup of GL(n,C), g ∈ GL∂(m,F ),
GL∂(m,F ) = {g ∈ GL(m,F ) : ∂ig
j
k = ∂jg
i
k for i, j, k = 1, 2, ...,m},
∂ stands for the column-vector with the ”coordinates” ∂1, ..., ∂m, and C is the
constant field of (F ; ∂) i.e.
C = {a ∈ F : ∂ia = 0 at i = 1, 2, ...,m}.
It should be noted that for any g ∈ GL∂(m,F ) the differential operators
δ1, δ2, ..., δm, where δ = g
−1∂, also commute with each other. So for any
g ∈ GL∂(m,F ) one can consider the differential field (F, δ), where δ = g−1∂.
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This transformation is an analogue of gauge transformations for the differential
field (F ; ∂).
In general case, the set GL∂(m,F ) is not a group with respect to the ordi-
nary product of matrices as far as it is not closed with respect to this product.
But by the use of it a natural groupoid can be constructed with the base
{g−1∂ : g ∈ GL∂(m,F )} [18].
Let x1, ..., xn be differential algebraic independent variables over F and
x stand for the row vector with coordinates x1, ..., xn. We use the following
notations : C[x] the ring of polynomials in x1, ..., xn (over C), C(x) the field of
rational functions in x, C{x; ∂} the ring of ∂-differential polynomial functions
in x and C〈x; ∂〉 is the field of ∂-differential rational functions in x over C.
Definition 2.5. An element f∂〈x〉 ∈ C〈x; ∂〉 is said to be (GL∂(m,F ),H)-
invariant (GL∂(m,F )- invariant; H- invariant) if the equality
f g−1∂〈xh〉 = f∂〈x〉
(respectively,f g−1∂〈x〉 = f∂〈x〉; f∂〈xh〉 = f∂〈x〉)
is valid for any g ∈ GL∂(m,F ), h ∈ H.
Let C〈x; ∂〉(GL
∂ (m,F ),H) (C〈x; ∂〉GL
∂ (m,F ), C〈x; ∂〉H ) stand for the set of
all such (GL∂(m,F ),H)- invariant (respectively, GL∂(m,F )- invariant, H-
invariant) elements of C〈x; ∂〉.
Proposition 2.6. If the system of differential operators ∂1, ..., ∂m is linear in-
dependent over F then the differential operators δ1, ..., δm, where δ = g
−1∂, g ∈
GL(m,F ), commute with each other if and only if g ∈ GL∂(m,F ).
Proof. Let g ∈ GL(m,F ), δ = g−1∂. It is clear that linear independence of
∂1, ..., ∂m implies linear independence of δ1, ..., δm. For any i, j = 1, 2, ...,m we
have ∂j =
∑m
k=1 g
j
kδk,
∂i∂j =
m∑
k=1
(∂i(g
j
k)δk + g
j
k∂iδk) =
m∑
k=1
∂i(g
j
k)δk +
m∑
k=1
m∑
s=1
gjkg
i
sδsδk.
Therefore due to ∂i∂j = ∂j∂i one has∑m
k=1 ∂i(g
j
k)δk +
∑m
k=1
∑m
s=1 g
j
kg
i
sδsδk =∑m
k=1 ∂j(g
i
k)δk +
∑m
k=1
∑m
s=1 g
j
kg
i
sδkδs
(1)
If δkδs = δsδk for any k, s = 1, 2, ...,m them due to (1) one has
m∑
k=1
∂i(g
j
k)δk =
m∑
k=1
∂j(g
i
k)δk
i.e. ∂i(g
j
k) = ∂j(g
i
k) for any i, j, k = 1, 2, ...,m because of linear independence
of δ1, ..., δm. Thus in this case we get g ∈ GL
∂(m,F ).
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Vice versa, if ∂i(g
j
k) = ∂j(g
i
k) for any i, j, k = 1, 2, ...,m then due to (1)
at any a ∈ F one has
∑m
k=1
∑m
s=1 g
j
kg
i
sδsδka =
∑m
k=1
∑m
s=1 g
j
kg
i
sδkδsa for any
i, j = 1, 2, ...,m. These equalities can be written in the following matrix form
g(δ1δa, ..., δmδa)g
t = g(δ1δa, ..., δmδa)
tgt,
where t means the transpose. Therefore (δ1δa, ..., δmδa) = (δ1δa, ..., δmδa)
t i.e.
δkδsa = δsδka for any k, s = 1, 2, ...,m. 
Note that for g ∈ GL∂(m,F ) and δ = g−1∂ the following equality is valid
GLδ(m,F ) = g−1GL∂(m,F ).(2)
Proposition 2.7. Let (F, ∂1, ∂2, ..., ∂m) be a differential field of characteristic
zero. The following three conditions are equivalent.
a) The system of differential operators ∂1, ∂2, ..., ∂m is linear independent
over F .
b) There is no nonzero ∂- differential polynomial over F which vanishes at
all values of indeterminates from F .
c) If p∂{x11, x12, ..., x1m, x21, ..., x2m, ..., xm1, ..., xmm} = p
∂{(xij)i,j=1,2,...,m}
is a differential polynomial over F such that p∂{g} = 0 at any g = (gij)i,j=1,2,...,m ∈
GL∂(m,F ), then p∂{(tij)i,j=1,2,...,m} = 0 is also valid, for any indeterminates
(tij)i,j=1,2,...,m, for which ∂ktij = ∂itkj at i, j, k = 1, 2, ...,m.
Proof. The equivalence of the conditions a) and b) is shown in [14].
The implication c) ⇒ b) is clear. In fact, if there are nonzero ∂- differen-
tial polynomials over F which vanish at all values of indeterminates from F
we can take with minimal number of variables. Let f{z1, z2, ..., zl} be such
a polynomial. If l > 1 and f{z1, a2, ..., al} 6= 0 for some a2, ..., al ∈ F then
it contradicts minimality of l. Because the nonzero polynomial in one vari-
able f{z1, a2, ..., al} will vanish at all values of z1 from F . If l > 1 and
f{z1, a2, ..., al} = 0 for all a2, ..., al ∈ F then considering f{z1, z2, ..., zl} as a
∂- differential polynomial in z1 over F{z2, z3, ..., zl} once again we get a contra-
diction. Indeed, in this case at least one of the coefficients of this polynomial
has to be nonzero ∂- differential polynomial in z2, z3, ..., zl ( as f{z1, z2, ..., zl}
is a nonzero polynomial) and vanish at all values of z2, z3, ..., zl from F . It
contradicts the minimality of l. Thus l = 1 and we can consider nonzero poly-
nomial p∂{(xij)i,j=1,2,...,m} = f{x11} which vanishes at any g = (g
i
j)i,j=1,2,...,m
∈ GL∂(m,F ). This contradicts c).
Let us prove now that b) implies c). Assume that p∂{(tij)i,j=1,2,...,m} 6= 0 for
some polynomial p∂{(xij)i,j=1,2,...,m} and p
∂{g} = 0 for any g ∈ GL∂(m,F ).
Due to the equalities ∂ktij = ∂itkj, i, j, k = 1, 2, ...,m the nonzero p
∂{(tij)i,j=1,2,...,m}
can be represented as a polynomial P of the monomials ∂k
nk,i∂k+1
nk+1,i ...∂m
nm,itki,
where nj,i are nonnegative integers, i, k = 1, 2, ...,m. Let t1, t2, ..., tm be any
differential indeterminates over F . The inequality 0 6= p∂{(tij)i,j=1,2,...,m} and
substitution tij = ∂itj give us a nonzero differential polynomial det(∂itj)i,j=1,2,...,mP
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in t1, t2, ..., tm the value of which at any (a1, a2, ..., am) from F
m is zero. This
contradicts b). 
Proposition 2.8. If a = (a1, a2, ..., am) and b = (b1, b2, ..., bm) are any two
nonzero row vectors from Fm then there is an extension (F1, ∂) of (F, ∂) where
the equation aT = b has solution in GL∂(m,F1).
Proof. Assume, for example, that a1 6= 0 and {tij}i=2,3,...,m,j=1,2,...,m are such
differential indeterminates over F that ∂ktij = ∂itkj for i, k = 2, 3, ...,m, j =
1, 2, ...,m. Consider
(a1, a2, . . . , am)


y1 y2 . . . ym
t21 t22 . . . tim
. . . . . . . . . . . . . .
tm1 tm2 . . . tmm

 = (b1, b2, . . . , bm)
as a system of linear equations in y1, y2, ..., ym.
It has solution
(y1, y2, ..., ym) = (t11, t12, ..., t1m) =
1
a1
(b−
m∑
i=2
ai(ti1, ti2, ..., tim))
and the determinant of the corresponding matrix T = (tij)i,j=1,2,...,m is equal
to
1
a1
det


b1 b2 . . . bm
t21 t22 . . . tim
. . . . . .
tm1 tm2 . . . tmm


which is not zero because of b 6= 0. Furthermore, if one defines
∂1(tk1, tk2, ..., tkm) as
∂1(tk1, tk2, ..., tkm) = ∂k(t11, t12, ..., t1m) = ∂k(
1
a1
(b−
m∑
i=2
ai(ti1, ti2, ..., tim)))
then T ∈ GL∂(m,F1), where F1 = F 〈{ti,j}i=2,m,j=1,2,...,m; ∂〉. 
Further let e stand for the row vector (1, 0, 0, ..., 0) ∈ Fm and T stand for the
matrix (tij)i,j=1,2,...,m, where {tij}i,j=1,2,...,m- are differential indeterminates
with the basic relations ∂ktij = ∂itkj for all i, j, k = 1, 2, ...,m.
Corollary 2.9. If (F ; ∂1, ∂2, ..., ∂m)- is a differential field of characteristic
zero, ∂1, ∂2, ..., ∂m is linear independent over F and
p∂{t1, t2, ..., tm, tm+1, ..., tm+l} is an arbitrary nonzero differential polynomial
over F then
a) p∂{eT, tm+1, ..., tm+l} 6= 0,
b) pT
−1∂{eT−1, tm+1, ..., tm+l} 6= 0, c) p
T−1∂{eT, tm+1, ..., tm+l} 6= 0.
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Proof. The proof of inequality a) is evident due to Propositions 2.7 and 2.8.
Let us prove b). If one assumes that pT
−1∂{eT−1, tm+1, ..., tm+l} = 0 then
in particular for T0 = (∂ixj)i,j=1,2,...,m one has
pT
−1
0
∂{eT−10 , tm+1, ..., tm+l} = 0.
It should remain be true if one substitutes T−1∂ for ∂ into this equality. As
far as δ0 = T
−1
0 ∂ is invariant with respect to such substitution and T0 is
transformed to T−1T0 so
pT
−1
0
∂{eT−10 T, tm+1, ..., tm+l} = 0.
But for any S0 ∈ GL
δ0(m,F 〈x1, ..., xm; ∂〉) the equation T
−1
0 T = S0 has a solu-
tion in GL∂(m,F 〈x1, ..., xm; ∂〉), namely T = T0S0. Therefore due to Proposi-
tion 2.7 for the matrix of variables S = (sij)i,j=1,2,...,m such that δ0isjk = δ0jsik
for all i, j, k = 1, 2, ..., n one has
pδ0{e, tm+1, ..., tm+l} = 0.
Due to Corollary 2.9, part a), we have pδ0{t1, ..., tm+l} = 0 that is p
∂{t1, ..., tm+l} =
0, which is a contradiction. The proof of c) can be given similarly. 
3. The main results
Further (F, ∂) stands for a characteristic zero ∂-differential field and it is
assumed that ∂1, ..., ∂m is linear independent over F , where ∂ = (∂1, ..., ∂m).
We use the following obvious fact repeatedly: If t1, ..., tl is a ∂-algebraic
independent system of variables over F , g ∈ GL∂(m,F ) and p∂{t1, ..., tl} is a
∂-polynomial over F then the following three equalities
p∂{t1, ..., tl} = 0, p
g−1∂{t1, ..., tl} = 0, p
T−1∂{t1, ..., tl} = 0.
are equivalent.
Let us assume that for a given subgroup H of GL(n,C) we have such a
nonsingular matrix
M∂〈x〉 = (M∂ij〈x〉)i,j=1,2,...,m
, where M∂ij〈x〉 ∈ C〈x; ∂〉 and ∂kM
∂
ij = ∂iM
∂
kj for i, j, k = 1, 2, ...,m, that
Mg
−1∂〈xh〉 = g−1M∂〈x〉(3)
for any g ∈ GL∂(m,F ) and h ∈ H.
It is clear that C〈x; ∂〉H is a finitely generated ∂-differential field over C as
a subfield of C〈x; ∂〉 and C〈x; ∂〉(GL
∂ (m,F ),H) is a differential field with respect
to δ = M∂〈x〉−1∂. One of the most important questions is the differential-
algebraic transcendence degree of C〈x; ∂〉(GL
∂(m,F ),H) as a such δ-field over
C.
Theorem 3.1. The following equality
δ − tr.deg.C〈x; ∂〉(GL
∂ (m,F ),H)/C = n−m holds.
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Proof. First of all let us show that the system M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉 is
δ-algebraic independent over C〈x; ∂〉GL
∂(m,F ). If pδ{t1, ..., tm} is such a δ-
polynomial over C〈x; ∂〉GL
∂(m,F ) for which
pδ{M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉} = 0
then this equality should remain be true if one substitutes g−1∂ for ∂ into it.
Therefore, as far as all coefficients of pδ{t1, ..., tm}, δ are invariant with respect
to such substitutions andMg
−1∂〈x〉 = g−1M∂〈x〉 one has pδ{eg−1M∂〈x〉} = 0
i.e. pδ{eT−1M∂〈x〉} = 0. But for any S0 ∈ GL
δ(m,F 〈x; ∂〉) the equation
M∂〈x〉−1T = S0 has solution in GL
∂(m,F 〈x; ∂〉), namely T = M∂〈x〉S0. It
implies that for the matrix of variables S = (sij)i,j=1,2,...,m, for which δisjk =
δjsik ,i, j, k = 1, 2, ...,m, one has p
δ{eS−1} = 0. Due to Corollary 2.9, part a)
one has pδ{t1, ..., tm} = 0.
Now let f∂1 〈x〉, ..., f
∂
l 〈x〉 be any system of elements of C〈x; ∂〉
GL∂(m,F ). We
show that the system
M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉
is δ-algebraic independent over C if and only if it is ∂-algebraic independent
over C.
Indeed, if this system is δ-algebraic independent over C and p∂{t1, ..., tm+l}
is any polynomial over C for which
p∂{eM∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0
then it will have to remain be true if one substitutes g−1∂ for ∂ into it, where
g ∈ GL∂(m,F ). It implies that
pT
−1∂{eT−1M∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0
as far as f∂1 〈x〉, ..., f
∂
l 〈x〉 are invariant with respect to such transformations.
But
T−1∂ = (M∂〈x〉−1T )−1M∂〈x〉−1∂ = (M∂〈x〉−1T )−1δ
and for any S0 ∈ GL
δ(m,F 〈x; ∂〉) the equation M∂〈x〉−1T = S0 has a solu-
tion in GL∂(m,F 〈x; ∂〉), namely T = M∂〈x〉S0. Therefore for the matrix of
variables S = (sij)i,j=1,2,...,m, for which δisjk = δjsik ,i, j, k = 1, 2, ...,m, one
has
pS
−1δ{eS, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0.
Due to our assumption f∂1 〈x〉, ..., f
∂
l 〈x〉 is δ-algebraic independent system over
C and therefore according to Corollary 2.9, part b), pδ{t1, ..., tm+l} = 0 i.e.
p∂{t1, ..., tm+l} = 0. So the system
M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉
has to be ∂-algebraic independent over C.
Vise versa, let M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉 be ∂-algebraic
independent over C. In this case first of all the system f∂1 〈x〉, ..., f
∂
l 〈x〉 is
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δ-algebraic independent over C. Indeed, f∂1 〈x〉, ..., f
∂
l 〈x〉 is ∂-algebraic inde-
pendent over C〈{M∂ij〈x〉}i,j=1,2,...,m; ∂〉 because of ∂kM
∂
ij〈x〉 = ∂iM
∂
kj〈x〉 for
i, j, k = 1, 2, ...,m and ∂-algebraic independence
M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉
over C. But every nonzero δ-differential polynomial pδ{t1, ..., tl} over C〈{M
∂
ij〈x〉}i,j=1,2,...,m; ∂〉
can be considered as a nonzero ∂- polynomial over C〈{M∂ij〈x〉}i,j=1,2,...,m; ∂〉.
Therefore the supposition
pδ{f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0 leads to a contradiction that f
∂
1 〈x〉, ..., f
∂
l 〈x〉 is ∂-
algebraic independent over C〈{M∂ij〈x〉}i,j=1,2,...,m; ∂〉.
Let us assume that for some polynomial pδ{t1, ..., tm+l} over C one has
pδ{eM∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0.
This equality should remain be true if one substitutes g−1∂ for ∂ into it,
where g ∈ GL∂(m,F ), which leads to pδ{eT−1M∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0.
But the equation M∂〈x〉−1T = S0 has a solution in GL
∂(m,F 〈x; ∂〉) for any
S0 ∈ GL
δ(m,F 〈x; ∂〉) and therefore
pδ{eS−1, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0.
Now take into consideration that f∂1 〈x〉, ..., f
∂
l 〈x〉 is δ-algebraic independent
over C and Corollary 2.9, part a) to see that pδ{t1, ..., tm+l} = 0. So it is
shown that the system
M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉
is δ- algebraic independent over C if and only if it is ∂-algebraic independent
over C. In particular it shows that the existence of M∂〈x〉 with property (3)
implies that m ≤ n as far as we have shown the δ- algebraic independence of
the system M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉 over C.
It is evident that the system of components of the matrix M∂〈x〉−1 =
(N∂ij〈x〉)i,j=1,2,...,m generates C〈x; ∂〉 over C〈x; ∂〉
GL∂(m,F ) as a δ-differential
field and δkN
∂
ij〈x〉 = δiN
∂
kj〈x〉 for all i, j, k = 1, 2, ...,m, which implies that δ-
tr.deg.C〈x; ∂〉/C〈x; ∂〉GL
∂ (m,F ) ≤ m. But it already has been established that
M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉 is δ-algebraic independent over C〈x; ∂〉
GL∂ (m,F )
and therefore in reality
δ − tr.deg.C〈x; ∂〉/C〈x; ∂〉GL
∂ (m,F ) = m.
As a ∂-differential field C〈x; ∂〉 over C is generated by the elements of
C〈x; ∂〉GL
∂ (m,F ), as far as x1, ..., xn are in C〈x; ∂〉
GL∂(m,F ) and
∂-tr.deg.C〈x; ∂〉/C = n. It means that one can find such a system
f∂1 〈x〉, ..., f
∂
n−m〈x〉 of elements of C〈x; ∂〉
GL∂(m,F ) for which the system
M∂11〈x〉,M
∂
12〈x〉, ...,M
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
n−m〈x〉
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is ∂-algebraic independent over C. As it has been shown that in this case it
is δ-algebraic independent over C as well. Therefore
δ − tr.deg.C〈x; ∂〉/C = n and δ − tr.deg.C〈x; ∂〉GL
∂(m,F )/C = n−m.
Now to prove Theorem 3.1 it is enough to show that x1, ..., xn are δ-algebraic
over C〈x; ∂〉(GL
∂ (m,F ),H). Note that x1, ..., xn are linear independent over C
and therefore due to [14] there exist nontrivial m-tuples α1, α2, ..., αn with
nonnegative integer entries such that
det[δα
1
x; δα
2
x; ..., δα
n
x] 6= 0.
So for any nonzero α ∈W n one can consider the following differential equation
in y:
det[δα
1
x; δα
2
x; ..., δα
n
x]−1 det[δα
1
x, δα
2
x, ..., δα
n
x, δαx] = 0,
where x = (x1, x2, ..., xn, y), δ
α = δ(α1,α2,...,αm) stands for δα11 δ
α2
2 ...δ
αm
m . All
coefficients of this differential equation belong to C〈x; ∂〉(GL
∂(m,F ),H) and y =
xi is a solution for this linear differential equation at any i = 1, n. It implies
that indeed δ-tr.deg.C〈x; ∂〉(GL
∂ (m,F ),H)/C = n−m. 
The following result states that one can obtain a system of generators of
(C〈x〉(GL
∂ (m,F ),H), δ) from the given system of generators of (C〈x; ∂〉H , ∂).
Theorem 3.2. If C〈x; ∂〉H as a ∂-differential field over C is generated by
a system (ϕ∂i 〈x〉)i=1,l then δ-differential field C〈x; ∂〉
(GL∂ (m,F ),H) is generated
over C by the system (ϕδi 〈x〉)i=1,l.
Proof. Let an irreducible P
∂{x}
Q∂{x}
∈ C〈x; ∂〉H beGL∂(m,F ) -invariant. It means
that for any g ∈ GL∂(m,F ) one has the equality
P g
−1∂{x}Q∂{x} = P ∂{x}Qg
−1∂{x}
Therefore P g
−1∂{x} = P ∂{x}χ∂〈g〉. The function χ∂〈T 〉( a ”character” of
GL∂(m,F )) has the following property
χ∂〈g1g2〉 = χ
∂〈g1〉χ
g−1
1
∂〈g2〉,
for any g1 ∈ GL
∂(m,F ) and g2 ∈ GL
g−1
1
∂(m,F ). But due to (2) one has
g2 = g
−1
1 g for some g ∈ GL
∂(m,F ) therefore
χ∂〈g〉 = χ∂〈g1〉χ
g−1
1
∂〈g−11 g〉,
for any g1, g ∈ GL
∂(m,F ). It implies that
χ∂〈T 〉 = χ∂〈S〉χS
−1∂〈S−1T 〉,
for any T = (tij)i,j=1,2,...,m, S = (sij)i,j=1,2,...,m, for which ∂ktij = ∂itkj, ∂ksij =
∂iskj at i, j, k = 1, 2, ...,m. The last equality guarantees that the function
χ∂〈T 〉 can not vanish. Therefore P
∂{x}
Q∂{x}
= P
δ{x}
Qδ{x}
. 
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Let us assume that
C〈x; ∂〉H = C〈ϕ∂1〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉; ∂〉.
As far as all components of the matrix M∂〈x〉 belong to C〈x; ∂〉H it can be
represented in the form M∂〈x〉 =
M
∂
〈ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉〉 = (M
∂
ij〈ϕ
∂
1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉〉)i,j=1,2,...,m,
where M
∂
ij〈t1, t2, ...., tl〉 ∈ C〈t1, t2, ...., tl; ∂〉. Therefore due to M
δ〈x〉 = Em
one has
M
δ
〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉〉 = Em.
Remark 3.3. The equality
χ∂〈g〉 = χ∂〈g1〉χ
g−1
1
∂〈g−11 g〉,
for any g1, g ∈ GL
∂(m,F ) resembles the property of character of the group
GL(m,F ). Therefore χ∂〈T 〉 for which the above equality is valid can be con-
sidered as a character of the groupoid GL∂(m,F ). Description all such char-
acters is an interesting problem. Of course, χ∂〈g〉 = det(g)k, where k is any
integer number, are examples of such characters. Are they all possible differ-
ential rational characters of GL∂(m,F )?
Theorem 3.4. Any δ-differential polynomial relation over C of the system
ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉 is a consequence of ∂-differential polynomial relations of
the system ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉 over C and the relationsM
δ
〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉〉 =
Em.
Proof. LetN δ{ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉} = 0, whereN
∂{t1, t2, ..., tl} ∈ C{t1, t2, ..., tl, ∂}.
If N∂{ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉} = 0 then it means that the above relation
(N δ{t1, t2, ..., tl}) of the system ϕ
δ
1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉 is a consequence of the
relation (N∂{t1, t2, ..., tl}) of the system ϕ
∂
1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉 i.e. it is ob-
tained by substitution δ for ∂ in N∂{t1, t2, ..., tl}.
If N∂{ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉} 6= 0 then consider
NT
−1∂{ϕT
−1∂
1 〈x〉, ϕ
T−1∂
2 〈x〉, ..., ϕ
T−1∂
l 〈x〉} as a ∂-differential rational function
in variables T = (tij)i,j=1,2,...,m, where ∂ktij = ∂itkj for any i, j, k = 1, 2, ...,m
over C〈x; ∂〉. Let a
∂
x{T}
b∂x{T}
be its irreducible representation and the leading coef-
ficient (with respect to some linear order) of b∂x{T} be one. We show that in
this case all coefficients of a∂x{T}, b
∂
x{T} belong to C〈x; ∂〉
H .
Indeed, first of all NT
−1∂{ϕT
−1∂
1 〈x〉, ϕ
T−1∂
2 〈x〉, ..., ϕ
T−1∂
l 〈x〉}, as a differ-
ential rational function in x, is H- invariant function, as much as ϕ∂i 〈x〉 ∈
C〈x; ∂〉H . This H-invariantness implies that
a∂x{T}b
∂
xh{T} = b
∂
x{T}a
∂
xh{T}
for any h ∈ H. Therefore b∂xh{T} = χ
∂〈x;h〉b∂x{T}. But comparision of the
leading terms of both sides implies that in reality χ∂〈x;h〉 = 1 which in its
turn implies that all coefficients of b∂x{T} (as well as a
∂
x{T}) are H- invariant.
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Therefore all coefficients of a∂x{T}, b
∂
x{T} can be considered as ∂-differential
rational functions in ϕ∂1〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉 and let b
∂
x{T} = bϕ∂
1
〈x〉,ϕ∂
2
〈x〉,...,ϕ∂
l
〈x〉{T}.
Now represent the numerator a∂x{T} as a ∂-differential polynomial function in
tij −M
∂
ij〈ϕ
∂
1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉〉,where i, j = 1, 2, ...,m, for example, let
a∂x{T} = a
∂
ϕ∂
1
〈x〉,ϕ∂
2
〈x〉,...,ϕ∂
l
〈x〉
{T −M
∂
〈ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉〉}.
As such polynomial its constant term is zero because of
N δ{ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉} = 0. So
NT
−1∂{ϕT
−1∂
1 〈x〉, ϕ
T−1∂
2 〈x〉, ..., ϕ
T−1∂
l 〈x〉} =
a∂
ϕ∂
1
〈x〉,ϕ∂
2
〈x〉,...,ϕ∂
l
〈x〉
{T −M
∂
〈ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉〉}
b
∂
ϕ∂
1
〈x〉,ϕ∂
2
〈x〉,...,ϕ∂
l
〈x〉{T}
.
Substitution T = Em implies that N
∂{ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉} =
a∂
ϕ∂
1
〈x〉,ϕ∂
2
〈x〉,...,ϕ∂
l
〈x〉
{Em −M
∂
〈ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉〉}
b
∂
ϕ∂
1
〈x〉,ϕ∂
2
〈x〉,...,ϕ∂
l
〈x〉{Em}
.
Now consider the following δ-differential rational function over C:
N
δ
〈t1, t2, ..., tm〉 = N
δ{t1, t2, ..., tl} −
aδt1,t2,...,tl{Em −M
δ
〈t1, t2, ..., tl〉}
b
δ
t1,t2,...,tl
{Em}
.
For this function one hasN
δ
〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉〉 = 0 as well as N
∂
〈ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉〉 =
0. The last equality(relation) means that it is a consequence of relations of the
system ϕ∂1 〈x〉, ϕ
∂
2 〈x〉, ..., ϕ
∂
l 〈x〉. 
4. Construction of the systems of invariant partial differential
operators
In this section we discuss a construction of the matrix M∂〈x〉 with property
(3) for the given sub grouppoid G of GL∂(m,F ) and subgroup H of GL(n,C).
Definition 4.1. An element f∂〈x〉 ∈ C〈x; ∂〉 is said to be (G,H)- relative
invariant if there exist integer numbers k, l such that the equality
f g−1∂〈xh〉 = det(g)k det(h)lf∂〈x〉
holds true for any g ∈ G,h ∈ H.
If f∂〈x〉 is such a nonzero relative invariant then by applying ∂ to the both
sides of the equality
f g−1∂〈xh〉 = det(g)kdet(h)lf∂〈x〉,
one gets
gδ ⊙ f δ〈y〉 = det(h)lkdet(g)k−1(∂ ⊙ det(g))f∂〈x〉+ det(h)ldet(g)k(∂ ⊙ f∂〈x〉),
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where δ = g−1∂, y = xh. Hence, assuming k 6= 0, one has
g
δ ⊙ f δ〈y〉
kf δ〈y〉
=
∂ ⊙ det(g)
det(g)
+
∂ ⊙ f∂〈x〉
kf∂〈x〉
.
If ϕ∂〈x〉 is another similar relative invariant with k = k1 6= 0, l = l1 then for
the column vector
X∂〈x〉 =
∂ ⊙ f∂〈x〉
kf∂〈x〉
−
∂ ⊙ ϕ∂〈x〉
k1ϕ∂〈x〉
one has
X∂〈x〉 = gXδ〈y〉
for any g ∈ G.
If k = 0 or G ⊂ SL∂(m,F ) then for X∂〈x〉 one can take ∂⊙f
∂〈x〉
f∂〈x〉
. One can
try to construct the matrix M∂〈x〉 by the use of such column vectors.
Note that due to Theorem 2.4 one has the following matrix representations:


1
∂
∂⊙2
2!
...
∂⊙k
k!


=


1 0 0 0 · · · 0
0 g 0 0 · · · 0
0 ∂⊙g2!
g⊙2
2! 0 · · · 0
...
...
...
... · · · 0
0 ∂
⊙k−1⊙g
k! ∗ ∗ · · ·
g⊙k
k!




1
δ
δ⊙2
2!
...
δ⊙k
k!


,


∂
∂⊙2
2!
...
∂⊙k
k!

 =


g 0 0 · · · 0
∂⊙g
2!
g⊙2
2! 0 · · · 0
...
...
... · · · 0
∂⊙k−1⊙g
k! ∗ ∗ · · ·
g⊙k
k!




δ
δ⊙2
2!
...
δ⊙k
k!

 .
Let us consider the first matrix representation. The number of equations
(rows) in the first matrix representation is equal to
(
m− 1 + 0
m− 1
)
+
(
m− 1 + 1
m− 1
)
+ ...+
(
m− 1 + k
m− 1
)
=
(
m+ k
m
)
.
The number of columns of x⊙l is
(
n− 1 + l
n− 1
)
. Therefore whenever 1 ≤
lk1 < l
k
2 < ... < l
k
jk
are such that
(
m+ k
m
)
=
jk∑
i=1
(
n− 1 + lki
n− 1
)
,
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which seems to happen for infinitely many k, due to Proposition 2.3 one has
the matrix equality



1
∂
∂⊙2
2!
...
∂⊙k
k!


⊙ (
x⊙j1
j1!
,
x⊙j2
j2!
, ...,
x⊙jk
jk!
)


Diag(
h⊙j1
j1!
,
h⊙j2
j2!
, ...,
h⊙jk
jk!
) =


1 0 0 0 · · · 0
0 g 0 0 · · · 0
0 ∂⊙g2!
g⊙2
2! 0 · · · 0
...
...
...
... · · · 0
0 ∂
⊙k−1⊙g
k! ∗ ∗ · · ·
g⊙k
k!






1
δ
δ⊙2
2!
...
δ⊙k
k!


⊙ (
y⊙j1
j1!
,
y⊙j2
j2!
, ...,
y⊙jk
jk!
)


,
where y = xh.
Taking the determinant of both sides of this equality results in
det(h)
∑jk
i=1

 n+ ji − 1
n


f∂k {x} = det(g)

 m+ k
m+ 1


f δk{y},
where f∂k {x} stands for the det


X
∂ ⊙X
∂⊙2
2! ⊙X
...
∂⊙k
k! ⊙X


, X = (x
⊙j1
j1!
, x
⊙j2
j2!
, ..., x
⊙jk
jk!
),
which means that f∂k {x} is a relative invariant.
Let f∂k1{x}, f
∂
k2
{x}, ..., f∂km+1{x} be such relative invariants. By the use of
them one can construct a matrix M∂〈x〉 consisting of rows
M∂i 〈x〉 =
−∂ ⊙ f∂ki+1〈x〉(
m+ ki+1
m+ 1
)
f∂ki+1〈x〉
+
∂ ⊙ f∂k1〈x〉(
m+ k1
m+ 1
)
f∂k1〈x〉
.
According to the construction the obtained matrix M∂〈x〉 is a nonsingular
matrix for which equality (3) holds.
Examples 4.2. Now let us consider two dimensional surfaces in R3 and R4.
In m = 2 case one has(
m+ k
m
)
k=1,2,3,...
= {3, 6, 10, 15, 21, 22, 36, 45, 55, ...}.(4)
A. For n = 3 one has the sequence(
n− 1 + i
n− 1
)
i=1,2,3,...
= {3, 6, 10, 15, 21, 28, 36, 45, 55, ...}(5)
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Representing the elements of sequence (4) as the sums of different elements
of sequence (5), when it is possible, one has:
1. 3 = 3, which implies that k = 1, j11 = 1 and for f
∂
1 {x} = det
(
x
∂ ⊙ x
)
the equality f δ1{y} = det(h) det(g)
−1f∂1 {x} holds.
2. 6 = 6, which implies that k = 2, j21 = 2 and for
f∂2 {x} = det


x
⊙2
2!
∂ ⊙ x
⊙2
2!
∂⊙2
2! ⊙
x
⊙2
2!


the equality f δ2{y} = det(h)
4 det(g)−4f∂2 {x} holds.
3. 10 = 10, which implies that k = 3, j31 = 3 and for f
∂
3 {x} = det


x
⊙3
3!
∂ ⊙ x
⊙3
3!
∂⊙2
2! ⊙
x
⊙3
3!
∂⊙3
3! ⊙
x
⊙3
3!


the equality f δ3{y} = det(h)
10 det(g)−10f∂3 {x} holds.
As we have noticed earlier one can use them to construct column vectors
M∂1 〈x〉 =
∂ ⊙ f∂2 〈x〉
−4f∂2 〈x〉
−
∂ ⊙ f∂1 〈x〉
−f∂1 〈x〉
, M∂2 〈x〉 =
∂ ⊙ f∂3 〈x〉
−10f∂3 〈x〉
−
∂ ⊙ f∂1 〈x〉
−f∂1 〈x〉
,
and for the second order square matrixM∂〈x〉 consisting of the columnsM∂1 〈x〉,M
∂
2 〈x〉
the equality
Mg
−1∂〈xh〉 = g−1M∂〈x〉,
holds.
Note that in this particular case forM∂〈x〉 one can take the matrix
(
∂ ⊙
f∂2 {x}
f∂
1
{x}4
, ∂ ⊙
f∂3 {x}
f∂
1
{x}10
)
as well.
A’. If for the same purpose one uses the second matrix representation then
for the number of equations (rows) in it one gets(
m− 1 + 1
m− 1
)
+ ...+
(
m− 1 + k
m− 1
)
=
(
m+ k
m
)
− 1
and ((
m+ k
m
)
− 1
)
k=1,2,3,...
= {2, 5, 9, 14, 20, 27, 35, 44, 54, ...}.(6)
Representing the elements of this sequence as the sums of different elements
of sequence (5), when it is possible, one has:
1. 9 = 3 + 6, which implies that k = 3, j31 = 1, j
3
2 = 2 and for f
∂
3 {x} =
det

 ∂ ⊙ (x;
x
⊙2
2! )
∂⊙2
2! ⊙ (x;
x
⊙2
2! )
∂⊙3
3! ⊙ (x;
x
⊙2
2! )

 the equality f δ3{y} = det(h)5 det(g)−10f∂3 {x} holds.
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2. 27 = 6 + 21, which implies that k = 6, j61 = 2, j
6
2 = 5 and for
f∂6 {x} = det


∂ ⊙ (x
⊙2
2! ,
x
⊙5
5! )
∂⊙2
2! ⊙ (
x
⊙2
2! ,
x
⊙5
5! )
∂⊙3
3! ⊙ (
x
⊙2
2! ,
x
⊙5
5! )
∂⊙4
4! ⊙ (
x
⊙2
2! ,
x
⊙5
5! )
∂⊙5
5! ⊙ (
x
⊙2
2! ,
x
⊙5
5! )
∂⊙6
6! ⊙ (
x
⊙2
2! ,
x
⊙5
5! )


the equality f δ6{y} = det(h)
39 det(g)−56f∂6 {x} holds.
3. 44 = 6+ 10+ 28, which implies that k = 8, j81 = 1, j
8
2 = 3, j
8
3 = 6 and for
f∂8 {x} the equality f
δ
8{y} = det(h)
67 det(g)−120f∂8 {x} holds.
So in this case one has column vectors
M∂1 〈x〉 =
∂ ⊙ f∂6 〈x〉
−56f∂6 〈x〉
−
∂ ⊙ f∂3 〈x〉
−10f∂3 〈x〉
, M∂2 〈x〉 =
∂ ⊙ f∂8 〈x〉
−120f∂8 〈x〉
−
∂ ⊙ f∂3 〈x〉
−10f∂3 〈x〉
,
and for the second order square matrix M∂〈x〉 consisting of these columns
equality (3) also holds.
B. For n = 4 one has the sequence(
n− 1 + i
n− 1
)
i=1,2,3,...
= {4, 10, 20, 35, 56, ...}.(7)
Representing the elements of sequence (4) as the sums of different elements
of this sequence, when it is possible, one has:
1. 10 = 10, which implies that k = 3, j31 = 2 and for f
∂
3 {x} = det


x
⊙2
2!
∂ ⊙ x
⊙2
2!
∂⊙2
2! ⊙
x
⊙2
2
∂⊙3
3! ⊙
x
⊙2
2


the equality f δ3{y} = det(h)
5 det(g)−10f∂3 {x} holds.
2. 45 = 10 + 35, which implies that k = 8, j81 = 2, j
8
2 = 4 and for
f∂8 {x} = det


(x
⊙2
2 ,
x
⊙4
4! )
∂ ⊙ (x
⊙2
2 ,
x
⊙4
4! )
∂⊙2
2! ⊙ (
x
⊙2
2 ,
x
⊙4
4! )
∂⊙3
3! ⊙ (
x
⊙2
2 ,
x
⊙4
4! )
∂⊙4
4! ⊙ (
x
⊙2
2 ,
x
⊙4
4! )
∂⊙5
5! ⊙ (
x
⊙2
2 ,
x
⊙4
4! )
∂⊙6
6! ⊙ (
x
⊙2
2 ,
x
⊙4
4! )
∂⊙7
7! ⊙ (
x
⊙2
2 ,
x
⊙4
4! )
∂⊙8
8! ⊙ (
x
⊙2
2 ,
x
⊙4
4! )


the equality f δ8{y} = det(h)
40 det(g)−120f∂8 {x} holds.
3. 55 = 20 + 35, which implies that k = 9, j91 = 3, j
9
2 = 4 and for f
∂
9 {x} the
equality f δ9{y} = det(h)
50 det(g)−165f∂9 {x} holds.
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So for the second order square matrix M∂〈x〉 consisting of the columns
M∂1 〈x〉,M
∂
2 〈x〉 equality (3) is valid, where
M∂1 〈x〉 =
∂ ⊙ f∂8 〈x〉
−120f∂8 〈x〉
−
∂ ⊙ f∂3 〈x〉
−10f∂3 〈x〉
, M∂2 〈x〉 =
∂ ⊙ f∂9 〈x〉
−165f∂9 〈x〉
−
∂ ⊙ f∂3 〈x〉
−10f∂3 〈x〉
.
B’. If one uses for this purpose the second matrix representation then rep-
resenting the elements of sequence (6) as the sums of different elements of
sequence (7), when it is possible, one has:
1. 14 = 4 + 10, which implies that k = 4, j41 = 1, j
4
2 = 2 and for f
∂
4 {x} =
det
(
∂ ⊙ (x, x
⊙2
2! )
∂⊙2
2! ⊙ (x,
x
⊙2
2! )
)
the equality f δ4{y} = det(h)
6 det(g)−20f∂4 {x} holds.
2. 20 = 20, which implies that k = 5, j51 = 3 and for
f∂8 {x} = det


∂ ⊙ x
⊙3
3
∂⊙2
2! ⊙
x
⊙3
3
∂⊙3
3! ⊙
x
⊙3
3
∂⊙4
4! ⊙
x
⊙3
3
∂⊙5
5! ⊙
x
⊙3
3


the equality f δ5{y} = det(h)
15 det(g)−35f∂5 {x} holds.
3. 35 = 35, which implies that k = 7, j71 = 4 and for f
∂
7 {x} the equality
f δ7{y} = det(h)
35 det(g)−84f∂7 {x} holds.
So for the second order square matrix M∂〈x〉 consisting of the columns
M∂1 〈x〉,M
∂
2 〈x〉 equality (3) is valid, where
M∂1 〈x〉 =
∂ ⊙ f∂5 〈x〉
−35f∂5 〈x〉
−
∂ ⊙ f∂3 〈x〉
−20f∂3 〈x〉
, M∂2 〈x〉 =
∂ ⊙ f∂7 〈x〉
−84f∂7 〈x〉
−
∂ ⊙ f∂3 〈x〉
−20f∂3 〈x〉
.
Due to the construction we would like to formulate the following combina-
torial question.
Question 4.3. Let m,n be any fixed natural numbers. Is it true that infinitely
many elements of the sequence
(
m+ k
m
)
k=1,2,3,...
( as well as of the sequence
(
(
m+ k
m
)
− 1)k=1,2,3,...) are representable as the sums of different elements
of the sequence
(
n+ k
n
)
k=1,2,3,...
?
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