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ABSTRAK 
Sering terjadinya kesalahan dalam melakukan penjurusan dikarenakan ada beberapa guru yang 
memberikan keputusan penjurusan secara subyektif merupakan latar belakang dibuatnya sistem 
penjurusan ini. Sistem penjurusan ini akan dirancang dengan menggunakan Metode Jaringan 
Syaraf Tiruan Algoritma Perceptron, dimana data penjurusan dari guru tersebut akan digunakan 
sebagai output dan akan dibandingkan dengan learn yang dihasilkan dari proses learning 
Perceptron. Tujuan penelitian ini adalah mengimplementasikan jaringan saraf tiruan algoritma 
perceptron pada sistem pembagian jurusan berdasarkan nilai.  
Hasil yang dicapai adalah web yang dapat menghasilkan usulan penjurusan dengan menggunakan 
algoritma perceptron dan memiliki keakuratan sampai 98%. Berdasarkan hasil pengujian yang 
dilakukan terhadap sistem penjurusan dengan metode jaringan syaraf tiruan algoritma perceptron 
didapatkan kesimpulan bahwa algoritma perceptron cocok untuk diterapkan dalam sistem 
penjurusan. 
 
Kata Kunci: Perceptron, Jaringan Syaraf Tiruan, Sistem Penjurusan. 
 
PENDAHULUAN  
Sering terjadinya kesalahan ketika masih 
melakukan penjurusan secara manual, 
dikarenakan melihat keadaan anak tersebut 
secara subyektif. Hal ini apabila terjadi terus 
menerus dapat merugikan kedua pihak yaitu 
pihak sekolah dan pihak anak.  
Permasalahan inilah yang menjadi alasan 
untuk pengusulan pengubahan sistem 
penjurusan yang digunakan oleh SMA 
Mahanaim pada saat ini dengan sistem 
penjurusan baru yang terkomputerisasi yang 
dapat mengintegrasikan data dan informasi 
dengan baik serta mampu menjaga 
konsistensinya, serta perancangan jaringan 
komputer sederhana untuk dapat mengakses 
informasi secara bersama. Sistem penjurusan 
ini akan dirancang dengan menggunakan 
Metode Jaringan Syaraf Tiruan Algoritma 
Perceptron, dimana data penjurusan dari 
guru tersebut akan digunakan sebagai output 
dan akan dibandingkan dengan learn yang 
dihasilkan dari proses learning Perceptron 
 
METODE 
Menurut Connoly (2010) DBMS merupakan 
sebuah software yang digunakan untuk 
menciptakan, memelihara, memasukan, 
memanipulasi, mengubah, menghapus serta 
memudahkan pengguna untuk memperoleh 
data yang dibutuhkan.  
Menurut Hermawan (2006) jaringan saraf 
tiruan didefinisikan sebagai suatu sistem 
pemrosesan informasi yang mempunyai 
karakteristik menyerupai jaringan saraf 
manusia. 
Jaringan saraf tiruan juga dikenal sebagai 
kotak hitam (black box technology) atau 
tidak transparan (opaque) karena tidak dapat 
menerangkan bagaimana suatu hasil 
didapatkan. Hal inilah yang membuat 
jaringan saraf tiruan mampu digunakan 
untuk menyelesaikan persoalan yang tidak 
terstruktur dan sulit didefinisikan. 
Kenyataan inilah yang menyebabkan 
jaringan saraf tiruan telah meluas dipakai 
sebagai alat bantu memecahkan masalah 
pada berbagai bidang dan disiplin ilmu. 
Menurut Hermawan (Hermawan, 2006) 
salah satu organisasi yang dikenal dan sering 
digunakan dalam paradigma jaringan saraf 
tiruan buatan adalah Perambatan Galat 
Mundur. Sebelum dikenal adanya jaringan 
saraf Perambatan Galat Mundur pada tahun 
1950-1960an, dikenal dua paradigma 
penting yang nantinya menjadi dasar dari 
jaringan saraf Perambatan Galat Mundur, 
yakni Perceptron. 
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Arsitektur Perceptron belajar mengenali 
pola dengan metode belajar terbimbing. Pola 
yang diklasifikasikan biasanya berupa 
bilangan biner (kombinasi 1 dan 0) dan 
kategori pengklasifikasian juga diwujudkan 
dalam bilangan biner. Perceptron dibatasi 
untuk dua lapisan pengolah dengan satu 
lapisan bobot (diantaranya) yang dapat 
beradaptasi. 
 
Gambar 1. Unit Pengolahan Perceptron 
 
Elemen pada Gambar 1 adalah unit pengolah 
dasar dari percpetron. Unit pengolah ini 
mendapat masukan dari unit pengolah lain 
yang masing-masing dihubungkan melalui 
suatu bobot interkoneksi wji. Unit pengolah 
melakukan penjumlahan berbobot untuk 
seluruh masukannya (1). 
 .................................... (1) 
Sebuah nilai prasikap diberikan sebagai 
tambahan masukan kepada unit pengolah. 
Nilai prasikap masukan ini bernilai tetap 
yaitu +1, dan dihubungkan dengan unit 
pengolah j melalui pembobot wjo yang 
nilainya selalu beradaptasi selama jaringan 
mengalami pelatihan. 
Perceptron menguji apakah hasil 
penjumlahan berbobot berada diatas atau 
dibawah nilai ambang yang telah ditentukan, 
dengan aturan: 
Jika Sj > 0 maka xj = 1 
Jika Sj < 0 maka xj = 0 ........................... (2) 
 
Gambar 2 menunjukkan jaringan 
perceptron, dengan satu lapisan masukan 
dan satu lapisan keluaran. Dua lapisan 
tersebut terhubung penuh melalui pembobot. 
Ini berarti setiap unit pengolah pada lapisan 
keluaran. Bobot-bobot yang 
menghubungkan kedua lapisan ini 
beradaptasi selama jaringan mengalami 
pelatihan. 
 
 
Gambar 2. Perceptron 
 
Perceptron dilatih dengan menggunakan 
sekumpulan pola yang diberikan kepadanya 
secara berulang-ulang selama latihan. Setiap 
pola yang diberikan merupakan pasangan 
pola masukan dan pola yang diinginkan. 
Perceptron melakukan penjumlahan 
berbobot terhadap tiap-tiap masukannya dan 
menggunakan fungsi ambang untuk 
menghitung kelurannya (Persamaan 1 dan 
Persamaan 2). Keluaran ini kemudian 
dibandingkan dengan hasil yang diinginkan, 
perbedaan yang dihasilkan dari 
perbandingan ini digunakan untuk merubah 
bobot-bobot yang ada dalam jaringan. 
Demikian dilakukan berulang-ulang 
sehingga dihasilkan keluaran yang sesuai 
dengan hasil yang diinginkan. Dengan 
menggunakan aturan perceptron yang 
sederhana maka perubahan bobot dapat 
dirumuskan: 
Wjibaru=Wjilama+C(tjp-xjp)ai ........................ (3) 
 
Kesesuaian antara keluaran dengan sasaran 
yang diinginkan menunjukkan pencapaian 
kerja jaringan yang sedang dilatihkan dan 
dinyatakan dengan besarnya galat yang 
diperbolehkan agar keluaran hasil 
pengolahan jaringan dapat dianggap sama 
dengan pola yang diinginkan. 
 
PEMBAHASAN 
Penelitian dilakukan di Yayasan Mahanaim 
yang menaungi SMA Mahanaim. Jumlah 
siswa pada SMA Mahanaim mengalami 
peningkatan dan sering terjadinya kesalahan 
dalam melakukan penjurusan sehingga 
membutuhkan sistem yang dapat membantu 
penjurusan di SMA Mahanaim. Dalam 
sistem penjurusan ini teknik perceptron yang 
menggunakan daftar nilai siswa yang telah 
duduk di kelas sebelas (11) pada saat siswa 
berada di kelas sepuluh (10), serta data 
penjurusan siswa yang telah duduk di kelas 
sebelas (11). Data ini akan digunakan 
sebagai input dan output dari training pada 
sistem.  
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Pada tahap pengolahan data terdapat 
beberapa kegiatan yang sesuai dengan 
tahapan yang ada pada perceptron yaitu 
proses training sehingga mendapatkan bobot 
baru dan mencari learn yang akan 
digunakan untuk melambangkan hasil 
usulan penjurusan. Dimulai dari mencari 
bobot baru yang akan digunakan dalam 
proses penjurusan. Cara mendapatkan bobot 
selanjutnya sampai ditemukan bobot yang 
dapat dipakai untuk proses penjurusan 
digunakan rumus yang tercantum pada 
rumus (4). 
 
 ..................... (4)  
 
Rumus (4) digunakan untuk mencari learn 
yang kemudian akan dicocokan dengan 
output  yang dimasukkan oleh guru. Apabila 
learn tidak cocok dengan output, maka 
hitung bobot baru dengan menggunakan 
persamaan (3) dan mencari bias dengan 
persamaan (5). 
 
  ...................... (5) 
  
Apabila bobot baru sudah ditemukan maka 
akan dihitung kembali dengan rumus (4). 
Jika output sudah sama dengan learn maka 
perhitungan akan berlanjut ke nilai siswa 
berikutnya dan proses tersebut akan diulang 
sampai semua data siswa habis dan sudah 
cocok.  
Bobot akan digunakan untuk menghitung 
output. Dalam penelitian ini jika output IPA 
> 0 maka siswa dapat masuk ke jurusan IPA 
dan jika output IPA < 0 maka siswa tidak 
dapat masuk ke jurusan IPA. Demikian pula 
dengan jurusan IPS. Output akan dihitung 
dengan persamaan (1). 
 
 
Gambar 3. Flowchart Training Algoritma 
Perceptron 
Flowchart program dapat dilihat pada 
gambar 4. Memperlihatkan gambaran umum 
urutan prosedur dan proses dari beberapa 
file di dalam media tertentu. Data nilai yang 
merupakan data eksternal dimasukkan ke 
dalam sistem dan diproses dengan 
menggunakan bobot yang telah didapat.  
 
 
Gambar 4. Flowchart Training Algoritma 
Perceptron 
 
Flowchart program menjelaskan secara rinci 
urutan instruksi yang terjadi pada saat 
melakukan perhitungan dengan bobot. Data 
masukan berupa nilai diproses berdasarkan 
rumus dan bobot yang ada, dengan 
mencocokan output dengan learn sampai 
mendapatkan bobot baru yang akan dipakai 
pada proses selanjutnya.  
Bobot baru yang telah didapatkan dari 
pemrosesan diatas disimpan dalam database. 
Sementara itu guru memasukkan nilai 
ulangan harrian, nilai tugas, nilai UTS, dan 
nilai UAS. Hasil perhitungan nilai tersebut 
akan diproses menggunakan bobot baru 
untuk mendapatkan output yang merupakan 
hasil penjurusan. 
 
Dalam melakukan pencarian bobot, 
dilakukan pengolahan data dari database 
untuk diolah menggunakan algoritma 
perceptron sehingga menghasilkan bobot 
dari masing-masing pelajaran terhadap 
jurusannya yang digunakan dalam proses 
penjurusan.  
Sehingga didapatlah bobot baru untuk 
masing-masing pelajaran. 
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Gambar 5.  Halaman Training IPA 
 
 
Gambar 6. Halaman Training IPA 
Yang kemudian akan digunakan dalam 
proses penjurusan. Sehingga didapatkan 
hasil seperti Gambar 7. 
 
Gambar 7. Hasil Usulan 
Penjurusan 
 
Dalam melakukan penjurusan, dilakukan 
proses training menggunakan metode 
perceptron sehingga menghasilkan bobot 
berdasarkan delapan (8) nilai mata pelajaran 
dan dua (2) output, yaitu IPA dan IPS. 
Adapun pseudocode untuk algoritma 
perceptron  ini ditunjukkan pada gambar 8. 
Algoritma pada gambar 8 ini berfungsi 
untuk mencari bobot baru yang akan 
digunakan dalam proses penjurusan 
berikutnya. 
 
Algoritma pada gambar 9 menunjukkan 
algoritma mencari hasil penjurusan dengan 
menggunakan bobot yang didapat dari hasil 
training. 
HASIL PENELITIAN 
Dalam pengujian ini diambil 60 sampel dari 
SMA Mahanaim yaitu 30 data nilai siswa 
jurusan IPA dan 30 data nilai siswa jurusan 
IPS. Berdasarkan pengujian, sistem 
penjurusan ini memiliki ketidak cocokan 
sebanyak 5 data.  
Dalam pembuatan penelitian ini dilakukan 3 
percobaan, percobaan pertama dengan 
menggunakan 20 data dan bobot yang 
dihasilkan tidak dapat digunakan.  
 
PROGRAM TRAINING_PERCEPTRON 
 
DEKLARASI 
na_mat, na_bio: integer  
na_kim,na_fis : integer 
na_sej,na_geo : integer 
na_eko,na_sos: integer 
learn, output : integer 
bias, c, hitung : real 
w_mat, w_bio, w_kim, w_fis : real 
w_sej,w_geo,w_eko,w_sos: real 
w_mat1,w_bio1,w_kim1,w_fis1: real 
w_sej1,w_geo1,w_eko1,w_sos1:real 
 
ALGORITMA: 
w_mat, w_bio, w_kim, w_fis = 0 
w_sej, w_geo, w_eko, w_sosio = 0 
Read (na_mat, na_bio, na_kim, na_fis, na_sej, na_geo, 
na_eko, na_sosio, bias, c, w_mat, w_bio, w_kim, w_fis, 
w_sej, w_geo, w_eko, w_sosio) 
For (y=0; y<100; y++) do 
cocok = false; 
while (≠ cocok) do 
hitung = na_mat*w_mat + na_fis*w_fis 
+na_kim*w_kim + na_bio*w_bio  
+na_sej*w_sej+na_geo*w_geo+ na_eko*w_eko + 
na_sos*w_sos + bias 
if (hitung>0) then 
learn = 1 
else 
learn = 0 
endif 
write (w_mat, w_fis, w_kim, w_bio) 
write (w_sej, w_geo, w_eko, w_sos) 
write(na_mat, na_fis, na_kim, na_bio) 
write(na_sej, na_geo, na_eko, na_sos) 
write (output, learn) 
if (output ≠ learn) then 
w_mat1=w_mat+c*(output-learn)*na_mat 
w_fis1=w_fis+c*(output-learn)*na_fis 
w_kim1=w_kim+c*(output-learn)*na_kim 
w_bio1=w_bio+c*(output-learn)*na_bio 
w_sej1=w_sej+c*(output-learn)*na_sej 
w_geo1=w_geo+c*(output-learn)*na_geo 
w_sos1=w_sos+c*(output-learn)*na_sos 
bias = bias + c * (output-learn) 
else  
cocok = true 
endif 
write(w_mat1,w_fis1,w_kim1, w_bio1) 
write(w_sej1,w_geo1, w_eko1, w_sos1) 
write(na_mat,na_fis, na_kim, na_bio) 
write(na_sej,na_geo, na_eko, na_sos) 
write (output, learn) 
endwhile 
endfor 
 
Gambar 8. Algoritma Training Perceptron 
Percobaan kedua jurusan IPA memiliki 11 
output dan IPS memiliki 29 output, 
sedangkan yang tidak dapan masuk IPA dan 
IPS ada 25 output dan banyaknya data 
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adalah 75. Dan ternyata bobot yang 
dihasilkan tidak dapat digunakan. 
Dalam percobaan ketiga digunakan 100 data 
dan memiliki tingkat kecocokan 90%. 
 
PROGRAM PENJURUSAN 
DEKLARASI 
na_mat,na_bio : integer 
na_kim, na_fis : integer 
na_sej, na_geo : integer  
na_eko, na_sosio : integer 
w_mat1,w_bio1,w_kim1,w_fis1 : real 
w_sej1,w_geo1,w_eko1,w_sosio1 : real 
hitung, o_ipa, o_ips   : real 
learn : integer 
nis : string 
ALGORITMA : 
Read (na_mat, na_bio, na_kim, na_fis, na_sej, na_geo, 
na_eko, na_sosio, w_mat1, w_bio1, w_kim1, w_fis1, 
w_sej1, w_geo1, w_eko1, w_sosio1) 
 
For (y=0; y < count (nis); y++) do 
o_ipa = na_mat*w_mat1 + na_fis*w_fis1 
+na_kim*w_kim1 + na_bio*w_bio1 + na_sej*w_sej1 + 
na_geo*w_geo1 + na_eko*w_eko1 + 
na_sosio*w_sosio1 
o_ips = na_mat*w_mat + na_fis*w_fis 
+na_kim*w_kim + na_bio*w_bio + na_sej*w_sej + 
na_geo*w_geo + na_eko*w_eko + na_sosio*w_sosio 
if (o_ipa>0) then 
learn = 1 
write (‘IPA OK’) 
else 
learn = 0 
write (‘IPA -’) 
endif 
if (o_ips>0) then 
learn = 1 
write (‘IPS OK’) 
else 
learn = 0 
write (‘IPS -’) 
endif 
endfor 
Gambar 9. Algoritma Proses Penjurusan 
 
SIMPULAN 
Setelah melakukan penelitian analisis dan 
perancangan algoritma perceptron yang 
diterapkan pada sistem penjurusan, dapat 
disimpulkan bahwa perancangan algoritma 
perceptron merupakan algoritma yang cocok 
dalam memberikan usulan hasil penjurusan 
di SMA Mahanaim. Dengan menggunakan 
algoritma perceptron dalam sistem 
penjurusan ini, maka dapat diambil 
kesimpulan sebagai berikut: 
1. Jumlah data yang digunakan dalam 
training harus dalam jumlah banyak 
2. Output yang dipakai dalam training 
harus seimbang.  
Berdasarkan hasil pengujian terhadap 60 
data siswa di SMA Mahanaim, terdapat 
kesalahan pada 5 data siswa, sehingga dapat 
ditarik kesimpulan bahwa akurasi dari 
sistem penjurusan ini adalah 91%.  
 
SARAN 
Pengembangan sistem penjurusan ini dapat 
dilakukan dengan memiliki sumber daya 
manusia yang memiliki kemampuan untuk 
memelihara sistem penjurusan sehingga 
sistem penjurusan ini dapat terus mengikuti 
perkembangan yang terjadi di SMA 
Mahanaim, pengguna perlu memasukkan 
data dengan teliti terutama dalam 
memasukkan nilai untuk menghindari 
kesalahan dan menghasilkan informasi yang 
akurat, serta perlu dilakukan backup data 
secara berkala untuk mencegah resiko 
kehilangan data permanen. 
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