An alternative method of constructing the formal diagonalization for the discrete Lax operators is proposed which can be used to calculate conservation laws and in some cases generalized symmetries for discrete dynamical systems. Discrete 
Introduction
Systems of linear ordinary differential equations with additional (spectral) parameter are well studied (see, for instance, [1, 2] ). Asymptotic behaviour of such systems as the parameter approaches a point of singularity is investigated in details. The last four decades the interest to linear systems is renewed due to important applications in soliton theory (see monographs [3] - [7] ). Actually the coefficients of the formal expansion of Lax operator's eigenfunctions generate conservation laws for a class of nonlinear dynamical systems. The conventional algorithm for computing the asymptotic expansion of a solution to the equation Ly = ( d dx + q(x) − aλ)y = 0 was simplified in [8] by applying the method of formal diagonalization. Here a is a matrix with pairwise different eigenvalues.
The idea of diagonalization of the Lax operator turned out to be very fruitful, it allowed the authors to find a deep connection between the infinite-dimensional Lie algebras of Kac-Moody and integrable systems of differential equations. Note that the method of formal diagonalization can be applied to any operator of the form is of particular relevance. Here u = u(n) is a vector-function of the discrete argument.
To our knowledge the problem of asymptotic behavior for (1.3) is still less studied even in the case when F (u, λ) is a polynomial on the complex parameter λ. Among the related results it is worth mentioning the method of reducing the equation (1.3) to the nonlinear Riccati type discrete equation (see, for instance, [4] , [5] ) which provides an effective tool to construct conservation laws. To the systems with defects the method is applied in [9, 10] . Recently this approach was adopted to quad graph equations [11] , [12] .
Another important step was done by A.V.Mikhailov. He proposed the following scheme of diagonalization of discrete linear equations which realize the Darboux transformation for a linear differential equations. It is observed in [13] that the formal series diagonalizing the differential operator diagonalizes its discrete counterparts as well. Actually this scheme allows to construct conservation laws for a large class of integrable differentialdifference and partial difference equations. The scheme is successfully realized in [14] .
In the present article the Drinfeld-Sokolov formalism developed in [8] is applied directly to discrete linear equations without any assumption about existence of the differential operator connected with the discrete operator given. It is shown that conservation laws for discrete dynamical systems and in some cases generalized symmetries can be evaluated by using this approach.
The article is organised as follows. In Section 2 we prove Proposition 1, containing the explanation of the method of diagonalization in the discrete case. In Section 3 an algorithm for calculation of conservation laws for discrete and semi-discrete dynamical systems via formal diagonalization is discussed. Applications of the algorithm are illustrated in §4,5 where diagonalization is found for certain models. In section 6 the diagonalization method is used to calculate the hierarchy of generalized symmetries, associated with the operator of a particular form. In §7 systems of discrete equations are discussed including lattice versions of the "matrix" NLS equation and "vector" derivative NLS equation.
2 Formal diagonalization of discrete linear systems.
The first step in our algorithm is to bring the equation (1.3) to some canonical form convenient for evaluating asymptotic expansions. We rewrite equation (1.3) as follows y(n + 1) = P (u, λ)Zy(n), (2.1) where Z = diag(λ γ 1 , λ γ 2 , . . . , λ γ N ) is a diagonal matrix where the exponents are pairwise different integers 3 . For the sake of simplicity the exponents are ordered as follows γ 1 > γ 2 > · · · > γ N . We assume that P = P (u, λ) is a function ranging in C N ×N , depending on a discrete variable n and a parameter λ. Additionally we require that at least one of the following conditions valid: for any integer n function P = P (u, λ) is analytical either in a neighborhood of the point λ = ∞ or in a neighborhood of the point λ = 0. Some extra conditions will be listed in Proposition 1 below. Explain briefly the essence of the canonical form and discuss how to find it for a given system. The representation (2.1) is originated by the discrete version of the Zakharov-Shabat dressing transform. Let us recall briefly the scheme of the discrete dressing. For a given matrix-valued smooth function r = r(λ) defined on a contour (for the simplicity take the circumference |λ| = 1) we define 3 The scheme suggested is easily generalized to the case when some of the exponents coincide, see
the function r(n, λ) = Z n r(λ)Z −n . Then construct a pair of non-degenerate matrixvalued functions φ(n, λ), ψ(n, λ) defined on the same contour |λ| = 1 which admit for any n non-degenerate analytical continuation from the contour into the domain |λ| < 1 and respectively, the domain |λ| > 1 and satisfy for |λ| = 1 the following conjugation relation φ(n, λ)r(n, λ) = ψ(n, λ).
If r = r(λ) is sufficiently close to the identity matrix then the problem (2.2) can effectively be solved. To provide the uniqueness one has to put additional normalizing condition.
The simplest one is of the form
Now the dressed potential is easily found
However the problem arises to describe the manifold M Z of all possible values of the potential F (u, λ). For example, in 2 × 2 case with Z = diag(λ, 1) and normalization (2.3)
we have
Here evidently u = (u, v) is a functional parameter.
Thus the discrete dressing is a map converting a matrix Z(λ) to a matrix F (u, λ) which serves as a potential of the equation (1.3) . It is proved in [15] that the potential F (u, λ) is represented as products of the form
where α ± , β ± are triangular matrices rationally depending on λ having non-degenerate limits for λ ±1 → 0. Therefore for such a potential the discrete equation (1.3) can be brought by linear transformations z = β ± y to two different canonical forms z n+1 = D n (β ± )α ± Zz n . It is convenient to work with the operator L = D −1 n F generated by the equation (1.3) instead of the equation itself. Here D n is the shift operator acting due to the rule D n f (n) = f (n + 1). The reasonings above show that under the conjugation
For the operator with the potential (2.5) the canonical form is studied in Section 4.1.
Proposition 1 below demonstrates that the canonical form (2.1) is very suitable for studying asymptotics of the Lax operator's eigenfunctions. Note that usually discrete Lax operators are given in a polynomial form (1.3). Thus to apply the proposition one has to convert one form to another. To solve this problem one should first find at least one of the representations (2.6). Examples below show that the transformation searched is connected with the gauge transform and subsequent triangular factorization of the potential F (u, λ). Proposition 1 . Suppose that for any integer n function P (u(n), λ) is analytical in a neighborhood of the point λ = ∞:
and the following regularity conditions are satisfied. All of the principal minors of the
Then there exists a formal series
n hZ where h is a formal series with diagonal coefficients:
The series T is not unique. It is defined up to multiplication by a formal series with diagonal coefficients. It can be chosen in such a way that any coefficient T i and h i depends on a finite number of the matrices {P j (u(n + k))} .
Similarly, if function P = P (u(n), λ) is analytical in a neighborhood of the point λ = 0
and all of the principal minors of the matrix P −1 (u(n), 0) are different from zero, i.e.
det j P −1 (u(n), 0) = 0 f or j = 1, 2, . . . , N and n ∈ (−∞, +∞), (2.11) then there exists a formal series
n h ′ Z where h ′ is a formal series with diagonal coefficients:
The series T ′ can be chosen in such a way that any coefficient T ′ i and h ′ i depends on a finite number of the matrices P ′ j (u(n + k)) .
Proof.
4 Prove the first case, supposing that function P (u(n), λ) is analytical around the point λ = ∞, the second case is proved in a similar way. The objects searched: series T and
n hZ or, after some transformation, it is led to the form
Hence the functionT (n, λ) := ZT (n, λ)Z −1 due to the relationT (n, λ) = P −1 (u(n), λ)D n (T )h is also analytical at infinity then we havē
14)
It follows from the formula
where γ i,j = γ i − γ j that the entryT i,j of the matrixT is expressed through the corresponding entry of T asT
since for 0 ≤ k < γ i,j we have T k,i,j = 0. Therefore the matrix T 0 in the expression 
Now by comparing the first coefficients in the equation (2.13), rewritten as follows
one gets a nonlinear equation for defining matrices T 0 , h 0 ,T 0 19) which is nothing else but the problem of multiplicative Gauss decomposition for the matrix P 0 as a product of three matrices: lower triangular D n (T 0 ), diagonal h 0 and upper triangularT −1 0 . The problem has a solution due to regularity condition (2.8) (see, for instance, [16] ). Suppose that diagonal entries of the matrix T (0) are chosen as follows diagT 0 = (1, 1, . . . , 1) . Then due to the relation diagT 0 = diagT 0 the problem (2.19) is uniquely solved and hence matrices T 0 , h 0 andT 0 are found.
We request that all diagonal entries of the matrices T k with k > 0 are equal to zero.
Decompose any of the matrices T k ,T k , k > 0 into a sum of lower and upper triangular matrices
with vanishing diagonals. Note that the matrices T 1U andT 1L are easily found. Really, it was observed above that T 1,i,j = 0 for i < j and γ i,j > 1. Since there exists γ i,j = 1 for i < j then T 1,i,j =T 0,i,j and this entry of the matrix T 1U is found in the previous step.
Similarly, sinceT i,j = λ γ i,j T i,j thenT 1,i,j = 0 for i > j and γ i,j < −1. For the entries 
which can be rewritten as follows
where
0 contains either already found or given matrices.
In order to find the unknown matrices h 1 , DT 1L andT 1U one should first decompose the matrix H 1 into a sum of three matrices: a diagonal matrix which equals
0 . Iterating this procedure one can find all of the coefficients of the series T and h. Indeed the coefficients T k , h k are found by solving the equation
where the term H k contains matrices found in the previous steps. To determine the unknowns T kL ,T kU , h k it is enough to decompose H k as a sum of lower triangular, diagonal and upper diagonal matrices, i.e. one has to solve the problem of linear Gauss decomposition.
Suppose that the operatorL 0 =T −1 LT is of the formL 0 = D
−1h
Z, and its coefficients are also diagonal matrices. Let us set S = T −1T and then get the equation SL 0 = L 0 S which shows that S is a diagonal matrix. This proves that the conjugation matrix T is defined up to multiplying from the right side by a diagonal factor.
The Proposition is proved.
3 Conservation laws for discrete dynamical systems.
Suppose that a dynamical system of the form
where the field variable u(n, 
Introduce the operators L = D [8] one can find generating functions for conservation laws, see also [13] . Their diagonal forms allow one to find generating functions for conservation laws. Due to Proposition
Equation ( 6) or equivalently
Now by using formal expansions
Consider a system of semi-discrete equations
relating the vector valued variable u, its derivatives w.r.t. t, its shifts and shifts of the derivatives. Suppose that equation (3.10) is the consistency condition for an overdetermined system of linear equations
System (3.11) implies
n P Z and D t is the operator of total derivative w.r.t. t. Suppose that the potential P satisfies the conditions of Proposition 1. By applying the conjugation operator acting as follows x → T −1 xT to the last equation one
AT is a formal power series with coefficients being diagonal matrices, operator
n hZ = T −1 LT is defined above in Proposition 1. Equation (3.13) determines generating functions of conserved densities for the dynamical system (3.10):
4 Examples of fully discrete models
In the examples below we show that the canonical form (2.1) is effectively found by using the factorization (2.6).
Lattice derivative Nonlinear Schrödinger equation
As one of the illustrative examples of application of diagonalization method above we consider the system
which looks very similar to that studied in [17] , [12] . It will be shown in §7 that (4.1) is a discretization of the derivative Nonlinear Schrödinger equation. System of equations (4.1) is the consistency condition of the following linear equations
or the commutativity condition of the operators
and the notations are accepted
n D m u and so on. Operators of this form have been studied earlier in [18] . It is remarkable that potential f admits two different kind triangular representations allowing to get two canonical forms.
Indeed,
Since the operator
n P Z is of the canonical form we can apply to it the method of formal diagonalization from Proposition 1. To this end we have to look for the formal
Due to the general scheme to find such T and h one has to solve the following equation
1 + . . . . By comparing the coefficients before the powers of λ we find a sequence of equations
Here the first equation is solved just by applying the formula of Gauss decomposition.
From the equation with number k one can find the lower triangular part of the matrix D n (T k ), upper triangular part ofT k and the diagonal matrix h k . The other objects in the equation are already found from the previous equations (from the equations with numbers less than k). As a result we find
The second operator is diagonalized as follows
Let us give the first three conservation laws from the infinite sequence generated by the diagonalization, see also [12] 
Generalized discrete Toda lattice corresponding to the Lie algebra A (1) 1
Consider the system corresponding to the affine Lie algebra A
1 proposed recently in [19] 
System (4.10) is proved to be an integrable discretization of the Toda lattice related to the algebra A (1) 1 r x,y = e −2r+2s , s x,y = e 2r−2s .
The continuum limit is obtained in the standard way. First one has to change in (4.10)
u → e R , v → e S . Then take R(n, m) = r(x, y), S(n, m) = s(x, y), x = nε, y = mε and evaluate in the equation obtained the limit for ε → 0.
System (4.10) is the compatibility conditions for the equations
For 
By changing the variables as φ = γΨ reduce the first equation in (4.11) to its canonical form
Evidently the factor P (λ) is analytical at λ = ∞ and det j P (∞) = 0. For this system we
To diagonalize the second operator we have to conjugate as follows M 0 = T −1 γMγ −1 T and find the operator
For the functions
Below we give three more conservation laws for the system (4.10)
The potentials f, g in (4.11) have two points of singularity λ = 0, λ = ∞. Therefore system (4.10) admits two series of conservation laws. In order to find the second series we have to deal with the second equation in (4.10). The ooperator M = D −1 m g can be reduced to the canonical form by using the following representation
By applying the diagonalization to M one gets another series of conservation laws.
Give the first three of them
,
Discrete potential Korteweg-de Vries equation
Concentrate on the discrete potential Korteweg-de Vries equation [20] (
This equation is known to be integrable, it admits the Lax pair. Infinite series of conserved quantities for it were described via the Gardner method in [21] , hierarchy of higher symmetries constructed in [22] . Lax pair for (4.18) is given by the linear discrete equations
[23] 19) where the potentials f, g polynomially depend on the spectral parameter. They are matrices of the form
By setting Ψ = λ −n ψ one gets ψ 1,0 = F ψ where potential
is a matrix with the determinant equal to the unity. Now our main problem is to bring the first linear equation of (4.19) to the canonical form (2.1). To this end we decompose the potential F into a product of triangular and diagonal matrices F = αZγ, where
Changing as follows y = γψ we convert the equation to the desired canonical form
where P (λ) = γ 1,0 α or in the coordinate form
In virtue of the Proposition 1 we can diagonalize the operator 
.
Note that series T, h, S are found in a different way by A.V. Mikhailov in [13] by using an additional differential operator connected with (4.19).
Levi-Yamilov dressing chain
Consider the discrete equation of the form [30] (
Equation (4.26) admits the Lax pair consisting of two linear discrete equation
Split down the matrix f into a product of three factors
The first equation in (4.27) is reduced to the canononical form ψ 1,0 = P (λ)Zψ by the transformation ψ = βΨ where
Matrix P satisfies the requirements of the Proposition 1. Thus by solving equation (2.13) we find the formal series h and
The second operator of Lax pair diagonalized as follows
Comparing the coefficients before λ in (3.8) one gets the conservation laws. The first of them have a form
5 Examples of semi-discrete models
Toda lattice
As an example of application of diagonalization to differential-difference equations consider the well known Toda latticeq
which is a compatibility condition of the following linear system
Here the potentials are polynomials on the spectral parameter λ of the form
where p =q. In order to find the canonical form of the Lax operator we factorize the potential f as f = αZγ, where
By the gauge transform φ = γΨ reduce the first equation in (5.2) to the form φ 10 = P (n, λ)Zφ with 
In order to diagonalize the second operator in (5.2) we use the formal series
Then from (5.2) we get
where s 2,2 = e q−q −2 + e 2q−2q −1 + 2e
Finally we give several conservation laws for the Toda lattice (see, also [24] )
Veselov-Shabat-Yamilov dressing chain
Consecutive application of the Bäcklund transform to the Korteweg-de Vries equation
generates a semi-discrete equation [25] , [26] , [27] 
called Veselov-Shabat-Yamilov dressing chain. It admits the Lax pair
In order to diagonalize the Lax pair it is more convenient to begin with the first equation in (5.8). Note that the leading term in U, i.e. the coefficient before λ 2 is a matrix with coinciding eigenvalues λ 1 = 0, λ 2 = 0. It makes impossible application of diagonalization method [8] directly to the system. Let us first change the variables in such a way Ψ = Kφ,
and reduce the system to the form
with potentialsŪ
Now the coefficient before λ inŪ evidently has different eigenvalues λ = ±1. Therefore the method of formal diagonalization can be applied to the first equation in (5.11). Suppose that the formal series T diagonalizes the operator
are found from the equation
Omit the calculations and give only the answers
The second equation in (5.11) is reduced to the diagonal form ψ 1 = Sψ by the same transformation φ = T ψ. The formal series S = T −1W T is of the form
where E is the identity matrix. The diagonal series h and S produce an infinite set of conservation laws
Let us give some of them in an explicit form
Evaluation of higher symmetries
In this section we demonstrate how to use the diagonalization algorithm to evaluate hierarchies of semi-discrete generalized symmetries. We concentrate on a particular kind of discrete operators of canonical form 
n hZ. This representation allows one to construct semi-discrete models for which L serves as the Lax operator.
Following the procedure developed in reference [8] we describe the class Z L of the formal series of the form
commuting with L. Here A(k) are 2 × 2 matrices. By applying the conjugation to the
Lemma 2 Coefficients A 0 (k) of the series (6.3) are diagonal matrices which do not depend on n.
Scheme of proof. The commutativity relation [L
This equation looks similar to (2.13) where the potential P (n, λ) in the right side is replaced by a diagonal factor h. Comparing the coefficients of powers of λ one can easily complete the proof of the Lemma.
The statement converse to that of Lemma is also true. For any formal series A 0 = ∞ k=−N A 0 (k)λ −k with diagonal coefficients A 0 (k) which do not depend on n the series
Remark. It is important that for any k the coefficient A(k) depends on a finite number of shifts of the variable c.
Thus we have a complete description of the set Z L .
Now by using Z L one can construct a hierarchy of commuting semi-discrete models associated with the operator L. Let us take an arbitrary A ∈ Z L and split it down as a sum of two parts A = A + + A − , where 
In order to restrict this freedom one has to impose some additional constraint. Constraint
reduces operator (6.1) to the Lax operator of the Ablowitz-Ladik hierarchy [28] . The constraint is consistent with the dynamics (6.7) if the normalization is chosen as (6.5).
Indeed, comparison of the coefficients before λ 0 in the equation
Note that there is another diagonalization of the operator (6.1). Indeed, if c 22 = 0, det c = 0 then due to the second part of the Proposition 1 one can construct formal series with positive powers of λ, i.e. 
One can prove by evaluating the continuum limit that (6.10) is the lattice version of the NLS equation (see §7 below). Let us illlustrate the method of evaluating the higher symmetries with the following example.
Example. By taking c 11 = 1, det c = 1 one reduces the coefficient of the operator To find the diagonalization of the operator we use Proposition 1. Choose the starting matrix A 0 = diag(λ/2, −λ/2) with vanishing trace and define
with L, where T is given by (4.7). Let us specify first two terms in the series A =
Due to the normalization (6.5) we take
Then the commutativity relation [L, 
12)
To conclude this section, we present one more system of equations connected with the further reduction of the operator (6.1)
which is the commutativity condition of the operators
Excluding the variable a from the system (6.14) one obtains a six-points discrete equation
By evaluating the continuum limit of the equation (6.16) one gets the following equation
7 Examples of matrix models 7.1 Lattice version of the "matrix" NLS System (6.10) admits a simple matrix generalization
Its Lax operator is given in terms of the block matrices
Here E 1 , E 2 are the identity matrices of the size k and l, the field variables U and V are l × k and k × l matrices respectively.
Operator L in (7.2) is of canonical form since it can be represented as L = D −1 n cZ but it does not satisfy the requirements of the Proposition 1. Here we have Z = diag(λ, ...λ, 1...1) and some of the exponents γ i coincide. However, the operator can be "diagonalized" in an appropriate sense. In this case the formal series T , h and S are block matrices
As a result we get
Conservation laws are deduced from the equations
Choose the matrices U and V in (7.2) as a column and a row such that
1,0 is a scalar. For this case system (7.1) is written as follows
and can be interpreted as integrable discretization of the "vector" nonlinear Schrödinger equation describing the transmitting of the polarized pulses along optical fibres (see [29] ).
The formal continuum limit in the lattice (7.5) is evaluated below. System (7.5) admits an infinite sequence of conservation laws. They can be deduced from the formula (7.3).
The first one is of the form
7.2 Lattice version of the "vector" derivative NLS equation
System (4.1) also admits a "vector" generalization: In the next section we prove that (7.7) is the lattice version of the "vector" derivative NLS equation.
Evaluation of the continuum limits
In this section we show by evaluating formal continuum limits that the systems (7.1) and (7.7) are discretizations of the matrix NLS and respectively "vector" derivative NLS equations. Let us begin with (7.1). Set U(n, m) = r(t, x), V (n, m) = s(t, x), x = mδ, t = 
Show that system (7.7) is the lattice version of the "vector" derivative NLS equation.
To this end evaluate the continuum limit of the system (7.7) by setting U(n, m) = δr(x, t), V (n, m) = δs(x, t), x = δ 2 m, t = 
Conclusions
Method of formal diagonalization suggested in [8] is adopted to the case of discrete Lax operators. It is shown that diagonalization allows one to construct infinite sequences of conservation laws for discrete and semi-discrete dynamical systems. Efficiency of the method is illustrated with an important and representative set of examples, including the well known models like dpkdv, Toda lattice, dressing chain, Ablowitz-Ladik hierarchy as well as recently introduced models like Toda field equation with discrete space-time corresponding to the Lie algebra A
1 . For a special class of discrete operators a hierarchy of higher symmetries is described via formal diagonalization. An example of the sixpoint integrable discrete models is presented. Systems of quad graph equations are found including lattice versions of the "matrix NLS and "vector" derivative NLS equations.
The article has some intersections with the work by A.V. Mikhailov [13] .
