A multifidelity approach to design and analysis for complex systems seeks to exploit optimally all available models and data. Existing multifidelity approaches generally attempt to calibrate low-fidelity models or replace low-fidelity analysis results using data from higher fidelity analyses. This paper proposes a fundamentally different approach that uses the tools of estimation theory to fuse together information from multifidelity analyses, resulting in a Bayesian
design where we may be more concerned about performance estimates than the occurrence of rare failure events, 1 is more inline with the views of the financial engineering community, where risk has been viewed as being directly 2 proportional to the variance of a quantity of interest outcome, such as in mean-variance optimization of modern 3 portfolio theory [18] . Quantifying and subsequently mitigating this type of risk is critical in conceptual design, where 4 the goal is to minimize risk in the selection of a particular system architecture or architectures with which to proceed 5 to the preliminary design phase.
6
Our approach begins with defining a design or analysis case of interest, followed by the analysis of that case by 7 a model whose model discrepancy has been quantified. This then allows us to assess risk in terms of the variance of 8 an output quantity of interest. We employ methods of Bayesian inference and global sensitivity analysis to reduce 9 this variance by systematically incorporating higher fidelity models in the design process. We set up this problem in 10 Section 2. Our approach and background material on each component of it is developed in Section 3. A discussion of 11 the application of our methodology to multidisciplinary design optimization and the results of applying our approach 12 to a wing-sizing problem for an aerospace vehicle are presented in Section 4. Conclusions and future work are 13 discussed in Section 5. 
PROBLEM SETUP

15
Throughout this work, for clarity of the exposition, we will consider a system consisting of two subsystems. However, 16 the methods developed here can be extended to any number of subsystems. We denote the two subsystems as A and
17
B. For each subsystem, we have a set of modeling options available, which we denote as A and B for subsystems
18
A and B respectively. Each modeling choice for each subsystem is responsible for estimating a vector of quantities In general we may have many different subsystems or disciplines in a system of interest, each of which may 7 have available many different modeling options. The goal of our multifidelity approach is to find a search algorithm, 8 or policy, that optimally chooses when to use a particular modeling option, given some objective function. If we 9 denote the modeling option employed at time t (here time indexes each time a model choice is made, e.g., the first 10 modeling choice occurs at t = 1, the second at t = 2, etc.) as M t , then at time t we have a history set H t = history set to the next modeling option to be employed.
13
The particular objective we consider here focuses on maximizing the expected variance reduction in a given 
APPROACH
1
To manage multifidelity models by finding an optimal policy according to (2), we must have a means for estimating 2 the discrepancy associated with a modeling option. Once we have estimated the discrepancy we must estimate the 3 expected variance reduction under a particular policy, as given by (1) . For this, we need to be able to apportion the 4 variance of a given to quantity among its contributing factors. In the following subsections we discuss our discrep-
5
ancy quantification procedure, as well as how we approach variance apportionment. Following that we present our 6 optimal policy for selecting the next modeling option. We conclude this section with some considerations of model 7 fusion opportunities and a step-by-step procedure for model management and information synthesis in multifidelity 8 engineering tasks. 
Quantification of Model Discrepancy
10
Mathematical models of reality implemented in computer codes contain many different sources of uncertainty. 
21
The work presented here focuses entirely on model discrepancy and how it relates to model fidelity. We propose
22
an association between high model discrepancy, quantified in terms of model output variance, with low model fidelity. what is meant by model fidelity, the connection with model discrepancy we propose here provides us with a readily 25 quantifiable notion of fidelity that permits us to incorporate probabilistic methods of Bayesian inference and global 26 sensitivity analysis for information synthesis and fidelity management.
27
To establish a probabilistic representation of model discrepancy requires a means of producing probability distri-
28
butions from uncertainty information. This is because characterizations of uncertainty with probability distributions are rarely constructed from complete uncertainty information. Instead, these characterizations are inferred in some 1 way from available information. In some cases, a great deal of information regarding the outcome of a particular ex-2 periment (e.g., rolling a fair die or tossing a fair coin) may be had, and thus probability distributions may be assigned 
where ω Zi is a weight parameter for model choice M i . Qualitatively, (3) states that we believe it is unlikely that [20] . Quantitatively, (3) states that we believe 2(|Z− 
Variance Apportionment
11
The goal of this work is to determine how to systematically manage levels of model fidelity according to (2). To 12 achieve this goal we utilize a method of variance apportionment known as global sensitivity analysis. Global sen-13 sitivity analysis is a rigorous means for apportioning model output variance among model factors. The objective of 14 the method is shown in Figure 1 , where the pie represents the variance in a model output, which is then decom-15 posed according to factor contributions. To achieve this decomposition, following Ref.
[22], we consider a function ther, let µ be a product measure,
, with unit mass and a density defined as
induced by µ is given as
where
23
We may decompose Z into subspaces defined as
where C ∈ R is a constant},
is a univariate function and
is a bivariate function and
. . .
Any two functions,
As shown by Ref.
[22], we may write Z as the direct sum of the subspaces defined above,
which is often written more compactly as [23]
where I := {1, 2, . . . , m} denotes the set of coordinate indices and V ∅ = V 0 . As a result, we may write
is referred to as the high dimensional model 6 representation (HDMR) and is unique up to the choice of the measure µ.
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For global sensitivity analysis, we specify the measure µ as the ordinary Lebesgue measure and let Z be de- 
where individual variances are given by
The variance decomposition given by Equation 10 is precisely the qualitative notion depicted in Figure 1 . Main effect 5 global sensitivity indices are then defined as
Calculation of these indices may be carried out in many ways, such as a Monte Carlo simulation approach known as 
A Model Management Policy
10
To construct an optimal policy according to (2), we first must consider what modeling options might be available at 11 any given time during a design or analysis task. Consider a system comprised of two subsystems, A and B as before.
12
For each subsystem we have a "low-fidelity" modeling option A LO and B LO respectively, and the potential to obtain 13 or construct a higher fidelity modeling option A HI and B HI respectively. In this work we do not explicitly include the 14 cost of obtaining or constructing a modeling option, or the cost of using that option. Instead, we assume that fidelity 15 level can only be incremented one level at a time for one subsystem at a time. The explicit inclusion of cost in the 16 problem setup is a topic of future work. The progression from low-fidelity models to higher fidelity models one step 17 at a time is a typical practice and our aim here is to identify how to optimally perform that progression.
18
Assume that we have run the low-fidelity modeling option M 1 = {A LO , B LO }, and that subsystem A again
19
estimates the vector of quantities a and subsystem B estimates the vector of quantities b. Our quantity of interest 1 is c and is a function of a and b. Our task is to determine which higher fidelity modeling option, A HI or B HI we should incorporate next. According to (2), the optimal selection will be the subsystem for which we obtain the 3 largest expected variance reduction in the quantity of interest when the fidelity of that subsystem is incremented. For 4 subsystem A, the expected variance reduction is given as
and the current amount of variance of C that subsystem A is contributing is given as
We know qualitatively that A HI is of higher fidelity than A LO , and thus, we believe we will have a better estimate of the 7 quantities a. Therefore, we will achieve between 0 and S a var(C|d M1 ) reduction of variance by incorporating choice 8 A HI next. We capture this by introducing a parameter α a , where 0 ≤ α a ≤ 1, and writing the expected variance
Similarly, we may write the expected variance reduction when B HI is incorporated next as
where analysis task, according to (2) and the restriction to incrementing one fidelity level at a time for one subsystem at a 16 time, the optimal policy is to increment the fidelity of the subsystem with the largest sensitivity index. 
Information Fusion
18
In complex system analysis and design processes it is typical to discard information gained from lower fidelity models 19 once information from higher fidelity models has been obtained. In the example of the previous subsection, once we the input spaces for the modeling choices differ is a topic of future work.
10
The information fusion takes place via a Bayesian updating process. Following Ref.
[28], we treat the distribution 11 associated with the model outputs as a likelihood function and assume a diffuse uniform prior. Thus, our posterior 12 density of z * given the t model measurements is
where 
where and ρ ij be the correlation between modeling options i and j, the covariance matrix is written as
To demonstrate this approach, assume we have outputs from two models that we wish to fuse, Z 1 |d M2 and 7 Z 2 |d M2 . Then the fused estimate, Z * , is a normally distributed random variable with mean
and variance
Fused estimates Z * are shown in Figure 2 for several different correlation cases. The figure reveals how the Bayesian 10 update combines information and also demonstrates that accounting for correlations is critical. The top three plots 11 in the figure demonstrate how information from similar models is fused. On the far left, the models are assumed to 12 be uncorrelated and the updated estimate has smaller variance and an averaged mean from the two sources. As we 13 move to the right, the correlation between the information sources increases, which increases the variance of the fused 14 estimate (as can be seen by the diminished height of the probability density function) and pushes the fused estimate 1 in the direction of the information source with the lower model discrepancy. This can be seen clearly on the rightmost
FIG. 2:
Examples of the resultant fused probability densities given two initial densities to be fused. The top three plots fuse information from similar models while the bottom three plots fuse information from a high fidelity and low fidelity model. The correlation between models is increasing from left to right in the figure. plot, where the fused estimate is actually to the left of either of the two previous estimates. This can be explained 3 by considering that highly correlated estimates are more likely to both be on the same side of the true quantity (e.g.,
4
either both to the left or both to the right), and therefore the updating procedure pushes the new estimate towards the 5 information source in which we have most confidence, since that estimate is more likely to be closer to the true value 6 of the quantity being estimated. The bottom three plots in the Figure 2 demonstrate how the higher fidelity model is 7 trusted more when one of the models is considerably more inadequate. On the far left, the models are again assumed 8 to be uncorrelated and the updated estimate is very nearly the same as the estimate from the higher fidelity information 9 source, though again, the variance of the combined estimate is less than either of the two previous estimates. As we 10 move to the right, the correlation between the sources of information increases, which again increases the variance of 11 the fused estimate and pushes the fused estimate in the direction of the higher fidelity model estimate. However, for 12 this case, as we move to the far right plot and high correlation, instead of increasing, the variance of the fused estimate 13 actually decreases, as can be seen by the increased height of the probability density function of the fused estimate 14 as compared with the middle plot. This can be explained by considering that in this plot we have assumed a high 1 correlation between a high fidelity model and a very low fidelity model, which suggests that the adequacy of our low fidelity model has been understated (since it is so highly correlated with a model in which we have great confidence), 3 and thus the low fidelity model is providing us with more information than its level of fidelity implies.
While it is likely that models are correlated, we may not know the covariance matrix Σ. For this situation, 5 following Ref.
[28], we recommend assuming an inverse Wishart density as a prior for Σ,
where Σ 0 is a symmetric positive definite matrix constructed by using data from δ sources (e.g., experts) that con- 
Under these assumptions, the posterior distribution of z * is a Student's t-distribution with δ+t−1 degrees of freedom. 
Algorithm
12
We now establish an algorithm for fidelity management and information synthesis that incorporates the tools of global The variance of a quantity of interest C, results from uncertainty in model outputs. In our methodology, this 4 uncertainty is due to model discrepancy, which has been elicited from expert opinion. If untrustworthy information 5 is used in quantifying model discrepancy, then it is possible that the algorithm presented here for multifidelity model 6 management could lead to inappropriate model choices as a design or analysis process proceeds. This is due to the 7 sensitivity of the calculation of the senstivities indices on input uncertainties. How sensitive the sensitivity analysis 8 results are to incomplete or untrustworthy information in quantifying input uncertainties is problem specific. For 9 example, for some systems, a discipline may employ a model with a small amount of discrepancy but have a large 10 impact on a particular quantity of interest's variance. In this case, small errors in the discrepancy quantification could 11 lead to large errors in the senstivity index estimates. It may also be the case that for some systems, a discipline employs 12 a model with a large amount of discrepancy but has a negligible impact on the variance of a quantity of interest. In 13 this case, errors in the quantification of discrepancy will not have a large impact on the sensitivity index estimates.
14
The main situation of concern is the case where two disciplines have similar sensitivity indices. Here one needs to be 15 careful because errors in discrepancy estimates could lead to either of the disciplines having the true larger sensitivity 
Multifidelity MDO
5
MDO is a tool that has been used successfully throughout design processes to enable improvements in the perfor- 
where h and g are sets of equality and inequality design constraints respectively, and 
Wing-sizing problem description
5
The objective of the conceptual design of the HALE vehicle is to minimize c, the mass of fuel used for a fixed range here is the mass of fuel used for a fixed range mission. The inputs, outputs, and quantity of interest are summarized 10 in Table 1 . The calculation of the lift and drag coefficients and the takeoff mass involves modeling the aerodynamic 
Results
10
Algorithm 1 is applied to the wing-sizing problem defined in the previous subsection. The results are discussed here 11 on a step-by-step basis through each iteration of the algorithm. As an example, the design goal is taken to be reducing 12 the variance of the quantity of interest estimate to an acceptable level. Here we define an acceptable level to be 50,000 should be noted that multiple outputs from the same discipline (e.g. C L and C D from the aerodynamics model) are 29 not required to have the same model discrepancy. The method of mapping this model discrepancy information to a 30 probability distribution discussed in Section 3.1 is used to establish conservative maximum entropy distributions for
which are shown graphically in Figure 3 . Step 3 and Step 4. These steps of the process are only necessary if more than one model has been used for a given 5 discipline. Since this is the first pass through the algorithm, only one model has been used for both aerodynamics and 6 structures, and thus these steps are unnecessary at this point.
8
Step 5 and Step 6. For this demonstration, Monte Carlo simulation is used to propagate disciplinary output un-9 certainty to the quantity of interest estimate, though other techniques, such as using generalized polynomial chaos 
18
The variance calculated using the low-fidelity models for both aerodynamics and structures disciplines is greater than 19 the variance constraint of 50,000 kg 2 . Thus, we continue the algorithm. Step 7 and Step 8. Since the variance constraint is not satisfied, it is necessary to apportion the variance between 3 the aerodynamics and structures disciplines to determine which discipline is responsible for most of the variation in 4 the quantity of interest. This is accomplished using global sensitivity analysis discussed in Section 3.2. The analysis 5 reveals that about 66% of the variance is caused by the aerodynamics model, with the remaining 34% being caused 6 by the structures model. This is shown in Figure 4 .
7
Given the results of the variance apportionment, the aerodynamics model is responsible for more of the variance 8 of the quantity of interest and thus the fidelity of the model for the aerodynamics discipline should be increased. optimization problem is solved again. The results of this optimization are given in Table 3 . Step 2. After the optimization problem is solved, the next step is to quantify model discrepancy for M 2 so that 
15
Note, the takeoff mass distribution has changed as a result of different optimum design variables. These distributions 4 are shown graphically in Figure 3 .
5
Step 3. The third step of the algorithm involves calculating the disciplinary outputs for previously used models using 7 the current optimum values of the design variables. Thus, the lift and drag coefficients must be computed using the 8 low-fidelity aerodynamics model with the design variables set to the values given in Table 3 . This results in a lift 9 coefficient of 0.6 and a drag coefficient of 0.0185.
1
Step 4. Given there are now two estimates of both the lift and drag coefficients (a low and medium-fidelity estimate 2 for each), the next step is to fuse this information together using the procedure developed in Section 3.4 to obtain a 3 better estimate of these disciplinary outputs. For this demonstration, we assume that all models are uncorrelated. This 
These fused distributions are shown in Figure 3 . Step 5 and Step 6. Using Monte Carlo simulation the mean of the mass of fuel used when estimated with the fused 8 aerodynamics and low-fidelity structures models is 3,456 kg. The variance of the mass of fuel used is 138,370 kg 2 .
9
The variance calculated using the fused aerodynamics models and the low-fidelity structures model is greater than the 10 variance constraint of 50,000 kg 2 . Thus, we continue the algorithm.
12
Step 7 and Step 8. Since the variance constraint is not satisfied, it is once again necessary to apportion the variance 13 between the aerodynamics and structures disciplines to determine which discipline is responsible for most of the 14 variation in the quantity of interest estimate. The analysis revealed that about 25% of the remaining variance is caused 15 by the aerodynamics discipline, while 75% is caused by the structures discipline. This is shown in Figure 5 . optimization problem is solved again. The results of this optimization are given in Table 4 . Step 2. With the optimization problem solved, the next step is to quantify model discrepancy for M 3 so that we may 26 once again assess the variance in the quantity of interest estimate. Our expert stated the medium-fidelity structures 27 model could produce an estimate of takeoff mass within ±5% of its true values given the design variables. The method 1 of mapping this model discrepancy information to a probability distribution discussed in Section 3.1 is again used to
Note, the lift and drag coefficient distributions have changed as a result of different optimum design variables. These aerodynamics and structures models is 3,517 kg. The variance of the mass of fuel used is 39,014 kg 2 . This variance 11 is less than the variance constraint of 50,000 kg 2 . Thus, we exit the algorithm.
The MDO problem we have considered here could be encountered in the early conceptual phases of a high altitude, 
CONCLUSIONS
6
Model discrepancy poses a serious risk to the critical decisions made using the outputs of computer models that sup-7 port analysis and design. In many cases, achieving truly high-fidelity simulation capabilities may be unachievable; 8 instead, we must accept the inadequacy of our models and invest in strategies to account for it. The methodology pro-9 posed here is a first step in this direction, using a probabilistic approach to endow all analysis models with quantified 10 uncertainties. These uncertainties are explicitly maintained and propagated through the design and synthesis process,
11
resulting in quantified uncertainties on the output estimates of quantities of interest. These output uncertainties pro-
12
vide rigorous guidance to manage multifidelity models, through identification of particular disciplines or subsystems 13 that contribute unacceptably high levels of uncertainty, and also provide design/analysis risk assessment, through 14 quantified uncertainty bands on simulation outputs. The proposed global sensitivity analysis approach to identifying 15 contributors to output variance is broadly applicable, while the proposed approaches to represent model discrepancy 16 and to fuse multifidelity information are limited to Gaussian distributions of uncertainty in model component outputs.
17
Extending these approaches to handle more general distributions is an important area of future work. 
