Editorial Bayesian methods in biostatistics
As the details from many of my graduate classes continue to fade, one that has continued to influence my thinking throughout my career is LJ Savage's course on statistical inference. I was extremely lucky to have had the opportunity to enroll in this introductory course, in which Professor Savage presented his original ideas on Bayesian inference to minds that were somewhat uncluttered with the frequentist's perspective. While he would undoubtedly be disappointed that for most of my career I have not behaved as a Bayesian, he did plant within me a level of healthy scepticism with the conventional approaches to statistics. I have always cherished a hope that one day it would be practical to actually use a Bayesian approach to inference on a particular problem, because in many ways the method seemed so appealing on a more abstract philosophical level. However, Bayesian formulations of practical problems were always just too complicated, so for many years I had settled into the frame of mind that real scientific questions just could not be addressed in this way.
Hence, I find it both ironic and intriguing that the rapidly developing Bayesian approaches to problems in biostatistics now appear to offer more, not less, tractable solutions to real problems. The breakthrough, as in much of current science, could not have been achieved without the wide availability of fast and relatively cheap computing. The additional flexibility of this approach, which allows us to explore statistical models that employ features that more realistically reflect the nature we are trying to represent quantitatively is very exciting. In this issue, three papers review different aspects of the use of Bayesian methods in the health sciences.
The first contribution from Andrew Gelman and Donald Rubin reviews Markov Chain Monte Carlo (MCMC) methods and illustrates their use in practical problems. This class of simulation techniques form the key methodological development that has brought on the renaissance of Bayesian statistics. While there are subtleties in setting up a particular problem in this framework, and the number of simulations is often huge, the results can illuminate new features in a set of data.
One of the long-standing criticisms of Bayesian methods involves the specification of the prior distribution, which introduces an arbitrary aspect into the inference that could make it difficult to produce results that will be convincing in the scientific world at large. In the second paper, Paul Gustafson considers the general problem of robustness in the context of Bayesian inference, and reviews various techniques that have been employed in practical problems.
Finally, Robert Jacobs, Martin Tanner and Fengchun Peng discuss a Bayesian approach for hierarchical mixtures-of-experts. These offer interesting alternatives to classification and regression trees, as well as multivariate regression splines which extend the usual regression methods of data analysis.
We are only just beginning to more fully explore the range of statistical problems that can be addressed using the MCMC methodology for conducting inference, and these contributions provide very useful reviews of the current work. The advance of computing power and efficiency shows no signs of abating, so the hardware needed for these methods will be even more readily available in the future. In addition, we are beginning to see the development of software that will provide more ready access to this powerful methodology, thus allowing us to develop models that provide more realistic summaries of the processes that give rise to our data.
