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ABSTRACT
We extend our previous SPH parameter study of the effects of photoionization from
O–stars on star–forming clouds to include initially unbound clouds. We generate a set
of model clouds in the mass range 104-106M⊙ with initial virial ratios Ekin/Epot=2.3,
allow them to form stars, and study the impact of the photoionizing radiation pro-
duced by the massive stars. We find that, on the 3Myr timescale before supernovae are
expected to begin detonating, the fractions of mass expelled by ionizing feedback is a
very strong function of the cloud escape velocities. High–mass clouds are largely unaf-
fected dynamically, while lower–mass clouds have large fractions of their gas reserves
expelled on this timescale. However, the fractions of stellar mass unbound are modest
and significant portions of the unbound stars are so only because the clouds themselves
are initially partially unbound. We find that ionization is much more able to create
well–cleared bubbles in the unbound clouds, owing to their intrinsic expansion, but
that the presence of such bubbles does not necessarily indicate that a given cloud has
been strongly influenced by feedback. We also find, in common with the bound clouds
from our earlier work, that many of the systems simulated here are highly porous to
photons and supernova ejecta, and that most of them will likely survive their first
supernova explosions.
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1 INTRODUCTION
The vast majority of stars are formed by the gravitational
collapse of regions of giant molecular clouds (GMCs) (e.g.
Lada & Lada 2003). Since this process is gravitationally–
driven, the regions where star formation occurs must be
gravitationally bound and it was long thought that all
GMCs themselves must therefore be globally bound (e.g.
Solomon et al. 1979). However, GMCs convert only a small
fraction of their gas reserves to stars and most stars do
not appear to live in gravitationally bound systems (e.g.
Lada & Lada 2003). It seems obvious, then, that some
process must begin shortly after star formation starts
in GMCs which rapidly stops the cloud forming stars
and gravitationally disrupts both the remaining gas and
(usually) the embedded star cluster(s) inside.
Stellar feedback in the form of ionizing radiation,
winds, jets and supernova explosions are obvious candidate
mechanisms for expelling gas from GMCs and have been
modelled analytically or numerically by many authors. We
will not give a detailed discussion of these mechanisms
⋆ E-mail: dale@usm.lmu.de (JED)
here but merely refer to the introduction to our preceding
paper (Dale et al. (2012), hereafter Paper I). Recently,
Kruijssen et al. (2012) showed that, even in the absence
of any kind of feedback, the volumes of embedded clusters
can be cleared of gas by a combination of accretion and the
resulting shrinkage of the clusters. It is hard to see, however,
how this process can be responsible for terminating star
formation on the scale of a GMC, or unbinding such an
object, since it does not actually disperse or destroy the
cold natal gas.
Whilst several studies have shown that efficient gas
removal can disrupt embedded clusters, it is by no means
clear that any or all of the stellar feedback mechanisms men-
tioned above can actually achieve this feat on short enough
timescales. Simulations of gas expulsion by O–star pho-
toionization or winds (e.g Dale et al. 2005; Krumholz et al.
2006; Dale & Bonnell 2008; Va´zquez-Semadeni et al. 2010;
Dale & Bonnell 2011; Dale et al. 2012) have found that
these are rather slow processes, particularly in massive
clouds with high escape velocities. Other authors have
shown that young clusters may be effectively disrupted by
tidal shocks from encounters with passing molecular clouds
but this also occurs on a long timescale and leaves the
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problem of gas removal unsolved (e.g. Gieles et al. 2006;
Kruijssen et al. 2012).
The problem of dispersing embedded clusters into
the field could be circumvented if the clouds from which
they form are never globally bound in the first place.
That this may be the case for many or most clouds has
been suggested by many authors (Pringle et al. 2001;
Va´zquez-Semadeni et al. 2005; Clark et al. 2005, 2008;
Heyer et al. 2009; Dobbs et al. 2011). It is quite possible
to conceive of a turbulent cloud whose global virial ratio
is well in excess of unity, so that it is formally globally
unbound, but where there are regions of gas formed by
converging flows that are locally bound and where star
formation may proceed (Clark et al. 2005). This would lead
to relatively small numbers of unbound or lightly–bound
stars and would naturally result in a low star–formation
efficiency (Clark & Bonnell 2004), since large fractions of
the gas are never likely to become gravitationally unstable.
Clark et al. (2008) performed a series of simulations with
a range of virial ratios from Ekin/|Egrav|=0.1 to 10 and
found that scaling this ratio allowed arbitrary SFEs to be
produced in clouds evolved for one or two dynamical times.
This occurred partly because the onset of star formation
was delayed in the more unbound clouds, but also because
it proceeded at a slower rate. This in turn eases the problem
of gas expulsion by removing the need for it to be done
quickly, and ensuring that much of the gas will probably
disperse of its own accord anyway. In our previous study
involving bound clouds, we found that gas–removal by
photoionization was a slow and inefficient process in many
clouds and its ability to halt star formation and to unbind
the stellar content of the clouds was modest. Here, we
will see if starting from clouds which are already partially
unbound aids photoionization in either of these directions.
We describe our numerical techniques in Section 2,
discuss our chosen parameter space in Section 3, present
our results in Section 4 and our discussion and conclusions
follow in Sections 5 and 6 respectively.
2 NUMERICAL METHODS
The numerical methods used in this work are identical to
those used in Paper I and will only be very briefly de-
scribed here. We use a well–known variant of the (Benz
1990) Smoothed Particle Hydrodynamics (Monaghan 1992)
code, which is ideal for studying the evolution of molecular
clouds and embedded clusters. In all our simulations, we be-
gin with 106 gas particles. We use the standard artificial vis-
cosity prescription, with α = 1, β = 2. Particles are evolved
on individual timesteps. The code is a hybrid N–body SPH
code in which stars are represented by point–mass sink parti-
cles (Bate et al. 1995). Self–gravitational forces between gas
particles are calculated using a binary tree, whereas gravita-
tional forces involving sink–particles are computed by direct
summation. Sink particles are formed dynamically and may
accrete gas particles and grow in mass. In our simulations
of 105 and 106M⊙ clouds, the sink particles represent stellar
clusters, since the mass resolution is not sufficient to cap-
ture individual stars. The accretion radii of the sinks repre-
senting clusters are chosen to be always .1% of the radius
Figure 1. Radii (solid lines), velocity dispersions (dashed lines)
and escape velocities (dotted lines) plotted at the 50% (red), 75%
(blue) and 90% (green) Lagrange radii in Run UF.
of the simulated clouds. Clusters approaching each other
to within their accretion radii are merged if they are mu-
tually gravitationally bound. In our 104M⊙ and 3×104M⊙
simulations, sink particles represent individual stars. Their
accretion radii are set to 0.005pc (∼ 103 AU) and mergers
are not permitted. In all simulations gravitational interac-
tions of sink particles with other sink particles are smoothed
within their accretion radii.
We treat the thermodynamics of the neutral gas using
a piecewise barotropic equation of state from Larson (2005),
defined so that P = kργ , where
γ = 0.75; ρ 6 ρ1
γ = 1.0; ρ1 6 ρ 6 ρ2
γ = 1.4; ρ2 6 ρ 6 ρ3
γ = 1.0; ρ > ρ3,
(1)
and ρ1 = 5.5 × 10−19g cm−3, ρ2 = 5.5 × 10−15gcm−3, ρ3 =
2× 10−13g cm−3. We discuss our choice and justification of
this equation of state in some detail in Paper I, and we also
showed that exchanging it for a purely isothermal equation
of state had little impact on our results.
We use the multiple–source photoionization code
described in Paper I. The code uses a simple ray–tracing
algorithm and a Stro¨mgren volume technique to compute
the flux of ionizing photons arriving at a given SPH
particle and update its ionization state accordingly. The
on–the–spot approximation is used and the modified recom-
bination coefficient αB is taken to be 3.0 × 10−13 cm3 s−1.
Fully ionized particles are given a temperature of 104 K,
whereas partially ionized particles are given temperatures
computed from multiplying their ionization fraction by 104
K. The action of multiple ionizing sources with overlapping
HII regions is dealt with by assuming that the number
of photons extracted from the radiation field of a given
source by a given particle depends on the fraction of the
total flux received by the particle supplied by that source.
Ionised particles that are deprived of photons are allowed to
recombine on their individual recombination timescales. If
their ionization fractions fall below 0.1, they are considered
to be fully neutral once more and they are then allowed to
descend the cooling curve from Schmutzler & Tscharnuter
c© 2006 RAS, MNRAS 000, 1–14
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Figure 2. Radius–mass parameter space for clouds studied here.
Vertical bars represent the range from the initial cloud radius (the
lower limits) to the radius at which ionization becomes active in
each cloud (upper limits), with black dots being the algebraic
mean radius, and ‘radius’ in all cases connotes the 90% Lagrange
radius.
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Figure 3. Velocity–dispersion–mass parameter space for clouds
studied here. Vertical bars represent the range from the initial
turbulent velocity dispersion (the upper limits) to the velocity
dispersion extant at the time when ionization becomes active in
each cloud (lower limits), with black dots being the algebraic
mean of these values.
(1993). Ionizing fluxes are assigned to stars and clusters
in the same fashion as in Paper I and stellar sources
with masses below 20 M⊙ are again neglected. Owing
to the generally smaller numbers of objects formed by
these simulations, ionization is initiated in all cases when
three objects are sufficiently massive to possess ionizing
fluxes. We again continue the simulations after ionization is
enabled for as close as possible to 3Myr, which we refer to
as tSN, the time after which supernovae can be expected to
begin detonating.
Our model clouds initially have a Gaussian three–
dimensional density profile. We seed the gas with a
Kolmogorov turbulent velocity field whose total kinetic
energy is equal in magnitude to 2.3 times the cloud’s initial
gravitational binding energy, so that the clouds are formally
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Figure 4. Cumulative distribution of kinetic (red) and potential
(blue) energies with radius (as a fraction of the 90% Lagrangian
radius) within the Run UF cloud in its initial state (solid lines)
and at the epoch when ionization is enabled (dashed lines).
unbound. However, the convergent flows and shocks never-
theless rapidly generate gravitationally–unstable structures.
3 EMBEDDED CLUSTER PARAMETER
SPACE
The initial conditions for the simulations presented here
are based again on the work of Heyer et al. (2009) and are
deliberately made very similar to those from Paper I. The
clouds studied here are in fact rescaled copies of clouds
from Paper I. All clouds in Paper I had an initial virial
ratio of 0.7. All clouds in this work have an initial virial
ratio of 2.3. The clouds are therefore all formally unbound
at the beginning of the simulations, in the sense that
their total turbulent kinetic energies are more than twice
the magnitude of their gravitational potential energies.
However, this does not imply that all the of the gas in the
clouds is initially unbound, even formally. In fact, in all
cases, ≈ 35% of the gas content of each cloud is unbound
(i.e. has positive total energy in the centre–of–mass frame
at the beginning of the simulation). Even though the virial
ratio of the clouds is comfortably in excess of unity, almost
two thirds of the gas is then initially bound and the clouds
can be expected to form stars.
The clouds studied in Paper I all had initial virial
ratios of 0.7, so that their radii and therefore their mean
densities and escape velocities remained roughly constant
as they evolved. This is not true of the clouds studied
here – their radii are expected to increase and their mean
densities and escape velocities therefore to decrease as they
form stars. We illustrate this with an example from run UF
in Figure 1 in which we plot the evolution with time of the
50, 75 and 90% Lagrange radii (solid lines), the velocity
dispersion computed with these radii and the escape veloc-
ities computed at these radii (i.e. vesc(r) =
√
(2GM(r)/r))
up to the point when ionizing radiation is enabled.
c© 2006 RAS, MNRAS 000, 1–14
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Run Mass (M⊙) R0(pc) 〈n(H2)〉 (cm−3) vRMS,0(km s
−1) vRMS,i(km s
−1) vesc,i(km s
−1) ti (Myr) tff,0 (Myr)
UZ 106 45 149 18.2 9.4 13.8 4.33 2.9
UB 3× 105 45 45 10.0 4.6 7.6 9.40 6.0
UC 3× 105 21 443 14.6 6.0 11.1 4.03 1.9
UV 105 21 148 12.2 3.9 6.4 10.44 3.3
UU 105 10 1371 8.4 5.8 9.3 3.73 1.1
UF 3× 104 10 410 6.7 3.5 5.1 3.28 2.0
UP 104 2.5 9096 7.6 3.6 5.9 1.83 0.4
UQ 104 5.0 1137 5.4 2.6 4.1 3.13 1.2
Table 1. Initial properties of clouds listed in descending order by mass. Columns are the run name, cloud mass, initial radius, initial
RMS turbulent velocity, RMS turbulent velocity at the time ionization becomes active, the escape velocity at the same epoch, the time
at which ionization begins, and the initial cloud freefall time.
Mac Low et al. (1998) and Stone et al. (1998) showed
that the kinetic energy of an undriven turbulent velocity
field decays with time approximately as t−1 (whether the
gas is magnetized or not) and that the velocity dispersion
of the field therefore declines as t−1/2. Figure 1 confirms
that this is the case for the clouds considered here. A least–
squares fit to the evolution of the kinetic energy within the
90% Lagrange radius reveals that the energy drops as t−0.83
(the corresponding exponent for the 75% Lagrange radius
is -1.08). During the epoch before ionization is enabled,
the turbulent velocity dispersion within the 90% Lagrange
radius falls by a factor of approximately two and the
turbulent kinetic energy within this volume hence drops by
a factor of four. The 90% Lagrange radius itself grows by a
factor of approximately two and the cloud’s gravitational
potential energy decreases (in the sense of approaching
zero) by the same factor. About one third of the loss of in
kinetic energy is thus due to work done against the cloud’s
gravitational filed, while the remainder is due to decay of
the velocity field. Note that, although the cloud is losing
kinetic energy due to two processes – turbulent decay and
expansion against gravity – since the radius of the cloud is
increasing linearly with time, both of these processes cause
the cloud’s kinetic energy to fall as approximately t−1. We
confirmed that the turbulent kinetic energy in these model
clouds is declining approximately linearly with time by
computing the exponent for the decay of turbulence in the
bound Run J cloud from Paper I (which neither expands
nor contracts significantly before the onset of ionization),
obtaining a value of -1.06.
The overall change in the cloud virial ratio is then
a decrease of almost a factor of two to a value of 1.3,
approaching the typical value of around unity for the
clouds reported in Heyer et al. (2009). In addition, owing
to the expansion, the escape velocity decreases by ∼ 30%
(corresponding to a factor of 1/
√
2). These values are
typical for the clouds considered here.
The clouds are therefore formally unbound at the onset
of ionization, despite the fact that they are active (if slowly)
forming stars. As we noted above, although the cloud virial
ratios are in excess of unity, only about one third of the
clouds’ masses are energetically unbound. The reason for
this apparent paradox is the the turbulent kinetic energy
is initially not uniformly or smoothly distributed and, as
the density field responds to the turbulence, this quickly
becomes true of the potential energy as well. The global
virial ratio is then not sufficient to characterize the clouds’
behaviour. In addition to the total quantities of kinetic
and potential energy changing with time, the distribution
of energy evolves as well, as shown in Figure 4. Here
we plot the cumulative distributions of kinetic (red) and
gravitational (blue) energy in the initial conditions (solid
lines) and at the time when ionization is enabled (dashed
lines). The dissipation of kinetic energy is more efficient
in the cloud interior, so this region becomes drained of
turbulent support, and the potential energy becomes more
centrally concentrated. This eventually leads to regions of
the cloud becoming unsupported, collapsing, and forming
stars, despite the background cloud still being unbound and
still expanding.
In Table 1, we present the initial properties of the
clouds, but this can only give a limited idea of the environ-
ment in which the ionizing sources in the clouds will find
themselves. Since these clouds are globally unbound, star
formation occurs by definition in regions of the cloud which
are not well described by global quantities. In Figures 2, 3
we plot the radii and RMS velocity dispersions of the clouds
in the Heyer et al. (2009) sample as functions of mass, with
the properties of our model clouds overlaid as points with
error bars. The points represent the average quantities and
the error bars show the maximum and minimum values of
the relevant quantity for each model cloud up to the point
when ionization is initiated (the masses of the clouds are
regarded as constant). Here, ‘radius’ is taken to be each
cloud’s 90% Lagrange radius.
In Figure 5 we show a gallery of column–density
images viewed along the z–axis of all clouds and their
embedded clusters at the respective epochs when ionization
becomes active. This figure may be compared with Figure
6 in Paper I, although care should be exercised to note
the length– and column–density scales used. We have
plotted these figures and the corresponding post–feedback
images in Figure 7 to the same physical scales. Since
some of the clouds expand substantially during the tSN
time window, they are of necessity plotted at rather small
sizes in Figure 5. The general appearance of the clouds
c© 2006 RAS, MNRAS 000, 1–14
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(a) Run UB (b) Run UC (c) Run UZ
(d) Run UU (e) Run UV (f) Run UF
(g) Run UP (h) Run UQ
Figure 5. Gallery of states of clusters at the times ionization begins in each case, as shown by column density maps observed down the
z–axis. White dots represent sink particles (individual stars in runs UP, UQ and UF, clusters otherwise) and are not to scale. Note the
different physical sizes and the different column density scales.
simulated here is very similar to those studied in Paper
I, consisting of denser filamentary structures embedded in
diaphanous low–density background gas. Star formation is
once again largely concentrated along the filaments and
particularly at filament junctions. However, the distri-
bution of stars is in general sparser here, owing to the
partially unbound nature of the clouds and their conse-
quent lower star formation efficiencies (see the next section).
c© 2006 RAS, MNRAS 000, 1–14
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(a) Run UB (b) Run UC (c) Run UZ
(d) Run UU (e) Run UV (f) Run UF
(g) Run UP (h) Run UQ
Figure 6. Plots showing the evolution with time of the star formation efficiency (red), ionized gas fraction (green) and unbound mass
fraction (blue) in all simulations. Solid lines are from feeback runs, dashed lines are from control runs. The dotted blue lines represent
the unbound mass fraction in the ionized runs minus that in the corresponding control runs.
4 RESULTS
The principal aim of this study is to determine how effective
ionization is in unbinding star–forming clouds which are
already partially unbound thanks to their internal turbu-
lent velocity fields. In Figure 6 we plot the fraction of gas
converted to stars (red lines), the fraction of gas ionized
(green lines) and the fraction of gas unbound (blue lines) as
functions of time in all our simulations. In order to isolate
the effects of ionizing feedback directly, we plot in all cases
the corresponding curves for control runs without feedback
as dashed lines.
All clouds are initially ∼ 35% unbound in the sense
that this fraction of the gas has positive energy in the
centre–of–mass frame when the simulations begin. As
the simulations progress, the clouds expand and some of
this unbound gas moves to large radii, making the cloud
potential well shallower and thus unbinding more peripheral
gas. In addition, our equation of state implicitly heats very
low–density gas. In the calculations presented in Paper I,
this effect was negligible on the timescales of interest in the
clouds which were able to form stars, unbinding at most a
few percent of the gas over the course of the simulations.
The gas unbound in this way was the extremely tenuous
material near the edges of the clouds, which effectively
evaporated away. Since the clouds in Paper I were bound
and therefore not expanding, the quantity of such very
low–density material was always low. The clouds in the
simulations presented here are expanding however and it is
not obvious therefore that significant fractions of the clouds
should not become of low enough density to be evaporated
away.
We see, however, from the dashed blue lines in Figure
6 that this evaporative effect is again very slow and that
the unbound gas fraction in simulations without feedback
stays approximately constant. From this point of view,
the ionizing sources in all calculations have a similar task
ahead of them in attempting to unbind the clouds. To
c© 2006 RAS, MNRAS 000, 1–14
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(a) Run UB (b) Run UC (c) Run UZ
(d) Run UU (e) Run UV (f) Run UF
(g) Run UP (h) Run UQ
Figure 7. Gallery of final states of clusters, as shown by column density maps observed down the z–axis. White dots represent sink
particles (individual stars in Runs UP, UQ and UF, clusters otherwise) and are not to scale. Note the different physical sizes and the
different column density scales.
evaluate how much material is unbound solely by the action
of photoionization, we subtract from the quantities of gas
unbound in the ionized run at each time, the quantity of gas
unbound at the same epoch in the corresponding control
run to generate the dotted blue lines, which therefore
represent the fraction of gas expelled by ionization alone as
a function of time.
It is immediately apparent from Figure 6 that the
unbound clouds exhibit a narrower range of star formation
efficiencies (∼ 3-20%) than seen in Paper I (∼ 3-70%)
c© 2006 RAS, MNRAS 000, 1–14
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and that, as expected (e.g Clark et al. 2008), the star
formation efficiencies in the unbound clouds are generally
lower either with or without feedback active, with most
failing to achieve 10% efficiency over the durations of these
simulations. It is also clear that, as reported in Paper I and
Dale, Ercolano and Bonnell (2012b), in all cases feedback
decreases the star formation efficiencies emerging at the
ends of the simulations, although never by a very large
factor, so that the efficiencies in the feedback–influenced
clouds are still mostly a few to ten percent.
As in the bound clouds studied in Paper I (with the
exception of Run X), the clouds’ global ionization fractions
are all in the range of a few to ten percent for most of the
simulation times. The dense gas, the accretion flows present
and the large sizes of the clouds strongly restrict how much
material the ionizing sources are able to ionize.
The behaviour of the unbound clouds is also similar to
that of the bound clouds in that the most massive clouds
(UB, UC and UZ on the top row of Figure 6) are once again
those least affected by feedback, with ionization unbinding
. 10% of additional gas on top of that already unbound at
the onset of feedback.
All clouds except Run UZ show evidence of bubble
morphology which was much rarer in the clouds studied
in Paper I, and in fact most of the clouds presented here
have a strikingly similar appearance if the size scales are
ignored, even though ionization has had very different
dynamical effects on the clouds. Most of the clouds possess
a few well–defined and generally well–cleared bubbles.
The radii of the bubbles are virtually all of order 10pc.
Since cHIItSN ≈ 30pc, this sets a maximum expected size
for the expansion of confined bubbles (if their expansion
is attributed solely to thermal overpressure, and not to
continued ionization of substantial further volumes of the
clouds), and the size observed here imply that the bubbles
have expanded relatively freely into the clouds. This was
only seen in a few cases – Runs A, D and I – in the
bound–cloud simulations in Paper I, corresponding to the
lowest density clouds in each mass group.
It is not surprising that bubble formation by photoion-
ization is easier in a low–density environment since the
initial driving velocity of HII regions is always cHII and
mass–loading of the driven shell as a function of distance
travelled is slower in low–density environments. Shells in
lower density environments decelerate more gently and are
thus able to travel further in the fixed time interval imposed
by tSN. However, the differences in shell–driving in clouds of
different densities are much less marked in the simulations
presented here, implying that there must be some other
effect at work. The above argument is simple and strictly
only applies when the background cloud is stationary.
In the turbulent clouds studied in this series of papers,
the turbulent velocity field also likely plays a role. As
was remarked earlier, the bound clouds from Paper I are
all quite close to virial equilibrium and, if anything, are
slowly contracting. At any given point in these clouds, the
turbulent flows are travelling in random directions but,
averaged over a sufficiently large volume, the flows have
divergences close to zero or slightly negative. The unbound
clouds presented here, by contrast, are all expanding, so
that their turbulent velocity fields (again, when averaged
over substantial volumes) have positive divergence. Since
the expansion required to generate a bubble is a divergent
flow, it is plainly easier to produce bubbles in a medium
which already has a divergent velocity field, unless the
background flow velocity is faster than the bubble expansion
speed – rarely the case here.
5 EFFECTS OF PHOTOIONIZATION ON
MODEL CLOUDS AND CLUSTERS
5.1 Gas expulsion
As in Paper I, we observe very strong differences across the
parameter space in how much ionization influences the cloud
dynamics. The more massive and denser clouds, e.g. Runs
UC and UZ are largely unaffected, while the lower–mass
and lower–density clouds such as Runs UQ and UF suf-
fer substantial fractions of their gas reserves to be expelled.
We note that the reaction of the clouds to photoionization
again seems to depend strongly on their escape velocities.
We therefore construct a simple hypothesis to explain this
and compare it to the combined results of Paper I and this
work.
Bressert et al. (2012) recently presented an attractively
simple model for determining whether a star–forming cloud
would remain bound or not, in which the escape velocity of
the cloud is compared with the sound speed in the ionized
gas. This model works very well on the assumption that all
the gas not involved in star formation is ionized on fairly
short timescales, but this is not necessarily the case. In all
simulations presented in Paper I and here, the fraction of
gas which is ionized over the 3Myr timescale on which pho-
toionization is permitted to act is low, typically a few to ten
percent. However, in many simulations, the fractions of gas
unbound from the model clouds is substantially larger than
this. Clearly then, large quantities of gas are being unbound
not because they are ionized themselves, but because they
are being driven out of the cloud potential wells by the ex-
panding HII regions. If the HII region is regarded as a piston
pushing with a pressure PHII against an area ∼ R2cloud, the
impulse transmitted to the cloud over the timescale tSN con-
sidered here will be PHIIR
2
cloudtSN. If the quantity of swept–
up material has massMs = fsMcloud (fs being the fractional
swept–up mass) and velocity vs, we may write
PHIIR
2
cloudtSN = fsMcloudvs. (2)
The pressure in the HII region may be estimated from the
density and sound speed in the ionized gas:
PHII = ρHIIc
2
HII. (3)
If we let the global ionization fraction be fi, then the total
ionized mass Mionized = fiMcloud and we may write approx-
imately
PHII ∼ fiMcloud
R3cloud
c2HII. (4)
Inserting this into Equation 2, we get
fi
tSN
Rcloud
c2HII = fsvs. (5)
If we now take the limiting case where vs = vESC, we may
regard the swept–up mass as unbound mass and rearrange
c© 2006 RAS, MNRAS 000, 1–14
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for the unbound mass fraction funbd:
funbd = fi
(
cHII
vESC
)(
cHIItSN
Rcloud
)
. (6)
The two parenthetical terms on the right–hand side of Equa-
tion 6 have intuitive physical meanings. The first states that
the unbound mass fraction is larger than the ionized gas frac-
tion in proportion to the factor by which the ionized sound
speed exceeds the system escape velocity, with higher es-
cape velocities leading to smaller unbound mass fractions.
The second term relates the size of the clouds to the distance
that an HII–driven shell may travel within the imposed time
interval before supernovae detonate, tSN, and states that,
regardless of the escape velocity, larger clouds will be less
affected by ionization simply because the shocks which it
drives do not have time to explore the whole cloud volume.
This phenomenon is particularly clear in the evolution
of Run A from Paper I, in which ionization was able to
blow a large number of well–cleared bubbles but, since their
individual sizes are limited to cHIItSN ≈ 30pc, was unable
to disrupt a substantial fraction of that very large cloud.
This is also clear to a lesser extent in Runs UB, UC and UU
here where, although bubble formation is clearly in progress,
large regions of the clouds are completely untouched.
Equation 6 is very general but the clouds studied here
and in Paper I obey the constraint obeyed by real star–
forming clouds, as shown in the Heyer et al. (2009) sample,
that their masses and radii are related byMcloud ∝ R2cloud, so
that their column densities are all approximately the same.
We may then write
Mcloud = AR
2
cloud, (7)
where A is a constant with the dimensions of a surface den-
sity whose value is approximately 0.03 g cm−2. The cloud
escape velocity vESC =
√
(2GMcloud/Rcloud) may then be
written as
vESC =
√
2GARcloud. (8)
Rearranging and inserting this into Equation 6 yields
funbd = fi(2GAc
2
HIItSN)
(
1
v3ESC
)
. (9)
We have already noted that the ionization fraction fi in our
simulations is small and does not vary very much, being
5–10% for almost all calculations presented here and in
Paper I. There seems to be no relation between the values
of fi and the global cloud properties in these simulations.
Treating fi as a parameter therefore, we plot the relation
given in Equation 9 assuming values of fi of 0.05 and
0.10, together with the measured values of funbd from
Paper I and from the simulations presented here (where
we again subtract the mass which becomes unbound in the
corresponding control runs) in Figure 8.
The red line in Figure 8 is a linear fit to the
logarithmically–plotted data and has a slope of -2.34, so
that the simulation data imply that funbd ∝ v−2.34ESC , which
is somewhat flatter than the relation derived above in
Equation 9 of funbd ∝ v−3ESC. However, the region between
the fiducial black lines corresponding to fi = 0.05 and
fi = 0.10 corresponds rather well with the results from the
simulations. This implies that, even though it contains no
information about the geometry of the clouds, Equation 9
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Figure 8. Plot of unbound mass fractions against system escape
velocities from the simulations presented in Paper I (blue crosses)
and those presented here (blue circles). The red line is a fit to the
simulation data. The black lines are the relation given in Equation
9 computed assuming fi = 0.05 (lower line) and fi = 0.10 (upper
line). Note that the escape velocities at the times when ionization
was enabled have been used.
gives a reasonable fit to the simulation output within the
range of observed ionization fractions.
5.2 Unbinding embedded stars
The discussion in the preceding section focusses on the ex-
pulsion of material from the potential wells of our model
clouds, assuming all the unbound material to be in gaseous
form. In reality, some of the unbound mass is actually un-
bound stars, although the contribution of stellar material to
the unbound masses is small in almost all cases owing to the
low fractions of gas converted to stars in most simulations. It
is of great interest to measure the ability of feedback to ex-
pel stars from cloud potential wells. In Figures 9 and 10, we
show the fractions by number and mass respectively of stars
unbound in all simulations from Paper I and presented here.
Note that we again consider a sink to be unbound if it has
positive total energy in the system centre of mass frame. We
do not attempt to define bound subclusters which are never-
theless being ejected from the cloud. Blue symbols represent
fractions of objects unbound in the control simulations, and
green symbols fractions unbound in the ionized runs.
We do not attempt to subtract off the unbound mass or
number fractions from the control runs to isolate the effects
of ionization here. Whether measuring mass or number frac-
tions of stars unbound, there is considerably more scatter
than when simply measuring total unbound mass fractions,
as in the previous section. This is certainly due in part to
small–number statistics since, in many cases, the numbers
of unbound objects are small. In Figure 11 we plot the mass
fraction of unbound sinks in each ionized run divided by
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that in the corresponding control run. There is at best a
weak correlation between this value and the escape velocity,
implying that the dynamics of the stellar material is influ-
enced by more than just the global system escape velocity.
It is evidently not the case that the unbound stellar
fraction can be simply related to the total unbound mass
fraction by f∗unbd = ǫfunbnd, where ǫ is the star formation
efficiency, and that the problem of estimating a priori the
unbound stellar mass fractions is much more difficult. In
some simulation pairs, the unbound mass or number frac-
tion in the control run is slightly greater than in the ionized
run, implying that simple modelling of this issue is very
difficult due to the stochastic nature of the star formation
process, particularly when stellar feedback is included. Nev-
ertheless, the general conclusion may be drawn that pho-
toionizing feedback does a relatively poor job of unbinding
stellar mass from clouds on the timescale studied here, even
when it can be effective in unbinding gas. In no simulation
presented here or in Paper I was photoionization able to un-
bind more than forty percent of the model clouds’ stellar
populations, whether measured by mass or number. This is
despite total unbound mass fractions being much higher in
some simulations (e.g. runs I and UQ). Most of the sinks
which are unbound are not the result of the disruption of
stellar systems, but are instead the result of star formation
occurring in gas which was already unbound. We find that
excluding the unbound gas from the calculation of the poten-
tial results in substantially more stars becoming unbound.
The unbound fraction by number of stars in Run UQ rises
to ∼ 70 percent if this is done, which indicates that although
very large quantities of gas are unbound in this simulation
(and others), this gas still dominates the gravitational po-
tential, partly because there is so much of it, as the SFEs are
generally low, and partly because feedback has not moved
it very far in the tSN time window.
5.3 Escape of ionizing photons and supernova
ejecta
As in Paper I, we analyse the clouds after the action of
ionization to determine how permeable they are to ionizing
photons and to the ejecta from the first supernova to deto-
nate within. In Table 2 we give the actual total luminosity of
the stellar content of each simulation, the fraction of ionizing
photons escaping the clouds, and their consequent effective
ionizing luminosities. We reproduce the result from Paper
I that clouds with higher intrinsic luminosities are propor-
tionally less permeable to photons, so that the spread in
effective ionizing luminosities is again small, almost all sys-
tems releasing 1–3 × 1049 Lyman continuum photons per
second into their surroundings. These numbers are of course
computed at a single epoch – the time at which the mas-
sive stars begin dying off. This is also, then, the time when
the clouds’ intrinsic ionizing luminosities might be expected
to start decreasing, unless an increase in the star formation
rate overproduces young massive stars and compensates for
the older ones lost. In Figures 12 and 13, we plot the intrin-
sic (solid lines) and effective (dashed lines) ionizing fluxes,
and the escape fractions, all as functions of time, for three
clouds (Runs UQ and UZ from this paper and Run E from
Paper I). These three systems are representative of the be-
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Figure 9. Unbound fractions by number of stars/clusters in the
unbound clouds (circles) and the bound clouds from Paper I
(crosses). Blue and green symbols represent control and ionized
simulations respectively.
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Figure 10. Unbound fractions by mass of stars/clusters in the
unbound clouds (circles) and the bound clouds from Paper I
(crosses). Blue and green symbols represent control and ionized
simulations respectively.
haviour seen in all simulated clouds across both papers.
The intrinsic ionizing fluxes (Figure 12, solid lines)
grow with time in all cases as star formation continues, the
increase being fastest in Run UZ, where feedback has virtu-
ally no effect on star formation, slowest in Run UQ, where
star formation is significantly affected, and intermediate in
Run E. The leakage fractions (Figure 13) reflect the influ-
ence ionization has on the structure of each cloud. Run UQ
is losing 80% of its photons within ∼ 1Myr as the HII re-
c© 2006 RAS, MNRAS 000, 1–14
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Figure 11. Unbound fractions by number of stars/clusters in
the unbound clouds (circles) and the bound clouds from Paper I
(crosses). Blue and green symbols represent control and ionized
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Figure 12. Intrinsic (solid lines) and effective (dashed lines) ion-
izing photon fluxes for clouds UQ (red) and UZ (blue) from this
work and for Run E (green) from Paper I, as functions of time
since ionization started in each run.
gions burst out of the cloud, whereas the leakage fraction in
Run UZ grows very slowly as the ionized bubbles have much
more difficulty breaking out of this cloud. Run E is again
intermediate between these cases, its leakage fraction even-
tually growing to ∼ 70%, but only after a delay of ∼ 1Myr
during which it scarcely grows at all. These factors con-
spire together to make the effective ionizing fluxes (Figure
12, dashed lines) increase very slowly with time, so that for
much of the tSN time period studied here, the photon fluxes
escaping all three clouds are the same to within a factor of
a few.
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Figure 13. Fractions of ionizing photons leaking from clouds UQ
(red) and UZ (blue) from this work and for Run E (green) from
Paper I, as functions of time since ionization started in each run.
We have evolved our simulated clouds as close as pos-
sible to the time when the first supernovae are expected to
detonate. The fate of the ejecta and the additional damage
the first supernovae are likely to do to the clouds are given
in Table 3 in terms of the fraction of the ejecta from the
first supernova which is likely to escape, the complementary
fraction which is likely to be stopped by the cloud, and the
quantity of mass the supernova is likely to unbind. The re-
sults of this analysis are similar to that presented in Paper
I for the bound clouds, although there are some important
differences. Firstly, all the unbound clouds will lose at least
a few percent of the ejecta from the first supernova, which
was not true of the most massive bound clouds. Secondly,
one cloud (UQ) is likely to be be almost completely de-
stroyed by the combined action of the photoionization and
the first supernova explosion (at the end of the simulations
presented here, the quantity of bound gas remaining in cloud
UQ is ≈ 1500M⊙, of which ≈ 1200M⊙ will be unbound by
the supernova, leaving ≈ 300M⊙ still bound in the original
centre–of–mass frame, about 3% of the cloud mass).
In addition, as we explain above, despite large quanti-
ties of gas being unbound in some of our simulations, this
gas still exerts strong gravitational influence on the embed-
ded clusters left behind, owing to its large mass and relative
proximity to the sinks. Instantaneous removal of this gas
to large radii would result in substantially larger fractions
of sinks becoming unbound, which will likely occur in some
simulations as a result of supernovae.
6 DISCUSSION
The results of this study are complementary and com-
parable to those of Paper I. We find that the ability of
photoionization to expel gas from star–forming clouds is a
very strong function of the escape velocities of the clouds,
regardless of whether the clouds are initially bound with
virial ratios of 0.7 or, as here, formally unbound with virial
c© 2006 RAS, MNRAS 000, 1–14
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Run QH fphot QH’ (10
49 s−1)
UB 1.5 0.37 0.56
UC 4.5 0.50 2.3
UF 2.8 0.89 2.5
UP 2.9 0.98 2.8
UQ 1.6 0.98 1.5
UU 3.5 0.78 2.7
UV 1.3 0.85 1.1
UZ 9.1 0.23 2.1
Table 2. Total ionizing luminosities, estimated fraction of ioniz-
ing photons leaking from clouds, and their consequent estimated
effective ionizing photon luminosities.
Run fesc fstop Munbnd (M⊙)
UB 0.02 0.98 43
UC 0.13 0.87 125
UF 0.56 0.44 1272
UP 0.76 0.24 961
UQ 0.77 0.23 1207
UU 0.13 0.87 229
UV 0.05 0.95 120
UZ 0.04 0.94 31
Table 3. Estimated fractions of the the ejecta of single super-
novae escaping from and being retained by clouds, and of the
mass unbound by the first supernova, after the action of pho-
toionization.
ratios of 2.3. Subtracting off the fraction of gas which is
unbound whether feedback is acting or not, we find that
ionization is able to expel several tens of percent from
lower–mass (1-3×104M⊙ clouds and a few tens of percent of
the gas mass from larger, and therefore low escape velocity
105M⊙ clouds. However, it is largely unable to expel
material from denser 105M⊙ clouds and those with larger
masses. The fact that the clouds were partially unbound
initially does not aid ionization in destroying them because
the ionizing sources are, of course, located in the denser
parts of the clouds which are bound.
Drawing together results briefly alluded to in Paper
I and combining with those discussed here, we find that
photoionization is not very good at unbinding the stellar
component of embedded clusters, particularly when the
progenitor clouds are initially bound. Despite considerable
scatter in both the mass and number fractions of unbound
objects (Figures 9 and 10), it is clear that the increase in
the fraction of stars/subclusters unbound in the simulations
presented here is only modestly increased (and occasionally
decreased in fact) by the action of feedback. This occurs for
reasons similar to those stated in the preceding paragraph;
stars form in the densest regions of gas and are often well
on the way to forming bound, virialised and even gas–free
systems before any of the stars/subclusters become massive
enough to exert feedback.
Comparing Figure 7 here to Figure 8 from Paper I, the
main difference in gas morphology between the unbound
and bound clouds is the greater prevalence of a bubble–like
morphology in the simulations presented here. All but
run UZ show various numbers of usually interconnected
bubbles cleared to a greater or lesser degree of gas. In
contrast, Run A in Paper I shows a small number of
largely separated bubbles, and only runs D, I and J show
the kind of well–cleared bubbles prevalent in this work.
Starting from partially unbound clouds does, therefore,
assist photoionization in blowing bubbles.
Comparison of the morphology of these simulations
with that of real objects is irresistible, particularly in view
of the superb infrared data being produced by telescopes
such as Spitzer (e.g. Churchwell et al. 2006, 2007) and
WISE (Koenig et al. 2012). While these simulations imply
that it is not as efficient at unbinding star forming regions as
perhaps thought, photoionization is good at creating large
evacuated bubbles around clusters. The corollary of these
statements is of course that the presence of large evacuated
bubbles around clusters should not be taken to mean that
the clusters have been unbound, or even strongly affected,
by feedback. However, detailed quantitative comparison is
difficult for two main reasons.
The majority of observed bubbles lie at unknown
distances, so their basic physical parameters cannot be de-
rived. While Churchwell et al. (2006) and Churchwell et al.
(2007) catalogue almost 600 infrared bubbles in total, they
are able to give distances (and therefore true sizes) for less
than a hundred, and most of those suffer from the near/far
distance degeneracy. If their far distances are accepted,
about two thirds, and if the near distances are accepted,
almost all, bubbles in these papers have radii less than 10pc.
This would seem to present a problem, since most of the
bubbles produced in our calculations have radii of this order
for most of the time (although they are obviously smaller
when they are younger). However, Churchwell et al. (2006)
point out that larger bubbles are fainter and therefore more
difficult to detect. The bubbles reported by Koenig et al.
(2012) are larger, with most having radii in the range
10–20pc.
However, even with the best available data, the simula-
tions are not yet in a state where they can be quantitatively
compared to real bubbles. The images presented here are
simple–minded column–density maps of all gas and are
surely not what the model clouds would look like to an
observer if they were real. It is possible to post–process
simulation output and produce maps of ionized emission
lines (e.g Ercolano et al. 2012), dust emission (Walch et al.
2011) or molecular lines (if abundances of the relevant
molecules can be assumed, Offner et al. (2011)). However,
it is clearly desirable to model the radiation transfer and
chemistry correctly during the dynamical simulations
themselves (e.g Haworth et al. 2012; Glover & Clark 2012),
despite the computational expense.
There are several important caveats to this work, such
as neglect of jets and magnetic fields, which are discussed
in some detail in the latter sections of Paper I. However,
the most important may be the fact that we do not include
winds, and we here expand on this topic.
As well as strong ionizing fluxes, O–stars also usu-
ally possess powerful winds. However, the combined
effects of both these forms of feedback on an inhomo-
geneous circumstellar medium is not well understood.
Capriotti & Kozminski (2001) suggest that, for reasonable
ionizing fluxes, wind mass loss rates and terminal velocities,
the circumstellar gas must be extremely dense in order that
the effect of the HII region is overwhelmed by that of the
wind. However, the physics of stellar wind interaction with
either a previously–existing HII bubble or with the bare
c© 2006 RAS, MNRAS 000, 1–14
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cool ISM are exceedingly complex and poorly understood,
depending as they do on microphysical processes such
as thermal conduction and mixing. Two–dimensional
simulations by Freyer et al. (2003) and Freyer et al. (2006)
of the combined impact of the HII region and wind from
(respectively) a 35 and a 60M⊙ show complex morphology
despite the uniformity of the ambient medium used. In the
case of the 65M⊙ object, the wind rapidly sweeps the HII
region into a thin shell, although the total kinetic energy
imparted by the combined feedback mechanisms is only a
factor of four larger than that provided by the HII region
acting alone. In the case of the lower mass star with its
weaker wind, the reverse shock between the wind bubble
and HII region ceases to be supersonic after only a few×105
yr and the HII region is swept into a much broader shell
and the energetic effect of the wind is necessarily smaller.
The authors caution that they have neglected thermal
conduction, which may cause the wind bubbles to cool
earlier, but also magnetic fields, which may mitigate this
effect somewhat. The combined effects of HII regions and
winds on an initially inhomogeneous medium are still very
unclear.
From an observational point of view, the picture is
scarcely clearer. If winds are important in the evolution of
very young star–forming regions, such systems should be
full of diffuse gas with temperatures of around 10MK which
should be visible in X–rays. Such hot diffuse gas is indeed
observed in some star–forming regions e.g. M17, NGC 3603,
NGC 3576 (Townsley et al. 2003; Townsley 2006). If winds
are important in this context, the photoionized HII region
should be compressed by the wind bubble into a thin shell
lining the feedback blown cavity, as seems to be the case
in M17, and there should also be evidence of very hot
wind gas interacting directly with cold molecular material
(Townsley et al. 2011). However, diffuse X–ray emission is
absent from other systems, such as Orion, and the Eagle and
Lagoon nebulae (Townsley et al. 2003), and observations
by Smith (2008) of NGC 346 in the Small Magellanic Cloud
reveal no evidence of any strong motions within the ionized
gas and the dynamics of this region are attributed purely to
classical HII region expansion. This may be a consequence
of the low metallicity and hence more feeble stellar winds in
the SMC. In any case, this suggests that there are at least
some regions where the feedback–driven evolution is almost
entirely due to photoionization.
7 CONCLUSIONS
We have presented the results of a suite of simulations in-
tended to see whether photoionizing feedback from O–type
stars acting alone for the 3Myr timescale before the stars are
expected to supernova is able to efficiently disperse clouds
and embedded clusters. Synthesising the results of this work
and Paper I, we have reached the following general conclu-
sions:
(1) The ability of ionization to disrupt clouds is a very
strong function of the cloud escape velocities, owing to three
facts, namely that the sound speed in the ionized gas is fixed
at cHII ≈ 10km s−1, only a small fraction of gas is likely to
be ionized, and that the HII region therefore acts like a pis-
ton trying to push neutral gas out of the clouds’ potential
wells.
(2) Massive clouds (Mcloud & 10
5M⊙) with realistic
radii mostly have escape velocities comparable to or greater
than cHII and are thus dynamically immune to the effects
of photoionization, regardless of whether the clouds are ini-
tially bound.
(3) Lower mass clouds (Mcloud ∼ 104-105M⊙) with real-
istic radii have escape velocities considerably less than cHII
and are likely to lose several tens of percent of their gas in
the 3Myr time window, regardless of whether the clouds are
initially bound.
(4) Photoionization alone is not an efficient means of
unbinding the stellar component of embedded clusters, par-
ticularly if the progenitor clouds are bound initially. Even in
low–mass and low–escape velocity clouds, ionization strug-
gles to unbind a few tens of percent (by number or mass) of
the stellar population, even when significant fractions of the
cloud and stars are initially unbound.
(5) The formation of pronounced and well–cleared bub-
bles on 3Myr timescales is relatively rare in bound clouds,
occurring only in low–mass and/or very low–density clouds.
Conversely, bubble formation is almost ubiquitous in un-
bound (and therefore intrinsically expanding) clouds, occur-
ring in all but the most massive and most strongly bound
objects. However, the presence of well–cleared bubbles does
not imply that the host cloud has been strongly dynamically
influenced by feedback.
(6) Star formation efficiencies in the unbound clouds are
generally lower than in the bound clouds regardless of the
action of ionizing feedback. Photoionization in all cases re-
duces the star formation efficiency over the timescales stud-
ied here, but never by very large factors, particularly in the
cases where the clouds are already partially unbound. In the
unbound clouds, star formation efficiencies with or without
feedback are a few to ten percent in most cases, reaching
20–25% in denser clouds.
(7) The more massive clouds have, as expected, a more
massive stellar population and therefore higher total ionizing
fluxes, but they are proportionately less permeable to ioniz-
ing photons. Total photons luminosities range from a little
more than 1 × 1049 s−1 for the low–mass clouds to nearly
1050 s−1 for the most massive and most populous cloud, but
photon escape fractions vary inversely with cloud mass from
a few tens of percent to almost 100%. We find that almost
all systems studied here have effective ionizing luminosities
into the intercloud medium in the range 1-3×1049s−1, and
that these luminosities vary rather slowly in time.
(8) Almost all the clouds studied, whether bound or
unbound are likely to survive their first supernova explo-
sion and are therefore likely to trap some fraction of its
ejecta to be involved potentially in another round of metal–
enriched star formation. Conversely, the unbound clouds
and the lower–mass bound clouds are all leaky to super-
nova ejecta to some degree and will lose form a few percent
to more than three quarters of the ejecta from their first
supernova directly to the intercloud medium.
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