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In this paper we develop a framework for designing and validating heuristic algorithms
for NP-hard problems arising in computational biology and other application areas. We
introduce two areas of current research in which we are applying the framework: implicit
hitting set problems and analysis of protein–protein interaction networks, with emphasis
on a speciﬁc problem in each area: multi-genome alignment and colorful connected graph
detection.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Combinatorial optimization problems arise frequently in computational molecular biology in connection with such tasks
as sequencing genomes and identifying genes and regulatory structures within them, mapping out the regulatory pathways
by which proteins combine to perform cellular functions, determining the evolutionary history of organisms, and ﬁnding
associations between genetic variation and disease. In all these cases, mathematical objective functions and constraints
provide an imperfect approximation to the true goal, which is to discover nature’s ground truth; for this reason, it is
desirable to generate a variety of near-optimal solutions, rather than a single optimal one. Except in rare cases, the problems
are NP-hard, and the performance guarantees provided by polynomial-time approximation algorithms are far too pessimistic
to be useful. Average-case analysis of algorithms is also of limited use because the spectrum of real-life problem instances is
unlikely to be representable by a mathematically tractable probability distribution. Thus it appears necessary to attack these
problems using heuristic algorithms. Although we focus here on computational biology, heuristics are also likely to be the
method of choice in many other application areas, for reasons similar to those that we have advanced in the case of biology.
In algorithmic research within theoretical computer science, the dominant style is to evaluate an algorithm by its worst-
case asymptotic performance over the space of all possible inputs, and to consider all possible algorithms as candidates.
By contrast, the successful design of a heuristic algorithm in computational biology often hinges on special properties of
the instances that are expected to occur. For example, the success of whole genome shotgun sequencing was based on
detailed knowledge of problem data, such as the types of repeated sequences that were expected to occur, the parameters
of the technology for generating the input data, and the exclusion of certain hard-to-sequence “heterochromatic” genomic
regions. Similarly, boolean satisﬁability solvers perform well on many large-scale design automation problems, even though
they predictably fail on random instances with a certain critical relationship among the number of variables, the number of
clauses, and the number of literals per clause.
Typically, a heuristic algorithm homes in on a particular algorithmic strategy and, within that strategy, strives to tune
the algorithm to the expected characteristics of the input data. The algorithmic strategies that interest us most are not
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genetic algorithms, but rather strategies that are speciﬁc to narrower classes of algorithmic problems.
Thus we propose a methodology for heuristic algorithm design with ﬁve components: an algorithmic strategy, a training
set of instances, a veriﬁcation set of instances, a systematic tuning process and an evaluation procedure.
By an algorithmic strategy we mean a high-level algorithmic description, perhaps expressed in pseudocode, which omits
certain speciﬁc choices, such as the subroutines to be used for speciﬁc subtasks and the numerical parameters of the
algorithm. The number of concrete algorithms consistent with an algorithmic strategy may be very large or even inﬁnite.
The concept of a training set is borrowed from the ﬁeld of statistics. We assume that the instances to be solved are
drawn from a probability space of instances, and the training set consists of a ﬁnite number of instances sampled from that
same distribution. We do not require a succinct mathematical description of the probability space; the training set may be
derived empirically. For example, when a computational problem is to be solved repeatedly on different biological data sets
obtained using the same measurement technology, it may be legitimate to draw the training set from previous samples.
A tuning strategy is a method of searching the space of concrete algorithms consistent with the algorithmic strategy to
ﬁnd the one that performs best on the training set.
Finally, an evaluation method compares the chosen algorithm with its competitors on a veriﬁcation set of instances
drawn from the same distribution as the training set. A second, more expensive, approach to evaluation is to compare the
solutions produced by the chosen algorithm against optimal solutions. Because of the typically exponential time to compute
an optimal solution, this evaluation may need to be performed on instances scaled down from those in the training set.
In the sections that follow we present two examples of the development of heuristic algorithms. In the ﬁrst example we
derive an algorithmic strategy for a broad class of implicit hitting set problems, and then focus on multi-genome alignment,
a speciﬁc problem within this class. In the second example, after describing a class of problems involving protein interaction
networks, we focus on a particular problem called the colorful connected subgraph problem. Both examples represent
ongoing work, and in each case the tuning and evaluation processes are still in progress.
2. Implicit hitting set problems
An independence system is speciﬁed by: a ﬁnite ground set U ; for each element x in U a weight w(x); and a family of
subsets of U called circuits, such that no circuit contains another circuit. The weight of a subset of U is the sum of the
weights of its elements.
A hitting set is a set having a nonempty intersection with every circuit. The hitting set problem is to ﬁnd a hitting
set of minimum weight. The hitting set problem is identical to the classic weighted set cover problem, except that the
roles of sets and elements have been interchanged. It is NP-hard and cannot be approximated in polynomial time within a
factor (1 − o(1)) lnn, where n is the number of circuits, unless NP has quasi-polynomial-time algorithms [5,12]. A simple
polynomial-time greedy algorithm achieves the worst-case approximation ratio lnn, but this bound is very pessimistic in
practice. In the author’s limited experience, the greedy algorithm has always yielded an approximate solution whose weight
is within a few percent of optimal.
The hitting set problem can be expressed as a 0–1 integer program, For each element j ∈ U let w j be the weight of
element j and let x j be a 0–1 variable indicating whether element j is selected. The integer program is: Minimize
∑
j w jx j
subject to: for each circuit S ,
∑
j∈S x j  1.
The linear programming relaxation, in which x j is allowed to be a real number in [0,1], is very eﬃciently solvable by a
variety of methods [16,10].
2.1. Implicit hitting set problems
An implicit hitting set problem is one in which, for each instance, the set of circuits is not listed explicitly but instead
speciﬁed implicitly by a separation oracle: a polynomial-time algorithm which, given a set H ⊂ U , either certiﬁes that H is a
hitting set or returns a circuit that is not hit by H .
Each of the following is an implicit hitting set problem:
Feedback Vertex Set in a Digraph
Ground set: Set of vertices of digraph G .
Circuits: Vertex sets of simple cycles in G .
Feedback Edge Set in a Digraph
Ground set: Set of edges of digraph G .
Circuits: Edge sets of simple cycles in G .
Max Cut
Ground set: Set of edges of graph G .
Circuits: Edge sets of simple odd cycles in G .
k-Matroid Intersection
Ground set: Common ground set of k matroids.
Circuits: Circuits in the k matroids.
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Ground set: A ﬁnite set of linear inequalities.
Circuits: Minimal infeasible subsets of the set of linear inequalities. The existence of a polynomial-time separation oracle
follows from the fact that feasibility of a system of linear inequalities can be tested in polynomial time.
Synchronization in an Acyclic Digraph
Ground set: A collection U of pairs of vertices drawn from the vertex set of an acyclic digraph G.
Circuit: Minimal collection C of pairs from U with the property that, if each pair in C is contracted to a single vertex, then
the resulting digraph contains a cycle.
In one application of this problem, the acyclic digraph represents precedence relations among a set of tasks. Two tasks
are synchronized if they are executed at the same moment in time. The given pairs of vertices represent pairs of tasks
that we wish to synchronize, and the hitting set problem is to delete a minimum-weight set of pairs such that there is
a schedule respecting the precedence constraints in which the remaining pairs can be synchronized. An entirely different
application, involving synchronization in space rather than time, is discussed in Section 2.3.
2.2. A generic algorithm
We present a generic algorithm for solving instances of the implicit hitting set problem. It assumes a separation oracle,
a fast polynomial-time algorithm for the approximate solution of the (explicit) hitting set problem, and an algorithm for the
optimal solution of the explicit hitting set problem.
The generic algorithm maintains as dynamic variables Γ , a set of circuits of the implicit hitting set problem, and H , a
hitting set for Γ . The algorithm is as follows:
Γ ← φ
Repeat:
Using the approximation algorithm, construct a hitting set H for Γ ;
Using the separation oracle, attempt to ﬁnd a circuit that H does not hit;
If a circuit is found
then add that circuit to Γ
else
H ← an optimal hitting set for Γ ;
Using the separation oracle, attempt to ﬁnd a circuit that H does not hit;
if a circuit is found
then add the circuit to Γ ;
else return H and halt
The idea underlying the generic algorithm is to build up a small set of “important” circuits, in the hope that, before too
many circuits have been added, the optimal hitting set H for this explicit set of circuits will in fact hit all the circuits of
the implicit problem. In this case, H will be optimal for the implicit problem. The approximation algorithm is used as a
device for constructing important circuits rapidly, without going to the expense of constructing an optimal hitting set for Γ .
The use of the approximation algorithm is a win/win proposition: it either yields a new circuit or provides an approximate
solution to the implicit problem.
Clearly, the effectiveness of the generic algorithm depends on the choice of the separation oracle, the speed of the
heuristic algorithm and quality of the approximate solutions it produces, and the speed of the algorithm for computing
optimal solutions for the explicit hitting set problems that arise.
In many cases one can design the separation oracle to construct a minimum-cardinality circuit that is not hit by the
current set H . For example, in the feedback vertex set problem for a digraph G = (V , E), this amounts to ﬁnding a shortest
cycle in the digraph induced by V –H , which is easily done using an all-pairs shortest path algorithm. It is reasonable to
expect that a hitting set for the collection of small-cardinality circuits will also be a hitting set for the collection of all
circuits. In this case, the generic algorithm will succeed after generating a polynomial-bounded number of circuits. The
paper [3] explores this direction.
2.3. Multi-genome alignment
The multi-genome alignment problem is the example that ﬁrst motivated our study of algorithms for implicit hitting
set problems. This problem concerns anchor pairs: pairs of substrings from two related genomes that are highly similar,
suggesting that both substrings have been derived via mutations from a common ancestral substring. Our goal is to align
the genomes against one another so that, to the extent possible, corresponding pairs of anchors are aligned against each
other, thus exhibiting the evolutionary relationships among the genomes [7,8].
Formally, we regard each genome as a linearly ordered set of anchors (ignoring the case where two anchors on a genome
overlap), and certain anchor pairs are assigned weights indicating the value of synchronizing them (i.e., placing them in the
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problem of Synchronization in an Acyclic Digraph, in which the digraph is a union of disjoint chains, one for each genome.
Using the generic algorithm for the implicit hitting set problem as a framework, Erick Moreno Centeno developed a
computer program for the multi-genome alignment problem. The program was presented with 4096 problem instances
involving the alignment of up to ﬁve worm genomes. It obtained proven optimal solutions to 98 percent of the instances
and proven near-optimal solutions to all the remaining instances. The majority of the instances were solved on a laptop
within a few seconds each, and the maximum time allowed for an instance was one hour. A paper describing the program
and its performance is under preparation [14]. In the course of developing the program we explored a wide range of choices
for the major subroutines of the generic algorithm: the separation oracle, the fast approximation algorithm and the exact
solution method, and for the conditions under which each of those subroutines is invoked. A major part of our effort was
devoted to ﬁnding the best combination of choices. Erick Moreno Centeno approached the problem as an optimization
problem to be solved by local search. He deﬁned a neighborhood structure over a search space in which each point is a
combination of choices for the generator, the approximation algorithm and the exact algorithm. He then used hill-climbing
to ﬁnd a local optimum with respect to this neighborhood structure. On a given instance, the running times for different
versions of the algorithm sometimes differed by a factor of one hundred or more. Erick’s approach to tuning the algorithm
was a model for the evaluation procedure in the present paper’s methodology for heuristic algorithm design.
3. Analysis of protein–protein interaction networks
A protein–protein interaction (PPI) network is an undirected edge-weighted graph in which the vertices are proteins and
edges represent physical interactions between two proteins. The evidence for such an interaction may be based on direct
physical measurements or by indirect evidence such as similarity of functional annotation or analogy with known interac-
tions between similar proteins. Each edge may carry a weight representing the strength of evidence for the interaction.
PPI networks are available for a handful of species and are continually being reﬁned, but at present the data is noisy.
Nevertheless, combinatorial analysis of PPI networks is a promising approach to understanding genetic regulation, since the
set of proteins occurring in a molecular machine is expected to induce a connected subgraph rich in edges, and the set
of proteins occurring in a signal transduction pathway is expected to include a simple path containing many high-weight
edges [6,9,11,15,18–20].
Here is a sample of natural optimization problems related to PPI networks. For simplicity we frame most of these
problems in terms of unweighted networks.
Max clique problem Find a clique of maximum size. Although this problem is NP-hard and hard to approximate for general
graphs, it tends to be easy for PPI networks, which have many vertices of low degree and a small number of hubs
of high degree. This is an illustration of the fact that hardness results from complexity theory may not preclude
effective solution by heuristics in the case of PPI networks.
Dense subgraph problem Among all connected subgraphs with a given number of vertices, ﬁnd those with a maximum or
near-maximum number of edges. Such subgraphs, especially if their vertices have similar functional annotations,
provide starting points for more detailed biochemical experimentation to determine if they correspond to molec-
ular machines [21].
Graph partitioning problem Find a subgraph with a maximum number of edges, such that no connected component contains
more than a given number of vertices. The components of such subgraphs may plausibly represent molecular
machines.
Heavy path problem Find simple paths of a given length whose total edge weight is maximum or near-maximum. Such paths
are plausible candidates for the central spines of signal transduction pathways [17].
Colorful connected subgraph problem A PPI network is given together with a set of colors. Associated with each vertex is a
(possible empty) set of colors, any one of which may be chosen to label the vertex. The problem is to ﬁnd a
connected subgraph G = (V , E) with a minimum number of vertices, such that there is a an assignment of labels
that includes all colors. Here each color represents a type of protein, the colors associated with a vertex indicate
the types to which the vertex can belong, and we are seeking a compact subnetwork in which each type of protein
is present [1,2].
Disease signature problem We are given a PPI network, a set of n patients (individuals with the disease under consideration),
and, for each patient, a set of proteins that the patient expresses abnormally. For positive integer parameters t
and k, a disease signature is a set N of proteins that is connected in the PPI network, such that, for at least k if the
n patients, the number of proteins within N that the patient expresses abnormally is at least t . We seek a disease
signature of minimum cardinality. Such a signature can be used to screen patients for the disease by observing
how many proteins in N they express abnormally. The connectedness requirement ensures that the proteins in N
interact cooperatively, making their use for diagnostic purposes more plausible. Mathematically the problem is a
set multicover problem with connectedness as an additional constraint [22].
Causality analysis We are given a PPI network and a set of ordered pairs of proteins. For each ordered pair (s, t) we have
evidence that protein s inﬂuences protein t (for example, that a chemical modiﬁcation in s induces a modiﬁ-
cation in t). The inﬂuence may be indirect, through a causal chain of direct inﬂuences. To explain the evidence
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indicating putative direct inﬂuences, such that, for each given ordered pair (s, t), a directed path from s to t is
created [13].
3.1. Conservation and functional orthologs
A fundamental tenet of biology is that, once nature develops a mechanism for the survival or propagation of one species,
the mechanism will be conserved, with modiﬁcations, during the course of evolution. Thus, an important tool for discovering
or validating regulatory mechanisms in one species is to ﬁnd similar mechanisms in related species. Combinatorially, this
similarity may be indicated by an isomorphism, or near isomorphism, between subgraphs of the PPI networks of two
species, in which the corresponding proteins in the two species are functional orthologs; i.e., proteins that are capable of
playing similar roles. The evidence for functional orthology can consist of sequence similarity, similarity in structure or
domain content, membership in the same protein family, or similarity to a common protein in an ancestral species.
In an ideal case there would exist a bijection between large sets of proteins in species A and species B , such that any
two corresponding proteins are each other’s unique functional orthologs. Given such a bijection F , we say that edge (u, v)
in species A is conserved if edge (F (u), F (v)) exists in species B .
In practice, some proteins have no functional orthologs, and others have more than one possible functional ortholog. One
approach to resolving the ambiguity is to choose unique functional orthologs so as to maximize the number of conserved
edges. This leads to the following combinatorial problems.
Global selection of functional orthologs Given PPI networks N with vertex set V and N ′ with vertex set V ′ , and a subset S of
V × V ′ indicating the possible functional orthologs, select a bijection F that is contained in S and maximizes the
number of conserved edges.
Local selection of functional orthologs Given N . N ′ and S as above, and a (small) positive integer t , ﬁnd t-element sets A ⊆
N , and A′ ⊆ N ′ and a bijection F between A and A′ that maximizes the number of conserved edges (i.e., the
cardinality of the intersection of S with A × A′).
Query-guided selection of functional orthologs Given a subgraph K of N representing a molecular complex, ﬁnd a connected
subgraph K ′ of N ′ with a minimum number of vertices, such that there is a one-to-one function from the vertex
set of K into the vertex set of K ′ , in which each vertex in K is mapped to a potential functional ortholog in K ′ .
This is a special case of the colorful connected subgraph problem described above.
For several of these problems we intend to obtain a training set of typical instances, devise an algorithmic strategy and,
within the family of concrete heuristic algorithms consistent with this strategy, select one with optimal performance on the
training set and evaluate its performance on further instances drawn from the same distribution as the training set.
To illustrate this approach we describe our direction of attack on the colorful connected subgraph problem. References
[1,2] motivate the problem and describe our experience with a combination of dynamic programming and integer program-
ming. We are using as a training set a family of query graphs corresponding to known molecular complexes in yeast, where
each color indicates the potential orthologs of a protein in the query graph. In this particular case the instances in the
training set are easily solvable by visual inspection, given suitable renderings of them by a graph drawing program. Thus
the task is to achieve the same performance using a heuristic algorithm.
We have chosen the following framework for our heuristics. Initial testing indicates that, within this framework, we shall
ﬁnd a heuristic that gives optimal solutions to nearly all the instances in the training set.
Let G = (V , E) be the given graph and C , the set of colors. For each v ∈ V let S(v) be the set of colors assignable to v .
For any set W ⊆ V let G[W ] denote the subgraph of G induced by W . For any S ⊆ C and X ⊆ V , X is called S-matchable if
there exists a 1–1 function f from S into X such that, for every color c in S , c ∈ S( f (c)), and X is connected if the induced
subgraph G[X] is connected. A connected C-matchable set is called feasible. Our task is to construct a minimum-cardinality
feasible set.
In our algorithmic strategy, each heuristic constructs a sequence of feasible sets V1, V2, . . . , Vt such that V1 = V and, for
i = 1,2, . . . , t − 1, |Vi+1| |Vi|. It is not required that Vi+1 be a subset of Vi ; thus a vertex that is deleted in one iteration
may be reinserted in a later iteration.
Given Vi , an iteration consists of the following steps:
1. Partition the set of colors into two sets, A, the infrequent colors, and B , the frequent colors.
2. Choose sets P and Q such that P is A-matchable, Q is B-matchable and P ∪ Q is connected.
3. Vi+1 ← P ∪ Q .
To select P let W = {v ∈ Vi | S(v)∩ A 
= φ}; Form G[W ], the subgraph of G induced by W . Delete connected components
from G[W ] as long as it is possible to do so while maintaining the property of A-matchability. Given P , choose Q as a
minimal B-matchable set such that P ∪ Q is connected. Optionally, a pruning step may be added, in which we start with
G[P ∪ Q ] and repeatedly delete vertices of degree one whose deletion does not destroy feasibility.
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Fig. 2. Subgraph resulting from the ﬁrst iteration.
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Fig. 3. The ﬁnal subgraph.
Thus the main steps within an iteration are to restrict attention to W , the set of vertices that can be matched with
infrequent colors, delete components of G[W ] that are not needed for matching the infrequent colors, minimally reconnect
the remaining components while matching the vertices in B , and (optionally) delete redundant degree-1 vertices.
Within this framework we consider algorithms for constructing V i+1 from Vi by selecting A, B, P and Q and optionally
pruning. Here is one example of such an algorithm. Throughout the following process of building up V i+1 from Vi , whenever
a component is to be added to P or a vertex is to be added to Q , we break ties in favor of selecting a vertex that does not
lie in Vi , to avoid repeating the same set Vi .
Selecting infrequent colors Starting with A = φ repeatedly augment A by adding a color that increases the number of vertices
v such that S(v) ∩ A 
= φ by the smallest amount. Continue as long as this number does not exceed p|V |, where
p is a parameter of the algorithm. This yields the set A, and B is then set to V − A.
Selecting components We can use a variant of the greedy set cover algorithm. A component of G[W ] is essential if there is
a color that lies in that component and no other component. Initially, let P be the union of the vertex sets of all
essential components. Then repeatedly add to P a component which maximizes the ratio of beneﬁt to cost, where
the beneﬁt is the increase in the maximum cardinality of a set of colors S such that P is S-matchable, and the
cost is the increase in the number of vertices in a minimum spanning tree connecting the selected components.
Adding vertices to create a feasible solution Starting with P do the following as long as possible: add to Q a vertex which
allows an additional color from B to be matched and, among such vertices, minimally increases the number of
vertices in a minimum spanning tree of the components of P ∪ Q . Once P ∪ Q is C-matchable, add to Q the
edges of a minimum spanning tree of the components of P ∪ Q .
Pruning Perform pruning at each iteration.
Stopping Stop when t successive iterations fail to decrease the size of V i , where t is a parameter of the algorithm.
In the example of Figs. 1–3, the original graph is an 8 × 8 array of cells. Each cell is considered adjacent to its north,
south, east and west neighbors. There are 20 colors, represented by Roman letters. Each cell contains a letter indicating its
color. A solution is obtained in two iterations.
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