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THE ALGEBRAIC α-FORD TREE UNDER EVOLUTION
JOSUE´ NUSSBAUMER AND ANITA WINTER
Abstract. Null models of binary phylogenetic trees are useful for testing hypotheses on real
world phylogenies. In this paper we consider phylogenies as binary trees without edge lengths
together with a sampling measure and encode them as algebraic measure trees. This allows
to describe the degree of similarity between actual and simulated phylogenies by focusing on
the sample shape of subtrees and their subtree masses. We describe the annealed law of the
statistics of subtree masses of null models, namely the branching tree, the coalescent tree, and
the comb tree in more detail. Finally, we use methods from martingale problems to characterize
evolving phylogenetic trees in the diffusion limit.
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1. Introduction and motivation
An N -cladogram is a semi-labeled, un-rooted and binary tree with N ≥ 2 leaves labeled
{1, 2, ..., N} and with N − 2 unlabeled internal nodes. Cladograms are particular phylogenetic
trees for which no information on the edge lengths is available, and which therefore only capture
the tree structure.
As prototype models are needed for testing real world phylogenies, parametric families of
random cladograms have been studied (compare [Ald96, For]). One such family introduced
in [For] is today referred to as the α-Ford model (see also [HMPW08, CFW09, PW09, OS09,
CMR18]). Fix α ∈ [0, 1) and N ∈ N. The α-Ford tree with N leaves is an N -cladogram
constructed recursively as follows (compare Figure 1):
(1) Start with one edge, and label its leaves by {1, 2} (yielding the only 2-cladogram).
(2) Given the α-Ford tree with k ≥ 2 leaves, assign weight 1−α to each external and weight
α to each internal edge.
Key words and phrases. algebraic measure, Kingman coalescent, Yule tree, martingale problems.
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(3) Choose an edge at random according to these weights and to the middle of this edge,
insert a new leaf together with an edge. Label the new leaf k + 1.
(4) Stop when the current binary combinatorial tree has N leaves.
(5) Permute the leaf labels.
Note that permuting the labels in the last step ensures consistency. That is, for all 1 ≤ m ≤
N , restricting to the sub-cladogram spanned by a uniform sample of size m from the leaf set
{1, ..., N} yields an m-cladogram which equals in law the α-Ford tree with m leaves.
The case α = 1 is excluded as for k = 2, 3 all edges have weight 0, and therefore the above
construction is not well-defined. However, we can extend the construction with some care. To
overcome the issue, let us simply choose the edge, at which we are inserting the next edge,
uniformly among the external edges. As soon as k = 4, there is only one possible tree shape
with exactly one inner edge and the problem disappears.
The α-Ford model interpolates continuously between three popular models ranging from the
coalescent tree (also known as Yule tree) in the case α = 0 via the branching tree (also known
as uniform tree) in the case α = 12 to the totally unbalanced tree (also known as comb tree) in
the case α = 1. In this paper we are interested in limit cladograms as the number of leaves goes
to infinity. For that we will rely on the notion of continuum algebraic measure trees recently
introduced in [LW].
In what follows, we refer to (T, c) as an algebraic tree if T 6= ∅ is a set equipped with a
branch point map c : T 3 → T satisfying consistency conditions (see Definition 2.1). Even though
algebraic trees can be seen as metric trees where one has “forgotten” the metric, the branch point
map is defined such that the notion of leaves, branch points, degree, subtrees, line segments,
open sets, etc. can be formalized without reference to a metric and agree with the corresponding
notion in the metric tree. An algebraic measure tree (T, c, µ) consists of a separable algebraic
tree (T, c) together with a probability measure µ on the Borel σ-algebra B(T ). The α-Ford
diffusion limit takes values in the state space
(1.1) T2 :=
{
(T, c, µ) ∈ T : degrees at most 3, atoms of µ only at leaves
}
of (equivalence classes of) binary algebraic measure trees with no atoms on the skeleton, and
more specifically in its subspace
(1.2) Tcont2 :=
{
(T, c, µ) ∈ T2 : µ non-atomic
}
of so called continuum binary algebraic measure trees. We equip T2 with the so-called sample
shape convergence (Definition 2.6), which says that a sequence (tN )N∈N converges to t in T2
if the random shapes s(T,c)(x1, ..., xm) of sub-cladograms spanned by finite samples (x1, ..., xm)
of size m converge weakly with respect to the discrete topology (compare Definition 2.5 and
Figure 4). It is shown in [LW] that both T2 and T
cont
2 are compact, which is very convenient for
showing tightness.
To get started we first introduce the α-Ford models with an infinite number of leaves in T2.
To do this, we consider the α-Ford tree with N leaves as a random element in the subspace
(1.3) TN2 :=
{
(T, c, µ) ∈ T2 : #lf(T, c) = N and µ =
1
N
∑
u∈lf(T,c)
δu
}
,
where lf(T, c) denotes the set of leaves. Then, using the consistency property of Ford models,
we can show that, for each α ∈ [0, 1], the sequence of such constructed random binary algebraic
measure trees converges to an element of Tcont2 , that we call α-Ford algebraic measure tree (with
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Figure 1. The 5 steps in constructing the α-Ford tree with 5 leaves.
infinite number of leaves). For α = 12 , we get the algebraic measure Brownian CRT, which is
the unique continuum random algebraic measure tree whose i.d.d. samples span uniform binary
trees. For α = 0, we call this tree the Kingman algebraic measure tree as it equals in law the
algebraic measure tree read off from the Kingman coalescent.
In statistical applications of phylogenies with edge lengths, it has been exploited that all
sufficient information about genealogies is contained in the lengths of subtrees spanned by a
finite sample. One such example is the Watterson estimator for the mutation rate of a neutral
population, which counts the number of segregating site that is often represented by the edge
lengths ([Wat75, BvH99]). In this paper we want to introduce with the sample subtree mass
distribution a similar statistics which is more suited for algebraic measure trees, for which a
priori edge lengths are not defined. For that, consider for a branch point v ∈ br(T ) the three
subtree components attached to v and denote for each u 6= v by Sv(u) the subtree component
that contains u ∈ T (see (2.3) below for a precise definition). For u = (u1, u2, u3) ∈ T
3, let
(1.4) η(u) :=
(
ηi(u)
)
i=1,2,3
:=
(
µ(Sc(u)(ui))
)
i=1,2,3
be the vector of the three masses of the components connected to c(u). We refer to its annealed
law as sample subtree mass distribution. It allows to distinguish between α-Ford models for
different α ∈ [0, 1]. For α = 1 it can be easily read off from the associated comb tree ([Win,
Proposition 1.6.8]). For α = 12 a more elaborate combinatorial argument shows that is equal to
the Dirichlet distribution with all parameter (12 ,
1
2 ,
1
2 ) (compare [Ald94, Theorem 2] or [LMW,
Proposition 5.2]). The case α = 0 is treated in Proposition 6.3 where we show that the sample
subtree mass distribution of the Kingman algebraic measure tree equals in distribution the
symmetrization of (B1,2B2,2, B1,2(1−B2,2), 1−B1,2), where B1,2 and B2,2 are independent Beta
distributed random variables with parameters (1, 2) and (2, 2), respectively.
An important ingredient for several algorithms that reconstruct cladograms from DNA data
are Markov chains that move through a space of finite trees (see, for example, [Fel03] for a
survey on Markov chain Monte Carlo algorithms in maximum likelihood tree reconstruction).
The present paper has a focus on the one-parameter family of Markov chains on the space Cm
of all m-cladograms which are related to the α-Ford model in the following way. Fix α ∈ [0, 1].
Rather than adding new leaves, we keep the number of leaves constant by first removing a leaf
picked uniformly at random and then inserting it into an edge chosen at random according to
the α-Ford weights. More detailed, for each pair (k, e) consisting of a leaf and an edge (other
than the edge adjacent to k) at rate 1, the Markov chain jumps from its current state t to t(k,e),
where the latter is obtained as follows (see Figures 2 and 3):
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Figure 2. At rate (1−α)m(m−1) and rate α(m−4) a) a leaf k and an external
respectively internal edge e are picked at random, and b) the edge adjacent to k
is taken away (leaving behind a branch point of degree 2).
• erase the unique edge (including the incident vertices) which connects k to the sub-tree
spanned by all leaves but k,
• split the remaining subtree at the edge e into two pieces, and
• reintroduce the above edge (including k and the branch point) at the split point.
We call this Markov chain the α-Ford chain on m-cladograms. One can easily check that
the α-Ford model is the stationary distribution, and that the α-Ford chain is symmetric if and
only if α = 12 . In the latter case the mixing and relaxation time has been studied in detail in
[Ald00, Sch01]. This case is therefore often referred to as the Aldous move or the Aldous chain
on cladograms. To see why the α-Ford chain is not symmetric for general α ∈ [0, 1], notice that
inserting a leaf at an edge creates a cherry leaf if and only if the edge was external. Therefore
the time reversed α-Ford chain picks at rate (1 − α) a pair consisting of a cherry leaf and an
edge, and at rate α a pair consisting of a non-cherry leaf and an edge at random, and inserts the
picked leaf at the chosen edge. The discrepancy βmα (t) between the total backward and forward
rate at the current state t is a potential which links the forward Xm,α and backward α-Ford
chain Y m,α via a Feynman-Kac duality: for all s, t ∈ Cm,
(1.5) Ps
({
Xm,αt = t
})
= Et
[
1s
(
Y m,αt
)
exp
( ∫ t
0
βmα (Y
m,α
s )ds
)]
(compare Proposition 4.1).
One of the main goals of this paper is to construct the diffusion limit of the α-Ford tree as
the number of leaves goes to infinity, and to provide analytic characterizations. In the case
α = 12 the existence of such a diffusion limit was conjectured by David Aldous in a seminar
held at the Field Institute in 1999 and had been listed on his open problem list since. Only
recently such a Aldous diffusion was constructed in two independent and different approaches
([FPRWb, FPRWd, FPRWc, FPRWa] versus [LMW]). We will here follow the approach of
[LMW] which relies on the notion of algebraic measure trees and the sample shape convergence,
and generalize their construction to all α ∈ [0, 1].
THE ALGEBRAIC α-FORD TREE UNDER EVOLUTION 5
........................................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
........................................................................ ..................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.......................................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.•
•
• •
•
•
•
••
◦•• •
•
• • •
•
•
e
k
........................................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
........................................................................ ..................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.......................................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.•k
•
•
• •
•
•
•
••
••• •
•
• • •
e
Figure 3. c) the two edges containing the branch point of degree 2 are identified
while the edge e gets opened, and d) the free edge gets shuffled there and reat-
tached.
Consider the operator Ωα acting on test functions of so-called sample shape polynomials
(1.6) Φm,t(χ) :=
∫
µ⊗m(du)1t(s(T,c)(u)),
with m ∈ N, χ = (T, c, µ) ∈ T2 and t ∈ Cm, as follows:
(1.7) ΩαΦ
m,t(χ) :=
∫
T
µ⊗m(du)Ω˜mα 1t(s(T,c)(u)),
where 1t plays the role of the test function for Ω˜
m
α , which denotes the generator of the α-Ford
Markov chain on the space of m-cladograms.
We state here our first main result. To do so, we identify as before an N -cladogram with an
element of TN2 by forgetting the leaf labels and adding the uniform distribution on the leaves.
That is, in what follows the α-Ford chain is a TN2 -valued Markov chain.
Theorem 1 (The well-posed martingale problem). Let α ∈ [0, 1] and P0 be a probability measure
on Tcont2 . For each N ∈ N, let X
N
0 ∈ T
N
2 and assume that X0 → χ, where χ is distributed
according to P0. Then the α-Ford chain X
N,α starting in XN0 converges weakly in Skorokhod path
space w.r.t. the sample shape convergence to a Tcont2 -valued Feller process X
α with continuous
paths.
Furthermore, Xα is the unique Tcont2 -valued Markov process (Xt)t≥0 such that P0 is the dis-
tribution of X0, and for all Φ ∈ D(Ωα), the process M := (Mt)t≥0 given by
(1.8) Mt := Φ(Xt)− Φ(X0)−
∫ t
0
ΩαΦ(Xs)ds
is a martingale.
We refer to the process from Theorem 1 as α-Ford diffusion, which is justified by the first part
of the theorem. We point out that the α-Ford diffusion is dual to the backward α-Ford chain
through the following Feynman-Kac-duality relation: for all m ∈ N and t ∈ Cm, the α-Ford
6 JOSUE´ NUSSBAUMER AND ANITA WINTER
diffusion X := ((Tt, ct, µt))t≥0 with initial law P0 = δχ, χ ∈ T
cont
2 , satisfies
(1.9) EXχ
[
Φm,t(Xt)
]
= EY
m
t
[
Φm,Y
m
t (χ) exp
( ∫ t
0
βmα (Y
m
s )ds
)]
,
where Y m := (Y mt )t≥0 is the α-Ford backward chain on m-cladograms started in Y
m
0 = t
(Proposition 5.3).
In order to provide representations of the sample subtree mass distribution for general α ∈
[0, 1], we extend this martingale problem as follows. We consider test functions of the following
form, called mass polynomials of degree 3: for f : [0, 1]3 → R continuous,
(1.10) Φf (T, c, µ) :=
∫
f
(
η(c(u))
)
µ⊗3(du),
where (T, c, µ) ∈ T2. One of the main results of [LW] is that Φ
f ∈ C(T2).
For all α ∈ [0, 1], we extend the domain of the operator Ωα to the set of mass polynomials Φ
f
with f twice continuously differentiable on [0, 1]. We then put
(1.11)
ΩαΦ
f (χ) =
∫
µ⊗3(du)
 3∑
i,j=1
ηi(δij − ηj)∂
2
ijf(η(u)) + (2− α)
3∑
i=1
(1− 3ηi)∂if(η(u))
+ (2− 3α)
3∑
i=1
(
f(ei)− f(η(u))
)
+
α
2
3∑
i 6=j=1
1ηi 6=0
ηi
(
f ◦ θi,j(η(u))− f(η(u))
)
+
α
2
3∑
i 6=j=1
(
1ηj=0 − 1ηi=0
)
∂if(η(u))

where θi,j : ∆2 → ∆2 denotes the migration operator on the two-simplex
(1.12) ∆2 := {x ∈ [0, 1]
3 : x1 + x2 + x3 = 1},
which sends the vector η to the vector where we subtract ηi from the ith entry (resulting in the
entry zero) and add it to the jth entry (resulting in ηi + ηj), and ei = (δij)i=1,2,3 is the ith unit
vector.
Our second main result is the following:
Theorem 2 (Extended martingale problem for subtree masses). Let α ∈ [0, 1] and X = (Xt)t≥0
be the α-Ford diffusion on Tcont2 . Then for all mass polynomials Φ
f with f ∈ C3([0, 1]), the
process Mf := (Mft )t≥0 given by
(1.13) Mft := Φ
f (Xt)− Φ
f (X0)−
∫ t
0
ΩαΦ
f (Xs)ds
is a martingale.
Applying the operator Ωα to test functions f
k : ∆3 → [0, 1], k = (k1, k2, k3) ∈ N
3, of the form
(1.14) f (k)(η) = ηk11 η
k2
2 η
k3
3 ,
THE ALGEBRAIC α-FORD TREE UNDER EVOLUTION 7
we obtain the following representation of the distribution of the subtree mass vector Xα∞ of the
α-Ford algebraic measure tree. Obviously, E[f (0,0,0)(Xα∞)] = 1 and
(1.15) E[f (1,0,0)(Xα∞)] = E[f
(0,1,0)(Xα∞)] = E[f
(0,0,1)(Xα∞)] =
1
3
,
for all α ∈ [0, 1]. Moreover, the following recursive relations hold:
Corollary 1.1 (Moments of subtree mass distribution of α-Ford). For all α ∈ [0, 1] and k ∈ N30,
(1.16)
E
[
f (k)(Xα∞)
]
=
1
(S + 3)(S + 2− 3α)
( 3∑
i=1
1{ki 6=0}(ki + 1)(ki − α)E
[
f (k−ei)(Xα∞)
]
+ (2− 3α)
(
1{k1 = k2 = 0}+ 1{k2 = k3 = 0}+ 1{k3 = k1 = 0}
)
+
α
2
3∑
i=1
1ki=0
3∑
j 6=i=1
kj∑
lj=1
(
kj
lj
)
E
[
f (k+(lj−1)ei−ljej)(Xα∞)
])
,
where S = k1 + k2 + k3.
Specifically, if α = 0, then for all k ∈ N30,
(1.17) E
[
fk
(
X0∞
)]
= 4
∏3
j=1 Γ(kj + 2)
Γ(S + 3)
∑
1≤i1<i2≤3
Γ(ki1 + ki2 + 1)
Γ(ki1 + ki2 + 4)
.
Outline. The rest of the paper is organized as follows. In Section 2 we introduce our state
space of algebraic measure trees and recall its most important properties from [LW]. In Section 3
we consider the static α-Ford model and show that the algebraic measure tree obtained from
the genealogy of a Kingman coalescent equals the (α = 0)-Ford model. In Section 4 we then
consider the α-Ford chain on cladograms with a fixed number of leaves and state the Feynman-
Kac duality relation to the time reversed chain. In Section 5 we construct the diffusion limit of
the α-Ford chain as the number of leaves goes to infinity as a solution of a well-posed martingale
problem. In Section 6 we extend this martingale problem to test functions which evaluate the
sample subtree mass distribution and derive our recursive relations for the moments of the
sample subtree mass distribution. We will get a more explicit representation for the sample
subtree mass distribution in case of the Kingman algebraic tree.
2. The state space: algebraic measure trees
In this section we introduce the state space. For that we rely on the framework of algebraic
measure trees, which was introduced in [LW]. All proofs can be found there. In order to focus
on the algebraic tree structure rather than the metric, the definition of a tree is based on axioms
on the map which sends any three points to their branch point.
Definition 2.1 (Algebraic tree). An algebraic tree is a non-empty set T together with a sym-
metric map c : T 3 → T satisfying the following:
(2pc) For all x1, x2 ∈ T , c(x1, x2, x2) = x2.
(3pc) For all x1, x2, x3 ∈ T , c(x1, x2, c(x1, x2, x3)) = c(x1, x2, x3).
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(4pc) For all x1, x2, x3, x4 ∈ t,
(2.1) c(x1, x2, x3) ∈ {c(x1, x2, x4), c(x1, x3, x4), c(x2, x3, x4)}.
We call c the branch point map. A tree isomorphism between two algebraic trees (Ti, ci), i = 1, 2,
is a bijective map φ : T1 → T2 such that for all x1, x2, x3 ∈ T1,
(2.2) φ(c1(x1, x2, x3)) = c2(φ(x1), φ(x2), φ(x3)).
For each point x ∈ T , we define an equivalence relation ∼x on T \ {x} such that for all
y, z ∈ T \ {x}, y ∼x z if and only if c(x, y, z) 6= x. For y ∈ T \ {x}, we denote by
(2.3) Sx(y) := {z ∈ T \ {x} : z ∼x y}
the equivalence class of y for this equivalence relation ∼x. We also call Sx(y) the component of
T \ {x} containing y. We introduce the following definitions to describe the tree structure of an
algebraic tree (T, c):
• a subtree of T is a set S ⊆ T such that c(S3) = S,
• the degree of x ∈ T is the number of components of T \ {x}, and we write deg(x) :=
#{Sx(y) : y ∈ T \ {x}},
• a leaf is a point u ∈ T such that deg(u) = 1, and we write lf(T ) for the set of leaves,
• a branch point is a point v ∈ T such that deg(v) ≥ 3, or equivalently such that v =
c(x1, x2, x3) for some x1, x2, x3 ∈ T \ {v}, and we denote by br(T ) the set of branch
points,
• for x, y ∈ T , we define the interval [x, y] as
(2.4) [x, y] := {z ∈ T : c(x, y, z) = z},
• and we say that {x, y} is an edge if x 6= y and [x, y] = {x, y}.
There is a natural Hausdorff topology on a given algebraic tree, namely the topology generated
by the set of all components Sx(y) with x 6= y, x, y ∈ T . We say that an algebraic tree (T, c) is
order separable if it is separable w.r.t. this topology and has at most countably many edges. We
further equip order separable algebraic trees with a probability measure on the Borel σ-algebra
B(T, c), which allows to sample leaves from the tree.
Definition 2.2 (Algebraic measure trees). A (separable) algebraic measure tree (T, c, µ) is an
order separable algebraic tree (T, c) together with a probability measure µ on B(T, c).
We say that two algebraic measure trees (Ti, ci, µi), i = 1, 2 are equivalent if there exist
subtrees Si ⊆ Ti with µi(Si) = 1, i = 1, 2 and a measure preserving tree isomorphism φ from
S1 onto S2, i.e. c2(φ(x), φ(y), φ(z)) = φ(c1(x, y, z)) for all x, y, z ∈ S1, and µ1 ◦ φ
−1 = µ2. We
define
(2.5) T := set of equivalence classes of algebraic measure trees.
With an abuse of notation, we will write χ = (T, c, µ) for the algberaic tree as well as the
equivalence class.
A first way to equip T with a topology is by associating an algebraic measure tree with a metric
measure tree in M the space of metric measure spaces, and define the convergence of algebraic
measure trees in T as the Gromov-weak convergence (compare, for example, [GPW09]) of these
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associated metric measure trees. We first need to define the metric measure tree associated to
an algebraic measure tree.
Definition 2.3 (branch point distribution). For an algebraic measure tree χ = (T, c, µ), the
branch point distribution on T is defined as
(2.6) ν(T,c,µ) := µ
⊗3 ◦ c−1,
and we associate χ with the metric measure tree (T, rµ, µ) ∈M, where we put for x, y ∈ T ,
(2.7) rµ(x, y) := νχ([x, y])−
1
2
νχ({x}) −
1
2
νχ({y}).
The choice of the metric rµ can be understood as follows: two points are close if the mass
branching off the line segment connecting them is small rather than if the length of this line
segment is small. We then say that a sequence of algebraic measure trees converges in the
branch point distribution distance Gromov-weak topology if the associated (through rµ) sequence
of metric measure trees converges Gromov-weakly.
Because cladograms are by definition binary, it is enough for the purpose of the present paper
to consider the subspace of T consisting of binary trees. More precisely, we consider the subspace
of binary algebraic measure trees with the property that the measure has atoms only (if at all)
on the leaves on the tree.
(2.8) T2 = {(T, c, µ) ∈ T : deg(v) ≤ 3 ∀v ∈ T, at(µ) ⊆ lf(T )},
where we write at(µ) for the set of atoms of µ. Under this extra condition, the notion of
Gromov-weak convergence with respect to rν is equivalent to a more combinatorial notion of
convergence. In contrast to the Gromov-weak convergence which relies on sample distance
matrices, this combinatorial notion make use of sample shapes. To introduce the latter, we first
extend our previous definition of cladograms as follows.
Definition 2.4 (m-cladogram). For m ∈ N, an m-labelled cladogram is a binary, finite tree
C = (C, c) consisting only of leaves and branch points together with a surjective labelling map
ζ : {1, ...,m} → lf(C). An m-cladogram (C, c, ζ) is an m-labelled cladogram such that ζ is also
injective.
We call two m-labelled cladograms (C1, c1, ζ1) and (C2, c2, ζ2) isomorphic if there exists a tree
isomorphism φ from (C1, c1) onto (C2, c2) such that ζ2 = φ ◦ ζ1. We then write
(2.9) Cm := {isomorphism classes of m-labelled cladograms}
and
(2.10) Cm := {(C, c, ζ) ∈ Cm : ζ injective}.
Note that an m-cladogram has exactly m leaves (and m − 2 branch points). An m-labelled
cladogram can have less than m leaves (and m− 2 branch points) if a leaf has multiple labels.
We next define the shape function, which allows to associate m ordered distinct leaves with
a unique m-cladogram.
Definition 2.5 (Shape function). For a binary algebraic tree (T, c), m ∈ N, and u1, ..., um ∈
T \ br(T ), there exists a unique (up to isomorphism) m-labelled cladogram
(2.11) s(T,c)(u1, ..., um) = (C, cC , ζ)
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u1 • •
• •
❆❆
❆❆
❆ •
❆❆❆❆❆
⑥⑥⑥⑥⑥
u1
❆❆
❆❆
u3
• u3 • u4 • • u4
u2
⑥⑥⑥⑥⑥
u2
⑥⑥⑥⑥⑥
Figure 4. A tree T and the shape s(T,c)(u1, u2, u3, u4). The cladogram is not
isomorphic to the subtree c({u1, u2, u3, u4}
3) because u3 ∈ [u1, u4].
with lf(C) = {u1, .., um} and ζ(i) = ui, such that the identity on lf(C) extends to a tree homo-
morphism π from C onto c({u1, ..., um}
3), i.e. for all i, j, k = 1, ...,m,
(2.12) π(cC(ui, uj , uk)) = c(ui, uj , uk).
We will refer to s(T,c)(u1, ..., um) ∈ Cm as the shape of u1, ..., um in (T, c) (compare with Fig-
ure 4).
We are now in a position to define the sample shape convergence.
Definition 2.6 (Sample shape convergence). A sequence (χN )N∈N of binary algebraic measure
trees (TN , cN , µN ) converges in sample shape to the algebraic measure tree (T, c, µ) if and only
if for UN1 , U
N
2 , ... i.i.d. of law µN , and U1, U2, ... i.i.d. of law µ, for all m ∈ N,
(2.13) s(TN ,cN )(U
N
1 , ..., U
N
m ) =⇒
N→∞
s(T,c)(U1, ..., Um).
Since for any m ∈ N the space of m-cladograms is finite, we have the following equivalence.
Proposition 2.7. Let (χN = (TN , cN , µN ))N∈N and χ = (T, c, µ) be in T2. Then (χN )N∈N
converges to χ w.r.t. the sample shape convergence if and only if for all m ∈ N and t ∈ Cm,
(2.14) µ⊗mN
({
(u1, ..., um) : s(TN ,cN )(u) = t
})
−→
N→∞
µ⊗m
({
(u1, ..., um) : s(T,c)(u) = t}
)
.
In what follows will consider α-Ford trees with N leaves as random algebraic measure tree
which belong to the following subspace:
(2.15) TN2 :=
{
(T, c, µ) ∈ T2 : #lf(T ) = N and µ =
1
N
∑
u∈lf(T )
δu
}
,
and let then N tend to infinity. The following proposition claims that the limit points are
elements in the following closed subspace:
(2.16) Tcont2 := {(T, c, µ) ∈ T2 : at(µ) = ∅} .
Proposition 2.8 (Approximations with Tcont2 ). Let χ ∈ T2. Then χ ∈ T
cont
2 if and only if there
exists for each N ∈ N a χN ∈ T
N
2 such that χN → χ in one and thus all of the equivalent notions
of convergence on T2 given above.
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Proposition 2.9 (Compactness and metrizability). T2 is a compact, metrizable space. More-
over, Tcont2 is a closed subspace of T2, and thus compact as well.
3. Static tree models
Relying on the notion of sample shape convergence in T2, we can construct random algebraic
measure trees by letting the number of leaves go to infinity in some finite tree models satisfying
a sampling consistency property. This is what we use here to construct the family of continuum
α-Ford algebraic measure trees, together with the fact that an m-cladogram can be seen as an
element of Tm2 .
Recall the construction of the α-Ford model on cladograms from Section 1. Recall also that
we get the Comb model when α = 1, the Uniform model when α = 12 , and the Yule model when
α = 0, which also corresponds to the Kingman tree (see Section A for a proof):
Proposition 3.1. For all m ∈ N, the random cladogram obtained from the Kingman m-
coalescent has the distribution of the (α = 0)-Ford model on m-cladograms.
Putting weight 1/m on each leaf and forgetting the labelling of the leaves, we can also define
a random algebraic measure tree in Tm2 . In order to distinguish m-cladograms and elements of
Tm2 , we use most of the time the letter N to describe the number of leaves of algebraic measure
trees.
From this construction, we thus have that, for each α ∈ [0, 1] and N ∈ N, the α-Ford model
defines a random algebraic measure tree in TN2 , that we denote by τ
α
N . The sequence (τ
α
N )N
takes values in the compact space T2. We can therefore show that the sequence is convergent by
proving that each convergent subsequence converges to the same limit. The uniqueness of limit
points results from the consistency property of the α-Ford models:
Definition 3.2 (Sampling consistency). Consider a family (TN , cN )N of random algebraic trees
such that (TN , cN ) has N leaves. For m ≤ N , let U1, ..., Um be a uniform random choice
of m distinct leaves of tN . We say that the family (tN )N is sampling consistent if for all
1 ≤ m ≤ N <∞, the algebraic tree associated with the shape
(3.1) s(TN ,cN )(U1, ..., Um)
has the same distribution as (Tm, cm).
It follows immediately from our notion of convergence that a sampling consistent family of
random binary algebraic trees together with the uniform distribution µN on lf(TN ) converges
weakly to a binary algebraic measure tree.
It has been shown in [For] through a combinatorial argument that the α-Ford models are
deletion stable. That is, the cladogram obtained by removing the leaf with label m from the
α-Ford tree withm leaves has the distribution of the α-Ford tree withm−1 leaves. Furthermore,
the last step of the construction of the α-Ford cladogram assures that we have exchangeability,
i.e. the resulting distribution on cladograms is symmetric under permutation of leaf labels. This
assures that the family (τN )N is sampling consistent and thus converges weakly in T2.
Definition 3.3 (α-Ford algebraic measure tree). The α-Ford algebraic measure tree is the
unique limit in T2 of the sequence (τ
α
N )N , where τ
α
N is the random algebraic measure tree in T
N
2
obtained from the random N -cladogram distributed according to the α-Ford model. We also give
the following names for some specific values of α:
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Figure 5. The comb tree with N leaves.
• α = 0: the Kingman algebraic measure tree,
• α = 12 : the algebraic measure Brownian CRT,
• α = 1: the Comb algebraic measure tree.
Note that as a consequence of Proposition 2.8, the α-Ford algebraic measure tree belongs
to Tcont2 . From its definition, we know the distribution of the shape sampled by m points of
the α-Ford algebraic measure tree for all α ∈ [0, 1]: its distribution is the α-Ford model on
m-cladograms.
In order to use subtree masses statistics for testing hypotheses, we need to characterize the
distribution of the vector of subtree masses for the α-Ford trees. More precisely, recall the
definition of the components Sv(u), u, v ∈ T , from (2.3) and for u = (u1, u2, u3) ∈ T
3, denote
by η(u) the vector of the µ-masses of the components of T \ {c(u)}, that is
(3.2) η(u) = (ηi(u))i=1,2,3 =
(
µ(Sc(u)(ui))
)
i=1,2,3
.
For the case α = 12 , it is known that the sample subtree masses of the algebraic measure
Brownian CRT is Dirichlet distributed (see [Ald94, Proposition 1], or [LMW, Proposition 5.2]
for a proof in the case of algebraic measure trees using a combinatorial argument). That is,
writing PCRT for the law of the algebraic measure Brownian CRT, we have, for all f : ∆2 → R
continuous bounded,
(3.3) ECRT
[∫
T 3
µ⊗3(du)f
(
η
(T,c,µ)
(u)
)]
=
∫
∆2
f(x)Dir
(
1
2
,
1
2
,
1
2
)
(dx),
where Dir(12 ,
1
2 ,
1
2) is the Dirichlet distribution.
In the case α = 1, we can also write the distribution in an explicit way.
Proposition 3.4 (comb tree). Let Beta(2, 2) be the beta distribution on [0, 1] and PComb the
law of the Comb algebraic measure tree. Then for all f : ∆2 → R continuous bounded,
EComb
[∫
T 3
µ⊗3(du)f
(
η
(T,c,µ)
(u)
)]
=
1
6
∑
pi∈S3
∫
[0,1]
f ◦ π∗(x, 1− x, 0)Beta(2, 2)(dx),
where S3 is the set of permutations of {1, 2, 3}, and for π ∈ S3, π
∗ : ∆2 → ∆2 is the induced
map π∗(x) = (xpi(1), xpi(2), xpi(3)).
The arguments used for α = 12 and α = 1 do not apply to any other α, and in particular not to
the Kingman case. However, we show in Section 6 that for each α ∈ [0, 1], the distribution of the
subtree masses for the α-Ford algebraic measure tree is invariant for a Wright-Fisher diffusion
with a mutation term and catastrophies. This allows to derive an explicit representation for the
Kingman algebraic measure tree.
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4. The α-Ford chain on fixed size cladograms
In this section, we introduce the α-Ford chain as a Markov chain on the space of cladograms
with a fixed number of leaves. For all α ∈ [0, 1], its generator is a linear interpolation between
the generator of the Aldous chain (α = 12) and the generator of what we call the Kingman chain
(α = 0). The α-Ford chain is dual to the Markov chain with reversed transition rates through
a Feynman-Kac duality relation. Finally we show that the α-Ford model is the stationary
distribution of the α-Ford chain.
For α ∈ [0, 1], recall from Section 1 that the α-Ford (forward) chain is a Markov chain on the
space Cm of m-cladograms, defined by the following transition rate: for a pair (k, e) consisting of
a leaf (label) and an external (resp. internal) edge not adjacent to k at rate 1−α (resp. α), the
Markov chain jumps from its current state t to t(k,e), which is obtained as follows (see Figures 2
and 3):
• erase the edge (including the incident vertices) which connects k to the subtree spanned
by all leaves but k.
• split the remaining subtree at the edge e into two pieces.
• reintroduce the above edge (including k and the branch point) at the split point.
The transition rates of the α-Ford (forward) chain are thus, for t, t′ ∈ Cm,
qmα (t, t
′) =
∑
k∈lf(t)
∑
e∈edge(t∧k)
(
(1− α)1ext-edge(t∧k)(e) + α1int-edge(t∧k)(e)
)
1t′(t
(k,e)),
where ext-edge(t) (resp. int-edge(t)) is the set of external edges of t (resp. internal edges), and
we introduced the notation
(4.1) t∧k ∈ Cm−1
to denote the (m−1)-cladogram obtained from t by deleting the leaf with label k (and relabelling
the labels j > k to j−1). The generator Ω˜mα of the α-Ford chain acts on all functions φ : Cm → R
as follows:
Ω˜mα φ(t) = (1− α)
∑
k∈lf(t)
∑
e∈ext-edge(t∧k)
(
φ(t(k,e))− φ(t)
)
+α
∑
k∈lf(t)
∑
e∈int-edge(t∧k)
(
φ(t(k,e))− φ(t)
)
.
We give the following names for specific values of α:
• α = 0: the Kingman (forward) chain with generator Ω˜mKin,
• α = 12 : the Aldous chain Ω˜
m
Ald,
• α = 1: the Comb (forward) chain Ω˜mComb.
Note that we have, for all α, β, γ ∈ [0, 1] with β 6= γ,
(4.2) Ω˜mα =
γ − α
γ − β
Ω˜mβ +
α− β
γ − β
Ω˜mγ ,
which implies that if some results including analytical representations and duality relations hold
for the β-Ford and γ-Ford chain for two particular choices of β, γ ∈ [0, 1] with β 6= γ then the
corresponding results can be obtained for the α-Ford chain for all choices of α ∈ [0, 1]. We
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Figure 6. An 8-cladogram with 6 cherries.
therefore need to understand the model only for two different values of α ∈ [0, 1]. For α = 12 the
model is the Aldous chain which was studied in detail in [LMW]. In this paper we choose α = 0
as the second value and exploit the following relation:
(4.3) Ω˜mα = (1− 2α)Ω˜
m
Kin + 2αΩ˜
m
Ald.
We are also interested in the backward Markov chain, i.e. the Markov chain with reversed
transition rates
(4.4) qmα↓(t
′, t) := qmα (t, t
′).
To describe this chain through its generator, notice that after modifying the cladogram t ac-
cording to the forward chain, we can go back by a similar move: picking a leaf and inserting it
to a given edge. But in this case, the rates for a pair (k, e) will be different depending on the
position of the leaf (not of the edge) in the tree. Consider for example the Kingman chain with
α = 0. Since we choose any leaf and put it to an external edge in the forward chain, the edge
we pick for the reverse move can be any edge (not only external edge), but the leaf we pick has
to be a cherry. We call pair of cherries a pair of leaves which are both adjacent to the same
internal branch point, and we call cherry a leaf that belongs to a pair of cherries (Fig. 6). We
write
(4.5) ch-lf(t) ⊂ lf(t)
for the set of cherries.
Thus, the generator Ω˜m
α↓
of the α-Ford backward chain acts on functions φ : Cm → R as
follows:
(4.6)
Ω˜mα↓φ(t) := (1− α)
∑
k∈ch-lf(t)
∑
e∈edge(t∧k)
(
φ(t(k,e))− φ(t)
)
+α
∑
k/∈ch-lf(t)
∑
e∈edge(t∧k)
(
φ(t(k,e))− φ(t)
)
.
Note that the α-Ford chain is symmetric if and only if α = 12 (Aldous chain).
We have the following relation between Ω˜mα and Ω˜
m
α↓
:
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Proposition 4.1 (Feynman-Kac duality). Let Xm,α = (Xm,αt )t≥0 be the α-Ford forward chain
and Y m,α = (Y m,αt )t≥0 the backward chain. Then for all t, s ∈ Cm,
(4.7) Es [1t(X
m,α
t )] = Et
[
1s(Y
m,α
t ) exp
(∫ t
0
βmα (Y
m,α
s )ds
)]
,
where βmα (t) := (1 − 2α)
(
#(ch-lf(t))(2m − 5) −m(m − 1)
)
. The second factor in βmα (t) is the
difference between the number of possible moves for the Kingman backward and forward chains.
Proof. For m ∈ N and t, t′ ∈ Cm, we write H(t
′, t) := 1{t′ = t}. We claim that
(4.8) Ω˜mαH(·, t)(t
′) = Ω˜mα↓H(t
′, ·)(t) + βmα (t)H(t
′, ·)(t),
which is true for α = 12 , since the Aldous chain is symmetric and β
m
1
2
(t) = 0 for all t. In the case
α = 0 we have,
Ω˜mKinH(·, t)(t
′)− Ω˜m
Kin↓
H(t′, ·)(t)
=
∑
k∈lf(t′)
∑
e∈ext-edge(t′
∧k
)
(
1t(t
′(k,e))− 1t(t
′)
)
−
∑
l∈ch-lf(t)
∑
f∈edge(t∧l)
(
1t′(t
(l,f))− 1t′(t)
)
= −
∑
k∈lf(t′)
∑
e∈ext-edge(t′
∧k
)
1t(t
′) +
∑
l∈ch-lf(t)
∑
f∈edge(t∧l)
1t′(t)
= βm0 (t)1t′(t),
where for the second equality we used that if there exists one forward move to go from t′ to t,
then there exists one backward move to go from t to t′, and reciprocally. And if this is the case,
then both moves are unique.
Using (4.3) and an analogous relation for backward chains, we have (4.8). The result then
follows by [EK86, Lemma 4.4.11, Corollary 4.4.13] 
We have defined a family of Markov chains on a finite state space. For all α ∈ [0, 1), the chain
is irreducible recurrent and thus has a unique invariant distribution. But the following result
stills holds for α = 1.
Proposition 4.2. For all α ∈ [0, 1] and m ∈ N, the α-Ford model on m-cladograms is the
unique invariant distribution of the α-Ford (forward) chain. In particular, for all φ : Cm → R,
(4.9)
∑
t∈Cm
P˜
α,m
Ford(t)Ω˜
m
α φ(t) = 0,
where P˜α,mFord denotes the law of the α-Ford model on m-cladograms.
Proof. Let α ∈ [0, 1]. We need only to prove the result for φ of the form 1t′ with t
′ ∈ Cm. Thus,
we can rewrite (4.9) as follows
(4.10) m(m− 1− 3α)P˜α,mFord(t
′) =
∑
t∈Cm
P˜
α,m
Ford(t)q
m
α (t, t
′).
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Writing Xm for the random m-cladogram distributed according to the α-Ford model, we want
to prove the equality:
(4.11) m(m− 1− 3α)P(Xm = t′) =
∑
t∈Cm
P(Xm = t)qmα (t, t
′).
For the right-hand side of the equation, we use the consistency property of the α-Ford model.
We have
(4.12)∑
t∈Cm
P(Xm = t)qmα (t, t
′)
=
∑
t∈Cm
P(Xm = t)
∑
k∈lf(t)
(1− α) ∑
e∈ext-edge(t∧k)
1t′(t
(k,e)) + α
∑
e∈int-edge(t∧k)
1t′(t
(k,e))

=
m∑
k=1
∑
t∈Cm
t∧k=t
′
∧k
P(Xm = t)
(1− α) ∑
e∈ext-edge(t∧k)
1t′(t
(k,e)) + α
∑
e∈int-edge(t∧k)
1t′(t
(k,e))
 ,
because if 1t′(t
(k,e)) = 1, then t∧k = t
′
∧k. Now, if t∧k = t
′
∧k, then there exists e ∈ ext-edge(t∧k)
such that 1t′(t
(k,e)) = 1 only if k ∈ ch-lf(t). In this case, the edge e is unique. The same still
holds for internal edges and non-cherry leaves. Furthermore, due to the consistency property of
the α-Ford model, we can write P((Xm)∧k = t
′
∧k) = P(X
m−1 = t′∧k). Therefore,
(4.13)
∑
t∈Cm
P(Xm = t)qmα (t, t
′) =
m∑
k=1
P(Xm−1 = t′∧k)
(
(1− α)1{k∈ch-lf(t′)} + α1{k/∈ch-lf(t′)}
)
.
For the left-hand side of equation (4.11), we use that we can obtain an m-cladogram with
distribution the α-Ford model as follows:
• take an (m− 1)-cladogram z with distribution the α-Ford model,
• pick an edge e of z randomly according to the weights of the α-Ford model,
• insert a leaf labelled k together with an edge at e, and denote this new m-cladogram by
ze,
• apply a uniform permutation σ to the leaf labels of ze. We write σ(ze) for the new
m-cladogram.
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Therefore, writing Sm for the set of permutations of {1, ...,m},
(4.14)
P(Xm = t′) =
∑
z∈Cm−1
P(Xm−1 = z)
1
m!
∑
σ∈Sm
1
m− 1− 3α
×
(1− α) ∑
e∈ext-edge(z)
1t′(σ(z
e)) + α
∑
e∈int-edge(z)
1t′(σ(z
e))

=
∑
z∈Cm−1
P(Xm−1 = z)
1
m
m∑
k=1
1
(m− 1)!
∑
σ∈Sm
σ(m)=k
1t′∧k(σ|{1,...,m−1}(z))
m− 1− 3α
×
(1− α) ∑
e∈ext-edge(z)
1t′(σ(z
e)) + α
∑
e∈int-edge(z)
1t′(σ(z
e))
 .
We used that if σ ∈ Sm is such that σ(m) = k and 1t(σ(z
e)) = 1, then (σ(ze))∧k = σ|{1,...,m−1}(z).
Now, as for the right-hand side, if σ(m) = k and σ|{1,...,m−1}(z) = t∧k, then there exists e ∈
ext-edge(z) such that 1t(σ(z
m,e)) = 1 only if k ∈ ch-lf(t). In this case, the edge e is unique, and
this also holds for internal edges and non-cherry leaves. Thus we have
P(Xm = t′) =
1
m
m∑
k=1
1
(m− 1)!
∑
σ∈Sm
σ(m)=k
∑
z∈Cm−1
P
(
σ|{1,...,m−1}(X
m−1) = σ|{1,...,m−1}(z)
)
× 1t′∧k(σ|{1,...,m−1}(z))
(1 − α)1{k∈ch-lf(t′)} + α1{k/∈ch-lf(t′)}
m− 1− 3α
=
1
m
m∑
k=1
1
(m− 1)!
∑
σ∈Sm
σ(m)=k
P(Xm−1 = t′∧k)
(1− α)1{k∈ch-lf(t′)} + α1{k/∈ch-lf(t′)}
m− 1− 3α
=
1
m
m∑
k=1
P(Xm−1 = t′∧k)
(1− α)1{k∈ch-lf(t′)} + α1{k/∈ch-lf(t′)}
m− 1− 3α
,
where the second equality results again from the consistency property of the α-Ford model. This
gives (4.11), and thus the result. 
A binary tree in TN2 can be seen as an N -cladogram with the uniform measure on leaves, and
without leaf labels. Therefore, we can consider all the above Ford chains on TN2 and we denote
in this case the generators by Ω instead of Ω˜. For example, ΩNα is the generator of the α-Ford
forward chain on TN2 . Using this idea, we let the number of leaves go to infinity and study the
diffusion limit.
5. The α-Ford chain in the diffusion limit
When the state space is finite, a Markov chain is well-defined by its generator. But we
now want to consider the diffusion approximation of the Ford chains on TN2 as the number
of leaves N goes to infinity. As it is, we show here that the generators (ΩNα )N converge in a
uniform way and that the martingale problem associated to the limit generator is well posed. To
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prove the uniqueness of the solution of the martingale problem, we use a Feynman-Kac duality
result. Furthermore, the unique solution has continuous paths in Tcont2 , which we call the α-Ford
diffusion. Finally we show that the α-Ford algebraic measure tree is an invariant distribution.
We introduce here the operator which is the limit of the generators (ΩNα )N (see Proposition
5.3). To define it, we use shape polynomials as test functions. Recall that s(T,c)(u) denotes the
shape spanned by m points u = (u1, ..., um) sampled from the tree (T, c).
Definition 5.1 (Shape polynomials). A shape polynomial is a linear combination of functions
Φm,t : T2 → R of the form
(5.1) Φm,t(χ) := µ⊗m(s−1(T,c)(t)) =
∫
Tm
µ⊗m(du)1t(s(T,c)(u)),
where χ = (T, c, µ), m ∈ N and t ∈ Cm. We write Πs for the set of all shape polynomials.
In other words, for t ∈ Cm and χ = (T, c, µ), Φ
m,t(χ) describes the probability that the
cladogram obtained by m points sampled from T w.r.t. µ is the cladogram t.
The set Πs is an algebra. With Proposition 2.7, it is contained in the space C(T2) of continuous
functions and it separates the points of T2. Therefore, since T2 is compact by Proposition 2.9,
it is dense in C(T2) by the theorem of Stone-Weierstrass.
Since the infinite trees we consider are limits as N → ∞ of trees in TN2 , Proposition 2.8
provides that we can limit our work to binary algebraic measure trees in Tcont2 . Now consider
m ∈ N and t ∈ Cm \ Cm. Then if s(T,c)(u1, ..., um) = t for some χ = (T, c, µ) ∈ T
cont
2 , we have
that u1, ..., um are not distinct, so that Φ
m,t(χ) = 0 because at(µ) = ∅. For this reason, we will
limit the domain of the operator of the α-Ford forward chain D(Ωα) to shape polynomials using
m-cladograms instead of m-labelled cladograms:
(5.2) D(Ωα) := span{Φ
m,t : m ∈ N, t ∈ Cm},
which is also dense in C(T2).
We can now define the operator Ωα which acts on shape polynomials as follows:
(5.3) ΩαΦ
m,t(χ) :=
∫
T
µ⊗m(du)Ω˜mα 1t(s(T,c)(u)),
where 1t plays the role of the test function for Ω˜
m
α . We can then extend this definition by linearity
to D(Ωα). Here again, we denote Ωα by ΩKin, ΩAld, ΩComb when α = 0,
1
2 , 1 respectively, and
we note that we have, for all α ∈ [0, 1],
(5.4) Ωα = (1− 2α)ΩKin + 2αΩAld,
which we will use recurrently for the proofs.
Proposition 5.2. For all Φ ∈ D(Ωα), we have ΩαΦ ∈ D(Ωα). In particular,
(5.5) (Φ,ΩαΦ) ∈ C(T2)× C(T2).
Proof. For Φ ∈ D(Ωα), Φ and ΩαΦ are shape polynomials, hence continuous by definition of
sample shape convergence. 
To prove the existence, we will want to use, as in [LMW], an argument similar to [EK86,
Lemma 4.5.1]. For this, we use that Ωα is the limit of generators which each defines a martingale
problem with solutions. This limit is uniform in the following sense:
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Figure 7. A finite algebraic tree (T, c) and the extended tree (T , c).
Proposition 5.3 (Convergence of generators). Let α ∈ [0, 1]. For all Φ ∈ D(Ωα), we have
(5.6) lim
N→∞
sup
χ∈TN2
∣∣ΩNα Φ(χ)− ΩαΦ(χ)∣∣ = 0.
Proof. Since the result was shown by [LMW] for the Aldous case α = 12 , and using (5.4), we
need only to show it for the Kingman case α = 0.
Consider Φ ∈ D(Ωα). By linearity, we can assume w.l.o.g. that Φ = Φ
m,t for some m ∈ N
and t ∈ Cm. If m = 1, 2, 3, there is only one cladogram in Cm, so that Φm,t is constant on
TN2 , for each N ∈ N. Therefore, Ω
N
KinΦ
m,t(χ) = 0 for all χ ∈ TN2 , and the convergence holds
since ΩKinΦ
m,t also equals to zero for m = 1, 2, 3. Thus, we suppose m ≥ 4. Fix N ∈ N and
χ = (T, c, µ) ∈ TN2 . We write
(5.7) ǫ :=
1
N
.
We extend the algebraic tree to allow for potential new branch points and new leaves due to
the chain moves on binary trees. To this end, for each edge e ∈ edge(T, c), we introduce two
additional points xe, ye, i.e., we consider
(5.8) T = T ∪
⋃
e∈edge(T,c)
{xe, ye},
and extend c to c : T
3
→ T which is uniquely defined as follows (Fig. 7). (T , c) is an algebraic
tree such that for e = {a, b} ∈ edge(T, c), we have xe ∈ [a, b] in (T , c), and
(5.9) c(ye, xe, z) = xe, ∀z ∈ T \ {ye}.
For k ∈ {1, ...,m} and x ∈ T , let θk,x : T
m → T
m
be the replacement operator which replaces
the kth-coordinate by x. For χ = (T, µ) = (T , µ) and (x, e) ∈ lf(T, c) × ext-edge(T, c), we write
χ(x,e) the binary algebraic measure tree obtained by the chain move with z, i.e.,
(5.10) χ(x,e) := (T , c, µ+ ǫδye − ǫδx).
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The difference between sampling with the new and old measure is given by
(5.11)
(µ + ǫδye − ǫδx)
⊗m − µ⊗m
= ǫ
m∑
k=1
µ⊗(k−1) ⊗ (δye − δx)⊗ µ
⊗(m−k)
+ ǫ2
∑
1≤k<j≤m
µ⊗(k−1) ⊗ (δye − δx)⊗ µ
⊗(j−1) ⊗ (δye − δx)⊗ µ
⊗(m−j−k) + µ˜
= ǫ
m∑
k=1
(µ⊗m ◦ θ−1k,ye − µ
⊗m ◦ θ−1k,x)− ǫ
2
m∑
j 6=k=1
µ⊗m ◦ θ−1k,ye ◦ θ
−1
j,x + µ˜,
where µ˜ is a signed measure on T
m
with µ˜{(u1, ..., um) : u1, ..., um distinct} = 0. But since
t ∈ Cm, the leaf labels are distinct. Thus,
(5.12) ΩNKinΦ
m,t(χ) =
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
(Φm,t(χ(x,e))− Φm,t(χ)) =:
m∑
k=1
Ak −
m∑
k 6=j=1
Bk,j,
with
(5.13) Ak = ǫ
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
∫
Tm
µ⊗m(du)
(
1t(s(T ,c)(θk,yeu))− 1t(s(T ,c)(θk,xu))
)
,
and
(5.14) Bk,j = ǫ
2
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
∫
Tm
µ⊗m(du)1t(s(T ,c)(θk,ye ◦ θj,xu)).
Recall the notation t∧k ∈ Cm−1 for the (m−1)-cladogram obtained from t by deleting the leaf
with label k (and relabelling the labels j > k to j−1), i.e., if t = s(T ,c)(u), then t∧k = s(T ,c)(u∧k)
with u∧k = (u1, ..., uk−1, uk+1, ..., um).
Furthermore, for u ∈ Tm, we define
(5.15) Et,k(u) = {v ∈ T : s(T ,c)(θk,vu) = t}.
Note that Et,k(u) does not depend on uk and that Et,k(u) 6= ∅ only if t∧k = s(T ,c)(u∧k). In this
case, t∧k = s(T ,c)(u∧k) ”corresponds” to an edge of t∧k. Let
(5.16) ν := ǫ
∑
e∈ext-edge(T,c)
δye
be the uniform distribution on {ye : e ∈ ext-edge(T, c)}. By Fubini’s theorem, we have that
(5.17)
Ak =
∫
Tm
µ⊗m(du)
 ∑
e∈ext-edge(T,c)
1t(s(T ,c)(θk,yeu))−
∑
x∈lf(T,c)
1t(s(T ,c)(θk,xu))

= ǫ−1
∫
Tm
µ⊗m(du)(ν(Et,k(u))− µ(Et,k(u)))
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and
(5.18)
Bk,j = ǫ
∑
e∈ext-edge(T,c)
∫
T
µ(dx)
∫
Tm
µ⊗m(du)1t(s(T ,c)(θk,ye ◦ θj,xu))
= ǫ
∫
Tm
µ⊗m(du)
∑
e∈ext-edge(T,c)
1t(s(T ,c)(θk,yeu))
=
∫
Tm
µ⊗m(du)ν(Et,k(u))
To go further in the calculation of Ak and Bk,j, we want to find a relation between ν(Et,k(u))
and µ(Et,k(u)). To have Et,k(u) 6= ∅ we need s(T ,c)(u∧k) = t∧k. If it is the case, Nν(Et,k(u)) and
Nµ(Et,k(u)) are respectively given by the number of external edges and the number of leaves
”between” two specific points zk,t,T , z
′
k,t,T ∈ T which correspond through s(T ,c) to the vertices in
t that are neighbours of j where j is such that {j, k} is an edge of t (see Fig. 8). For z, z′ ∈ T ,
#{e ∈ ext-edge(T, c) : c(ye, z, z
′) ∈ (z, z′)}
= #{x ∈ lf(T, c) : c(x, z, z′) ∈ (z, z′)}+ 1lf(T )(z) + 1lf(T )(z
′),
since if z ∈ lf(T ), the edge adjacent to z is included in the left-hand side of the inequality but
z is not included in the right-hand side and the same holds for z′.
Therefore, we need to distinguish cases depending on the position of k in t, i.e. whether it is
a cherry or not. Recall that m ≥ 4. If k /∈ ch-lf(t), then zk,t,T , z
′
k,t,T /∈ lf(T ), so that
(5.19) ν(Et,k(u)) = µ(Et,k(u))
and
(5.20)
Ak = 0,
Bk,j = Φ
m,t(χ).
If k ∈ ch-lf(t), then exactly one of zk,t,T and z
′
k,t,T is in lf(T ), such that
(5.21) Nν(Et,k(u))−Nµ(Et,k(u)) = 1t∧k(s(T ,c)(u∧k))
and
(5.22)
Ak = Φ
m−1,t∧k(χ),
Bk,j = Φ
m,t(χ) + ǫΦm−1,t∧k(χ).
Therefore, for m ≥ 4, we have
(5.23) ΩNKinΦ
m,t(χ) =
∑
k∈ch-lf(t)
(
Φm−1,t∧k(χ)− ǫ(m− 1)Φm−1,t∧k(χ)
)
−m(m− 1)Φm,t(χ).
Since
(5.24)
∣∣∣∣∣∣
∑
k∈ch-lf(t)
ǫ(m− 1)Φm−1,t∧k(χ)
∣∣∣∣∣∣ ≤ ǫm(m− 1),
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Figure 8. Here, m = 6, k = 3, with T on the top left side and t on the top
right side. We have that t∧3 = s(T ,c)(u∧3), and u2 ∈ {zk,t,T , z
′
k,t,T }, so that
1lf(T )(zk,t,T ) + 1lf(T )(z
′
k,t,T ) = 1.
goes to 0 as N →∞, we focus on the two other terms. We have∑
k∈ch-lf(t)
Φm−1,t∧k(χ) =
∫
Tm
µ⊗m(du)
∑
k∈ch-lf(t)
1t∧k(s(T,c)(u∧k)).
For u ∈ Tm, we have s(T,c)(u∧k) = t∧k if and only if there is an edge e of t∧k such that
s(T,c)(u) = t
(k,e), where t(k,e) is the m-cladogram obtained by inserting a leaf with label k at the
edge e in t∧k (and relabelling the labels j ≥ k to j + 1). If such an edge e exists, it is unique,
and we have
(5.25) 1t∧k(s(T,c)(u∧k)) =
∑
e∈edge(t∧k)
1
t(k,e)
(s(T,c)(u)).
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Recall (4.6) the generator Ω˜m
Kin↓
of the backward Kingman chain. By linearity, we have
(5.26)∑
k∈ch-lf(t)
Φm−1,t∧k(χ) =
∫
Tm
µ⊗m(du)
∑
k∈ch-lf(t)
∑
e∈edge(t∧k)
1s(T,c)(u)(t
(k,e))
=
∫
Tm
µ⊗m(du)
(
Ω˜m
Kin↓
1s(T,c)(u)(t) + #(ch-lf(t))#edge(t∧k)1s(T,c)(u)(t)
)
.
With the notation βm0 (t) := #(ch-lf(t))(2m − 5)−m(m− 1), we have
(5.27)
ΩNKinΦ
m,t(χ) =
∫
Tm
µ⊗m(du)
(
Ω˜m
Kin↓
1s(T,c)(u)(t) + β
m
0 (t)1s(T,c)(u)(t)
)
+
∑
k∈ch-lf(t)
ǫ(m− 1)Φm−1,t∧k(χ).
Finally, using the relation between the Kingman forward and backward chains stated in (4.8)
with α = 0,
ΩNKinΦ
m,t(χ) =
∫
Tm
µ⊗m(du)Ω˜mKin1t(s(T,c)(u)) +
∑
k∈ch-lf(t)
ǫ(m− 1)Φm−1,t∧k(χ)
=ΩKinΦ
m,t(χ) +
∑
k∈ch-lf(t)
ǫ(m− 1)Φm−1,t∧k(χ),
where the last term goes to 0 as N → ∞ uniformly over all χ ∈ TN2 . We thus have the result
for all m ≥ 4. 
We can now deduce from this convergence the two following results.
Corollary 5.4 (The limiting martingale problem). Let α ∈ [0, 1]. Let (χN )N∈N be a sequence
of random binary algebraic measure trees with χN ∈ T
N
2 , such that
(5.28) χN ⇒ χ, as N →∞,
where χ is a random tree in Tcont2 with distribution P0. Let X
n := (XNt )t≥0 be the α-Ford
forward chain started in χN . Then the sequence (X
N )N∈N is tight in DT2 , and any limit point
(Xt)t≥0 has continuous paths in T
cont
2 and satisfies the (Ωα,D(Ωα), P0)-martingale problem.
Corollary 5.5 (Existence of a solution). Let α ∈ [0, 1]. For any probability measure P0 on T
cont
2
there exists a solution in CTcont2 (R+) to the (Ωα,D(Ωα), P0)-martingale problem.
To prove the uniqueness of the solution for the martingale problem, we will use a result of
duality which appeared in the proof of Proposition 5.3. We claim that we have a duality between
a diffusion and a Markov chain on a finite state space: the dual of the α-Ford diffusion is the
dual α-Ford Markov chain, that is, the backward chain.
Proposition 5.6 (Feynman-Kac duality). Let α ∈ [0, 1]. Let P0 be a probability measure
on Tcont2 , let X := ((Tt, ct, µt))t≥0 be a solution to the (Ωα,D(Ωα), P0)-martingale problem in
DTcont2 (R+). For m ∈ N and t ∈ Cm, we denote by Y
m := (Y mt )t≥0 the α-Ford backward chain
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on Cm-cladograms started in Y
m
0 = t. Then if Y
m is independent of X,
(5.29) EXP0
[
Φm,t(Xt)
]
=
∫
Tcont2
E
Y m
t
[
Φm,Y
m
t (χ) exp
(∫ t
0
βmα (Y
m
s )ds
)]
P0(dχ),
where βmα (t) = (1− 2α) (#(ch-lf(t))(2m − 5)−m(m− 1)).
Proof. Consider m ∈ N. For χ = (T, c, µ) ∈ Tcont2 and t ∈ Cm, we define f(χ, t) := Φ
m,t(χ).
With this notation and using (4.8), we can write
Ωαf(·, t)(χ) :=
∫
Tm
µ⊗m(du)Ω˜mα 1t(s(T,c)(u))
=
∫
Tm
µ⊗m(du)
(
Ω˜mα↓1s(T,c)(u)(t) + β
m
α (t)1s(T,c)(u(t)
)
=Ω˜mα↓
(∫
Tm
µ⊗m(du)1s(T,c)(u)
)
(t) + βmα (t)Φ
m,t(χ)
=Ω˜mα↓f(χ, ·)(t) + β
m
α (t)f(χ, t).
The result then follows by [EK86, Lemma 4.4.11] and [EK86, Corollary 4.4.13]. 
Proposition 5.7 (Uniqueness of the martingale problem). Let α ∈ [0, 1]. For all proba-
bility measures P0 on T
cont
2 , uniqueness holds for the (Ωα,D(Ωα), P0)-martingale problem in
DTcont2 (R+).
Summing up the results of Corollaries 5.4 and 5.5, and Proposition 5.7, we have shown
Theorem 1. The following result gives the existence of an invariant distribution, namely the
α-Ford algebraic measure tree.
Proposition 5.8. Let α ∈ [0, 1]. The α-Ford algebraic measure tree is an invariant distribution
of the α-Ford diffusion, that is, for all m ∈ N and t ∈ Cm,
(5.30)
∫
Tcont2
P
α
Ford(dχ)ΩαΦ
m,t(χ) = 0,
where PαFord is the law of the α-Ford algebraic measure tree on T
cont
2 .
Proof. We fix m ∈ N and t ∈ Cm. We have that
(5.31) EαFord
[
Φm,t(χ)
]
= EαFord
[
µ⊗m{u : s(T,c)(u) = t}
]
= P˜α,mFord(t),
where P˜α,mFord denotes the law of the α-Ford model on m-cladograms. Therefore∫
Tcont2
P
α
Ford(dχ)ΩαΦ
m,t(χ) =
∫
Tcont2
P
α
Ford(dχ)
∫
Tm
µ⊗m(du)Ω˜mα 1t(s(T,c)(u))
=
∫
Cm
P˜
α,m
Ford(dy)Ω˜
m
α 1t(y) = 0,
since the α-Ford model on m-cladograms is the invariant distribution of the α-Ford chain. 
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A natural question to ask is then whether the α-Ford diffusion converges toward the α-Ford
invariant distribution, for any initial distribution. This result would give in the same time the
uniqueness of the invariant distribution. However, the difficulty to show this result come from
the exponential term in the duality equation (5.29) and therefore it remains an open question.
6. Application on sample subtree masses
In this section we are interested in the infinitesimal evolution of the law of the vector of
subtree masses under the α-Ford diffusion. Recall the definition of the subtree masses η(u) for
u = (u1, u2, u3) ∈ T
3, that is,
(6.1) η(u) = (ηi(u))i=1,2,3 =
(
µ(Sc(u)(ui))
)
i=1,2,3
.
Recall also from (1.10) that for mass polynomials of degree 3
(6.2) Φf (χ) =
∫
T 3
µ⊗3(du)f
(
η(u)
)
where f ∈ C2([0, 1]3) and χ = (T, c, µ) ∈ T2, we extend the generator of the α-Ford diffusion by
defining
ΩαΦ
f (χ) =
∫
µ⊗3(du)
 3∑
i,j=1
ηi(δij − ηj)∂
2
ijf(η(u)) + (2− α)
3∑
i=1
(1− 3ηi)∂if(η(u))
+
α
2
3∑
i 6=j=1
1ηi 6=0
ηi
(
f ◦ θi,j(η(u))− f(η(u))
)
+
α
2
3∑
i 6=j=1
(
1ηj=0 − 1ηi=0
)
∂if(η(u))
+(2− 3α)
3∑
i=1
(
f(ei)− f(η(u))
))
.
Proposition 6.1. Let α ∈ [0, 1]. For all test functions Φf of the form (6.2) with f : [0, 1]3 → R
twice continuously differentiable,
(6.3) lim
N→∞
sup
χN∈T
N
2
∣∣∣ΩNα Φf (χ)− ΩαΦf (χ)∣∣∣ = 0.
Proof. The result has already been proved by [LMW] for the Aldous case α = 12 so it is enough
to show it for the Kingman case. Consider f ∈ C2([0, 1]3), and recall the notations introduced
in the proof of Proposition 5.3. For each permutation π of {1, 2, 3}, define π∗ : ∆3 → ∆
3 by
π∗(η) = (ηpi(1), ηpi(2), ηpi(3)). Since Φ
f = Φf◦pi∗ and ΩKinΦ
f = ΩKinΦ
f◦pi∗ for every permutation
of {1, 2, 3}, we may and do assume w.l.o.g. that f is symmetric.
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Let t be the only 3-cladogram. Since at(µ) = ∅, we can introduce a term 1t
(
s(T,c)(u)
)
, which
we do for later purpose. We thus have
ΩNKinΦ
f (χ) =ΩNKin
∫
T 3
µ⊗3(du)1t
(
s(T,c)(u)
)
f
(
η
χ
(u)
)
:=
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
(∫
T
3
(µz)⊗3(du)1t
(
s(T ,c)(u)
)
f
(
η
χ(x,e)
(u)
)
−
∫
T 3
µ⊗3(du)1t
(
s(T,c)(u)
)
f
(
η
χ
(u)
))
=
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
(∫
T
3
((µz)⊗3 − µ⊗3)(du)1t
(
s(T ,c)(u)
)
f
(
η
χ(x,e)
(u)
))
+
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
(∫
T 3
µ⊗3(du)
(
f(η
χ(x,e)
(u))− f(η
χ
(u))
))
=:∆µ +∆f .
The term ∆f appears when the measure µ is left unchanged, but there is change in the three
masses. It gives the Wright-Fisher term. To see this, fix u ∈ T 3. We abbreviate ηi = ηi(u)
as long as u is fixed. We denote the components of T \ {c(u)} by Si, i = 1, 2, 3, ordered such
that ηi = µ(Si). For all z = (x, e) ∈ Kin
↑(T, c) with x ∈ Si and e ∈ Sj, we have by a Taylor
expansion that
(6.4) f(η
χ(x,e)
(u))− f(η
χ
(u)) =
(
ǫ(∂j − ∂i) +
ǫ2
2
(∂2ii + ∂
2
jj − 2∂
2
ij))
)
f(η) + o(ǫ2),
and the o(ǫ2)-term is uniform in the binary trees with N leaves as N →∞. Now summing over
all z ∈ Kin↑(T, c), we have∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
(
f(η
χ(x,e)
(u))− f(η
χ
(u))
)
=
2m−3∑
i 6=j=1
ηi
ǫ
ηj
ǫ
ǫ
(
(∂j − ∂i +
ǫ
2
(∂2ii + ∂
2
jj − 2∂
2
ij))f(η) + o(ǫ)
)
=
2m−3∑
i 6=j=1
ηiηj(∂
2
ii − ∂
2
ij)f(η) + o(1)
=
2m−3∑
i,j=1
ηi(δij − ηj)∂
2
ijf(η) + o(1).
where we used for the second equality that the highest order term is anti-symmetric in i 6= j.
Finally, Fubini’s Theorem gives
∆f =
∫
Tm
µ⊗m(du)1t(s(T,c)(u))
2m−3∑
i,j=1
ηi(δij − ηj)∂
2
ijf(η) + o(1).
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The term ∆µ gives the effect of the change in µ, when the subtree masses are considered after
the chain move. We use for this the same decomposition as in the proof of Proposition 5.3. For
k = 1, 2, 3 and x ∈ T , recall that θk,x : T
3 → T
3
is the replacement operator which replaces the
kth-coordinate by x. The difference between sampling with the new and old measure is given by
(µz)⊗3 − µ⊗3 = ǫ
3∑
k=1
(µ⊗3 ◦ θ−1k,ye − µ
⊗3 ◦ θ−1k,x)− ǫ
2
3∑
j 6=k=1
µ⊗3 ◦ θ−1k,ye ◦ θ
−1
j,x + µ˜,
where µ˜ is a signed measure on T
3
with µ˜{(u1, u2, u3) : u1, u2, u3 distinct} = 0. But since t ∈ C3,
the leaf labels are distinct. The purpose of introducing 1t
(
s(T,c)(u)
)
is to be able to ignore the
term due to µ˜. Thus,
(6.5) ∆µ =:
3∑
k=1
Ak −
3∑
k 6=j=1
Bk,j,
with
Ak =ǫ
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
(∫
T 3
µ⊗3(du)1t(s(T ,c)(θk,yeu))f(ηχ(x,e)(θk,yeu))
−
∫
T 3
µ⊗3(du)1t(s(T ,c)(θk,xu))f(ηχ(x,e)(θk,xu))
)
,
and
Bk,j = ǫ
2
∑
x∈lf(T,c)
∑
e∈ext-edge(T,c)
∫
T 3
µ⊗3(du)1t(s(T ,c)(θk,ye ◦ θj,xu))f(ηχ(x,e)(θk,ye ◦ θj,xu)).
We calculate first Bk,j. Let k 6= j. Note that the element uj sampled according to µ does not
appear in the integrand, but is replaced by the leaf x which is sampled according to
ǫ
∑
x∈lf(T )
δx = µ.
Thus, using first Fubini’s theorem, we can write
Bk,j = ǫ
∫
T 3
µ⊗3(du)
∑
e∈ex-edge(T,c)
1t(s(T ,c)(θk,yeu))f(ηχ(uj ,e)
(θk,yeu)).
In the same way, the element uk does not appear in the integrand. However, it is this time
replaced by the leaf ye which is sampled according to
ν := ǫ
∑
e∈ex−edge(T )
δye 6= µ.
But we can still find a similar relation. Indeed, consider (u1, u2, u3) sampled from (T, c) according
to µ. One can notice that if e /∈ {eui , i = 1, 2, 3}, where eu denotes the external edge connected
to the leaf u, then
1t(s(T ,c)(θk,yeu))f(ηχ(uj ,e)
(θk,yeu)) = 1t(s(T ,c)(θk,uu))f(ηχ(uj ,eu)
(θk,uu)),
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where u ∈ lf(T ) is such that eu = e. In other words, sampling according to ν instead of µ leaves
the above quantity unchanged when e /∈ {eui , i = 1, 2, 3}. This is also true when e = euk . But
if e = eui for some i ∈ {1, 2, 3} \ {k}, then
1t(s(T ,c)(θk,uiu)) = 0,
because t ∈ C3 has distinct leaf labels, but not s(T ,c)(θk,uiu). Therefore using that at(µ) = ∅, we
can write
Bk,j =
∫
T 3
µ⊗3(du)f(η
χ(uj ,euk )
(u)) + ǫ
∫
T 3
µ⊗3(du)
3∑
i=1
i 6=k
f(η
χ(uj ,eui)
(θk,yeui
u))
=
∫
T 3
µ⊗3(du)f(ηj − ǫ, ηk + ǫ, ηi)) +O(ǫ)
=
∫
T 3
µ⊗3(du)f(η
χ
(u)) +O(ǫ),
where we used for the second equality that f is bounded on [0, 1]3, and for the last equality a
Taylor expansion and that f ′ is also bounded on [0, 1]3. We proceed in the same way to calculate
Ak: since at(µ) = ∅,
Ak =
∫
T 3
µ⊗3(du)
∑
x∈lf(T,c)
f(η
χ(x,euk )
(u)) + ǫ
∫
T 3
µ⊗3(du)
∑
x∈lf(T,c)
3∑
i=1
i 6=k
f(η
χ(x,eui )
(θk,yeui
u))
−
∫
T 3
µ⊗3(du)
∑
e∈ex−edge(T,c)
f(η
χ(uk,e)
(u))
=
∫
T 3
µ⊗3(du)
3∑
i=1
ηi
ǫ
(f(ηi − ǫ, ηk + ǫ, ηj)− f(ηi + ǫ, ηk − ǫ, ηj)) + ak(ǫ)
=
∫
T 3
µ⊗3(du)2
3∑
i=1
ηi(∂k − ∂i)f(ηχ(u)) + ak(ǫ) +O(ǫ),
where ak(ǫ) denotes the correction term due to a difference between the sampling of leaves and
the sampling of external edges:
ak(ǫ) :=ǫ
∫
T 3
µ⊗3(du)
∑
x∈lf(T,c)
3∑
i=1
i 6=k
f(η
χ(x,eui )
(θk,yeui
u))
=
∫
T 3
µ⊗3(du)
3∑
i=1
i 6=k
ǫ
 ∑
x∈lf(T,c)\{ui}
f(ǫ, ǫ, 1− 2ǫ) + f(0, ǫ, 1− ǫ)

=
∫
T 3
µ⊗3(du)2f(0, 0, 1) +O(ǫ).
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In order to calculate
∑3
k=1Ak, we use that
3∑
k=1
3∑
i=1
ηi(∂k − ∂i)f(ηχ(u)) =
3∑
k=1
∂kf(ηχ(u))− 3
3∑
i=1
ηi∂if(ηχ(u))
=
3∑
i=1
(1− 3ηi)∂kf(ηχ(u)).
Adding up the results for ∆f (6) and ∆µ, the proposition is proved for α = 0, and so for all
α ∈ [0, 1]. 
We are now interested in the subtree masses distribution of the limit process, which the α-
Ford algebraic measure tree. Thus we are looking at the moments of this distribution. For
k = (k1, k2, k3) ∈ N
3, we define f (k) : ∆2 → R by
(6.6) f (k)(η) = ηk11 η
k2
2 η
k3
3 .
Writing Xα∞ for the subtree masses of the α-Ford algebraic measure tree, we have for all
α ∈ [0, 1] that E[f (0,0,0)(Xα∞)] = 1 and
(6.7) E[f (1,0,0)(Xα∞)] = E[f
(0,1,0)(Xα∞)] = E[f
(0,0,1)(Xα∞)] =
1
3
.
Moreover, the following recursive relations hold:
Lemma 6.2 (Moments of subtree mass distribution of α-Ford). For all α ∈ [0, 1] and k ∈ N30,
(6.8)
E
[
f (k)(Xα∞)
]
=
1
(S + 3)(S + 2− 3α)
( 3∑
i=1
1{ki 6=0}(ki + 1)(ki − α)E
[
f (k−ei)(Xα∞)
]
+ (2− 3α)
(
1k1=k2=0 + 1k2=k3=0 + 1k3=k1=0
)
+
α
2
3∑
i=1
1ki=0
3∑
j 6=i=1
kj∑
pj=1
(
kj
p
)
E
[
f (k+(p−1)ei−pej)(Xα∞)
])
,
where S = k1 + k2 + k3.
Proof. Choose k ∈ N30 \ {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)}, and let α ∈ [0, 1]. As for all η ∈
(0, 1)3 and i = 1, 2, 3,
(6.9) ∂if
(k)(η) = 1{ki 6=0}kif
(k−ei)(η),
and all i, j ∈ {1, 2, 3},
(6.10) ∂i,jf
(k)(η) = 1{ki,kj 6=0}
(
ki − δi,j
)
kjf
(k−ei−ej)(η),
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it follows that for all η ∈ (0, 1)3,
(6.11)
ΩαΦ
fk(χ) =
∫
µ⊗3(du)
( 3∑
i,j=1
1{ki,kj 6=0}
(
ki − δi,j
)
kj
(
δijf
(k−ei)(η)− f (k)(η)
)
+ (2− α)
3∑
i=1
1{ki 6=0}ki
(
f (k−ei)(η)− 3f (k)(η)
)
+ (2− 3α)
∑
1≤i<j≤3
1{ki=kj=0} − 3(2− 3α)f
(k)(η)
+
α
2
3∑
i=1
1{ki=0}
3∑
j=1;j 6=i
(
kj
pj
)
f (k+(pj−1)ei−pjej)(η)
− α
3∑
i=1
1{ki 6=0}
3∑
j=1;j 6=i
(
kj
pj
)
f (k−ei)(η).
Using that ΩαΦ
fk(χ∞) = 0 for all k, implies that
(6.12)
E
[
f (k)(Xα∞)
]( 3∑
i,j=1
1{ki,kj 6=0}
(
ki − δi,j
)
kj + 3(2 − α)
3∑
i=1
1{ki 6=0}ki + 3(2− 3α)
)
=
( 3∑
i,j=1
1{ki,kj 6=0}
(
ki − δi,j
)
kjδij + (2− α)
3∑
i=1
1{ki 6=0}ki
)
E
[
f (k−ei)(Xα∞)
]
+ (2− 3α)
∑
1≤i<j≤3
1{ki=kj=0}
+
α
2
3∑
i=1
1{ki=0}
3∑
j=1;j 6=i
(
kj
pj
)
E
[
f (k+(pj−1)ei−pjej)(Xα∞)
]
.
Note that
(6.13)
3∑
i,j=1
1{ki,kj 6=0}
(
ki − δi,j
)
kj + 3(2− α)
3∑
i=1
1{ki 6=0}ki + 3(2 − 3α)
=
( 3∑
i=1
ki
)2
−
3∑
i=1
ki + 3(2 − α)
3∑
i=1
ki + 3(2− 3α)
=
( 3∑
i=1
ki + 3
)( 3∑
i=1
ki + (2− 3α)
)
and
(6.14)
3∑
i,j=1
1{ki,kj 6=0}
(
ki− δi,j
)
kjδij+(2−α)
3∑
i=1
1{ki 6=0}ki−α
3∑
i=1
1{ki 6=0} =
3∑
i=1
1{ki 6=0}(ki+1)
(
ki−α
)
,
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which finishes the proof for k ∈ N30 \ {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)}. It is trivial to show it
for k ∈ {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)}. 
For k2 = k3 = 0, the recurrence relation becomes
E
[
f (k1,0,0)(Xα∞)
]
=
1
(k1 + 3)(k1 + 2− 3α)
(
(k1 + 1)(k1 − α)E
[
f (k1−e1,0,0)(Xα∞)
]
+ (2− 3α) + α
k1∑
p=1
(
k1
p
)
E
[
f (k1−p,p−1,0)(Xα∞)
])
.
We get in particular
E
[
Xα1,∞
]
=
1
3
,
E
[
(Xα1,∞)
2
]
=
1
5
,E
[
X1,∞X2,∞
]
=
1
15
E
[
(Xα1,∞)
3
]
=
11− 7α
15(5 − 3α)
,
E
[
(Xα1,∞)
4
]
=
37− 25α
63(5 − 3α)
,
E
[
(Xα1,∞)
5
]
=
145 − 165α + 44α2
42(5 − 3α)(7 − 3α)
.
In the case α = 0, we have a general formula: for all k1 ∈ N,
(6.15) E
[
(X01,∞)
k1
]
=
2k1(k1(k1 + 6) + 11) + 36
3(k1 + 1)(k1 + 2)2(k1 + 3)
.
Proposition 6.3 (Representation in case of the Kingman algebraic measure tree). Let PKin the
law of the Kingman algebraic measure tree. Let B1,2 and B2,2 be two independent beta random
variables, such that B1,2 has law Beta(1, 2) and B2,2 has law Beta(2, 2). Then for all f : ∆2 → R
continuous bounded,
EKin
[∫
T 3
µ⊗3(du)f(η(T,c,µ)(u))
]
=
1
6
∑
pi∈S3
E
[
f ◦ π∗(B1,2B2,2, B1,2(1−B2,2), 1−B1,2)
]
,
where S3 is the set of permutations of {1, 2, 3}, and for π ∈ S3, π
∗ : ∆2 → ∆2 is the induced
map π∗(x) = (xpi(1), xpi(2), xpi(3)).
Proof. We write η˜ := (η˜1, η˜2, η˜3) := (B1,2B2,2, B1,2(1−B2,2), 1−B1,2) and define the ∆2-valued
random variable η = (η1, η2, η3) by the relations, for all f : ∆2 → R continuous bounded,
(6.16) E[f(η)] =
1
6
∑
pi∈S3
E
[
f ◦ π∗(η˜)
]
=
1
6
∑
pi∈S3
E
[
f ◦ π∗(B1,2B2,2, B1,2(1−B2,2), 1−B1,2)
]
.
To show the result, we prove that the moments of η coincide with the moments of the subtree
masses distribution in the equilibrium of the Kingman diffusion. For this, it is enough to show
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that the moments of η satisfy the recurrence relations on moments obtained for the case α = 0,
that is, for all k ∈ N3,
(6.17)
E
[
f (k)(η)
]
=
1
(S + 3)(S + 2)
(
3∑
i=1
ki(ki + 1)E
[
f (k−ei)(η)
]
+ 2 (1k1=k2=0 + 1k2=k3=0 + 1k3=k1=0)
)
,
where S = k1 + k2 + k3. We first calculate all the moments of η˜. Since B1,2 and B2,2 are
independent variables, we have
E
[
f (k)(η˜)
]
= E
[
Bk11,2B
k1
2,2B
k2
1,2(1−B2,2)
k2(1−B1,2)
k3
]
= E
[
Bk1+k21,2 (1−B1,2)
k3
]
E
[
Bk12,2(1−B2,2)
k2
]
=
Γ(3)Γ(k1 + k2 + 1)Γ(k3 + 2)
Γ(1)Γ(2)Γ(S + 3)
Γ(4)Γ(k1 + 2)Γ(k2 + 2)
Γ(2)2Γ(k1 + k2 + 4)
= 12
∏3
k=j Γ(kj + 2)
Γ(S + 3)
Γ(k1 + k2 + 1)
Γ(k1 + k2 + 4)
.
Thus,
E
[
f (k)(η)
]
= 4
∏3
j=1 Γ(kj + 2)
Γ(S + 3)
∑
1≤j<l≤3
Γ(kj + kl + 1)
Γ(kj + kl + 4)
.
Suppose first that 1k1=k2=0+1k2=k3=0+1k3=k1=0 = 0, and recall that for all n ∈ N, Γ(n+1) =
nΓ(n) = n!. Then the right hand side of (6.17) is
RHS =
1
(S + 2)(S + 3)
3∑
i=1
ki(ki + 1)4
∏3
j=1 Γ(kj − δij + 2)
Γ(S + 2)
∑
1≤j<l≤3
Γ(kj − δij + kl − δil + 1)
Γ(kj − δij + kl − δil + 4)
= 4
∏3
j=1 Γ(kj + 2)
Γ(S + 3)(S + 3)
∑
{j,l,m}={1,2,3}
1≤j<l≤3
(
(kj + kl)Γ(kj + kl)
Γ(kj + kl + 3)
+ ki
Γ(kj + kl + 1)
Γ(kj + kl + 4)
)
= 4
∏3
j=1 Γ(kj + 2)
Γ(S + 3)(S + 3)
∑
{j,l,m}={1,2,3}
1≤j<l≤3
Γ(kj + kl + 1)
Γ(kj + kl + 4)
((kj + kl + 3) + ki)
= 4
∏3
j=1 Γ(kj + 2)
Γ(S + 3)
∑
1≤j<l≤3
Γ(kj + kl + 1)
Γ(kj + kl + 4)
.
Suppose now that k2 = k3 = 0. Then f
(k)(η) = ηk11 and we have
(6.18) E
[
ηk11
]
=
4
k1 + 2
(
1
6
+
2
(k1 + 1)(k1 + 2)(k1 + 3)
)
,
and we can easily check that for all k1 ∈ N,
(6.19) E
[
ηk11
]
=
1
(k1 + 2)(k1 + 3)
(
k1(k1 + 1)E
[
ηk1−11
]
+ 2
)
.
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
Appendix A. The cladogram obtained from Kingman’s coalescent
We show here that the random cladogram obtained from the Kingman m-coalescent has the
distribution of the α-Ford model with m leaves. We first define precisely what we call the
random cladogram obtained from a finite coalescent.
Let m ∈ N. We consider (Pt)t≥0 a realization of the Kingman m-coalescent, which is an
element of DΠm([0,∞)) the space of ca`dla`g paths on the set Π
m of all partitions of {1, ...,m}.
Write (Pk)k=m,...,1 for the sequence of states taken by (Pt)t, such that |Pk| = k. For k = 1, ..,m,
we denote by Ck,1, ..., Ck,k the equivalence classes of Pk such that the smallest element cr,k of
Ck,r satifies ck,1 < ... < ck,k.
We then define the m-cladogram
(A.1) c = c((Pt)t)
by the following construction (see Fig. 9):
• k = m: for r = 1, ...,m, let lr be a vertex of c. These m vertices will be the leaves of c,
with label r for lr. To each Ck,r, we will associate a vertex vk,r in c. For r = 1, ...,m, we
define vm,r = lr.
• k = m− 1, ..., 2: there exists a unique i ∈ {1, ..., k} such that Ck,i is the union of Ck+1,i
and Ck+1,j for some j > i. Let vk be a vertex of c, and {vk, vk+1,i} and {vk, vk+1,i} two
edges of c. We define:
(A.2) vk,r :=

vk+1,r if r ∈ {1, ..., i − 1} ∪ {i+ 1, ..., j − 1},
vk if r = i,
vk+1,r+1 if r ∈ {j, ..., k}
• k = 1: let {v2,1, v2,2} be an edge of c.
We define this way an m-cladogram c((Pt)t) associated to a realization ((Pt)t) of the Kingman
m-coalescent. Putting weight 1/m on each leaf, we also define an algebraic measure tree in Tm2 .
From this construction, we have that, for each N ∈ N, the Kingman N -coalescent defines
a random algebraic measure tree in TN2 , that we denote by τN . The sequence (τN )N takes
values in the compact space T2, so we can show that the sequence is convergent by proving that
each convergent subsequence converges to the same limit. But this results from the consistency
property of the Kingman coalescents: for N and N ′ in N, and for all m, the shape spanned
by m-points sampled from τN and τN ′ have the same distribution in Cm. Therefore, we can
introduced the Kingman algebraic measure tree in the following way.
Proposition A.1. Let m ∈ N and (Kmt )t≥0 be the Kingman m-coalescent. Then the random
cladogram
(A.3) c((Kmt )t≥0)
has the distribution of the (α = 0)-Ford model on m-cladograms.
Proof. We show the result by induction. For m = 1, 2, 3, the result is trivial since there is only
one m-cladogram. Suppose m ≥ 4 and that the result is true for m− 1.
For both random cladograms, we have exchangeability, that is both distributions are symmet-
ric under permutation of leaf labels. For this reason, we can focus on the shape of the cladograms,
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Figure 9. Construction of the 6-cladogram associated with the realization of a
6-coalescent where 2 and 4 coalesce first, then 3 and 6, then {2, 4} and {3, 6},
and so on...
i.e. the cladograms where we forgot the labelling. To show our claim, we use that the two con-
struction procedures described above are somehow reverse and that the first coalescence event
in the Kingman coalescnt corresponds to the last insertion of a leaf in the (α = 0)-Ford model.
Let (Kmt )t be the Kingman m-coalescent. We consider the construction of c = c((K
m
t )t) and
ignore the leaf labels. We now see Ck,r and vk,r, k = 1, ...,m, r = 1, ..., k as random objects.
The second step of the construction (k = m− 1) consists in defining a vertex vm−1 of c, and the
two edges {vm−1, vm,i} and {vm−1, vm,i} of c, according to the first coalescence in K
m.
Define the processus (K˜m−1t )t≥0 on Π
m−1 by declaring that a, b ∈ {1, ...,m−1} are in the same
block of the partition K˜m−1t if and only if Cm,a and Cm,b lie in the same block of K
m
τ+t where
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τ is the time of the first coalescence. Then we know that (K˜m−1t )t≥0 is the Kingman (m− 1)-
coalescent. Therefore, by the induction hypothesis, the cladogram obtained in the construction
of c from the vertices vm−1,1, ..., vm−1,m−1 has the distribution of the (α = 0)-Ford model on
(m− 1)-cladograms.
Now we know that the first coalescence in Km is independent from (K˜m−1t )t≥0. Therefore the
second step of the construction consists in choosing uniformly at random one leaf of (c(K˜m−1t ))t≥0
and in adding two adjacent edges with vertices to this leaf. This step corresponds exactly to the
m-th step of the construction in the (α = 0)-Ford model, where we forgot the leaf labels. 
Using this result and the consistency property of the Kingman finite coalescents, we get what
Ford calls the deletion stability for the (α = 0)-Ford model. That is, consider the m-cladogram
with law the (α = 0)-Ford model. If we remove at random a leaf and relabel the leaves from
1 to m − 1 in a way that the order remains the same, we obtain a random (m − 1)-cladogram
with distribution the (α = 0)-Ford model. See [For, Proposition 42] for a proof of the deletion
stability of the α-Ford model for all α ∈ [0, 1] through a combinatorial argument.
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