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Abstract
Approximate Bayesian computation (ABC) is computationally intensive for com-
plex model simulators. To exploit expensive simulations, data-resampling was used
with success in Everitt [2017] to obtain many artificial datasets at little cost and con-
struct a synthetic likelihood. When using the same approach within ABC to produce a
pseudo-marginal ABC-MCMC algorithm, the posterior variance is inflated, thus pro-
ducing biased posterior inference. Here we use stratified Monte Carlo to considerably
reduce the bias induced by data resampling. We show that it is possible to obtain
reliable inference using a larger than usual ABC threshold, by employing stratified
Monte Carlo. Finally, we show that by averaging over multiple resampled datasets,
we obtain a less variable ABC likelihood and smaller integrated autocorrelation times.
We consider simulation studies for static (Gaussian, g-and-k distribution, Ising model)
and dynamic models (Lotka-Volterra).
Keywords: intractable likelihoods; likelihood-free; MCMC; pseudo-marginal methods
1 Introduction
The use of realistic models for complex experiments typically results in an intractable
likelihood function, i.e. the likelihood is not analytically available in closed form, or it is
computationally too expensive to evaluate. Approximate Bayesian computation (ABC) is
arguably the most popular “likelihood-free” statistical methodology for models with in-
tractable likelihoods (recent reviews are Lintusaari et al., 2017 and Karabatsos and Leisen,
2018). Supposing we are interested in inference for model parameters θ, given observed
data x, if we denote the likelihood function for the stochastic model under study with
p(·|θ), then x ∼ p(x|θ). The key aspect of any likelihood-free methodology is to work not
directly with p(·|θ), but to rely on simulations of artificial data generated from a stochastic
model, the simulator. A simulator is essentially a computer program, which takes θ, makes
internal calls to a random number generator, and outputs a vector of artificial data. If we
denote with x∗ artificial data produced by a run of the simulator, conditionally on some
parameter θ∗, then we have that x∗ ∼ p(·|θ∗). That is, by assuming that the simulator
at hand is the one that produced the actually observed data x, we can use artificial data
(e.g. the output of multiple runs of the simulator) as a replacement for the unknown likeli-
hood function. In a Bayesian setting, the goal is to sample from the posterior distribution
pi(θ|x), however this operation can be impossible or at best challenging, since the posterior
is proportional to the unavailable likelihood via pi(θ|x) ∝ p(x|θ)pi(θ), with pi(θ) the prior
of θ. Although for some models it is possible to perform Bayesian inference in an exact
way, even when the likelihood is unavailable and a non-negative unbiased estimate pˆ(x|θ)
has been constructed (this is the remarkable pseudo-marginal approach due to Beaumont,
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2003 and Andrieu et al., 2009), it is not always possible to construct such pˆ(x|θ) for a
generic model.
ABC is instead constructed to target a posterior distribution pi(θ|s), depending on
summary statistics of the data s, where s = S(x) for S(·) a function S : Rnobs → Rns with
nobs = dim(x) and ns = dim(s), i.e. nobs is the size of the data and ns is the number of
summary statistics. We discuss the essential properties of ABC in section 3 but here we
anticipate that if s is informative for θ, then pi(θ|s) ≈ pi(θ|x) thus allowing approximate
inference. Denote with s∗ the vector of summary statistics associated to the output x∗
produced by a run of the simulator, i.e. s∗ = S(x∗). Then we have
pi(θ|s) ∝ pi(θ)
∫
I{s∗=s}p(s
∗|θ)ds∗
with IA the indicator function. Obtaining many samples from pi(θ|s) can be challenging,
because the occurrence of event {s∗ = s} can be rare (or impossible if s varies on a
continuous space). Therefore, typically ABC is run by introducing a further level of
approximation (in addition to using s in place of x), which is given, as an example, by
the approximate posterior piδ(θ|s) ∝ pi(θ)
∫
I{‖s∗−s‖<δ}p(s
∗|θ)ds∗, with δ > 0 and some
distance ‖ · ‖. The smaller the value of δ, the more accurate the inference. A more
general version of piδ(θ|s) is given in section 3, and there we explain that we can also
sample from the augmented posterior piδ(θ, s
∗|s) ∝ pi(θ)I{‖s∗−s‖<δ}p(s
∗|θ). Sampling from
the latter is possible, however the exploration of the corresponding posterior surface can
be inefficient, due to the high variance of the ABC likelihood. It is possible to reduce such
variance by marginalizing over s∗, so to sample directly from piδ(θ|s). This implies the
need to approximate the integral using several (M) independent Monte Carlo samples, to
produce the approximated “ABC likelihood”
∫
I{‖s∗−s‖<δ}p(s
∗|θ)ds∗ ≈
1
M
M∑
r=1
I{‖s∗r−s‖<δ}, s
∗r ∼iid p(s
∗|θ), r = 1, ...,M. (1)
Computing (1) returns an unbiased approximation to the ABC likelihood, with a variance
that decreases with increasing M . This has benefits in terms of obtaining a better mixing
chain when the approach is used within a Markov chain Monte Carlo (MCMC) algorithm.
The first ABC-MCMC algorithm is due to Marjoram et al. [2003] and there M = 1 was
used, see also Sisson and Fan [2010]. Notice, using the unbiased approximation (1) in
a Metropolis-Hastings algorithm casts the inference problem into the pseudo-marginal
approach previously mentioned, which means that it is possible to target piδ(θ|s) exactly,
regardless the value of M . The price to pay is having to simulate M times independently
from a possibly expensive simulator.
We construct a version of the ABC-MCMC algorithm that is computationally fast
compared to using M ≫ 1, by employing resampling ideas, to produce an algorithm ap-
proximately targeting piδ(θ|s). We will only “approximately” target the latter, as the
resampling procedure introduces an additional source of variability that biases the poste-
rior, that is it produces an ABC posterior having a larger variance. We consider stratified
sampling to reduce the bias due to resampling, and show that coupling resampling with
stratified sampling produces a chain that more closely target piδ(θ|s) (compared to using
resampling without stratification), while the simplicity of constructing stratified sampling
does not hinder the speed-gain obtained via the resampling approach. We also show that,
when using stratified sampling, we can use a larger ABC threshold than typically required,
while still obtaining accurate inference.
In section 2 we briefly touch on the notions of standard Monte Carlo sampling, resam-
pling and stratified sampling. Then we introduce notions of ABC in section 3 and our
ABC-MCMC algorithm with resampling and stratification is in section 4. In section 4.2 we
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show how using resampling ease the construction of a self-tuned ABC-MCMC algorithm,
where the threshold δ is automatically decreased. Case studies are in section 5.
2 Monte Carlo sampling, resampling and stratified sam-
pling
Consider the problem of approximating the following integral
µ =
∫
D
f(x)p(x)dx (2)
over some space D, for some function f and density (or probability mass) function p.
Later µ will represent a likelihood function, but for the moment we cast the problem into
a general framework. Clearly we can approximate µ using Monte Carlo, i.e. by generating
multiple independent samples xr from p(x) (r = 1, ...,M) we compute
µˆ =
1
M
M∑
r=1
f(xr), xr ∼iid p(x), r = 1, ...,M. (3)
However this can be computationally expensive, if p(·) represents the probabilistic struc-
ture of a complex stochastic simulator, and we could instead simulate only few times from
p(x). For example, our approach is to simulate a single vector x∗ and then resample nobs
times with replacement from the nobs elements of x
∗, to obtain a pseudo-sample x∗1, hence
dim(x∗1) = dim(x) = nobs. We repeat the resampling procedure on x
∗ further R−1 times,
so in the end we have the vectors x∗1, .., x∗R, each having dim(x∗r) = nobs. Then we define
the “bootstrapped” estimator µˆres obtained using resampling
µˆres =
1
R
R∑
r=1
f(x∗r), x∗r ∼ res(x∗), r = 1, ..., R, (4)
where res(a) is a procedure returning a random sample of dimension b of values resam-
pled b ≥ 1 times with replacement from the elements of a. In the following, we always
use uniform resampling. While the resampling approach can be much faster than us-
ing (3) to obtain an estimate of µ (or at least this is true when simulating from p(x) is
computationally expensive), the problem is that when µˆres is used as an estimator of the
ABC likelihood, the resulting posterior distribution is overdispersed. This finding was
already discussed in Everitt [2017]. Also, using (4) to approximate the ABC likelihood
results in a very biased estimate of µ, producing a posterior with a large variance. This
is shown in section 5.1.1. Further works that use resampling-based ideas applied to ABC
are Peters et al. [2010], Buzbas and Rosenberg [2015], Vo et al. [2015], Zhu et al. [2016].
However these do not use resampling in the same way as in Everitt [2017].
In section 2.1 we discuss stratified sampling, which will make it possible to reduce
the bias of µˆres, while still benefiting from the resampling idea for accelerating Bayesian
inference.
2.1 Stratified sampling
We wish to obtain variance reduction via stratified sampling. Stratified sampling splits
the integration space D (see (2)) into J “strata” Dj, these forming a partition of D, and
the resulting estimator of µ is
µˆstrat =
J∑
j=1
ωj
n˜j
n˜j∑
i=1
f(xij). (5)
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Here ωj are known probabilities, with ωj = P(X ∈ Dj), n˜j is the number of Monte Carlo
draws that the experimenter decides to sample from stratum Dj , and xij is the ith draw
generated from stratum Dj . That is, in this case knowledge is assumed of how to directly
generate draws from each stratum. Under the stringent condition that the ωj are known,
it can be easily shown that µˆstrat is an unbiased estimator of µ (e.g. Owen [2013], chapter
8; this is also given in appendix for ease of reading). However, in the following we are not
assuming that the ωj are known (nor that we are able to simulate from a given stratum),
and show how to proceed to their estimation. We assume an approach similar to the
“post stratification” in Owen [2013], meaning that we sample xi ∼ p(x) with x ∈ D, and
assign each xi to one of the strata “after the fact”, as opposed to sampling directly from
a given stratum (the latter would be ideal but also not a readily available approach).
The difference with the actual post-stratification is that, in our case the ωj have to be
estimated, whereas in the original post-stratification the ωj are known. A consequence of
using post-stratification is that, by defining with nj the number of draws xi ∈ Dj , then
nj is a random variable (hence the notation difference from the n˜j in (5)). Therefore the
value of nj is known after the simulation is performed, while n˜j is set beforehand by the
experimenter. In practice we will use the following estimator
ˆˆµstrat =
{ J∑
j=1
ωˆj
nj
nj∑
i=1
f(xij)
}
I{nj>0,∀j}, (6)
notice the double “hat” since this estimator uses estimated strata probabilities ωˆj, whose
construction is detailed in section 3.1. Also, in (6) we impose that the estimator becomes
zero as soon as nj = 0 for some j. This is only necessary when (6) is used in an ABC-
MCMC algorithm, and in this case a parameter proposal is immediately rejected as soon
as nj = 0. A consequence of estimating the probabilities ωj is that ˆˆµstrat is not unbiased,
unlike (5). In fact, if we denote with x∗j the sequence of draws x
∗
j = (x1j , ..., xnjj) ending
in Dj, then nj is depending on this sequence, i.e. nj ≡ nj(x
∗
j ), and
E(ˆˆµstrat) = E
({ J∑
j=1
ωˆj
nj(x
∗
j )
nj∑
i=1
f(xij)
}
I{nj(x∗j )>0,∀j}
)
. (7)
Since our framework assumes that p(x) itself is unknown, and that we only know how to
sample from it, it turns out that the distribution of nj(x
∗
j ) is unknown, and that E(
ˆˆµstrat) is
intractable. We reconsider again this expression in equation (13), after having introduced
our ABC methodology, and show that ˆˆµstrat turns to be a biased estimator of the ABC
likelihood function (even in the case when I{nj>0,∀j} ≡ 1).
3 Approximate Bayesian computation using stratification
In ABC we consider the posterior piδ(θ|s) ∝ pi(θ)µδ(θ) = pi(θ)
∫
Kδ(s
∗, s)p(s∗|θ)ds∗, with
µδ(θ) =
∫
Kδ(s
∗, s)p(s∗|θ)ds∗. Here Kδ(s
∗, s) is an unnormalised kernel density (or prob-
ability mass function), for example in section 1 we considered an indicator function as
ABC kernel. In any case, Kδ is a function defined in such way that whenever δ = 0 we
have (i) s∗ = s and (ii) Kδ(s
∗, s) becomes a constant that gets absorbed into the pro-
portionality sign in the expression for piδ(θ|s) above. Therefore, for δ decreasing to zero,
the integrand will have positive mass only on the singularity s∗ = s, so we are left with
piδ(θ|s) ∝ pi(θ)p(s|θ), i.e. the exact posterior. However, the version of ABC that is most
typically considered is the one targeting the augmented posterior piδ(θ, s
∗|s). In this case,
at each iteration of an ABC procedure (e.g. acceptance-rejection ABC, Pritchard et al.,
1999, or ABC-MCMC, Marjoram et al., 2003) the pair (θ∗, s∗) is produced and then s∗
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is discarded, so that θ∗ is a draw from the marginal posterior piδ(θ|s). This corresponds
to the case where M = 1 is used in (1), and as mentioned in section 1 this produces an
ABC likelihood having large variance. With specific reference to an ABC-MCMC sampler,
this large variance has a negative effect on the exploration of the posterior surface, since
the occasional acceptance of a proposal having an overestimated likelihood causes sticky
chains.
A way to alleviate such problem is to target the marginal ABC posterior piδ(θ|s) di-
rectly, using a pseudo-marginal ABC approach. This means using the unbiased estimator
of the ABC likelihood given by
µˆδ(θ) =
1
M
M∑
r=1
Kδ(s
∗r, s), s∗r ∼iid p(s|θ), r = 1, ...,M (8)
and then use (8) into an otherwise standard Metropolis-Hastings procedure. As already
mention, simulating from p(s|θ) can be a computational bottleneck. We ask: is it worth
to consider a pseudo-marginal ABC approach with M > 1, in view of the higher com-
putational effort when producing multiple independent summaries for each proposal θ∗?
Bornn et al. [2017] give a negative answer to the question, when the kernel Kδ is an in-
dicator function, which is not what we choose for our experiments, as motivated below.
Bornn et al. [2017] prove that, for indicator kernels, using M = 1 yields a running time
within a factor of two of optimal. This means that, although likelihood estimators obtained
with M = 1 necessarily have higher variance, these come with a small enough computa-
tional cost that makes the tuning of M not worth the additional computational cost of
simulating multiple times from the model. In view of these considerations, we consider
whether it is instead worth to make use of a large number of “resampled datasets”, which
is the value R in section 2 (say R = 100). In the suggested approach we only generate
artificial data by independently simulating from the model once (M = 1) or twice (M = 2)
per MCMC iteration, and the R datasets result from resampling procedures applied to
that one sample (or two samples) generated from the model.
To lighten the notation, here and in the following we write µ(θ) instead of µδ(θ), that
is µ(θ) never represents the true likelihood, and instead it is the ABC likelihood, which we
wish to approximate. With reference to the notation in (2), here we have f(·) ≡ Kδ, and
take D ≡ Rns . We now consider the use of stratified sampling in this context. But first note
that in Andrieu and Vihola [2016] there is a theoretical discussion on the general benefits of
using stratification into ABC. Also, Andrieu and Vihola [2016] briefly suggest possibilities
to accelerate ABC sampling using some kind of “early rejection” scheme, however this
only applies to very simple examples, and specifically to cases where summary statistics
are not used, which is not a typical scenario. We instead give a practical and more general
construction of ABC-MCMC algorithms that exploits stratification, with specific emphasis
on the use of resampling methods.
We first illustrate stratification when using an indicator kernel, and show that this
would not be an appropriate choice. Consider the ABC kernel Kδ(s
∗, s) = I‖s∗−s‖<δ.
Suppose we partition D using two strata D1 and D2, with D1 = {s
∗ s.t. ‖ s∗ − s ‖< δ}
and D2 = D\D1 where Kδ equals 1 for every s
∗ ∈ D1 and equals 0 for every s
∗ ∈ D2.
Clearly the ABC likelihood µ(θ) =
∫
I{‖s∗−s‖<δ}p(s
∗|θ)ds∗ is approximated via stratified
sampling as
µˆstrat =
ω1
n˜1
n˜1∑
i=1
1 +
ω2
n˜2
n˜2∑
i=1
0 = ω1.
And here comes the problem that the strata probabilities ωj are generally unknown. We
proceed to the estimation of ωj using a second, independent simulation round. This is
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the “post-stratification” mentioned in section 2.1, implying the inability to sample con-
ditionally on strata, i.e. sample from pj(s
∗|θ) = p(s∗|s∗ ∈ Dj , θ) (see also the appendix)
and instead sample from p(s∗|θ). Since ωj =
∫
Dj
p(s∗|θ)ds∗, this can be approximated
using say M1 simulations from p(s
∗|θ) (or, as we do in practice, produce a single simu-
lation from p, then resample this R1 times) so that ωˆ1 = #{s
∗ ∈ D1}/M1 which implies
ˆˆµstrat = ωˆ1 =
∑
I‖s∗−s‖<δ/M1. This is the pseudo-marginal ABC likelihood that we
would intuitively obtain via Monte Carlo (with biased variance if we use resampling).
Therefore, by using stratification with an indicator kernel and unknown ωj, we have not
learned anything new, as we just recovered the standard Monte Carlo estimator. And as
we show in our case studies, when ABC-MCMC is coupled to a resampling strategy, the
resulting inference is largely suboptimal. We can generalize the example above to three
strata and reach the same conclusion. Say that we have D1 = {s
∗ s.t. ‖ s∗ − s ‖< δ/2},
D2 = {s
∗ s.t. ‖ s∗−s ‖< δ}\D1, D3 = D\{D1∪D2}, where the kernel equals one when s
∗
falls either in D1 or in D2, and equals zero when it falls in D3. Then µˆstrat = ω1+ω2, and
then again when we estimate the two probabilities using M1 independent samples from
p(s∗) we have ˆˆµstrat = ωˆ1+ ωˆ2 =
∑
Is∗∈D1/M1+
∑
Is∗∈D2/M1 =
∑
I‖s∗−s‖<δ/M1. Hence,
we have once more obtained the standard Monte Carlo estimator.
However, we can just use a different ABC kernel, for example the Gaussian kernel
Kδ(s
∗, s) =
1
δ
exp(−
1
2δ2
(s∗ − s)2)
for a scalar s, or
Kδ(s
∗, s) =
1
δns
exp(−
1
2δ2
(s∗ − s)′Σ−1(s∗ − s))
for s ∈ Rns (there Σ is a ns × ns matrix normalizing the contributions of the components
of s). This is a choice that experimentally seems to work well for our case studies. Using
a kernel other than the indicator one, we can express the stratified estimator so that the
ωˆj are “weighted” by the nj (see (6)). That is nj will not cancel-out with the factor∑nj
i=1Kδ(s
∗
ij , s), which is instead the case when Kδ is a flat kernel.
As an example, for a Gaussian kernel we could define D to be partitioned into three
strata, say
• D1 = {s
∗ s.t.
√
(s∗ − s)′Σ−1(s∗ − s) ∈ (0, δ/2]}
• D2 = {s
∗ s.t.
√
(s∗ − s)′Σ−1(s∗ − s) ∈ (δ/2, δ]}
• D3 = {s
∗ s.t.
√
(s∗ − s)′Σ−1(s∗ − s) ∈ (δ,∞)}.
Therefore D1 is the stratum where the integrand is most “important” (Kδ has higher
density values though not necessarily most of the mass), D2 is less important than D1
but more important than D3. This implies that, when we use an ABC kernel having
infinite support, e.g. a Gaussian kernel, and when δ is small, the last stratum DJ will be
the one receiving the largest number of draws nJ , and likely it will be nJ ≫ nj for all
j = 1, ..., J − 1.
3.1 Construction of strata probabilities for ABC
Here we suggest a way to obtain the frequencies nj and estimate the probabilities ωj.
Notice, these quantities are actually dependent on θ, as all strata Dj depend on the
simulated s∗, which in turn are generated from p(s|θ). Therefore we should actually
refer to Dj(θ), ωj(θ) and nj(θ), and these are re-computed at every new value of θ. For
simplicity of notation we drop the reference to θ in the following. For every proposed θ we
define “training” and “testing” procedures (these two terms only emphasize that we do
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not reuse the same data to estimate different quantities) to implement a post-stratification
approach. Specifically, the training will produce estimates of ωj at θ, while the testing
will return the nj.
Training: For given θ and δ, suppose we have generated, using resampling with replace-
ment, R1 draws s
∗1, ..., s∗R1 (why it is R1 and not R will be clarified later). Here we
illustrate the construction of the probabilities for the three strata defined above:
dr :=
√
(s∗r − s)′Σ−1(s∗r − s), r = 1, ..., R1
ωˆ1 :=
R1∑
r=1
I{dr≤δ/2}/R1, ωˆ2 :=
R1∑
r=1
I{δ/2<dr≤δ}/R1, ωˆ3 := 1−
2∑
j=1
ωˆj .
In other words, this is what we do in the training: (i) We simulate, say, a single vector
x∗ from the model: we then resample the values of x∗ (uniformly with replacement), to
obtain R1 vectors x
∗r ∼ res(x∗) (r = 1, ..., R1). For each of these resampled vectors we
compute the summary statistics s∗r (r = 1, ..., R1). We then compute how many of these
R1 summaries fall in Dj, and return ωˆj as the relative frequency of such draws. We think
of the R1 samples as a “training set”.
Testing: We then need a “test” set, where we produce a further independent sample
x∗
′
∼ p(x∗|θ) from the simulator, conditionally to the same θ used in the training, then
produceR2 samples by applying res(x
∗′) for R2 times, and finally obtain the corresponding
R2 summary statistics. Then we compute how many of these R2 summaries end up in Dj ,
and this number is the nj in (6). Clearly, we have that n1 + ...+ nJ = R2. Therefore the
ωˆj and nj are obtained independently (respectively in the training and testing phases), so
to eliminate the bias that would occur when using the same samples twice.
The f function in (6), which is the ABC kernel Kδ in our context, is evaluated only at
the R2 =
∑J
j=1 nj samples. Notice in our applications we always set R1 = R2. We now
have all the ingredients needed to evaluate the approximate likelihood ˆˆµstrat. However, in
the next section we show how the two sets of summaries produced via training and testing
can be used to produce a likelihood approximation having a smaller variance than ˆˆµstrat,
at essentially no additional computational cost.
3.2 Averaged likelihood by exchanging samples
The ABC likelihood approximated via stratification, as illustrated in section 3.1, produces
two sets of summary statistics using respectively the training and testing procedures.
Denote with strain := (s∗1, ..., s∗R1) the collection of summaries produced in the training
procedure conditionally to some value of θ, and with stest := (s∗1, ..., s∗R2) the ones created
in the testing procedure conditionally to the same value of θ as for strain. We have already
shown how to use strain and stest to enable the construction of ˆˆµstrat. Now set ˆˆµ
(1)
strat :=
ˆˆµstrat. Since the two sets of summaries are generated independently one of the other, it
makes sense to construct a second likelihood, obtained by exchanging the roles of the two
sets of summaries in the training and testing procedures. Namely, we use stest in another
training procedure, to obtain a new set of ωˆ1, ..., ωˆJ , except that in this case nothing has
to be simulated as we make use of the already available stest. Similarly, we use strain to
obtain the n1, ..., nJ , again at essentially zero cost. With these new sets of ωˆj’s and nj’s
we construct a second likelihood approximation that we name ˆˆµ
(2)
strat. We can then average
the two likelihoods and obtain
µ¯strat =
ˆˆµ
(1)
strat +
ˆˆµ
(2)
strat
2
. (9)
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While an explicit expression for V ar(µ¯strat) is unavailable, we show via simulation that
V ar(µ¯strat) < V ar(ˆˆµ
(1)
strat) and hence it may be worth considering the averaged likelihood
(9). See for example section 5.1.1 and the results in appendix. However, whether the
averaging approach is appropriate or not it has to be considered on a case-by-case study,
as using (9) doubles the opportunities to obtain some frequency nj = 0, hence it comes
with a higher rejection rate when plugged inside a Metropolis-Hastings algorithm, see
section 4. On the other side, in appendix we show the benefits of computing µ¯strat for
the case study in section 5.1: when the nj > 0 are all positive (both for ˆˆµ
(1)
strat and
ˆˆµ
(2)
strat)
then using µ¯strat produces a 30-40% reduction in the variance of the likelihood estimation,
compared to the one returned via ˆˆµ
(1)
strat :=
ˆˆµstrat.
4 ABC-MCMC with stratification
For the application of stratification into an ABC-MCMC framework, we only need to
select the generic function f(·) found in (6) to be a specific ABC kernel Kδ, for example
a Gaussian kernel. In the following, we consider the ABC likelihood as approximated
via (6), however we could equivalently consider the one using likelihoods averaging as in
(9). We write ˆˆµ∗strat ≡ ˆˆµstrat(θ
∗) and ˆˆµ#strat ≡
ˆˆµstrat(θ
#). The proposal θ∗ ∼ q(θ∗|θ#) is
accepted with the following probability
α = min
{
1,
ˆˆµ∗stratpi(θ
∗)
ˆˆµ#stratpi(θ
#)
q(θ#|θ∗)
q(θ∗|θ#)
}
. (10)
Training and testing procedures are both executed for any new θ, that is ωˆj (from the
training) and the nj (from the testing) are to be computed at each iterations of an ABC-
MCMC procedure, hence these two do not simplify out in the acceptance ratio. Notice,
we only need to check that nj > 0 for all j at the starting θ, so that the first value of
the likelihood that ends-up at the denominator of the acceptance ratio is positive. For
all other iterations it is enough to code the numerical implementation to impose proposal
rejection as soon as some nj equal zero, as implied by (6).
The latter condition is the main downside of our approach, that is the increasing re-
jection rate produced by post-stratification, compared to a pseudo-marginal ABC-MCMC
(pmABC-MCMC, which computes the ABC likelihood as in equation (8)) that does not
use stratification. However the benefit of stratification comes as follows (we anticipate re-
sults discussed in next sections): in pmABC-MCMC the likelihood is approximated using
several independent samples from the model, as in (8). For example, see Figure 1a which
is based onM = 100 independent samples for each value of a scalar θ. When resampling is
used to accelerate computations, the variance of the ABC likelihood is reduced, compared
to use pmABC-MCMC with M = 1 without resampling (as often done in practice), as
shown in Everitt [2017]. However, a bias is introduced that gives the posterior a larger
variance, see Figure 1b which is based on R = 100 resamples of a single simulated dataset.
Instead using stratification (Figure 1c–f) mitigates variance inflation considerably. In fact,
the ABC likelihood with resampling is approximated by the following (unweighted) mean
mirroring (4)
µˆres =
1
R
R∑
r=1
Kδ(s
∗r, s) =
R∑
r=1
wrKδ(s
∗r, s), s∗r := S(x∗r), x∗r ∼ res(x∗) (11)
where weights are constant wr = 1/R (and this is a feature common to standard ABC
without resampling). With stratification we have the weighted mean
µˆstrat =
J∑
j=1
{
wstratj
n˜j∑
i=1
Kδ(s
∗ij, s)
}
(12)
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with wstratj = ωj/n˜j (and similarly for
ˆˆµstrat by introducing wˆ
strat
j = ωˆj/nj). If we consider
the limit case of a single stratum (J = 1) then ω1 = 1, w
strat
1 = 1/n˜1 = 1/R and (12)
reduces to (11). In the example in section 5.1 we illustrate and discuss in detail the
advantages of using stratification to obtain a less variable estimate of the likelihood. At
the same time, we unfortunately cannot use wstratj but need instead to use wˆ
strat
j = ωˆj/nj ,
and as discussed in section 2.1 this implies a biased estimator.
Now that we have introduced the training and testing concepts, we can expand on (7).
In fact, in an ABC context, (7) becomes (for simplicity, here we assume I{nj>0,∀j} ≡ 1)
E(ˆˆµstrat) =
J∑
j=1
E
(
ωˆj
nj(s
∗
j)
nj∑
i=1
Kδ(s
∗ij , s)
)
where s∗j = (s
∗1j , ..., s∗njj). Since the summary statistics simulated to produce each ωˆj
are independent of the s∗ij used inside Kδ(s
∗ij , s) (these summaries being produced in the
testing procedure), we have that
E(ˆˆµstrat) =
J∑
j=1
E
(
ωˆj
nj(s∗j)
nj∑
i=1
Kδ(s
∗ij , s)
)
=
J∑
j=1
{
E
(
ωˆj
nj(s∗j)
)
E
( nj∑
i=1
Kδ(s
∗ij , s)
)}
. (13)
A sufficient condition for the latter to be unbiased is to have E(ωˆj/nj(s
∗
j )) = 1 for all j,
but this is not the case.
Finally, we may plug in the acceptance probability (10) the estimate µ¯strat found in
(9), in place of ˆˆµstrat. This would be the average of two estimated ABC likelihoods, using
stratification. However, in this case it is possible that the MCMC acceptance rate will
decrease further, as mentioned in section 3.2.
4.1 Running ABC-MCMC with resampling and stratification
We have mentioned the major downside of using stratification is the immediate rejection
of a parameter proposal as soon as nj = 0 for some stratum. Clearly an improvement is
given by introducing as few strata as possible, but also take δ not too small. Also, the
larger the dimension ns of s the more likely some stratum will be neglected (i.e. nj = 0
for some j) unless an exaggeratedly large number R2 of resampled statistics is produced.
In view of the above, we propose the following strategy: when starting the inference
procedure from an initial value θ0, we use an ABC-MCMC with resampling but without
stratification for a sufficiently large number of iterations, so that the chain approaches high
density regions of the posterior surface. We call this procedure rABC-MCMC (resampling
ABC-MCMC) and is exemplified in algorithm 1. Once rABC-MCMC has concluded we
initialize a resampling procedure with embedded stratification for a number of additional
iterations, to obtain a refined chain to be used for reporting results. We call this second
stage rsABC-MCMC (resampling ABC-MCMC with stratification). The advantage of
starting the simulation with rABC-MCMC is that it is fast and empirically is shown to
be able to locate the mode of the ABC posterior piδ(θ|s). During rABC-MCMC we let
the threshold δ decrease as described in section 4.2, so when rsABC-MCMC starts it uses
the “small” δ returned by the last iteration of rABC-MCMC, as well as a tuned scaling
matrix Σ. We denote with (Σ∗, δ∗) the tuned pair that rsABC-MCMC inherits from rABC-
MCMC. Basically, we use the slower rsABC-MCMC to refine the inference produced by the
over-dispersed rABC-MCMC chain. We do not strictly need to further reduce δ∗ during
the stratification stage. Using these settings, rsABC-MCMC is illustrated in algorithm 2.
Instead, when rsABC-MCMC uses an ABC likelihood that is approximated via (9), then
we call the resulting algorithm xrsABC-MCMC, where the “x” stands for the “exchange”
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Algorithm 1 ABC-MCMC with resampling (rABC-MCMC)
1: Input: positive integers N and R. Observed summaries s := S(x) for data x, with dim(x) = nobs. A positive δ
and an ABC kernel Kδ(·). Fix a starting value θ
∗ or generate it from the prior pi(θ). Set θ1 := θ∗. A proposal
kernel q(θ′|θ). Set l := 1.
2: Output: N correlated samples from piδ(θ|s).
3:
4: Initialization:
5: Given θ1, generate synthetic data x∗ ∼ p(x|θ1).
6: Generate R datasets x1, ..., xR, each obtained by resampling nobs times with replacement from x∗. Correspond-
ing summaries are s1, ..., sR.
7: Compute µˆres := µˆres(θ∗) as in (11). Set θl := θ∗ and µˆlres := µˆres. Set l := l+ 1.
8:
9: Propose θ∗ ∼ q(θ|θl−1) and simulate x∗ ∼ p(x|θ∗).
10: Generate R datasets x1, ..., xR, each obtained by resampling nobs times with replacement from x∗. Correspond-
ing summaries are s1, ..., sR.
11: Compute µˆ∗res := µˆ
∗
res(θ
∗) and accept θ∗ with probability
α = min
{
1,
µˆ∗res · pi(θ
∗)
µˆl−1res · pi(θl−1)
×
q(θl−1|θ∗)
q(θ∗|θl−1)
}
.
If it is accepted, set θl := θ∗ and µˆlres := µˆ
∗
res, else set θ
l := θl−1.
12: Set l := l + 1 and go to step 13.
13: If l > N stop, otherwise go to step 9.
Algorithm 2 ABC-MCMC with resampling and stratification (rsABC-MCMC)
1: Input: positive integers N , R1 and R2. Observed summaries s := S(x) for data x, with dim(x) = nobs. A
positive δ possibly inherited from algorithm 1, an ABC kernel Kδ(·) and J strata Dj . Set a starting value θ
∗
possibly obtained from algorithm 1. Set θ1 := θ∗. A proposal kernel q(θ′|θ) possibly inherited from algorithm
1. Set l := 1.
2: Output: N correlated samples from piδ(θ|s).
3:
4: Initialization:
5: Given θ1, generate synthetic data x∗ ∼ p(x|θ1).
6: Training: Generate R1 training datasets x1, ..., xR1 , each obtained by resampling nobs times with replacement
from x∗. Corresponding summaries are s1, ..., sR1 . Obtain ωˆ1, ..., ωˆJ from the strata D1, ...,DJ .
7: Testing: Generate another independent dataset x∗
′
∼ p(x|θ1). Generate R2 testing datasets x1, ..., xR2 , each
obtained by resampling nobs times with replacement from x
∗′ . Recompute summaries s1, ..., sR2 . Obtain
n1, ..., nJ from the strata D1, ...,DJ .
8: Compute ˆˆµ1
strat
:= ˆˆµ∗
strat
(θ∗) as in (12). Set θl := θ∗. Set l := l+ 1.
9:
10: Propose θ∗ ∼ q(θ|θl−1), simulate independently x∗ ∼ p(x|θ∗) and x∗
′
∼ p(x|θ∗).
11: With the new x∗ and x∗
′
perform training and testing as in steps 6–7.
12: Compute ˆˆµ∗
strat
:= ˆˆµ∗
strat
(θ∗) and accept θ∗ with probability
α = min
{
1,
ˆˆµ∗
strat
· pi(θ∗)
ˆˆµl−1
strat
· pi(θl−1)
×
q(θl−1|θ∗)
q(θ∗|θl−1)
}
.
If it is accepted, set θl := θ∗ and ˆˆµl
strat
:= ˆˆµ∗
strat
, else set θl := θl−1.
13: Set l := l + 1 and go to step 14.
14: If l > N stop, otherwise go to step 10.
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of the training and testing summaries when computing the second likelihood in µ¯strat.
Notice, for rABC-MCMC, whenever we wish to generate say R resampled datasets, we
create a matrix of positive integers u ≡ [ur,i]r=1,...,R;i=1,...,nobs, where each ur,i is obtained
by uniform random sampling with replacement from {1, ..., nobs}. Therefore u collects
the indeces of the values of x∗ that have been resampled. Then, in order to obtain a
computational saving, we reuse the same matrix u across the rABC-MCMC iterations,
that is the u are never modified. For rsABC-MCMC we do the same, except that we
produce two distinct matrices, u1 and u2 for the training and the testing respectively, and
we keep these two matrices constant during rsABC-MCMC.
We now discuss an additional advantage of sampling many artificial datasets at a small
computational cost, namely the possibility to construct a self-tuning procedure for δ.
4.2 Self-tuned ABC threshold
The possibility to simulate many artificial datasets at each proposed θ allows to tune the
ABC threshold δ, as the number of rABC-MCMC iterations increases. That is, we start
rABC-MCMC at an initial parameter θ0, from which we simulate a first artificial dataset
x∗. From x∗ we obtain R resampled datasets x∗1, ..., x
∗
R, and the corresponding statistics
are s∗1, ..., s
∗
R. We can then set an initial scaling matrix Σ for these statistics, for example
set Σ = Ins , the ns×ns identity matrix, which will be updated after an appropriate burnin.
At this point, it is possible to compute the vector of all distances d = (d1, ..., dR), with
dr =
√
(s∗r − s)
′Σ−1(s∗r − s), and obtain an initial threshold δ0 to be used for a number
of iterations. A standard way to obtain δ0 is given by considering ψ-percentiles, which
goes back to at least Beaumont et al. [2002] and has later been considered in different
algorithms, see for example Lenormand et al. [2013] and Picchini and Forman [2016]. In
the present work we compute δ0 as the ψ-percentile of all distances d, for example by
setting ψ = 5 (i.e. the 5th percentile).
Once δ0 is obtained as above, K burnin iterations of rABC-MCMC are executed. At
iteration K + 1, matrix Σ is updated to be again diagonal, but with non-zero entries
given by the squared median absolute deviation (MAD) of all summaries s∗ simulated
up to iteration K + 1. To this end we collect all simulated summaries (including those
corresponding to rejected proposals) into a (K · R) × ns matrix, then for each column
we obtain the corresponding MAD value. Finally, Σ contains the ns squared MADs on
its main diagonal. We do not further update Σ for the remaining iterations. Instead, we
periodically check whether it is appropriate to reduce the value of the threshold from δt
to δt+1, so that in the end we have a sequence of T + 1 decreasing thresholds δ0 > δ1 >
· · · > δT .
Therefore, we periodically check (say every 5% of the total number of rABC-MCMC
iterations) whether the following two conditions are simultaneously satisfied: (i) the cur-
rent proposal θ∗ has been accepted and (ii) the summaries produced by the accepted θ∗
are such that
∑R
r=1 Idr<δ ≥ 0.05 · R at that specific iteration of rABC-MCMC. That is,
if the number of distances that is smaller than the currently used δt is at least 5% of
the number of resamples, we lower the value of the threshold (again, provided that the
proposed θ∗ has been accepted). We use this criterion to avoid reducing δt when its value
is apparently already small enough. When condition (i) is not satisfied at the iteration
when we are supposed to check whether δ can be reduced, we do not wait until the next
5% of rABC-MCMC iterations is processed: instead we check (ii) as soon as a proposal is
accepted.
Given the above, we attempt at reducing the threshold from its current value δt to
δt+1 according to the criterion δt+1 := min(δt, dψ), where dψ is the ψ-percentile of d.
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5 Case studies
5.1 A Gaussian toy-model
Here we consider a very trivial example. However, this is interesting enough as an illustra-
tion of the consequence of using stratified sampling within ABC. We illustrate results with
and without resampling, and also show the effect of estimating the strata probabilities ωj
as opposed to fixing these.
We simulate nobs = 1, 000 iid realizations from a standard Gaussian, i.e. xi ∼ N (0, 1)
(i = 1, ..., nobs) and data is x = (x1, ..., xnobs). We wish to conduct Bayesian inference for
the population mean θ, hence we assume that our data-generating model is N (θ, 1), i.e.
the variance is known. We assume Gaussian priors (these are conjugate) so that exact
Bayesian inference is possible. Specifically, we set pi(θ) ∼ N (m0, σ
2
0) with hyperparameters
m0 = 0.1 and σ0 = 0.2. In this specific example we are not interested in the convergence of
ABC-MCMC algorithms for values of θ starting far away from the truth. We just want to
study the precision of the resulting inference. So in all approaches that follow the starting
θ is the ground-truth value θ = 0.
We deliberately consider a too large value for δ, in this case δ = 0.03, to better show
the effect of using stratified Monte Carlo within ABC compared to standard Monte Carlo
in ABC (for the latter, a “small enough” threshold to obtain accurate results would be
δ = 0.01). We first consider a pseudo-marginal ABC-MCMC (pmABC-MCMC), which we
compare to the exact posterior. For all ABC approaches, Kδ is always a Gaussian kernel.
For this problem we also have a sufficient summary statistic for θ, which is the sample
mean of the data, in our case equal to s = −0.0012. So the value of δ > 0 is the only source
of error (besides the Monte Carlo error due to finite sampling). Results in Table 1 are
based on 9,000 MCMC iterations following 1,000 burnin iterations. Parameter proposals
are always generated using Gaussian random walk with (fixed) standard deviation of 0.1.
Table 1 also reports the estimated integrated autocorrelation time (IAT) returned from
the LaplacesDemon R package. The IAT estimates the number of iterations to obtain an
independent sample from the target distribution, hence the smaller the IAT the better.
pmABC-MCMC: we use (8) with M = 100 into a Metropolis-Hastings algorithm.
That is, for each θ∗ we produceM independent realizations from the model xr ∼ N (θ∗, 1)
(r = 1, ...,M), then the summaries s∗r of each x∗r are taken, and the ABC likelihood
is approximated by averaging the M ABC kernels. The resulting posterior density is in
Figure 1(a), see also Table 1. We notice the posterior is too spread compared to the exact
one, as a result of the relatively large δ.
rABC-MCMC: rABC-MCMC stands for ABC-MCMC with resampling (but no strat-
ification) and is similar to pmABC-MCMC except for the use of resampling. For each
new θ∗, we obtain a single realization x∗ of size nobs from the model, then we obtain
R = 100 vectors x∗r ∼ res(x∗), each having size nobs, r = 1, ..., R. For each vector we
compute summaries s∗r and then (11). The resulting posterior is in Figure 1(b). See also
Table 1. We notice the detrimental effect of resampling, inflating the posterior variability
considerably.
sABC-MCMC: sABC-MCMC stands for ABC-MCMC with stratification but without
resampling. It is similar to pmABC-MCMC except that sABC-MCMC uses stratified
Monte Carlo. This means that all M1 and M2 datasets generated to compute ωˆj and the
nj are independently simulated from the model. We use three strata defined as D1 =
{s∗ s.t.
√∑
r(s
∗r − s)2 ∈ (0, δ/4)}, D2 = {s
∗ s.t.
√∑
r(s
∗r − s)2 ∈ (δ/4, δ/3)} and D3 =
{s∗ s.t.
√∑
r(s
∗r − s)2 ∈ (δ/3,∞)}. The boundaries for these strata are hand-picked by
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Figure 1: Posteriors for θ. The exact posterior is in red. (a) pmABC-MCMC (blue); (b) rABC-MCMC
(blue); (c) sABC-MCMC (blue) when the ωj are estimated; (d) sABC-MCMC (blue) using fixed ωj ; (e)
rsABC-MCMC (blue); (f) xrsABC-MCMC (blue).
considering that here we deliberately chose a fairly large δ, hence it is still possible to
have draws falling e.g. into D1 (in a more realistic scenario in section 5.2 we choose wider
boundaries). We used M1 =M2 = 100. Therefore n1 + ...+ n3 =M2 = 100 which means
that the Monte Carlo mean in (12) is taken on the same number of samples as in pmABC-
MCMC and rABC-MCMC, for a fair comparison. See Figure 1(c) for results, showing the
benefits of stratification by obtaining a closer match to the true posterior, despite using a
large δ. In this case we estimated the ωj at each proposed value of θ. We now fix the ωj
to typical values we have observed in the previous estimation (basically the means of the
ωˆj), e.g. ω1 = 0.13, ω2 = 0.04 and ω3 = 1 − (ω1 + ω2), and we obtain Figure 1(d). We
conclude that it is necessary to estimate the ωj at each θ, and fixing these for any possible
value of θ is suboptimal.
rsABC-MCMC: rsABC-MCMC stands for ABC-MCMC with resampling and strat-
ification, and it enhances rABC-MCMC with stratified Monte Carlo. This is the main
algorithm proposed in the present work, and here we always estimate the ωˆj. We use the
same three strata as in sABC-MCMC, and use R1 = R2 = 100. Results are in Figure 1(e)
and Table 1. Also in this case we improve over the resampling approach rABC-MCMC
and obtain results similar to pmABC-MCMC. However in more complex examples (e.g.
section 5.2) the effects of stratification are even more noticeable.
xrsABC-MCMC: xrsABC-MCMC is the same as rsABC-MCMC, except that we av-
erage the two stratified likelihoods obtained by exchanging samples produced during the
training and the testing, as described in section 3.2. The resulting marginal posterior is
clearly an improvement over rsABC-MCMC, with essentially no computational overhead.
The inference is close to exact Bayes and slightly worse than sABC-MCMC with estimated
ω.
As a summary, the results show the benefits of using stratified Monte Carlo. The best ABC
inference is returned by sABC-MCMC when the ωj are estimated, as stratification seems
to mitigate the fact that a large δ is used. Of course there is no reason to use a large δ in
this example and again, should the simulator be computationally expensive, then sABC-
MCMC would not be suitable. The latter remark brings us to considering rsABC-MCMC
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Method Inference IAT
exact Bayes 0.0013 [-0.0599, 0.0625] –
pmABC-MCMC 0.0021 [-0.0816, 0.0902] 4.61
rABC-MCMC 0.0063 [-0.1025, 0.1122] 6.31
sABC-MCMC (estimated ω) 0.0032 [-0.0584, 0.0600] 4.47
sABC-MCMC (fixed ω) 0.0018 [-0.0661, 0.0655] 5.61
rsABC-MCMC 0.0029 [-0.0811, 0.0837] 5.87
xrsABC-MCMC 0.0014 [-0.0704, 0.0688] 7.53
Table 1: 1D Gauss model: Mean, 95% posterior intervals for θ and integrated autocorrelation time.
as a viable alternative, since it drastically reduces the bias produced by the naive rABC-
MCMC, while still being appealing for expensive simulators since it uses resampling. In
terms of computational efficiency, as measured by the IAT, the best performance is given
by sABC-MCMC when the ωj are estimated, and again rsABC-MCMC is competitive,
while the excellent inference produced by xrsABC-MCMC is penalized by a larger number
of rejections, returning a slightly larger IAT.
5.1.1 Likelihood estimation
We now consider the estimation of the ABC likelihood function, regardless of Bayesian
inference. We apply the five likelihood estimation strategies employed in section 5.1: the
main result is that using resampling within ABC, and no stratification, produces a very
biased and highly variable estimated ABC likelihood. Adding a stratification strategy to
resampling considerably reduces the bias and the variability induced by the resampling
scheme. We compare: (i) standard Monte Carlo ABC (here denoted ABC), i.e. equation
(8); (ii) resampling, as in equation (11) (denoted rABC), (iii) stratified sampling sABC
without resampling, both when the ωj are known and when are estimated, and finally
(iv) resampling with stratified sampling (denoted rsABC) as in equation (6), and in this
case the ωj are estimated. We use the same data previously considered. We compare
the likelihoods at fifty equispaced values taken in the interval θ ∈ [−0.1, 0.1]. The lat-
ter is where most of the posterior mass is located under the true posterior, see Figure
1. For each of the fifty considered values of θ, the several approximate likelihoods are
computed independently for 500 times, using the same settings as previously introduced.
This way, for each θ, we report the mean of these 500 estimations and their 2.5 and 97.5
percentiles. The only difference with the previous MCMC inference is that, when using
stratification for this specific study, we need to impose that nj > 0 for all j and all esti-
mation attempts. That is we keep simulating until we obtain realizations that satisfy such
constraints. Otherwise we might not produce loglikelihoods having finite values, hence
these would be useless for display in Figure 2. Recall that such restriction is not nec-
essary (nor implemented) when Bayesian inference is conducted using sABC-MCMC or
rsABC-MCMC. We acknowledge that the conditioning on {nj > 0} does not give a perfect
visualization of the (unconditional) likelihood (6). For ease of visual comparison, results
are given for the corresponding loglikelihoods in Figure 2, where we consider the standard
ABC as gold-standard.
We notice the mean of the rABC procedure is quite far from the standard ABC one, and
rABC displays very large variability for the most extreme values of θ. The reason why the
inference results in Figure 1(b) are not completely off, is that the bias of the mean of the
likelihood (compared to the mean of the ABC likelihood in red) is about constant across
the support of θ, hence this will simplify-out in the ratio for the acceptance probability of
Metropolis-Hastings. Then sABC using ωˆj shows an excellent match with standard ABC
across the entire range of θ (it could be expected that, when the values of ωj are known,
sABC should lead to a more precise estimation, compared to standard ABC). Instead,
fixing the ωj in sABC to some arbitrary values results in bias in the tails, due to using
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Figure 2: 1D Gauss model: ABC loglikelihood estimated via ABC (in red, but almost exactly covered
by black lines), rABC (blue), sABC with estimated ωˆj (black), sABC with fixed ωj (green) and rsABC
(magenta). Solid lines are mean values over 500 estimations. Dashed lines are 2.5 and 97.5 percentiles.
values of ωj that are not necessarily appropriate for every given θ. Finally, rsABC shows
that the bias of rABC and its variability are considerably reduced via stratification, which
is a main result of our study.
Notice, for reasons of clarity, in Figure 2 we do not report analogous curves for the
estimation via xrsABC-MCMC (i.e. when an averaged likelihood µ¯strat is computed).
However, in appendix we show the benefits of computing µ¯strat: when the nj > 0 are all
positive (both for ˆˆµ
(1)
strat and
ˆˆµ
(2)
strat) then using µ¯strat produces a 30-40% reduction in the
variance of the likelihood estimation, compared to the one returned via rsABC-MCMC.
5.2 g-and-k distribution
While in the previous example we focused on inference accuracy, by initiating the simu-
lations at ideal (ground truth) parameter values and using a fixed δ, thus simplifying the
design of the MCMC algorithm, here we consider a more challenging scenario.
The g-and-k distribution is a standard toy model for ABC studies (Allingham et al.,
2009, Fearnhead and Prangle, 2012, Picchini, 2018), in that its simulation is straightfor-
ward, but it does not have a closed-form probability density function (pdf). Therefore the
likelihood is analytically intractable. However, it has been noted in Rayner and MacGillivray
[2002] that one can still numerically compute the pdf, by 1) numerically inverting the quan-
tile function to get the cumulative distribution function (cdf), and 2) numerically differ-
entiating the cdf, using finite differences, for instance. Therefore “nearly exact” Bayesian
inference (up to numerical discretization error) is possible. This approach is implemented
in the gk R package Prangle [2017].
The g-and-k distributions is a flexibly shaped distribution that is used to model non-
standard data through a small number of parameters. It is defined by its quantile function
F−1(z; θ), where F−1(z; θ) : [0, 1]→ R is given by
F−1(z;A,B, c, g, k) = A+B
[
1 + c
1− exp(−g · r(z))
1 + exp(−g · r(z))
]
(1 + r2(z))kr(z) (14)
where r(z) is the zth standard normal quantile, A and B are location and scale parameters
and g and k are related to skewness and kurtosis. Parameters restrictions are B > 0
and k > −0.5. An evaluation of (14) returns a draw (zth quantile) from the g-and-
k distribution or, in other words, a sample from the g-and-k distribution can be easily
simulated by tossing a standard Gaussian draw r∗, i.e. r∗ ∼ N (0, 1) and then a single
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scalar draw from g-and-k is given by plugging r∗ in place of r(z) in (14). We assume
θ = (A,B, g, k) as parameter of interest, by noting that it is customary to keep c fixed
to c = 0.8, see Drovandi and Pettitt [2011], Rayner and MacGillivray [2002]. We use the
summaries s(x) = (sA,x, sB,x, sg,x, sk,x) suggested in Drovandi and Pettitt [2011]:
sA,x = P50,x sB,x = P75,x − P25,x,
sg,x = (P75,x + P25,x − 2sA,x)/sB,x sk,x = (P87.5,x − P62.5,x + P37.5,x − P12.5,x)/sB,x
where Pq,x is the qth empirical percentile of x. That is sA,x and sB,x are the median and
the inter-quartile range of x respectively.
We use the simulation strategy outlined above to generate data x, containing nobs =
2, 000 independent samples from the g-and-k distribution using parameters θ = (A,B, g, k) =
(3, 1, 2, 0.5). We place uniform priors on the log-parameters: A ∼ U(−30, 30), B ∼
U(0, 30), g ∼ U(0, 30), k ∼ U(0, 30). We use the gk package to report nearly exact
Bayesian inference, providing a useful comparison with ABC inference: the package em-
ploys the adaptive MCMC strategy in Haario et al. [2001] to simulate parameter proposals.
Posterior marginals (with the first 1,000 draws discarded as burnin) are given as “exact
Bayes” in Figure 6. Only for the case of exact Bayesian inference and for pmABC-MCMC
we start simulations at ground-truth parameter values.
We now proceed at running rABC-MCMC (algorithm 1). This is initialised at pa-
rameter values set far from the ground truth, namely starting parameter values (not
log-transformed) are θ0 = (0.25, 2.72, 403.43, 10.00). We execute 15,000 rABC-MCMC
iterations using R = 100 resampled datasets at each iteration. Such large number of itera-
tions is necessary since we start far away from ground-truth parameters. The parameters
proposal kernel is the adaptive one from Haario et al. [2001] with initial diagonal covari-
ance matrix having variances [0.12, 0.12, 0.12, 0.012], respectively for logA, logB, log g and
log k (proposed parameters are generated on the log-scale). The proposal covariance is
updated every 500 iterations. During rABC-MCMC the ABC threshold is automatically
determined and updated as described in section 4.2, using ψ = 0.05. The scaling matrix
Σ is obtained after the initial K = 5, 000 iterations, as described in section 4.2. The
evolution of the threshold {δt}
T
t=1 is in Figure 3 (for ease of readability we report log δt).
Its final value is δT = 0.0182, which is also used during the stratified rsABC-MCMC stage.
The acceptance rate for rABC-MCMC at δT is around 10-20%, which is higher than what
is typically desired with ABC algorithms when accurate inference is wanted, while values
around 1–2% have been shown to be often appropriate, e.g. Fearnhead and Prangle [2012].
However, in the next stage using stratification, we obtain a lower acceptance rate of 1–3%
using the same δT value.
Once rABC-MCMC has concluded, the xrsABC-MCMC procedure is initialized. We
recall that xrsABC-MCMC is similar to algorithm 2, except that µ¯strat is employed in place
of ˆˆµ, see section 3.2. xrs-ABC-MCMC is initialized at the last accepted parameter value
returned by rABC-MCMC, from which inherits also the threshold value δ = δT = 0.0182
(which is kept constant throughout) and the covariance matrix used for the adaptive
MCMC proposals generation. The stratified procedure comprises further 20,000 iterations
using R1 = R2 = 100. We consider three strata, namely D1 = {s
∗ s.t. ((s∗ − s)′Σ−1∗ (s
∗ −
s))1/2 ∈ (0, δT /2]}, D2 = {s
∗ s.t. ((s∗ − s)′Σ−1∗ (s
∗ − s))1/2 ∈ (δT /2, δT ]}, and D3 =
{s∗ s.t. ((s∗−s)′Σ−1∗ (s
∗−s))1/2 ∈ (δT ,∞)}. The chains for the entire simulation, including
the rABC-MCMC stage, are in Figure 4, with a zoomed detail in Figure 5 for ease of
reading. Marginal posteriors for rABC-MCMC (using draws obtained with δ ≡ δT ) and
xrsABC-MCMC are in Figure 6. Finally we run pmABC-MCMC with M = 100. The
simulation in this case is initiated at the ground truth parameter values, and we use the
same scaling matrix Σ as in rABC-MCMC and xrsABC-MCMC. Results for pmABC-
MCMC in Figure 6 use the same threshold δ = 0.0182 as in previous analyses. The
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Figure 3: g-and-k: evolution of the self-tuned log δt during rABC-MCMC.
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Figure 4: g-and-k: chains for both rABC-MCMC (up to iteration 15,000) and xrsABC-
MCMC (remaining 20,000 iterations). Dashed black lines are ground-truth parameter
values.
resulting acceptance rate is high, around 20%, which is certainly not optimal for accurate
inference, however the utility of the comparison in Figure 6 is that, for the same ABC
threshold, we conclude that using stratification enhances the results considerably. For all
parameters xrsABC-MCMC produces much more precise inference than pmABC-MCMC
(it is not even necessary to produce plots for inference via rABC-MCMC, which is of
course poorer than pmABC-MCMC). Again, pmABC-MCMC could return better results
if a small δ was used, and in that case xrsABC-MCMC would struggle with high rejection
rates (due to frequent zeroes in ωj and/or nj). However, we can instead keep a larger value
of δ, such as the one we employed, and still enjoy good results when using stratification.
Finally, we run rsABC-MCMC and observe in Figure 6 that as expected xrsABC-MCMC
performs better. However, before making strong conclusions, we should also take into
account the time it takes to produce a single independent sample.
To this end, we report the integrated autocorrelation time (IAT) for pmABC-MCMC,
rsABC-MCMC and xrsABC-MCMC, computed on the last 10,000 draws. Specifically,
here we report the average IAT computed across the four parameters. IAT for pmABC-
MCMC is 29.1. IAT for xrsABC-MCMC is 342.6. That is xrsABC-MCMC requires
roughly twelve times as many number of iterations to produce an independent sample,
compared to pmABC-MCMC. This is not surprising, given that xrsABC-MCMC works
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Figure 5: g-and-k: a closer look to Figure 4 from iteration 10,000 onward. From iteration
10,000 to 15,000 is rABC-MCMC, and the rest is xrsABC-MCMC.
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Figure 6: g-and-k: exact (blue), pmABC-MCMC (green), rsABC-MCMC (magenta) and
xrsABC-MCMC posteriors (yellow). All ABC marginals use the same δ = 0.0182. Dashed
black lines denote ground-truth parameters.
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under much lower acceptance rates. Finally, the IAT for rsABC-MCMC is 198, which
seems a better compromise.
5.3 Ising model
The Ising model is a Markov random field model for a vector of binary variables x =
(xk)
nobs
k=1 , each of which takes a value in {−1, 1}. Each variable xk has a set of neighbouring
variables ℵk (xk), and the joint distribution over x is given by
f (x | θ) =
exp (θS (x))
Z (θ)
,
where S (x) =
∑nobs
k=1
∑
xℵ∈ℵ(xk)
xkxℵ and Z (θ) (the “partition function”) is the sum of the
numerator over all possible configurations of x and is thus usually too computationally
expensive to evaluate pointwise at θ. In this paper we consider the well-studied case
when ℵk has the x variables arranged in a 2-dimensional grid (using toroidal boundary
conditions). Bayesian inference of the parameter θ can be performed using the exchange
algorithm [Murray et al., 2006], but may also be performed using ABC [Grelaud et al.,
2009, Everitt, 2012]. In this paper we study simulated data generated for a 100× 100 grid
(so that nobs = 10
4), using the parameter θ = 0.3.
We ran several different ABC-MCMC algorithms for 2,000 iterations on this data. A
uniform prior between 0 and 3 was used for θ. The algorithms were run 30 times each,
and in all cases were initialised at θ = 0.3 (so that we can compare their efficiency without
requiring a burn in). To simulate from the model, a Gibbs sampler with 50 sweeps was
used, with the final point being taken as the simulated value for the ABC. The statistic S(·)
(defined above) was used in the ABC, with the Gaussian ABC kernel being used (noting
that we do so even though S (·) only takes discrete values) with δ = 5. The ABC-MCMC
methods all used the same number of simulations from the likelihood per iteration. We
use: pmABC-MCMC withM = 2; rABC-MCMC with R = 100 resamples, using the block
bootstrap as in Everitt [2017] with a block size of 20×20 (with the average taken over two
simulations from the likelihood); and xrsABC-MCMC with the same resampling scheme
as for rABC-MCMC. For xrsABC-MCMC we considered several different configurations:
• Strata set 1: {[0, δ/2) , [δ/2, δ) , [δ, 3δ/2) , [3δ/2,∞)};
• Strata set 2: {[0, δ/2) , [δ/2, δ) , [δ,∞)} with both R = 100 and R = 1, 000;
• Strata set 3: {[0, δ/2) , [δ/2, δ) , [δ, 3δ/2) , [3δ/2, 2δ) , [2δ, 5δ/2) , [5δ/2,∞)}.
There was little difference between the estimated posterior expectations from the different
methods. Table 2 shows the estimated standard deviation and integrated autocorrelation
time (IAT), averaged over the 30 runs, for each approach. pmABC-MCMC achieves
the most accurate posterior (when compared to the exchange algorithm, for which the
mean estimated standard deviation was 0.0135), but has a high autocorrelation time due
to the large variance in the likelihood estimate. As observed in Everitt [2017], rABC-
MCMC achieves an improved efficiency, but at the cost of sampling from a posterior
with a variance that is larger than than of the true posterior. The stratified versions of
the method (xrsABC-MCMC) all target a posterior that is closer to the true posterior
than rABC-MCMC, but do not provide a correction that eliminates the bias due to the
resampling. Each configuration of xrsABC-MCMC gives a comparable posterior, but the
efficiency of the MCMC is different in each case. As expected (due to the rejections due
to unsampled strata), the efficiency gets worse as the number of strata is increased. We
also observed that the efficiency (mean IAT) is improved by using more resamples, due to
the reduction in variance of the likelihood estimates.
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Method Mean s.d. Mean IAT
pmABC-MCMC 0.0133 44.8
rABC-MCMC, R = 100 0.0204 20.1
xrsABC-MCMC, R = 100, strata set 1 0.0177 25.1
xrsABC-MCMC, R = 100, strata set 2 0.0169 15.9
xrsABC-MCMC, R = 1000, strata set 2 0.0181 9.97
xrsABC-MCMC, R = 100, strata set 3 0.0174 28.6
Table 2: Ising: mean of the estimated standard deviations and integrated autocorrelation time from
ABC-MCMC, rABC-MCMC and several configurations of xrsABC-MCMC.
6 Lotka-Volterra
Lotka-Volterra is a well studied toy model for testing inference procedures (e.g. Wilkinson,
2011), and has extensively been used in the likelihood-free literature, e.g. Prangle et al.
[2017], Papamakarios and Murray [2016], Everitt [2017]. The Lotka–Volterra model de-
scribes two interacting populations. In its original ecological setting the populations rep-
resent predators and prey. However it is also a simple example of biochemical reaction
dynamics (Markov jump process) of the kind studied in systems biology. It describes how
the number of individuals in two populations (one of predators, the other of prey) change
over time. Here X1 represent the number of predators and X2 the number of prey. The
following reactions may take place:
• A prey may be born, with rate θ1X2, increasing X2 by one.
• The predator-prey interaction in which X1 increases by one and X2 decreases by
one, with rate θ2X1X2.
• A predator may die, with rate θ3X1, decreasing X1 by one.
The model is a popular example for likelihood-free inference, in that its solution may be
simulated exactly using the “Gillespie algorithm” [Gillespie, 1977], but it is not possible
to evaluate its likelihood. We use settings from Owen et al. [2015], which in turn have
been used in Prangle et al. [2017] and Everitt [2017]. Data-generating parameters were
θ1 = 1, θ2 = 0.005 and θ3 = 0.6. The simulation starts with initial populations X1 = 50
and X2 = 100, and including the initial values has nobs = 32 measurements for each series,
with the values of X1 and X2 being recorded every 2 time units. For ABC inference, we
followed the summary statistics used in Wilkinson [2013] and Papamakarios and Murray
[2016], that is a 9-dimensional vector composed of the sample mean, natural logarithm of
the sample variance and first two autocorrelations of each of the two time series, together
with the cross-correlation between them. Priors were set uniform log θj ∼ U(−6, 2) on the
log-transformed parameters, j = 1, 2, 3.
We focus on the accuracy of the inference, rather than the convergence of the al-
gorithms, and start simulations at the ground-truth parameter values. For the several
ABC-MCMC procedures we propose parameters as log θ ∼ N (0,Ξ) using a non-adaptive
Gaussian random walk with a constant and diagonal covariance matrix Ξ, with diagonal
values (0.12, 0.12, 0.052). This setting was found to be effective. Before executing ABC
inference, we produced a pilot run of 1,000 simulations from the prior predictive distri-
bution of the model. This means that we simulated 1,000 datasets {xi = (xi1, x
i
2)}
1000
i=1
with xi ∼ p(x) =
∫
p(x|θ)pi(θ)dθ, and for each xi we computed corresponding summaries
si = s(xi). We used these summaries in the following way: (i) we used the si to obtain
a scaling matrix Σ for the ABC distances (see section 4.2), which resulted in a diagonal
matrix with non-zero entries (7.532, 8.712, 0.392, 0.382, 0.062, 0.072, 0.192, 0.182, 0.092). (ii)
For the given Σ we computed distances ∆i = ((si − s)′Σ−1(si − s))0.5, with s the data
summaries. Then we set the ABC threshold δ to be a ψ-percentile of the {∆i}
1000
i=1 , and
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kept δ constant during the ABC-MCMC that followed this pilot stage. Specifically, we
choose ψ = 0.5, which means that δ is set very small: this gives δ = 0.8567 which implies
P(∆ < δ) = 0.005.
We then run a non-marginal ABC-MCMC, which means setting M = 1 in (8). Using
M = 1 is typical in most applications of ABC, especially when the simulator is slow.
We also run rsABC-MCMC, and in this case resampling is performed via the “block
bootstrap”, due to Kunsch [1989] and also employed in Everitt [2017]. The block bootstrap
resamples blocks of data. These blocks are chosen to be sufficiently large such that they
retain the short range dependence structure of the data, so that a resampled time series
constructed by concatenating resampled blocks has similar statistical properties to a real
sample. Suppose that x1:n
obs
is time indexed data. In the block bootstrap, using a block
of length B (for simplicity we consider the case where B is a divisor of nobs), we may
construct a set of overlapping or non-overlapping blocks of indices of the observations. An
example of overlapping blocks is
B = {(1 : B), (2 : B + 1), ..., (nobs −B + 1 : nobs)} .
Then a resample xr from x1:nobs consists of nobs/B concatenated blocks whose indices are
sampled with replacement from B. The summary statistics of R resamples {xr}Rr=1 may
then be computed. For this case study we consider four non-overlapping blocks of equal
size B = 8, hence each block has eight observations and we have
B = {(1 : B), (B + 1 : 2B), ..., (nobs −B + 1 : nobs)} .
Same as for the other case studies, also here we resample indices (i.e. blocks in this case),
before starting the inference procedures, and then keep the indeces constant across the
iterations.
Results from 10,000 iterations of the non-marginal ABC-MCMC are in Table 3, report-
ing posterior inference, the integrated autocorrelation time (IAT), which is the average of
the individual IAT’s for the three parameters, and finally the acceptance rate (in percent-
age). The rsABC-MCMC is not able to run satisfactorily with such a small δ, so we set it
to a value five times larger than for ABC-MCMC, that is δrs = 5δ = 4.283 (equivalent to
setting ψ = 55). We set R1 = R2 = 100 and use different sets of strata:
• strata set 1: {(0, δrs/2), [δrs/2, δrs), [δrs,∞)}, denoted rsABC-MCMC-1
• strata set 2: {(0, δrs), [δrs, 2δrs), [2δrs,∞)}, denoted rsABC-MCMC-2
• strata set 3: {(0, δrs/3), [δrs/3, δrs/2), [δrs/2,∞)}, denoted rsABC-MCMC-3
Table 3 shows that inference returned by ABC-MCMC and rsABC-MCMC-1 is similar,
however rsABC-MCMC-1 is more efficient (smaller IAT), by requiring fewer iterations to
produce an independent sample. This is an important result, as we obtain a good inference
performance despite using a much larger ABC threshold. We recall however that by
introducing strata there is always a “penalty” due to the rejections occurring when some
nj = 0. For example, see the results for rsABC-MCMC-3: even though the innermost
stratum has right bound δrs/3, which is still larger than δ, we obtain a much smaller
acceptance rate (1%). This is likely due to having a narrow second stratum [δrs/3, δrs/2),
and possibly also a narrow innermost stratum (0, δrs/3). The optimal selection of the
strata is therefore an important research topic, that we will explore in future research.
7 Conclusions
We have constructed stratified Monte Carlo strategies to substantially reduce the bias
induced by data resampling procedures in ABC inference, when resampling is employed to
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θ1 θ2 θ3 IAT accept. rate
(%)
true parameters 1 0.005 0.6
ABC-MCMC 1.011 [0.93,1.13] 0.0050 [0.0046,0.0055] 0.575 [0.504,0.627] 144.96 2.46
rsABC-MCMC-1 0.989 [0.88,1.11] 0.0050 [0.0044,0.0056] 0.577 [0.479,0.668] 114.14 6.5
rsABC-MCMC-2 0.957 [0.76,1.24] 0.0048 [0.0038,0.0059] 0.548 [0.433,0.690] 129.63 11.5
rsABC-MCMC-3 1.011 [0.89,1.15] 0.0050 [0.0046,0.0056] 0.584 [0.500,0.654] 349,03 1.1
Table 3: Lotka-Volterra: Mean and 95% posterior intervals for θ using a non-marginal ABC-MCMC and
rsABC-MCMC. The IAT is the average of the IAT’s for the three parameters. Notice all rsABC-MCMC
algorithms use a much larger δ than ABC-MCMC, see main text.
accelerate ABC-MCMC within a pseudo-marginal approach. At the same time, we do not
really obtain a pseudo-marginal ABC-MCMC algorithm, as the estimated ABC likelihood
using resampling and stratification is not unbiased, and therefore we do not target the
ABC posterior piδ(θ|s) exactly.
We found that partitioning into several strata the (possibly unbounded) integration
space D of the ABC likelihood, is beneficial for the accuracy of ABC inference employing
resampling. Implementing stratification for ABC is straightforward, however the iden-
tification of the appropriate number of strata and their size will be explored in future
research.
Whenever the model simulator is fast enough to run, then the procedure of resam-
pling (and stratification) comes with some computational overhead. That is to say, in
such examples, when the code for sampling independently M > 1 datasets can be easily
vectorised (or efficiently parallelised) it is reasonable to use a standard pseudo-marginal
ABC-MCMC. Otherwise the statistical efficiency coming with a better mixing chain might
be obfuscated by the increased computational cost [Bornn et al., 2017]. However, in re-
alistic situations, simulating from the model using M ≫ 1 is a computational bottleneck
and/or produce a vectorised or parallelized code might not be possible. In this case resam-
pling data from a small number of model simulations M is beneficial (in the considered
examples we used M = 1 at each new θ for rABC-MCMC and M = 2 for rsABC-MCMC
and xrsABC-MCMC). An interesting result connected to our approach is the ability to
use a larger than usual ABC threshold δ, and hence enjoy a higher acceptance rate, while
keeping the quality of the inference under control. However, all these aspects are also
connected to the optimal design of the strata, which is left for future research.
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Appendix
Unbiasedness of µˆstrat
The estimator in (5) is easily shown to be unbiased, see chapter 8 in Owen [2013]. This
fact is proved below for ease of access. Recall, when using (5) we assume the ability to
simulate directly from each given stratum, therefore we denote with x ∼ pj a simulation
from stratum Dj, where pj(x) = p(x|x ∈ Dj) = ω
−1
j p(x)Ix∈Dj . Then we have
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E(µˆstrat) =
J∑
j=1
ωjE
(
1
n˜j
n˜j∑
i=1
f(xij)
)
=
J∑
j=1
ωj
∫
Dj
f(x)pj(x)dx
=
J∑
j=1
∫
Dj
f(x)p(x)dx =
∫
D
f(x)p(x)dx = µ.
Efficiency of the averaged likelihood approach
In section 3.2 we considered averaging two likelihoods obtained via stratification. Here we
show that the approach is promising in terms of variance reduction, though when used
within Metropolis-Hastings it will likely lead to higher rejection rates. Here we consider
the same data studied in the simple Gaussian case study from section 5.1. We compute
both ˆˆµstrat (which is the same as ˆˆµ
(1)
strat, see section 3.2) and µ¯strat at fifty equispaced
values taken in the interval θ ∈ [−0.1, 0.1]. For each of the fifty considered values of
θ, both approximate likelihoods are computed for 1,000 independent repetitions, using
δ = 0.03, R1 = R2 = 100 and the same three strata as considered in section 5.1. Figure
7 gives the variances of the corresponding likelihood approximations obtained over the
1,000 repetitions (recall the ground-truth parameter for the data generating process is
θ = 0). Instead Figure 8 gives the percentage 100 · (1 − V ar(µ¯strat)/V ar(ˆˆµstrat)). We
deduce that around 30–40% increase in efficiency is obtained when using µ¯strat compared
to using ˆˆµstrat.
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Figure 7: 1D Gauss example: variance of ˆˆµstrat (*) and variance of µ¯strat (circles).
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Figure 8: 1D Gauss example: percentage of reduction for the variance when using µ¯strat compared to
using ˆˆµstrat.
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