• Deep learning networks are applied to stock market analysis and prediction.
M A N U S C R I P T A C C E P T E D M A N U S C R I P T 1 Introduction
Research on the predictability of stock markets has a long history in financial economics (e.g., Bradley, 1950; Granger & Morgenstern, 1970; Bondt & Thaler, 1985; J. Y. Campbell & Hamao, 1992; Ang & Bekaert, 2007; J. Y. Campbell & Thompson, 2008; Bacchetta, Mertens, & Van Wincoop, 2009; S. D. Campbell, 2012) . While opinions differ on the efficiency of markets, many widely accepted empirical studies show that financial markets are to some extent predictable (Ferreira & Santa-Clara, 2011; J. H. Kim, Shamsuddin, & Lim, 2011; Bollerslev, Marrone, Xu, & Zhou, 2014; Phan, Sharma, & A C C E P T E D M A N U S C R I P T outperform existing models based on carefully chosen predictors. However, considering the fast growth of deep learning algorithms, we believe our research will serve as a milestone for the future research in this direction. (Chourmouziadis & Chatzoglou, 2016) also predict that deep learning will play a key role in financial time series forecasting.
We conjecture that, due to correlation, past stock returns affect not only its own future returns but also the future returns of other stocks, and use 380 dimensional lagged stock returns (38 stocks and 10 lagged returns) as input data letting deep learning extract features. This large input dataset makes deep learning a particularly suitable choice for our research.
We test our model on high-frequency data from the Korean stock market. Previous studies have predominantly focused on return prediction at a low frequency, and high frequency return prediction studies haven been rare. However, market microstructure noise can cause temporal market inefficiency and we expect that many profit opportunities can be found at a high frequency. Also, high-frequency trading allows more trading opportunities and makes it possible to achieve statistical arbitrage. Another advantage of using high-frequency data is that we can get a large dataset, which is essential to overcome data-snooping and over-fitting problems inevitable in neural network or any other non-linear models. Whilst it should be possible to train the network within 5 minutes given a reasonable size of training set, we believe daily training should be enough.
Put together, the aim of the paper is to assess the potential of deep feature learning as a tool for stock return prediction, and more broadly for financial market prediction. Viewed as multi-layer neural networks, deep learning algorithms vary considerably in the choice of network structure, activation function, and other model parameters; their performance is also known to depend heavily on the method of data representation. In this study, we offer a systematic and comprehensive analysis of the use of deep learning. In particular, we use stock returns as input data to a standard deep neural network, and examine the effects of three unsupervised feature extraction methods-principal component analysis, autoencoder, and the restricted Boltzmann machine-on the network's overall ability to predict future market behavior. The network's performance is compared against a standard autoregressive model and ANN model for high-frequency intraday data taken from the Korean KOSPI stock market.
The empirical analysis suggests that the predictive performance of deep learning networks is mixed and depends on a wide range of both environmental and user-determined factors. On the other hand, deep feature learning is found to be particularly effective when used to complement an autoregressive model, considerably improving stock return prediction. Moreover, applying this prediction model to covariancebased market structure analysis is also shown to improve covariance estimation effectively. Beyond these findings, the main contributions of our study are to demonstrate how deep feature learning-based stock return prediction models can be constructed and evaluated, and to shed further light on future research directions.
The remainder of the paper is organized as follows. Section 2 describes the framework for stock return prediction adopted in our research, with a brief review of deep neural networks and data representation methods. Section 3 describes the sample data construction process using stock returns from the KOSPI stock market. A simple experiment to show evidence of predictability is also demonstrated in this section. Section 4 proposes several data representations that are used as inputs to the deep neural network, and assesses their predictive power via a stock market trend prediction test. Section 5 is devoted to construction and evaluation of the deep neural network; here we compare our model with a standard autoregressive model, and also test a hybrid model that merges the two models. In Section 6, we apply the results of return predictions to covariance structure analysis, and show that incorporating return pre-A C C E P T E D M A N U S C R I P T A C C E P T E D M A N U S C R I P T dictions improves estimation of correlations between stocks. Concluding remarks with suggestions for the future research are given in Section 7.
Deep Feature Learning for Stock Return Prediction

The Framework
For each stock, we seek a predictor function f in order to predict the stock return at time t + 1, r t+1 , given the features (representation) u t extracted from the information available at time t. We assume that r t+1 can be decomposed into two parts: the predicted outputr t+1 = f (u t ), and the unpredictable part γ, which we regard as Gaussian noise:
where N (0, β) denotes a normal distribution with zero mean and variance β. The representation u t can be either a linear or a nonlinear transformation of the raw level information R t . Denoting the transformation function by φ, we have
andr
For our research, we define the raw level information as the past returns of the stocks in our sample. If there are M stocks in the sample and g lagged returns are chosen, R t will have the form
where r i,t denotes the return on stock i at time t. In the remainder of this section, we illustrate the construction of the predictor function f using a deep neural network, and the transformation function φ using different data representation methods.
Deep Neural Network
A Neural network specifies the nonlinear relationship between two variables h l and h l+1 through a network function, which typically has the form
where δ is called an activation function, and the matrix W and vector b are model parameters. The variables h l and h l+1 are said to form a layer; when there is only one layer between the variables, their relationship is called a single-layer neural network. Multi-layer neural networks augmented with advanced learning methods are generally referred to as deep neural networks (DNN). A DNN for the predictor function, y = f (u), can be constructed by serially stacking the network functions as follows:
where L is the number of layers. Given a dataset {u n , τ n } N n=1 of inputs and targets, and an error function E(y n , τ n ) that measures the difference between the output y n = f (u n ) and the target τ n , the model parameters for the entire network, θ = {W 1 , · · · , W L , b 1 , · · · , b L }, can be chosen so as to minimize the sum of the errors:
Given an appropriate choice of E(·), its gradient can be obtained analytically through error backpropagation (Bishop, 2006) . In this case, the minimization problem in (6) can be solved by the usual gradient descent method. A typical choice for the objective function that we adopt in this paper has the form:
where · and · 2 respectively denote the Euclidean norm and the matrix L 2 norm. The second term is a "regularizer" added to avoid overfitting, while λ is a user-defined coefficient.
Data Representation Methods
Transforming (representing) raw data before inputing it into a machine learning task often enhances the performance of the task. It is generally accepted that the performance of a machine learning algorithm depends heavily on the choice of the data representation method (Bengio, Courville, & Vincent, 2013; Längkvist, Karlsson, & Loutfi, 2014) . There are various data representation methods such as zero-to-one scaling, standardization, log-scaling, and principal component analysis (PCA) (Atsalakis & Valavanis, 2009 ). More recently, nonlinear methods became popular: Zhong and Enke (2017) compare PCA and two of its nonlinear variants; fuzzy robust PCA and kernel-based PCA. In this paper, we consider three unsupervised data representation methods: PCA, the autoencoder (AE), and the restricted Boltzmann machine (RBM). PCA involves a linear transformation while the other two are nonlinear transformations. These representation methods are widely used in, e.g., image data classification (Coates, Lee, & Ng, 2010) . For raw data x and a transformation function φ, u = φ(x) is called a representation of x, while each element of u is called a feature. In some cases we can also define a reverse map, ψ : u → x, and retrieve x from u; in this case the retrieved value, x rec = ψ(u), is called a reconstruction of x. The functions φ and ψ can be learned from x and x rec by minimizing the difference (reconstruction error) between them. We now briefly describe each method below.
(i) Principal Component Analysis, PCA
In PCA, the representation u ∈ R d is generated from the raw data x ∈ R D via a linear transforma- 
(ii) Autoencoder, AE
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AE is a neural network model characterized by a structure in which the model parameters are calibrated by minimizing the reconstruction error. Let h l = δ l (W l h l−1 + b l ) be the network function of the lth layer with input h l−1 and output h l . Although δ l can differ across layers, a sigmoid function, δ(z) = 1/(1 + exp (−z)), is typically used for all layers, which we also adopt in our research. 2 Regarding h l as a function of the input, the representation of x can be written as u = φ(x) = h L • · · · • h 1 (x) for an L-layer AE (h 0 = x). Then the reconstruction of the data can be similarly defined: u) , and the model can be calibrated by minimizing the reconstruction error over a training dataset, {x n } N n=1 . We adopt the following learning criterion:
where θ = {W i , b i }, i = 1, ..., 2L. W L+i is often set as the transpose of W L+1−i , in which case only W i , i = 1, · · · , L, need to be estimated. In this paper, we consider a single-layer AE and estimate both W 1 and W 2 .
(iii) Restricted Boltzmann Machine, RBM
RBM (Hinton, 2002) has the same network structure as a single-layer autoencoder, but it uses a different learning method. RBM treats the input and output variables, x and u, random, and defines an energy function, E(x, u), from which the joint probability density function of x and u is determined from the formula
where Z = x,u exp(−E(x, u)) is the partition function. In most cases, u is assumed to be a ddimensional binary variable, i.e., u ∈ {0, 1} d , and x is assumed to be either binary or real-valued. When x is a real-valued variable, the energy function has the following form (Cho, Ilin, & Raiko, 2011) :
where Σ, W , b, c are model parameters. We set Σ to be the identity matrix; this makes learning simpler with little performance sacrifice (Taylor, Hinton, & Roweis, 2006) . From Equations (9) and (10), the conditional distributions are obtained as follows:
where δ(·) is the sigmoid function, and W (j,:) and W (:,i) are the jth row and the ith column of W , respectively. This type of RBM is denoted the Gaussian-Bernoulli RBM. The input data is then represented and reconstructed in a probabilistic way using the conditional distributions. Given an input dataset {x n } N n=1 , maximum log-likelihood learning is formulated as the following optimization:
, c} are the model parameters, and u is marginalized out (i.e., integrated out via expectation). This problem can be solved via standard gradient descent. However, due to the computationally intractable partition function Z, an analytic formula for the gradient is usually unavailable. The model parameters are instead estimated using a learning method called the contrastive divergence (CD) method (Carreira-Perpinan & Hinton, 2005) ; we refer the reader to Hinton (2002) for details on learning with RBM.
Data Specification
We construct a deep neural network using stock returns from the KOSPI market, the major stock market in South Korea. We first choose the fifty largest stocks in terms of market capitalization at the beginning of the sample period, and keep only the stocks which have a price record over the entire sample period. This leaves 38 stocks in the sample, which are listed in Table II . The stock prices are collected every five minutes during the trading hours of the sample period (04-Jan-2010 to 30-Dec-2014), and five-minute logarithmic returns are calculated using the formula r t = ln(S t /S t−∆t ), where S t is the stock price at time t, and ∆t is five minutes. We only consider intraday prediction, i.e., the first ten five-minute returns (i.e., lagged returns with g = 10) each day are used only to construct the raw level input R t , and not included in the target data. The sample contains a total of 1,239 trading days and 73,041 five-minute returns (excluding the first ten returns each day) for each stock.
The training set consists of the first 80% of the sample (from 04-Jan-2010 to 24-Dec-2013) which contains 58,421 (N 1 ) stock returns, while the remaining 20% (from 26-Dec-2013 to 30-Dec-2014) with 14,620 (N 2 ) returns is used as the test set:
To avoid over-fitting during training, the last 20% of the training set is further separated as a validation set. All stock returns are normalized using the training set mean and standard deviation, i.e., for the mean µ i and the standard deviation σ i of r i,t over the training set, the normalized return is defined as (r i,t − µ i )/σ i . Henceforth, for notational convenience we will use r i,t to denote the normalized return.
At each time t, we use ten lagged returns of the stocks in the sample to construct the raw level input:
R t = [r 1,t , · · · , r 1,t−9 , · · · , r 38,t , · · · , r 38,t−9 ] T .
Evidence of Predictability in the Korean Stock Market
As a motivating example, we carry out a simple experiment to see whether past returns have predictable power for future returns. We first divide the returns of each stock into two groups according to the mean or variance of ten lagged returns: If the mean of the lagged returns, M (10), is greater than some threshold η, the return is assigned to one group; otherwise, it is assigned to the other group. Similarly, by comparing the variance of the lagged returns, V (10), with a threshold , the returns are divided into two groups. The classification is carried out in the training set, and the thresholds η and are chosen for each stock so that the two groups have the same size. These thresholds are then applied to the test set to classify the returns, and the mean and variance of each group are calculated.
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The results are shown in Table III and Figure 1 . From the first graph in the figure, it can be clearly seen that the average return of the M (10) > η group is lower than that of the other group, for all stocks except AMORE (36). The difference between the two groups is very large for some stocks, e.g., SAMSUNG SDI (10), HHI (12), and IBK (22). More specifically, the mean difference between two groups is significant at 99% confidence level for all stocks except AMORE, which is significant at 95% level. Similar results are obtained for the variance-based classification. The variance difference is significant for all stocks at 99% confidence level. The difference between the two groups may not be large enough for many stocks to make a profit after transaction costs are accounted for. Nevertheless, this example suggests that past returns do have predictive power to a certain degree, which can be further exploited by deep feature learning. Table III : Mean and variance of stock returns in each group in the test set. The second and the third columns are mean returns of each group and the fourth column is the p-value of t-test on the mean difference. The last three columns are variances of the returns and the p-value of F -test on the variance difference. The details of the grouping method can be found in Section 3.1. 
Stock ID M(10)> η M(10)< η p-val V(10)> V(10)< p-val
Market Representation and Trend Prediction
In this section, we compare the representation methods described in Section 2.3, and analyze their effects on stock return prediction. Each representation method receives the raw level market movements R t ∈ R 380 as the input, and produces the representation output (features), u t = φ(R t ). Several sizes of u t are considered: 200 and 380 for PCA, and 400 and 800 for both RBM and AE. These representations are respectively denoted by PCA200, PCA380, RBM400, RBM800, AE400, and AE800 throughout the paper. For comparison, the raw level data R t , denote by RawData, is also considered as a representation. Therefore, there are total 7 representations.
Stock Market Trend Prediction via Logistic Regression
Before training DNN using the features obtained from the representation methods, we perform a test to assess the predictive power of the features. The test is designed to check whether the features can predict the up/down movement of the future return. This up/down prediction problem is essentially a two-class classification problem, which can be solved by, among others, the logistic regression method. Let y ∈ {−1, 1} denote the class label with y = 1 (−1) representing up (down) movement of r t+1 . The
where w and b are model parameters. We label the returns r t+1 in the training set according to the rule: y = 1, if r t+1 > , and y = −1, if r t+1 < − for some (we set to 0.02). The regression parameters are then estimated from the input-target pairs in the training set, {u n t , y n } N 1 n=1 , by the maximum likelihood estimation:
For each representation, we compute the classification accuracy defined as the percentage of correct prediction of ups and downs, and compare with a reference accuracy. The reference accuracy is defined as the percentage of the occurrences of ups or downs whichever is bigger in the test set. For example, if there are 5,000 ups and 4,000 downs, the reference accuracy becomes 5,000/(5,000+4,000). This can be interpreted as having a prior knowledge about which one has a higher probability and betting on that side every time.
The classification results of each representation are reported in Figure 2 through Figure 5 , and the representations are compared with one another in Table IV . In each figure, the classification accuracies both from the training set and test set are compared with the reference accuracy obtained from the test set. The results show that the classification accuracy ranges around 55%-70% depending on the representations and the stocks, and is higher than the reference accuracy for most stocks except a few cases where the reference accuracy is very high, e.g., LOTTE SHOPPING (21). This is an encouraging result considering the fact that the reference accuracy assumes a prior knowledge about the probability. The prediction accuracy is rather consistent across stocks and does not deteriorate much in the test set.
The best performing representation varies across stocks. Nonetheless, the untransformed RawData representation appears to perform best on average, followed closely by PCA380. This suggests that the past returns of the stocks are related to the future return dominantly in a linear fashion. On the other extreme, AE400 performs worst, followed by PCA200. These two representations still outperform the reference accuracy. Within each representation method, higher classification accuracy is associated with low reconstruction error, which comes from higher dimensional representation. However, no particular relationship between reconstruction error and classification accuracy can be found across representation methods. Figure 5 : Up/down prediction accuracy of AE400 and AE800. Upper graph: prediction accuracies in each dataset, and the reference accuracies. Lower graph: The difference between the test set accuracy and the reference accuracy. x-axis represents the stock ID.
A C C E P T E D M A N U S C R I P T 5 Training Deep Neural Networks
In this section, we construct the predictor functions,r i,t+1 = f i (u t ), i = 1, · · · , M, using DNN, and compare their prediction performance with a univariate autoregressive model with ten lagged variables (AR (10)). We employ a three-layer network model of the form 3 :
where ReLU is the rectified linear unit activation function defined as ReLU (x) = max(x, 0), with max being an element-wise operator. ReLU is known to provide a much faster learning speed than standard sigmoid units, while maintaining or even improving the performance when applied to deep neural networks (Nair & Hinton, 2010) . Nevertheless, we also test a standard ANN for comparison: we replace ReLU with a sigmoid unit and keep the rest of the settings and parameters equal.
With four sets of features, RawData, PCA380, AE400, and RBM400, as the input, the DNN is trained minimizing the objective function defined in Equation (7) with 3,000 learning iterations (epochs), and the regularizer coefficient, λ = 0.001. 4 We choose 200 and 100 dimensions for the hidden variables h 1 and h 2 , respectively. The last 20% of the training set is used as a validation set for early stopping to avoid overfitting. The training was conducted using Theano 0.7 in Python 3.5 running on a PC with an Intel Core i7-6700 CPU at 3.40GHz, and a GeForce GTX TITAN X GPU. The entire training procedure for the four representations consumed 14 hours in this experiment setting.
Performance Evaluation
We evaluate prediction performance using four measures: normalized mean squared error (NMSE), root mean squared error (RMSE), mean absolute error (MAE), and mutual information (MI).
Normalized Mean Squared Error, NMSE
Given a set of target returns and their predicted values, {r n t+1 ,r n t+1 } N n=1 , NMSE is defined as
where var(·) denotes variance. Recall that var(r n t+1 ) = min c 1 N N n=1 (r n t+1 − c) 2 ; NMSE is a mean squared error (MSE) normalized by the least MSE obtained from a constant prediction.
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Root Mean Squared Error, RMSE
RMSE is the square root of MSE, defined as follows:
Mean Absolute Error, MAE
MAE is defined as follows:
Note that inequality holds for the last two measures, MAE ≤ RMSE ≤ √ N MAE; both error measures are known to informative, e.g., while MAE gives the same weight to all error amounts, RMSE is more sensitive to outliers, and is more suit for normal distributed error. For more interpretations, see Chai and Draxler (2014) .
Mutual Information, MI
MI measures dependency between r t+1 and u t , and is defined as follows:
MI(r t+1 ; u t ) is zero when the two variables are independent, and bounded to the information entropy, H(r t+1 ) = − r t+1 p(r t+1 ) log p(r t+1 ), when the two variables are fully dependent. From the assumption made earlier, we have r t+1 | u t ∼ N (r t+1 , β). With an additional assumption, r t+1 ∼ N (µ, σ), we estimate the parameters β, µ and σ from the sample, and evaluate MI from (20). 5 In the training set, all the prediction methods achieve NMSEs smaller than one, implying that these methods are more accurate than any constant prediction. DNN outperforms AR(10) in the training set, regardless of the choice of the features, but the advantage mostly disappears when applied to the test set: Only the DNNs with RawData and AE400 slightly outperform AR(10) in the test set: the DNN with RawData outperforms AR(10) in 16 stocks and the DNN with AE400 outperforms AR(10) in 14 stocks at 5% significantly level. 6 Interestingly, AR(10) achieves a similar level of performance in both sets, whereas the performance of DNN deteriorates in the test set to the level of the performance of AR(10).
Prediction Results
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ANN performs worst in terms of RMSE and MI, and best in terms of MAE: ANN outperforms AR(10) in at most 3 stocks at 5% significance level. This is perhaps because of the slow learning speed of the sigmoid function; parameter estimates react slowly to new data and remain close to the initial values. This results in the poor performance of ANN in terms of RMSE, which penalizes large errors more. The performance of ANN could be improved by changing training parameters, but this is beyond the scope of this study and is not pursued further.
Since the unpredictable part in Equation (1) is assumed to be normally distributed and our objective function is to minimize squared error, MSE-based measures (NMSE and RMSE) are a more appropriate performance measure, and from this perspective, DNN using ReLU outperforms ANN for the large and high dimensional stock market dataset.
Next, we investigate whether the predictability can be enhanced by combining DNN with AR(10). We apply DNN to the residuals of AR(10), and examine if the prediction errors are reduced. We repeat the same experiment in the opposite direction: apply AR(10) to the residuals of DNN. We call these methods AR-DNN and DNN-AR, respectively. The results of AR-DNN and DNN-AR for individual stocks are reported in Table VIII and IX, respectively, and summary reports are provided in Table X to  XIII. When DNN is applied to the residuals of AR(10), NMSE is slightly reduced. The effect is small but consistent across the features. Larger reductions are associated with RawData and AE400. These representations are also the representations with smaller errors when applied alone. Applying AR(10) to the residuals of DNN, on the other hand, does not improve the prediction performance in all representations. For instance, the DNN with RawData further reduces the prediction error of AR(10) in 20 stocks, whereas AR(10) further reduces the prediction error of the DNN with RawData only in 7 stocks, both at 5% significance level.
Sensitivity
We compute the gradient of each predictor function with respect to the input features to identify the contribution of each feature to the prediction. We consider only the RawData representation as our interest is to identify the informational contents of past returns. Denoting the first-order derivative of the predictor function of stock i with respect to the jth feature of RawData J ij = ∂f i /∂u j,t , we compute a sensitivity matrix S ∈ R M ×M g from the test set as follows:
where J n ij is J ij of the nth data in the test set. The sensitivities of DNN and AR-DNN are visualized in Figure 6 . White color represents zero sensitivity and a darker color means a higher sensitivity. It is interesting to note that, for DNN, the sensitivity of f i is particularly high with respect to u j,t for j = i, i + M , and i + 2M . This implies that only the first three lagged returns of its own are the dominant features that determine the predicted value. This explains why DNN hardly outperforms AR(10) in our test. In fact, AR estimation results, which are not reported in this paper, also show that the first three lagged returns are the only significant variables for many stocks. On the other hand, the sensitivity of AR-DNN illustrated in Figure 6-(b) does not show any discernible pattern. Nevertheless, the dark regions in the figure indicate that the residuals from AR(10) contain information for the future returns. A C C E P T E D M A N U S C R I P T A C C E P T E D M A N U S C R I P T A C C E P T E D M A N U S C R I P T A C C E P T E D M A N U S C R I P T Figure 6 : Heat map of the sensitivity matrix. This represents the sensitivity of the predictor functions with respect to the past returns. y-axis represents the prediction function of each stock return, and
A C C E P T E D M A N U S C R I P T
x-axis represents the past returns of the stocks in the order of r 1,t , r 2,t , · · · , r 1,t−1 , r 2,t−1 , · · · , r 38,t−4 . Sensitivities to the lagged returns with lag > 5 are omitted as their values are close to 0. White represents zero sensitivity and darker color means higher sensitivity.
A C C E P T E D M A N U S C R I P T 6 Application to Stock Market Structure Analysis
Identification of the correlation between stocks is important for understanding stock market structure and its behavior. For example, the correlation coefficient can be used to measure the distance between two stocks using the formula, d(i, j) = 2(1 − ρ ij ), where ρ ij is the correlation coefficient between stock i and stock j returns. This distance measure has been used in several researches (Mantegna, 1999; Bonanno, Lillo, & Mantegna, 2001; Onnela, Kaski, & Kertész, 2004; Tumminello, Lillo, & Mantegna, 2010) . These researches normally assume that the stock returns are unpredictable, and use a sample covariance to estimate the covariance. However, the results in the previous sections suggest that the stock returns are predictable to some extent. This motivates us to incorporate the stock return prediction into covariance estimation to enhance the estimation accuracy. Figure 7 : MST-based hierarchical tree structures of the stocks in our sample. Group average method (Day & Edelsbrunner, 1984) is used for tree construction, where y-axis denotes the group average distance.
One way of analyzing the market structure is to construct a hierarchical structure of the stocks using the minimum spanning tree (MST) (Graham & Hell, 1985) . Given the distances of all pairs of the stocks, d(i, j), i, j = 1, . . . , M , a spanning tree (ST) is defined by a set of edges, so that there exist unique paths (serially connected edges) between every pair of data points (stocks, in our case). Then, MST is determined as the ST that minimizes the sum of the edge distances: MST = argmin
(i, j) denotes an edge between stocks i and j. Once MST is found, different algorithms can be employed
for hierarchical tree analysis or clustering (Gordon, 1987; Grygorash, Zhou, & Jorgensen, 2006) . As an example, Figure 7 shows hierarchical tree structures of the stocks in our sample, constructed using the group average method proposed in Day and Edelsbrunner (1984) . The correlation coefficients are obtained from the sample covariance of each dataset. The hierarchical structures of the market appear to be in accordance with the general perception of the market: For instance, the banking industry stocks (KB Fin, Shinhan, and HANA Fin) are grouped together both in the training set and test set, and so do the motor industry stocks (KiaMtr, HD Mtr, and Mobis). Nevertheless, the two tree structures are not identical, which suggests the necessity of a forward-looking correlation estimation to anticipate the change of the market structure.
We define a forward-looking covariance using the stock return prediction as follows. Given the prediction of returns,r t+1 , the forward-looking covariance, Σ f , is defined as: 7
where µ = E[r t+1 ]. Since E[r t+1 |r t+1 ] =r t+1 , it can be rewritten as
where B E[(r t+1 −r t+1 )(r t+1 −r t+1 ) T ] is the unpredictable component of the covariance, which is estimated from the past returns and their predictions, and the second term is the predictable component. We use our return prediction model to obtain the forward-looking covariance. The performance of the forward-looking covariance is evaluated via the log-likelihood function: given the mean and covariance estimates at each time in the test set, the out-of-sample log-likelihood is given by:
where r n t+1 ,μ n , andΣ n are the target returns (true one-period ahead returns) and their mean and covariance estimates for the nth data point, and C is a constant term. We test several estimation methods and compare them in Table XIV .
In the table, estimation methods M1-M4 estimateμ andΣ using the sample analogues, but with different samples: Subscript "tr" refers to the training set and "ts" the test set. For example, M4 calculates the sample mean and covariance from the test set, i.e., M4 assumes that the distribution of the returns in the test set is constant and known a priori. As expected, using the test set for covariance calculation (M2 and M4) gives larger log-likelihood values compared with using the training set (M1 and M3). Interestingly, however, using a prior information on the mean (M3 and M4) has little effect on the loglikelihood.
M5 uses the forward-looking covariance estimate in (23). B is estimated from the training set and assumed to be constant, whiler t+1 is updated at each time. M5 outperforms M1 and M3 which are From M6 to M9, the mean and covariance estimates are updated each time by rolling the sample window (denoted by subscript "ma"). The results in the table are from the sample window size of 3,000. Using other sample sizes, e.g., 500 or 5,000, yield similar results (not reported here). The methods based on rolling covariance estimation (M6 and M7) perform slightly better than M2 and M4, which assume a prior information on the covariance of the test set. The most remarkable result, however, comes from M8 and M9, which incorporate return prediction and estimate B rolling the sample window. M8 and M9 clearly outperform all other methods no matter which data representation method is used. Again, using different mean estimates has little impact on the results.
Based on the results in Table XIV , we believe that a structural change of the market can be better anticipated using our model. As an illustrative example, Figure 8 shows the change of the hierarchical structure of the stocks over time, obtained from M8 with AR-DNN (RBM400). 
A C C E P T E D M A N U S C R I P T 7 Concluding Remarks
In this paper, we propose a deep feature learning-based stock market prediction model. From the raw level input consisting of lagged stock returns, we generate seven sets of features employing three data representation methods; principal component analysis, autoencoder, and restricted Boltzmann machine, and construct three-layer deep neural networks (DNN) to predict the future stock returns. Applied to the Korean stock market, we find that the DNNs perform better than a linear autoregressive model in the training set, but the advantage mostly disappears in the test set. This result can be partially explained by the sensitivity analysis which shows that the predicted part of a stock return is mostly governed by the first three lagged returns of itself, and the lagged returns of other stocks have negligible influence. Nevertheless, by applying the DNN to the residuals of the autoregressive model, we find that the DNN can extract additional information and improve prediction. This does not hold true when the autoregressive model is applied to the residuals of the DNN, demonstrating the advantages of DNNs over the autoregressive model. Furthermore, we apply our prediction model to covariance-based market structure analysis and find that our model improves covariance estimation effectively. These results can help high-frequency traders improve stock return and covariance prediction. Combined together, they can forecast overall market return and risk, which can be used for trading market index derivatives such as index futures and options.
One of main advantages of DNNs is the ability to extract features from a large set of raw data without relying on prior knowledge of predictors. This makes deep learning particularly suitable for stock market prediction, in which numerous factors affect stock prices in a complex, nonlinear fashion. If there exist factors with strong evidence of predictability, exploiting those factors may likely give better performance than simply dumping a large raw dataset. However, we can also use these factors as part of the input data for deep learning, and let deep learning identify the relationship between the factors and stock prices. Nevertheless, with the ongoing release of newer deep learning algorithms, testing and choosing the most appropriate model can be a challenge in applying deep learning.
To the best of our knowledge, this is-at least in the public domain-one of the few comprehensive studies that examine the effectiveness of deep feature learning for stock market analysis and prediction. The empirical results presented here by no means offer any conclusive demonstration of the superiority of deep learning networks, but do suggest promising extensions and directions of further investigation. For instance, additional factors that are known to carry information about the future price movement, such as trading volume and the price of a derivative linked to the stock, can be augmented to the input. Identifying the complex relationship between the future price and all these factors is practically impossible without harnessing the power of deep feature learning; the method may be found to be more effective when applied to higher frequency data where market microstructure affects price dynamics. Data representation methods and network functions other than those considered may also offer better performance. These future tasks require vast amounts of data and computer resources, and are beyond the scope the current research given the limited data availability and hardware resources. We hope to see more researchers participating in this line of research in a near future.
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