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Abstract
Phase transitions in liquid crystals have been intensively studied during the last 40 years due
to their numerous daily technological applications. We study by Monte-Carlo simulations the
phase transitions in liquid crystals as function of molecule concentration and temperature.
The molecule are represented by a 6-state Potts model on a simple cubic lattice, where each
crystalline direction is assigned to a Potts value. Molecules can go from a lattice site to another
one. We take into account an attractive interaction between nearest neighboring molecules.
At low temperature, molecules form an ordered solid phase. As the temperature increases,
molecules at the surface are detached from the solid to go to the empty space. Depending on
the ratio of the solid phase volume to the whole volume, namely the concentration, we can have
ﬁrst order transition or second order transition and even, for the dilute case, no transition at
all. The physical mechanism of each kind of transitions are analyzed.
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1 Introduction
Phase transition in materials has been a subject of intensive research during the last 50 years.
An important theoretical breakthrough has been achieved in the early seventies with the in-
troduction of the renormalization group which allowed a microscopic understanding of the
mechanism of a phase transition [1, 2, 3]. The roles of the correlation function and the univer-
sality character of second order phase transitions have been elucidated. In addition, powerful
Monte Carlo (MC) simulation methods have been developed for studies of phase transitions [4].
These methods are in particular very useful in the study of complex systems where analytical
methods often fail.
In this paper, we are interested in the phase transition of a mobile Potts model on a lattice
with a concentration n : a Potts particle with q states interacting with its neighbors can move
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from a lattice site to another under the eﬀect of temperature T . This model is interesting for
several reasons: (i) it can describe the evaporation at the surface of a molecular crystal, (ii) it
can describe ordered structures observed in liquid crystals [5, 6, 7, 8, 9, 10, 11] when appropriate
interactions are used [12], (iii) it can serve as a testing ground to elucidate the role of surface
eﬀects on the existence of a phase transition in ﬁnite systems, (iv) it can serve for modeling
colloidal crystals when appropriate long-range interactions are introduced in a dilute system
(small n). Without the mobility, the phase transition in ferromagnetic q-state Potts models
with an interaction between nearest neighbors (NN) in two (2D) and three dimensions (3D) is
well understood. In 2D, it shows a second-order transition for q ≤ 4 and a ﬁrst-order one for q
larger than this limit [13]. In 3D, the transition is of second order for q < 3 and of ﬁrst order for
q ≥ 3 [14]. Much less is known for random models. Among these models, one can mention a few
examples such as random-bond and random-site and spin-glass models [15, 16, 17, 18, 19, 20]
as well as Potts gas [21].
Section 2 is devoted to a description of the model and the MC method. The results are
shown in section 3. Concluding remarks are given in section 4.
2 Model and Monte Carlo method
2.1 Model
We consider a simple cubic (sc) lattice. The lattice sites are partially ﬁlled with q-state Potts
spins and each spin can move from a site to an empty nearest site. The interaction between
spins is given by the following q-state Potts model
H = −
∑
〈i,j〉
Jij δσi,σj (1)
where σi = 1, ..., q and the sum is taken over the NN. In this paper, the main results are shown
for q = 6: the Potts spin at a lattice site can take one of the 6 directions. In the current paper,
we focus on the ferromagnetic case, namely Jij = J > 0.
The present model can be called the mobile Potts model to distinguish from the localized Potts
model.
2.2 The algorithm
We have performed the simulation by using MC techniques with periodic boundary conditions
in the xy planes. The system is shown in Fig. 1. The z direction is closed on both sides to
maintain the spin number in the recipient.
The concentration n of spins is ﬁxed. It is deﬁned by n = N/NT , where N is the number of
Potts spins and NT = Nx × Ny × Nz the total number of lattice sites where Ni(i = x, y, z) is
the number of site in the i direction.
The lowest energy state is the one where the free surface is minimal: such a conﬁguration can
be shown to be the one in which spins ﬁll layer by layer starting from the bottom, as shown in
Fig. 1. In this way, we let spins evaporating only from the top free surface.
We start with this initial conﬁguration. At a given T , we visit a non empty lattice site: the
algorithm counts the number of empty neighboring sites. If this number is diﬀerent from zero,
the spin moves to a randomly chosen free site with a randomly chosen spin state. Its energy is
calculated and the new conﬁguration is accepted or not according to the Metropolis criterion.
We go to another site and update its position and its spin state until all sites are visited. We
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Figure 1: Geometry of the system used in simulation.
call one MC step each updating sweep over the whole system. Our simulations are carried out
in general over more than million of MC steps. The ﬁrst 105 steps are for equilibrating the
system and the following 106 steps are for averaging physical quantities.
We have studied quantities such as the energy, the magnetization, the heat capacity and the
magnetic susceptibility as functions of T for diﬀerent n and diﬀerent sizes of the recipient. We
have also calculated the diﬀusion coeﬃcient, which is the sum of the mean square of the distance
made by each spin at each T . We have also computed the mean value of the number of nearest
neighbors as a function of T .
3 Results and discussions
In this section we describe our MC results. We shall use below T in the unit of J/kB.
3.1 Phase transition and ﬁnite-size eﬀect
Let us ﬁrst show results for a lattice of 15×15×30 sites where only the ﬁfteen ﬁrst layers in the
z direction are ﬁlled (n = 50%) in the ground-state conﬁguration, as shown in Fig. 1. As said
above, this conﬁguration corresponds to the one with a minimal free surface when the system
is in the solid state.
Our simulation in real time shows that when T increases atoms on the surface are progres-
sively evaporated. The solid core of the system remains in an orientational spin order, though
its volume is little by little reduced with increasing T . At a high-enough value of T , say Tc, the
orientational order of the solid core is broken, namely a phase transition takes place. However,
the spins still stay in the solid state up to a very high T when the whole system melts to a
liquid phase. We will show later evidence of such a change of the system with T with some
snapshots and corresponding distributions of the nearest-neighbor number.
In Fig. 2, we show the magnetization M versus T . It shows a perfectly ordered state at low
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Figure 2: Magnetization M versus temperature T (in unit of J/kB) for a lattice of 15× 15× 30
sites with a spin concentration n = 50%. The system is ordered at low temperatures and
becomes orientationally disordered at Tc  1.234, but the system core remains in the solid
phase up to a much higher temperature.
T . When T is increased one observes a linear regime which corresponds to the evaporation of
the surface spins. This regime terminates with a discontinuity of M at a transition temperature
Tc  1.234.
The discontinuity is the signature of a ﬁrst-order phase transition. This has been veriﬁed by
recording the energy-histogram P (E) at the precise transition temperature Tc = 1.234 J/kB.
The double-peak structure shown in Fig. 3 conﬁrms the ﬁrst-order character of the transition.
Note that disordered evaporated atoms, namely atoms outside the system solid core, do not
participate in the transition.
Figure 3: Probability P (E) obtained at the temperature Tc = 1.234 J/kB for a lattice 15×15×30
with n = 50%. The presence of the two peaks proves that the transition is of ﬁrst order.
We have studied the ﬁnite-size eﬀect on the transition at at n = 50%. Since the shape of
the recipient has a strong eﬀect on the phase transition as seen below, we have kept the same
recipient shape to investigate the ﬁnite-size eﬀect: to compare results at the same concentration
with those of the lattice 15× 15× 30 sites, we have used lattices of 20× 20× 40, 25× 25× 50,
30 × 30 × 60 and 35 × 35 × 70 sites in which half of the recipient is ﬁlled with spins, namely
n = 50%. We show in Fig. 4 the magnetization and the energy versus T for several sizes.
Figure 4 shows that the transition looks like a second-order transition when the size of the
box is small. This is a well-known ﬁnite-size eﬀect: when the linear size of a system is smaller
than the correlation length at the transition, the system behaves as if the correlation length
is inﬁnite, giving aspects of a second-order transition. We have to use therefore a ﬁnite-size
scaling to ensure that the transition is of ﬁrst order. To do this, let us show the transition
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Figure 4: (Color online) Comparison of the evolution of the magnetization, the energy and the
diﬀusion coeﬃcient versus the temperature for a half ﬁlled lattice Nx × Ny × Nz with several
sizes Nx = Ny = Nz/2 = 20, 25, 30 and 35. Left: Magnetization versus temperature. Right:
Energy versus temperature.
temperatures for systems at various sizes in Fig. 5. By ﬁtting simulation results with the
ﬁnite-scaling formula [22]
Tc(L) = Tc(∞) +
A
Lα
(2)
we ﬁnd the following best nonlinear least mean square ﬁt with the relative change of the last
(8th) iteration less than −1.30954× 10−10:
Tc(∞) = 1.35256± 0.004089 (0.3023%) (3)
where
α = 2.9± 0.1, A = −2335.24± 170.9 (7.316%).
This is shown by the continued line in Fig. 5.
We emphasize three following important points:
(i) the value of α indicates that, within statistical errors, Tc(L) does scale with the system
volume L3 as it should for a ﬁrst-order transition [22, 14],
(ii) our value of Tc(∞) is in excellent agreement with that found for the localized model
Tc = 1.35242 ± 0.00001 obtained with the state-of-the-art multi-canonical method [14] with
periodic boundary conditions in three directions (note that in the original paper the authors
have used a factor 2 in the Hamiltonian),
(iii) the fact that our system follows the same ﬁnite-size scaling as the localized model
conﬁrms what we said earlier: the transition observed in our mobile model is triggered by the
orientational disordering of Potts spins in the remaining solid core at the transition temperature.
Following the last argument, it is then obvious that if the quantity of matter remaining in the
solid phase is so small at the transition temperature, then there is no transition. This should
be seen if we lower the concentration.
(iv) it is worth at this stage to emphasize that since new highly-eﬃcient methods have been
proposed for calculating precise critical exponents [23, 24] and for detecting weak ﬁrst-order
transitions [25], much progress have been made in the ﬁeld of phase transitions and critical
phenomena. We mention some of our works as applications of these methods [26].
Before showing the eﬀect of concentration, let us show a snapshot in the case of n = 50%
in Fig. 6. The transition scenario discussed above is seen in these snapshots: the observed
transition is that of Potts orientational order in the solid core.
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Figure 5: (Color online) Transition temperature versus lattice size Nx ×Ny ×Nz at n = 50%
where Nx = Ny = Nz/2, with Nz = 30, 40, 50, 60, 70 and 80.
Figure 6: (Color online) Simulation for a half ﬁlled lattice size 35 × 35 × 70 (n = 50%). Left:
Snapshot at T = 1.3128 close to the transition. Right: R is the percentage of lattice sites
having Z nearest neighbors at T = 1.3128. Note that the solid phase is well indicated by the
number of sites with 6 neighbors.
Note that unlike the crystal melting where atoms suddenly quit their low-T equilibrium
positions to be in a liquid state, the phase transition observed in our model conserves the spin
positions in the solid phase (not those in the evaporated gas). To get a complete gaseous phase,
we have to go to a very high temperature (we have obtained this with T = 10). Note, however,
that the passage to the gaseous phase takes place progressively with slow evaporation, atom
by atom, with increasing T : there is no ﬁrst-order melting as the crystal melting due to an
instability caused by atomic vibrations.
3.2 Eﬀect of concentration
Let us examine now results of simulations with smaller concentrations. The absence of the
phase transition is seen when we decrease the concentration down to n = 20%. As we can see
in Fig. 7, at low temperatures, in all cases the system is in a condensed state. As T increases,
the magnetization decreases faster at lower concentrations. All atoms are evaporated for small
concentrations.
As the concentration decreases, Tc decreases. Note, however, that for high concentrations
the transition is of ﬁrst order as discussed above. For low concentrations, there is no transition
but the magnetization disappears only when the very small solid core disappears, namely at
T  1.1.
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Figure 7: (Color online) Eﬀect of concentration. Left: Magnetization versus temperature for a
lattice 15× 15 ×Nz where Nz = 20, 30, 40, 50, 60. For each case, only the ﬁfteen ﬁrst layers
are ﬁlled, corresponding to concentrations 15/Nz. Right: Transition temperature versus the
recipient height Nz.
4 Conclusion
In this paper, we studied properties of a simple mobile 6-state Potts model on a simple cubic
lattice as functions of temperature T . We have examined various factors which aﬀect the system
behavior such as the system size and the concentration n. One of the most interesting ﬁndings
is the existence of a phase transition which depends on the “evaporation rate”: as T increases
molecules are detached from the crystal to go to the empty space. If at temperatures close to
the bulk Potts transition temperature, a suﬃcient number of molecules still remains in the solid
phase, then a Potts phase transition occurs at Tc. This condition is fulﬁlled when the surface
of the crystal is small so that the evaporation rate is slow and/or when the concentration n is
important so that the small available empty space slows down the evaporation rate leaving a
large number of molecules in the solid phase making possible the phase transition at Tc.
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