Automorphic distributions for SL(2) arise as boundary values of modular forms and, in a more subtle manner, from Maass forms. In the case of modular forms of weight one or of Maass forms, the automorphic distributions have continuous first antiderivatives. We recall earlier results of one of us on the Hölder continuity of these continuous functions and relate them to results of other authors; this involves a generalization of classical theorems on Fourier series by S. Bernstein and Hardy-Littlewood. We then show that the antiderivatives are nondifferentiable at all irrational points, as well as all, or in certain cases, some rational points. We include graphs of several of these functions, which clearly display a high degree of oscillation. Our investigations are motivated in part by properties of "Riemann's nondifferentiable function", also known as "Weierstrass' function".
Introduction
Riemann is credited -inaccurately perhaps -with providing the first example of a continuous function which fails to be differentiable at "most" points: is non-differentiable except at points x = p/2q with p and q odd; at those, the derivative exists and is equal to −π. Many authors have studied this function, beginning with Hardy [7] ; the final detail was put into place only in 1971 [5] . Duistermaat [4] recounts this literature. He also gives new proofs of the main properties of this functions. His starting point is the observation that f (x) exists as a distribution which is automorphic in an appropriate sense.
The function (1.1) is merely the tip of an iceberg. In this note, we continue the study, begun in [12] , of the properties of automorphic distributions for subgroups of finite index Γ ⊂ SL(2, Z). These automorphic distributions have continuous anti-derivatives which are non-differentiable everywhere, or everywhere with the exception certain rational points, as in the case of the function (1.1). We establish more: the continuous antiderivatives satisfy is a cuspidal modular form of weight one, automorphic with respect to the subgroup of SL(2, Z) commonly denoted by Γ 0 (23). The limit τ (x) = lim y→0 + F (x + iy) exists as a distribution. It has a continuous, nowhere differentiable first antiderivative, whose real part is graphed in figures 4-5. Let us describe the content of our paper more closely. In section 2 we give quick introduction to automorphic distributions for subgroups of finite index Γ ⊂ SL (2, Z) . We recall the results of [12] on the regularity behavior of these automorphic distributions in section 3, and then relate these to other known results. Automorphic distributions τ corresponding to Maass forms or modular forms of weight one have continuous first antiderivatives φ τ . In section 4 we show that the functions Re φ τ are non-differentiable at rational points, except in certain special cases. We also explicitly describe the derivatives at rational points when they do exist. Their behavior at irrational points is the subject of section 4: the Re φ τ violate certain pointwise Hölder conditions, and that rules out the existence of a derivative. We conclude the paper with a brief discussion of modular forms of weight one half. Our arguments apply almost directly to this case as well, even though the corresponding automorphic distributions lie in representations of the metaplectic cover of SL(2, R). Automorphic distributions corresponding to modular forms of weight two have continuous second antiderivatives, which barely miss being differentiable. In the final section, we also present the graph of the imaginary part of the second antiderivative of a certain modular form of weight two.
After this paper was completed, Robert Stanton brought Chamizo's recent paper [3] to our attention, which overlaps ours to some extent: Chamizo also produces non-differentiable continuous functions from modular forms, with arguments which are specific to the holomorphic case. According to our view, the phenomena we discuss are caused by automorphy, and can be understood by general arguments.
We are indebted to three colleagues who helped us with certain aspects of this paper: Michael Rubinstein supplied us with the Fourier coefficients of Maass forms, without which we could not have drawn figures 1-3; Henryk Iwaniec and Peter Sarnak enlightened us about the history of the bound (3.14) for Maass forms.
Automorphic Distributions
The automorphic distributions we consider arise as boundary values of modular forms and Maass forms. We refer the reader to [9, 10, 12] for details about the logical connections between automorphic forms and automorphic distributions. Here we simply recall the technical definitions. Throughout this paper, we use the following notational conventions:
The group G and its subgroup Γ act on RP 1 = R ∪ {∞} by linear fractional transformations.
We write C −∞ (R) for the space of complex-valued distributions on the real line. According to our convention, distributions are dual to compactly supported smooth measures. Thus functions are special cases of distributions, and distributions "transform like functions". For λ ∈ C and δ ∈ Z/2Z, we define
Then τ determinesτ except at x = 0. We shall soon impose a condition that -in the cases we are interested in -effectively extendsτ from R − {0} to R. Anticipating this state of affairs, we now tacitly identify each pair (τ,τ ) with its first member τ . With that convention, we can describe an action of
λ,δ , as follows:
strictly speaking, this makes sense only for cx + d = 0. It can be given meaning even at the missing point by expressing τ near x = ∞ in terms ofτ near x = 0. In the special case of
) simply switches the roles of τ andτ . This latter observation implies a formula like (2.3) also for the second member of the pair whose first member is π λ,δ (g λ,δ with a space of distributions on G -see [12] , for example. By definition,
is the space of Γ-automorphic distributions of type (λ, δ).
We now consider a particular automorphic distribution
In view of (2.3), the distribution τ (x) is then periodic of period N , and hence has a Fourier expansion
To extend τ across ∞, or more precisely, to have τ determineτ completely, we need to give meaning to the distribution
can be continued across x = 0 by analytic continuation in the complex variable λ . From now on we suppose
thus making the first summand in (2.7) well defined at x = 0. The second summand can be extended across x = 0 by successive integration by parts, for all values of λ ∈ C ; in the terminology of [11] , the second summand has a canonical extension across 0. When the first summand is extended by virtue of the assumption (2.8 a) and the second summand by means of the canonical extension, we say thatτ agrees with its natural extension across x = 0 or, in terms of τ , that τ agrees with its natural extension across x = ∞. We suppose this is the case:
τ agrees with its natural extension across x = ∞ . (2.8 b)
These two conditions imply in particular that the Fourier expansion (2.6) determines τ not only as distribution on R, but even as element of (V
In order to understand properties of τ , we need to work not only with τ itself, but also with its SL(2, Z)-translates. We therefore impose the conditions (2.8 a,b) not only on τ , but on all its translates; we also specifically exclude the case of a constant τ ∈ C−{0} ⊂ (V −∞ 1,0 ) Γ , which we would otherwise have to exclude later, as a trivial counterexample to various statements: the analogues of (2.8 a) and (2.8 b) hold for all translates
We make this a standing assumption throughout our paper. Recall that the group SL(2, Z)/Γ is finite, so (2.9) puts restrictions on only finitely many translates. Our next statement makes the connection between Γ-automorphic distributions and more familiar objects. It is not deep. A proof can be extracted from arguments in [12] . To keep the statement simple, by a holomorphic modular form for Γ we shall mean the datum of two holomorphic modular forms in the usual sense, defined respectively on the upper and the lower half plane. By a Maass form we mean a Maass form in the strictest sense, i.e., a Γ-invariant eigenfunction of the G-invariant Laplace operator on the upper half plane. In all other cases the space of all such τ reduces to 0 .
Some or all of the Maass forms in c) may be cuspidal, depending on whether or not the corresponding τ are cuspidal; in all other cases, cuspidality follows from the standing hypothesis (2.9). In the situations a) and d), both λ and −λ determine the same spaces of Maass forms. The standard intertwining operator
explains this coincidence on the level of automorphic distributions. The intertwining operator also relates the automorphic distributions in b) to the cuspidal cases in c).
In effect, our condition (2.9) rules out Eisenstein series, as well as the images of the non-cuspidal automorphic distributions τ in c) under the standard intertwining operator. It would not be difficult to extend our discussion also to these two cases; they are less interesting, and would make various statements more involved. We should point out that Selberg's eigenvalue conjecture predicts the non-existence of non-zero Maass forms in the situations b) and c) if Γ is a congruence subgroup. For certain non-congruence subgroups, Maass forms of this type -even cuspidal Maass forms -are known to exist [13] .
Regularity properties
Recall that a function f ∈ C(R) is said to be Hölder continuous of index α,
for some constant C > 0 which can be chosen locally uniformly in x, y. The functions that come up in this paper are generally periodic, in which case C can be chosen independently of x and y. As in [12] , we define spaces the spaces C
is the space of α-Hölder continuous functions; C 0 (R) is the space of continuous functions; and we extend the definition to functions and distributions so that
This results in the usual definition of the space C
is the space of distributions expressible as k-th derivative of a continuous function. Further notation:
Theorem ([12]). Under the standing hypothesis (2.9) on
In particular, τ has a continuous anti-derivative if it corresponds to a square integrable Maass form with δ = 0 and 0 < λ < 1, to any cuspidal Maass form, possibly of odd weight, or to a cuspidal holomorphic modular form of weight one.
The next statement asserts the equivalence various regularity criteria for a periodic distribution τ , as in (2.6). The origin of τ will not matter nowin other words, τ need not be Γ-automorphic. Regularity is not affected by adding a constant, nor by scaling of the variable. We may therefore suppose that c 0 = 0 and N = 1:
c n e(nx) .
(3.5)
Our statement also involves
3.7 Theorem. 1) For k ∈ N and α ∈ R, with α ≤ k, the following conditions are equivalent:
2) For α ∈ R and s ∈ C , the condition b) is equivalent to
The proof uses only standard tools, but we have not been able to find these statements assembled in the literature. Before turning to the proof we discuss some of the implications.
For the second assertion, we appeal to the Cauchy-Schwartz inequality:
the right hand side is finite for every sufficiently small > 0, because the hypothesis permits us to enlarge the constant α in (3.9) slightly.
We combine this classical theorem of S. Bernstein with theorem 3.4, to obtain a regularity condition of Sobolev type: if the automorphic distribution
recall that our hypotheses imply 0 < λ < 1 when τ fails to be cuspidal. This, in effect, is Bernstein-Reznikoff's regularity theorem [2] . Note, however, that the Sobolev bounds do not imply the Hölder bounds of theorem 3.4. One can define a fractional derivative of order β > 0 for any periodic distribution τ without constant term, as in (3.5) : ∈ C <α−β (R), and conversely. A slightly stronger result is due to Hardy and Littlewood [14] : τ ∈ C α (R) if and only if τ
The traditional approach to Maass forms involves a Fourier expansion on the upper half plane, in terms of Bessel functions. The resulting Fourier coefficients a n are related to the Fourier coefficients c n in (2.6),
The coefficients a n are used to define the L-function of a Maass form, which results in a functional equation with symmetry s → 1 − s. In the context of modular forms of weight k, one usually defines the L-function in terms of the c n , with symmetry s → k − s. Sometimes the a n are used instead, especially if one wants to discuss Maass forms and modular forms on an equal footing; this is the so-called "Langlands normalization". Theorems 3.4 and 3.7 imply a bound on the a n : for every > 0,
) , provided τ is cuspidal .
(3.14)
Conversely this estimate implies τ ∈ C
, which is within a hair's breadth of the Hölder estimate of theorem 3.4. The estimate (3.14) is completely standard in the case of modular forms; for Maass forms, this estimate appears in several places, but we are aware of only one completely satisfactory proof [7] -besides the argument we have just given, of course. The same estimate is expected to hold for the coefficients a n of L-functions of cuspidal automorphic representations for GL(n) -this is the so-called cancellation conjecture. For GL (3) , an estimate halfway between the cancellation conjecture and the obvious bound O(N ) will be proved in a forthcoming paper of the first named author. 
We apply this with a n = c n e(nx) and
For the equivalence between c) and d), and also to relate these conditions to a) and b), we need the Dirichlet kernel and the "half Dirichlet kernel"
one can make sense of the expression for D N (x) as a quotient of sine functions even when N is a half-integer, e.g., for |x| < 1, thus giving meaning to the relation between the two kernels for all N ∈ N. We shall need to know that For the converse, note that convolution with P N (x) maps the partial sum |n|≤N c n e(nx) to the sum 0<n≤N c n e(nx). This process increases the supremum norm at most by a factor equal to the L 1 norm of P N , i.e., at most by the factor log N . This shows:
Since log N = O(N ) for any > 0, we may conclude that c) and d) are equivalent.
Because of (3.16), the assertion d) for α and k implies the same assertion for the same α and any other choice of k, as long as α remains less than or equal to k. In particular, the criterion d) is compatible with differentiation:
if τ + and τ − satisfy d), the derivatives τ + , τ − satisfy the same condition with α − 1 and k − 1 in place of α and k, and conversly. The conditions a) and b) are similarly compatible with differentiation; cf. (3.2) . Hence, from now on, we may suppose that 0 < α ≤ 1 and k = 1. We already know the equivalence of c) and d). Since b) trivially implies a), we only need to deduce c) from a) and b) from d); once a) -d) are known to be equivalent, 2) follows formally from (3.16).
With 0 < α ≤ 1 and k = 1 as we are assuming, we express the relevant partial sum as an integral against the derivative of the Dirichlet kernel, 
independently of N . In particular the series for τ + converges uniformly, and τ + is continuous. In proving the Hölder bound (3.1), we may as well suppose |x − y| < 1. We choose the integer M so that M < |x − y|
c n e(ny) . ). The difference of the first two terms on the right hand side can be bounded by the product of |x − y| times the supremum of 
Behavior near rational points
In this and the next section, τ ∈ (V −∞ λ,δ ) Γ denotes an automorphic distribution, subject to the usual hypothesis (2.9), which can be expressed as the first derivative of a continuous function. According to theorem 3.4, that is the case when the parameter (λ, δ) satisfies either of the following conditions:
This covers all cases in theorem 2.11 except holomorphic modular forms of weight k ≥ 2. In fact, theorem 3.4 is sharp; when τ corresponds to a holomorphic modular form of weight at least 2, it does not have a continuous anti-derivative. We therefore suppose that one of the two conditions (4.1 a,b) holds.
A periodic distribution without constant term has a distinguished antiderivative, periodic of the same period, and also without constant term. In the situation we are considering, that means
the constant c τ,0 is the constant term of the Fourier series (2.6). We incorporate τ into the notation as a subscript because we also need the analogous expressions π λ,δ (γ) τ (x) = c γτ,0 + φ γτ (x) for the various translates π λ,δ (γ) τ , γ ∈ SL(2, Z). For k ≥ 1, we let φ
γτ = φ γτ , normalized by the requirement that its Fourier series have zero constant term.
For the next statement, we fix a rational number p/q, expressed as the quotient of relatively prime integers, with q > 0 ; for emphasis,
We can then choose r, s ∈ Z so that pr − qs = 1, and define
Note that γ maps the point p/q to ∞.
Lemma.
Under the hypotheses just stated, for x ∈ R and n ≥ 0,
This formula appears already implicitly in [12] , but only special cases are written out there in detail. If λ = 0, (2.9) implies the vanishing of c γτ,0 ; in that case, the product λ The strengthened estimate depends on the integer N , among other things. On can establish (4.7) also more easily by noting that the right hand side of the estimate (4.6) also bounds the last term in the sum in lemma 4.5, up to a factor involving λ and q n . In particular, taking n = 0, we find 4.8 Corollary. There exists a constant C > 0, depending on the maximum absolute value of the (finitely many) functions φ
, and on λ, but not otherwise on τ , Γ, or p and q, such that
γ j τ are periodic of period N , with zero constant term. That makes it possible to bound these functions in terms of the φ γ j τ . In other words, the constant C can be made to depend on the maximum absolute value of the φ γ j τ instead, but it then also depends on N .
Since Re λ + 2 > 1 by assumption, the differentiability of φ τ at x = p/q is governed completely by the last two terms between the absolute value bars in (4.8). The first of the two prevents differentiability unless c γτ,0 = 0. In analyzing the second term, recall that φ γτ is periodic of period N , with zero constant term. Since The notation c γτ,0 might suggest that this quantity depends on γ -in fact, it depends only on p and q, as can be checked by going back to the definition of c γτ,0 as the constant term in the Fourier series for π λ,δ (γ)τ .
If Re λ = 0, our argument shows that φ τ (x) satisfies a pointwise Hölder condition at x = p/q, with Hölder index 1, i.e.
That by itself would not rule out differentiability at p/q. In the other cases of non-differentiability, we have established slightly more than stated in the corollary: if λ > 0 and Re c γτ,0 = 0, (4.8) implies
Since λ < 1, this does rule out differentiability in a quantitative manner. On the other hand, if λ < 0, (4.10) implies
again ruling out differentiability.
Behavior near irrational points
We continue with the hypotheses of the previous section, in particular (4.1), which ensures the existence of a continuous anti-derivative. Any irrational x 0 ∈ R can be approximated arbitrarily closely by a sequence of rational numbers p/q such that
Generically the exponent −1 cannot be improved, in which case one says that x 0 has irrationality measure 2. There do exist irrational numbers x 0 with an approximating sequence of rationals p/q such that
these are the numbers of irrationality measure greater than 2. We shall treat the two cases separately. We begin by re-writing the conclusion of corollary 4.8 slightly. To simplify the appearance of various formulas, we shall suppose that x ∈ R satisfies p/q > x ; (5.3) if x > p/q, the signs of various terms need to be changed. In any case, as p/q runs through the continued fraction approximation of x, the sign of p/q − x alternates. We also consider only the real part of φ τ , without essential loss of generality. With these conventions,
To get a handle on the behavior of φ τ near some irrational number x 0 , we shall apply this estimate with x = x 0 fixed, and p/q running through an approximating sequence of rational numbers. In this situation γ, φ γτ , and c γτ,0 depend on the approximating rational p/q. Thus let p/q be an approximating sequence as in (5.1), converging to an irrational number x 0 , such that q > 0 and p/q > x 0 . This latter assumption is merely a convenience; it will not affect our conclusions. We suppose that Re φ τ satisfies a pointwise Hölder condition at x 0 ,
for some α > 0. We shall see eventually that α = 1 is impossible. Following Duistermaat [4] , we pick a number η, 0 < η < 1, whose value will depend on q, and define x η ∈ R by the identity
Then x η lies strictly between x 0 and p/q. At the very end of this section, we shall also work with η > 1, which then reverses the order of x 0 and x η . At this point the argument branches. By going to a subsequence, we can arrange that either a) Re c γτ,0 = 0 for all terms of the sequence; or b) Re c γτ,0 = 0 for all terms of the sequence .
(5.7)
In the situation a), we apply (5.5) with x = x η and x = p/q, then add the two inequalities:
For future reference, we note that this remains correct for η > 1, provided x 0 is replaced by x η . We set x = x η in the inequality (5.4), and of course also Re c γτ,0 = 0, and combine the resulting inequality with (5.8). This gives
and recall (5.1) and (5.6): , and (2.9) implies c τ,0 = 0, hence
We can bound the right hand side by any M > 0, e.g., 12) by restricting η to the interval in particular, Re φ τ is not differentiable at x = x 0 . The hypothesis Re λ ≤ 0 automatically puts us into the situation (5.7a), so (5.14) has been proved in complete generality. We now use the fact that that x 0 has irrationality measure 2 : for any > 0 and any approximating sequence p/q, one can arrange that
after dropping at most a finite number of terms. We allow positive values of λ, but do not exclude the case Re λ ≤ 0, which was already covered. If λ > 0 we explicitly assume (5.7a), which is otherwise automatic. We shall show that (5.5) cannot hold if α > A, B, C, a, b . We can then argue as before: there exists an interval of choices for x η , on which log(p − qx η ) runs through an interval of length proportional to log q, and on which the right hand side of (5.16) can be bounded by any given constant M > 0. That is a contradiction unless τ ≡ 0.
We continue with the hypothesis (5.15), but now in the situation (5.7b), which only occurs when 0 < λ < 1. We can still argue as before, but we need to carry along λ
, that leaves us with for all possible choices of λ and both cases of (5.7). We still need to treat the case (5.2) of irrationality measure greater than 2, but only for 0 < λ < 1. We fix x = x 0 and choose an approximating sequence p/q, with (p, q) = 1, q > 0, subject to the condition (5.2); as before, we also assume (5.3), without essential loss of generality. In the situation (5.7b), we can work directly with (5.4) instead of (5.10): we set x = x 0 in (5. to estimate three of the resulting terms:
. . Still with 0 < λ < 1, but now with Re c γτ,0 = 0 for all terms of the approximating sequence, we return to the argument in (5.5-13), with η > 1 instead of 0 < η < 1 as before. We had remarked already that we need to replace x 0 by x η in (5.8) and all corresponding quantities in the subsequent derivation. The analogue of (5.10) in the current setting is
To get this, we have left q(p − qx 0 ) in its original form instead of bounding it by 1, as in (5.10). The additional α in the exponent of η compensates for the change from x 0 to x η in (5.8-9), and we have moved the term involving c τ,0 to the other side of the inequality. We now definẽ
, the hypothesis η > 1 will be satisfied ifη > q 
Final remarks
The group G = SL(2, R) has a twofold covering group G → G, the socalled metaplectic cover. The principal series of G is parameterized by pairs (λ, δ) with λ ∈ C and δ ∈ Z/4Z, with δ = ±1 corresponding to "genuine" representations of G, i.e., representations that are not representations of As in the case of all modular forms of weight two, one needs to take two antiderivatives of the the boundary distribution F (x) to get a continuous function. That function is differentiable at rational points, but both its real and imaginary part are non-differentiable at irrational points, as can be shown by an adaptation of the arguments in section 5. Figure 6 shows the imaginary part. 
