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Abstract 
This paper describes the parallel finite element analysis of large scale 3-D structural dynamic problems based on the 
Domain Decomposition Method (DDM) with preconditioner using Balancing Domain Decomposition (BDD) for 
massively parallel processors. This domain decomposition has been implemented within a finite element code for 
linear implicit transient dynamic analysis. Time integration is performed using Newmark-ȕFRQVWDQW average 
acceleration method. The parallel finite element code uses an MPI-based message passing approach to provide 
portable parallel execution on shared, distributed and distributed shared memory computers. 3-D structural dynamic 
problems have been conducted on supercomputer to evaluate the performance of the implicit parallel linear finite 
element code. Results indicate that the proposed methods are highly adaptive for parallel computing and superior in 
performance. 
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1. Introduction 
Nowadays, as the development of scientific research and engineering, there has been a variety of large 
and very large complex structures. These structures have some common characteristics: they are the great 
degree of freedom structures, and also include non-linear constitutive relations, random loading and 
complex boundary conditions. Analysis of these structures must be by means of high-end large-scale 
numerical analysis and mathematical models to ensure the accuracy of the numerical solution. To save 
computational time and memory, it is well known that the iterative Domain Decomposition Method 
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(DDM) is one of the most effective parallel methods for large scale problems due to its excellent 
parallelism[1]. This paper describes the parallel finite element analysis of large scale 3-D structural 
dynamic problems based on DDM with preconditioner using Balancing Domain Decomposition (BDD) 
for massively parallel processors. 
2. Dynamic equations, mass and damping matrices 
The finite element method for linear dynamic analysis of structures derives from the principle of 
virtual work, that is, the work of external forces is absorbed by the work of internal, inertial, and viscous 
forces for any small kinematically admissible motion. The corresponding equation for a single element is 
as follow[2], 
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where ^ `Gu and ^ `Gİ  are respectively small arbitrary displacements and their corresponding strains,  
^ `ĭ are prescribed surface tractions and ^ `F  are body forces,  U  is the mass density of the material,   dN is 
a material-damping parameter analogous to viscosity,  ^ `ip  are concentrated loads that act at a total of n 
points on the element and ^ `TiGu  is the displacement of the point at which load ^ `ip is applied, and eS  is the 
element surface and  eV  is the element volume. 
Using usual notation, we can get following equations,  
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where > @N  are shape functions which are functions of space only and nodal degree of freedom, and  
^ `d are functions of time only. From equation (1) and (2), 
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Since ^ `Gd  is arbitrary, Eq. (3) can be written as 
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where, ^ `d , ^ `d , ^ `d are the acceleration, velocity and displacement vectors respectively, and 
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In linear analysis system,^ ` > @^ `int  r k d , here > @k are stiffness matrices. 
In this paper, Rayleigh damping is used, that is > @ > @ > @D E c m k , hereD and E are damping coefficients, 
> @m  are consistent mass matrices.  
For seismic response analysis of 3-D structure[3], 
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3. 1HZPDUN¶VWLPH-stepping algorithm 
There are many time integration procedures which can be used to solve equation (4), and Newmark 
methods [4] is the most widely used in direct time integration methods. These methods are based on 
equilibrium at the (n+1)th time step, i.e., at time ( 1n nt t t  '  ), and is given by 
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The Newmark integration scheme can be understood to be an extension of the linear acceleration 
method. The following assumptions are used [4], 
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Where E and J are parameters that can be determined to obtain integration accuracy and stability. In 
this paper, 0.25251E  and 0.505J  . 
From (10), (11) and (12), the following system of equations can be obtained 
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In the above equation, > @  > @  > @ 21t tJ E E '  'k c m is usually described as the effective stiffness matrix 
> @effk . If the time step is not changed in all the computational steps, the effective matrix remains constant. 
4. Domain decomposition algorithms 
In dynamic analysis of structures, the linear algebraic equations arising from the implicit algorithm for 
linear analysis is written as 
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where ª º¬ ¼k , ^ ` 1nd , ^ ` 1nf are respectively subdomain effective stiffness, displacement vector of step n+1, 
and effective residual force vector of step n+1. 
The whole domain : is decomposed into non-overlapping k subdomains 1: « k: and union of all 
subdomains boundaries is  
1
k
ii 
*  w: .  
For each subdomain, the degrees of freedom  sBd are split into degrees of freedom   that correspond to 
the interface of s: with other subdomains, and the remaining degrees of freedom 
 s
Id (For the 
convenience of writing, the subscript n+1 is omitted).  The above equation for any subdomains can be 
written in partitioned form as 
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After eliminating Id , equation (15) becomes 
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where S is the Schur complement, which is the assembly of the local Schur complement. 
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iN is the 0-1 matrix that restricts the global to local degrees of freedom mapping for  . 
5. Balancing domain decomposition method (BDD) 
In order to solve interface problem (16), the preconditioned CG method is used. At each iterative step, 
the preconditioned CG method requires to solve the following auxiliary problem 
 
Mz = r                                                                                                                                                  (20) 
Where the preconditioner M is a symmetric positive definite matrix, z is a preconditioned vector, and r 
is a residual vector in each iterative step. 
In order to eliminate the floating motion of the subdomains in the process of the Neumann 
preconditioning iteration, Jan Mandel[5] constructed a powerful preconditioner. The explicit equation of 
this preconditioner is described by [1], [5] 
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where,  iD is the diagonal matrix with diagonal elements equal to the reciprocal of the number of 
subdomains with which the degrees of freedom is associated.  iS is the Moore-Penrose pseudoinverse of  
 iS . 
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Let P be the S-orthogonal projection onto the coarse space W.  Mandel called it BDD preconditioner. 
6. Numerical experiments 
Based on ADVENTURE program [6], the corresponding dynamic analysis program is compiled. The 
present system is applied to seismic response analysis of Pantheon [6], [7] shown in Figure 1.  This model is 
expressed by 1,329,027 4-noded tetrahedral elements, and the total nodes are 273,157.  For test analysis, 
it is spited into four sizes of subdomains, i.e. 96, 192, 288, and 384 subdomains. This problem is solved 
by Lilac Cluster (intel Xeon X5680 3.33GHz) consisting of 24, 48, 72, and 96 processors respectively. 
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Fig. 1: (a) the model of Pantheon; (b) the relationship between CPU time and number of processors. 
From Fig.1, it indicates that the proposed methods are highly adaptive for parallel computing and 
superior in performance. 
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