Abstract. The Washington University multimedia system (MMS) is a complete multimedia system capable of transmitting and receiving JPEG-compressed video, CD-quality audio, and high-resolution radiological images, in addition to normal network traffic, over the Washington University broadband ATM network. The MMS consists of an ATMizer and three multimedia subsystems. The ATMizer implements the host interface, the interface to the ATM network, and the interface to the three multimedia subsystems. This paper describes the architecture of the MMS, the software used with the system, and the applications which have been developed to demonstrate the capability and applicability of broadband ATM networks for multimedia applications.
The Washington University ATM network
During the last several years, there has been a growing recognition that Asynchronous Transfer Mode (ATM) cell-switching technology [1] will form the basis of the next generation of communication networks. Attractive aspects of ATM technology are: -Scalability of the network, in both the total throughput and the port data rates; -Integration of diverse services such as multi-rate data, audio, video, and high-resolution images; and -Compatible physical layers and signaling protocols applicable to both wide-area and local-area networks.
Over the past 5 years, the Applied Research Laboratory at Washington University has developed a prototype Asynchronous Transfer Mode (ATM) switch and deployed a testbed broadband network [2] . The current network configuration is
Correspondence to: William D. Richard based on four geographically dispersed ATM switches connected by more than 200 miles of single-mode fiber. This network supports the transmission of real-time digital video and audio and the rapid display of high-resolution medical images, as well as other forms of communication, at channel rates of 100 megabits/second (Mb/s).
The prototype ATM switch [3] has 16 ports, each conveying 53-byte ATM cells into and out of the internal switch fabric. A five-byte header is used to route a cell through the binary switch elements of the switch fabric. The switch fabric is made up of three circuit boards: two network boards and a broadcast translation board. Each network board contains 32 custom chips implementing the binary switch elements. These boards are identical and function either as a copy network or as a routing network as determined by a programming pin on each chip. The broadcast translation board contains 16 custom broadcast translation circuits. Five additional boards are required to complete the switch: four four-port port processor boards and a switch module interface board.
The Washington University multimedia system
The Washington University multimedia system (MMS) is a complete multimedia system capable of transmitting and receiving video, audio, and radiological images, in addition to normal network traffic, over the Washington University broadband ATM network. Although the system can be easily modified to operate with any host, the current implementation is based on a NeXT computer [4] . Block diagrams of two typical MMS configurations are shown in Figs. 1 and 2. The MMS is typically configured with a video camera, stereo microphones, amplified speakers, and a high-resolution image display. Both color and monochrome workstation displays are often used. The analog video output from the MMS is fed into "video-ina-window" circuitry in the NeXT workstation in the configuration shown in Fig. 1 . An MMS can also be configured with a separate NTSC video display, as shown in Fig. 2 The MMS is typically configured with a video camera, stereo microphones, amplified stereo speakers, and a high-resolution image display The video output from the MMS is fed into "video-in-a-window" circuitry in the NeXT in the configuration shown Fig. 2 Fig. 3 . A photograph of a typical MMS hardware configuration, including the high-resolution display. Here, "video-in-a-window" circuitry is used to display the video signal on the NeXT workstation display Figure 3 is a photograph of a typical MMS hardware configuration, including both color and monochrome workstation displays and the high-resolution display. Here, "video-in-awindow" circuitry is used to display the video image sequence on the NEXT. Figure 4 is a close-up of the color NeXT display showing the clarity of the video image produced by the MMS.
The NeXT interface, the interface to the ATM network, and the interface to the multimedia subsystems are implemented by the ATMizer subsystem shown in Fig. 5 (NBIC) [7] , and interfaces to the ATM network and to the multimedia subsystems. Three dedicated buses, the PBUS, the TxFIFO bus, and the RxFIFO bus, are used to connect the multimedia subsystems to the ATMizer. A fourth dedicated bus, the I2C bus [8] , is used to control the video and audio components in the multimedia subsystems. Multimedia data streams pass between the multimedia subsystems and the ATM network, via the ATMizer, over the TxFIFO and RxFIFO buses. Host bus bandwidth is not used for multimedia data transfer.
There are currently three multimedia subsystems used with the ATMizer. The video subsystem, shown in Fig. 6 , digitizes an input color NTSC video signal [9] , compresses the digital video data stream using a hardware joint photographic experts group (JPEG) [10, 11] compression engine, stuffs the appropriate framing tags into the data stream, and routes the resulting data stream to the ATMizer via the TxFIFO bus for transmission. The video subsystem also accepts a compressed video data stream from the ATMizer via the RxFIFO bus, strips the framing tags, decompresses the data stream, and produces an output NTSC video signal. A frame buffer is used to eliminate the synchronization problems caused by separate transmitter and receiver clocks [12] . Two hardware JPEG engines are used by the video subsystem so that video can be compressed for transmission and decompressed for display simultaneously. The second multimedia subsystem, shown in Fig. 7 , digitizes an input analog stereo audio signal, i.e., both left and right channels, and produces a CD-quality digital audio data stream for transmission by the ATMizer. Both microphone and line-level inputs are available. This subsystem also accepts a digital audio stream from the ATMizer and generates an output analog stereo audio signal. A monaural input and a monaural output are also supported by the system. The third multimedia subsystem, shown in Fig. 8 , accepts high-resolution radiological images from the ATMizer via the RxFIFO bus and reformats them for transmission to a highresolution monochrome display [ 13, 14] . The radiological images used with this subsystem are served to the ATM network via a dedicated "mini-ATMizer" transmitter [15] . This transmitter, shown in Fig. 9 , accepts a data stream in the format required by the display and reformats it for transmission over the ATM network.
The ATMizer

The Local CPU and Host~NeXT Interface
A 16 MHz MC68030 Motorola microprocessor [5] serves as the local CPU on the ATMizer. This CPU has 4 megabytes of DRAM and 128 kilobytes of EPROM mapped into its address space. A portion of the DRAM is used to implement a pair of message passing queues for communication between the NeXT host and the local CPU. A portion of the DRAM is also used for segmentation and reassembly oflP (Internet Protocol) packets when the system software is configured to run IP over the ATM network. The DRAM is also used to hold embedded software during debugging. The on-board EPROM is used for long-term, non-volatile storage of embedded code.
An MFP [6] is also connected to the local CPU bus. This chip provides timing and interrupt services to the local CPU, as well as a serial port. A dedicated peripheral bus, the PBUS, is derived from the local CPU bus. This 16-bit multiplexed address/data bus is used to connect the ATMizer to the multimedia subsystems. The multimedia subsystems are controlled via this bus and the I2C bus [8] .
The I2C bus is a multi-master serial bus used to control various components in the audio and video multimedia subsystems. Two wires, serial data (SDA) and serial clock (SCL), carry information between devices connected to the bus. Both SDA and SCL are bidirectional lines, and data on the I2C bus can be transferred at a rate of up to 100 Kilobits per second (Kb/s) in standard mode, or up to 400 Kb/s in fast mode. The I2C bus is implemented using a Philips/Signetics PCD8584 I2C bus controller [8] . The PCD8584 serves as the interface between the parallel local CPU bus and the serial I2C bus, and it allows the local CPU or the NeXT host to communicate bidirectionally on a byte-wide basis with the I2C bus.
The local CPU interfaces to the ATM subsystem via a pair of FIFOs. These FIFOs are mapped into the address space of the CPU. To transmit an ATM cell, the CPU writes the cell, including header, to the TxFIFO. The output of this FIFO is connected to the TxFIFO bus which is described below. Incoming ATM cells are written into the RxFIFO from the Rx-FIFO bus. The empty flag from this FIFO is polled by the CPU. Interrupt-driven operation, while possible, is not currently used. As described below, the transmit and receive FIFOs can also be written to and read from, respectively, by the NeXT host via the NeXTBus.
An NBIC [7] is used to provide the interface between the local CPU and the NeXTBus. This 144-pin CMOS device physically resides between the local bus and the NeXTBus. It participates in arbitration on both buses and stores up to two transactions worth of data for pipelined store-and-forward write transfers in both directions. The NBIC connects directly to the local MC68030 processor and performs all MC68030 transactions, including bursts, except for a few misaligned data transfers. The NBIC is capable of communicating with 8-, 16-, and 32-bit devices connected to the local bus.
Since the NBIC accepts transactions going in both directions, the NBIC can be both a local bus master and a local bus slave. The local memory can be mapped into the address space of the NeXT host, and this feature allows the NeXT host to perform read or write operations to local memory. The transmit and receive FIFOs are also memory mapped, so they too can be accessed directly by the NeXT host if desired. The output port of the RxFIFO is accessed via a single memory address for read operations, and the input port of the TxFIFO is accessed via a different memory address for write operations. Clocked FIFOs are used to eliminate synchronization problems [16] . These FIFOs use free-running input and output clocks, and the FIFO flags are synchronized internally to these clocks. Write enable and read enable controls are used to write data to and read data from the FIFOs, respectively.
Embedded code for the local MC68030 CPU is written in C [17] and compiled on the NeXT host. A library of I10 function calls, e.g., printfand scanf, was written to replace the stdio C library to facilitate code development and debugging.
During development, compiled code is downloaded from the NeXT host to local DRAM using the memory-mapped capability described above. A low-level monitor program running on the ATMizer performs memory dumps, allows program execution, etc. Using a terminal, users can interact with this monitor via the on-board serial port for debugging or diagnostic purposes. 
The FIFO bus and network interface
The interface to the ATM network is implemented using an Advanced Micro Devices TAXIchip transmitter/receiver pair [ 18] . In general, a TAXIchip transmitter/receiver pair provides a general-purpose interface for high-speed point-to-point communications over coaxial or fiber-optic media. The pair emulate a pseudo-parallel register: they load data into one side and output it on the other. With TAXIs, however, the input and output are separated by an arbitrarily long serial link. The TAXIchip transmitter and receiver used with the prototype Washington University ATM switch operate at 100 Mb/s. The ATMizer is configured to transmit and receive data via either twisted pair or multi-mode fiber. One of the transmission protocols specified by the ATM Forum for future ATM systems uses a newer version of the TAXIchip transmitter/receiver pair operating at 155 Mb/s [19] .
The local MC68030 CPU interfaces to the ATM network via two FIFOs, as shown in Fig. 5 . These FIFOs, the TxFIFO and the RxFIFO, are used to transmit data to and receive data from the ATM network, respectively. Since the TxFIFO and the RxFIFO are memory mapped, they can also be accessed directly by the NeXT host. Data written into the TxFIFO by the local CPU or the NeXT host is transferred over the TxFIFO bus to the TAXIchip transmitter for transmission.
The TxFIFO bus is also used by the multimedia subsystems for data transmission. Each subsystem uses a FIFO to supply data to the TAXIchip transmitter. The programmable full flag from each FIFO connected to the TxFIFO bus is sampled by the transmitter control and source select block at the beginning of each ATM cell transmission cycle. A priority scheduling scheme is implemented by the transmitter control and source select block that provides the video subsystem with the highest priority, the audio subsystem the second highest priority, the high-speed radiological channel the third highest priority, and the CPU the fourth highest priority. A spare transmission channel is also available on the TxFIFO bus, and it is assigned the lowest priority. In general, the multimedia subsystems provide a data stream to the TxF1FO bus that does not include the appropriate ATM header for transmission. The transmitter control and source select block operates in conjunction with the header generation block to insert the required headers. These headers are stored in tables in the header generation block by the local CPU via the PBUS. Since these tables are memory mapped, they can also be written directly by the NeXT host. The capability also exists for the header generation block to provide headers for a data stream from the TxFIFO, although this is typically not done. The local CPU and the NeXT host normally generate complete cells for transmission that include the appropriate header and header error check (HEC) byte.
The RxFIFO bus is used to supply data to the RxFIFO and to the multimedia subsystems. As the bytes of a cell are received from the ATM network, they are clocked into a bytewide shift register, or header buffer. Once the entire header is in the header buffer, the VCI (virtual channel identifier) and VPI (virtual path identifier) fields are examined by the route and function block to identify the target subsystem. This function is performed using look-up tables initialized by the local CPU or the NeXT host via the PBUS. The receiver control block routes each incoming cell to the appropriate subsystem by asserting the appropriate FIFO select signal to one of the FIFOs attached to the RxFIFO bus. The receiver control block also monitors the output of the HEC circuit and discards corrupted cells if this feature is enabled.
Data received from the ATM network by the TAXIchip receiver for the local CPU is transferred over the RxFIFO bus to the RxFIFO. In the current design, the RxFIFO's programmable full flag is used to signal the local CPU that cells have arrived and are available for processing. This flag can also be read directly by the NeXT host.
The tables used by the route and function block to route cells also contain information as to which part of the incoming cell is to be delivered to the specified subsystem. For cells received on a given virtual channel/path, any combination of the 4-byte header, the header error check byte, or the 48-byte payload can be routed to the target subsystem. This allows the RxFIFO to receive a complete cell, including the header, while the multimedia subsystems receive only a data stream. This functionality also allows the RxFIFO to receive just the 4-byte header and the 48-byte payload or just the header error check byte. The latter can be useful when measuring data throughput since only one byte must be processed per cell.
The multimedia subsystems
The video subsystem
The video subsystem is shown in Fig. 6 . This subsystem uses Philips/Signetics video components [8] The output of the DMSD is fed into a JPEG engine implemented using an LSI logic JPEG chip set [20] . This three-chip set, shown operating in the encode mode in Fig. 10 , consists of an L64765 color and raster-block converter, an L64735 discrete cosine transform (DCT) processor, and an L64745 JPEG coder. The color and raster-block converter is used to convert the digital video data stream, which is produced by the DMSD in raster format, into block format. This format is required by the DCT processor. Since the data is already in the Y:Cb:Cr format required by the DCT processor, the L64765's color space conversion function and resampling filters are bypassed. The raster-block converter consumes data as it is generated by the DMSD and starts feeding data to the DCT processor after an eight-video-line delay. The color and raster-block converter's internal configuration registers are programmed by the local CPU or the NeXT host via the PBUS. In the transmission portion of the video subsystem, the DCT processor is used to compute the forward DCT over the 8 • 8 data blocks generated by the color and raster-block converter. The DCT processor accepts 8-bit unsigned pixel data and generates 11-bit signed DCT coefficients. The DCT processor accepts data at video rates and has a 168-clock pipeline delay. Processing is suspended during horizontal blanking intervals, however, since new data is not available from the raster-block converter. A freeze request (FRQ) output from the raster-block converter is used to gate the clock on both the DCT processor and the JPEG coder during horizontal blanking intervals. The coefficient data stream produced by the DCT processor is fed to the JPEG coder.
In the transmission portion of the video subsystem, the JPEG coder encodes each video frame as specified in the JPEG standard [10] . The coder performs quantization and has differential pulse-code modulation (DPCM) coding, run-length coding, and variable length (Huffman) coding capabilities. The coder has eight internal tables: four quantization tables, two AC coding tables, and two DC coding tables. The JPEG coder has a minimum encoding latency of 16 clock cycles. Not every DCT coefficient generates a code word, so the actual latency between a particular input and its corresponding output depends on the actual input data. The last DCT coefficient always causes a 32-bit code word to appear in the coder's output buffer exactly 16 clock cycles after it is clocked into the coder. The coder's internal tables and the other operating parameters are downloaded from the local CPU or the NeXT host via the PBUS.
The output of the JPEG coder is buffered using a FIFO. Code words are transferred to this FIFO over a 16-bit bus. Data from the FIFO are processed by the tag stuffing block. This block inserts into the data stream the appropriate JPEG codes for start of field one, start of field two, and end of field. The information required to perform this function, i.e., the last code (LCODE) signal from the JPEG coder, is passed to the tag stuffing block via an extra bit in the FIFO buffer.
The output of the tag stuffing block is again buffered in a FIFO. The output of this FIFO is connected to the TxFIFO bus. This FIFO's programmable full flag, which is programmed via the PBUS to assert when the FIFO contains 48 bytes, is used to signal the ATMizer that a full cell payload is ready for transmission.
The operation of the transmission portion of the video subsystem is controlled by the Tx Control block. The operation of this subsystem, with the exception of the FIFO connected to the TxFIFO bus, is synchronous to the video sample clock created by the DMSD.
In the receive portion of the video subsystem, a FIFO attached to the RxFIFO bus is used to buffer the incoming data stream from the ATMizer. Data passes from this FIFO through a tag stripping block to the JPEG engine. The tag stripping block strips the start of field one, start of field two, and end of field tags from the data stream. This information is used by the Rx control block to control the data flow through the JPEG engine.
The JPEG engine consists of the same three components used in the transmission portion of the video subsystem: the JPEG coder, the DCT processor, and the color and raster-block converter. Here, however, the components are used in the decompression mode, rather than the compression mode.
The video data stream produced by the raster-block converter is written into a frame buffer constructed using field memories (FMEMs) [21] . FMEMs are similar to normal FIFOs in that read and write access may occur asynchronously. Unlike a conventional FIFO, however, data may be read as many times as desired after it is written. Addressing is controlled by write address and read address pointers which must be reset to zero before memory access begins.
A Philips/Signetics SAA7199 digital encoder (DENC) produces the output NTSC video signal from the Y:Cb:Cr data in the FMEM frame store. The DENC has all the circuitry necessary to perform the modulation required to convert the digital Y:Cb:Cr data into standard NTSC composite video [9] . The device has three 256 x 8-bit color look-up tables and builtin triple 9-bit D/A converters. The SAA7199's look-up tables and control registers are programmed by the local CPU or the NeXT host via the I2C bus.
The operation of the receive portion of the video subsystem is controlled by the Rx control block. The operation of this subsystem is data-driven and is asynchronous to the video pixel clock generated by the DENC subsystem. Since the data stream received by this subsystem was created by a remote transmission subsystem with an independent clock, synchronous operation would be very difficult to implement [12] . Over a period of time, the receive FIFO buffer would either overflow (transmitter clock too fast) or underflow (transmitter clock too slow). This problem would be compounded by cell-to-cell jitter introduced by the ATM network. The Rx control block uses a gated clock scheme to operate the JPEG engine only when data is available. The JPEG engine is not synchronized with the DENC and runs at its peak rate when data is available. The overhead associated with the horizontal and vertical blanking intervals at the transmitter ensures that the JPEG engine has sufficient bandwidth to eliminate the possibility of data overflow problems. The frame buffer, which can be read and written independently, eliminates the problems caused by asynchronous image decoding/generation.
While it is possible for the DENC to display portions of two transmitted video frames during one display frame time, the use of a frame buffer as a solution to the synchronization problems involved in transmitting video over an ATM network has been found to be a very acceptable solution [12] . Since two video frames typically differ by only a small amount, any possible artifacts due to the use of a frame buffer are not perceptible.
The ATM adaptation layer (AAL) used for the transmission of JPEG-encoded video is extremely simple and unrelated to AAL5 [22] or any other well-known adaptation layer. Tags stuffed into the coded data stream provide markers that are decoded at the receiver to identify the start of an odd field, the start of an even field, and the end of a field. Thus, any error in transmission is undetected until the end of a field. At that point, the decoder is reset, and it then awaits the next tag denoting the beginning of the next field. The data that arrives in and after a damaged cell produces video that is unrelated to the video that was to be transmitted. To the viewer, it looks like a "flash" that covers the part of the screen from those pixels associated with the damaged cell to the end of the field.
The audio subsystem
The audio subsystem is shown in Fig. 7 . This subsystem digitizes an input analog stereo audio signal, i.e., both left and right channels, and produces a CD-quality digital audio data stream from transmission by the ATMizer. This subsystem also accepts a digital audio stream from the ATMizer and generates an output analog stereo audio signal. A monaural input and a monaural output are also supported by the system. An audio interface block provides tone and volume, loopback, mixing, and amplification functions. The functions of the audio interface block are controlled via the I2C bus.
The audio subsystem digitizes the input stereo audio signal using a crystal semiconductor corporation CS5326 deltasigma stereo A/D converter [23, 24] . The CS5326 oversamples at 64 times the output word rate of 44.1 kHz and uses a threestage digital finite impulse response (FIR) filter to achieve a 94 dB signal-to-noise ratio and 0.0015% total harmonic distortion over a 10 Hz to 22 kHz bandwidth. The CS5326 generates 16-bit values for both the left and the right inputs. The resulting serial data stream is parallelized by the payload assembler and buffered in a FIFO attached to the TxFIFO bus. The 48-byte payload of each transmitted cell contains twelve digital audio data words, i.e., twelve 16-bit left and right channel sample pairs. With this sampling rate and payload format, one audio cell is transmitted every 272 #s.
In the receive portion of the audio subsystem, a FIFO connected to the RxFIFO bus is used to buffer the incoming data stream from the ATMizer. Data passes through this FIFO to the data rate adjuster. From the data rate adjuster, data flows to the output D/A converter~ A crystal semiconductor CS4328 stereo D/A [23, 24] is used, which features an 8 x digital interpolation filter followed by a 64 x oversampled delta-sigma modulator. The D/A converter achieves a 95 dB dynamic range over the audio band and 0.001 dB of passband ripple.
Since the audio sampling frequency at the transmitter can be slightly different from the playback frequency at the receiver, a mechanism is needed to compensate for data overflow or undertow. The problem here, while similar to that described above for the video subsystem, requires a more sophisticated solution. A solution employing a circular buffer, as is used in the video subsystem, would result in degraded audio performance when the write and read pointers crossed due to differing transmitter and receiver clock frequencies.
The solution to the synchronization problem implemented by the data rate adjuster involves the controlled duplication or deletion of audio samples. The required duplication or deletion is based on the amount of audio data contained in the FIFO buffer. If this FIFO is between one quarter and three quarters full, as indicated by the FIFO's flags, data is neither duplicated nor deleted as it passes through the data rate adjuster. If the FIFO is less than one quarter full, the first sample of each cell is duplicated as data is passed from the FIFO to the D/A converter. This action results in a build-up of data in the FIFO over time, and, eventually, the FIFO will become one quarter full. If the FIFO is empty, the last available sample is duplicated and transmitted to the D/A converter until new data arrives.
If the FIFO is more than three quarters full, the data rate adjuster deletes the first sample of each cell. This action results in a reduction of data in the FIFO over time, and, eventually, the FIFO will become three-quarters full. If the FIFO is full, samples are discarded until space in the FIFO exists for a new left/right channel sample pair. In practice, this situation should not occur.
Initialization and control of the audio subsystem is performed by the local CPU or the NeXT host via the PBUS and the I2C bus. The transmit and receive FIFO flags are programmed via the PBUS, and the transmitter and receiver can be independently turned on and off via a PBUS port. The audio tone and volume settings are adjusted via the I2C bus.
The high-speed radiological image subsystem
A block diagram of the mini-ATMizer transmitter that creates the ATM radiological image data stream is shown in Fig. 9 [ 15] . This transmitter accepts a radiological image data stream from a dedicated image server [ 14] using a TAXIchip receiver operating at 40 Mb/s. The incoming data stream is buffered using a FIFO. This F1FO's programmable full flag is programmed by a resident finite-state machine at power-up to assert when 48 or more bytes are contained in the FIFO. This ensures that a complete 48-byte data payload is available when transmission of a non-null cell begins. If this check were not performed, the 100 Mb/s transmitter could empty the FIFO during the transmission of an ATM cell. To ensure that the complete image is transmitted, the image server supplies an image that is a multiple of 48 bytes in length by padding with null data. The header stuffing block provides an appropriate header, and outbound cells are transmitted using a TAXIchip transmitter operating at 100 Mb/s. Transmission of the header, data payload, and null ceils is performed under control of the control block. Currently, all data cells are transmitted using a single, fixed header. This does not cause difficulty, however, since only one VCI/VPI is ever used on this ATM link.
The high-speed radiological image subsystem is shown in Fig. 8 . This subsystem receives a radiological image data stream from the RxFIFO bus. This data stream does not contain the four-byte ATM header or the header error check byte: these bytes are stripped by the ATMizer subsystem. The data stream is buffered in a FIFO as it is received. The empty flag from this FIFO is monitored by the control block. When data is available, it is transmitted to the high-resolution monochrome display via a TAXIchip transmitte r operating at a data rate of 40 Mb/s using the required protocol [ 15] .
Software
Overview
The software for the MMS consists of embedded software running on the ATMizer and applications and control programs running on the NeXT host. The Mach operating system's loadable kernel server feature [25] was used to establish a communication channel between the NeXT host and the ATMizer. This allowed the address space on the ATMizer to be mapped into the NeXT's kernel map through the NBIC, thus creating a shared memory interface between the NeXT and the ATMizer.' A pair of message queues was implemented in this shared memory to allow communication between the NeXT host and the ATMizer.
Embedded software
Currently, the ATMizer has two major embedded software components. The first is a memory manager implemented to manage the four megabytes of on-board DRAM. The memory manager uses the message queue pair to allow the NeXT to allocate or free a block of memory on the ATMizer. The second component is an IP implementation for the MMS which uses the TxFIFO and the RxFIFO to run IP over the ATM network. The MC68030 is used to handle segmentation and reassembly of the IP packets. The software implements the full AAL5 protocol [22] with only one exception: a 16-bit CRC (cyclic redundancy check) is used instead of the standard 32-bit CRC. The initial implementation of the IP software is quite slow because of operating system overhead and software calculation of the CRC.
MMS host software
The software running on the NeXT consists of two loadable kernel servers for control and application software to demonstrate the capabilities of the hardware. The two kernel servers provide the NeXT host with access to the ATMizer hardware. One kernel server provides IaC bus communication for control of the video components. The other server is the ATMizer IP kernel server. This server provides hooks into the IP protocol layer in the NeXT's operating system kernel. This enables the ATMizer to appear to the NeXT as an additional network device so that IP packets may be sent over the ATM network using the AAL5 software described above. If the NeXT were configured as a dual homed host, it could also be used to route packets/cells between Ethernet and the ATM network.
The current applications for the MMS demonstrate the capability of the hardware to support a multimedia physician's workstation. One application, called video exchange, provides a multicast video and conference utility. With this program, physicians could call other doctors and communicate with full video-rate, real-time conferencing via the video and audio subsystems. The radiological image viewing application (RIVA) [26, 27] allows doctors to retrieve medical images via the highspeed radiological image subsystem in addition to normal, written reports. Video-taped exams and video reports stored on laser disk can also be retrieved via the video subsystem. This allows physicians at remote locations to conference to discuss patients, and, in particular, images and exams. A third application, ECG display, is capable of transmitting a real-time ECG (electrocardiogram) signal over the ATM network via the CPU channel of the ATMizer. This demonstrates the possibility for physicians to observe certain tests, e.g., a treadmill test, without having to travel to the hospital. The physician could view the patient on the treadmill from his office or other remote location using video exchange while monitoring the patient via the ECG display application.
Currently, the video exchange, RIVA, and ECG display applications do not take advantage of the MC68030 processor on the ATMizer. These applications use the ATMizer for control of the multimedia subsystems and as a network interface for these subsystems. For this low-bandwidth interaction, the local CPU is bypassed and configuration handled directly by the NeXT host.
Results
The MMS has been operational since mid-1992. Eight of the systems are currently deployed in the Washington University broadband ATM network and used for demonstration and research purposes. The issues associated with both video conferencing and teleradiology in a broadband ATM environment are being studied using the installed base of systems.
In November 1992, three MMSs were used in conjunction with one of the prototype Washington University ATM switches to demonstrate the future of teleradiology via an infoRAD demonstration at the Radiological Society of North America annual meeting in Chicago, Ill. This demonstration, which was based on the RIVA and video exchange applications, featured audio/video teleconferencing between individuals demonstrating how physicians at remote sites might use the system and included high-speed radiological image service, video clip service via laser disks, and remote database access. This demonstration was repeated in May 1993 at ICA/ComNet in Dallas, Texas.
In March 1993, four MMSs were demonstrated operating with a commercial ATM switch from SynOptics at INTEROP in Washington, D.C. These commercial switches, which operate at 155 Mb/s, are based on the architecture of the prototype Washington University ATM switch and use the protocol defined by the ATM Forum [19] . The MMSs used in the demonstration were modified to operate at 155 Mb/s using this protocol. The INTEROP demonstration featured audio/video teleconferencing and video clip service. The high-speed radiological image channel was not used in this demonstration.
Beginning in the fall of 1993, the prototype switches in the Washington University broadband ATM network were replaced by commercial switches from SynOptics. Many of the MMSs used with the current network were upgraded to operate at 155 Mb/s. In addition, 20 more copies of a host-independent version of the MMS have been constructed for use with the network.
Discussion
Bus bandwidth limitations on current workstation-class machines, including the NEXT, make real-time, bus-based, fullrate video applications difficult, if not impossible, to implement. In addition, bus-based applications consume CPU cycles that could be used for other purposes. One typical method used to address this limitation is to reduce the spatial and temporal resolution of the transmitted video signal. The Washington University MMS achieves real-time, full-rate video, audio, and radiological image service by bypassing the host bus. This frees the host bus for normal network traffic. Until host bus and CPU speeds increase, the approach used by the MMS can be used to achieve a very workable multimedia solution.
While the MMS uses a large number of fairly complex integrated circuits, all of the components used in the construction of the MMS are commercially available. Physically, each MMS consists of a NeXT computer with two 27.5 cm by 27.0 cm plug-in cards. One of these cards contains the ATMizer subsystem, and the other contains the video subsystem and highresolution radiology image subsystem. These cards, which are connected by a PBUSfI2C bus connector, physically plug into the NeXTBus. A third 10.2 cm by 25.4 cm card, which connects to only the PBUS/I2C bus connector, contains the audio subsystem.
The quality of the JPEG compressed and reconstructed video is excellent. Psychovisual tests [28] have shown that a variety of still images are indistinguishable from the original for coding rates in the range from 0.75 to 2.25 bits/pixel depending on the characteristics of the image. This corresponds to ATM data transmission rates between 7.6 and 22.9 Mb/s for CCIR 601 video [9] (640 by 480 pixels per frame at 30 frames/s). Informal studies of the video reproduced by the MMS confirms that the reproduced images have no visually detectable compression artifacts when transmitted with data rates above 20 Mb/s. Even at 10Mb/s, most video sequences show no compression artifacts and are comparable to CCIR 601 video and can thus be classified as studio quality.
The peak rate for transmission of JPEG coded video corresponds to the link rate (either 100 or 155 Mb/s) since back-toback ceils are possible. Averaging over a reasonable interval, e.g., 1 ms, brings the peak data rate down to approximately 1.25 times the average data rate. Lost cells are rare, but when they occur a flash is apparent on the display. The frequency of lost cells depends upon the switch and link loading and can be made imperceptible by conservative network loading.
As noted in Sect. 3, the sampling clock can operate at a different frequency than the playback clock. This is true for both the video and the audio subsystems, even though the sampiing and playback clocks may be specified to operate at the same frequency. Some mechanism must be provided to prevent overflow or underflow of the FIFO buffers in these subsystems likely to occur eventually even with very small differences in the sampling and Playback clocks.
In the video subsystem, a dual-ported frame buffer allows the rate at which pixels are read to differ from that at which they are written. Even though the read and write pointers can pass each other, no visible effect is seen in the MMS. This is true whether the video source and display frame rates are substantially different (60 Hz video source and a 70 Hz workstation monitor) or nominally the same (both video source and monitor operating at 60 Hz). There may be pathological scenes in which an artifact can be observed, e.g., an object moving down the screen at just the rate that corresponds to the difference in the two frame rates, but such artifacts have not been observed.
In the audio subsystem, the clock synchronization problem is addressed by duplicating or deleting a single stereo sample in an ATM cell (one out of 12 samples) whenever the audio FIFO is below 1/4 full or above 3/4 full. In the MMS, no audible effect is produced by this procedure. In fact, a simulation of the procedure has demonstrated that continuous duplication or deletion of one out of 12 samples at CD sampling rates (44.1 KHz) is not perceptible. One suspects that this result would not hold for significantly lower sampling rates.
These two techniques for dealing with the lack of synchronization between the sampling and playback clocks for continuous stream data have proven to be simple to implement and capable of providing excellent quality video and audio reproduction.
Conclusions
The Washington University MMS is a complete MMS capable of transmitting and receiving full-rate, JPEG-compressed NTSC video, CD-quality audio, and high-resolution radiological images, in addition to normal network traffic, over the Washington University broadband ATM network. Real-time, full-rate operation is supported through the use of dedicated hardware which does not require host bus bandwidth for operation. The MMS demonstrates in a dramatic manner the capability and applicability of broadband ATM networks for multimedia applications. In particular, the physician's workstation application clearly demonstrates the advantages of such a system when used in a remote radiology environment.
