Abstract: Using Artificial Neural Network (ANN) methodology a district level prediction of rice production in Uttarakhand state of India has been proposed. The proposed model has been empirically compared with the existing Multiple Linear Regression (MLR) Model. Analysis of data obtained from a survey carried out from Directorate of Economics and Statistics, Uttarakhand, India revealed that ANN methodology performs better as compared to MLR model in terms of R-square value, Mean Square Error (MSE) value and Root Mean Square Error (RMSE) values. This approach does not require any additional survey or conducting extra crop cutting experiments for crop production estimate at the district level.
INTRODUCTION
Small Area Estimation (SAE) techniques assist state and local governments in making various decisions such as how to allocate resources in small areas. This technique overcomes the problem of small sample sizes to produce small area estimates and also improves the quality of the direct survey estimates obtained from the sample in each small area. SAE became a sound statistical procedure to create the estimates and an evaluating system to ensure the reasonable estimates for small areas.
Various researchers have attempted to deal with the different techniques of small area estimation. Earlier reviews on the topic of small area estimation focused on demographic methods for population estimation in post censual years. Purcell and Kish [13] reviewed demographic methods as well as statistical methods of estimation for small domains. An excellent review provided by Zidek [10] introduced a criterion that can be used to evaluate the relative performance of different methods for estimating the populations of local areas. McCullagh and Zidek [14] elaborated this criterion more precisely. Reviews by Rao [9] and Chaudhuri [1] covered more recent techniques as well as traditional methods of small area estimation. Bellow and Lahiri [11] discussed an empirical best linear unbiased prediction approach to small area estimation of crop parameters assuming linear mixed model. Chandra et al. [8] employed small area estimation technique to derive model based estimates of proportion of poor households at district level in the state of Uttar Pradesh in India. Elazer [4] used the Lagrange Multiplier method to adapt the PQL (Penalised quasi likelihood) approach applied to random effect logistic models. Tzavidis et al. [12] described an application of small area estimation to agriculture business survey data by using empirical best linear unbiased predictor (EBLUP) and model based direct estimators. Chen and Lahiri [15] discussed an alternative method to overcome the inefficiency of design-based methods for making inferences about small area proportions for rare events. Sud et al. [16] demonstrated an application of spatial information to estimate the production at district level for the state of Uttar Pradesh in India.
The present study was carried out to describe computer-based SAE approach for estimating the production of Rice at District level. In this paper we propose a statistical model known as Artificial Neural Network Model that link the variable of interest with auxiliary information available from various sources. 
MULTIPLE LINEAR REGRESSION (MLR) MODEL
Multiple regression analysis is a multivariate statistical technique used to examine the relationship between a single dependent variable and a set of independent variables, whose values are known to predict the single dependent variable. Several MLR methodologies for estimation of crop production at Block/Panchayat level have been made. Panse et al. [17] introduced two phase sampling to provide crop yield estimates. Singh [6] introduced the method of double sampling in agriculture. Stasny et al. [7] presented a technical report on county estimates of wheat production in Ohio state university, Ohio. Sisodia and Singh [3] developed an estimator for crop production at block level using crop cutting and other related information at district level. Sisodia and Singh [2] described scale down approach using MLR model to obtain block level estimates from the district level crop production as follows:
Let the model is
where Y i is the crop production in the i th year (i=1, 2, ..., n), X ij is the value of the j th auxiliary variable (j=1, 2, ..., Using these weights, an estimator of crop production for a block in a given year is constructed as follows:
where Q is the total number of blocks in the given district and x j (q) is the value of the jth auxiliary variable in the q th block in the given year and Ŷ is the estimated average yield of a crop based on the fitted model (2) in the same year .
In order to find out the relative contribution of individual auxiliary variables, the auxiliary variables are included in the model depending upon the order of magnitude of correlation coefficients between auxiliary variables and crop production (Y). On the basis of their relative contribution, the values of weights were calculated using SPSS16.0.
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ARTIFICIAL NEURAL NETWORK (ANN) MODEL
The ANN is an information-processing system that consists of a graph representing the processing system as well as various algorithms that assess the graph. To develop ANN model, the data set consists of input variables and an output variable. The input variable represents the related parameters that influence the production of the commodity under study. In order to get the best outcome from the network model, the data has to be expressed in a deterministic way by dividing the collected data into three parts, namely, (i). Training set: Used to adjust the weights on the neural network.
(ii). Validation set: Used for the verification of the network.
(iii). Test set: Used for the prediction, from where the prediction accuracy is determined.
The training data presented to an ANN are randomly partitioned into two samples, one for adjusting the weight in the ANN model and another for testing the accuracy of the ANN model during the training process. The testing sample is used to prevent over fitting, which occur if an ANN begins to model sample specific characteristics of the training data that are not representative of the population from which the data was drawn.
In ANN approach, the model is based on the system of human neurology and power of neural network lies in the fact that it has an ability to represent both linear and nonlinear relationships and to learn these relationships directly from the data being modeled. The word network in ANN model refers to the interconnection between the neurons. These neurons act like parallel processing units. An artificial neuron is a unit that performs a simple operation on its inputs and imitates the function of neurons. The mathematical form of this model is represented as, Multilayer feed forward artificial neural networks are multivariate statistical models used to relate m predictor variables to n response variables. The model has several layers, each consisting of either the original or some constructed variables. The most common structure involves three layers: the input layer consisting of the original predictors, the hidden layer comprising of a set of constructed variables, and the output layer made up of the responses. Each variable in a layer is called a node. The transformation function is either sigmoid or linear, and is known as activation function or transfer function. ANN model includes a set of synapses that can be characterized by a weight. The weight associated with each synapse is known as synaptic weight.
MODEL SPECIFICATION AND ANALYSIS: AN EMPIRICAL STUDY
Time series data on production of rice, area under rice, irrigated area under rice and fertilizer consumption pertaining to the period 1990-91 to 2002-03 for Uttarakhand state of India were taken from the Bulletin of Agricultural statistics, published by the government of Uttarakhand, India. The district wise data on auxiliary variables in Uttarakhand state of India were also taken for the year 2000-01 from the Bulletin of Agricultural statistics, published by government of Uttarakhand, India. The purpose of this study is to model the time series data by using statistical technique and the neural networks and then compare the results of these two techniques.
The proposed ANN was trained using different sets of data. The detailed case processing summary of the ANN is presented in Table 1 . During the training phase, the system adjusts its connection/weights strength in favor of the inputs that are most effective in determining a specific output.
Various numbers of hidden layers and numbers of processing units in hidden layers of the neural network topology were tested to find out the right combination of processing units and a number of hidden layers in order to solve the problem. The ANN model was developed by using statistical software SPSS 16 with two hidden layers. Linear trend gives the value of R square as 0.98. General Network information of the ANN (2, 3) model is shown in Table 2 . In ANN (2, 3) model, three parameters i.e. total area (TA), irrigated area (IA), and fertilizer used (F1), are included in the study to predict the production of rice for small area. The relative importance of these three auxiliary variables that influence the production of rice is calculated by using statistical software SPSS-16 and is presented in the Fig 1 and the numerical value is presented in the Table 3 . Irrigated area under Rice production shows 100% normalized importance in the proposed ANN model.
COMPARISON OF PROPOSED ARTIFICIAL NEURAL NETWORK MODEL WITH MULTIPLE LINEAR REGRESSION MODEL FOR PRODUCTION OF RICE AT DISTRICT LEVEL
If Y, x 1 , x 2 and x 3 denote respectively the actual rice production, area under production, irrigated area and fertilizer used, then the MLR model for estimating the production of rice based on given auxiliary variables was obtained as follows-Y = 15203.886 + 2.341 x 1 -0.704 x 2 + 0.001 x 3 (R 2 = 0.529, n =13, p = 0.028)
The null hypothesis for the model is that the coefficients equal to zero (no effect). A predictor that has a low pvalue is a meaningful addition to the MLR model because changes in the variable values of predictor are related to changes in the response variable. For testing null hypothesis p-value or probability value is used in order to quantify the idea of statistical significance of each term. The p-values are represented in Table 4 . Table 4 , it is clear that the p-value for each term is <0.05, which indicates that the null hypothesis is rejected at 5% level of significance. This indicates that the predictors (Total area, irrigated area, fertilizer used) used in the MLR model effects the production of Rice.
The values of Mean Square Error (MSE), Root Mean Square Error (RMSE) and R 2 for this model are given in Table 5 .
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On the basis of data related to the production of rice and various auxiliary variables, the production of rice at district level was estimated using Artificial Neural Network Model and Multiple Regression Model. The actual and the estimated values of rice production in year 2001 using the proposed ANN model and Multiple Linear Regression Model are represented in Table 6 . From Table 7 , we observe that the MSE and RMSE for the ANN model are smaller than those for the MLR Model. Also the determination coefficient R 2 for ANN model is around 0.989. From the present study of the production of Rice at district level using state level data shows that the analysis using neural network yields better results than those obtained through the regression method.
Various number of hidden layers and number of processing units in hidden layers of the Neural Network topology were tested to find out the right combination of processing units and number of hidden layers in order to solve the problem with acceptable training times. This varied number of hidden layers and processing units give rise to different models. The experiment was started with small number of processing units in two hidden layers H1 and H2 (1 processing unit in each hidden layer) and then by increasing this number by growing method. ANN (2, 3) with R 2 value as 0.989 gives the best fit. The predicted results of two neurons in H1 and three neurons in H2 are presented in Fig 2. In Multiple Linear Regression analysis, stepwise method was used to find the important characters contributing to production of rice at district level in Uttarakhand, India. Among all the parameters, the total area under production plays an important role in district level rice production. The R 2 curve for MLR model is represented in Fig 3 . The present study indicates ANN model provide better small area estimates than MLR model. The ANN model may be recommended for use in small area estimation.
CONCLUSION AND DISCUSSION
In this paper we demonstrate an application of small area estimates using ANN model. Time series data on production of rice, area under rice, irrigated area under rice and fertilizer consumption pertaining to the period 1990-91 to 2002-03 for Uttarakhand state of India were taken from the Bulletin of Agricultural statistics, published by the government of Uttarakhand. The district wise data on auxiliary variables in Uttarakhand state were also taken for the year 2000-01 from Agricultural bulletin, published by government of Uttarakhand, India.
It has been concluded that the estimates of district level rice production obtained from the MLR model are far away from their actual district level rice production as compare to the estimated production obtained through the proposed ANN model. The ANN models are now widely used for obtaining estimates in different fields, such as image classification for small areas, function and fitness approximation for small areas and data processing including clustering, etc. This paper demonstrates the utility of ANN model for small area estimation. On the basis of the results obtained through the empirical study, it may be concluded that the ANN model performs better than the existing MLR model for small area estimation.
