We propose an incomplete multifrontal LU -factorization (IMF) that extends supernodal multifrontal methods to incomplete factorizations. IMF can be used as a preconditioner in a Krylov-subspace method to solve large-scale sparse linear systems with an underlying element structure. Such systems arise e.g. from a finite element discretization of a partial differential equation. The fact that the element matrices are dense is exploited to increase the computational performance and the robustness of the factorization (through partial pivoting within the dense matrices). We compare IMF with the multilevel ARMS, the level of fill-in ILU, the threshold-based ILUT and the SPAI preconditioner. IMF is demonstrated to be effective on linear systems derived from two incompressible flow simulation model problems, outperforming the aforementioned preconditioners by one order-of-magnitude in one instance. The preconditioner was also applied to solve general sparse systems, without an underlying element structure. It is shown to be effective and robust on some matrices from the University of Florida sparse matrix collection and the Matrix Market, provided that an artificial element structure can be extracted that is similar to a finite element discretization.
1. Introduction. In this paper, we propose a preconditioner to solve a largescale element-structured sparse linear system Ax = b, (1.1) using Krylov-subspace methods. We say that A admits an element structure E if
where E is a set of elements, A e is a square dense coefficient matrix, P e a local-toglobal variable mapping and A [e] := P e A e P T e is a sparse element matrix. P e is a zero matrix with a one in position (i, j) iff i is the jth item in the index set I(e) of e ∈ E. The sparsity Sp (e) of an element e ∈ E, and of its element matrix A [e] , is thus I(e) × I(e). The index sets of a set of elements may have a non-zero intersection. Such structured systems arise frequently in practice, e.g. from the discretization of a partial differential equation (PDE) using the finite element method (FEM). In that context, the index set of an element corresponds to its degrees of freedom (dof).
It has long been recognized that effective preconditioners are required to solve sparse linear systems efficiently using Krylov-subspace methods [10] . Some preconditioners exploit knowledge of the element structure. These so-called element-byelement (EBE) preconditioners operate exclusively on the element matrices. The sparse matrix A is never assembled (computed). Typically, they compute an approximation to A −1 by computing the LU -factorizations of agglomerates of elements, and then combining them [17, 30, 26] . These preconditioners exhibit a high degree of parallelism and some can be applied to a vector using high-throughput dense matrixvector multiplications. Unfortunately their quality is unsatisfactory to tackle more difficult linear systems.
A more general preconditioning technique, that does not assume an element structure, is the incomplete LU -factorization. It applies Gaussian elimination to A while discarding non-zeros in the factorization using heuristic rules. The simplest of these approaches is the no fill-in ILU(0) preconditioner [36] , which drops all fill-in. This approach is effective on a variety of problems, including scalar elliptic PDEs [10] . The quality of the factorization may be improved by allowing some fill-in values. A strategy that works well in practice, is the dual-threshold strategy employed by ILUT [42] . A significant disadvantage of ILU-type preconditioners is their sequential nature during the forward and backward substitution, which makes it difficult to parallelize them efficiently [27, 2, 4] . Also, a sparse triangular solve attains limited throughput, according to [50] .
During the past two decades, a significant amount of research focused on algebraic multigrid [45, 41, 11, 46] and multilevel-type preconditioners [6, 7, 44, 37, 13, 39] . In these approaches, the preconditioner is recursively constructed by applying a two-level scheme [38] . This scheme consists of partitioning the unknowns into two sets: fine and coarse. The fine variables are eliminated and the reduced system, which contains only the coarse variables, is approximately computed. Typically, the reduced system is an approximate Schur complement of the partitioned matrix or the Galerkin coarse grid matrix [38] , which requires interpolation matrices as in multigrid methods. The two-level scheme is applied recursively to the coarse unknowns. These methods often yield high-quality preconditioners.
Nowadays, a preconditioner is nearly invariably stored as a sparse matrix. The major disadvantage of sparse data structures is their limited throughput in key operations, such as the matrix-vector product [49] and a sparse triangular solve [50] . Clearly, the total time spent on preconditioning, excluding the factorization, is the product of the number of iterations and the execution time per iteration. That implies that it is equally important to reduce the number of iterations as increasing the computational performance. We believe that a compromise should be reached between reducing the iteration count, by forming a more accurate factorization, and increasing the computational performance, by imposing additional restrictions to allow for dense operations. Current research appears to be focused on reducing the iteration count. Preconditioners could benefit from an element structure, as it naturally defines the sparse matrix as a sequence of overlapping dense matrices. We believe that this structure is not exploited effectively in available preconditioners; the EBE-type preconditioners are considered too ineffective, the ILU-type preconditioners are not naturally defined in terms of element matrices and the few preconditioners that do employ element-wise algorithms, e.g. [12, 11, 31, 40, 33, 5] , use the element structure only during the factorization, whereas the cost of an iterative method is usually dominated by applying the preconditioner many times.
Multifrontal algorithms have already been adapted to compute preconditioners [12, 40, 28] . However, we believe these approaches can be improved. These papers are mainly concerned with an effective factorization phase. In the end, an incomplete LU -factorization is obtained, so that sparse triangular solves are required during the solution phase.
In this work, we propose a multifrontal algorithm to compute a multilevel block-ILU preconditioner for systems with an underlying element structure. The design 2. IMF preconditioning. The IMF preconditioner consists of a multilevel block ILU-factorization that is computed in a multifrontal manner. Our scheme can be considered an extension to the supernodal multifrontal method [19, 34] . In particular, we adapt the idea of frontal matrices to the computation of an incomplete Schur complement. The computations operate exclusively on the element structure E of the coefficient matrix A. The latter matrix is never assembled into a sparse matrix. Contrary to multifrontal methods, we do not employ the assembly tree [34] to guide the factorization. Rather, we propose an ordering strategy that automatically identifies a set of independent supernodes (also called fronts). After the elimination of said supernodes, in a fashion very similar to multifrontal methods, the factorization proceeds recursively with the variables that have not yet been eliminated. This scheme essentially groups the supernodes in a number of distinct levels, similarly to the supernodes at a given depth in the assembly tree. In IMF, every supernode corresponds to the indices of one element. The supernodes in a given level may be eliminated concurrently.
In general, the IMF factorization, when considered in assembled form, is recursively defined as follows. Let M 0 := A 0 := A. At level k ≥ 0, the matrix A k has the exact block-LU factorization
where
k U k and P k is a permutation matrix such that D k is a dense block diagonal matrix; i.e. the matrices on the diagonal are dense. We propose to approximate A P k in Eq. (2.1) by
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The inverse of the block diagonal matrix is explicitly computed, without dropping, and stored as a sequence of dense matrices. This allows us to employ dense matrix-vector multiplications, which is a key ingredient for computational efficiency during the application of the preconditioner. One may argue that, according to [29] , applying the exact inverse of a matrix is less stable than Gaussian elimination with partial pivoting. Potentially losing a few digits of accuracy is not a disaster since M k is only applied as a preconditioner. Accuracy is traded for computational efficiency here. The factors ofL kD −1 k are stored, rather than computing the (much denser) product. The matricesL k andŪ k are assembled and stored as sparse matrices, e.g. using compressed storage. Factorization (2.2) is recursively applied to M k+1 . The recursion halts once all nodes have been eliminated. At the final level f , M P f =D f . In the end, the IMF factorization results in an approximate block-LU factorization with recursive block structure:
Herein, P is the permutation matrix that combines the actions of the permutation matrices P k , for all k. For notational convenience, we will drop the bars in Eq. (2.2). Factorization (2.2) is stated in terms of the assembled matrix M k . We will not compute the factorization in this manner, however. We propose a multifrontal algorithm to compute this factorization, that efficiently exploits an available element structure. Given an element structure, such an algorithm needs to construct an element structure for the reduced system. Otherwise the algorithm cannot be applied recursively to factor the reduced system. The design of an algorithm that transforms an element structure E k of M k into an element structure E k+1 for the reduced system M k+1 is the major topic in this section. We will always assume that an element structure E 0 of M 0 is given. Such an element structure is, for instance, present in linear systems that were derived from a finite element discretization of a PDE.
The remainder of this section is structured as follows. In the next subsection, we briefly investigate the application of the IMF preconditioner to a vector. In Section 2.2, we discuss the selection of the independent supernodes, whose nodes are eliminated. The elimination of the supernodes can proceed in two different manners. We can either form the exact Schur complement, as in the multifrontal method, or an approximate Schur complement wherein certain values are discarded. The former strategy is discussed in Section 2.3, whereas the latter is the subject of Section 2.4. Finally, in Section 2.5, the IMF(κ) preconditioner is presented.
Let A be an operator on E, then we define, for S ⊆ E, A(S) := s∈S A(s). To simplify the discussion of the algorithms, we assume, without loss of generality, that the permutation matrix P in Eq. (2.3) has already been applied to A 0 . In this manner, the permutation matrix P k is the identity matrix at every level k ≥ 0. Therefore, we can write A P k = A k and M P k = M k , for all k ≥ 0. 2.1. Applying the preconditioner. Here, we detail the application of the preconditioner to a vector. To solve M k x k = b k , we require a block forward and backward substitution with the factors in Eq. (2.2). If we partition x k and b k compatibly with the block structure in Eq. (2.2),
then we should compute
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is stored explicitly, a series of high-throughput dense matrix-vector products can be applied in Eq. (2.4) and Eq. (2.6). Furthermore, indirect addressing is not required. Eq. (2.5) is solved for recursively. Sparse matrix-vector products are used in Eq. (2.4) and Eq. (2.6) to apply L k and U k respectively.
Notice that the above scheme does not operate fully element-wise during the solution phase. An element-wise mode of operation could be employed, however, by storing the element structure of L k and U k and using an element-by-element matrixvector product. We did not expect to benefit from this, however. Consequently, the approach was not pursued here. It should be noted that such an element-by-element scheme might be interesting on throughput-oriented massively parallel architectures such as GPGPUs.
Partitioning the unknowns.
In this subsection, we investigate the construction of a permutation P k such that D k is a dense block diagonal matrix in Eq. (2.2), given an element structure E k of M k . We propose a scheme wherein the matrices on the block diagonal correspond to element matrices. In this manner, the inverse can be computed explicitly without generating fill-in (as every element matrix is dense). It turns out that this has interesting consequences for the spectrum of the preconditioned matrix, as will be shown in Section 3.
In the terminology of multifrontal methods, we will select a set of independent supernodes, whereby each supernode consists of the variables of one element. In contrast to the multifrontal method, we do not utilize the assembly tree to determine such a set of independent supernodes. Rather, we will work on the graph representation directly. In this element graph, each element (or supernode) is represented by a node. Two nodes in this graph are connected if their corresponding elements share variables. We say that those elements are neighbors.
Definition 2.1 (Neighborhood). The set of neighbors of e ∈ E k is N (e) := {c ∈ E k | I(c) ∩ I(e) = ∅}.
By definition, e neighbors itself.
The next theorem shows that if a subset of elements D k ⊆ E k are only interconnected via paths of length three or more in the element graph, then numbering their unknowns first results in a block diagonal matrix.
called the element-independence condition, then the permutation matrix P k , corresponding to the renumbering
results in
. . .
We call D k a set of pivotal elements.
Proof. First, we remark that the sparsity of M k is the union of the sparsities of the elements. That is because we assume that the numerical values in the element matrices do not sum to analytical zero. To prove the theorem, we demonstrate that if D k satisfies condition (2.7), then for distinct d p , d q ∈ D k and any combination of i ∈ I(d p ) and j ∈ I(d q ) it holds that (M k ) i,j = 0. Assume, to the end of contradiction, that D k satisfies Eq. (2.7), but that the above statement does not hold. Then there must be some element e ∈ E k with i, j ∈ I(e). Therefore, e ∈ N (d p ) and e ∈ N (d q ), which forms a contradiction. Applying the renumbering (2.8) to M k thus results in Eq. (2.9), demonstrating that D k is a block diagonal matrix. Theorem 2.2 reduces the problem of determining a permutation matrix P k to finding a set of pivotal elements. Condition (2.7) can also be written as
where N 2 (e) := N (e) ∪ N (N (e)).
The element-independence condition and a set of pivotal elements is illustrated below, in the context of a finite element discretization of some rectangular domain.
Every square represents an element with four nodes. In the left panel, let e denote the dark gray element. The elements shaded in the lighter gray are those in N 2 (e).
In the right panel, the set of dark gray elements is a set of pivotal elements D. The elements in the lighter gray are those in N 2 (D). Notice that the set D is maximal in the sense that no more elements can be added to it, without violating Eq. (2.7).
In Section 3, we will argue that the quality of factorization (2.2) may be improved by partitioning the unknowns so that the number of variables in the reduced system is as small as possible. Unfortunately, this problem is intractable. Theorem 2.3. Let E k be an element structure of A k . There is no polynomialtime algorithm for the problem of determining the pivotal elements D * k ⊆ E k such that the number of variables in the reduced system is minimal, unless the complexity class (see [14] ) P equals NP.
Proof. Let us call this problem the maximum block independent set (MBIS) problem. We will prove the theorem by reducing the maximum independent set (MIS) problem to MBIS. The MIS problem consists of finding the largest set S of vertices in a graph, such that no vertices in S are connected. If the vertices in S are numbered before the other vertices, we obtain a block partitioned matrix in which the upper left matrix is a diagonal matrix. MIS is a well-known NP-Hard optimization problem [32] .
Assume, to the end of contradiction, that the MBIS problem is in P; i.e. there exists an algorithm for MBIS that runs in polynomial time. We will demonstrate that the MIS problem can be solved in polynomial time, then. Given the problem of finding the MIS in a graph G(V, E), where V are the vertices and E ⊆ V × V the edges, we transform it into a MBIS problem, as follows. For every node v i ∈ V we introduce a "prime element" e i ∈ E. For every edge e = (v i , v j ) ∈ E, we introduce a "helper element" h i,j ∈ H ⊂ E. Its index set is defined as I(h i,j ) = {I 1 i,j , I 2 i,j }. The index set of e i is extended with I 1 i,j and the index set of e j is extended with I 2 i,j . The introduced nodes (in the element structure) uniquely identify the connection between e i and e j , via the helper element h i,j . In this manner, e i ∈ N 2 (e j ) iff (v i , v j ) ∈ E. Finally, we ensure that the helper elements are never selected by an algorithm for MBIS. The index set of every helper element is extended with the single index I. In this manner, h i,j ∈ N (h p,q ) for any combination of (v i , v j ) ∈ E and (v p , v q ) ∈ E. Notice that this modification does not influence the level-2 neighborhood of the prime elements e ∈ E\H in any other way than introducing all helper elements to it. The level-2 neighborhood of the prime element e i is thus given by {e j | (v i , v j ) ∈ E} ∪ H. Finally, all elements should be extended with enough, globally unique, indices such that every element in E has an equal amount of indices. These added indices do not alter the neighborhood of any element, because the indices are all unique. Now that all elements have an equal amount of indices, the solution to the MBIS problem is also a solution to the problem of maximizing the number of elements in D * . If we now solve the MBIS problem for the element structure E, then its output is a set of pivotal elements D * such that the number of nodes in the reduced system is minimal, or equivalently, |I(D * )| is maximal. Normally, the output cannot contain helper elements, because their level-2 neighborhood is E. In the case that the output is h i,j ∈ H, the element should be replaced by the prime element e i ∈ E\H. This modification is valid, because a helper element can only be in the output if the optimal set of pivotal elements contains only one element. Any prime element would then be a solution. In the general case, the output consists entirely of prime elements, because any prime element has the helper elements in their level-2 neighborhood. The solution to the MIS problem is simply the set of nodes corresponding to the prime elements in D * . Indeed, D * is the largest set of elements that is element-independent. By construction (v i , v j ) ∈ E iff e i ∈ N 2 (e j ). Consequently, the nodes corresponding to the elements in D * are the MIS solution in the graph G(V, E). Demonstrating that MIS can be solved in a polynomial-time complexity given a polynomial-time algorithm for MBIS would conclude the proof. Clearly, the element structure E can be constructed in a polynomial time. The solution of MBIS can also be transformed in polynomial time to the solution of the MIS problem. Let us assume that P = NP. Since we know that MIS cannot be solved in polynomial time in this case, and the above algorithm would solve it in polynomial time, we conclude that a polynomial-time algorithm for MBIS cannot exist.
It is thus infeasible to compute D * k . Therefore, we will settle for an approximation. Consider what happens if e ∈ E k is to be added to a set of pivotal elements D k . By selecting it, a node which is connected via an edge to at least one node of e will inevitably appear in the reduced system. Formally, the set of all such nodes is I N (e) := I(N (e))\I(e).
(2.10)
To the end of minimizing the size of the reduced system, it is natural to prioritize elements whose degree |I N (e)| is small. Notice that we do not attempt to minimize the number of non-zeros in the reduced system, here. Once e has been added to the set of pivotal elements, the elements in N 2 (e) can no longer be added to D k . They would otherwise violate independence condition (2.7). The above reflections lead to the following greedy algorithm.
Algorithm 1 Computing a set of pivotal elements
end while Algorithm 1 serves a slightly different purpose than the minimum degree ordering algorithm [47, 23] . The latter is often employed to reduce the fill-in that results from a direct solution method. In this paper, however, we are concerned with minimizing the number of variables in the reduced system, because we can show that the spectrum of the preconditioned system improves.
A parallel version of the above algorithm is also possible. In such a setting the set of elements E would be partitioned and distributed among the available processors. In that manner, each processor would be assigned a subdomain. By marking the elements on the boundary of each subdomain, the above algorithm could be applied, unmodified, at each processor to the local element sets. That is because any unmarked element in one subdomain could not have an unmarked element from another subdomain in its level-2 neighbourhood. The interface elements, i.e. the elements on the subdomain boundaries, would then be eliminated in the last steps, as is common in domain decomposition methods.
Computing the exact Schur complement.
In this subsection, we investigate a multifrontal algorithm to compute the exact Schur complement
, given an element structure E k of M k and a set of pivotal elements D k ⊆ E k . The variables corresponding to the pivotal elements will be eliminated. Here, we describe a restatement, in the terminology of this paper, of a group of concurrent eliminations in a supernodal multifrontal method. An element structure of the Schur complement is presented. In the next subsection, we propose a strategy to discard fill-in values, based on that element structure.
From Eq. (2.9) it follows that the Schur complement can be written as
Let us define the frontal matrix associated with
where F k,i is partitioned compatibly with Eq. (2.9). This definition is equivalent to its classical definition in Liu's review paper [34] . The frontal matrix is fully assembled at the indices of the diagonal element d i , as in the multifrontal method. This is demonstrated next. Consider an element e ∈ E k that does not neighbor d i . By definition, its index set does not overlap with
That is because its index set does not overlap with the index sets of any other pivotal element, as the converse would contradict property (2.7). Consequently, the frontal matrix of d i is
where r k is as in Eq. (2.9). This concludes the proof that the frontal matrix is fully assembled at the indices I(d i ). Clearly, we are not the first to present such a proof. By combining Eq. (2.11), Eq. (2.12) and Eq. (2.13) we obtain
If we now define the element matrices at the next level by
where g i is a new element, then
is an element structure of M k+1 . The exact Schur complement of M k can thus be computed, element-wise, by computing the Schur complements of the (dense) frontal matrices F k,i , for d i ∈ D k . The Schur complement of the frontal matrix F k,i can itself be interpreted as the element matrix of a new element g i . The index set of this new element is I N (d i ), wherein the operator is as in Eq. (2.10). In [19] , the elements in G k are referred to as "generated" or "generalized" elements, while in [34] they are called "update matrices".
As an example, consider the following finite element discretizations.
In the left panel, let us denote the dark gray element by d. The neighbors of d are shaded in the lighter gray. Assume that d is the only pivotal element. By eliminating the dofs 1 of d, we generate a new element g whose index set is I N (d). This generated element g corresponds to the dark gray element in the right panel, which is the element structure we obtain after eliminating the pivotal element.
We summarize the above results in Algorithm 2. Notice that the frontal matrices are treated as dense matrices. This approach is feasible since the size of the frontal matrices is very small relative to the size of A. It enables us to compute the direct inverse via LAPACK [3] routines and the matrix product via the high-throughput BLAS3 [18] routine. However, superfluous computations may result from the explicit representation of some structural zeros. Also notice that the iterations in each loop can proceed independently from one another. This enables a large degree of parallelism during the computationally intensive phase of the factorization.
Algorithm 2 Multifrontal computation of the Schur complement
Computing an approximate Schur complement. The element structure (2.15) assembles to the exact Schur complement of M k . Applying this technique at every level would result in a multifrontal direct solution method. Here, we propose a symbolic dropping rule to limit the fill-in that is generated by the generated elements. The proposed algorithm operates in a multifrontal manner.
The sparsity of M k is always the union of the sparsities of the elements in E k . We believe it is thus not feasible to employ a dropping rule based on single positions. This would just set a value to zero, even though that position would still be in the sparsity pattern of some elements. It seems more natural to approximate the Schur complement by dropping elements from element structure (2.15). As fill-in can only occur within the generated elements G k , we will only drop elements there.
An alternative approach consists of modifying the elements in G k structurally, by changing their index sets. For instance, an index could be dropped from an element, if some norm of the corresponding row and column is small w.r.t. the entire matrix. This would allow for more involved dropping strategies, with potentially better performance.
In the next theorem, we propose a multifrontal technique to drop all fill-in values in the Schur complement, while retaining an element structure. First, we outline the approach. Consider again the multifrontal algorithm to compute the exact Schur complement. Therein, a generated element g i ∈ G k essentially replaces the pivotal element d i ∈ D k and its neighbors N (d i ). The incomplete method we propose, on the other hand, will not introduce the generated element g i to the element structure for the reduced system. Instead, the neighbors of the diagonal element d i will be added to the element structure of the next level. Their element matrices will be adapted so that they assemble to the non-fill-in values of the generated element g i . The fill-in values are thus discarded.
Example. Assume that we are given the elements displayed in the left panel. Herein d ∈ D k is the sole pivotal element. Let us assume that the element matrix of the generated element g, resulting from the elimination of d as described in the previous subsection, is 
In multifrontal algorithm 2, the element structure of the exact Schur complement would consist solely out of the generated element g. In our incomplete multifrontal method, however, the generated element will not be added to the element structure of the (approximate) Schur complement. The neighbors of the diagonal element (a, b, c) are present in the element structure of the approximate Schur complement; .
Notice that the element matrices may overlap. For instance, both a and b have position (2, 2) in their sparsity. This introduces some degrees of freedom in selecting the element matrices for the reduced system. The above process of storing the values of a generated element in the other elements will be referred to as distribution. In essence, distribution is the inverse of assembling the element matrices. Given the above element matrices, it is easy to verify that they assemble to G = 
be the approximation to A k at the current level. If an element structure E k+1 is obtained by inserting, for every element e ∈ E k \D k , a new element e ∈ E k+1 whose element matrix is defined by
where • is the Hadamard matrix multiplication 3 , and the matricesL k,i ,D k,i andÛ k,i are as in Eq. (2.12), and the set of distribution matrices
k+1 | e ∈ E k+1 , } satisfies the two constraints 20) which furthermore entails that
and E k+1 is an element structure of
i.e. k+1 are zero for some (p, q) ∈ Sp (E k+1 ), due to Eq. (2.18). However, that would entail that (p, q) is not in the sparsity of any element in E k+1 , which forms a contradiction. Hence, there are always enough degrees of freedom to satisfy both equations. Furthermore, it is easy to show that the number of terms, and hence degrees of freedom, in satisfying Eq. (2.17) for a given (p, q) ∈ Sp (E k+1 ) equals the number of elements in E p,q .
Second, we demonstrate that Eq. (2.20) holds for any e ∈ E k+1 . Clearly, the sparsity of S k+1 ) p,q = 0. The contraposition of the last statement concludes the proof. This entails that every element in E k+1 can still be stored as an index set and a dense matrix, containing only the values in I(e ) × I(e ).
Finally, we demonstrate that Eq. (2.22) holds. First, let (p, q) ∈ Sp (E k+1 ). Consider now Eq. (2.16) at this position. By summing over all elements in E k+1 we obtain
In the right-hand side we note that, by Eq. (2.17), the distribution matrices sum to one at (p, q). Furthermore we note that S
[e]
k is zero if e ∈ D k . Combining those observations with Eq. (2.14), it follows that the above equation reduces to
which proves the first case in Eq. (2.21). Next, let (p, q) ∈ Sp (E k+1 ). The sparsity of S
[e ]
k+1 is always a subset of the sparsity of E k+1 , and so (S
k+1 is zero at (p, q) for any e ∈ E k+1 . Consequently,
This proves the second case in Eq. (2.21) and concludes the proof.
We proceed to describe a multifrontal scheme to compute the element structure of the reduced system, based on the previous theorem. Let us define the modified frontal matrix associated with 
, as in the exact case. In contrast to the exact case, the generated element g 0 i is not added to the element structure of the reduced system. Instead, the values of its element matrix are distributed over the elements in E k \D k , which are added to E k+1 . Eq. (2.16) can thus be computed in a multifrontal manner, very similar to the exact case. For every pivotal element d i ∈ D k , the modified frontal matrix F 0 k,i is constructed. Its Schur complements results in a modified generated element g 0 i . An element e ∈ E k \D k is then updated by adding the Hadamard product of its distribution matrix and the modified generated elements to its element matrix.
It should be noted that many of the Hadamard products in Eq. (2.16) are actually zero. Consider an element e ∈ E k \D k and its corresponding element e ∈ E k+1 . The sparsity of its distribution matrix is I(e ) × I(e ). The sparsity of the modified generated element g Consequently, we can rewrite Eq. (2.16) to
where R(e) := D k ∩ N 2 (e). (2.23) This scheme is much more economical.
The distribution matrices are more useful as a theoretical device to prove the correctness of our approach, than as a practical means to update the element matrices.
In
p,q = 1 iff e is the first element in E p,q , assuming some total order on the elements. The existence of these distribution matrices proves the correctness of Algorithm 3.
We can combine the above ingredients into a practical multifrontal algorithm to compute the approximate Schur complement (2.21). It is presented as Algorithm 3. As in Algorithm 2, the computation of the Schur complements of the (modified) frontal matrices may proceed concurrently, using BLAS3 and LAPACK routines. However, the updates to the elements should be synchronized, as it is possible that an element e ∈ E k+1 is updated via multiple modified generated elements.
2.5. The IMF(κ) preconditioner. We propose a multifrontal multilevel block-ILU preconditioner, using the algorithms from the previous subsections. The preconditioner has a single parameter κ ≥ 0 which controls two major properties: the amount of fill-in and the quality of the factorization. Higher values of κ result in more fill-in and more eigenvalues will be clustered around unity.
The IMF(κ) factorization constructs a preconditioner M ≈ A for the linear system (1.1). At every level k ≥ 0, Algorithm 1 constructs a set of pivotal elements D k from E k . To compute the element structure E k+1 of the reduced system, IMF(κ) distinguishes between two cases. In the case k < κ, Algorithm 2 computes the exact Schur complement. In the case k ≥ κ, the approximate Schur complement is computed using Algorithm 3. In either case, the reduced system is recursively factored. The recursion halts at level k if D k = E k , i.e. the pivotal elements make up the entire element set. In this case, only the inverse of the block diagonal matrix should be computed. The Schur complement is empty.
3. Spectrum. In this section we investigate the spectrum of the preconditioned system M −1 A when IMF(κ) is employed as preconditioner. In IMF(κ), the level of fill-in parameter κ controls the quality of the approximation. One interesting property of this preconditioner is that
Algorithm 3 Multifrontal computation of the approximate Schur complement
which can be proved easily. Therefore, IMF(∞) is a restatement of the supernodal multifrontal method, albeit with a primitive ordering strategy.
We can expect more accurate factorizations when κ is increased, as we now demonstrate. If we let 0 ≤ k ≤ κ, then from Eq. (2.1), Eq. (2.2) and Eq. (3.1), we find
The matrix in the lower right corner is again of the same form if k < κ. Finally at level κ, we approximate A κ+1 by Eq. (2.21), so that M −1 κ+1 A κ+1 is no longer an upper triangular matrix. From the above description we learn that the IMF(κ) preconditioned system is, in general, of the following form
where It can be beneficial to maximize this quantity, as is attempted by Algorithm 1. Notice that even the no-fill IMF(0) preconditioner has some eigenvalues at unity, assuming exact arithmetic.
4. Preconditioning symmetric positive definite (spd) systems. Next, we consider the case where A is an spd matrix. If the preconditioner M is also spd, then the preconditioned conjugate gradient method can be employed to solve the system. For spd systems the following factorization can be employed. It is a minor variant of Eq. (2.2).
is the Cholesky decomposition of the block diagonal matrix D k . The approximation M k+1 is again computed either via Algorithm 2 or Algorithm 3, which preserves symmetry. Positive definiteness is preserved by Algorithm 2 but not necessarily by Algorithm 3. Assuming that the Cholesky decomposition of D k exists, the above factorization is mathematically equivalent to Eq. (2.2). Applying the former recursively at every level, yields a symmetric version of Eq. (2.3),
The preconditioner is thus an incomplete Cholesky decomposition. Notice that D k is factored using a complete, rather than an incomplete, Cholesky decomposition. Its existence is guaranteed whenever D k is spd, i.e. no negative pivots occur during the factorization of D k . It is straightforward to prove that this condition is satisfied for M-and H-matrices. Theorem 4.1. If A is an M-matrix (see [36] ) or an H-matrix (see [35] ), then the incomplete Cholesky decomposition (4.2) exists.
Proof. The proof follows by noticing that factorization Eq. (4.1) is an incomplete Cholesky decomposition of M k . Let A be an M-or H-matrix. If we assume that M k is an M-or H-matrix then this property also holds for M k+1 which was essentially proven in [36] and [35] for M-and H-matrices respectively. That is because the computation of M k+1 can be understood as a sequence of single pivot eliminations.
In case A is spd but not an M-or H-matrix, factorization (4.1) can be modified using standard techniques to preserve spd-ness in the reduced system [10] . For instance, the diagonal elements could be shifted with the one-norm of the discarded fill-in values, in every row.
The spectrum of the preconditioned system is, in the spd case, given by
M is symmetric. Therefore, the condition number of the preconditioned system is
The above bound is a particular case of Theorem 9 in [38] .
Implementation issues.
In this section, we discuss some technical details of our implementation and point out discrepancies between it and the algorithms presented in this paper.
We employ a variant of Algorithm 1 wherein the degrees of the elements are not updated. Consequently, we only need to sort the elements once. This simpler strategy turns out to be competitive with an implementation of Algorithm 1 using a binary heap to update the degrees. The latter often required less iterations to converge than the former. Except for linear systems that proved to be difficult to precondition with IMF, the time gained from the reduced iteration count, by updating the degrees, was offset by an increase of the computation time. For more difficult problems, updating the degrees often improved the overall execution time.
According to Theorem 2.4, we should distribute the values of the generated element g i ∈ G k over the level-2 neighbors N 2 (d i ) of the pivotal element d i ∈ D k . However, only in a few exceptional situations is the entire level-2 neighborhood necessary. In practice, the neighborhood of d i most often suffices to distribute all non-fill-in values of g i . If Eq. (2.23), which is equivalent to Eq. (2.16) in Theorem 2.4, were modified so that R(e) = D k ∩ N (e), then the main results of Section 3 will still hold. In particular, Eq. (3.1) and Eq. (3.2) and their implications on the multiplicity of eigenvalue unity are still valid. The spectrum of M −1 κ+1 A κ+1 will be perturbed, however. Distributing the values of g i over only the neighbors of d i has several advantages. Foremost, it increases the degree of parallelism, because no element can be updated twice. Synchronization between updates from multiple fronts is no longer a concern. Furthermore, the modification decreases the computational cost; the values of the modified frontal matrix have to be distributed over less elements. In our numerical experiments we found that this simplification did not greatly affect the rate of convergence, while decreasing the cost of the factorization measurably. The convergence was hardly affected in our experiments, because only in a few exceptional situations the neighbors of d i do not suffice to distribute the non-fill-in values over.
The permutations P k are applied to the preconditioning matrix at every level k in the factorization phase. That is, we store M P k := P k M k P T k . Meanwhile, the permutations are accumulated in one permutation matrix P . We can then apply the action of M −1 to x by permuting x with P T , solving for M P k at every level, and permuting the result with P . In this manner, only one permutation is required per preconditioner application. This is an advantage because permutations cannot be applied (practically) with high throughput. That is due to the indirect memory accesses and potentially large jumps in the memory, which significantly hampers cache performance. Clearly, the number of permutation operations could be reduced further, by permuting A and the right-hand side b with P as well.
In a Krylov subspace method, the coefficient matrix A has to be applied in every iteration. We employed the matrix-vector product implementation of GLAS, which is a straightforward CSR-based implementation. The coefficient matrix was reordered with Reverse Cuthill-McKee [15] , to improve the profile of the matrix.
We implemented our preconditioner in C++, using the Generic Linear Algebra Software (GLAS) [24] and Boost libraries. GLAS provides basic data structures such as compressed storage for sparse matrices and dense matrices. It also provides the reference implementation of BiCgSTAB [48] , presented in [9] . We used the netlib LAPACK and BLAS libraries to compute the inverse (with partial pivoting) and matrix product, respectively. These were compiled using the gcc 4.4.3 compiler, with the -O3 optimization flag. Our C++ code was compiled using gcc 4.4.3 with -O3.
We will compare IMF with some preconditioners from the ITSOL package 5 . This package was compiled using gcc 4.4.3 with optimizations (-O3) enabled. We experimented with the SPAI preconditioner, from the SPAI library 6 . It was compiled using the gcc 4.4.3 compiler with -O3 enabled.
6. Numerical experiments. We present the results of our numerical experiments in this section. The experiments were conducted on a computer system that consisted of an Intel Core i5 M560 processing unit running at 2.67GHz (2 × 256KB L2 cache and 3MB L3 cache) and 4GB main memory (clocked at 1333MHz). We will compare the performance of ARMS, ILU, ILUT, IMF and SPAI where BiCgSTAB [48] is used as iterative method. In the next section, we present two model problems. Thereafter, the throughput of the solution phase is assessed. In Section 6.3, we investigate the convergence of aforementioned preconditioners on the model problems. Finally, some preliminary experiments are presented wherein IMF is applied to solve general sparse linear systems.
First, we briefly describe the preconditioners with which we compare. ILUT(p, κ) is a dual-threshold incomplete LU -factorization preconditioner [42] . It consists of rowwise Gaussian elimination. A numerical dropping rule is used to discard all values that are smaller than κ times the 1-norm of the current row. In each row, at most the p largest values are retained. The preconditioner can be applied by a forward and backward substitution. Unless stated otherwise, we took p = 300.
ARMS(b, p, κ, w, q) is a multilevel block-ILU preconditioner [44] , similar to IMF. Its factorization is given by
is a sparse block diagonal matrix, which is factored using ILUT(p, κ). A heuristic algorithm seeks blocks of size at least b, to form D k , while trying to satisfy a relative diagonal dominance criterion involving the parameter 0 ≤ w ≤ 1. Higher values of w result in blocks that are more diagonally dominant. To compute the matrices G k , H k and A k+1 , the ILUT(p, κ) dual-threshold dropping rule is again used. The factorization is applied recursively to A k+1 . The recursive application is halted if the number of levels equals the maximum number of levels q. The final system A q is factored using ILUT(p, κ), resulting in the factors V q and W q . The preconditioner can be applied by a recursive block forward and backward substitution. ARMS-ND is a variant of ARMS that uses a nested dissection strategy to determine the partitioning of the unknowns. This approach often results in less levels in the multilevel factorization. Unless stated otherwise, we set b = 500, p = 1000, q = 20 and w = 0.3 in our experiments.
ILU(κ) is a level of fill-in based incomplete LU -factorization preconditioner [43] . Fill-in values whose level is greater than κ are discarded. The preconditioner is applied by a forward and backward substitution. A multifrontal algorithm to compute this factorization was proposed in [12] . SPAI(κ, p, b) is the block sparse approximate inverse preconditioner [8, 25] . The SPAI algorithm seeks a minimizer to I − M A F . The sparse matrix M serves as the preconditioner, which can be applied by a simple matrix-vector multiplication. The parameter κ controls the quality of the approximation, p is the number of improvement steps in the optimization and b is the block size. For more details on these parameters, see [8, 25] . We set p = 5 and b = 12. On this domain, the Navier-Stokes equation
is specified. The parameter ν is the kinematic viscosity. The vector-valued function u represents the flow velocity and the scalar function p is the pressure. The no-flow Dirichlet boundary condition, u = 0, is specified on the boundaries of the obstruction and the top and bottom walls of the channel. At the inflow boundary, x = 0, the flow velocity u = (1 − y 2 , 0) is specified. At the outflow boundary, x = 8, a Neumann condition that sets the mean outflow pressure to zero is applied. This models a flow through a rectangular channel, with a square obstruction, that is driven by a pressure difference between the two ends of the channel. The flow in contact with the top and bottom boundaries and the obstruction is stationary, due to friction, while the center of the flow moves at speed unity.
The second problem, NS3, models the watertight driven-cavity flow. The domain is Ω = (−1, 1) 2 . On this domain, the Navier-Stokes equation is specified. The no-flow Directlet boundary condition is applied to the left, right and bottom boundaries. At the top boundary, y = 1, −1 < x < 1, the fluid flows at speed unity, u = (1, 0).
The PDE in both problems is discretized using pressure stabilized Q 1 -Q 1 elements. This results in element matrices of size 12 × 12. For NS5, there were 16128 elements and NS3 was discretized with 40000 elements. To solve the steady-state flow problem, a nonlinear system of equations is solved iteratively. In every step, a linear system of equations is solved. We exported 7 the element structure of this system, which was then used as input to our preconditioner. The system that we exported for NS5, is the system one obtains after 6 Picard iteration steps and 5 Newton steps. It has 49440 unknowns and 1243530 non-zero values (regardless of the parameter ν). For the NS3 problem, we exported the system that is obtained after 2 Picard iteration steps followed by 4 Newton steps. The system has 121203 unknowns and 3153593 non-zeros. Both systems are real, unsymmetric and not diagonally dominant. More details can be found in [20, 22] .
An important quantity in incompressible fluid flow dynamics is the Reynolds number. In our case, the Reynolds number of the NS5 flow was Re = 3.2ν −1 whereas NS3 had Re = 2ν −1 . It is well known that the linear systems become more difficult to solve for higher values of the Reynolds number.
Computational efficiency.
First, the composition of the operation count for the application of the preconditioners is determined. Let "SpTriSol" denote a sparse triangular solve, "SpMxV" a sparse matrix-vector product and "BMxV" a block diagonal matrix-vector product. Let the ARMS preconditioner be as in Eq. (6.1), the ILU preconditioner M ILU = L ILU U ILU , the ILUT preconditioner M ILU T = L ILUT U ILUT , the IMF preconditioner as in Eq. (2.2) and the SPAI preconditioner M SPAI . The floating-point operation counts (flops) for one application of these preconditioners are given, respectively, by
, and
Herein, l and m are the number of levels in ARMS and IMF, respectively. We notice that ARMS and IMF require more operations than the other preconditioners for the same number of non-zeros in the factorization. That is due to the double application of the inverse of the block diagonal matrix, i.e. in Eq. (2.4) and Eq. (2.6). The operation count of ILU and ILUT consists of two SpTriSols, which are not trivially parallelized [27] . ARMS improves upon this by replacing these sequential solves by two SpMxVs and four block-SpTriSols, per level. Both of which allow for a greater degree of parallelism. IMF extends the parallelism by replacing the SpTriSols by BMxVs. Since every matrix on the diagonal is dense, a dense matrix-vector product can be employed. If the preconditioner is to be applied in a block Krylov-subspace method, then matrix multiplication via BLAS3 is even possible. Both ARMS and IMF require a synchronization, however, before applying the preconditioner recursively at the next level. The SPAI preconditioner avoids this, as it requires just one SpMxV. This increases the degree of parallelism even further.
We now present some results of the throughput of the five preconditioners on the NS5 model problem. We measured the throughput for one BiCgSTAB iteration. The operation count includes the two matrix-vector products with A, the 6 dot products (counting norms as well) and the two preconditioning operations. The cost of the other operations in BiCgSTAB was neglected. In Figure 6 .1, the throughput of the preconditioners in function of the operation count is plotted. The data points come from solving the model problem with different values for the Reynolds number (Re = 1200, 1600, . . . , 10000) and different settings for the preconditioners; only κ, which influences the amount of fill-in, varied. Our data show that, for a comparable number of operations, ARMS, ILU and ILUT are very close. IMF and SPAI consistently outperform the other preconditioners, all of which require sparse triangular solves. Notice that IMF is competitive with SPAI, especially when there are more non-zeros, and thus operations, in the preconditioner. IMF's throughput is between 40% and 60% better than the similar ARMS preconditioner. Its advantage stems from the block matrix-vector products. The size of the matrices on the block diagonal increases with the number of fill-in levels and thus the number of operations. Therefore, the dense matrix-vector products can attain a higher throughput. Furthermore, the ratio of the non-zeros in the block diagonal matrix to the total non-zeros in the preconditioner increases. On this problem, that ratio increased from 23.6% for IMF(1) up to 54.5% for IMF (13) . This shifts the dominant operation from the SpMxVs to the BMxV. The throughput of the latter being higher than the former.
6.3. Convergence. We investigate the convergence of the preconditioners on the model problems, for different values of the Reynolds number.
We solved the model problems using BiCgSTAB. The stopping criterion consists of a relative tolerance of 10 −8 and a maximum iteration count of 2000. As (artificial) right-hand side we took A times the vector of all ones. ILU used RCM [15] as ordering, the other preconditioners specified their own ordering.
Speedup. In Table 6 .1, we display the minimum, (geometric) average, maximum and total speedup of the IMF preconditioner over the other preconditioners, using the parameter settings that resulted in the smallest total solution time (includes factorization and convergence). The total speedup is determined with respect to the total time to solve the model problem for all the different Reynolds numbers, whereas the other speedups measure the speedup of one particular linear system solve. The statistical data in Table 6 .1 include results from experiments with different parameter settings than those presented in Table 6 .3 and Table 6 .2. The "failed" column indicates the number of linear systems that could not be solved by a given preconditioner, with any of the parameter settings that we tested, within the maximum number of iterations and within 20 minutes.
The data demonstrate that IMF was a very fast preconditioner. IMF solved the NS5 model problem about one order-of-magnitude faster than the other precondition- Table 6 .2. We have only retained the most competitive preconditioners.
IMF offers a fast solution time over the whole range of Reynolds numbers. However, this speedup comes at the cost of increased memory consumption. ARMS was the only preconditioner that managed to solve the system with very low fill factors, even at higher Reynolds numbers. Notice that the fill factor of ARMS varies rather smoothly with the Reynolds number. The maximum fill factor that ARMS required to solve a system was 2.89, whereas IMF needed 5.58.
The factorization time of IMF was competitive with ARMS and ILUT, especially at lower fill factors, even though IMF requires more operations to compute its factorization. This is a consequence of the high-throughput BLAS and LAPACK routines which operate on the dense frontal matrices.
Notice how the quality of the IMF factorization increases with its level of fill-in parameter. Except for higher Reynolds numbers, increasing the level of fill-in reliably reduces the number of iterations required for convergence. Increasing κ also resulted in an increase of the fill factor and the factorization time.
Notice that the factorizations of IMF(κ) and ILU(κ) are different, even though the symbolic dropping rule of the former resembles the level of fill-in rule of the latter. In particular, the fill factor of IMF is lower than ILU's for a given level of fill-in. This enables a more fine-grained control over the amount of fill-in, in IMF.
Model problem NS5. Results of the experiments with NS5 are shown in Table 6 .3. We let T f denote the time to compute the preconditioner, T s the time to solve the system (excluding T f ), "its" the number of iterations to reach convergence and "fill" the ratio of the number of non-zero values in the preconditioner and the system. A " * " indicates that the method did not converge within the maximum number of iterations. In every row, the smallest value is highlighted in boldface. Only the preconditioners that converged are taken into consideration, to determine this value.
Here, the results indicate that IMF is a powerful preconditioner over the entire range of Reynolds numbers. Especially at higher values of the Reynolds number, IMF proved to be very efficient in reducing the time to solve the system. At low Reynolds numbers, the ARMS preconditioner was faster, while using less memory. ARMS was also able to converge with fill factors less than 1, for low Reynolds numbers, a feat not accomplished by IMF. Both ILUT and SPAI showed difficulties in solving the model problem at Reynolds numbers higher than 4000. Note that Table 6 .3 does not include the results for the lower Reynolds numbers. IMF spends much less time on the factorization than the other preconditioners. This is partly the consequence of its low fill factor. The other preconditioners required such a high fill factor, because otherwise they would not converge. When the fill factors were approximately equal, the factorization times of ARMS, ILUT and IMF were comparable, with ILU being somewhat faster than the others. For comparable fill factors, the SPAI preconditioner always resulted in the slowest factorization. The data show that IMF achieves roughly the same factorization time as ARMS and ILUT, while requiring a larger number of operations to compute the factorization. That is by virtue of the high-throughput BLAS3 and LAPACK routines, which are employed in the computationally most expensive part of the factorization.
The quality of the IMF factorization appears to increase with its level of fillin parameter κ, as we could expect from theoretical arguments. Except for higher Reynolds numbers, increasing κ reliably reduces the number of iterations required for convergence. Increasing κ also increases the fill factor and the factorization time.
One advantage of IMF over the other preconditioners is its consistent performance at a fixed memory consumption. ARMS and ILUT both use numerical dropping strategies. The table clearly shows an increase of the fill factor with the Reynolds number. For instance, the fill factor of ARMS(0.005) increases from a modest 3.02 at Re = 400 up to 24.75 for Re = 8000. This dependence makes it more difficult to select an appropriate ARMS or ILUT preconditioner. The symbolic approaches, ILU, IMF and SPAI, are able to keep the memory consumption fixed, but suffer from a deterioration of the performance as the Reynolds number is increased. IMF demonstrates, however, that a symbolic preconditioner can be effective, with a reasonable memory consumption, on difficult problems.
In the previous subsection, it was demonstrated that the SPAI preconditioner had a very competive throughput on this model problem. However, the data in Table 6 .3 indicate that it was unable to solve the harder linear systems within the maximum number of iterations. In fact, the preconditioner often quickly reduced the norm of the residual a few orders, after which the convergence stagnated.
Not shown in Table 6 .3 is the performance of the ARMS-ND preconditioner. We found that ARMS-ND did not perform significantly better than ARMS, on this problem. We also found that the fill factor of ARMS-ND was more difficult to control than ARMS'. The fill factor of ILUT was also very hard to control on this problem. Even with τ = 0.999, the fill factor was higher than 7, for any Reynolds number. On a diagonally dominant matrix, this setting would keep at most 2 values in every row.
6.4. Some experiments with general sparse matrices. In this subsection, we apply the IMF preconditioner to some general sparse matrices which were obtained from the University of Florida sparse matrix collection [16] . The test matrices and some of their properties are presented in Table 6 .4.
To apply IMF to a general sparse matrix, we need an element structure of that We generate an artificial element structure from a general sparse matrix as follows. For every row i, we determine the indices at which the non-zero values are located. These indices, along with i, form the index set I(e) of the new artificial element e. Its values are those in the general sparse matrix. Next, the values in the sparse matrix at the positions I(e) × I(e) are set to zero. The element is added to the artificial element structure. The algorithm proceeds with the next row. In the end, every element is again inspected. Every index for which the corresponding row and column is zero, is removed from the artificial element. Elements whose index set is empty, are removed from the element structure. For sparse matrices derived from a finite element application, the artificial elements usually span multiple finite elements. One difficulty with this simple algorithm, however, is that the elements so generated are often sparser than elements derived from an actual finite element discretization. An alternative approach consists of representing each value a i,j in the sparse matrix by an element with indices {i, j}. In this manner, much less structural zeros are stored. Unfortunately, this element structure results in an impractical amount of elements. It leads to a slow factorization phase, while in the solution phase only limited throughput could be attained. We do not pursue this approach.
The artificial element structures of most of the test matrices in Table 6 .4 exhibited the properties of a finite element discretization. That includes small, very dense element matrices and a low coupling between the element matrices. It is common for IMF to be outperformed by other preconditioners, if the artificial element structure does not exhibit these properties.
The test problems were solved using BiCgSTAB, as before. Additionally, the method was stopped if the total execution time exceeded 15 minutes. The results are shown in Table 6 .5 and Table 6 .6. A serious failure during the solution phase, e.g. if the solution vector contains NaN or infinity, is denoted by " †". Breakdown during the factorization is denoted by " ‡".
The data in Table 6 .5 and Table 6 .6 show that IMF was more robust than ARMS, ARMS-ND, ILUT and ILU. Our experiments indicated that ARMS-ND often was more robust than ARMS and ILUT. Unfortunately, this robustness comes at the price of increased factorization time. The IMF factorization did not result in breakdowns settings that we tested. IMF's capability to converge with less memory is a result of a more accurate approximation to the inverse of the linear system, at a given memory consumption.
Concerning the factorization time, we observed that IMF was faster than ARMS, ARMS-ND and ILUT, at small fill factors (≤ 5). For higher fill factors it was slower than the aforementioned preconditioners, but it remained competitive. The factorization time of ARMS-ND was significantly larger than ARMS's, especially for higher fill factors.
The structural problems presented in Table 6 .5 proved to be very difficult to solve using the threshold-based preconditioners, ARMS, ARMS-ND and ILUT. They failed to converge for reasonable fill factors. However, the IMF approach, which is very similar to ARMS, did not experience difficulties. The ILU preconditioner was very competitive on these problems, outperforming all other preconditioners.
Notice again the good performance of IMF on the matrices derived from CFD problems. IMF was the only preconditioner able to solve the rim and rma10 systems. Both systems resulted from a FEM discretization of a 3D domain.
We also experimented with the SPAI preconditioner on all of these problems. However, we were not able to select parameter settings for which said preconditioner would converge, within reasonable time.
More CFD problems. As a final testament to IMF's robustness, we consider some matrices from the Matrix Market [1], in table Table 6 .7. In this case, the underlying element structure was perfectly reconstructed from the assembled matrix.
From the table it is clear that IMF was more robust than the other preconditioners; it never experienced breakdown nor arithmetic failures. IMF was also very effective on this problem. It converged at low fill factors for which the other preconditioners would not converge or broke down.
Only IMF and ILUT were able to solve the linear system for all values of the Reynolds number. However, the fill factor of ILUT was impractically high; it required at least 6.5 times the memory of IMF. 7. Conclusions. We proposed an incomplete multifrontal method (IMF) that computes an approximate multilevel block-LU factorization of an element-structured linear system. It can be regarded as an extension of the multifrontal method to approximate factorizations.
Numerical experiments indicate that this approach is robust and powerful on some linear systems arising from the numerical simulation of an incompressible Newtonian flow in a 2D domain. In one problem, an order-of-magnitude speedup was achieved over ARMS, ARMS-ND, ILU, ILUT and SPAI.
The throughput of IMF was shown to be competitive with, or better than, the SPAI method, which is credited for its computational efficiency. As IMF resembles the multifrontal method, it could benefit from the parallelization techniques employed by the latter. A parallel implementation has yet to be investigated.
We applied IMF to solve general linear systems, by extracting an artificial element structure. Provided that this artificial element structure has the properties of a finite element discretization, i.e. small dense matrices with a low interconnectivity, the results were promising. IMF was shown to be more robust than ARMS, ARMS-ND, ILU, ILUT and SPAI, even in the presence of indefiniteness, at a comparable memory consumption. We recognize that a better technique must be designed to solve general sparse matrices. To this end, we believe that the techniques employed by the supernodal multifrontal method are a promising direction.
The IMF approach was unsuccessful on some linear systems, a problem often indicated by a high number of levels in the factorization and high fill factors at very small values of κ. We found the problem to be slow coarsening. That is, the number of variables in the reduced system does not decrease sufficiently fast. We believe that a more involved partitioning technique is required. The nested dissection approach of ARMS-ND, for instance, never displayed this behavior. Also, different discard policies may need to be investigated to tackle this issue.
