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Abstract
Chemical functionalization has proven to be a promising means of tailoring the
unique properties of graphene. For example, hydrogenation can yield a variety of in-
teresting effects, including a metal-insulator transition or the formation of localized
magnetic moments. Meanwhile, graphene grown by chemical vapor deposition is the
most suitable for large-scale production, but the resulting material tends to be poly-
crystalline. Up to now there has been relatively little focus on how chemical function-
alization, and hydrogenation in particular, impacts the properties of polycrystalline
graphene. In this work, we use numerical simulations to study the electrical properties
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of hydrogenated polycrystalline graphene. We find a strong correlation between the
spatial distribution of the hydrogen adsorbates and the charge transport properties.
Charge transport is weakly sensitive to hydrogenation when adsorbates are confined to
the grain boundaries, while a uniform distribution of hydrogen degrades the electronic
mobility. This difference stems from the formation of the hydrogen-induced resonant
impurity states, which are inhibited when the honeycomb symmetry is locally broken
by the grain boundaries. These findings suggest a tunability of electrical transport of
polycrystalline graphene through selective hydrogen functionalization, and also have
implications for hydrogen-induced magnetization and spin lifetime of this material.
Introduction
Since its experimental isolation in 20041, single-layer graphene has emerged as an exciting
material for a wide variety of applications. Much of this excitement stems from graphene’s
remarkable electrical1, optical2, thermal3, and mechanical properties4. In addition to its
unique intrinsic properties, another promising characteristic of graphene is its tunability. In
particular, because graphene is two-dimensional, chemical functionalization has been studied
as an effective approach to extrinsically tailor its material properties. For example, metallic
adatoms can potentially induce a strong spin-orbit coupling in graphene5 and oxygen ad-
sorption can significantly alter graphene’s thermoelectric characteristics6. An adsorbate of
particular interest is hydrogen, which forms a covalent bond to a single carbon atom and
induces a resonant impurity state around the graphene Dirac point7,8. This can have a con-
siderable impact on electronic transport, as revealed by measurements of a metal-insulator
transition with increasing hydrogen density9. Recent experimental work has also shown
that localized magnetic moments are formed around hydrogen impurities10, which could
have important implications for graphene spintronics11,12.
While mechanical exfoliation tends to yield the highest-quality graphene samples in
the laboratory, chemical vapor deposition (CVD) is the most efficient method to produce
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graphene on an industrial scale. This method is now capable of producing single graphene
grains reaching the centimeter scale13–15, but faster CVD growth yields much smaller grains,
resulting in a material that is polycrystalline15,16. In polycrystalline graphene, the grain
boundaries (GBs) between misoriented grains consist of a series of non-hexagonal rings17–19
that can impede charge transport through the material20–25. In addition, GBs tend to
be more chemically reactive than pristine graphene, which can also strongly alter charge
transport, opening new perspectives for gas sensing applications26,27. Prior studies have
examined the impact of hydrogenation on the electronic transport properties of polycrys-
talline graphene9,16,28, but the detailed nature of the interaction between GBs and hydrogen
adsorbates remains unclear.
In this work, we use ab initio and tight-binding (TB) calculations to study the impact
of hydrogenation on the electronic properties of polycrystalline graphene. We find that the
precise distribution of hydrogen adatoms is crucial for predicting their effect. Specifically,
when the hydrogenation is confined to the GBs, the overall impact on charge transport is
negligible, which is in sharp contrast to the case of hydrogenation within the grains. We find
that this difference is related to the formation (or not) of resonant impurity states formed
near the Dirac point; hydrogen adsorbates induce resonant states within the graphene grains
but not in the GBs. These results suggest the possibility of tuning the electrical transport
of polycrystalline graphene through selective hydrogen functionalization, which could have
important implications for hydrogen-induced magnetotransport properties.
Hydrogenation of a Stone-Wales defect
We begin our study with a canonical structural defect in graphene, the Stone-Wales (SW)
defect. As shown in Figures 1(a) and (b), a SW defect consists of a 90-degree rotation
of a single carbon-carbon bond, turning four hexagons into two pairs of pentagons and
heptagons. For this defect, and for all GB structures in general, we classify “interior” defect
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sites as the carbon sites that only belong to non-hexagonal rings, and “exterior” defect
sites as those that belong to both hexagonal and non-hexagonal rings. By this definition,
the exterior sites lie on the boundary between the SW defect (or the GB) and the pristine
graphene region. Various ab initio calculations have shown that the interior sites are more
favorable for chemical adsorption29,30. To study the impact of hydrogenation, we calculate
the electronic band structure of the SW defect with a single hydrogen impurity at either an
interior or an exterior defect site, as shown schematically in Figures 1(a) and (b).
The electronic structure calculations were performed using the SIESTA ab initio pack-
age31. We use the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional within
the generalized gradient approximation (GGA)32. The 7×7 supercells containing the hydro-
genated Stone-Wales defects were fully relaxed using a 8×8 k-point sampling, and employing
a double-ζ polarized basis set.
Resulting band structures, shown in Figures 2(a) and (b), indicate a clear difference
between the two cases. As seen in Figure 2(b), the hydrogenation of an exterior site opens
a band gap and induces a strongly localized impurity state around the Fermi energy, similar
to what is seen in hydrogenated pristine graphene7,8. In constrast, Figure 2(a) reveals that
the localized impurity state is completely suppressed when hydrogenating the interior defect
site.
These results echo those reported by other groups34,35, evidencing the importance of the
local atomic structure in determining the formation of localized impurity states. According
to graph theory, the number of zero-energy eigenvalues in a bipartite lattice is given by
n0 = |nA−nB|, where nA and nB are the number of sites in each sublattice36,37. At all carbon
sites around the SW defect, the bipartite nature of the graphene lattice is preserved and
hydrogenation will induce an impurity state at zero energy (the Dirac point). However, the
two interior atoms of the SW defect are each connected to both sublattices of the surrounding
bipartite lattice, and thus they cannot be assigned to either of the two sublattices. In this
case, hydrogenation does not induce an imbalance of the two sublattices, and the zero-energy
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Figure 1: Structural configuration of hydrogen adsorption in polycrystalline graphene. Pan-
els (a) and (b) depict H-adsorption on an interior and exterior site of a Stone-Wales defect,
respectively. Panel (c) shows the cluster distribution of interior GB sites in the polycrys-
talline structure and H-segregation following distributions P (n) obtained by Monte Carlo
simulations given for pristine graphene (Ref.33). Panels (d)-(f) show the case of polycrys-
talline graphene, with adsorption (c) on the interior GB sites, (d) the exterior GB sites, and
(e) randomly distributed throughout the sample.
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impurity state does not form.
Hydrogenation of polycrystalline graphene
Moving beyond the SW defect, we now consider hydrogenation of a more realistic polycrys-
talline graphene sample. For this work, a large-area polycrystalline sample containing ∼2.2
million atoms was generated according to the method of Ref.38, with an average grain di-
ameter of 21 nm. Owing to its size, the electronic properties of this sample were described
by a nearest-neighbor tight-binding (TB) model with a single pz-orbital per carbon site. As
shown by the dashed lines in Figure 2, this simple model well reproduces the ab initio calcu-
lations of the SW defect. To calculate electronic transport in the polycrystalline sample, we
employed a real-space order-N wave packet propagation method39,40. Through this method
one can calculate the time-dependent diffusion coefficient as
D(E, t) =
∂
∂t
∆X2(E, t), (1)
where ∆X2 is the mean-square displacement of the wave packet,
∆X2(E, t) =
Tr[δ(E − Hˆ)|Xˆ(t)− Xˆ(0)|2]
ρ(E)
, (2)
and ρ(E) = Tr[δ(E − Hˆ)] is the density of states (DOS), which is computed using a
random phase vector41 and the kernel polynomial method42. Finally, the semiclassical
conductivity, mean free path, and mobility were calculated as σ(E) = e2ρ(E)Dmax(E),
`e(E) = Dmax(E)/2vF (E), and µ(E) = σ(E)/n(E), where Dmax is the maximum value of
the time-dependent diffusion coefficient, vF is the electron Fermi velocity, and n is the charge
density, obtained by integrating the DOS.
Monte Carlo simulations have shown that at room temperature, hydrogen adatoms tend
to aggregate in clean graphene with a cluster distribution, P (n) manifesting a peak at hy-
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Figure 2: Bandstructure of a hydrogenated Stone-Wales defect. Panel (a) is for adsorption
on an interior site, while panel (b) shows the case of adsorption on an exterior defect site.
Solid (dashed) lines are obtained from ab initio (tight-binding) calculations.
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Figure 3: Charge mobility in hydrogenated polycrystalline graphene. Mean free path versus
carrier density for four different hydrogen distributions (panel (a)), and for different weights
of hydrogen in the grains and the GBs, assuming a global distribution of P (n) (panel (b)).
Panel (c) shows the mobility (main frame) and the related DOS (inset) for the four hydrogen
distributions. In panels (a) and (c), the blue, green, yellow, and red lines are for hydrogena-
tion of the interior GB sites, P (n) in the GB sites, P (n) throughout the sample, and a
random distribution of hydrogen throughout the sample, respectively, while the dashed line
is for the hydrogen-free polycrystalline sample. In all cases, the hydrogen density is 0.35%,
corresponding to 100% occupation of the interior GB sites.
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drogen dimers33. However, the binding energies of hydrogen at GBs are significantly higher
than in pristine graphene35,43. Thus, we expect that in polycrystalline graphene the GBs
remain the most likely site for hydrogen adsorption, but with some higher fraction of dimers
forming inside the grains. To highlight the importance of such variability in hydrogen dis-
tribution, we consider four different functionalization situations in our simulations, with
hydrogens 1) restricted to the interior GB sites, 2) distributed among all the GB sites ac-
cording to P (n), 3) distributed throughout the sample according to P (n), and 4) distributed
completely randomly throughout the sample. These distributions are shown schematically
in Figures 1(d)-(f), where we zoom in on one particular GB. In Fig. 1(c), we also show the
cluster distribution P (n) and compare it to the cluster distribution of the interior GB sites.
Here we see that most of the interior GB sites are isolated.
Figure 3 shows the results of our transport calculations assuming a hydrogen density
of 0.35%, which is the amount needed to fully saturate the interior GB sites. The blue,
green, yellow and red lines are for hydrogenation of the interior GB sites, P (n) in the
GB sites, P (n) throughout the sample, and a random distribution throughout the sample,
respectively. The dashed line is for the polycrystalline sample in the absence of hydrogen. In
Figure 3(a), there is a clear correlation between the hydrogen distribution and the resulting
decrease in mean free path, `e, which can be also seen as an increase in the DOS around the
charge neutrality point (see inset Figure 3(c)). In particular, for a uniform distribution of
hydrogen, a resonant peak in the DOS appears near the Dirac point, which is the signature
of hydrogenation of pristine graphene. However, when the hydrogenation is confined to the
GBs, this peak is strongly suppressed for the P (n) distribution and is completely absent for
the interior sites. Actually, for interior site hydrogenation, the DOS actually decreases on
the electron side compared to the polycrystalline sample without hydrogen (polyX). Here,
an uniform hydrogenation significantly reduces `e and µ (Figure 3(c)), while hydrogenation
following the P (n) distribution has a smaller impact. Meanwhile, hydrogenation of the
interior GB sites appears to have, on average, little to no impact on the electrical transport
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properties of polycrystalline graphene. Note that for the same hydrogen density, the mobility
roughly differs by a factor of 3 between the homogeneous and inhomogeneous adsorbate
distributions. By gradually varying the spatial distribution of dimers, trimers, tetramers,
etc. from the grains to the GB sites, we observe that `e increases linearly for a fixed charge
carrier concentration but differs substantially from the interior GB case (see Figure 3(b)).
Figure 4 shows the impact of varying the hydrogen density on the graphene GBs. The
solid line is for a hydrogen density of 0.35%, the dotted line is for 0.18%, and the dashed
line is for the absence of hydrogen. The main panels of Figure 4 reveal the trends suggested
in Figure 3; for a P (n) distribution on GB sites the mean free path is reduced with an
increasing density of hydrogen (Figure 4(a)), while hydrogenation of the interior GB sites
has, on average, a negligible impact (Figure 4(b)). However, as noted before, there is an
unexpected increase of the mean free path on the electron side when hydrogenating the
interior GB sites. This behavior is also reflected in the local DOS (LDOS) of the GB atoms,
shown in the insets. Here one can see that increasing the hydrogenation of the interior
GB sites actually decreases the LDOS of the GBs at certain energies. Thus, it appears
that hydrogen adsorbates can passivate the defect states associated with graphene GBs,
slightly reducing their adverse impact on charge transport. This only appears to be true
for the interior GB sites, as the LDOS always increases (and `e decreases) with increasing
hydrogenation of the exterior GB sites.
Discussion and conclusions
To summarize, we have used ab initio and tight-binding calculations to study charge trans-
port in hydrogenated polycrystalline graphene. Our calculations reveal that H-impurity
states are suppressed when defects are adsorbed on grain boundary sites, thereby modu-
lating the global charge transport features of polycrystalline graphene. Earlier work that
studied the impact of clusterization of hydrogen on pristine graphene found a similar result
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Figure 4: Hydrogenation of grain boundary sites. Panel (a) shows the mean free path for hy-
drogenation using the P (n) distribution on all GB sites, while panel (b) is for hydrogenation
of the interior GB sites. The solid line is for a hydrogen density of 0.35%, corresponding to
full saturation of the interior grain boundary sites. The dotted line is for a hydrogen density
of 0.18%, and the dashed curve is for the polycrystalline sample without hydrogenation. The
insets show the local density of states, projected over the grain boundary atoms.
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– clusterization tends to suppress the formation of the zero-energy states which improves the
electrical conduction capability33. It is possible to question the clusterization of hydrogen
due to the fact that hydrogen desorbs quickly at room temperature in pristine graphene; but
this discussion is beyond the scope of the work. The nature of hydrogen distribution has
also important implications for experimental characterization of grain boundaries28. Fur-
thermore, theoretically there are many other adsorbates besides hydrogen that can give
rise to resonant states, including PMMA, which is typically used to transfer graphene to a
substrate44. Given its relatively large size, it seems unlikely that PMMA would form dimers.
Our results can also have important consequences for graphene spintronics11. Recent
experiment has shown that the resonant state induced by a hydrogen adsorbate is magnetic,
with an exchange splitting of ∼20 meV for graphene grown on SiC10. This local, magnetic
resonant state can strongly alter spin relaxation times in graphene12,45, and is undesirable
for the development of graphene-based spintronic devices. The suppression of the resonant
state at the GBs suggests that spin lifetimes in polycrystalline graphene may be unaffected
by a small density of hydrogen impurities. Finally, the presence of grain boundaries could
also modulate the magnetoresistance signals predicted for paramagnetic, antiferromagnetic,
or ferromagnetic macroscopic states46.
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