The goal of a threshold query is to detect all objects whose score exceeds a given threshold. This type of query is used in many settings, such as data mining, event triggering, and top-k selection. Often, threshold queries are performed over distributed data. Given database relations that are distributed over many nodes, an object's score is computed by aggregating the value of each attribute, applying a given scoring function over the aggregation, and thresholding the function's value. However, joining all the distributed relations to a central database might incur prohibitive overheads in bandwidth, CPU, and storage accesses. Efficient algorithms required to reduce these costs exist only for monotonic aggregation threshold queries and certain specific scoring functions.
INTRODUCTION
Many tasks require determining the set of objects whose score exceeds a given threshold. Examples include data mining [12, 29] , event triggering [30] , and top-k selection [11] . We refer to these tasks as threshold queries.
Performing threshold queries over distributed database setups can be very challenging. In many distributed setups, data is partitioned over distributed nodes using the same set of attributes across all n nodes 1 . Examples include sensor systems (e.g. NASA EOS [26] ), retail databases (e.g. Wal-Mart [26] ) and web applications (e.g. Google [27] ). In these setups, the score of an object o j is 1 n ∑ n i=1 x j,i ), applying a scoring function f () over the aggregated attributes, and thresholding f ( x j ) (see Section 3.1). Note that every data attribute is represented in every node. A naive approach to compute such threshold aggregation queries is to collect data to a central location. However, that may incur prohibitively high costs, both for local storage accesses at each node and for communication.
Such threshold aggregation functions are more powerful than may appear at first sight; by expanding the object's local data with powers of its attributes, they can be used, for example, to compute two fundamental data characteristics, the variance and maximum functions (for the variance this holds since it can be expressed by the average of the data components and the average of their squares; more details, and a method to approximate the maximum, are in Appendix I). Thresholding the (global) variance over aggregated data is known to be difficult [16] .
Aggregation threshold queries have been studied in distributed setups, including distributed association rule mining [9, 29] , iceberg queries [39] , monitoring [17, 24] and distributed top-k queries [5, 22, 36] . However, these algorithms are applicable only to monotonic scoring function. Alas, in many applications the functions which need to be computed and thresholded are non-monotonic, as demonstrated by the following three examples (due to lack of space, full details of these examples are deferred to Appendix II): EXAMPLE 1. In a distributed search engine, we wish to find all pairs of search terms whose global correlation coefficient is above a certain threshold (meaning that queries which contain "term A" tend to also contain "term B"). Here, "global" can refer to a query log stored in a large distributed data center, or even over distant geographical locations. Generally, finding all pairs of objects whose correlation coefficient is above a certain threshold is a very important task [14, 37] . We shall return to this example in detail in the experiments (Section 7). EXAMPLE 2. A web application stores user's activities over distributed servers, where users are identified by their ips. Each server i contains a database of the number of urls visited by each user j (url i j ) and the number of advertisements clicked the same user (adv i j ). A user's global behavior is defined by the average over the local nodes, i.e., url j = avg(url i j ) and adv j = avg(adv i j ). Given a distance measure f (url j , adv j ) = (url j − A) 2 + (adv j − B) 2 , where A and B are given values, the application manger can cluster users with similar distance. However, since f is non-monotonic, the local values can be very different from the global one. EXAMPLE 3. We wish to estimate the health of a distributed system, measured by the uniformity of the local traffic and other indicators at the distinct nodes. This can be done by performing PCA (Principal Component Analysis) on a matrix which can be written as an average of local matrices defined at the various nodes [15, 19] .
In all the above examples, the aggregate scoring functions are non-linear and non-monotonic, and the data is distributed according to our assumptions, i.e. every data attribute is represented in every node.
In this paper we present what constitutes, to the best of our knowledge, the first solution to the problem of performing distributed threshold aggregation queries with general (not necessarily linear or monotonic) scoring functions. Our approach is to decompose the query into a set of constraints on the local values held for each object. The global score of objects for which the local constraints are satisfied is guaranteed to be below the threshold. Since the nodes only report objects whose data do not satisfy the local constraints, and since most objects do satisfy them, communication volume is drastically reduced.
We start with an algorithm for monotonic scoring functions, called TB(Tentative Bound)-Monotonic. This algorithm compiles local constraints that minimize communication volume and local accesses. Monotonicity is used to efficiently detect a dominating set and prune dominated objects. An efficient technique for checking whether an object violates its local constraints is also introduced.
Using TB-Monotonic as a building block, we extend the technique to a general method, called the Tentative Bound (TB) Algorithm, for queries that employ general (not necessarily monotonic) scoring functions. We present a novel method for representing scoring functions as a difference of two monotonic functions (d.m. representation), which enables to resolve non-monotonic queries. We handle both single variable and multivariate functions; for the latter, we develop a novel method for computing this representation.
Lastly, experiments on real-world data demonstrate the algorithm's effectiveness in achieving low communication and access costs.
Contributions and Novelty
Distributed geometric constraints were introduced in [30, 31] . This work differs in several important aspects:
• The TB algorithm reduces communication in distributed databases; the algorithms in [30, 31] are suited to distributed streaming setups only.
• TB efficiently reduces the number of objects accessed in each node, as opposed to accessing each object in each node in [30, 31] .
• TB is not limited in the number of objects, whereas the algorithms in [30, 31] do not perform well for more than a few thousand objects.
• TB provides an efficient method for verifying whether an object satisfies the local constraints, as opposed to a difficult optimization problem which must be solved in [30, 31] .
• While the geometric "bounding theorem" from [30] is applied, it is the only component of previous work used here, and its application is restricted to one phase of the TB-Monotonic algorithm.
• The main technical idea of this paper -an algorithm for querying general functions by representing them as a difference of monotonic functions -is, to the best of our knowledge, entirely new.
The paper is structured as follows. Section 2 discusses related work; section 3 presents notations and terminology, as well as a review of distributed geometric constraints; section 4 present the TB-monotonic algorithm for handling queries defined by monotonic scoring functions; In sections 5 and 6 we present the TB algorithm for general scoring function. Finally in sections 7 and 8 we present experimental results and conclusions.
RELATED WORK
Threshold queries serve as building blocks in many data mining algorithms, including top-k queries, association rule mining, and decision tree induction. Cao et al. in [5] have used threshold queries for performing top-k algorithm over distributed databases. Their TPUT algorithm consists of three phases: the first is used to determine an estimated value of the k th highest scoring object, the second performs a threshold query which prunes out objects whose score is guarantee to be below the estimated value, and the third searches for the top-k within the remaining objects. A lot of work focused on improving the performance of the second phase. Yu et al. [36] improved the threshold query by setting local constraints for each node using the distribution of the node's values. Recently, Michel et al. [22] improved the local constraints using the node's local index. However, these algorithms are limited to monotonic functions only. In comparison, when applying our threshold queries to top-k in the general case, we start by collecting the top-k scoring objects from each node, and determining the k-th among their scores. Then, we query for all objects whose score is above this value, retrieve them, and find the top-k objects, which must be in this group; see Section 4.
Other top-k algorithms were developed for distributed databases [8, 21] and distributed peer-to-peer setups [3, 23, 32] , but they, too, are limited to monotonic functions. Recently, Xin et al. [34] and Zhang et al. [38] suggested new approaches to apply threshold decisions to top-k query algorithms defined by non-monotonic scoring functions. However, these approaches are not applicable in a distributed setup.
The challenge of performing threshold queries defined by nonmonotonic scoring functions was studied for building decision trees over distributed setups. Decision tree induction is an iterative algorithm, where each phase requires determining the highest scoring attribute. This decision can be presented as a top-1 query. For many applications, the score of the best attribute is computed by non-monotonic functions, e.g., Information Gain and Gini Index. For the Gini Index, Giannela et al. [12] have recently showed an efficient technique to determine the best attribute over two nodes, using very little communication. Another approach, presented by Caragea et al. [6] , replaced non-monotonic functions with an approximate monotonic functions. Xiong et al. [35] have also replaced the non-monotonic correlation coefficient function with a monotonic function. However, these algorithms are tailored to specific scoring functions.
PRELIMINARIES
In this section, we summarize some notations and terminology used in the paper. In addition, we briefly review the definition of local geometric constraints, as presented in [30] .
Notations and Terminology
The system consists of n nodes, p 1 , p 2 ,..., p n , where each node uses the same set of attributes. A query is initiated on an additional node called the coordinator, denoted p 0 . There are m objects in the system, denoted o 1 ,o 2 ,...,o m , where various nodes can store data vectors for the same object o j . The set of attributes for o j in node i is a d-dimensional vector referred to as o j 's local statistics vector and is denoted by x j,i . The global statistics vector for o j is the average of its local statistics vectors,
x j,i (the algorithm can be easily applied for a weighted average as well). For any attribute, we assume that each node maintains its local data structure to allow immediate retrieval of the object with minimal/maximal value for that attribute. Given a scoring function f (), the score of object o j is f ( x j ).
We say that a vector x dominates a vector y, denoted x y, if all the components of x are greater or equal than the corresponding components of y. A function f () is said to be monotonically increasing if x y → f ( x) ≥ f ( y) (this is a natural generalization of the familiar definition for univariate functions).
Given the set of all local statistics vectors of all objects, let B be their minimal axis-aligned bounding box. We denote the corner of B with the maximal value in each component as the upper corner vector v upper , and the corner with the minimal value in each component as the lower corner vector v lower ( v upper and v lower may not correspond to actual data vectors). Clearly v upper ∀ x j,i v lower ; see Figure 1 (a). Assuming that each node allows the immediate retrieval of the objects with minimal/maximal value for each attribute, the coordinator can easily compute v lower ( v upper ) by collecting these objects from each node in a single communication phase.
Distributed Geometric Constraints
Given a d-dimensional set of local statistics vectors x j,1 ,..., x j,n for an object o j , held by the various nodes, our goal is to define local constraints on x j,1 ,..., x j,n such that if all of the local constraints are satisfied, the value of the scoring function f () over the global statistics vector, f ( x j ), is guaranteed not to exceed a given threshold τ.
In [30] continuous monitoring of data streams was addressed, and a geometric method for constructing constraints on the local statistics vectors proposed. Note that x j belongs to the convex hull of its local vectors, x j ∈ Conv( x j,1 , x j,2 , ..., x j,n ), as depicted in Figure 1(a) . Given an agreed upon common reference vector, e.g., v lower or v upper , the constraint on the local statistics vector at each node is defined as follows: the node constructs a sphere centered at the midpoint between x j,i and the reference vector ( v lower ), with a radius equal to half the distance between them. This sphere is referred to as the bounding sphere and is denoted by B( v lower , x j,i ). The local constraint of vector x j,i is satisfied if the maximum score received by all the vectors that belong to the sphere is below τ:
The bounding theorem in [30] guarantees that the union of the bounding spheres constructed by all the nodes will contain the convex hull of the local statistics vectors, i.e., Conv( x j,1 , ..., Figure   1 (b)). Therefore, if the maximum score received by the vectors that belong to the bounding spheres is below the threshold (i.e., all the constraints are satisfied), then the score received by the global statistics vector is also below the threshold.
QUERYING MONOTONIC FUNCTIONS
In this section we present a tentative bound algorithm, called TBMonotonic, for resolving distributed threshold aggregation queries with monotonic scoring functions. TB-Monotonic uses local constraints, referred to as tentative upper bounds (TUBs), to reduce the communication from the nodes to the coordinator and to minimize the local access cost. We first define TUBs and then describe how they are used in TB-Monotonic to reduce communication cost. TB-monotonic will be used as a building block to handle non-monotonic scoring functions.
Tentative Upper Bound
We now present a method for decomposing distributed threshold queries defined by monotonic scoring functions into a set of local constraints. These constraints are based on the geometric constraints described in section 3.2, but here they are applied in a different way: skyline-related machinery is used to fuse the geometric constraints with the domination relation. The main idea here is that the notion of dominance can be transferred from points to their bounding spheres.
Given a monotonic scoring function f () and a threshold value τ, we want to create a constraint for every object's vector x j,i . The constraint on the local statistics vector x j,i is defined as follows: let u j,i denote the maximum score received by vectors that belong to the bounding sphere defined by x j,i and v lower (defined in section 3.2), i.e., u j,i = max z∈B( v lower , x j,i ) f ( z). Note that u j,i can be computed locally, without communication. According to the bounding theorem described in Section 3.2, the global vector of object o j is contained in the union of the local bounding spheres. Therefore, if u j,i is smaller than τ in every node, then the score for all the vectors in the union of the local bounding spheres is below τ, hence the global score is also below τ. We define the inequality (u j,i < τ) as the local constraint of object o j at the node. The value u j,i is referred to as the tentative upper bound (TUB) of o j in node i.
Similarly, we define a set of tentative lower bounds (TLB) for an object. The TLB values of o j are determined by taking the minimum score received by vectors that belong to the bounding sphere defined by x j,i and the common reference vector v upper . This minimum can be quickly approximated to very high accuracy by a simple branch-and-bound algorithm, which makes use of the monotonicity of f (). Note that an object's score is guaranteed to be bounded from below by at least one of the TLBs determined for it by the various nodes.
The TB-Monotonic Algorithm
Following the TUB definition, we now describe the TB-Monotonic algorithm for efficiently performing threshold queries over any monotonic function f ().
First, the coordinator computes the common reference vector v lower , by requesting each node to send its objects with minimal value for each attribute (Section 3.1). Based on this set of received objects, the coordinator determines the global minimal value for each attribute, which define v lower .
Then, the coordinator sends v lower and the threshold query parameters, i.e., the scoring function f () and the threshold value τ, to all nodes. Using v lower and f (), each node can compile a list of all the objects whose TUB exceeds τ (in the next subsection we show how to do this efficiently). This list is referred to as the local candidate list (LCL). One goal is to minimize the size of the LCL. The nodes send the local statistics vectors of the objects in their LCL's to the coordinator; the coordinator then builds the union of the LCL's to form a global candidate set (GCS). The TUB's most important feature is to guarantee that the GCS contains all the objects whose global score exceeds τ. Most of the objects, whose score does not exceed τ, are locally pruned by the TUB constraints and do not belong to any LCL.
Finally, the coordinator asks the nodes for the local statistics vectors which it did not yet receive, and which belong to objects in the GCS. This allows to compute the global statistics vectors and global score for all these objects, and to select those whose global score exceeds the threshold.
Minimizing Local Accesses
The LCL, described in the previous section, contains all the objects whose TUB exceeds a given threshold τ. However, calculating the TUB value for every object in each node for every query incurs high local storage access cost. In this section we show how to compute the LCL by computing the TUB value for only a fraction of the objects in each node, by using a progressive detection of skyline objects.
Given a set of objects, their skyline contains the objects whose local statistics vectors are not dominated by any local statistics vector. Given a set of objects in a node p i , we can therefore bound their TUB value by bounding the TUB value of the skyline objects. LEMMA 1. Let x a,i and x b,i be local statistics vectors for two objects at the node p i . Furthermore, suppose x a,i dominates x b,i . Then u a,i ≥ u b,i (the TUB value of the first object is greater than the TUB value of the second object).
PROOF. The proof of Lemma 1 is given in Appendix III. THEOREM 1. Let S be the set of skyline objects computed over a set O of objects in node p i and a given threshold τ. If for every object o j in S, u j,i < τ, then the TUB value for every object in O is below τ.
PROOF. The proof of Theorem 1 is given in Appendix III.
Using Theorem 1, we present a progressive algorithm for constructing the LCL, while minimizing the number of local accesses. Let O be a set of objects in node p i . Upon initialization, this set contains all the objects in p i . At each iteration, node p i computes the skyline objects set S of O, and computes the TUB value of each object in this set. If the TUB value of an object o j ∈ S is above τ, then o j is removed from O and added to the LCL. Otherwise, this object is kept in O. The iteration process terminates when the TUB value of all objects in S is below τ. According to Theorem 1, since the TUB value of each object in S is below τ, then the TUB values of all current objects in O are below τ as well. In addition, it is guaranteed that at this point the LCL consists of all the objects whose TUB exceeds τ.
Various algorithms were proposed for efficiently computing the skyline over a database. These algorithm can be classified into two categories: those which do not use pre-processing [4, 13, 10] (and therefore have to make at least one pass over the database) and those which use pre-processing such as indexing and sorting [18, 33, 25] . Since in many database applications attribute values are already indexed in a tree structure (e.g., B-tree, R-tree), here we have chosen to apply the branch-and-bound technique for skyline computation (BBS), proposed by Papadias et al. in [25] . The BBS algorithm explores an R-tree using a best-first search paradigm, and has been shown to be optimal with respect to R-tree page accesses. Experiments (Section 7) show that progressive detection of skyline objects using BBS reduces the number of local accesses by two orders of magnitude in comparison to accessing all the objects in each node.
QUERYING GENERAL FUNCTIONS
In the previous sections we presented an algorithm for performing distributed threshold aggregation queries for monotonic scoring functions. The monotonicity of the scoring function enabled to exploit domination relationships between objects to reduce communication and local accesses. In this section we propose to resolve queries defined by a general, non-monotonic function, by representing it as a difference of two monotonic
A large family of functions -those of bounded variation -can be represented in such a manner; these functions include, for example, all functions with bounded derivatives in a certain domain. Also, every continuous function on a closed and bounded domain can be arbitrarily approximated by a function of bounded variation (see Section 6.1 and Appendix IV). This enables the suggested method to deal with most, if not all, functions which need to be computed in real-life applications.
We start by presenting an algorithm that exploits a d.m. representation to efficiently resolve distributed threshold queries. Then, we formally define a large class of functions and show how to construct d.m. representations for its members.
The TB Algorithm
Given a d.m. representation f () = m 1 () − m 2 (), and a threshold τ, we select an additional threshold referred to as the dividing threshold, denoted by t div . The details of how to select t div are discussed in next subsection . We now make the following simple observation, which will serve as the basis for our algorithm: for a vector x, if m 1 ( x) < t div and m 2 ( x) > t div − τ, then m 1 ( x) − m 2 ( x) = f ( x) < τ. Therefore, if the global statistics vector x j of the object o j satisfies these two inequalities, we can conclude that its score is below τ.
Once the dividing threshold has been selected, the coordinator sends τ and t div to all nodes. Upon receiving τ and t div , each node compiles an LCL, which consists of all objects whose tentative upper bound (TUB) on m 1 ( x j,i ) is above t div (using v lower as the reference vector) and all the objects whose tentative lower bound (TLB) on m 2 ( x j,i ) is below t div −τ (using v upper as the reference vector). The nodes send their LCL's to the coordinator, which compiles a global candidate set, as in the algorithm for monotonic scoring functions. Note that the score of any object that does not appear in the GCS is guaranteed to be below τ. As in the algorithm for monotonic scoring functions, the coordinator requests that the nodes send it the local statistics vectors for all the objects in the GCS, determines their score, and outputs the objects whose score exceeds τ.
Defining the Dividing Threshold
The selection of the dividing threshold (t div ) may significantly affect the performance of the TB algorithm. Given a scoring function f (), a threshold τ, and a d.m. representation of f (), t div affects the size of the LCL at each node. Our goal is to select a value for t div that minimizes the size of the global candidate list (i.e., the union of the LCL's determined at the various nodes). In this section we present a simple method for selecting t div . Experiments show that this method produces results that are not too far from those achieved by selecting the optimal value.
We propose a two-phase approach for selecting t div . In the first phase each node determines a tentative value for the local dividing threshold, denoted t i . This local dividing threshold produces a small LCL. In the second phase an average of the tentative values is determined. This average value is used as the value for t div .
In order to determine t i at each node, the algorithm scans two sorted lists: L TUB , which holds the local vectors in descending order according to the value of their TUB on m 1 (), and L T LB , which holds the local vectors in ascending order according to the value of their TLB on m 2 (). Note that in practice, these lists are computed incrementally on demand, using the skyline approach presented in section 4.3, and their size is bounded according to Theorem 2. The value of t i is determined by the following iterative algorithm: in the k th iteration, the algorithm determines the vectors in position k from L TUB and L T LB , denoted v k and v k , respectively. If v k ≥ v k − τ, then we set t i = v k and terminate. Theorem 2 states that the size of the LCL at the i th node produced by using t i as the dividing threshold is at most twice the size of the smallest possible LCL.
THEOREM 2. Let X be the size of the LCL at the i th node produced by using t i as the dividing threshold. Let t * i be the dividing threshold that produces the smallest LCL at the i th node, and let X * be its size. Then X ≤ 2X * + 1.
PROOF. Let t *
i be the optimum local dividing threshold for node i. According to the dividing threshold definition k 1 vectors exist in L TUB whose score exceeds t * i (v k 1 ≥ t * i , v k 1 +1 < t * i ), and k 2 vectors exist in L T LB whose score is below
Note that these vectors are the first values in L TUB and L T LB respectively. Therefore the minimum size of the optimal candidate set is X * = max(k 1 , k 2 ). Without loss of generality, we assume that X * = k 1 . Next, we show that our algorithm will terminate after at most k 1 + 1 iterations. In the k 1 + 1 iteration, the value of v k 1 +1 is higher than v k 1 +1 − τ:
Therefore t i = v k+1 and the algorithm will terminate. If t i = v k+1 the number of vectors in node i that will be reported is bounded by 2k 1 + 1 = 2X * + 1.
D.M. REPRESENTATION
In the previous section we assumed that the scoring function can be represented as a difference of two monotonic functions. We now show how to construct such a representation. We start by presenting the notion of the total variation of a function.
Total Variation and the d.m. Representation
The total variation of a univariate function is a well-known measure in real analysis [7] . Intuitively, we can think of the variation of a function f (x) over an interval [a, b] as follows: say the interval represents an interval in time, and the value of the function represents the height of a buoy at a given time. The total variation of the function over the interval, denoted V b a ( f ), is the total distance traveled by the buoy during the time represented by the interval.
Formally, the total variation of a multivariate function is defined as follows: , p) ).
We say that a function is of bounded variation over the interval [ a, b] if its total variation is finite. The class of functions of bounded variation over an interval is very large; for example, it contains all functions with bounded derivatives in the interval. Also, most continuous functions are of bounded variation, and those which are not, can be arbitrarily approximated by functions of bounded variation. More on this in Appendix IV.
Variation Based d.m. Representation
In this section we show how to construct a d.m. representation for any function of bounded variation. We define the d.m. repre-
In order to show that this representation is valid, we need to show that m * 1 ( x) and m * 2 ( x) are monotonic.
LEMMA 2. Let f ( x) be a function over the domain [ a, b], and let a
PROOF. Recall that the total variations V u a ( f ) and V v a ( f ) are a supremum on the variation of the respective sets P( a, u) and P( a, v). We map every partition in P( a, u) to a partition in P( a, v) as follows: let p 1 = { a = x 0 ≺ x 1 ≺ ... ≺ x n = u} ∈ P( a, u). We map
Since we mapped every member of P( a, u) to a member of P( a, v) such that the variation of f ( x) on the former exceeds its variation on the latter by
Next we prove that m * 1 ( x) and m * 2 ( x) are monotonic: THEOREM 3. Let f ( x) be a function over the domain [ a, b] . Let m * 1 ( x) and m * 2 ( x) be defined as above. Then m * 1 ( x) and m * 2 ( x) are monotonic.
PROOF. We need to show that m * 1 ( x) is monotonic, i.e., for ev-
Using the inequality
(1) we obtain that m * 1 ( x 2 ) ≥ m * 1 ( x 1 ), as desired. Similarly, it follows that m * 2 ( x) is monotonic.
In Figure 2 a representation of cos(x) as a difference of two monotonic functions is provided. 
Computing the Total Variation
The total variation of a continuously differentiable univariate function over the interval [a, b] is well-known [7] :
The following theorem allows to bound the total variation value for differentiable two-dimensional functions.To the best of our knowledge, it is novel.
, where S is the rectangular region whose lower left corner is a, its upper right corner b, H is the lower horizontal edge, and V the left vertical edge (note that this immediately proves that a function with bounded derivatives if of bounded variation).
PROOF. The proof of Theorem 4 is given in Appendix IV.
If computing the integrals is difficult, one may use a dynamic programming algorithm that computes an approximate total variation value (details in Appendix IV).
EXPERIMENTAL RESULTS
In this section we evaluate the performance of the TB algorithm for executing distributed threshold queries. We tested the algorithm using three real-world datasets and two scoring functions, which we now review.
Data Sets and Scoring Functions
We used the Reuters Corpus (RCV1-v2) [28] , the AOL Query Log [1] and the Netflix Prize dataset [2]. RCV1-v2 consists of 804,014 news stories, each tagged as belonging to one or more of 103 content categories. We restricted ourselves to the 42 categories containing at least 10,000 news stories, and used a pre-computed list of terms [20] contained in each news story. The AOL data consists of log files collected from a large, centralized search engine over three months. The log files contain the terms present in the search queries. The Netflix data consists of ratings on 17,770 movies by 480,189 anonymous users. A full description of the data sets is in Appendix V.
We used two different correlation functions to test the proposed algorithm, defined over three and four attributes: Pearson's correlation coefficient and chi-square. Querying and thresholding correlation functions is a very frequent task in data mining algorithms [14, 37] , such as collaborative filtering, association rule mining, and decision tree construction. The dimensionality (i.e. number of attributes) is similar to that of many aggregation query problems, e.g. [5, 22, 34, 38] . A precise definition of the functions is provided in Appendix V.
Performance Metrics
We used the following metrics: Local and Global candidate sets -the number of objects which satisfy the TUB and TLB constraints.
Communication cost -the number of messages sent during the algorithm's execution. For example, each object reported to the coordinator in the first phase of the algorithm (computing v lower and v upper ) is counted as a single transmission. Each object collected by the coordinator in the second phase is counted as two transmissions -the coordinator's request and the node's response.
Storage access cost -the number of objects that have been locally accessed by the nodes. We evaluated the reduction in local access cost when using the approach described in section 4.3.
Algorithms
Naive -The naive solution collects the distributed data and computes the threshold aggregation query in a central location. The communication cost and access cost of this algorithm are equal to the number of local statistics vectors. We use the naive algorithm for comparison since we are not aware of any other algorithm for thresholding general functions in a distributed setting.
TB -The tentative bound (TB) algorithm presented in this paper, using the d.m. representation.
OPC -The Optimal Constraint Algorithm is an offline algorithm used to compare the performance of the TB Algorithm vs. the best that can be achieved using an optimal variants of our approach. The OPC algorithm calculates the convex hull of each object's local statistics vectors and computes the maximum value of the scoring function over this convex hull. It reports to the coordinator only those objects whose maximum value over the convex hull exceeds the given threshold. Thus, OPC determines the theoretical minimal volume of communication that is mandatory for every convex hullbased algorithm, that is, in which the global vector is known to be the average of the local ones.
Results

Local and Global Candidate Set
We first tested the efficiency of the TUB and TLB constraints in reducing the local and global candidate sets. We tested these constraints over the three data collections (QL-100, RT-42, RC-50), using Pearson's correlation coefficient as a scoring function with the first two collections, and chi-square with the RC-50 data. As Figure  5 demonstrates, these constraints on the average reduce the number of objects in the LCL by three orders of magnitude in comparison to the total number of objects in each node (left two columns). The third column represents the GCS size. As the data distribution is more homogeneous (QL-100,RC-50), the GCS's size is similar to the LCL's size, relative to more heterogeneous data set (RT-42).
Communion Cost
We compared the communication cost incurred by Algorithm TB with the cost incurred by the naive and OPC algorithms. We tested each algorithm over the three collections of data (QL-100, RT-42, RC-50). We present the performance for a few different threshold values. 
Scalability
We tested the algorithm's scalability by comparing the communication cost for different numbers of nodes over the three data collections (QL-100, RT-42, RC-50). Figure 4 presents the communication cost incurred by the algorithm for different numbers of nodes. The TB algorithm is scalable as the reduction in communication cost is maintained with the increasing number of nodes (i.e., between two to three orders of magnitude).
We also tested the TB algorithm scalability over the Netflix Prize dataset, using Pearson's correlation coefficient as the scoring function. Figure 6 presents from two to three orders of magnitude reduction in communication relative to the naive algorithm for various numbers of nodes.
Access cost
Finally, We compared the access cost incurred by the TB algorithm with that incurred by the naive and OPC algorithms. Figure 7 presents access costs for different numbers of nodes over different data collections. TB's access cost is two orders of magnitude lower than the naive approach, and it scales with the number of nodes.
CONCLUSIONS
The TB algorithm applies local geometric constraints and a d.m. representation to efficiently solve distributed threshold aggregation queries. Experiments on real-world data demonstrate a reduction in communication cost by two to three orders of magnitude in comparison with the naive method, while minimizing the computational and storage access costs. The main novelty is in the treatment of general scoring functions, by using the d.m. representation. To the best of our knowledge, there is no previous solution for general, non-monotonic functions, for the problems discussed in this paper. In the future, we plan to apply the d.m. representation to other types of database queries which are currently supported only for monotonic functions.
Appendix I: Computing the Variance and Maximum
Here we show that the variance and maximum can be represented by the aggregation model (a function evaluated at the average data vector). Suppose data is distributed over nodes, and we wish to submit an alert when the data variance crosses a certain threshold. The variance is a fundamental measure of data uniformity, and as such there are numerous applications in which it needs to be monitored [16] . Typically, the exact value of the variance at a given instance is not important; one only needs to submit an alert when it increases beyond a certain threshold. We will now show how to implement this as a threshold aggregation query. Assume for simplicity that the nodes hold scalar values (generalization to data vectors is straightforward). The variance equals the average of the squared values at the nodes, minus the square of the average value. Thus, the nodes can expand their local vectors by adding the squared values, and the variance can be trivially computed from the average of the expanded vectors.
The maximum of the local data vectors is also a very important data characteristic. While it is not possible to exactly describe it as a function on the average vector, it is possible to approximate it with arbitrarily high precision by the following observation: given positive numbers α 1 ...α m , lim
Thus, by choosing a large enough n, and by having the nodes expand their local data by its n-th power, we can arbitrarily approximate the maximum with a function which can be evaluated at the average vector.
Appendix II: Details of the Examples in the Introduction Example 1:
A contingency table of two categorical variables X,Y is a 2 × 2 table which lists all the possibilities of mutual occurrences of X and Y . Assume for example that X and Y are two terms which may or may not appear in a given document. The contingency table of these two terms is defined as . Assume now that we have a database of documents, distributed between many nodes, and we wish to compute the chi-square measure of two terms over the entire database. Each node can compute its own contingency table for the terms, and in the terminology introduced in Section 1, this table is its attribute vector; the global attribute vector is the global contingency table, which is just the sum (or average) of the local ones. Thus, the global score of a pair of terms is the value of the chi-square function evaluated at the sum of the local tables. To demonstrate that this function is non-monotonic, let us look at the following two local contingency tables: The scores of the local tables are 1.3 and 1.49, and the score of the sum table is 13.89. Therefore, the global score can be either much larger or much lower than the local scores, which violates monotonicity.
Example 2: Various Internet-based service providers (e.g., search engines and recommender systems) store users' activity in order to improve their performance. In this example, an advertisement system stores users' activity in a distributed database, containing a few geographically distributed nodes. Each node i logs the number of urls visited by each user j (url i j ) and the number of clicked advertisements (adv i j ) which, in the terminology of Section 1, are the attribute vectors at the nodes. A user's global activity is defined by the average value of the local values, i.e., url j = avg(url i j ) and adv j = avg(adv i j ). One wishes to retrieve all users whose activity is similar to a given number of clicked urls (A) and clicked advertisements (B), by using the distance function f (url j , adv j ) = (url j − A) 2 + (adv j − B) 2 . To demonstrate that this function is non-monotonic, assume A = B = 2 and that a user's activity is distributed over two nodes. At the first node the local attributes vector is (url 1 j = 1, adv 1 j = 3) and at the second it is (url 2 j = 3, adv 2 j = 1). The scores of the local vectors are f (1, 3) = f (3, 1) = 2, however the global score is f (
2 ) = 0 -that is, while the local vectors are both at a distance 2 from A = B = 2, the average is equal to it. On the other hand, if the local vectors are (4, 4) and (2, 2), the local scores are 4 and 0, and the global score is 2. Hence, it is generally not possible to bound the global score, given the local ones.
Example 3:
A distributed monitoring paradigm, aimed at detecting volume and other types of anomalies in distributed systems, was introduced in [19] . A low communication implementation was developed in [15] . The basic algorithm proceeds as follows: assume n nodes and m timesteps. The i-th node constructs a vector Y i of length m, whose j-th entry is the volume of traffic at the j-th timestep at the node. The health of the system is measured by aggregating the n vectors Y 1 , ...Y n and computing their effective dimension, which is the dimension of the lowest dimensional subspace, denoted F, which well-approximates all the Y i (typically, one demands that 1,1,1) . To see that the opposite may occur, assume that the i-th node holds e 1 and e i , where e k , k = 1...n are the vectors of the standard basis. Clearly the effective dimension at each node is 2 (two eigenvalues are 1 and the rest are zero). One of the eigenvectors of the global matrix A is equal to 1, and the rest are equal to e 1 , which is present in all nodes, and thus its eigenvalue is n times larger than the ones corresponding to the other e i 's, which are only present in a single node). Thus, the effective dimension tends to 1 as n increases (since the eigenvalues are squared and then added, the total contribution of the small eigenvalues is of order 1 n ). To summarize, the effective dimension of the average matrix can be either larger or smaller than that of the local matrices, proving that it is indeed non-monotonic.
(a) (b) Figure 9 : Computing total variation of functions in two variables. approximation to the total variation. We now present a dynamic programming algorithm that computes an approximate total variation value. We describe the solution for the two-dimensional case, but it can easily be generalized to any dimension. Given a function f (x, y) over the range
be a partition of the x axis and p y = {a y = y 0 ≺ y 1 ≺ ... ≺ y N 2 = b y } a partition of the y axis. Using these partitions, we construct a grid, G = [p x × p y ]. Using the dynamic programming algorithm described in Figure 10 , we approximate the total variation at each of G's vertices (x i , y j ). The computational complexity is O (N 1 N 2 ) . As N 1 and N 2 increase, G's values are closer to the total variation; however, the computational complexity increases. An example of the total variation of a two dimensional function computed using the dynamic programming algorithm is provided in Figure 11 .
The class of functions of bounded variation
The family of functions of bounded variation is broad enough to cover most, if not all, cases of practical interest. For example, every function with bounded derivatives in a closed domain (e.g. a closed box) is of bounded variation; this follows from Theorem 4. The class of such functions covers, for examples, all multivariate polynomials. This is especially important since, according to the famous Stone-Weierstrass Theorem, every continuous function in a closed and bounded domain can be arbitrarily approximated by multivariate polynomials. Since the d.m. representation can represent any multivariate polynomial, it can arbitrarily approximate any continuous function -even if it is not of bounded variation. Consider for example the function f (x) = xsin( 1 x ) over the interval [0,1] (where f (0) is defined to be 0). This example embodies the class of functions which may not be of bounded variation: such functions must either be unbounded, or have an infinite number of orientation changes, i.e. they have to "zigzag" an infinite number of times; this is because the total variation is the sum of vertical displacements the function's graph makes. Moreover, the sum of the magnitude of these "zigzags" must diverge to infinity. This happens in the case of xsin( 1 x ) since the sum of its vertical changes, or "zigzags", is equal to the harmonic series. We are not aware of any function of practical interest which has this property. It's interesting to note that even this rather pathological example -being continuous -can be arbitrarily approximated by a polynomial, hence, up to a an arbitrarily small error, it can be approximated by a difference of monotonic functions (see Figure 12) .
Lastly, let us note that continuity (and, of course, differentiability) are not necessary conditions for bounded variation; for example, every function which is piecewise continuous and with a finite number of jump discontinuities is also of bounded variation. pair consisted of their local contingency table. The goal was to find terms whose chi-square measure vis-a-vis the category "CCAT" exceeds a certain threshold. Other numbers of nodes were simulated (RC-5, RC-10, RC-25, and RC-100).
RT-42 -we divided the Reuters Corpus into 42 partitions according to the different categories (if a story was tagged as belonging to more than one category, we randomly selected one of them). Each partition simulated data held by one node. Each node contained 1M vectors, each consisting of ( f i A , f i B , f i AB ), as in QL-100. We queried for pairs of terms whose correlation exceeded a given threshold. While the data in QL-100 and RC-50 is homogeneously distributed among the nodes, the RT-42 data is inhomogeneous (data is homogeneous if an object's local statistics vectors over the different nodes have similar values). Other numbers of nodes were simulated (RT-5, RT-10 and RT-25).
NX-100 -we divided the Netflix data to 100 nodes. Each node consists of a set of randomly chosen users. Each node contained 2M vectors representing pairs of movies, where each vector correspond to the number of viewers which rate each movie individually and the number of viewers which rate both movies. Other numbers of nodes were simulated (NX-10, NX-25 and NX-50).
Functions
The following functions were used in the experiments:
Pearson's Correlation Coefficient -given objects A, B, Pearson's correlation coefficient estimates the relation between them. For example, in the query log datasets, let f i A ( f i B ) be the number of queries in node i containing term A(B), and f i AB the number of queries containing both A and B. The local statistics vector at the i th node is x AB,i = ( f i A , f i B , f i AB ). Pearson's correlation coefficient is ρ( x AB ) =
, where x AB = ( f A , f B , f AB ) is the global statistics vector. Chi Square -please see Appendix II.
