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Justificación
Los vehículos aéreos no tripulados, y entre ellos, los helicópteros no tripulados a pe-
queña escala, son sistemas dinámicos de gran interés para la comunidad académica y
científica, debido a su multiplicidad de usos; desde aplicaciones civiles en transporte de
mercancías, agricultura, vigilancia e inspección de edificios o zonas de desastre; hasta
aplicaciones militares de seguridad, rastreo y ataque. [1, 2, 3, 4, 5].
Despiertan un gran interés desde el punto de vista de su operación, puesto que se ven
involucradas tecnologías de telemetría y mando remoto [6], y, por su puesto, la teoría de
control, que debe superar la gran influencia de los efectos aerodinámicos, un alto grado
de interacción entre las variables internas y las características no lineales en su comporta-
miento, que sumadas, hacen del control de estos sistemas, todo un reto desde el punto de
vista de la ingeniería moderna [7, 8].
Los controladores clásicos, como los PI o PID, o el control por retroalimentación de
estados, han demostrado ser ineficientes y poco precisos a la hora de manipular este tipo
de sistemas [9]. Por consiguiente la investigación y el desarrollo de sistemas de control
más robustos se ha convertido en un importante eje de desarrollo que promete revolucio-
nar el campo de los vehículos aéreos no tripulados. En este aspecto, entre las técnicas
vanguardistas y como esta demostrado en [10, 11, 12], el control inteligente ha probado
ser una opción a la medida de estos sistemas dinámicos. Investigar la implementación
de estas novedosas estrategias de control en los sistemas de vuelo no tripulados, es la




Diseñar un sistema de control inteligente para un vehículo aéreo no tripulado de dos
grados de libertad.
Objetivos específicos.
Investigar la aplicabilidad y funcionamiento de los diferentes tipos de control inte-
ligente y control PID para su implementación en el sistema.
Analizar el comportamiento y las dinámicas internas que rigen el funcionamiento
de la planta (Helicóptero de dos grados de libertad).
Diseñar y simular el comportamiento del control PID y el control inteligente com-
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CAPÍTULO 1
Introducción
Desde usos en el sector de defensa y seguridad [16, 17], pasando por la vigilancia en
ciudades o locaciones poco accesibles, [18] [1], a aplicaciones en la industria agrícola, con
sistemas de monitoreo y aspersión aérea [19, 20], los vehículos aéreos no tripulados, por
sus siglas en español (VANT), han despertado el interés de muchas áreas del desarrollo
tecnológico por su versatilidad a la hora de efectuar labores que de otra forma requerirían
más tiempo y esfuerzo. [21] En este aspecto la comunidad científica se ha enfocado en
resolver las dificultades en su implementación, desde los primeros desarrollos más de
un siglo atrás, [22, 23]. Considerados como sistemas de gran complejidad, debido al alto
grado de interacción de sus variables y a la constante presencia de perturbaciones externas,
se ha hecho necesaria la investigación en controladores más robustos y confiables, que
garanticen la estabilidad de vuelo y el seguimiento de las referencia de posición, aún
frente a perturbaciones fuertes, como cambios en la velocidad y dirección del viento, o
cambios en la presión atmosférica.
Entre estos sistemas no tripulados, resalta el helicóptero de dos grados de libertad,
que presenta la configuración de menor cantidad de motores que puede proporcionar un
vuelo estable (2), que lo hace, en términos de consumo de energía, más eficiente frente
a los drones convencionales, en sacrificio de la estabilidad en el vuelo [24]. En términos
generales, es una planta multivariable, no-lineal, con actuadores (motores AC o DC) sus-
ceptibles a los cambios bruscos en la señal de control. Las estrategias tradicionales para
abordar su operación, como el control PI o PID, requieren de la linealización del sistema,
para llevar su control a puntos de operación específicos; esto suele entrar en conflicto con
la naturaleza no lineal del helicóptero y con las perturbaciones ya mencionadas, lo que
lleva a resultados oscilatorios, ineficientes y poco prácticos.
En la vanguardia del control moderno, nuevos método comienzan a tener más rele-
vancia debido a las ventajas comparativas que tienen contra el control clásico, entre estos
métodos resaltan los algoritmos de control inteligente; herramientas que utilizan el cono-
cimiento previo de los sistemas físicos para proponer controladores capaces de aprender
1
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las características de operación de la planta y responder, cada vez con más precisión, ante
los cambios de referencia y las perturbaciones. Entre las técnicas de control inteligente
más estudiadas están las redes neuronales, el control difuso y neuro-difuzo, los algorit-
mos genéticos y el control experto, [25, 26], todas con gran potencial de aplicación en los
helicópteros de dos grados de libertad.
Este documento busca presentar los resultados de la investigación en el campo del
control inteligente aplicado a los VANT, en específico, al helicóptero de dos grados de
libertad, comparando los resultados con un control PID clásico. Los temas necesarios
para abordar la investigación y sus resultados se presentan de la siguiente manera.
El capítulo 2 presenta la terminología técnica y académica necesaria para comprender
los diferentes aspectos de la investigación y la revisión histórica en el campo del control
inteligente. El capítulo 3 explora las características dinámicas del helicóptero de dos gra-
dos de libertad, hace un acercamiento a su modelado y a las complejidades en su control.
En el capítulo 4 se desarrolla la formulación matemática y experimental de las leyes de
control clásico e inteligente que se aplican al modelo descrito en el capítulo 3 y son el
objeto de la investigación de este documento. Finalmente, los capítulos 5,6 y 7 presentan
el marco experimental, los resultados de simulación de los controladores propuestos y las




Para dar claridad sobre la investigación, se deben tener presentes algunos conceptos
claves a la hora de diseñar o implementar cualquiera sistema de control; entendiéndose
como sistema de control, cualquier sistema capaz de influir en el comportamiento de otro
sistema de tal forma que se pueda obtener un resultado deseado.
Sistema físico dinámico: Cualquier proceso natural que involucra la interacción entre
variables conocidas como posición, velocidad y aceleración; carga, corriente y flujo eléc-
trico, etc. Estos sistemas pueden ser objeto de modelos matemáticos mediante el uso de
las leyes establecidas por las disciplinas científicas; cada uno de los modelos puede clasi-
ficarse según su comportamiento: lineal o no lineal; por el número de entradas y salidas
que presentan en: SISO (una entra una salida) a MIMO (Múltiples entradas y múltiples
salidas); por su variabilidad: variantes o invariantes en el tiempo; entre otros.
Vehículo aereo no tripulado (VANT): UAV (del inglés “unmanned aerial vehicle”)
o comúnmente Dron. Es una aeronave sin tripulación, reutilizable, capaz de mantener de
manera autónoma un nivel de vuelo controlado y sostenido, y propulsado por un motor de
explosión, eléctrico o de reacción [27]. Con la progresiva popularización del uso civil de
los drones sus aplicaciones varían, ampliándose el número de consumidores más allá del
terreno militar.
Función de transferencia: En ingeniería, se describe la función de transferencia de
un sistema dinámico invariante en el tiempo, como la representación matemática de la
relación entre su entrada u(t) y su salida y(t). Siendo un modelo teórico del sistema
físico, su cálculo aporta información fundamental sobre el comportamiento de la planta y
es necesario para la aplicación de muchas de las ramas de la teoría de control, [28, 29, 30].
Teoría de control: En la ciencia moderna, se describe la teoría del control, como la
integración interdisciplinaria entre las matemáticas y la ingeniería, que busca desarrollar,
3
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Figura 2.1: Controlador PID clásico [13].
técnicas y metodologías para modificar a voluntad el comportamiento de los sistemas
dinámicos desarrollados por el hombre; con el fin de reducir las probabilidades de fallo y
obtener resultados de funcionamiento deseados, [31, 32].
Control clásico: La teoría de control clásico involucra los conceptos del control aná-
logo y digital, que analizan el comportamiento de los sistemas dinámicos desde el estudio
de su función de su transferencia, y que lo modifican según criterios definidos, mediante
una lazo de realimentación de la salida y(t), el calculo del error e(t) con respecto a una
referencia deseada r(t), con intervención de tres acciones básicas ampliamente estudiadas
y utilizadas en industria: Acción proporcional al error (P ), acción integral al error (I), y
acción derivativa del error (D), [33]. La figura 2.1 muestra el diagrama de bloques de un
controlador clásico.
La acción proporcional Kp aumenta la rapidez de la respuesta y actúa solo en el
transitorio, ya que al final la acción integral Ki elimina el error de estados estacionario.
LA acción derivativa Kd actúa para mejorar la estabilidad.
Control inteligente: El control inteligente es una rama de la ingeniería de control que
propone modelos no convencionales de controladores, basados en reglas de interacción
definidas por el usuario (Control por lógica difusa), algoritmos de aprendizaje de máquina
(Control por redes neuronales) y sistemas de identificación capaces de adaptarse de forma
autónoma a las variaciones presentes en un sistema físico (Control adaptativo), entre otros.
Nace con la motivación de proponer controladores más robustos y que en sinergia con los
algoritmos computacionales, faciliten la implementación de controladores sobre sistemas
de alta complejidad, [25, 34].
Redes Neuronales: Las redes neuronales son un modelo computacional de toma de
decisiones inspirado en la forma como se comportan las neuronas de un cerebro. Se com-
ponen de un cantidad determinada de entidades individuales conocidas como neuronas
artificiales, que están interconectadas entre sí por enlaces lógicos y se diferencian entre
sí por capas encargadas de tareas específicas. La información a la entrada de la red neu-
ronal atraviesa cada capa, sometida a adiciones, restricciones o pesos configurados por el
usuario, produciendo valores de salida que se evalúan mediante una función de costo para
determinar si el comportamiento es adecuado o se deben hacer ajustes a las neuronas. Este
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procedimiento de ajuste, modifica de forma autónoma las características de cada neuro-
na, produciendo una comportamiento de aprendizaje que le permite al sistema entrenarse
para realizar mejor la tarea en cuestión. [35]
Esta característica garantiza que los controladores con redes neuronales, sobresalgan
en campos donde las soluciones son complejas o difíciles de definir a partir de los algo-
ritmos de control convencionales, [34]. La figura 2.2 muestra la representación gráfica de
una red neuronal.
Figura 2.2: Esquema de una red neuronal de tres capas [14]
Neurocontrolador por modelo de referencia: Este tipo de arquitectura de red neuro-
nal, utiliza dos tipos de entrenamiento, el primero para el controlador y el segundo para la
identificación del sistema o planta, la combinación del resultado de ambos entrenamiento
mejora el desempeño del controlador [36].
Neurocontrolador predictivo: En este caso, se puede hablar de un control por predic-
ción en base datos obtenidos previamente del comportamiento del sistema. Esto se logra
gracias a que la red neuronal realiza primero la identificación, y en base a estos resultados
propone un modelo de anticipación que predice su comportamiento futuro.
Neurocontrolador NARMA-L2: El neurocontrolador descrito en esta sección re-
cibe dos nombres diferentes: control de linealización por retroalimentación y control
NARMA-L2 [37]. Este tipo de controlador busca cancelar las no linealidades del sis-
tema convirtiendolo en un modelo lineal. En este proceso se realiza la identificación de la
planta, para luego llegar al entrenamiento de la red neuronal.
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2.2. Marco Histórico
El concepto de control inteligente, como se menciona en la sección anterior, parte de
unir las definiciones de sistemas de control y sistemas inteligentes, ambos, importantes
ejes de desarrollo en los que se sigue investigando actualmente. Es un campo complejo de
la ingeniería del control, de gran desarrollo y también con un gran potencial por explorar.
En sus inicios se concibió como la sinergia entre los sistemas de control computarizados
y la teoría de inteligencia artificial, al final de los años 70, cuando los conocimientos
técnicos y teóricos necesarios estuvieron disponibles [25]
Históricamente se han propuesto cuatro técnicas que componen el control inteligente:
control experto, control por lógica difusa, control por redes neuronales y control por algo-
ritmos genéticos. Cada uno, hace uso de diferentes técnicas computacionales avanzadas,
para efectuar la toma de decisiones que permite manipular a voluntad el comportamiento
de los sistemas dinámicos.
Es necesario destacar como precursor y gran impulsor del control inteligente a Lotfi
Zadeh, quién en 1965 propuso la función de pertenencia y los conjuntos difusos, bases
de todas las técnicas de control inteligente, e introdujo un nuevo valor lingüístico para la
toma de decisiones, replanteando el esquema de control clásico, [38, 39].
Uno de los más importantes precursores fué King-Sun Fu por sus trabajos con Recog-
nition in the loop publicados en 1971, que permitieron el reconocimiento de patrones y lo
que hoy conocemos como Machine Learning [40].
En 1982 Feigenbaum, introdujo la primera definición de control experto [41]. Este
tipo de modelo procesa la información por medio de diferentes normas, establecidas a
partir del comportamiento del sistema. Estas normas se activan a partir de la culminación
de una acción específica y se ordenan de forma escalonada para guiar a la salida a su valor
deseado, por lo que a mayor cantidad de normas más eficaz será el controlador.
En cuanto al control por lógica difusa, resaltan los trabajos de Saridis, Meystel, y el
de Tzafestas. En 1989 proponen la aplicación de un control que estima valores de salida a
partir de reglas que asignan pesos a la entrada, dando prioridad o penalizando cierto tipo
de resultados. [42].
El control por redes neuronales surge como un intento para emular el funcionamiento
de las neuronas en el cerebro humano. Utiliza las herramientas informáticas para crear una
red de nodos, que procesan una entrada a partir de reglas preestablecidas; cuyo desempeño
se evalúa por medio de una función de costo que modifica de forma automática el valor
de las reglas. Sucesivas iteraciones del mismo proceso, permiten que el control mejore
paulatinamente su respuesta. [43].
En 1970, los algoritmos genéticos surgen como rama de la inteligencia artificial, co-
mo propuesta de John Henry Holland [44]. Son llamados así porque se inspiran en la
evolución biológica y su base genética. Su dinámica consiste en crear de forma aleatoria
individuos (que pueden ser las ganancias de un controlador), y evaluar su desempeño;
los individuos con mejor desempeño son recuperados y se agregan mutaciones (modifica-
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Figura 2.3: Panorama mundial de investigación en Control inteligente
ciones arbitrarias) y cruces (combinaciones de individuos) para, seleccionar y reproducir
siempre el mejor desempeño en cada generación, esto a lo largo de un número determina-
do de iteraciones arroja siempre el mejor resultado.
2.2.1. Panorama Actual
El panorama en el campo de control inteligente muestra como el año más activo fue
al 2014, donde se presentaron un 30 − 40 % de trabajos de investigación en el campo
(Ver Fig.2.3). Además de esto es necesario resaltar como los países que reflejan el mayor
porcentaje de investigación referente son China, Estados Unidos, Canadá y España.
En los últimos años, se han dado grandes avances en la implementación de controla-
dores inteligentes. Las cada vez más poderosas herramientas de cómputo permite poner
a prueba el verdadero desempeño de los algoritmos más robustos, así hay variadas incur-
siones en la investigación y puesta en operación de controladores inteligentes en el campo
de la producción energía eólica [45] y en los sistemas de generación y distribución de po-
tencia eléctrica [46], en la manipulación de sistemas de refrigeración, calefacción y aire
acondicionado de gran eficiencia [47] y una gran cantidad de desarrollos adicionales [48].
CAPÍTULO 3
Helicóptero no tripulado de dos grados de libertad
3.1. Descripción física del helicóptero
Un helicóptero de dos grados de libertad es un mecanismo que consta de un cuerpo
o estructura que está sujeta a una base central, sobre la cual se generan dos movimien-
tos angulares, uno sobre el eje w llamado ω y el otro sobre el eje x llamado θ. En cada
extremo del cuerpo del helicóptero se encuentra un motor DC de 9V con una hélice aco-
plada, los cuales son los encargados de generar el torque necesario para mover el siste-
ma. Basados en los modelos de los helicópteros distribuidos por las empresas Feedback-
Instruments [49] y Quanser [50], se crea el siguiente diseño mostrado en la Fig. 3.1. Con
excepción de los motores, las hélices y sus soportes, los componentes restantes fueron
mecanizados mediante un proceso de arranque de viruta y galvanizados con el fin de evi-
tar el óxido en el caso de la base principal y los ejes, las partes restantes no pasaron por
este acabado debido a que fueron hechas en aluminio. La silueta que está fabricada en
acrílico, fue dibujada usando una cortadora láser.
Este mecanismo cuenta con unos contrapesos que permiten estabilizar la posición an-
gular de la cabeza del helicóptero en un punto de operación cero, sin interferir con el
funcionamiento de las demás variables, cuenta con una base de 20 cm que brinda estabi-
lidad y equilibrio, además evita golpes entre el helicóptero y la superficie, también cuenta
con un pivote ubicado en el centro de la planta donde se acoplan los ejes sobre los cuales
se producen los movimientos angulares[9]. Por último, para la lectura de movimientos se
utiliza una MPU6050, que cuenta con acelerómetro y giroscopio. Para el procesamiento
de datos, se utiliza un Arduino UNO.
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Figura 3.1: Helicóptero no tripulado de dos grados de libertad (Sistema real)
3.2. Modelo matemático del helicóptero
El modelo matemático del sistema es no lineal, ya que al menos uno de los estados,
en este caso, la posición del rotor es el argumento de una función no lineal. Para diseñar
un controlador para el vuelo del sistema mostrado en la Fig. 3.2, el modelo no lineal debe
ser linealizado teniendo en cuenta todos los parámetros de la planta descritos en [9].
Las ecuaciones no lineales del modelo matemático [51] del TRMS (Twin Rotor MI-
MO System), o sistema MIMO de doble rotor se derivan del modelo anterior mencionado,
donde el movimiento en Pitch de eje vertical esta dado por la ecuación (3.1).
I1 ∗ Ψ̈ = M1 −MFG −MBψ −MG (3.1)
El rotor tiene una no linealidad, la cual está dada por M1. El torque se deduce por ello,
dada la ecuación (3.2).
M1 = a1 ∗ T 21 + b1 ∗ T1 (3.2)
El par gravitacional se genera alrededor del punto de pivote debido al peso del heli-
cóptero, dado por la ecuación (3.3)
MFG = Mg ∗ sin Ψ (3.3)
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Figura 3.2: Modelo Matemático (Planta)
El par de fricción se modela como fricciones viscosas y de coulomb y se da en la
ecuación (3.4).
MBψ = B1ψ ∗ Ψ̇ +B2ψ ∗ sin(Ψ̇) (3.4)
Cuando el rotor principal cambia su posición en la dirección del azimut, se genera un
torque en el giroscopio dado por la ecuación (3.5).
MG = Kgy ∗M1 ∗ Φ̇ ∗ cos Ψ (3.5)
Para modelar circuitos de control eléctrico y de motor, se utiliza la función de transfe-
rencia de primer orden. En el dominio de Laplace, la cantidad de movimiento del motor





En el plano horizontal de movimiento, se desarrollan ecuaciones similares para Yaw
que están dadas por la ecuación (3.7), (3.8) y (3.9).
I2 ∗ Φ̈ = M2 −MBφ −MR (3.7)
M2 = a2 ∗ T 22 + b2 ∗ T2 (3.8)
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MBΨ = B1φ ∗ Ψ̇ +B2φ ∗ sin(Φ̇) (3.9)
La función de transferencia de primer orden se usa para aproximar el momento de
reacción cruzada MR y está dada por la ecuación 3.10.
MR =







Se linealiza todo el modelo matemático en X0.
X0 =
[
0 0 0 0 0 0 0
]
(3.12)
Hay siete estados y dos salidas para dos entradas. La salida y los vectores de estado
están dados por la ecuación (3.13) y la ecuación (3.14).
x(t) = [ψ φT1 T2MR ψ̇ φ̇]
T (3.13)
y(t) = [ψ φ]T (3.14)
La representación general del espacio de estados de TRMS está representada a conti-
nuación:
ẋ = Ax(t) +Bu(t) (3.15)
y(t) = Cx(t) +Du(t) (3.16)
Después de la linealización y usando los parámetros dados en [51], se obtiene el si-
guiente sistema de matrices :
A =

0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 −0.909 0 0 0 0
0 0 0 −1 0 0 0
0 0 0.218 0 −0.5 0 0
−4.705 0 1.358 0 0 −0.088 0
0 0 0 4.5 −50 −5 0

(3.17)














1 0 0 0 0 0 0
0 1 0 0 0 0 0
]
(3.19)
3.3. Simulación del comportamiento del sistema en lazo
abierto
Es importante tener presente el comportamiento del sistema en lazo abierto para tener
un panorama claro del control del sistema cuando este se realice. Se realiza un esquema
simple del sistema propuesto en ecuación de estados y se comparan las entradas del rotor
principal y del rotor de cola con un escalón unitario.
Los resultados obtenidos al aplicar una entrada tipo STEP se muestran en las Figuras
3.4 y 3.5. En la Fig.3.4 podemos observar como el rotor principal tiene una respuesta
oscilatoria ante la entrada de un escalón unitario. Esta respuesta es bastante intrínseca del
sistema debido a la alta interacción de las variables que lo componen. Al no tener nada
que lo estabilice o lo lleve a la referencia deseada se comporta de manera cada vez más
oscilatoria.
Al igual que en respuesta de la figura anterior, en la Fig.3.5 tendremos una respuesta
igual de oscilatorio sin embargo, con una característica adicional, y es un claro sobre-
impulso inicial, esto se debe a muchos factores, pero uno de los que podrían influenciarlo
es el tamaño de la hélice del rotor de cola, debido a que esta es menor tiende a verse
afectada por el comportamiento de la hélice del rotor principal.
Esta simulación permite identificar diferentes aspectos, como: distintas respuestas del
sistema en lazo abierto para su posterior análisis, realizar un estudio comparativo de las
respuestas del sistema según su entrada debido a que la entrada escalón puede ser rempla-
zada por otros tipos de entradas; adicionalmente, a nivel comparativo permite encontrar
una mejor respuesta del sistema de control implementado.
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Figura 3.3: Simulación del sistema en lazo abierto
Figura 3.4: Respuesta rotor principal a un STEP
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Figura 3.5: Respuesta rotor de cola a un STEP
CAPÍTULO 4
Métodos de control para un helicóptero de dos grados de
libertad
4.1. Generalidades del Control para sistemas MIMO
Como se pudo ver en el capítulo 2, los sistemas MIMO o multivariables son sistemas
que cuentan con dos o más entradas y dos o más salidas. El sistema objeto de estudio de
este trabajo es un sistema MIMO que cuenta con dos entradas y dos salidas que presenta
interacción entre cada una de ellas, esto se evidencia en el sistema acoplado. Sin embargo,
debido a que se busca trabajar el sistema por acción de cada rotor, se hizo necesario
encontrar una función de transferencia o un modelo lineal que representara el sistema
real; esto podría ser representado por una base de datos tomada del sistema real, o por
una función de transferencia de cada rotor tomada por algún proceso de identificación;
este ultimo es el caso de este trabajo. Las funciones de transferencia 4.1 y 4.2 tomadas
de [9], modelan el comportamiento del sistema gracias a un proceso de identificación por
mínimos cuadrados recursivos en el rotor principal y el rotor de cola respectivamente.
tfp =
−0.00160991z2 − 0.000116914z + 0.010923
z3 − 1.19366z2 − 0.318819z + 0.518724
(4.1)
tfc =
1.97808z2 − 0.00386559z − 0.0978556
z3 − 0.000807013z2 + 0.0015364z + 0.00305298
(4.2)
4.2. Control PID Acoplado-Desacoplado
Uno de los controladores más utilizados para comparar el comportamiento de dife-
rentes controladores sofisticados, es sin duda el controlador PID. Para este controlador se
15
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Figura 4.1: Simulación del controlador PID en la planta
realiza una simulación en el programa de simulink mostrada en la Fig 4.1.
Esta simulación contiene el sistema completo del helicóptero no tripulado de dos gra-
dos de libertad, visto en el sistema de espacio de estados del capitulo4. Debido a que se
busca mostrar la respuesta para un sistema desacoplado, encontrando así la señal del rotor
principal y la señal del rotor de cola que se requiere para comparar resultados de los con-
troladores en el capítulo 6. En este miso esquema encontramos una señal de referencia
variable para el rotor principal y para el rotor de cola, al igual que una referencia nula
para ambos rotores cuando se desacople la planta, esto representa la entrada del sistema
que se toma como referencia en la Fig.6.1 y la Fig.6.2. Adicionalmente, se encuentran los
bloques de cada uno de los controladores PID para cada rotor y para el sistema acopla-
do, previamente sintonizados con ayuda de Simulink. Continuo a a esto se encuentra un
bloque de saturación que me permite eliminar el error de estado estable que me estaba
presentando la señal de salida del sistema; obteniendo los resultados vistos en las figuras
6.1 y 6.2.
4.3. Control Inteligente
Aunque hay diferentes tipos de control inteligente por redes neuronales, era importan-
te encontrar cual sería el modelo que se adaptaría mejor al sistema. Debido a la compleji-
dad del sistema, se decidió encaminar la investigación por el diseño de neurocontrolador
NARMA-L2, debido a su facilidad de diseño con respecto a los neurocontroladores basa-
do en un modelo de referencia o neurocontroladores predictivos.
4.3.1. Redes neuronales por Modelo NARMA-L2
El neurocontrolador descrito en esta sección recibe dos nombres diferentes: control
de linealización por retroalimentación y control NARMA-L2. Se denomina linealización
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Figura 4.2: Diagrama de control NARMA-L2 para el rotor principal
por retroalimentación cuando el modelo de planta tiene una forma particular (forma com-
plementaria). Se denomina control NARMA-L2 cuando el modelo de la planta se puede
aproximar de la misma forma. La idea central de este tipo de control es transformar la
dinámica del sistema no lineal en dinámica lineal cancelando las no linealidades. Es-
ta sección comienza presentando el modelo de sistema de formulario complementario y
mostrando cómo puede usar una red neuronal para identificar este modelo. Luego describe
cómo el modelo de red neuronal identificado puede usarse para desarrollar un controla-
dor. A esto le sigue un ejemplo de cómo utilizar el bloque de control NARMA-L2, que se
encuentra en el conjunto de bloques Deep Learning Toolbox.
Rotor Principal
Se realiza el montaje del diagrama de bloques con el programa de Simulink, con el
controlador anteriormente propuesto; obteniendo como resultado la Fig.4.2
Al igual que para el controlador PID, se utiliza un bloque de referencia variable con
los mismos valores de referencia que para el PID del rotor principal, de esta forma se
realiza una adecuada comparación. Seguido de esto, encontramos el bloque de control,
configurado según se menciona en el capitulo 5. A la salida de la señal de control se colo-
ca el sistema, que en este caso es una función de transferencia del rotor principal; debido
a que la misma debe corresponder al sistema real se utilizó la mencionada en el capítulo
5. La entrada del sistema corresponde a los valores configurados en la Fig.5.1, corres-
pondientes a la señal de PWM en el sistema real, mientras que la salida corresponden a
valores en radianes correspondientes a la posición angular del rotor principal en el sistema
real; esta misma salida se realimenta a la entrada del controlador para finalmente obtener
el diagrama de control en lazo cerrado.
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Figura 4.3: Diagrama de control NARMA-L2 para el rotor de cola
Rotor de Cola
Al igual que en el diagrama anterior, se presenta el diagrama de bloques del lazo de
control en Simulink para el rotor de cola, en la Fig.4.3
De la misma forma se utiliza un bloque de referencia variable a la entrada del contro-
lador, que permite una comparativa con el PID del mismo rotor, ya que son los mismos
valores de referencia. Los parámetros configurados de este controlador se pueden obser-
var en la Fig.5.2, donde finalizado el proceso de control, se obtiene una señal de salida al
sistema real del rotor de cola representado por una función de transferencia mencionada
en el capitulo 5. Al igual que el rotor principal la entrada del sistema es un PWM y la
salida su posición angular en radianes. Finalmente obtenemos el diagrama de control en
lazo cerrado para el rotor de cola de la Fig.4.3.
CAPÍTULO 5
Marco Experimental
AL trabajar con neurocontroladores tipo NARMA-L2 es importante tener en cuenta
algunos aspectos de diseño si queremos obtener la mejor respuesta de este.
5.1. Detalles del controlador para el rotor principal
En la Fig. 4.2, se ve el diagrama de control NARMA-L2 para el rotor principal, a partir
de aquí se abre una ventana donde se configuran los parámetros del controlador como se
muestra en la Fig. 5.1.
Esta ventana permite entrenar el modelo NARMA-L2. No hay una ventana separada
para el controlador, porque el controlador se determina directamente a partir del modelo.
Según la Fig. 5.1, lo primero que se configura es la arquitectura de la red, comenzando
por el tamaño de la capa oculta, el número de entradas con retraso de la planta y número
de salidas. Se sugieren los mostrados en la imagen y pasamos a configurar los parámetros
de entrenamiento. En la siguiente sección se configura el número de muestras que el
sistema utilizará para generar la DATA de entrenamiento, adicional a esto, se configuran
los límites por los cuales se entrenará el sistema, esto debe realizarse según las entradas y
dependiendo de la referencia que se esté cargando. Para este caso en particular, el sistema
real varía en un rango de 30 y -30 grados lo que en radianes se traduce entre -0.25 y 0.25
radianes como valor mínimo y máximo respectivamente a la salida.
Adicionalmente, se carga el modelo correspondiente al rotor de cola; antes de generar
la DATA de entrenamiento. En la última sección se configuran los parámetros de entrena-
miento, una vez generada la DATA de entrenamiento, estos parámetros se derivan en una
función de entrenamiento de la red neuronal y un número específico de ’Epochs’, que en
términos de redes neuronales artificiales, se refiere a un ciclo a través del conjunto de da-
tos de entrenamiento completo, en este caso se configura 200, aunque este dato varia una
vez culmine el entrenamiento, dado que la red puede culminar el entrenamiento mucho
19
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Figura 5.1: Parámetros configurados en el controlador del rotor principal
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Figura 5.2: Parámetros configurados en el controlador del rotor de cola
antes.
5.2. Detalles del controlador para el rotor de cola
En la Fig.4.3, se muestra el diagrama de control NARMA-L2 para el rotor principal,
a partir de aquí se abre una ventana donde se configuran los parámetros del controlador
como presenta en la Fig.5.2.
Al igual que se mencionó anteriormente, para el rotor de cola, se configuran los pará-
metros del mismo controlador.
Según la Fig.5.2, al configurar la arquitectura de la red, comenzando por el tamaño
de la capa oculta, el número de entradas con retraso de la planta y número de salidas. Se
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sugieren los mostrados en la imagen y se procede a configurar los parámetros de entrena-
miento.
En la siguiente sección se deben configurar los límites para generar la DATA de en-
trenamiento; debido a que el rotor de cola varía en un rango de 90 y -90 grados lo que en
implica entre -1.57 y 1.57 radianes como valor mínimo y máximo respectivamente.
En la última sección se configuran los parámetros de entrenamiento, una vez generada
la DATA de entrenamiento, estos parámetros se derivan en una función de entrenamiento
de la red neuronal, que para este caso es la misma que para el rotor principal, al igual que
el número de ’Epochs’.
CAPÍTULO 6
Resultados
En este capitulo se muestran los diferentes resultados obtenidos en la simulación de
cada uno de los controladores con el sistema propuesto en el capitulo 4, aplicado al sis-
tema real obtenido por medio de una identificación del mismo sistema realizada en en
[9].
6.1. Resultados Controlador PID
A partir de la simulación mostrada en el capitulo 4, en la Fig. 4.1, se puede observar
la respuesta que tiene el controlador PID en ambos rotores.
6.1.1. Control PID en el Rotor Principal
Para esta primera respuesta, se muestra la señal de control individual en el rotor prin-
cipal, teniendo en cuenta que se han sintonizado las constantes del controlador de manera
experimental.
En la Fig. 6.1, podemos observar en el primer cuadrante, la señal del rotor principal
alcanzar de manera exitosa la referencia dada, al mismo tiempo en el segundo cuadrante,
la señal del rotor de cola tiene pequeñas perturbaciones; esto se da debido a que el tamaño
de la hélice principal es mayor a la hélice del rotor de cola, sin embargo, el sistema tiende
a eliminar este error de posición respecto a la referencia.
6.1.2. Control PID en el Rotor de Cola
La segunda respuesta muestra la señal de control individual sobre el rotor de cola.
Al igual que el rotor principal, las tres acciones del control PID han sido sintonizadas de
manera experimental.
23
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Figura 6.1: Respuesta controlador PID en el rotor principal[15]
Figura 6.2: Respuesta controlador PID en el rotor de cola [15]
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Como se puede apreciar en la Fig. 6.2, la señal del rotor de cola sigue de forma exitosa
la referencia, con un sobre-impulso despreciable. Por otro lado, se puede apreciar en el
primer cuadrante, como la señal del rotor principal carece de oscilaciones, esto se debe al
tamaño de las hélices, donde la hélice principal no genera ningún movimiento angular en
la cola.
6.2. Resultados Control Inteligente: NARMA-L2
Este tipo de control, como bien se expuso en el capitulo anterior, presenta tres tipos
de resultados. Un primer resultado parte de la generación de datos configurando los pa-
rámetros necesarios expuestos en el capítulo anterior, el segundo resultado se presenta al
realizar el entrenamiento de la red neuronal y, finalmente, como resultado de control se
obtiene el seguimiento de la señal de cada rotor a una referencia dada.
6.2.1. Rotor Principal
A partir de los parámetros configurados en la Fig. 5.1 en la sección de entrenamiento,
se obtiene la DATA de entrenamiento, este paso reúne el comienzo de la identificación de
la planta debido a que el sistema genera datos de entrada y de salida de la planta. Para el
rotor principal se utilizaron 2500 iteraciones, estos resultados se pueden ver en la Fig. 6.3.
Es importante notar como en la Fig. 6.3 lo datos de entrada de la planta para el proceso
de identificación se limitan bajo los parámetros previamente configurados, debido a que
la referencia se realiza entre -0.5 y 0.5 el sistema se entrena con estos datos para tener
una respuesta adecuada, en el gráfico inferior de la misma figura vemos que a la salida
se obtienen los datos de entrenamiento que corresponden a los datos de entrada con una
pequeña diferencia de magnitud, la cual podrá notarse en el gráfico siguiente donde se
visualiza el error de la señal.
El siguiente paso, antes de obtener resultados de control, corresponde al entrenamiento
de la red. Como se mencionó anteriormente se configura el tipo de función y el número
de ciclos de entrenamiento, por medio de un proceso experimental se llegó a la respuesta
mostrada en la Fig. 6.4.
Notese que en la Fig.6.4, se puede observar la entrada y la salida de la planta; en los
cuadrantes superiores y en el cuadrante inferior derecho se observa la seña de salida del
entrenamiento de la red neuronal, una respuesta bastante similar a la salida del sistema.
Finalmente, en el cuadrante inferior izquierdo se observa el error final del entrenamiento,
un error bastante pequeño en comparación a las referencias de entrada y salida. Esto
demuestra un adecuado entrenamiento de la red neuronal.
Una vez se aceptaron los datos de entrenamiento de la red neuronal, se cargó nueva-
mente el sistema para obtener los resultados del controlador NARMA-L2 para el rotor
principal, visto en la Fig.6.5.
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Figura 6.3: Generación de datos de entrenamiento - Rotor Principal
La Fig.6.5, muestra la respuesta ante 5 cambios de referencias dados en intervalos
de tiempo de 10 segundos. Se puede apreciar que la señal del rotor principal responde
con rapidez a cada cambio de referencia pero presenta un error de estado relativamente
pequeño para las referencias positivas, error predecible a partir del entrenamiento de la red
neuronal; en cuanto a las referencias negativas el comportamiento de la señal es óptimo.
Otra característica notoria para la misma respuesta es que la señal sigue las referencias
sin presentar oscilaciones.
6.2.2. Rotor de Cola
A partir de los parámetros configurados en la Fig.5.2 en la sección de entrenamiento,
se obtiene la DATA de entrenamiento, este paso es esencial para que la red pueda cono-
cer las dinámicas de funcionamiento de la plata. Para el rotor de cola se utilizaron 2500
iteraciones, estos resultados se pueden ver en la Fig.6.6.
comparando los datos de la entrada del sistema con los datos de salida, de la Fig.6.6,
se puede notar un adecuado comportamiento en cuando a la generación de Data se refiere.
El siguiente paso, antes de obtener resultados de control, corresponde al entrenamiento
de la red. Configuradas el tipo de función y el número de ciclos se procede a mostrarlos
resultados como se expone en la Fig. 6.7.
De la Fig. 6.7, se puede observar como para una entrada y salida de datos del entre-
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Figura 6.4: Entrenamiento de la red Neuronal - Rotor Principal
Figura 6.5: Resultado Final Control inteligente del Rotor Principal
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Figura 6.6: Generación de datos de entrenamiento - Rotor de Cola
namiento de la red neuronal, presentados en los cuadrantes superiores y en el cuadrante
inferior derecho, se obtiene un error considerablemente pequeño.
Una vez se aceptaron los datos de entrenamiento de la red neuronal, se carga el sistema
para obtener los resultados del controlador NARMA-L2 para el rotor de cola, visto en la
Fig.6.8.
A partir del proceso anterior, se obtuvo una respuesta en la Fig.6.8, en la cual se
observa el seguimiento de los múltiples cambios de referencia para el rotor de cola, sin
oscilaciones, sin error de estado estacionario, y con un sobre impulso notable en for de
delta de dirac, dado para cada cambio de referencia.
6.3. Comparación de resultados
En esta sección se realiza un breve análisis comparativo de los resultados obtenidos
por el controlador por redes neuronales, el controlador NARMA-L2 y los resultados ob-
tenidos por el controlador clásico PID para una misma referencia.
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Figura 6.7: Entrenamiento de la red Neuronal - Rotor de Cola
Figura 6.8: Resultado Final Control inteligente del Rotor de Cola
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6.3.1. Rotor Principal
En la Fig.6.1, se puede ver la respuesta del controlador PID en el primer cuadrante
para el rotor principal, se puede observar como la señal de este rotor alcanza de manera
exitosa la referencia, sin perturbaciones, de forma rápida y sin error de estado estado
estacionario, mientras que en la Fig.6.5, para el mismo rotor se observa la respuesta del
controlador NARMA-L2 donde la señal del rotor principal hace un adecuado seguimiento
a la señal de referencia de forma rápida y sin perturbaciones, sin embargo este tiene un
pequeño error de estado estacionario para las referencias positivas y alcanza de forma
exitosa la referencia negativa.
6.3.2. Rotor de Cola
Al analizar los resultados obtenidos en la Fig.6.2, se ve en el segundo cuadrante la
señal del rotor de cola siguiendo la señal de referencia de manera precisa, sin perturba-
ciones, con un pequeño sobreimpulso en cada cambio de referencia pero llegando sin
dificultad y de forma rápida a la señal de referencia. En la Fig.6.5, se observa como la
señal del rotor principal llega de forma perfecta a la referencia, con un alto sobreimpulso
que es corregido inmediatamente, alcanzando la referencia sin perturbaciones evidentes.
CAPÍTULO 7
Conclusiones
Los dos controladores implementados tuvieron un desempeño satisfactorio en am-
bos rotores del helicóptero de dos grados de libertad,.
La respuesta del controlador por redes neuronales no iguala a la respuesta del PID
en el control del rotor principal, esto se debe a que requiere un alto costo compu-
tacional y considerable numero de iteraciones para el entrenamiento de la red neu-
ronal. Sin embargo, la respuesta fue rápida y con un error de estado estacionario
muy pequeño que puede mejorarse en futuros trabajos.
Una clara ventaja del uso de controladores inteligentes por redes neuronales es su
adaptabilidad a los cambios de referencia y a las variaciones en la planta, esto se
consigue con el entrenamiento de la red lo que facilita la implementación del con-
trolador. En contraposición, el PID trabaja solo alrededor de los puntos de operación
dispuestos por el procedimiento de linealización, lo que conlleva a inestabilidades
fuera de ese marco; a demás, cambios en la planta implican recalcular las ganancias
del controlador.
Aunque la respuesta del controlador NARMA-L2 en el rotor principal no fue la más
óptima, se puede inferir por su comportamiento que un entrenamiento de mayor
grado, con un alto coste computacional puede arrojar una respuesta similar a la
obtenida en el rotor de cola, que demostró ser la más eficiente.
El controlador PID sigue demostrando su eficacia ante modelos SISO, más estudios
sobre redes neuronales, y la aplicación de estos controladores sobre el sistemas





8.1. Uso de bloque de control
La configuración del bloque de control NARMA-L2, se debe realizar constantemente,
con el objetivo de encontrar la mejor respuesta en el sistema, es por ello que se recomienda
durante el entrenamiento de la red, no cerrar ninguna de las ventanas del bloque de control
debido a que está información no se guarda hasta que el proceso culmine.
8.2. Motores de búsqueda
Uno de los principales motores de busqueda de este trabajo fue SCOPUS, Google
Scholar, Web of Science e IEEE xplore, son plataformas que se pueden encontrar en el
portal institucional y que permiten una búsqueda confiable, con información precisa y
artículos relevantes al objeto de investigación.
8.3. Coste computacional
Debido a que el uso de controladores por redes neuronales requieren un constante
entrenamiento de la red neuronal e implican diferentes procesos de alto coste compu-
tacional, se recomienda realizar las simulaciones en un dispositivo con alta velocidad de




Los recursos financieros con los que se planeó trabajar durante el segundo semestre
de 2020, se pueden observar en la Fig.9.1.
Debido a la condición actual por el covid-19, no se utilizaron los recursos presupuesta-
dos, al realizarse las reuniones de manera virtual y al obtener resultados de simulación, no
se realizaron gastos de administración ni de transporte; sin embargo, el tiempo estimado
se cumplió para cada una de las actividades, y se hizo uso de los recursos materiales.
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Figura 9.1: Presupuesto
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