ABSTRACT. We study the structure of linear codes over the ring B k which is defined by
INTRODUCTION
In the beginning, algebraic coding theory considers finite fields as alphabet codes. Codes over finite rings were introduced later in early 1970s by Blake [3, 4] . He [3] showed how to construct codes over Z m from cyclic codes over F p , where p is a prime factor of m. He [4] then further observed the structure of codes over Z p r . Spiegel [19, 20] generalized Blake's results to codes over Z m , where m is arbitrary positive integer. Study of codes over finite rings attracted great interest in algebraic coding theory through the work of Hammons, Kumar, Calderbank, Sloane and Solé [11] , where they show how several well-known families of nonlinear binary codes were intimately related to linear codes over Z 4 .
Recently, codes over infinitely family of rings which are an extension of the binary field,
, are considered by Cengellenmis, Dertli, and Dougherty [6] . The reason why they [6] considered linear codes over this ring is, among other thing, because it has two Gray maps which relate codes over such ring and binary codes. This ring has also nontrivial automorphisms which nicely be used to define skew-cyclic codes over the ring [15] (see also [1] for a special case) and produced certain optimal selfdual cyclic codes. Very recently, investigations about skew-cyclic codes over the ring A k have been generalized by the authors and others ( [16] ) to the ring
. However, the investigation on the structure of linear codes over the ring B k is yet to be done.
The purpose of this paper is to study some structural aspects of linear codes over the ring B k . After preliminaries for the ring B k in section 2, section 3 considers linear codes over B k . MacWilliams relations are also provided here. Selfduality of the codes over B k is presented in section 4. Singleton-type bounds for the codes are mentioned in section 5. The paper is ended by characterizing cyclic and quasi-cyclic codes using their images under the Gray map. Throughout this paper, we follow standard definitions for undefined terms as used in many coding theory books (e.g. [12] ).
PRELIMINARIES
In this section we study the ring B k , its units, ideal structure and its properties. Some of the results here have appeared in [17] , but we include here for the reader's convenience. We begin by defining an infinite family of ring B k as a generalization of the ring A k .
Let v i , for 1 ≤ i ≤ k, be an indeterminate and F q be a finite field of order q. The ring B k is the ring of the form
for some prime p and non-negative integer r. It is a finite non-chain ring as there exist more than one maximal ideals. For example, if k = 1, then B 1 = F p r + vF p r , where v 2 = v. We also define B 0 := F p r . The ring B k forms a commutative algebra over the prime field F p r .
Let [1, m] := {1, 2, . . . , m}, Ω = {1, 2, . . . , k}, and 2 Ω be the collection of all subsets of Ω. Also, let w i be an element in the set {v i , 1 − v i }, for 1 ≤ i ≤ k. It has been proven (see [17, Lemma 1] ) that the ring B k can be viewed as a vector space over F p r of dimension 2 k whose basis consists of elements of the form ∏ i∈S w i , where S ∈ 2 Ω . Moreover, the following three properties are discussed in [17] . We also note that every element a in B k can be written as
for some α S ∈ F p r , where v S = ∏ i∈S v i , and v ∅ := 1. Following [17] , define a Gray map ϕ as follows,
The map ϕ is bijective. Furthermore, this map can be extended into n tuples of B k naturally as follows. a 1 , a 2 , . . . , a n ) −→ (ϕ(a 1 ), ϕ(a 2 ), . . . , ϕ(a n )).
Since ϕ is a bijection map, so is ϕ.
Using the characterization of maximal ideals in Proposition 2, we obtain the following theorem. We can also define another Gray map as discussed in [17] . Every element γ in B j , where j ≥ 1, can be written as γ = α + βv j , for some α, β ∈ B j−1 (considering
The map Φ k is a bijective map as shown in [17] . Note that, this map is also the generalization of the Gray map in [6] . Again, this map Φ j can be extended into n tuples of B k naturally becomes Φ j as before.
LINEAR CODES OVER B k
A code C ⊆ B n k is called linear if C is a submodule over B k . In next section we consider the important class of linear codes, namely self-dual codes over B k . For that purpose we define the inner product in B n k . 3.1. Inner Product. We consider two inner products in B n k . First, we have Euclidean inner-product as follows
where 
Define the function γ : B k −→ {−1, 0} as follows.
Then, we have the following properties.
Proof. We will show, by mathematical induction, that
First, we note that
Now, assume that,
Then, we will show
, and
The previous multiplication can be simplified as
Note that, the second equality comes from the assumption. Moreover,
Therefore, by the above arguments, we have
The rest of the proof is similar to the proof of [6, Theorem 4.4].
Minimal Generating Sets.
Based on the form of maximal ideals in the ring B k as described in Proposition 2, it is easy to see that, there are 2 k maximal ideals in B k . Let I i be the maximal ideal as in Proposition 2, where 1 ≤ i ≤ 2 k . Also, the direct sum of any two distinct I i and I j will produce B k , since if for some l, v l ∈ I i , then 1 − v l must be in I j , for j = i. Now, consider the map
It is well-known that since I i is a maximal ideal, then B k /I i is a field. We define the map
. Then, the map Θ −1 is an isomorphism by Chinese Remainder Theorem. Following [6] , we define the following notions.
are linear independent for some i.
Following the notion in [8] , the generating set that is both independent and modular independent is called minimal generating set.
It is not always possible to put the minimal generating set of a code into a matrix in standard form. See the following example.
Example 6. Take k = 1, p = 2, and r = 2. Let α be the root of the polyno-
. Now, let C be a code generated by the vector (1 + v, v, v) 
is both independent and modular independent, since the condition
, which satisfies the one in Definition 1, and
Recall that the generator matrix in standard form for linear codes over B 1 is 
To make vector (1 + v, v, v) fit to the above form, we need two vectors, i.e. (1 + v)(1, 0, 0) and v(0, 1, 1) . The previous vectors are not modular independent, since their image under Θ 1 is (1, 0, 0), (0, 0, 0), and their image under Θ 2 is (0, 0, 0), (0, 1, 1).
Let u = (β 1 , β 2 , . . . , β n ) be a nonzero vector in B n k , and β 1 , . . . , β n be an ideal generated by β 1 , . . . , β n . Also, let I(u) = | β 1 , . . . , β n |. 3.3. MacWilliams Relations. MacWilliams relation provides a connection between weight distribution of a linear codes and its dual. In this subsection, we study some class of MacWilliams relation of linear codes over B k .
Recall that, the field F p r can be viewed as an r-dimensional vector space over
Also, for any x = (x 1 , . . . , x n ) ∈ F n p r , we define the weight of x as follows
Note that, if p = 2 and B is a trace-orthogonal basis, the above weight is the Lee weight in [2] . Now, using the Gray map ϕ, we define the weight of any α ∈ B k as
which will correspond to Lee weight in [6] when p = 2 and r = 1.
As we have already seen, the ring B k is isomorphic to F 2 k p r . Therefore, the generating character for B k is the product of generating character for the field F p r . Now, we define the character χ for F p r such that
for any x ∈ F p r , where ξ = exp(2πi/p). We can see that, χ is a generating character. Therefore, the generating character χ for B k is
for any β ∈ B k , by Chinese Remainder Theorem. Now, define the matrix T indexed by α, β ∈ B k , as follows
and the matrix T H as follows
Define the complete weight enumerator for a code C as
where n b (c) is the number of occurrences of the element b in c. Then, we have the following MacWilliams relations for complete weight enumerator.
Theorem 8. (MacWilliams Relations for CWE) Let C be a linear code over B k , then
and
Proof. This theorem is a consequence of [21, Corollary 8.2].
As we can see, T is a p r2 k by p r2 k matrix indexed by the elements of B k . Denote by B × k the group of units in B k . Define the relation ∼ as follows: α ∼ α ′ if α ′ = uα, for some u ∈ B × k . It can be seen that the relation ∼ is an equivalence relation, so we define A = {α 1 , . . . , α t } be the set of representatives. Let S be the t by t matrix indexed by the elements in A. Also, define S α,β = ∑ γ∼β T α,γ . Now, if α ∼ α ′ then for any column β we have
Since ϕ(αγ) = ϕ(α)ϕ(γ), where the multiplication in the righthand side of equality carried out coordinate-wise, we have
Define the symmetrized weight enumerator for a code C as
where swc α (c) = ∑ α ′ ∼α n α ′ (c). Then, we have the following theorem.
Theorem 9.
(MacWilliams Relation for SWE) Let C be a linear code over B k , then
Proof. Apply [21, Theorem 8.4 ].
Remark 1.
We note that when p = 2 and r = 1, the above symmetrized weight enumerator is equal to complete weight enumerator, since the only unit in A k is 1.
SELF-DUAL CODES
We define two types of self-duality for codes as follows.
The proposition below shows the non-existence of Euclidean self-dual codes of length 1 over 
Then, we have the following results. As a direct consequence, we have the following corollary.
Corollary 13. If C is a Hermitian [Euclidean] self-dual code over B k , then there exists a self-dual code C
′ over B j , for all j > k, with ∏ j,k (C ′ ) = C.
Euclidean Self-Dual Codes.
The following theorem gives a characterization for Euclidean self-dual codes over B k . Note that here CRT(C 1 , . . . , C 2 k ) is defined as a pre-image of (C 1 , . . . , C 2 k ) under the map Θ, namely Then, we have the following consequence.
Corollary 15. Euclidean self-dual codes of length n over B k exist if and only if n is even.
Proof. Apply Theorem 14 and the well-known fact that the Euclidean self-dual codes of length n over finite field exist if and only if n is even.
The theorem below describes the relation between Euclidean self-duality of the code and Euclidean self-duality of its image under the Gray maps ϕ and Φ k .
Theorem 16. The image under the maps ϕ and Φ k of an Euclidean self-dual code is an Euclidean self-dual code over finite field F p r .
Proof. Follows from the fact that ϕ and Φ k are linear maps. As a direct consequence, we know the existence of Hermitian self-dual codes for all lengths.
Corollary 19. Hermitian self-dual codes over B k exist for all lengths.
Proof. Take the direct products of codes in Theorem 18.
The image of a Hermitian self-dual code need not to be self-dual. Consider the following example.
Example 20. Let p = 2, r = 2, and k = 1. Take I = 1 − v . As we can see, ϕ(1 − v) = (1 0), which is neither Euclidean (Hermitian) self-orthogonal nor Euclidean (Hermitian) self-dual.
By similar point of view as in [6] , we have that B j is isomorphic to B 2 j−1 (as a convention, B 0 = F p r ) via the Chinese Remainder Theorem, for any j ≥ 1. As a consequence, if C is a Hermitian self-dual code over B j , then C is isomorphic to D × D ⊥ , where D is any code over B k−1 . Then, we have the following theorem. Proof. From the facts that Φ k is a distance preserving map and the Hamming weight enumerator for codes over B k satisfies the MacWilliams relation as in [14] (see Section 3.3), we have the Hamming weight enumerator for Φ k (C) also satisfies the MacWilliams relation.
Theorem 21. If C is a Hermitian self-dual code over B k , then, with the proper arrangement of indices, C is isomorphic to
Then, we have the following construction for formally self-dual codes over F p r with respect to the Hamming weight.
Corollary 23. If C 1 , C 2 , . . . , C 2 k−1 are arbitrary codes over F p r , then
given the right ordering of indices) is a formally self-dual code of length n over F p r with respect to the Hamming weight.
Proof. Apply Theorem 21 and Theorem 22.
SINGLETON-TYPE BOUNDS
The rank of a code C is defined as the minimum number of generators of C, and the free rank of C is defined as the maximum of the ranks of the free B k -submodule of C.
The Singleton bound states that a code C of length n over an alphabet A satisfies d H (C) ≤ n − log |A| (|C|) + 1, where d H (C) denotes the Hamming distance of a code C. A code attaining this bound is called MDS code. Meanwhile, it is show in [18] that a code C of length n over a principal ideal ring satisfies d H (C) ≤ n − r + 1, where r is the rank of C. A code attaining this bound is called MDR code. Notice that, if C is an MDR and free code, then C is an MDS code, since the rank and the free rank of C coincide.
Let C be a code over B k with C = CRT(C 1 , . . . , C 2 k ), where C i is a code over F p r . As proved in [9] , we have that
and C is a free code if and only if each C i is a free code of the same rank. Moreover, using the above facts, as stated in [9, Theorem 6.3] we have that if C i is an MDR code for each i, then C = CRT(C 1 , . . . , C 2 k ) is also an MDR code, and if C i is an MDS code of the same rank for each i, then C = CRT(C 1 , . . . , C 2 k ) is also an MDS code.
The following theorem gives a construction for MDS Euclidean self-dual codes over B k . 
Proof. Simply use the Equations (6) and (5).
If we consider the Lee weight with respect to a basis of F p r in the previous section, then we have the following Singleton-type bound for codes over F p r .
Lemma 26. If C is a linear code of length n over F p r and the minimum Lee weight of
Proof. Recall that |F p r | = p r and the maximum value of a i in [18] is r(p − 1). Then, using [18, Theorem 1] we have the desired inequality.
Then, by using the above Lemma, we have the following Singleton-type bound for codes over B k .
Theorem 27. If C is a linear code of length n over B k and the minimum weight of C is
Proof. This result follows from Lemma 26 and the fact that the Gray images of a code of length n over B k is a code of length 2 k n over F p r .
A code attaining the bound in Theorem 27 is called Maximum Lee Distance Separable(MLDS) code. For example, let p = 2, r = 2, and k = 1. Take C = (1, 1, . . . , 1) , then |C| = 4 4n and d L (C) = n. As we can see, C is an MLDS code over B 1 = F 4 + vF 4 , where v 2 = v. Now, we establish the algebraic version of Singleton bound. Let rank(C) be the rank of C and f-rank(C) be the free rank of C. We have the following lemma.
Lemma 28. If C is a code of length n over B k then
Proof. Similar to the proof of [6, Lemma 7.4] .
We can see that
Moreover, there exists a B k -homomorphism as follows,
The map g is surjective. Then, we have the following proposition. 
where inc and res are the inclusion map and the restriction map, respectively.
Proof. This is a special case of [18, Lemma 1] .
Since the maximum weight of elements in F p r is r(p − 1) and every element of B k is a pre-image of 2 k elements of F p r , we have that for any x ∈ B n k ,
Now, we have the following algebraic version of Singleton-type bound.
Theorem 30. If C is a linear code of length n over B k with minimum Lee weight d L
Proof. By replacing C in the exact sequence in Lemma 29 by C ⊥ , we have the following exact sequence, 
is a projective module. Therefore, the above short exact sequence is split, which gives
Then, by Lemma 28, we have the desired inequality.
A code attaining the bound in Theorem 30 is called Maximum Lee Distance with respect to Rank (MLDR) code.
Proposition 31. If C is a free MLDR code with
Proof. By the assumption, we have that
If C is a free code, then |C| = |B k | rank(C) = (p r ) 2 k rank(C) . Therefore, we have log p r |C| = 2 k rank(C), which makes C satisfies the bound in Theorem 27.
CYCLIC AND QUASI-CYCLIC CODES OVER B k
In this part we will characterize quasi-cyclic and cyclic codes over B k in terms of their images under the Gray map ϕ. See [14] = (c 0 , c 1 , . . . , c n−1 ) ∈ C ⇒ T(c) = (c n−1 , c 0 , c 1 
The following theorem characterize the quasi-cyclic code over B k .
Theorem 32. A code C is a quasi-cyclic code of length n with index l over B k if and only
and C i is a quasi-cyclic code of length n with index l over
Proof. (=⇒) For any code C of length n over B k , there exist linear codes C 1 , . . . , C 2 k of length n over F p r such that
Notice that,
is in C j for all 1 ≤ j ≤ 2 k . Therefore, C j is a quasi-cyclic code with index l, for all 1 ≤ j ≤ 2 k .
(⇐=) Simply reverse the previous process.
Since cyclic codes are just the quasi-cyclic code with index l = 1, we have the following consequence. Therefore, if C ′ 1 = (1, 0), (0, 1) and C ′ 2 = (α + 1, 1), (1, α + 1) , then C ′ = ϕ −1 (C ′ 1 , C ′ 2 ). We can see that, C ′ 1 and C ′ 2 are cyclic codes over F 4 .
