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ON Lp-ESTIMATES FOR ELLIPTIC AND PARABOLIC
EQUATIONS WITH Ap WEIGHTS
HONGJIE DONG AND DOYOON KIM
Abstract. We prove generalized Fefferman-Stein type theorems on sharp
functions with Ap weights in spaces of homogeneous type with either finite or
infinite underlying measure. We then apply these results to establish mixed-
norm weighted Lp-estimates for elliptic and parabolic equations/systems with
(partially) BMO coefficients in regular or irregular domains.
1. Introduction
The objective of this paper is two-fold. The first is to present a few general-
ized versions of the Fefferman-Stein theorem on sharp functions. One of our main
theorems in this direction proves
‖f‖Lp,q(X ,w dµ) ≤ N‖f#dy‖Lp,q(X ,w dµ), p, q ∈ (1,∞), (1.1)
where (X , µ) is a space of homogeneous type, w is a Muckenhoupt weight, f#dy is the
sharp function of f using a dyadic filtration of partitions of X , and Lp,q(X , w dµ) is
a mixed norm. A space X of homogeneous type is equipped with a quasi-distance
and a doubling measure µ. A brief description of spaces of homogeneous type is
given in Section 2. For more discussions, see [45, 44, 11]. If X is the product
of two spaces (X1, µ1) and (X2, µ2) of homogeneous type, w = w1(x′)w2(x′′), and
µ(x) = µ1(x
′)µ2(x
′′), where x′ ∈ X1 and x′′ ∈ X2, then the Lp,q(X , w dµ) norm is
defined as
‖f‖Lp,q(X ,w dµ) =
(∫
X2
(∫
X1
|f |pw1(x′)µ1(dx′)
)q/p
w2(x
′′)µ2(dx
′′)
)1/q
.
See (2.13) for a precise definition of the mixed norm. If X is the Euclidean space
Rd, µ is the Lebesgue measure on Rd, w ≡ 1, and p = q, the inequality (1.1) is the
celebrated Fefferman-Stein theorem on sharp functions. See, for instance, [26, 49],
where the measure of the underlying space is clearly infinite. Here we deal with
both the cases of a finite measure µ(X ) < ∞ and an infinite measure µ(X ) = ∞.
We also present a different form of the Fefferman-Stein theorem. See Theorems 2.3
and 2.4 and Corollaries 2.6 and 2.7.
The second objective, which is in fact a motivation of writing this paper, is
to apply the generalized versions of the Fefferman-Stein theorem to establishing
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weighted Lp,q-estimates for elliptic and parabolic equations/systems. For instance,
for the second order non-divergence type parabolic equation
−ut + aijDiju+ biDiu+ cu = f
in Rd+1, we prove the a priori weighted Lp,q-estimate
‖u‖W 1,2p,q,w(Rd+1) ≤ N‖f‖Lp,q,w(Rd+1), p, q ∈ (1,∞),
where
‖u‖W 1,2p,q,w = ‖ut‖Lp,q,w + ‖u‖Lp,q,w + ‖Du‖Lp,q,w + ‖D2u‖Lp,q,w .
In this case the coefficients aij(t, x) are allowed to be very rough so that they have
no regularity assumptions in one spatial variable and have small mean oscillations
in the remaining variables. We also treat higher order non-divergence type elliptic
and parabolic systems, and higher order divergence type elliptic and parabolic
systems in Reifenberg domains. See Theorems 5.2, 5.4, 5.5, 6.3, 6.4, 7.2, and
the assumptions of the theorems on coefficients. While we focus on the a priori
estimates, in Section 8 we illustrate how to derive from them the corresponding
existence results. We do not employ the usual method of continuity because we
were not able to find in the literature the solvability even for simple equations in
mixed-norm weighted spaces.
Regarding the Fefferman-Stein theorem on sharp functions, there has been con-
siderable study on its generalizations and applications. For instance, see [29, 49, 13,
27, 47] and references therein. In [27], Fujii proved a Fefferman-Stein type inequal-
ity as in (1.1) when the underlying space is Rd with the Lebesgue measure and the
weighted norms on both sides of the inequality have two different weights. If two
weights are the same, they belong to the class of Muchenhoupt weights A∞. See
the definition of Ap, p ∈ (1,∞] in Section 2. In Martell’s paper [47], one can find
an analog of the classical Fefferman-Stein inequality when the underlying space is a
space of homogeneous type having either a finite or an infinite measure. The sharp
function in [47] is a generalization of the classical sharp function and is associated
with approximations of the identity. Theorem 4.2 in [47] is quite close to Theorem
2.3 in this paper in the sense that both theorems deal with spaces of homogeneous
type with a finite or infinite underlying measure. On the other hand, in [47] a
distance, instead of a quasi-distance, is assumed.
Sharp functions in this paper are based on a filtration of partitions, instead of
balls, of the underlying space and are in a convenient form to utilize Fefferman-
Stein type inequalities in the proofs of Lp or Lp,q-estimates for elliptic and parabolic
equations/systems with irregular coefficients. In the case of a finite underlying
measure, our theorems are more quantitative than Theorem 4.2 in [47] and are
stated in such a way that one can control the weighted Lp or Lp,q-norm of a function
f by that of f#dy if the support of f is sufficiently small. Moreover, we have a different
form of the Fefferman-Stein theorem (Theorem 2.4) and the mixed-norm versions
(Corollaries 2.7 and 2.8), which are very useful for the mixed-norm case as well as
when equations/systems have very irregular coefficients. Especially, Theorem 2.4
and Corollary 2.8 generalize [43, Theorem 2.7], where the whole Euclidean space
Rd is considered with the Lebesgue measure and no weights.
By following the arguments from [42], we give detailed proofs of the Fefferman-
Stein type inequalities presented in this paper. In particular, to derive the mixed-
norm case from the unmixed version, we refine the extrapolation theorem of J. L.
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Rubio de Francia [48] to incorporate spaces of homogeneous type. In fact, such an
extension is mentioned in [12] without a proof. In Appendix A, we present a proof
of our version of the theorem, the statement of which is modified from the original
extrapolation theorem in that the assumption of the theorem is required to hold
only for weights in a certain subset of the Muckenhoupt weights Ap, not all weights
in Ap. See Theorem 2.5. It turns out that such a modification, when applied to Lp
or Lp,q-estimates, gives more precise information on the parameters involved in the
estimates.
After we treat the Fefferman-Stein type inequalities in Sections 2 and 3, as exam-
ples we prove a priori weighted Lp,q-estimates for three classes of systems/equations.
In Section 5 we consider non-divergence type higher order elliptic and parabolic sys-
tems defined in the whole Euclidean space or on a half space. The coefficients of
the systems have small mean oscillations with respect to the spatial variables in
small balls or cylinders and, in the parabolic case, have no regularity assumptions
(only measurable) in the time variable. Coefficients in this class (called BMOx
coefficients) are less regular than those having vanishing mean oscillations (VMO).
See [20] and references therein for a discussion about BMO and VMO coefficients.
Here we generalize the results in [20], where no weights and unmixed norms are
considered.
The novelty of the results in Section 5 as well as those in the later sections is
that we prove mixed-norm estimates for arbitrary p, q ∈ (1,∞). In [41] Krylov
proved mixed-norm estimates for second order parabolic equations in Rd+1 with
the same class of coefficients in Section 5. However, due to Lemma 3.3 there and
the fact that the Hardy-Littlewood maximal function theorem holds for p ∈ (1,∞],
the estimates are proved only for q > p. The mixed norm in [41] is defined as
‖f‖q,p =
(∫
R
(∫
Rd
|f(t, x)|p dx
)q/p
dt
)1/q
, 1 < p < q <∞.
When the coefficients are VMO in x and independent with respect to t, mixed-
norm estimates for parabolic systems in non-divergence form were established in
[31]. When the coefficients are measurable functions of only t, weighted mixed
norm estimates for non-divergence type parabolic equations on a half space or on a
wedge were proved in [37, 38] with power type weights. Recently, in [28] Gallarati
and Veraar proved Lp,q-estimates for any p, q ∈ (1,∞) when the coefficients are
uniformly continuous in the spatial variables and measurable in time. To the best
of the authors’ knowledge, our results regarding mixed norms are the first to deal
with not only the case for arbitrary p, q ∈ (1,∞) but also higher order (including
second order) elliptic and parabolic systems/equations with BMO coefficients. It
is unclear to us whether it is possible to prove such mixed-norm estimates without
using Ap weights.
In Section 6 we further relax the regularity assumptions on coefficients for second
order elliptic and parabolic equations in non-divergence form. The main feature of
the coefficients is that they have no regularity assumptions in one spatial variable.
Such coefficients are considered in [35, 36, 33, 34, 14, 15, 16] for equations defined
in the whole Euclidean space or on a half space with the Lebesgue measure and no
weights. In a recent paper [22], the authors investigated second order elliptic and
parabolic equations in both divergence and non-divergence form with the same class
of coefficients as in Section 6 in weighted Sobolev spaces with weights being certain
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powers of the distance function to the boundary. These are the same weights used
by Krylov, for instance, in [39]. Note that the powers of the distance function in
[39] vary with the order of derivatives and, depending on the power, such weights
may not be in the class of Ap weights. Thus the results in [39] cannot be directly
deduced from those in this paper. On the other hand, Theorem 6.4 generalizes
the main result in [23] on weighted Lp estimates for the Neumann boundary value
problem. See Remark 6.6.
Finally, in Section 7 we prove a priori weighted Lp,q-estimates for higher order
(including second order) elliptic and parabolic systems in divergence form. The
coefficients are, roughly speaking, locally measurable in one direction and have small
mean oscillations with respect to the other directions in small balls or cylinders.
If no weights and unmixed norms are assumed, the results in Section 6 have been
developed in [18]. Concerning the second order equations/systems case, see, for
instance, [17, 19, 21, 8, 6] and references therein. Recently, in [4, 5] the authors
treated divergence type second order parabolic systems in Sobolev and Orlicz spaces
with Ap weights and unmixed norms. A noteworthy difference is that in this paper
the weights are in Ap for Lp,q-estimates when p = q, whereas in [4, 5] the weights
are in Ap/2 for Lp-estimates. Due to the property of Muckenhoupt weights, the set
Ap is strictly larger than Ap/2.
Throughout Sections 5, 6, and 7, the main approach is the mean oscillation
estimates combined with Fefferman-Stein type inequalities. For this approach, see,
for instance, [40, 42, 20]. When deriving desired mean oscillation estimates, we
take full advantage of the existence and uniqueness results as well as unmixed Lp-
estimates for second and higher order elliptic and parabolic equations/systems in
Sobolev spaces without weights proved in [20, 36, 16, 18]. As to divergence type
systems in Reifenberg flat domains, here we prove a priori Lp,q-estimates using sharp
functions, whereas previously a level set type argument in the spirit of [9] is used.
To the best of the authors’ knowledge, sharp functions have not been previously
used when treating equations/systems on Reifenberg flat domains. Indeed, this
was mainly due to the lack of the corresponding Fefferman-Stein theorem. For
equations/systems in Reifenberg flat domain and the level set type argument, see,
for instance, [7, 18]. Utilizing sharp functions makes it possible to derive mixed-
norm estimates from mean oscillation estimates via the Fefferman-Stein theorem
with mixed norms.
The paper is organized as follows. In Sections 2 and 3, we present generalized
versions of the Fefferman-Stein theorem on sharp functions and their proofs. In
Section 4, we introduce some notation and function spaces to be used in the later
sections. Finally, as hinted above, in Sections 5, 6, and 7, we establish a pri-
ori weighted Lp,q-estimates for elliptic and parabolic equations/systems in either
non-divergence or divergence form. In Section 8, we explain how to derive the cor-
responding existence results from the a priori estimates in the previous sections. In
Appendix A, we give a detailed proof of a refined Rubio de Francia extrapolation
theorem and an auxiliary lemma, the latter of which is used in Section 7.
2. Generalized Fefferman-Stein theorem
Let X be a set. Recall that a nonnegative symmetric function on X ×X is called
a quasi-metric on X if there exists a constant K1 such that
ρ(x, y) ≤ K1(ρ(x, z) + ρ(z, y)) (2.1)
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for any x, y, z ∈ X , and ρ(x, y) = 0 if and only if x = y. We denote balls in X by
Br(x) = {y ∈ X : ρ(x, y) < r}.
Let µ be a complete Borel measure defined on a σ-algebra on X which contains all
the balls in X , and satisfy the doubling property: there exists a constant K2 such
that for any x ∈ X and r > 0,
0 < µ(B2r(x)) ≤ K2µ(Br(x)) <∞. (2.2)
Throughout the paper, we assume that the Lebesgue differentiation theorem holds
in (X , µ). For this theorem one may assume that µ is Borel regular or the set of
continuous functions is dense in L1(X , µ). See [3, 10] and references therein. We
say that (X , ρ, µ) is a space of homogeneous type if X is a set endowed with a
quasi-metric ρ and (X , ρ, µ) satisfies the above assumptions. We also assume that
balls Br(x) are open in X .
Due to a result by Christ [11, Theorem 11], there exists a filtration of partitions
(also called dyadic decompositions) of X in the following sense.
Theorem 2.1. Let (X , ρ, µ) be a space of homogeneous type as described above.
For each n ∈ Z, there is a collection of disjoint open subsets Cn := {Qnα : α ∈ In}
for some index set In, which satisfy the following properties
(1) For any n ∈ Z, µ(X \⋃αQnα) = 0;
(2) For each n and α ∈ In, there is a unique β ∈ In−1 such that Qnα ⊂ Qn−1β ;
(3) For each n and α ∈ In, diam(Qnα) ≤ N0δn;
(4) Each Qnα contains some ball Bε0δn(z
n
α)
for some constants δ ∈ (0, 1), ε0 > 0, and N0 depending only on K1 and K2.
Instead of the above partitions one may use a significantly refined version of
dyadic decompositions in [32].
Denote X˜ = ⋂n∈Z⋃αQnα. By properties (1) and (2) in Theorem 2.1, we have
µ(X \ X˜ ) = 0, X˜ = lim
nր∞
⋃
α
Qnα.
By properties (2), (3), and (4) in Theorem 2.1, we have
µ(Qn−1β ) ≤ N1µ(Qnα) (2.3)
for any n, α ∈ In, β ∈ In−1 such that Qnα ⊂ Qn−1β .
We denote f ∈ Lp(X , µ) or f ∈ Lp(µ), p ∈ [1,∞), if∫
X
|f |p µ(dx) =
∫
X
|f |p dµ <∞.
For a function f ∈ L1,loc(X , µ) and n ∈ Z, we set
f|n(x) = –
∫
Qnα
f(y)µ(dy),
where x ∈ Qnα ∈ Cn. For x ∈ X˜ , we define the (dyadic) maximal function and
sharp function of f by
Mdyf(x) = sup
n<∞
|f ||n(x),
f#dy(x) = sup
n<∞
–
∫
Qnα∋x
|f(y)− f|n(x)|µ(dy).
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Since the quantities of concern are the Lp norms and µ(X \ X˜ ) = 0, we take the
zero extension of them to X \ X˜ . We also define the maximal function and sharp
function of f over balls by
Mf(x) = sup
Br(x∗)∋x
–
∫
Br(x∗)
|f(y)|µ(dy),
f#(x) = sup
Br(x∗)∋x
–
∫
Br(x∗)
|f(y)− (f)Br(x∗)|µ(dy),
where the supremums are taken with respect to all balls Br(x
∗) containing x and
(f)Br(x∗) = –
∫
Br(x∗)
f(y)µ(dy).
The advantage to work on the maximal and sharp functions defined over dyadic
decompositions is that one can neglect the geometry of the space. By Properties
(2) and (3) of the filtration in Theorem 2.1 and the doubling property of µ, it is
easily seen that
Mdyf(x) ≤ NMf(x) and f#dy(x) ≤ Nf#(x) µ-a.e., (2.4)
where N is a constant depending only on K1 and K2.
For any p ∈ (1,∞), let Ap = Ap(µ) = Ap(X , dµ) be the set of all nonnegative
functions w on (X , ρ, µ) such that
[w]Ap := sup
x0∈X ,r>0
(
–
∫
Br(x0)
w(x) dµ
)(
–
∫
Br(x0)
(
w(x)
)−1/(p−1)
dµ
)p−1
<∞.
By Ho¨lder’s inequality, we have
Ap ⊂ Aq, 1 ≤ [w]Aq ≤ [w]Ap , 1 < p < q <∞. (2.5)
Denote A∞ =
⋃∞
p=2Ap. We write f ∈ Lp(X , w dµ) or f ∈ Lp(w dµ) if∫
X
|f |pwµ(dx) =
∫
X
|f |pw dµ <∞.
We use ω(·) to denote the measure ω(dx) = wµ(dx), i.e., for A ⊂ X ,
ω(A) =
∫
A
w(x)µ(dx).
Throughout this section, we assume that (X , ρ, µ) is a space of homogeneous type
with a filtration of partitions from Theorem 2.1. The following Hardy-Littlewood
maximal function theorem with Ap weights was obtained in [1].
Theorem 2.2. Let p ∈ (1,∞), w ∈ Ap. Then for any f ∈ Lp(w dµ), we have
‖Mf‖Lp(w dµ) ≤ N‖f‖Lp(wdµ),
where N = N(K1,K2, p, [w]Ap) > 0. If K0 ≥ 1 and [w]Ap ≤ K0, then one can
choose N depending only on K1, K2, p, and K0.
Note that in Theorem 2.2, µ(X ) can be either finite or infinite, and X is allowed
to be a bounded space with respect to ρ.
Our first result of this paper is the following generalization of the Fefferman-Stein
theorem on sharp functions with A∞ weights.
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Theorem 2.3. Let p, q ∈ (1,∞), ε > 0, K0 ≥ 1, w ∈ Aq, [w]Aq ≤ K0, and
f ∈ Lp(w dµ).
(i) When µ(X ) <∞, we have
‖f‖Lp(w dµ) ≤ N‖f#dy‖Lp(w dµ) +N(µ(X ))−1
(
ω(supp f)
) 1
p ‖f‖L1(µ). (2.6)
If in addition we assume that supp f ⊂ Br0(x0) and µ(Br0(x0)) ≤ εµ(X )
for some r0 ∈ (0,∞) and x0 ∈ X , then
‖f‖Lp(w dµ) ≤ N‖f#dy‖Lp(w dµ) +Nε‖f‖Lp(w dµ). (2.7)
Here N = N(K1,K2, p, q,K0) > 0. In particular, when ε is sufficiently
small depending on K1, K2, p, q, K0, it holds that
‖f‖Lp(wdµ) ≤ N‖f#dy‖Lp(wdµ). (2.8)
(ii) When µ(X ) =∞, (2.8) holds.
In the special case when X = Rd with the Lebesgue measure, Theorem 2.3 was
established in [27].
Our second result is a further generalization of Theorem 2.3 in the spirit of [43,
Theorem 2.7].
Theorem 2.4. Let p, q ∈ (1,∞), ε > 0, K0 ≥ 1, w ∈ Aq, and [w]Aq ≤ K0.
Suppose that
f ∈ Lp(w dµ), g ∈ Lp(w dµ), v ∈ Lp(w dµ), |f | ≤ v,
and for each n ∈ Z and Q ∈ Cn, there exists a measurable function fQ on Q such
that |f | ≤ fQ ≤ v on Q and
–
∫
Q
|fQ(x) − (fQ)
Q
|µ(dx) ≤ g(y) ∀ y ∈ Q. (2.9)
(i) When µ(X ) <∞, we have
‖f‖pLp(wdµ) ≤ N‖g‖
β
Lp(w dµ)
‖v‖p−βLp(w dµ) +N(µ(X ))−pω(supp v)‖v‖
p
L1(µ)
.
If in addition we assume that supp v ⊂ Br0(x0) and µ(Br0(x0)) ≤ εµ(X )
for some r0 ∈ (0,∞] and x0 ∈ X , then
‖f‖pLp(w dµ) ≤ N‖g‖
β
Lp(w dµ)
‖v‖p−βLp(w dµ) +Nεp‖v‖
p
Lp(w dµ)
. (2.10)
Here (β,N) = (β,N)(K1,K2, p, q,K0) > 0.
(ii) When µ(X ) =∞, (2.10) holds with ε = 0.
In Theorem 2.4, we are mostly interested in the case when v ≤ K3|f | for some
constant K3 > 0. Then from (2.10), we obtain
‖f‖Lp(w dµ) ≤ N‖g‖Lp(w dµ)
provided that ε is sufficiently small. Note that when fQ = v = |f | and g =
2f#dy(x), (2.9) is satisfied due to the triangle inequality and Theorem 2.4 is reduced
to Theorem 2.3.
By using the extrapolation theory of Rubio de Francia (see, for instance, [13]),
we deduce Corollaries 2.6, 2.7, and 2.8 below from Theorems 2.2, 2.3, and 2.4.
In particular, we use the following version of the extrapolation theorem, the main
feature of which is that, to prove the desired estimate (2.12) for a given p ∈ (1,∞),
the estimate (2.11) as an assumption needs to hold only for a subset of Ap0 , not for
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all weights in Ap0 . Certainly, to obtain the estimate (2.12) for all p ∈ (1,∞), we
need the estimate (2.11) for all weights in Ap0 . For a proof, one can just refer to
the proof of Theorem 1.4 in [13] with a slight clarification of the constants involved.
For the reader’s convenience, we present a proof in Appendix A.
Theorem 2.5. Let f, g : X → R be a pair of measurable functions, p0, p ∈ (1,∞),
and w ∈ Ap. Then there exists a constant Λ0 = Λ0(K1,K2, p0, p, [w]Ap) ≥ 1 such
that if
‖f‖Lp0(w˜ dµ) ≤ N0‖g‖Lp0(w˜ dµ) (2.11)
for every w˜ ∈ Ap0 satisfying [w˜]Ap0 ≤ Λ0, then we have
‖f‖Lp(w dµ) ≤ 4N0‖g‖Lp(w dµ). (2.12)
Moreover, if [w]Ap ≤ K0, then Λ0 can be chosen so that it depends only on K1, K2,
p0, p, and K0.
In the sequel, we write x = (x′, x′′). Let (X ′, ρ1, µ1) and (X ′′, ρ2, µ2) be two
spaces of homogeneous type. Define µ to be the completion of the product measure
on X ′ ×X ′′ and
ρ((x′, x′′), (y′, y′′)) = ρ1(x
′, y′) + ρ2(x
′′, y′′)
be a quasi-metric on X ′ × X ′′. Let X be a subset of X ′ × X ′′, which satisfies the
following conditions:
(a) (X , ρ|X×X , µ|X ) is of homogeneous type;
(b) for any p ∈ (1,∞), w1 = w1(x′) ∈ Ap(µ1) and w2 = w2(x′′) ∈ Ap(µ2),
w = w(x) := w1(x
′)w2(x
′′)
is an Ap weight on (X , ρ|X×X , µ|X ).
The doubling property of µ along with the condition (b) is are satisfied when, for
instance, there exists a constant δ > 0 such that µ(Br(x)∩X ) ≥ δµ(Br(x)) for any
x ∈ X and r > 0 because they are satisfied by X ′ ×X ′′.
For any p, q ∈ (1,∞) and weights w1 = w1(x′) and w2 = w2(x′′), we define the
weighted mixed norm on X by
‖f‖Lp,q(w dµ)
:= ‖f‖Lp,q(X ,w dµ) =
(∫
X ′′
( ∫
X ′
|f |pIXw1(x′)µ1(dx′)
)q/p
w2(x
′′)µ2(dx
′′)
)1/q
.
(2.13)
By applying the extrapolation theorem to Theorem 2.2, we obtain the following
corollary.
Corollary 2.6. Let p, q ∈ (1,∞), K0 ≥ 1, w1 = w1(x′) ∈ Ap(µ1), w2 = w2(x′′) ∈
Aq(µ2), [w1]Ap ≤ K0, [w2]Aq ≤ K0, and w = w(x) = w1(x′)w2(x′′). Then for any
f ∈ Lp,q(w dµ), we have
‖Mf‖Lp,q(w dµ) ≤ N‖f‖Lp,q(w dµ).
where N = N(K1,K2, p, q,K0) > 0.
Corollary 2.7. Let p, q, p′, q′ ∈ (1,∞), K0 ≥ 1, w1 = w1(x′) ∈ Ap′(µ1), w2 =
w2(x
′′) ∈ Aq′ (µ2), [w1]Ap′ ≤ K0, [w2]Aq′ ≤ K0, w = w(x) := w1(x′)w2(x′′),
and f ∈ Lp,q(w dµ). Suppose that either µ(X ) = ∞ or supp f ⊂ Br0(x0) and
Lp-ESTIMATES FOR ELLIPTIC AND PARABOLIC EQUATIONS 9
µ(Br0(x0)) ≤ εµ(X ) for some r0 ∈ (0,∞) and x0 ∈ X , where ε > 0 is a constant
depending on K1, K2, p, q, p
′, q′, and K0. Then we have
‖f‖Lp,q(wdµ) ≤ N‖f#dy‖Lp,q(w dµ). (2.14)
where N = N(K1,K2, p, q, p
′, q′,K0) > 0.
For the proof, due to (2.5) we may assume that p′q/p ≥ q′. Indeed, otherwise,
we find a large enough p′′ such that p′′q/p ≥ q′. Then w1 ∈ Ap′(µ1) ⊂ Ap′′(µ1).
For w1 ∈ Ap′(µ1), we define
ψ(x′′) = ‖IX f(·, x′′)‖p/p
′
Lp(w1 dµ1)
, φ(x′′) = ‖IX f#dy(·, x′′)‖p/p
′
Lp(w1 dµ1)
.
It follows from Theorem 2.3 that, for any K˜0 ≥ 1 and w˜2 ∈ Ap′(µ2) satisfying
[w˜2]Ap′ ≤ K˜0 , we have
‖ψ‖Lp′(w˜2 dµ2) = ‖f‖Lp′(w1w˜2 dµ|X ) (2.15)
≤ N‖f#dy‖Lp′(w1w˜2 dµ|X ) +Nε‖f‖Lp′(w1w˜2 dµ|X ) ≤ N‖φ+ εψ‖Lp′(w˜2 dµ2), (2.16)
where N depends on K1, K2, p, q, p
′, q′, K0, and K˜0. Note that Aq′ (µ2) ⊂
Ap′q/p(µ2), that is,
[w2]Ap′q/p ≤ [w2]Aq′ ≤ K0.
Setting K˜0 = Λ0 with Λ0 = Λ0(K1,K2, p
′, p′q/p,K0) from Theorem 2.5, by Theo-
rem 2.5 and the fact that the constant N in (2.15) is determined only by K1, K2,
p, q, p′, q′, K0, and Λ0, we get
‖ψ‖Lp′q/p(w2 dµ2) ≤ N‖φ+ εψ‖Lp′q/p(w2 dµ2),
where N = N(K1,K2, p, q, p
′, q′,K0). Upon taking ε sufficiently small, we reach
(2.14).
Corollary 2.8. Let p, q, p′, q′ ∈ (1,∞), K0 ≥ 1, w1 = w1(x′) ∈ Ap′(µ1), w2 =
w2(x
′′) ∈ Aq′ (µ2), [w1]Ap′ ≤ K0, [w2]Aq′ ≤ K0, w = w(x) := w1(x′)w2(x′′),
and f, g ∈ Lp,q(w dµ). Suppose that either µ(X ) = ∞ or supp f ⊂ Br0(x0) and
µ(Br0(x0)) ≤ εµ(X ) for some r0 ∈ (0,∞] and x0 ∈ X , where ε > 0 is a constant
depending on K1, K2, p, p
′, q, q′, and K0. Moreover, for each n ∈ Z and Q ∈ Cn,
there exists a measurable function fQ on Q such that |f | ≤ fQ ≤ K3|f | on Q for
some constant K3 > 0 and
–
∫
Q
|fQ(x) − (fQ)
Q
|µ(dx) ≤ g(y) ∀ y ∈ Q.
Then we have
‖f‖Lp,q(w dµ) ≤ N‖g‖Lp,q(w dµ),
where N = N(K1,K2,K3, p, q, p
′, q′,K0) > 0.
3. Proof of Theorems 2.3 and 2.4
Let (X , ρ, µ) be a space of homogeneous type with a filtration of partitions
{Cn : n ∈ Z} introduced as in Section 2. The notation below are chosen to
be compatible with those in [42]. Let τ = τ(x) be a function on X˜ with values in
{∞, 0,±1,±2, . . .}. We call τ a stopping time relative to the filtration if for each
n = 0,±1,±2, . . ., the set {x ∈ X˜ : τ(x) = n} is either empty or the union of some
10 H. DONG AND D. KIM
sets in Cn intersected with X˜ . For any stopping time τ , we define f|τ (x) = f|τ(x)(x)
for any x ∈ X˜ such that τ(x) <∞ and f|τ (x) = f(x) otherwise.
To prove Theorems 2.3 and 2.4, we estimate the measure of level sets of f by its
maximal and sharp functions, which generalizes Lemma 3.2.9 of [42], where w = 1,
X = Rd, and µ(X ) =∞. We follow the argument there with some modifications.
Using Ho¨lder’s inequality and the definition of Ap, one can get
Lemma 3.1. Let p ∈ (1,∞). If w ∈ Ap, then(
–
∫
B
f µ(dx)
)p
≤ [w]Ap
ω(B)
∫
B
fpw(x)µ(dx)
for all nonnegative f and all balls B in X .
Lemma 3.2. Let p ∈ (1,∞), K0 ≥ 1, and w ∈ Ap(µ) with [w]Ap ≤ K0. Then we
have
ω(E)
ω(Qnα)
≤ N
(
µ(E)
µ (Qnα)
)β
for any E ⊂ Qnα, where (β,N) = (β,N)(K1,K2, p,K0).
Proof. Under the assumptions, a reverse Ho¨lder’s inequality for Ap weights in spaces
of homogeneous type was established in [46, Theorem 3.2], from which and Ho¨lder’s
inequality one can derive the inequality in the lemma. 
Lemma 3.3. Let Qnαn be open sets from Theorem 2.1 such that
Qnαn ⊂ Qn−1αn−1 , n ∈ Z.
Then either µ
(⋃
nQ
n
αn
)
=∞ or there exists n0 ∈ Z such that
µ(X ) = µ
(
Qn0αn0
)
.
Furthermore, for any w ∈ Ap(µ), 1 < p <∞, we have
ω
(⋃
n
Qnαn
)
=∞ or ω(X ) = ω
(
Qn0αn0
)
depending on either µ
(⋃
nQ
n
αn
)
is infinite or not.
Proof. First assume that there are infinitely many n ∈ Z ∩ {n ≤ 0} such that
µ
(
Qn−1αn−1 \Qnαn
)
> 0.
Thanks to property (1) in Theorem 2.1, for all such n’s,
Qn−1αn−1 \Qnαn 6⊂
(
X \
⋃
α
Qnα
)
.
Thus, there exist x ∈ X and Qnα′n ∈ Cn such that
x ∈ Qn−1αn−1 \Qnαn , x ∈
⋃
α
Qnα, and x ∈ Qnα′n ⊂ Qn−1αn−1 .
Since µ
(
Qn−1αn−1
)
≤ N1µ
(
Qnα′n
)
, we have µ
(
Qnαn
) ≤ N1µ(Qnα′n). This shows
µ
(
Qn−1αn−1
)
≥ µ (Qnαn)+ µ(Qnα′n) ≥
(
1 +
1
N1
)
µ
(
Qnαn
)
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and
µ
(
Qn−1αn−1 \Qnαn
)
≥ 1
N1
µ
(
Qnαn
)
.
This implies that
µ
(⋃
n
Qnαn
)
= lim
n→−∞
µ
(
Qnαn
)
=∞.
Now we assume that there exists n0 ∈ Z such that
µ
(
Qn−1αn−1 \Qnαn
)
= 0
for all n ≤ n0. Then
µ
((⋃
n∈Z
Qnαn
)
\Qn0αn0
)
= 0.
In particular,
µ
(
Qnαn \Qn0αn0
)
= 0
for any n ∈ Z. On the other hand, for each Qnαn , αn ∈ In, there exists znαn ∈ Qnαn
such that
Bε0δn(z
n
αn) ⊂ Qnαn .
We claim that
znαn ∈ Qn0αn0 for all n ∈ Z. (3.1)
To prove this, suppose that znαn ∈ Qnαn \Qn0αn0 for some n ∈ Z. Then since the set
Qnαn \Qn0αn0 is open, there exists an open ball Br(znαn) such that
Br(z
n
αn) ⊂ Qnαn \Qn0αn0 .
However,
0 < µ
(
Br(z
n
αn)
) ≤ µ(Qnαn \Qn0αn0) ≤ µ(Qnαn \Qn0αn0) = 0,
which is a contradiction. Hence (3.1) is proved. Now for any fixed x ∈ X ,
ρ(x, znαn) ≤ K1
(
ρ(x, zn0αn0 ) + ρ(z
n0
αn0
, znαn)
)
≤ K1
(
ρ(x, zn0αn0 ) +N0δ
n0
)
,
where the last inequality is due to the property (3) in Theorem 2.1 and the fact
that znαn ∈ Qn0αn0 . This along with the property (4) in Theorem 2.1 implies that,
for each x ∈ X ,
x ∈ Bε0δn(znαn) ⊂ Qnαn ,
provided that −n is sufficiently large. Therefore, X = ⋃nQnαn and
µ(X ) = µ
(⋃
n
Qnαn
)
= µ
((⋃
n∈Z
Qnαn
)
\Qn0αn0
)
+ µ
(
Qn0αn0
)
= µ
(
Qn0αn0
)
.
To prove the second statement of the lemma, from the definition of the measure
ω(·), we easily see that ω(X ) = ω
(
Qn0αn0
)
if µ(X ) = µ
(
Qn0αn0
)
. Otherwise, for each
n ∈ Z, find balls Bn satisfying
Qnαn ⊂ Bn and µ(Bn) ≤ N(K1,K2)µ(Qnαn).
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By taking B = Bm and f = IQmαm\Q
n
αn
, m ≤ n, in Lemma 3.1, we obtain(
1− µ(Q
n
αn)
µ(Qmαm)
)p
≤ N
(
µ(Qmαm)− µ(Qnαn)
µ(Bm)
)p
≤ N
(
1− ω(Q
n
αn)
ω(Qmαm)
)
,
where N = N(K1,K2, p, [w]Ap). This shows ω(Q
n
αn) → ∞ if µ(Qnαn) → ∞ as
n→ −∞. 
Lemma 3.4. Let p ∈ (1,∞) and w ∈ Ap(µ). For x ∈ X˜ and f ∈ Lp(w dµ),
lim
n→−∞
|f ||n(x) =
{
‖f‖L1(µ) (µ(X ))−1 , if µ(X ) <∞,
0, if µ(X ) =∞. (3.2)
This holds true as well if f ∈ L1(X , µ).
Proof. If µ(X ) < ∞, from Lemmas 3.1 and 3.3, we see that f ∈ L1(X , µ) and the
claim in the lemma holds true. When µ(X ) = ∞, by Lemma 3.1, for each n ∈ Z,
we get (|f ||n(x))p ≤ N 1
ω(Qnα)
‖f‖pLp(w dµ).
By Lemma 3.3, ω(Qnα)→∞ as n→ −∞ when µ(X ) =∞. Thus (3.2) follows. The
second statement is clear from Lemma 3.3. 
Lemma 3.5. Let p ∈ (1,∞), w ∈ Ap, and α = 1/(2N1), where N1 is given in
(2.3). For a nonnegative f ∈ Lp(w dµ), set
λ0 =
{
2N1‖f‖L1(µ) (µ(X ))−1 , if µ(X ) <∞,
0, if µ(X ) =∞, (3.3)
and, for λ > λ0, define
τ(x) = inf
n∈Z
{n : f|n(x) > αλ}, x ∈ X˜ .
Then τ is a stopping time. The same statement holds true if f ∈ L1(X , µ).
Proof. By Lemma 3.4, if either f ∈ Lp(w dµ) with w ∈ Ap or f ∈ L1(X , µ), for
each x ∈ X˜ ,
lim
n→−∞
f|n(x) < αλ.
This shows τ(x) > −∞. Observe that
f|m(x) = f|m(y) x, y ∈ Qnα, m ≤ n. (3.4)
For each n ∈ Z, since {x ∈ X˜ : τ(x) = n} ⊂ ⋃αQnα, one can see that
{x ∈ X˜ : τ(x) = n} =
⋃
α∈In
(
Qnα ∩ {x ∈ X˜ : τ(x) = n}
)
⊂
⋃
α′
(
Qnα′ ∩ X˜
)
,
where α′ is such that Qnα′ ∩ {x ∈ X˜ : τ(x) = n} 6= ∅. In this case by (3.4), for any
y ∈ Qnα′ ∩ X˜ , we have τ(y) = τ(x). That is,
Qnα′ ∩ X˜ ⊂ {x ∈ X˜ : τ(x) = n}.
Hence,
{x ∈ X˜ : τ(x) = n} =
⋃
α′
(
Qnα′ ∩ X˜
)
.
Therefore, τ is a stopping time. 
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The following level set estimate is a key lemma in the proof of Theorem 2.3.
Lemma 3.6. Let p ∈ (1,∞), K0 ≥ 1, α = 1/(2N1), where N1 is defined in (2.3),
and w ∈ Ap(µ) be a weight on X satisfying [w]Ap ≤ K0. Recall ω(dx) = wµ(dx).
Then for any f ∈ Lp(w dµ) and λ > λ0, where λ0 is defined in (3.3), we have
ω{x : |f(x)| ≥ λ} ≤ Nλ−β
∫
X
IMdyf(x)>αλ(f
#
dy(x))
β ω(dx), (3.5)
where N > 0 and β ∈ (0, 1) are constants depending only on K1, K2, p, and K0.
The estimate (3.5) also holds if f ∈ L1(X , µ) and ω ∈ A∞(µ). In this case, the
constants β and N depend on K1, K2, p
′, and [w]Ap′ for some p
′ ∈ (1,∞).
Proof. Throughout the proof, since µ(X \ X˜ ) = 0, whenever needed, X is to be
understood as X˜ .
First we assume that f ≥ 0 in X . Define τ(x) = inf{n : f|n(x) > αλ}. By
Lemma 3.5, τ = τ(x) is a well-defined stopping time. When τ(x) < ∞, we
have f|τ−1(x) ≤ αλ, which together with (2.3) implies that f|τ (x) ≤ λ/2. By
the Lebesgue differentiation theorem, f|n → f µ-a.e., which gives that for almost
every x satisfying f(x) ≥ λ, we have τ <∞ and f|τ (x) ≤ λ/2. Since ω is absolutely
continuous with respect to µ, we get
ω{x : f(x) ≥ λ} = ω{x : f(x) ≥ λ, f|τ (x) ≤ λ/2}
≤ ω{x : f(x)− f|τ (x) ≥ λ/2}. (3.6)
Note that for n ∈ Z, {x : τ(x) = n} is a union of sets in Cn. Let Qnα be one of
these sets so that τ(x) = n for any x ∈ Qnα. Then by the Chebyshev inequality,
µ{x ∈ Qnα : f(x) − f|τ(x) ≥ λ/2} ≤ 2λ−1
∫
Qnα
(f(x) − f|n(x))+ µ(dx),
which implies that for any y ∈ Qnα, we have
µ{x ∈ Qnα : f(x)− f|τ (x) ≥ λ/2}/µ(Qnα) ≤ 2λ−1f#dy(y).
By Lemma 3.2, there exist N and β depending on K1, K2, p, and K0 such that
ω{x ∈ Qnα : f(x)− f|τ(x) ≥ λ/2}
ω(Qnα)
≤ N
(
µ{x ∈ Qnα : f(x)− f|τ (x) ≥ λ/2}
µ(Qnα)
)β
≤ Nλ−β(f#dy(y))β ,
which gives
ω{x ∈ Qnα : f(x)− f|τ (x) ≥ λ/2} ≤ Nλ−β
∫
Qnα
(f#dy(x))
β ω(dx). (3.7)
Observe that
{x : τ(x) <∞} = {x : Mdyf(x) > αλ}.
Summing (3.7) with respect to all such sets Qnα and using (3.6), we reach (3.5).
Finally, to remove the condition that f ≥ 0, it suffices to note that by the triangle
inequality, |f |#dy ≤ 2f#dy. The estimate (3.5) is proved.
In the case that f ∈ L1(X , µ) and ω ∈ A∞(µ), the proof is the same with a
possibly different choice of β and N in (3.7) due to w ∈ A∞, i.e., there exists
p′ ∈ (1,∞) such that w ∈ Ap′(µ). 
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We are now ready to prove Theorem 2.3.
Proof of Theorem 2.3. First we assume that q = p. In this case by Lemma 3.1
f ∈ L1(µ) if µ(X ) < ∞. As before, we denote ω(dx) = wµ(dx) and Lp(ω) :=
Lp(X , w dµ) = Lp(w dµ). Recall the elementary identity:
‖f‖pLp(ω) = p
∫ ∞
0
ω{x : |f(x)| > λ}λp−1 dλ.
To estimate ω{x : |f(x)| > λ}, for λ > λ0, we use Lemma 3.6. Otherwise, we use
the simple upper bound
ω{x : |f(x)| > λ} ≤ ω(supp f).
We then get
‖f‖pLp(ω) = p
(∫ λ0
0
+
∫ ∞
λ0
)
ω{x : |f(x)| > λ}λp−1 dλ
≤ λp0 ω(supp f) +Np
∫ ∞
λ0
(∫
X
IMdyf(x)>αλ(f
#
dy(x))
β ω(dx)
)
λp−1−β dλ. (3.8)
Clearly, the first term on the right-hand side of (3.8) vanishes, i.e., λ0 = 0 when
µ(X ) =∞. By Fubini’s theorem and Ho¨lder’s inequality,∫ ∞
λ0
(∫
X
IMdyf(x)>αλ(f
#
dy(x))
β ω(dx)
)
λp−1−β dλ
≤
∫
X
(∫ α−1Mdyf(x)
0
λp−1−β dλ
)
(f#dy(x))
β ω(dx)
≤ N
∫
X
(Mdyf(x))p−β(f#dy(x))β ω(dx)
≤ N‖Mdyf‖p−βLp(ω)‖f
#
dy‖βLp(ω). (3.9)
Combining (3.8), the definition of λ0, and (3.9), we obtain
‖f‖pLp(ω) ≤ N‖f‖
p
L1(µ)
(µ(X ))−p ω(supp f) +N‖Mdyf‖p−βLp(ω)‖f
#
dy‖βLp(ω), (3.10)
where the first-term on the right-hand side again vanishes when µ(X ) = ∞, and
N = N(K1,K2, p,K0). By Theorem 2.2, (2.4), and Young’s inequality, the second
term on the right-hand side of (3.10) is bounded as
‖Mdyf‖p−βLp(ω)‖f
#
dy‖βLp(ω) ≤ ε1‖f‖
p
Lp(ω)
+ ε
−(p−β)/β
1 N‖f#dy‖pLp(ω)
for any ε1 > 0. From this combined with (3.10), we see that (2.6) and (2.8) hold
true for µ(X ) <∞ and µ(X ) =∞, respectively.
If we assume that supp f ⊂ Br0(x0) and µ(Br0(x0)) ≤ εµ(X ), then by the
definition of λ0 and Lemma 3.1,
λp0 ω(supp f) ≤ λp0 ω(Br0(x0)) ≤ N‖f‖pL1(µ)ω(Br0(x0))(µ(X ))−p
≤ N‖f‖pLp(ω) (µ(Br0(x0)))
p
(µ(X ))−p ≤ Nεp‖f‖pLp(ω),
which together with (3.8) and (3.9) yields
‖f‖pLp(ω) ≤ Nεp‖f‖
p
Lp(ω)
+N‖Mdyf‖p−βLp(ω)‖f
#
dy‖βLp(ω).
Again by Theorem 2.2 and (2.4), we get (2.7).
Lp-ESTIMATES FOR ELLIPTIC AND PARABOLIC EQUATIONS 15
Next, for general q ∈ (1,∞), we only need to consider the case when q > p
because otherwise Aq ⊂ Ap and the result follows from the proof above. Note that,
if q > p and µ(X ) < ∞, Lemma 3.1 only implies |f |p/q ∈ L1(µ), but still the
inequality (2.6) makes sense regardless of whether f ∈ L1(µ) or not. Observe that
by the triangle inequality and Ho¨lder’s inequality,
–
∫
Qnα
∣∣|f(x)|p/q − (|f |p/q)Qnα ∣∣µ(dx)
≤ –
∫
Qnα
–
∫
Qnα
∣∣|f(x)|p/q − |f(y)|p/q∣∣µ(dx)µ(dy)
≤ –
∫
Qnα
–
∫
Qnα
∣∣|f(x)| − |f(y)|∣∣p/q µ(dx)µ(dy)
≤
(
–
∫
Qnα
–
∫
Qnα
|f(x)− f(y)|µ(dx)µ(dy)
)p/q
≤
(
2 –
∫
Qnα
∣∣f(x)− (f)Qnα∣∣µ(dx)
)p/q
,
which implies that
‖(|f |p/q)#dy‖q/pLq(ω) ≤ N‖f
#
dy‖Lp(ω). (3.11)
Using (2.6) and (2.8) with q in place of p, (3.11), and Ho¨lder’s inequality, we get
‖f‖Lp(ω) = ‖|f |p/q‖q/pLq(ω)
≤ N
(
‖(|f |p/q)#dy‖Lq(ω) + (µ(X ))−1
(
ω(supp f)
) 1
q ‖|f |p/q‖L1(µ)
)q/p
≤ N‖(|f |p/q)#dy‖q/pLq(ω) +N(µ(X ))−q/p
(
ω(supp f)
) 1
p ‖|f |p/q‖q/pL1(µ)
≤ N‖f#dy‖Lp(ω) +N(µ(X ))−1
(
ω(supp f)
) 1
p ‖f‖L1(µ),
where, as above, the second term on the right-hand side is to vanish if µ(X ) =∞.
This gives (2.6) and (2.8) for µ(X ) <∞ and µ(X ) =∞, respectively. The proof of
(2.7) is similar. The theorem is proved. 
Proof of Theorem 2.4. Without loss of generality, we may assume that f ≥ 0. First
assume q = p and let λ0 be as in (3.3) using v in place of f . Similar to the proof of
Theorem 2.3, for λ > λ0 we define a stopping time τ(x) = inf{n : v|n(x) > αλ}.
Because v ≥ f , as (3.6), we have
ω{x : f(x) ≥ λ} = ω{x : f(x) ≥ λ, v|τ (x) ≤ λ/2}
≤ ω{x : f(x)− v|τ (x) ≥ λ/2}. (3.12)
Let Q := Qnα ∈ Cn be such that τ(x) = n for any x ∈ Qnα. Since f ≤ fQ ≤ v, by
the Chebyshev inequality we have
µ{x ∈ Q : f(x)− v|τ (x) ≥ λ/2} ≤ µ{x ∈ Q : fQ(x)− fQ|τ (x) ≥ λ/2}
≤ 2λ−1
∫
Q
(fQ(x) − (fQ)Q)+ µ(dx) ≤ 2λ−1g(y)µ(Q)
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for any y ∈ Q. Then similar to (3.7), we have
ω{x ∈ Q : f(x)− v|τ (x) ≥ λ/2} ≤ Nλ−β
∫
Q
gβ(x)ω(dx). (3.13)
Combining (3.12) and (3.13), we get
ω{x : f(x) ≥ λ} ≤ Nλ−β
∫
X
IMdyv(x)>αλg
β(x)ω(dx).
The remaining proof is the same as that of Theorem 2.3, and thus omitted. 
4. Function spaces and notation
In this section we introduce some function spaces and notation to be used
throughout the rest of the paper.
For T ∈ (−∞,∞], we set RT = (−∞, T ) and a point in the Euclidean space
RT ×Rd is denoted by X = (t, x). The Lebesgue measure for RT ×Rd is sometimes
denoted by dX . We write x = (x1, xˆ), where xˆ ∈ Rd−1, and set
R
d
+ = {x = (x1, xˆ) ∈ Rd : x1 > 0, xˆ ∈ Rd−1}.
In the mixed-norm case, as before we write x = (x′, x′′), where x′ = (x1, . . . , xk)
and x′′ = (xk+1, . . . , xd) for some k = 0, 1, 2, . . . , d.
For m = 1, 2, . . . fixed depending on the order of the equations/systems under
consideration, we denote parabolic cylinders by
Qr(t, x) = (t− r2m, t)×Br(x), Q′r(t, xˆ) = (t− r2m, t)×B′r(xˆ),
where
Br(x) = {y ∈ Rd : |x− y| < r} ⊂ Rd, B′r(xˆ) = {yˆ ∈ Rd−1 : |xˆ− yˆ| < r} ⊂ Rd−1.
As usual, we use, for example, Qr to indicate Qr(0, 0). The parabolic distance
betweenX = (t, x) and Y = (s, y) in Rd+1 is defined by ρ(X,Y ) = |x−y|+|t−s| 12m .
For a function g(t, x) defined on Rd+1, set
[g(t, ·)]Br(x) = –
∫
Br(x)
∣∣∣∣∣g(t, y)− –
∫
Br(x)
g(t, z) dz
∣∣∣∣∣ dy,
[g(t, x1, ·)]B′r(xˆ) = –
∫
B′r(xˆ)
∣∣∣∣∣g(t, x1, yˆ)− –
∫
B′r(xˆ)
g(t, x1, zˆ) dzˆ
∣∣∣∣∣ dyˆ,
[g(·, x1, ·)]Q′r(t,xˆ) = –
∫
Q′r(t,xˆ)
∣∣∣∣∣g(t, x1, yˆ)− –
∫
Q′r(t,xˆ)
g(s, x1, zˆ) ds dzˆ
∣∣∣∣∣ dt dyˆ.
We define mean oscillations of g on parabolic cylinders as follows. First, we define
the mean oscillation of g in Qr(s, y) with respect to x as
osc1 (g,Qr(s, y)) =
1
r2m
∫ s
s−r2m
[g(τ, ·)]Br(y) dτ,
and, for R ∈ (0,∞), denote
g#,1R = sup
(s,y)∈Rd+1
sup
r∈(0,R]
osc1 (g,Qr(s, y)) .
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Second, we define the mean oscillation of g in Qr(s, y) with respect to (t, xˆ) as
osc2 (g,Qr(s, y)) =
1
2r
∫ y1+r
y1−r
[g(·, z1, ·)]Q′r(s,yˆ) dz1,
and denote
g#,2R = sup
(s,y)∈Rd+1
sup
r∈(0,R]
osc2 (g,Qr(s, y)) .
Third, we define the mean oscillation of g in Qr(s, y) with respect to xˆ as
osc (g,Qr(s, y)) =
1
2r2m+1
∫ s
s−r2m
∫ y1+r
y1−r
[g(τ, z1, ·)]B′r(yˆ) dz1 dτ,
and denote
g#R = sup
(s,y)∈Rd+1
sup
r∈(0,R]
osc (g,Qr(s, y)) .
Finally, in the case when g is independent of t, i.e., if g is a function of x ∈ Rd, we
set
osc (g,Br(y)) =
1
2r
∫ y1+r
y1−r
[g(z1, ·)]B′r(yˆ) dz1,
g#R = sup
y∈Rd
sup
r∈(0,R]
osc (g,Br(y)) .
Next, we introduce some function spaces to be used when dealing with elliptic
and parabolic equations/systems. The domains are subsets of Rd in the elliptic
case and those of RT × Rd in the parabolic case. Since we use the results from
Section 2 in the later sections, we note that whenever a domain in Rd or in RT ×Rd
is considered, the underlying measure is the Lebesgue measure. The metric is
the usual Euclidean distance in the elliptic case and the parabolic distance in the
parabolic case.
We use the following weighted Sobolev spaces.
W kp,w(Ω) =W
k
p (Ω, w dx) = {u : u,Du, . . . , Dku ∈ Lp(Ω, w dx)}, k = 1, 2, . . . ,
where Ω ⊂ Rd and w ∈ Ap(Ω, dx). Note that, because of the underlying measure
and the metric, the elements of Ap(Ω, dx) are determined by using open balls in Ω,
which are of the form Br(x) ∩ Ω, x ∈ Ω. Naturally, we denote
Lp,w(Ω) := Lp(Ω, w dx).
For parabolic systems/equations, we have
W 1,kp,w ((S, T )× Ω) = {u : u,Du, . . . , Dku, ut ∈ Lp,w ((S, T )× Ω)}, k = 1, 2, . . . ,
where −∞ ≤ S < ∞, −∞ < T ≤ ∞, Ω ⊂ Rd, and w ∈ Ap ((S, T )× Ω, dx dt).
Also note that, when determining elements of Ap ((S, T )× Ω, dx dt), we use balls
in (S, T )× Ω with respect to the parabolic distance |x− y|+ |t− s| 12m .
For mixed norms, let Ω1 and Ω2 be open sets in R
d1 and Rd2 , d1 + d2 = d,
respectively, and Ω ⊂ Ω1 × Ω2. Denote X ′ = Ω1 and X ′′ = (S, T )× Ω2. Set
w(t, x′, x′′) = w1(x
′)w2(t, x
′′), x′ ∈ Ω1, x′′ ∈ Ω2,
where
w1 ∈ Ap(Ω1, dx′), w2 ∈ Aq ((S, T )× Ω2, dx′′ dt) . (4.1)
For k = 1, 2, . . ., we define
u ∈W 1,kp,q,w ((S, T )× Ω) ⇐⇒ u,Du, . . . , Dku, ut ∈ Lp,q,w ((S, T )× Ω) .
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Note that, by the choices of w1 and w2 in (4.1), by f ∈ Lp,q,w ((S, T )× Ω) we mean
‖f‖Lp,q,w((S,T )×Ω) =
(∫
(S,T )×Ω2
(∫
Ω1
|f |pIΩw1(x′) dx′
)q/p
w2(t, x
′′) dx′′ dt
)1/q
.
Certainly, one can choose w1 and w2 differently so that the integral with respect
to time is included in the inner integral. In the elliptic case, we just remove (the
integral in) the time variable, i.e.,
u ∈W kp,q,w(Ω) ⇐⇒ u,Du, . . . , Dku ∈ Lp,q,w(Ω),
where
w(x′, x′′) = w1(x
′)w2(x
′′), w1 ∈ Ap(Ω1, dx′), w2 ∈ Aq(Ω2, dx′′),
and
‖f‖Lp,q,w(Ω) =
(∫
Ω2
(∫
Ω1
|f |pIΩw1(x′) dx′
)q/p
w2(x
′′) dx′′
)1/q
.
To deal with divergence type equations/systems, we set
Hmp,q,w((S, T )× Ω)
= {u : ut ∈ H−mp,q,w((S, T )× Ω), Dαu ∈ Lp,q,w((S, T )× Ω), 0 ≤ |α| ≤ m},
‖u‖Hmp,q,w((S,T )×Ω) = ‖ut‖H−mp,q,w((S,T )×Ω) +
∑
|α|≤m
‖Dαu‖Lp,q,w(S,T )×Ω),
where
H
−m
p,q,w((S, T )× Ω) = {f : f =
∑
|α|≤m
Dαfα, fα ∈ Lp,q,w((S, T )× Ω)},
‖f‖
H
−m
p,q,w((S,T )×Ω)
= inf{
∑
|α|≤m
‖fα‖Lp,q,w((S,T )×Ω) : f =
∑
|α|≤m
Dαfα}.
We denote by H˚mp,q,w((S, T )×Ω) the closure of C∞0 ([S, T ]×Ω) in Hmp,q,w((S, T )×Ω).
5. Higher order parabolic systems in non-divergence form with BMO
coefficients: Mixed norm
In this section, we consider higher order parabolic systems with leading coeffi-
cients merely measurable in the time variable and having small mean oscillations
in the spatial variable in small cylinders. We shall generalize some results in [20]
to the case of mixed-norm Lebesgue spaces with Ap weights.
Set
Lu =
∑
|α|≤m,|β|≤m
AαβDαDβu, (5.1)
where m is a positive integer,
Dα = Dα11 . . .D
αd
d , α = (α1, . . . , αd),
and, for multi-indices α and β, the coefficient Aαβ = [Aαβij ]
ℓ
i,j=1 is an ℓ× ℓ complex
matrix-valued function defined on Rd+1. The involved functions are complex vector-
valued functions, that is
u = (u1, . . . , uℓ)tr, f = (f1, . . . , uℓ)tr.
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The parabolic and elliptic systems we consider are
ut + (−1)mLu = f and Lu = f,
where, for the elliptic case, the coefficient matrices are functions independent of
t ∈ R, i.e., defined on Rd.
Throughout the section we assume that coefficients are bounded and satisfy the
Legendre-Hadamard ellipticity condition, i.e., there exist δ ∈ (0, 1) and K > 0 such
that
ℜ
 ∑
|α|=|β|=m
θtrξαξβAαβ(t, x)θ¯
 ≥ δ|ξ|2m|θ|2,
for all ξ ∈ Rd and θ ∈ Cℓ, and
|Aαβ | ≤
{
δ−1, |α| = |β| = m,
K, otherwise.
Note that this condition is weaker than the usual strong ellipticity condition.
We impose the following regularity condition on the leading coefficients, where
γ is a parameter to be specified.
Assumption 5.1 (γ). Let γ ∈ (0, 1). There exists R0 ∈ (0,∞) such that∑
|α|=|β|=m
(Aαβ)#,1R0 ≤ γ.
Next we state the main results of this section. Note that in the theorem below
the Euclidean space Rd+1 satisfies the conditions (a) and (b) before Corollary 2.6
as the product space of Rd1 and R×Rd2 . So does R×Rd+ = {(t, x) : t ∈ R, x ∈ Rd+}
in Theorem 5.4, as the product space of Rd1+ and R× Rd2 or Rd1 and R× Rd2+ .
Theorem 5.2 (The whole space case). Let p, q ∈ (1,∞), K0 ≥ 1 be constant,
w = w1(x
′)w2(t, x
′′), where
w1(x
′) ∈ Ap(Rd1 , dx′), w2(t, x′′) ∈ Aq(R× Rd2 , dx′′ dt),
d1 + d2 = d, [w1]Ap ≤ K0, [w2]Aq ≤ K0,
and let L be the operator in (5.1). Then there exist
γ = γ(d,m, ℓ, δ, p, q, d1, d2,K0) ∈ (0, 1),
λ0 = λ0(d,m, ℓ, δ, p, q, d1, d2,K0,K,R0) ≥ 1,
such that, under Assumption 5.1 (γ), for u ∈ W 1,2mp,q,w(Rd+1) satisfying
ut + (−1)mLu+ λu = f (5.2)
in Rd+1, where f ∈ Lp,q,w(Rd+1), we have
‖ut‖Lp,q,w +
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w ,
provided that λ ≥ λ0, where Lp,q,w = Lp,q,w(Rd+1) and
N = N(d,m, ℓ, δ, p, q, d1, d2,K0,K,R0).
Remark 5.3. By setting d1 = 0, Theorem 5.2 is reduced to the case of unmixed
Lp spaces with Ap weights. Moreover, it generalizes the main result of [42, Chap.
7] in which m = 1 and the restriction q ≥ p is imposed.
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Theorem 5.4 (The half space case). The result in Theorem 5.2 still holds if we
replace Rd1 (or Rd2) by Rd1+ (or R
d2
+ , respectively) and impose the Dirichlet boundary
condition
u = Du = · · · = Dm−1u = 0 (5.3)
on the lateral boundary of the cylindrical domain.
Now we turn our attention to elliptic systems. A priori estimates for the elliptic
system in (5.4) defined in the whole spaces and on a half space are derived by using
the corresponding estimates in Theorems 5.2 and 5.4 for the parabolic system and
the argument, for instance, in the proof of [40, Theorem 2.6]. The key idea is
that one can view an elliptic system as a steady state parabolic system. Instead
of stating all possible results for elliptic equations/systems in this section or in the
later sections, we here present only the elliptic version of Theorem 5.2. Recall that
the coefficients Aαβ are now independent of t.
Theorem 5.5. Let p, q ∈ (1,∞), K0 ≥ 1 be constant, w = w1(x′)w2(x′′), where
w1(x
′) ∈ Ap(Rd1 , dx′), w2(x′′) ∈ Aq(Rd2 , dx′′),
d1 + d2 = d, [w1]Ap ≤ K0, [w2]Aq ≤ K0,
and let L be the operator in (5.1). Then there exist
γ = γ(d,m, ℓ, δ, p, q, d1, d2,K0) ∈ (0, 1),
λ0 = λ0(d,m, ℓ, δ, p, q, d1, d2,K0,K,R0) ≥ 1,
such that, under Assumption 5.1 (γ), for u ∈ W 2mp,q,w(Rd) satisfying
Lu+ (−1)mλu = f (5.4)
in Rd, where f ∈ Lp,q,w(Rd), we have∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w ,
provided that λ ≥ λ0, where Lp,q,w = Lp,q,w(Rd) and
N = N(d,m, ℓ, δ, p, q, d1, d2,K0,K,R0).
Proof. Choose ζ ∈ C∞0 (R) and set v(t, x) = ζ(t/n)u(x), n ∈ Z, which satisfies, in
Rd+1,
vt + (−1)mLv + λv = 1
n
ζt(t/n)u(x) + (−1)mζ(t/n)f.
Upon noting that w2 ∈ Aq(R × Rd2 , dx′′dt), we apply Theorem 5.2 with w to the
above system and follow the proof of [40, Theorem 2.6] with obvious modifications.

5.1. Mixed-norm estimate in the whole space. This subsection is devoted to
the proof of Theorem 5.2. Throughout the paper, we use the notation
(g)D := –
∫
D
g(t, x) dx dt,
where D is a subset in Rd+1.
We begin with the following interior estimate.
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Lemma 5.6. Let λ ≥ 0, q ∈ (1,∞), and L be the operator in (5.1). Suppose
that the coefficients Aαβ, |α| = |β| = m, are measurable functions of only t ∈ R,
i.e., Aαβ = Aαβ(t) and the lower-order coefficients of L are all zero. Then for any
u ∈ C∞loc(Rd+1) satisfying (5.2) in Q4 with f = 0, we have∑
|α|≤2m
λ1−
|α|
2m sup
Q1
(|D(Dαu)|+ |(Dαu)t|) ≤ N ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lq(Q4), (5.5)
where N = N(d,m, ℓ, δ, q).
Proof. The special case of the lemma when q = 2 was proved in [20, Lemma 3],
which was derived from Lemma 2 there. The latter still holds with q in place of
2 thanks to the W 1,2mq estimates established in the same paper. See the proof
of Theorem 2 there. In fact, the estimate in [20, Lemma 3] only contains the
highest and lowest order terms because we collected only those terms when applying
S. Agmon’s idea. By collecting the intermediate order terms as well, we obtain
(5.5). 
Lemma 5.7. Let κ ≥ 8. Under the assumptions of Lemma 5.6, for any r ∈
(0,∞), X0 ∈ Rd+1, and u ∈ W 1,2mq,loc (Rd+1) satisfying (5.2) in Qκr(X0), where
f ∈ Lq,loc(Rd+1), we have∑
|α|≤2m
λ1−
|α|
2m
(
|Dαu− (Dαu)Qr(X0) |
)
Qr(X0)
≤ Nκ−1
∑
|α|≤2m
λ1−
|α|
2m (|Dαu|q)
1
q
Qκr(X0)
+Nκ
d+2m
q (|f |q)
1
q
Qκr(X0)
, (5.6)
where N = N(d,m, ℓ, δ, q).
Proof. Similar to [20, Corollary 2], the lemma can be derived from Lemma 5.6 and
the aforementioned W 1,2mq estimates. In particular, we have [20, Theorem 10] with
q in place of 2. Thus, as described in the proof of [20, Theorem 2], we obtain (5.6)
by repeating the proof of [20, Corollary 2] with q in place of 2. While following the
arguments in [20], due to the standard approximation argument, we may assume
that the coefficients are infinitely differentiable. See Remark 5.8. 
Remark 5.8. When proving mean oscillation estimates as in Lemmas 5.7 and
5.9, one can always assume that the coefficients are infinitely differentiable. For
example, for the operator in (5.1), we set
Lnu =
∑
|α|≤m,|β|≤m
Aαβn D
αDβu,
where Aαβn is the mollification of A
αβ in Rd+1, and prove the mean oscillation es-
timate in (5.6) with Ln in place of L. Then we let n → ∞ to obtain the desired
estimate for L with a constant N independent of the approximation. This type of
argument is used throughout the paper because in the proofs of mean oscillation
estimates, we always split u as the sum u = w+v, where v is a solution to the given
system/equation with right-hand side being zero on a cylinder or a cylinder inter-
sected with a half space. Under the assumption that the coefficients are infinitely
differentiable, using the classical results, we see that v is infinitely differentiable
inside the cylinder, so we are able to use Lipschitz estimates or Ho¨lder estimates
as in Lemmas 5.6 and 5.12 with v in place of u.
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For coefficients Aαβ(t, x) satisfying Assumption 5.1, we obtain the following
mean oscillation estimate on Qr(X0) when r is bounded above.
Lemma 5.9. Let λ ≥ 0, q ∈ (1,∞), κ ≥ 8, µ, ν ∈ (1,∞), 1/µ + 1/ν = 1,
and L be the operator in (5.1). Suppose that the lower-order coefficients of L are
all zero. Then, under Assumption 5.1 (γ), for r ∈ (0, R0/κ], X0 ∈ Rd+1, and
u ∈ W 1,2mqµ,loc(Rd+1) satisfying (5.2) in Qκr(X0), where f ∈ Lq,loc(Rd+1), we have∑
|α|≤2m
λ1−
|α|
2m
(
|Dαu− (Dαu)Qr(X0) |
)
Qr(X0)
≤ Nκ−1
∑
|α|≤2m
λ1−
|α|
2m (|Dαu|q)
1
q
Qκr(X0)
+Nκ
d+2m
q (|f |q)
1
q
Qκr(X0)
+Nκ
d+2m
q γ
1
qν
(|D2mu|qµ) 1qµQκr(X0) ,
where N = N(d,m, ℓ, δ, q, µ).
Proof. Set
L0u =
∑
|α|≤m,|β|≤m
A¯αβ(t)DαDβu,
where
A¯αβ(t) = –
∫
Bκr(x0)
Aαβ(t, y) dy.
Then we see that u ∈ W 1,2mq,loc (Rd+1) satisfies
ut + (−1)mL0u+ λu = f¯
in Qκr(X0), where
f¯ := f + (−1)m(L0 − L)u ∈ Lq,loc(Rd+1).
Then by Lemma 5.7, we obtain (5.6) with f¯ in place of f . Note that
(|(L0 − L)u|q)
1
q
Qκr(X0)
≤ (|A¯αβ −Aαβ |νq)1/(qν)
Qκr(X0)
(|D2mu|qµ) 1qµQκr(X0)
≤ Nγ 1qν (|D2mu|qµ) 1qµQκr(X0) ,
where N = N(δ, q, µ), the first inequality is due to Ho¨lder’s inequality, and the
second inequality is due to the fact that κr ≤ R0, the boundedness of Aαβ , and
Assumption 5.1 (γ). This together with (5.6) with f¯ proves the desired inequality.

We use the following filtration of partitions.
Cn := {Qn = Qn(i0,i1,...,id) : (i0, i1, . . . , id) ∈ Zd+1},
where n ∈ Z and
Qn(i0,i1,...,id)
= [i02
−2mn, (i0 + 1)2
−2mn)× [i12−n, (i1 + 1)2−n)× . . .× [id2−n, (id + 1)2−n).
Let X ∈ Rd+1 and X ∈ Qn ∈ Cn. Then one can find X0 ∈ Rd+1 and the smallest
r > 0 (in fact, r = max{2−n−1√d, 2−n}) such that Qn ⊂ Qr(X0) and
–
∫
Qn
|f(Y )− f|n(X)| dY ≤ N –
∫
Qr(X0)
∣∣∣f(Y )− (f)Qr(X0)∣∣∣ dY, (5.7)
where N depends only on d and m.
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Lemma 5.10. Let λ ≥ 0, K0 ≥ 1, p, q ∈ (1,∞), t1 ∈ R, w = w1(x′)w2(t, x′′),
where
w1(x
′) ∈ Ap(Rd1 , dx′), w2(t, x′′) ∈ Aq(R× Rd2 , dx′′ dt),
d1 + d2 = d, [w1]Ap ≤ K0, [w2]Aq ≤ K0,
and let L be the operator in (5.1). Suppose that the lower-order coefficients of L
are all zero. Then there exist constants
γ = γ(d,m, ℓ, δ, p, q, d1, d2,K0) ∈ (0, 1),
R1 = R1(d,m, ℓ, δ, p, q, d1, d2,K0) ∈ (0, 1),
such that, under Assumption 5.1 (γ), for u ∈ W 1,2mp,q,w(Rd+1) vanishing outside(
t1 − (R0R1)2m, t1
) × Rd and satisfying (5.2) in Rd+1, where f ∈ Lp,q,w(Rd+1),
we have ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w , (5.8)
where Lp,q,w = Lp,q,w(R
d+1) and N = N(d,m, ℓ, δ, p, q, d1, d2,K0).
Proof. For the given w1 ∈ Ap(Rd1 , dx′) and w2 ∈ Aq(R×Rd2 , dx′′ dt), using reverse
Ho¨lder’s inequality [46, Theorem 3.2] (also see Corollary 7.2.6 and Remark 7.2.3 in
[30]) we choose
σ1 = σ1(d1, p,K0), σ2 = σ2(d2, q,K0)
such that p− σ1 > 1, q − σ2 > 1 and
w1 ∈ Ap−σ1(Rd1 , dx′), w2 ∈ Aq−σ2(R× Rd2 , dx′′ dt).
Find q0, µ ∈ (1,∞) satisfying
q0µ = min
{
p
p− σ1 ,
q
q − σ2
}
> 1. (5.9)
Note that
w1 ∈ Ap−σ1 ⊂ Ap/(q0µ) ⊂ Ap/q0(Rd1 , dx′),
w2 ∈ Aq−σ2 ⊂ Aq/(q0µ) ⊂ Aq/q0 (R× Rd2 , dx′′ dt).
(5.10)
By Lemma 3.1, for any g ∈ Lq0µ,loc(Rd+1) and balls B1 ⊂ Rd1 and B2 ⊂ R × Rd2 ,
where B2 is a ball with respect to the parabolic distance |x′′ − y′′|+ |t− s| 12m ,
1
|B1||B2|
∫
B1×B2
|g|q0µ dx dt = 1|B2|
∫
B2
1
|B1|
∫
B1
|g|q0µ dx′ dx′′ dt
≤ 1|B2|
∫
B2
(
[w1]Ap/(q0µ)
ω1(B1)
∫
B1
|g|p w1(x′) dx′
) q0µ
p
dx′′ dt
≤
(
[w2]Aq/(q0µ)
ω2(B2)
∫
B2
(
[w1]Ap/(q0µ)
ω1(B1)
∫
B1
|g|p w1(x′) dx′
)q/p
w2(t, x
′′) dx′′ dt
) q0µ
q
.
This shows that
u ∈W 1,2mq0µ,loc(Rd+1), f ∈ Lq0µ,loc(Rd+1), 0 ≤ |α| ≤ 2m.
Let κ ≥ 8 be a constant to be specified below. For each X ∈ Rd+1 and Qn ∈ Cn
such that X ∈ Qn, n ∈ Z, find X0 ∈ Rd+1 and the smallest r ∈ (0,∞) so that
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Qn ⊂ Qr(X0) and (5.7) is satisfied. If r > R0/κ, because u vanishes outside(
t1 − (R0R1)2m, t1
)× Rd, for 0 ≤ |α| ≤ 2m, we have
–
∫
Qn
|Dαu(Y )− (Dαu)|n (X)| dY ≤ 2 –
∫
Qn
|Dαu| dY
≤ 2
(
–
∫
Qr(X0)
I(t1−(R0R1)2m,t1)(s) dY
)1− 1q0 (
–
∫
Qr(X0)
|Dαu|q0 dY
) 1
q0
≤ N(d,m, q0)κ2m(1−
1
q0
)R1
2m(1− 1q0
) [M (|Dαu|q0) (X)] 1q0 , (5.11)
where, for the last inequality, we have used the inequality
(|Dαu|q0)
1
q0
Qκr(X0)
≤ N(d,m) [M (|Dαu|q0) (X)] 1q0 . (5.12)
If r ∈ (0, R0/κ], by Lemma 5.9 with q = q0 and inequalities as in (5.12),
∑
|α|≤2m
λ1−
|α|
2m –
∫
Qn
|Dαu(Y )− (Dαu)|n (X)| dY
≤ Nκ−1
∑
|α|≤2m
λ1−
|α|
2m [M (|Dαu|q0) (X)] 1q0 +Nκ d+2mq0 [M (|f |q0) (X)] 1q0
+Nκ
d+2m
q0 γ
1
q0ν
[M (|D2mu|q0µ) (X)] 1q0µ , (5.13)
where 1/µ+ 1/ν = 1 and N = N(d,m, ℓ, δ, q0, µ). Note that q0 and µ depend only
on d1, d2, p, q, and K0. Thus we have
N = N(d,m, ℓ, δ, p, q, d1, d2,K0).
Combining (5.11) and (5.13), and taking the supremum with respect to all Qn ∋ X ,
n ∈ Z, we see that∑
|α|≤2m
λ1−
|α|
2m (Dαu)#dy (X)
≤ N
(
κ2m(1−
1
q0
)R1
2m(1− 1q0
) + κ−1
) ∑
|α|≤2m
λ1−
|α|
2m [M (|Dαu|q0) (X)] 1q0
+Nκ
d+2m
q0 [M (|f |q0) (X)] 1q0 +Nκ d+2mq0 γ 1q0ν [M (|D2mu|q0µ) (X)] 1q0µ
for all X ∈ Rd+1. Now we take Lp,q,w(Rd+1)-norms of the both sides of the above
inequality, and use Corollaries 2.6 and 2.7. In particular, due to (5.10) we are able
to use Corollary 2.6 to obtain, for instance,
‖ [M(|Dαu|q0µ)] 1q0µ ‖Lp,q,w = ‖M(|Dαu|q0µ)‖
1
q0µ
Lp/(q0µ),q/(q0µ),w
≤ N‖|Dαu|q0µ‖
1
q0µ
Lp/(q0µ),q/(q0µ),w
= N‖Dαu‖Lp,q,w ,
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where N = N(d, p/(q0µ), q/(q0µ),K0); hence N = N(d, p, q, d1, d2,K0). Therefore,
we get∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
≤ N
(
κ2m(1−
1
q0
)R1
2m(1− 1q0
) + κ−1
) ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
+Nκ
d+2m
q0 ‖f‖Lp,q,w +Nκ
d+2m
q0 γ
1
q0ν ‖D2mu‖Lp,q,w , (5.14)
where N = N(d,m, ℓ, δ, p, q, d1, d2,K0). Fix κ ≥ 8 such that Nκ−1 ≤ 1/6. Then
choose γ ∈ (0, 1) and R1 ∈ (0, 1) so that
Nκ
d+2m
q0 γ
1
q0ν ≤ 1/6, Nκ2m(1− 1q0 )R12m(1−
1
q0
) ≤ 1/6.
Then we arrive at (5.8). 
We now use the standard partition of unity argument with respect to only one
variable (the time variable).
Proposition 5.11. Let λ ≥ 0, K0 ≥ 1, p, q ∈ (1,∞), w = w1(x′)w2(t, x′′), where
w1(x
′) ∈ Ap(Rd1 , dx′), w2(t, x′′) ∈ Aq(R× Rd2 , dx′′ dt),
d1 + d2 = d, [w1]Ap ≤ K0, [w2]Aq ≤ K0,
and let L be the operator in (5.1). Then there exists
γ = γ(d,m, ℓ, δ, p, q, d1, d2,K0) ∈ (0, 1)
such that, under Assumption 5.1 (γ), for u ∈ W 1,2mp,q,w(Rd+1) satisfying (5.2) in
Rd+1, where f ∈ Lp,q,w(Rd+1), we have∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N1‖f‖Lp,q,w +N2
∑
|α|≤2m−1
‖Dαu‖Lp,q,w , (5.15)
where Lp,q,w = Lp,q,w(R
d+1),
N1 = N1(d,m, ℓ, δ, p, q, d1, d2,K0),
N2 = N2(d,m, ℓ, δ, p, q, d1, d2,K0,K,R0).
Proof. Recall that the lower-order coefficients in L are bounded by K. By moving
the terms AαβDαDβu, |α| < m or |β| < m, to the right-hand side of the system,
we assume that the lower-order coefficients of L are zero. Take γ ∈ (0, 1) and
R1 ∈ (0, 1) from Lemma 5.10 and fix a non-negative infinitely differentiable function
ζ(t) defined on R such that ζ(t) vanishes outside (−(R0R1)2m, 0) and∫
R
ζ(t)q dt = 1.
Then u(t, x)ζ(t − s) satisfies
(u(t, x)ζ(t− s))t + (−1)mL (u(t, x)ζ(t− s)) + λu(t, x)ζ(t − s)
= ζ(t− s)f(t, x) + ζt(t− s)u(t, x) (5.16)
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in Rd+1. For each s ∈ R, since u(t, x)ζ(t−s) vanishes outside (s−(R0R1)2m, s)×Rd,
by Lemma 5.10 applied to (5.16), we get∑
|α|≤2m
λ1−
|α|
2m ‖Dα (uζ(· − s)) ‖Lp,q,w ≤ N‖fζ(· − s)‖Lp,q,w +N‖uζt(· − s)‖Lp,q,w ,
(5.17)
where Lp,q,w = Lp,q,w(R
d+1) and N = N(d,m, ℓ, δ, p, q, d1, d2,K0). Note that
‖Dαu(t, ·, x′′)‖q
Lp,w1(R
d1)
=
∫
R
‖Dαu(t, ·, x′′)‖q
Lp,w1(R
d1)
ζ(t− s)q ds,
=
∫
R
‖Dαu(t, ·, x′′)ζ(t − s)‖q
Lp,w1(R
d1)
ds.
Thus, by integrating with respect to t and x′′,
‖Dαu‖qLp,q,w =
∫
R
‖Dα (uζ(· − s)) ‖qLp,q,w ds.
From this and (5.17) it follows that∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N1‖f‖Lp,q,w +N2‖u‖Lp,q,w ,
where N1 = N1(d,m, ℓ, δ, p, q, d1, d2,K0), and N2 depends on R0R1 and the same
parameters as N1 does. The proposition is proved. 
Proof of Theorem 5.2. In Proposition 5.11 we choose λ0 ≥ 1, depending only on
N2, so that
1
2
∑
|α|≤2m−1
λ1−
|α|
2m ≤
∑
|α|≤2m−1
(
λ1−
|α|
2m −N2
)
for any λ ≥ λ0. Then in the right-hand side of (5.15) the terms involving Dαu,
0 ≤ |α| ≤ 2m− 1 can be absorbed to the left-hand side so that we obtain∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w .
Finally, we estimate ut using this estimate and the system ut = f − (−1)mLu−λu.
The theorem is proved. 
5.2. Mixed-norm estimate in a half space. This section is devoted to the proof
of Theorem 5.4. We only consider the case when d1 ≥ 1 and thus the cylindrical
domain under consideration is R × Rd+ =: Rd+1+ . That is, regarding the product
of weights and the mixed norm, we view the domain as the product space of Rd1+ ,
d1 ≥ 1, and R× Rd2 . The other case can be treated in a similar way.
We mainly follow the arguments in the previous subsection and Sections 7–9 of
[20]. For a function g defined on a subset D in Rd+1, we set
[g]Cν(D) = sup
(t,x),(s,y)∈D
(t,x) 6=(s,y)
|g(t, x)− g(s, y)|
|t− s| ν2m + |x− y|ν ,
where 0 < ν ≤ 1. In what follows, we write Q+r (X0) to denote Qr(X0) ∩ Rd+1+ .
First we have the following boundary Ho¨lder estimate, which corresponds to
Lemma 5.6.
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Lemma 5.12. Let λ ≥ 0, q ∈ (1,∞), and L be the operator in (5.1). Suppose
that the coefficients Aαβ, |α| = |β| = m, are measurable functions of only t ∈ R,
i.e., Aαβ = Aαβ(t) and the lower-order coefficients of L are all zero. Then for any
u ∈ C∞loc(Rd+1+ ) satisfying (5.2) in Q+4 with f = 0 and (5.3) on Q4 ∩ {x1 = 0}, we
have ∑
|α|≤2m,α1<2m
λ1−
|α|
2m [Dαu]C1/2(Q+1 )
≤ N
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lq(Q+4 ),
where N = N(d,m, ℓ, δ, q).
Proof. We only consider the case when λ = 0, i.e.,
[DxˆD
2m−1u]C1/2(Q+1 )
≤ N
∑
|α|=2m
‖Dαu‖Lq(Q+4 ). (5.18)
The general case then follows by using S. Agmon’s idea.
By the W 1,2mq estimates in the half space ([20, Theorem 4]), the Sobolev imbed-
ding theorem, and the standard bootstrap argument, we have
‖u‖W 1,2mp (Q+1 ) ≤ N‖u‖Lq(Q+4 )
for any p ∈ (1,∞), where N = N(d, ℓ,m, δ, p, q). By taking p > 2(2m + d) and
using the parabolic Sobolev imbedding theorem (see, for instance, [2, Sec. 18.12]),
[D2m−1u]C1/2(Q+1 )
≤ N‖u‖Lq(Q+4 ) ≤ N‖D
m
1 u‖Lq(Q+4 ), (5.19)
where the last inequality is due to the boundary Poincare´ inequality. Let Q(x) be
a vector-valued polynomial of order at most m− 1 such that, for P (x) := xm1 Q(x),(
DkDm1 P (x)
)
Q+4
=
(
DkDm1 u(t, x)
)
Q+4
, (5.20)
where 0 ≤ k ≤ m− 1. Notice that P is a vector-valued polynomial of order at most
2m− 1. Let v = u−P (x), which satisfies the same system with the same Dirichlet
boundary condition on {x1 = 0} as u does. By (5.19) with v in place of u and
applying a Poincare´ type inequality [25, Lemma 6.1] with q in place of 2 (the same
proof applies), we get
[D2m−1u]C1/2(Q+1 )
= [D2m−1v]C1/2(Q+1 )
≤ N‖Dm1 v‖Lq(Q+4 )
≤ N‖Dm−1Dm1 v‖Lq(Q+4 ) ≤ N‖D
m−1Dm1 u‖Lq(Q+4 ), (5.21)
where we used (5.20) with k = m− 1 in the last inequality. Since Dxˆu satisfies the
same system as u with the same boundary condition on {x1 = 0}, we finally obtain
(5.18) from (5.21). The lemma is proved. 
Similar to Lemma 5.7 and [20, Corollary 5], from Lemma 5.12 we obtain the
following boundary mean oscillation estimate for all Dαu, 0 ≤ |α| ≤ 2m, except
D2m1 u.
Lemma 5.13. Let κ ≥ 64. Under the assumptions of Lemma 5.12, for any r ∈
(0,∞), X0 ∈ Rd+1+ , and u ∈ W 1,2mq,loc (Rd+1+ ) satisfying (5.2) in Q+κr(X0) and (5.3)
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on Qκr(X0) ∩ {x1 = 0}, where f ∈ Lq,loc(Rd+1+ ), we have∑
|α|≤2m,α1<2m
λ1−
|α|
2m
(
|Dαu− (Dαu)Q+r (X0) |
)
Q+r (X0)
≤ Nκ− 12
∑
|α|≤2m
λ1−
|α|
2m (|Dαu|q)
1
q
Q+κr(X0)
+Nκ
d+2m
q (|f |q)
1
q
Q+κr(X0)
,
where N = N(d,m, ℓ, δ, q).
In order to estimate D2m1 u, as in [20, Sec. 8], we consider the following system
with the special coefficients
L0u = A(t)D
2m
1 u+
d∑
j=2
D2mj u,
where A(t) = Aαˇαˇ(t), αˇ = (m, 0, · · · , 0). Note that if a sufficiently smooth u
satisfies
ut + (−1)mL0u+ λu = 0 (5.22)
with the Dirichlet boundary condition on {x1 = 0}, then D2m1 u satisfies the same
system with the Dirichlet boundary condition because
D2m1 u = (A(t))
−1(−1)m+1(ut + λu)− (A(t))−1
d∑
j=2
D2mj u.
Thus, we have boundary Ho¨lder and mean oscillation estimates of the 2m-th order
normal derivative of u.
Lemma 5.14. Let λ ≥ 0 and q ∈ (1,∞). For any u ∈ C∞loc(Rd+1+ ) satisfying (5.22)
in Q+4 and (5.3) on Q4 ∩ {x1 = 0}, we have
[D2m1 u]C1(Q+1 )
≤ N
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lq(Q+4 ),
where N = N(d,m, ℓ, δ, q).
Proof. See [20, Corollary 6]. 
Lemma 5.15. Let λ ≥ 0, q ∈ (1,∞), and κ ≥ 64. For any r ∈ (0,∞), X0 ∈ Rd+1+ ,
and u ∈ W 1,2mq,loc (Rd+1+ ) satisfying ut + (−1)mL0u + λu = f in Q+κr(X0) and (5.3)
on Qκr(X0) ∩ {x1 = 0}, where f ∈ Lq,loc(Rd+1+ ), we have(
|D2m1 u−
(
D2m1 u
)
Q+r (X0)
|
)
Qr(X0)
≤ Nκ−1
∑
|α|≤2m
λ1−
|α|
2m (|Dαu|q)
1
q
Q+κr(X0)
+Nκ
d+2m
q (|f |q)
1
q
Q+κr(X0)
,
where N = N(d,m, ℓ, δ, q).
Proof. Similar to Lemmas 5.7 and 5.13, the lemma is derived from Lemma 5.14
and the W 1,2mq estimate in the half space. 
We are now ready to give the proof of Theorem 5.4.
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Proof of Theorem 5.4. Due to the arguments in the proofs of Proposition 5.11 and
Theorem 5.2, it suffices to prove∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w , (5.23)
provided that the lower order coefficients are all zero, and u vanishes outside (t1 −
(R0R1)
2m, t1)×Rd+ for some t1 ∈ R and a small R1 = R1(d,m, ℓ, δ, p, q, d1, d2,K0) ∈
(0, 1). As in the proof of Lemma 5.10, from Lemma 5.13, for any κ1 ≥ 64, we have∑
|α|≤2m,α1<2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
≤ N
(
κ
2m(1− 1q0
)
1 R
2m(1− 1q0
)
1 + κ
− 12
1
) ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
+Nκ
d+2m
q0
1 ‖f‖Lp,q,w +Nκ
d+2m
q0
1 γ
1
q0ν ‖D2mu‖Lp,q,w , (5.24)
where Lp,q,w = Lp,q,w(R
d+1
+ ). Next we move all the spatial derivatives except
AαˇαˇD2m1 u to the right-hand side of the system, and add (−1)m
∑d
j=2D
2m
j u to
both sides. Similarly to (5.24), from Lemma 5.15, we derive for any κ2 ≥ 64,
‖D2m1 u‖Lp,q,w ≤ N
(
κ
2m(1− 1q0
)
2 R
2m(1− 1q0
)
1 + κ
−1
2
) ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
+Nκ
d+2m
q0
2
(
‖f‖Lp,q,w +
∑
|α|=2m,α1<2m
‖Dαu‖Lp,q,w + γ
1
q0ν ‖D2m1 u‖Lp,q,w
)
. (5.25)
Combining (5.24) and (5.25), we reach∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
≤ N
(
κ
2m(1− 1q0
)
2 R
2m(1− 1q0
)
1 + κ
−1
2
) ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
+Nκ
d+2m
q0
2
(
κ
2m(1− 1q0
)
1 R
2m(1− 1q0
)
1 + κ
− 12
1
) ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp,q,w
+Nκ
d+2m
q0
2 (1 + κ
d+2m
q0
1 )‖f‖Lp,q,w +Nκ
d+2m
q0
2 (1 + κ
d+2m
q0
1 )γ
1
q0ν ‖D2mu‖Lp,q,w . (5.26)
To see (5.23), it suffices to first take κ2 sufficiently large, then κ1 sufficiently large,
and finally R1 and γ sufficiently small in (5.26), such that
N
(
κ
2m(1− 1q 0
)
2 R
2m(1− 1q 0
)
1 + κ
−1
2
)
+Nκ
d+2m
q0
2
(
κ
2m(1− 1q 0
)
1 R
2m(1− 1q 0
)
1 + κ
− 12
1
)
+Nκ
d+2m
q0
2 (1 + κ
d+2m
q0
1 )γ
1
q0ν ≤ 1/2.
The theorem is proved. 
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6. Second order parabolic equations in non-divergence form with
measurable coefficients
In this section, we consider second order equations with partially BMO coef-
ficients. Thus, all the involved coefficients and functions are real scalar-valued
functions. Throughout the section we use the notation in Section 4 by setting
m = 1. In particular,
Qr(t, x) = (t− r2, t)×Br(x), Q′r(t, xˆ) = (t− r2, t)×B′r(xˆ).
Note that, for a multi-index α = (α1, . . . , αd), if we write
Dαu, 0 ≤ |α| ≤ 2, α1 ≤ 1,
it means one of the elements or the whole elements of the set
{u,D1u, . . . , Ddu,Diju : (i, j) 6= (1, 1)}.
Set
Lu =
d∑
i,j=1
aijDiju+ b
iDiu+ cu. (6.1)
Throughout the section we impose the following assumptions on the coefficients.
(i) There exists δ ∈ (0, 1) such that
aijξiξj ≥ δ|ξ|2, |aij | ≤ δ−1
for all ξ ∈ Rd.
(ii) bi and c are measurable and bounded. In particular, there existsK ∈ (0,∞)
such that
|bi| ≤ K, |c| ≤ K.
We also assume one of the following regularity assumptions on the leading coef-
ficients aij .
Assumption 6.1 (γ). Let γ ∈ (0, 1). There exists R0 ∈ (0,∞) such that
(a11)#,1R0 +
∑
(i,j) 6=(1,1)
(aij)#R0 ≤ γ.
Assumption 6.2 (γ). Let γ ∈ (0, 1). There exists R0 ∈ (0,∞) such that
(a11)#,2R0 +
∑
(i,j) 6=(1,1)
(aij)#R0 ≤ γ.
The following theorems are the main results of this section. As in Section 5,
note that in Theorems 6.3 and 6.4 below the domains Rd+1 and R×Rd+, as product
spaces, satisfy the conditions (a) and (b) before Corollary 2.6.
Theorem 6.3 (The whole space case). Let p, q ∈ (1,∞) and K0 ≥ 1 be constants,
w = w1(x
′)w2(t, x
′′), where
w1(x
′) ∈ Ap(Rd1 , dx′), w2(t, x′′) ∈ Aq(R× Rd2 , dx′′ dt),
d1 + d2 = d, [w1]Ap ≤ K0, [w2]Aq ≤ K0,
and let L be the operator in (6.1). Then there exist
γ = γ(d, δ, p, q, d1, d2,K0) ∈ (0, 1),
λ0 = λ0(d, δ, p, q, d1, d2,K0,K,R0) ≥ 1,
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such that, under Assumption 6.1 (γ) or Assumption 6.2 (γ), the following holds
true. For u ∈ W 1,2p,q,w(Rd+1) satisfying
− ut + Lu− λu = f (6.2)
in Rd+1, where f ∈ Lp,q,w(Rd+1), we have
‖ut‖Lp,w + λ‖u‖Lp,q,w +
√
λ‖Du‖Lp,q,w + ‖D2u‖Lp,q,w ≤ N‖f‖Lp,q,w ,
provided that λ ≥ λ0, where Lp,w = Lp,w(Rd+1) and
N = N(d, δ, p, q, d1, d2,K0,K,R0).
Theorem 6.4 (The half space case). The result in Theorem 6.3 still holds if we
replace Rd by Rd+ (i.e., replace R
d1 by Rd1+ when d1 ≥ 1 or replace Rd2 by Rd2+
when d1 = 0) and impose the Dirichlet boundary condition u = 0 or the Neumann
boundary condition D1u = 0 on the lateral boundary of the cylindrical domain.
Remark 6.5. The domain in Theorem 6.4 is fixed as R× Rd+ = {(t, x) : x1 > 0},
whereas the domain in Theorem 5.4 can be a half space {(t, x) ∈ Rd+1 : xk > 0} for
any k = 1, . . . , d. This is because the coefficients in Theorem 5.4 have regularity in
all the spatial variables, but the coefficients aij in Theorem 6.4 are only measurable
(no regularity assumptions) with respect to x1.
Remark 6.6. It is worth noting that Theorem 6.4 generalizes a recent result in
[23] on weighted Lp estimates for second order parabolic equations in the half space
R× Rd+ with the Neumann boundary condition, where the leading coefficients are
assumed to satisfy the condition imposed in Section 5 (i.e., they have small mean
oscillations in all the spatial variables) and the weight w(t, x) = xθ−d1 for some
θ ∈ (d − 1, d − 1 + p). It is easily seen that w is an Ap weight in the half space.
Therefore, one can apply Theorem 6.4 to get the same result for equations with
more general coefficients.
To prove Theorem 6.3, we start with the following mean oscillation estimate for
equations with leading coefficients depending only on x1.
Lemma 6.7. Let λ ≥ 0, q ∈ (1,∞), κ ≥ 8, and L be the operator in (6.1). Suppose
that
aij = aij(x1), b
i = c = 0.
Then, for any r ∈ (0,∞), X0 ∈ Rd+1, and u ∈ W 1,2q,loc(Rd+1) satisfying (6.2) in
Qκr(X0), where f ∈ Lq,loc(Rd+1), we have(
|ut − (ut)Qr(X0) |
)
Qr(X0)
+
∑
|α|≤2,α1≤1
λ1−
|α|
2
(
|Dαu− (Dαu)Qr(X0) |
)
Qr(X0)
≤ Nκ−1
∑
|α|≤2
λ1−
|α|
2 (|Dαu|q)
1
q
Qκr(X0)
+Nκ
d+2
q (|f |q)
1
q
Qκr(X0)
,
where N = N(d, δ, q).
Proof. As in the proof of Lemma 5.7, we only need to prove the following interior
Ho¨lder estimate
[ut]C1(Q1) + [DDxˆu]C1(Q1) ≤ N‖D2u‖Lq(Q4), (6.3)
when a sufficiently smooth u satisfies (6.2) in Q4 with λ = 0 and f = 0. To this
end, we first recall theW 1,2q -estimates established in [36, 16] for parabolic equations
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with partially BMO coefficients, which, in particular, can be applied to the equation
considered in this lemma. Using the W 1,2q -estimates together with a localization
and bootstrap argument yields
‖u‖W 1,2p (Q1) ≤ N‖u‖Lq(Q2) (6.4)
for any p ∈ (1,∞). By the parabolic Sobolev imbedding theorem, by choosing a
sufficiently large p > d+ 2, we see that
‖u‖L∞(Q1) + ‖Du‖L∞(Q1) ≤ N‖u‖Lq(Q2) (6.5)
Since ut and Dxˆu satisfy the same equation as u, by (6.5) with ut and Dxˆu in place
of u and using (6.4) with a scaling, we reach
‖ut‖L∞(Q1) + ‖DDxˆu‖L∞(Q1) ≤ N‖ut‖Lq(Q2) +N‖Dxˆu‖Lq(Q2) ≤ N‖u‖Lq(Q4).
(6.6)
It follows from the equation that a11D11u = ut −
∑
(i,j) 6=(1,1) a
ijDiju. Therefore,
from (6.6) as well as (6.5),
‖ut‖L∞(Q1) + ‖Du‖L∞(Q1) + ‖D2u‖L∞(Q1) ≤ N‖u‖Lq(Q4). (6.7)
Again with ut and Dxˆu in place of u, it follows easily from (6.7) that
[ut]C1(Q1) + [DDxˆu]C1(Q1) ≤ ‖u‖Lq(Q4). (6.8)
To conclude (6.3), it suffices to replace u by u − (u)Q4 − xi(Diu)Q4 in (6.8) and
then apply a parabolic Poincare´ type inequality [42, Lemma 4.2.2]. The lemma is
proved. 
The following assumption reads that the coefficients are merely measurable in
x1 and have small mean oscillations with respect to (t, x
′) in small cylinders.
Assumption 6.8 (γ). Let γ ∈ (0, 1). There exists R0 ∈ (0,∞) such that
n∑
i,j=1
(aij)#,2R0 ≤ γ.
Lemma 6.9. Let λ ≥ 0, q ∈ (1,∞), κ ≥ 8, µ, ν ∈ (1,∞), 1/µ + 1/ν = 1, and L
be the operator in (6.1). Suppose that bi = c = 0. Then, under Assumption 6.8
(γ), for any r ∈ (0, R0/κ], X0 ∈ Rd+1, and u ∈ W 1,2qµ,loc(Rd+1) satisfying (6.2) in
Qκr(X0), where f ∈ Lq,loc(Rd+1), we have(
|ut − (ut)Qr(X0) |
)
Qr(X0)
+
∑
|α|≤2,α1≤1
λ1−
|α|
2
(
|Dαu− (Dαu)Qr(X0) |
)
Qr(X0)
≤ Nκ−1
∑
|α|≤2
λ1−
|α|
2 (|Dαu|q)
1
q
Qκr(X0)
+Nκ
d+2
q (|f |q)
1
q
Qκr(X0)
+Nκ
d+2
q γ
1
qν
(|D2u|qµ) 1qµQκr(X0) ,
where N = N(d, δ, q, µ).
Proof. We use Lemma 6.7 and follow the same steps as we derive Lemma 5.9 from
Lemma 5.7. 
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Lemma 6.10. Let λ ≥ 0, K0 ≥ 1, p, q ∈ (1,∞), t1 ∈ R, w = w1(x′)w2(t, x′′),
where
w1(x
′) ∈ Ap(Rd1 , dx′), w2(t, x′′) ∈ Aq(R× Rd2 , dx′′ dt),
d1 + d2 = d, [w1]Ap ≤ K0, [w2]Aq ≤ K0,
and let L be the operator in (6.1). Suppose that bi = c = 0. Then there exist
constants
γ = γ(d, δ, p, q, d1, d2,K0) ∈ (0, 1),
R1 = R1(d, δ, p, q, d1, d2,K0) ∈ (0, 1),
such that, under Assumption 6.8 (γ), for u ∈ W 1,2p,q,w(Rd+1) vanishing outside(
t1 − (R0R1)2, t1
) × Rd and satisfying (6.2) in Rd+1, where f ∈ Lp,q,w(Rd+1), we
have ∑
|α|≤2
λ1−
|α|
2 ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w , (6.9)
where Lp,q,w = Lp,q,w(R
d+1) and N = N(d, δ, p, q, d1, d2,K0).
Proof. Let κ ≥ 8. Choose q0, µ ∈ (1,∞) depending only on p, q, d1, d2, and K0 and
satisfying (5.9) as in the proof of Lemma 5.10. Then from Lemma 6.9, by repeating
the steps for obtaining (5.14) in the proof of Lemma 5.10, we get
‖ut‖Lp,q,w +
∑
|α|≤2,α1≤1
λ1−
|α|
2 ‖Dαu‖Lp,q,w
≤ N
(
κ2(1−
1
q0
)R
2(1− 1q0
)
1 + κ
−1
) ∑
|α|≤2
λ1−
|α|
2 ‖Dαu‖Lp,q,w
+Nκ
d+2
q0 ‖f‖Lp,q,w +Nκ
d+2
q0 γ
1
q0ν ‖D2u‖Lp,q,w , (6.10)
where N = N(d, δ, p, q, d1, d2,K0) and 1/µ + 1/ν = 1. On the other hand, the
equation (6.2) along the fact that 1/a11 ≤ δ−1 shows that
‖D21u‖Lp,q,w ≤ N‖ut‖Lp,q,w +N
∑
|α|≤2,α1≤1
‖Dαu‖Lp,q,w +N‖f‖Lp,q,w ,
where N = N(δ). Upon combining this and (6.10), we see that the left-hand side of
(6.9) is bounded by the right-hand side of (6.10). Fix κ ≥ 8 so that Nκ−1 ≤ 1/6.
Then choose γ ∈ (0, 1) and R1 ∈ (0, 1) so that
Nκ
2(1− 1q0
)
R
2(1− 1q0
)
1 ≤ 1/6, Nκ
d+2
q0 γ
1
q0ν ≤ 1/6.
Then the inequality (6.9) follows. 
Next we consider equations with leading coefficients merely measurable in (t, x1)
except for a11, which is a measurable function either in t or in x1.
Lemma 6.11. Let λ ≥ 0, q ∈ (1,∞), κ ≥ 8, and L be the operator in (6.1).
Suppose that
a11 = a11(t) or a11 = a11(x1),
aij = aij(t, x1), (i, j) 6= (1, 1),
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and bi = c = 0. Then, for any r ∈ (0,∞), X0 ∈ Rd+1, and u ∈ W 1,2q,loc(Rd+1)
satisfying (6.2) in Qκr(X0), where f ∈ Lq,loc(Rd+1), we have∑
|α|≤2,α1≤1
λ1−
|α|
2
(
|Dαu− (Dαu)Qr(X0) |
)
Qr(X0)
≤ Nκ− 12
∑
|α|≤2
λ1−
|α|
2 (|Dαu|q)
1
q
Qκr(X0)
+Nκ
d+2
q (|f |q)
1
q
Qκr(X0)
,
where N = N(d, δ, q).
Proof. As before, it suffices to prove the following interior Ho¨lder estimate
[DDxˆu]C1/2(Q1) ≤ N‖D2u‖Lq(Q4), (6.11)
when a sufficiently smooth u satisfies (6.2) in Q4 with λ = 0 and f = 0. By (6.4)
with p = 2(d+2), which is also applicable to the equation considered in this lemma
(cf. [16]), we get
[Du]C1/2(Q1) ≤ N‖u‖Lq(Q2). (6.12)
Noting that Dxˆu satisfies the same equation as u, from (6.12) and (6.4), we have
[DDxˆu]C1/2(Q1) ≤ N‖Dxˆu‖Lq(Q2) ≤ N‖u‖Lq(Q4).
To conclude (6.11), it suffices to replace u by u− (u)Q4 −xi(Diu)Q4 as in the proof
of Lemma 6.7. 
Now we deal with the case with either Assumption 6.1 or 6.2. In doing so, we
use the results (Lemmas 5.10 and 6.10) under stronger assumptions (Assumptions
5.1 and 6.8).
Lemma 6.12. Let λ ≥ 0, K0 ≥ 1, p, q ∈ (1,∞), t1 ∈ R, w = w1(x′)w2(t, x′′),
where
w1(x
′) ∈ Ap(Rd1 , dx′), w2(t, x′′) ∈ Aq(R× Rd2 , dx′′ dt),
d1 + d2 = d, [w1]Ap ≤ K0, [w2]Aq ≤ K0,
and let L be the operator in (6.1). Suppose that bi = c = 0. Then there exist
constants
γ = γ(d, δ, p, q, d1, d2,K0) ∈ (0, 1),
R1 = R1(d, δ, p, q, d1, d2,K0) ∈ (0, 1),
such that, under Assumption 6.1 (γ) or Assumption 6.2 (γ), for u ∈ W 1,2p,q,w(Rd+1)
vanishing outside
(
t1 − (R0R1)2, t1
)× Rd and satisfying (6.2) in Rd+1, where f ∈
Lp,q,w(R
d+1), we have∑
|α|≤2
λ1−
|α|
2 ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w , (6.13)
where Lp,q,w = Lp,q,w(R
d+1) and N = N(d, δ, p, q, d1, d2,K0).
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Proof. Let κ ≥ 8. As in the proof of Lemma 6.10, we choose q0, µ ∈ (1,∞) and
derive from Lemma 6.11 the following inequality∑
|α|≤2,α1≤1
λ1−
|α|
2 ‖Dαu‖Lp,q,w
≤ N
(
κ
2(1− 1q0
)
R
2(1− 1q0
)
1 + κ
− 12
) ∑
|α|≤2
λ1−
|α|
2 ‖Dαu‖Lp,q,w
+Nκ
d+2
q0 ‖f‖Lp,q,w +Nκ
d+2
q0 γ
1
q0ν ‖D2u‖Lp,q,w , (6.14)
where N = N(d, δ, p, q, d1, d2,K0) and 1/µ+ 1/ν = 1.
Now we write the equation (6.2) as
−ut + a11D21u+∆d−1u = f¯ ,
where
f¯ = f +∆d−1u−
d∑
i,j,(i,j) 6=(1,1)
aijDiju.
The coefficients of the operator a11D21 + ∆d−1, in particular, the coefficient a
11
satisfies either Assumption 5.1 or Assumption 6.8. Then as long as γ and R1 are
smaller than those in Lemma 5.10 with m = ℓ = 1 or those in Lemma 6.10, we have∑
|α|≤2
λ1−
|α|
2 ‖Dαu‖Lp,q,w ≤ N‖f¯‖Lp,q,w ≤ N‖f‖Lp,q,w +N
∑
|α|=2,α1≤1
‖Dαu‖Lp,q,w ,
where N = N(d, δ, p, q, d1, d2,K0). This combined with (6.14) shows that∑
|α|≤2
λ1−
|α|
2 ‖Dαu‖Lp,q,w ≤ N‖f‖Lp,q,w
+N
(
κ2(1−
1
q0
)R
2(1− 1q0
)
1 + κ
− 12
) ∑
|α|≤2
λ1−
|α|
2 ‖Dαu‖Lp,q,w
+Nκ
d+2
q0 ‖f‖Lp,q,w +Nκ
d+2
q0 γ
1
q0ν ‖D2u‖Lp,q,w ,
where N = N(d, δ, p, q, d1, d2,K0). Now we fix κ ≥ 8 so that Nκ− 12 ≤ 1/6. Then
we choose γ and R1 so that they are less than those in Lemma 5.10 with m = ℓ = 1
or in Lemma 6.10, and satisfy
Nκ2(1−
1
q0
)R
2(1− 1q0
)
1 ≤ 1/6, Nκ
d+2
q0 γ
1
q0ν ≤ 1/6.
Then the inequality (6.13) follows. 
Now we are ready prove the main theorems of this section.
Proof of Theorem 6.3. We use the partition of unity argument in the proof of
Proposition 5.11 and proceed as in the proof of Theorem 5.2. 
Note that the extension argument in the proof below is possible because the
coefficients are allowed to have no regularity assumptions with respect to one spatial
variable. Thus the argument is not applicable if coefficients are continuous or have
vanishing (or small) mean oscillations in all the spatial variables.
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Proof of Theorem 6.4. We take the even extensions of w1 (or w2 if d1 = 0), a
11,
aij , bi, c for i, j ≥ 2 with respect to x1 = 0, and the odd extensions of a1j , aj1 for
j ≥ 2 and b1 with respect to x1 = 0. It is easily seen that w1 (or w2) is an Ap (or
Aq) weight in the whole space, and a
ij satisfy Assumption 6.1 or 6.2 in the whole
space.
In the case of the Dirichlet boundary condition, we take the odd extensions of u
and f with respect to x1 = 0, while in the case of the Neumann boundary condition,
we take the even extensions of u and f . Then u satisfies (6.2) in Rd+1. By applying
Theorem 6.3 and noting that the norms in the half space are comparable to those
in the whole space, we immediately get Theorem 6.4. 
7. Higher order systems in divergence form in Reifenberg domains
with partially BMO coefficients
Set
Lu =
∑
|α|≤m,|β|≤m
Dα
(
AαβDβu
)
, (7.1)
where the ℓ × ℓ matrices Aαβ are complex valued functions on Rd+1 and u is a
complex vector-valued function. The coefficients Aαβ are bounded and satisfy the
strong ellipticity condition as follows.
(i) There exists a constant δ ∈ (0, 1) such that |Aαβ | ≤ δ−1, |α| = |β| = m,
and ∑
|α|=|β|=m
ℜ (Aαβξβ , ξα) ≥ δ|ξ|2
for any ξ = (ξα)|α|=m, ξα ∈ Cℓ.
(ii) There exists a constant K > 0 such that |Aαβ | ≤ K if |α| < m or |β| < m.
In this section we consider a domain of the form R × Ω, where Ω ⊂ Rd is a
Reifenberg flat domain. We impose the following regularity assumption on the
coefficients Aαβ , |α| = |β| = m, and the boundary of the domain Ω.
Assumption 7.1 (γ). Let γ ∈ (0, 1/4). There exists R0 ∈ (0, 1] satisfying the
following.
(i) For any X = (t, x) ∈ R × Ω and r ∈ (0,min{R0, dist(x, ∂Ω)/2}] (so that
Br(x) ⊂ Ω), there is a spatial coordinate system depending on x and r such
that in this new coordinate system, we have
–
∫
Qr(t,x)
∣∣∣∣∣Aαβ(s, y1, yˆ)− –
∫
Q′r(t,xˆ)
Aαβ(τ, y1, zˆ) dzˆ dτ
∣∣∣∣∣ dy ds ≤ γ. (7.2)
(ii) For any x ∈ ∂Ω, t ∈ R, and any r ∈ (0, R0], there is a spatial coordinate
system depending on X = (t, x) and r such that in this new coordinate
system, we have (7.2) and
{(y1, yˆ) : x1 + γr < y1} ∩Br(x) ⊂ Ω ∩Br(x) ⊂ {(y1, yˆ) : x1 − γr < y1} ∩Br(x).
For the mixed-norm case, we view a Reifenberg flat domain Ω as a subset of
Ω1 × Ω2, where Ω1 ⊂ Rd1 , Ω2 ⊂ Rd2 , and d1 + d2 = d. We assume that Ω1 and
R × Ω2 are spaces of homogeneous type with the usual Lebesgue measures. The
metrics are the Euclidean distance in Ω1 and the parabolic distance in R×Ω2; thus
the constant K1 in (2.1) is 1. For example, Ω1 can be R
d1 .
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Theorem 7.2. Let p, q ∈ (1,∞), K0 ≥ 1, Ω ⊂ Ω1 × Ω2, Ω1 ⊂ Rd1 , Ω2 ⊂ Rd2 ,
d1 + d2 = d, and R × Ω, as a subset of Ω1 × (R × Ω2), satisfy the conditions
(a) and (b) before Corollary 2.6 with a doubling constant K2 (see (2.2)). Also let
w = w1(x
′)w2(t, x
′′), where
w1(x
′) ∈ Ap(Ω1, dx′), w2(t, x′′) ∈ Aq(R× Ω2, dx′′ dt),
[w1]Ap ≤ K0, [w2]Aq ≤ K0,
and L be the operator in (7.1). Then there exist
γ = γ(d,m, ℓ, δ, p, q, d1, d2,K0,K2) ∈ (0, 1/4),
λ0 = λ0(d,m, ℓ, δ, p, q, d1, d2,K0,K2,K,R0) ≥ 1,
such that, under Assumption 7.1 (γ), for u ∈ H˚mp,q,w(R× Ω) satisfying
ut + (−1)mLu+ λu =
∑
|α|≤m
Dαfα (7.3)
in R× Ω, where fα ∈ Lp,q,w(R× Ω), we have∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp,q,w ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp,q,w , (7.4)
provided that λ ≥ λ0, where Lp,q,w = Lp,q,w(R× Ω) and
N = N(d,m, ℓ, δ, p, q, d1, d2,K0, ,K2,K,R0).
Remark 7.3. One can check that the conditions (a) and (b) before Corollary 2.6
are satisfied if, for instance, Ω is a bounded Reifenberg flat domain in Rd. The
doubling constant K2 is then determined only by d, m, R0, and |Ω| as long as γ is
sufficiently small, for instance, γ ∈ (0, 1/4). Indeed, the doubling inequality (2.2)
follows from
N1|Qr(X0)| ≤ |Br(X0)| ≤ 2|Qr(X0)| (7.5)
for r/4 ∈ (0, R0], and
N2r
2m|Ω| ≤ |Br(X0)| ≤ 2r2m|Ω| (7.6)
for r/4 ∈ (R0,∞), where
X0 = (t0, x0) ∈ R× Ω, N1 = N1(d,m), N2 = N2(d,m,R0, |Ω|),
and Br(X0) is a ball in R× Ω using the parabolic distance, i.e.,
Br(X0) = {(t, x) ∈ R× Ω : |x− x0|+ |t− t0| 12m < r}.
To verify the above inequalities (we show only the lower bounds), note that
Qr/2(X0) ∩ (R× Ω) ⊂ Br(X0),
Qr/2(X0) ∩ (R× Ω) ⊃
{
Qr/4(X0) if dist(x0, ∂Ω) > r/4,
Qr/4(t0, x˜) ∩ (R× Ω) if dist(x0, ∂Ω) ≤ r/4,
where x˜ ∈ ∂Ω such that |x0 − x˜| = dist(x0, ∂Ω).
We assume that dist(x0, ∂Ω) ≤ r/4 as the other case is simpler. If r/4 ≤ R0,
then, since γ < 1/4, by the property of Reifenberg flat domains, we have
|Qr/4(X0)| ≥ |Qr/4(t0, x˜) ∩ (R× Ω)| ≥ N(d,m)|Qr(X0)|.
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Hence the first equality in (7.5) follows. If r/4 > R0, then again by the property
of Reifenberg flat domains
|Qr/4(X0)| ≥ |Qr/4(t0, x˜) ∩ (R× Ω)| ≥ (r/4)2m|BR0(x˜) ∩Ω|
≥ N(d,m)r2m|BR0 | = N(d,m,R0, |Ω|)r2m|Ω|.
This verifies the first equality in (7.6).
For given constant λ ≥ 0 and functions u and fα, |α| ≤ m, we write
U =
(
λ
1
2−
|α|
2mDαu
)
|α|≤m
, U ′ =
(
λ
1
2−
|α|
2mDαu
)
|α|≤m,α1<m
,
Θ =
∑
|β|=m
AαˇβDβu, F =
(
λ
|α|
2m−
1
2 fα
)
|α|≤m
,
(7.7)
where αˇ = me1 = (m, 0, . . . , 0). In what follows, we assume that fα ≡ 0 for |α| < m
whenever λ = 0. By using the strong ellipticity condition, we have
N−1|U | ≤ |U ′|+ |Θ| ≤ N |U |,
where N = N(d,m, ℓ, δ).
We start with the following interior and boundary Ho¨lder estimates.
Lemma 7.4. Let λ ≥ 0, q ∈ (1,∞), and L be the operator in (7.1). Suppose that
the coefficients Aαβ, |α| = |β| = m, are measurable functions of only x1 ∈ R, i.e.,
Aαβ = Aαβ(x1) and the lower-order coefficients of L are all zero.
(i) For any u ∈ C∞loc(Rd+1) satisfying (7.3) in Q2 with fα = 0, we have
‖U ′‖C1−1/q(Q1) + ‖Θ‖C1−1/q(Q1) ≤ N‖U‖Lq(Q2),
where N = N(d,m, ℓ, δ, q).
(ii) For any u ∈ C∞loc(Rd+1+ ) satisfying (7.3) in Q+2 with fα = 0 and u = Dxˆu =
· · · = Dm−1xˆ u = 0 on Q2 ∩ {x1 = 0}, we have
‖U ′‖C1−1/q(Q+1 ) + ‖Θ‖C1−1/q(Q+1 ) ≤ N‖U‖Lq(Q+2 )
where N = N(d,m, ℓ, δ, q).
Proof. The proof follows those of Corollary 4.2, Lemma 4.6, Corollary 7.6, and
Lemma 7.7 of [18] by using the interior and boundary Hmq estimates, i.e., Theorems
2.2 and 2.4 in the same paper, instead of the Hm2 estimates. 
Next we derive the following mean oscillation estimate. Denote
Cr(X0) = (R× Ω) ∩Qr(X0).
Lemma 7.5. Let λ ≥ 0, q ∈ (1,∞), κ ≥ 64, µ, ν ∈ (1,∞), 1/µ + 1/ν = 1,
and L be the operator in (7.1). Suppose that the lower-order coefficients of L are
all zero. Then, under Assumption 7.1 (γ) with γ < 1/(4κ), for r ∈ (0, R0/κ],
X0 = (t0, x0) ∈ Rd+1 with x0 ∈ Ω, and u ∈ H˚mqµ,loc(R × Ω) satisfying (7.3) in
Cκr(X0), where fα ∈ Lq,loc(Cκr(X0)), there exists UC on C := Cκr(X0) such that,
on C,
N−1|U | ≤ |UC | ≤ N |U |
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and (|UC − (UC)Cr(X0)|)Cr(X0) ≤ N(κ 1q−1 + κγ) (|U |q) 1qCκr(X0)
+Nκ
d+2m
q (|F |q)
1
q
Cκr(X0)
+Nκ
d+2m
q γ
1
qν (|U |qµ)
1
qµ
Cκr(X0)
, (7.8)
where N = N(d,m, ℓ, δ, q, µ).
Proof. We follow the lines in the proof of Proposition 7.10 in [18], where Ω = Rd+
and q = 2. As mentioned in Remark 5.8, we assume that the coefficients are
infinitely differentiable. We further assume λ > 0. Otherwise, we add the term εu,
ε > 0, to both sides of (7.3) and obtain (7.8) for the modified system. Then we let
εց 0.
Let x˜ ∈ ∂Ω be such that |x0 − x˜| = ρ := dist(x0, ∂Ω). We consider two cases.
Case 1: ρ ≥ κr/16. In this case, we have
Cr(X0) = Qr(X0) ⊂ Qκr/16(X0) ⊂ R× Ω.
Since κ/16 ≥ 4, (7.8) follows from Lemma 7.4 (i) by using a scaling and rotation of
coordinates. See, for instance, the proof of Theorem 6.1 in [18].
Case 2: ρ < κr/16. Without loss of generality, one may assume (t0, x˜) = (0, 0).
Note that
Cr(X0) ⊂ Cκr/8 ⊂ Cκr/2 ⊂ Cκr(X0). (7.9)
Denote R = κr/2(< R0). Due to Assumption 7.1, by taking an orthogonal trans-
formation if necessary, we have
{(x1, xˆ) : γR < x1} ∩BR ⊂ Ω ∩BR ⊂ {(x1, xˆ) : −γR < x1} ∩BR,
and
sup
|α|=|β|=m
–
∫
QR
∣∣Aαβ(t, x1, xˆ)− A¯αβ(x1)∣∣ dx dt ≤ γ, (7.10)
where
A¯αβ(x1) = –
∫
Q′R
Aαβ(τ, x1, yˆ) dyˆ dτ. (7.11)
Take a smooth function χ on R such that
χ(x1) ≡ 0 for x1 ≤ γR, χ(x1) ≡ 1 for x1 ≥ 2γR,
|Dkχ| ≤ N(γR)−k for k = 1, 2, ...,m.
Let uˆ = χu, which vanishes on QR∩{x1 ≤ γR}. As in [18, Lemma 7.11], uˆ satisfies
in Qγ+R := QR ∩ {x ∈ Rd : x1 > γR},
uˆt + (−1)mL0uˆ+ λuˆ = (−1)m
∑
|α|=|β|=m
Dα
(
(A¯αβ −Aαβ)Dβu)
+
∑
|α|≤m
χDαfα + (−1)mg + (−1)mh, (7.12)
where L0 is the differential operator with the coefficients A¯αβ from (7.10), and
g =
∑
|α|=|β|=m
Dα
(
A¯αβDβ((χ− 1)u)),
h = (1− χ)
∑
|α|=|β|=m
Dα(AαβDβu).
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Now let wˆ be the unique H˚mq (R× {x : x1 > γR}) solution of
wˆt + (−1)mL0wˆ + λwˆ = (−1)m
∑
|α|=|β|=m
Dα
(
ϕ(A¯αβ −Aαβ)Dβu)
+
∑
|α|≤m
χDα(ϕfα) + (−1)mgˆ + (−1)mhˆ (7.13)
in R× {x : x1 > γR}, where ϕ := IQR and
gˆ =
∑
|α|=|β|=m
Dα
(
A¯αβϕDβ((χ− 1)u)),
hˆ = (1− χ)
∑
|α|=|β|=m
Dα(AαβϕDβu).
By using Hardy’s inequality, the Hmq estimate, and a duality argument (see Lemma
A.1 in Appendix A for details), we have
m∑
k=0
λ
1
2−
k
2m (IQγ+R
|Dkwˆ|q)
1
q
CR
≤ Nγ 1qν (|U |qµ)
1
qµ
CR
+N(|F |q)
1
q
CR
. (7.14)
We extend wˆ to be zero in CR\Qγ+R , so that wˆ ∈ Hm2 (CR), and let w = wˆ+(1−χ)u.
Similar to (7.20) of [18], we deduce from (7.14) that
(|W |q)
1
q
CR
≤ Nγ 1qν (|U |qµ)
1
qµ
CR
+N(|F |q)
1
q
CR
, (7.15)
where W is defined in the same way as U with w in place of u. Noting that
Cr(X0) ⊂ CR and |CR|/|Cr(X0)| ≤ N(d)κd+2m, from (7.15) we obtain
(|W |q)
1
q
Cr(X0)
≤ Nκ d+2mq γ 1qν (|U |qµ)
1
qµ
CR
+Nκ
d+2m
q (|F |q)
1
q
CR
. (7.16)
Next we define v = u−w (= χu− wˆ) in CR. From (7.12) and (7.13), it is easily
seen that v = 0 in CR \Qγ+R and v satisfies
vt + (−1)mL0v + λv = 0 (7.17)
in QR/2 ∩ {x : x1 > γR} and vanishes along with its derivatives up to (m − 1)-th
order on QR ∩ {x : x1 = γR}. Note that since the coefficients of L0 are infinitely
differentiable and v satisfies (7.17) in QR/2 ∩ {x : x1 > γR} with the Dirichlet
boundary condition, by the classical results, v is infinitely differentiable in Qτ ∩{x :
x1 > γR} for any τ < R/2. Denote
D1 = Cr(X0) ∩ {x1 < γR}, D2 = Cr(X0) \ D1, D3 = QR/4 ∩ {x1 > γR}.
Because of (7.9), |D1| ≤ Nκγ|Cr(X0)|. As in (7.7), we set
V ′ = (λ
1
2−
|α|
2mDαv)|α|≤m,α1<m, Θˆ =
∑
|β|=m
A¯αˇβ(x1)D
βv,
where A¯αˇβ(x1) are from (7.11). Then applying Lemma 7.4 (ii) with a scaling
argument (Q+r , r = 1, 2, in Lemma 7.4 (ii) can be replaced by Q
+
r (X) if, for
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instance, X = (0, x1, 0) and −1/2 < x1 < 1/2), we get(|V ′ − (V ′)Cr(X0)|)Cr(X0) + (|Θˆ− (Θˆ)Cr(X0)|)Cr(X0)
≤ Nr1− 1q ([V ′]
C
1− 1
q (D2)
+ [Θˆ]
C
1− 1
q (D2)
)
+Nκγ‖V ‖L∞(D2)
≤ Nr1− 1q ([V ′]
C
1− 1
q (D3)
+ [Θˆ]
C
1− 1
q (D3)
)
+Nκγ‖V ‖L∞(D3)
≤ N(κ−1+ 1q + κγ)(|V |q)1/qCR/2 ,
which together with (7.15) and (7.16) yields (7.8). Indeed, we set UC = (U ′,Θ),
where
Θ := Θˆ +
∑
|β|=m
A¯αˇβ(x1)D
βw.
Then (|UC − (UC)Cr(X0)|)Cr(X0) ≤ N(|V ′ − (V ′)Cr(X0)|)Cr(X0)
+N
(|Θˆ− (Θˆ)Cr(X0)|)Cr(X0) +N(|W |)Cr(X0).
Here the last term is estimated by (7.16) and, as shown above, the first two terms
on the right-hand side are estimated by N(κ−1+1/q + κγ)(|V |q)1/qCR/2 , which is taken
care of by (7.15) and the fact that u = v + w in CR. This completes the proof of
Lemma 7.5. 
Finally, we complete the proof of Theorem 7.2.
Proof of Theorem 7.2. With Lemma 7.5 in hand, by using Corollaries 2.6 and 2.8
we prove Theorem 7.2 in the same way as Theorems 5.2, 5.4, and 6.3 were proved.
In particular, to apply Corollaries 2.6 and 2.8, we first find a filtration of parti-
tions by using Theorem 2.1. By the properties of the partitions, for each Qn in the
partitions, there exist r ∈ (0,∞) and X0 ∈ R× Ω such that
Qn ⊂ Cr(X0), |Cr(X0)| ≤ N |Qn|,
where N depends on K2 (recall that K1 = 1). Then we use U
C, C = Cκr(X0),
in place of fQ in Corollary 2.8, where κ is to be chosen appropriately. For the
right-hand side of the inequality in Corollary 2.8, we set
g(Y ) = (κ
1
q0
−1 + κγ) [M(|U |q0)(Y )] 1q0 + κ d+2mq0 [M(|F |q0)(Y )] 1q0
+κ
d+2m
q0 γ
1
q0ν [M(|U |q0µ)(Y )] 1q0µ ,
where q0 and µ are chosen as in the proof of Lemma 5.10. The rest of the details
are omitted. 
8. Existence of solutions
The a priori estimates proved in the previous sections can be used to derive the
existence of solutions to the corresponding equations/systems. In this section, as
an example we show the solvability of (7.3) in the mixed-norm weighted Sobolev
spaces.
Throughout this section, we assume that the conditions in Theorem 7.2 are
satisfied. Then by reverse Ho¨lder’s inequality and the doubling property of Ap
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weights, we can find a sufficiently large constant p1 and small constants ε1, ε2 ∈
(0, 1) depending only on d, p, q, K2, [w1]Ap , and [w2]Aq such that
1− p
p1
=
1
1 + ε1
, 1− q
p1
=
1
1 + ε2
,
and both w1+ε11 and w
1+ε1
2 are locally integrable and satisfy the doubling property.
That is, for any r > 0, x′0 ∈ Ω1 and (t0, x′′0 ) ∈ R× Ω2, we have∫
B2r(x′0)∩Ω1
w1+ε11 dx
′ ≤ N0
∫
Br(x′0)∩Ω1
w1+ε11 dx
′, (8.1)∫
Q˜2r(t0,x′′0 )∩(R×Ω2)
w1+ε22 dx
′′ dt ≤ N0
∫
Q˜r(t0,x′′0 )∩(R×Ω2)
w1+ε22 dx
′′ dt, (8.2)
where N0 is independent of r, x
′
0, and (t0, x
′′
0),
Q˜r(t0, x
′′
0 ) = (t0 − r2m, t0 + r2m)×Br(x′′0 )
is a double parabolic cylinder in R×Rd2 , and Br(x′0) (and Br(x′′0 )) is a ball in Rd1
(and Rd2 , respectively). By Ho¨lder’s inequality, it is easily seen that any function
f ∈ Lp1(R× Ω) is locally in Lp,q,w(R× Ω), and for any r > 0,
‖f‖Lp,q,w(Qr∩(R×Ω)) ≤ N‖f‖Lp1(Qr∩(R×Ω)), (8.3)
where Qr := (−r2m, r2m)×Br ⊂ R× Rd and N also depends on r.
Now let fα ∈ Lp,q,w(R × Ω) for |α| ≤ m. By the denseness of C∞0 (R × Ω) in
Lp,q,w(R× Ω), for each multi-index α, we can find a sequence of smooth functions
{fα,k} with bounded supports such that
fα,k → fα in Lp,q,w(R× Ω) as k →∞. (8.4)
Since for each k = 0, 1, . . ., fα,k ∈ Lp1(R × Ω), by the solvability in unweighted
Sobolev spaces (see [18, Theorem 8.2]), there is a unique solution uk ∈ H˚mp1(R×Ω)
to
(uk)t + (−1)mLuk + λuk =
∑
|α|≤m
Dαfα,k
in R× Ω provided that
γ ≤ γ1(d, n,m, p1, δ) and λ ≥ λ1(d, n,m, p1, δ, R0).
We claim that if γ is taken to be smaller than γ1 as well as the constant γ in
Theorem 7.2, and λ ≥ max{λ0, λ1}, then uk ∈ H˚mp,q,w(R × Ω). Assume for the
moment that the claim is proved. Then it follows from the a priori estimate (7.4)
and (8.4) that {uk} is a Cauchy sequence in H˚mp,q,w(R×Ω). Let u be its limit. Then
by taking the limit of the weak formulation for the equation of uk, it is easily seen
that u is a solution to (7.3).
It remains to prove the claim. We fix a k ∈ N and assume that fα, |α| ≤ m, are
supported in QR ∩ (R× Ω) for some R ≥ 1. By (8.3), we have
‖Dαuk‖Lp,q,w(Q2R∩(R×Ω)) <∞, 0 ≤ |α| ≤ m. (8.5)
For j ≥ 0, we take a sequence of smooth functions ηj such that ηj ≡ 0 in Q2jR,
ηj ≡ 1 outside Q2j+1R, and
|Dαηj | ≤ N2−j|α|, |α| ≤ m, |(ηj)t| ≤ N2−2mj.
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A simple calculation reveals that ukηj ∈ H˚mp1(R× Ω) satisfies
(ukηj)t + (−1)mL(ukηj) + λukηj
= uk(ηj)t +
∑
|α|≤m,|β|≤m
∑
1≤|β˜|≤|β|
Dα
(
Aαβcβ,β˜D
β˜ηjD
β−β˜uk
)
,
where cβ,β˜ are combinatorial numbers. Applying the a priori estimate in [18, The-
orem 8.2] with p1 instead of p to ukηj , we get∑
|α|≤m
λ1−
|α|
2m ‖Dα(ukηj)‖Lp1(R×Ω) ≤ N‖uk(ηj)t‖Lp1(R×Ω)
+ N
∑
|α|≤m,|β|≤m
∑
1≤|β˜|≤|β|
λ
|α|
2m ‖Dβ˜ηjDβ−β˜uk‖Lp1(R×Ω),
which implies that∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp1(R×Ω\Q2j+1R) ≤ N2−j‖uk‖Lp1((Q2j+1R\Q2jR)∩(R×Ω))
+ N2−j
∑
|α|≤m,|β|≤m−1
λ
|α|
2m ‖Dβuk‖Lp1((Q2j+1R\Q2jR)∩(R×Ω)).
Thus we have ∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp1((Q2j+2R\Q2j+1R)∩(R×Ω))
≤ N2−j
∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp1((Q2j+1R\Q2jR)∩(R×Ω)),
where we also used the fact that λ ≥ 1. By induction, we obtain for each j ≥ 1,∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp1((Q2j+1R\Q2jR)∩(R×Ω))
≤ N2− j(j−1)2
∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp1(Q2R∩(R×Ω)). (8.6)
Finally, by Ho¨lder’s inequality, (8.1), (8.2), and (8.6), we get for each j ≥ 1,∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp,q,w((Q2j+1R\Q2jR)∩(R×Ω))
≤ ‖w1‖
1
p
L1+ε1(B2j+1R∩Ω1)
‖w2‖
1
q
L1+ε2(Q˜2j+1R∩(R×Ω2))
·
∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp1((Q2j+1R\Q2jR)∩(R×Ω))
≤ NN j(
1
p+
1
q )
0 2
− j(j−1)2
∑
|α|≤m
λ1−
|α|
2m ‖Dαuk‖Lp1(Q2R∩(R×Ω)),
where B2j+1R is a ball in R
d1 as in (8.1). The above inequality together with (8.5)
implies that
Dαuk ∈ Lp,q,w(R× Ω), 0 ≤ |α| ≤ m. (8.7)
Then the claim, i.e., uk ∈ H˚mp,q,w(R × Ω), follows from (8.7), the equation for uk,
and the fact that uk ∈ H˚mp1(R× Ω).
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Appendix A.
Proof of Theorem 2.5. We follow the proof of Theorem 1.4 in [13] in the setting of
spaces of homogeneous type.
For the given w ∈ Ap, define
Rh(x) =
∞∑
k=0
Mkh(x)
2kNk1
, h ∈ Lp(w dµ),
where, for k ≥ 1,Mk =M◦ · · · ◦M is the k-th iteration of the maximal operator,
M0h = |h|, and N1 is the constant N from Theorem 2.2 determined by K1, K2, p,
and [w]Ap . The operator R has the following properties:
(1) for all x ∈ X , |h(x)| ≤ Rh(x);
(2) ‖Rh‖Lp(w dµ) ≤ 2‖h‖Lp(w dµ);
(3) Rh ∈ A1, i.e., there exists a constant C such that M (Rh) (x) ≤ CRh(x)
for almost every x ∈ X . The infimum of all such C, denoted by [Rh]A1 ,
satisfies
[Rh]A1 ≤ 2N1.
Now we define the operator M′h = M(hw)/w. Since w1−p′ ∈ Ap′ , where
1/p+1/p′ = 1,M is bounded on Lp′(w1−p′ dµ), thusM′ is bounded on Lp′(w dµ).
Note that
[w1−p
′
]Ap′ =
(
[w]Ap
)1/(p−1)
,
and, for h ∈ Lp′(w dµ),
‖M′h‖Lp′(w dµ) = ‖M(hw)‖Lp′(w1−p′ dµ)
≤ N2‖hw‖Lp′(w1−p′ dµ) = N2‖h‖Lp′(w dµ),
where N2 is the constant N from Theorem 2.2 determined by K1, K2, p
′, and
[w1−p
′
]Ap′ . Define
R′h(x) =
∞∑
k=0
(M′)kh(x)
2kNk2
, h ∈ Lp′(w dµ),
where, again, (M′)0h = |h|. As above, the operatorR′ has the following properties:
(1) for all x ∈ X , |h(x)| ≤ R′h(x);
(2) ‖R′h‖Lp′(w dµ) ≤ 2‖h‖Lp′(wdµ);
(3) M′(R′h)(x) ≤ 2N2R′h(x). Thus (R′h)w ∈ A1 with [(R′h)w]A1 ≤ 2N2.
Set
Λ0 = 2
p0Np0−11 N2.
Using this Λ0 and the assumption that (2.11) holds for all w˜ ∈ Ap0 satisfying
[w˜]Ap0 ≤ Λ0, we derive (2.12). Assume that ‖g‖Lp(w dµ) < ∞. Otherwise, there is
nothing to prove. Let h ∈ Lp′(w dµ). Since g ∈ Lp(w dµ) and h ∈ Lp′(w dµ), by
the properties of R and R′ above, we have
Rg ∈ A1, [Rg]A1 ≤ 2N1, (R′h)w ∈ A1, [(R′h)w]A1 ≤ 2N2.
Denote
w˜ = (Rg)1−p0(R′h)w.
Then, for instance, by Proposition 1.2 in [1], we have w˜ ∈ Ap0 and
[w˜]Ap0 ≤ [Rg]
p0−1
A1
[(R′h)w]A1 ≤ 2p0Np0−11 N2 = Λ0.
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Note that, from the properties of R and R′,∫
X
(Rg)(R′h)w dµ ≤
(∫
X
|Rg|pw dµ
)1/p(∫
X
|R′h|p′w dµ
)1/p′
≤ 4‖g‖Lp(w dµ)‖h‖Lp′(w dµ), (A.1)
and by (2.11)(∫
X
|f |p0(Rg)1−p0 (R′h)w dµ
)1/p0
=
(∫
X
|f |p0w˜ dµ
)1/p0
≤ N0
(∫
X
|g|p0w˜ dµ
)1/p0
= N0
(∫
X
|g|p0(Rg)1−p0(R′h)w dµ
)1/p0
.
From this, the inequalities |h| ≤ R′h, |g| ≤ Rg, Ho¨lder’s inequality, and (A.1), we
have ∫
X
|f |hw dµ ≤
∫
X
|f |(Rg)−1/p′0(Rg)1/p′0(R′h)w dµ
≤
(∫
X
|f |p0(Rg)1−p0(R′h)w dµ
)1/p0 (∫
X
(Rg)(R′h)w dµ
)1/p′0
≤ N0
(∫
X
|g|p0(Rg)1−p0(R′h)w dµ
)1/p0 (∫
X
(Rg)(R′h)w dµ
)1/p′0
≤ N0
(∫
X
(Rg)(R′h)w dµ
)1/p0 (∫
X
(Rg)(R′h)w dµ
)1/p′0
= N0
∫
X
(Rg)(R′h)w dµ ≤ 4N0‖g‖Lp(w dµ)‖h‖Lp′(w dµ).
Since h ∈ Lp′(w dµ) is arbitrary and, by the definition of Ap weights, w dµ is a σ-
finite measure of X , from the above inequality we obtain ‖f‖Lp(wdµ) <∞ and the
inequality (2.12). The second statement is clear because the constants N1 and N2
from Theorem 2.2 can be chosen depending only on the upper bound of [w]Ap . 
Since the proof of Lemma 6.5 follows that of [18, Proposition 7.10], the following
lemma is proved by combining Lq-versions of the claims in Lemmas 7.12 and 7.13
of [18]. However, the integration by parts argument in the proof of [18, Lemma
7.12] for q = 2 does not work for general q ∈ (1,∞), so instead we use a duality
argument (also used in [24]), the details of which are given below.
Lemma A.1. Let wˆ be the unique H˚mq (R×{x ∈ Rd : x1 > γR}) solution of (7.13)
in R× {x : x1 > γR}, Then we have (7.14).
Proof. Set Ω˜ = {x ∈ Rd : x1 > γR} and
L1v =
∑
|α|=|β|=m
Dβ
(
A¯αβDαv
)
,
where A¯αβ are from (7.11). By using the results in [18], in particular, by replacing
t by −t in Theorem 2.4 (iii) there, for hα ∈ C∞0 (R× Ω˜), 0 ≤ |α| ≤ m, find a unique
solution v ∈ H˚q′ (R× Ω˜), 1/q + 1/q′ = 1, to the system
− vt + (−1)mL1v + λv = (−1)|α|Dαhα (A.2)
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in R× Ω˜ satisfying∑
|α|≤m
λ1−
|α|
2m ‖Dαv‖Lq′ (R×Ω˜) ≤ N
∑
|α|≤m
λ
|α|
2m ‖hα‖Lq′(R×Ω˜). (A.3)
Since an approximation is available, if it is convenient, we may assume that v is
infinitely differentiable and has a compact support. From (A.2) and (7.13) (apply
v as a test function to (7.13)), we see that∑
|α|≤m
∫
R×Ω˜
hαD
αwˆ dx dt =
∫
R×Ω˜
(−wˆvt + A¯αβDβwˆDαv + λwˆv) dx dt
=
∑
|α|=|β|=m
∫
R×Ω˜
ϕ(A¯αβ −Aαβ)DβuDαv dx dt
+
∑
|α|≤m
(−1)|α|
∫
R×Ω˜
ϕfαD
α(χv) dx dt
+
∑
|α|=|β|=m
∫
R×Ω˜
A¯αβϕDβ ((χ− 1)u)Dαv dx dt
+
∑
|α|=|β|=m
∫
R×Ω˜
Ix1<2γRA
αβϕDβuDα ((1− χ)v) dx dt,
where in the last integral we used the fact that 1 − χ = 0 if x1 ≥ 2γR. The above
equalities with Ho¨lder’s inequality show that
∑
|α|≤m
∫
R×Ω˜
hαD
αwˆ dx dt ≤ N‖ϕ(A¯αβ −Aαβ)Dmu‖Lq‖Dmv‖Lq′
+
∑
|α|≤m
‖ϕfα‖Lq‖Dα(χv)‖Lq′ +N‖ϕDm ((χ− 1)u) ‖Lq‖Dmv‖Lq′
+N‖Ix1<2γR ϕDmu‖Lq‖Dm ((1 − χ)v) ‖Lq′ , (A.4)
where Lq = Lq(R× Ω˜) and Lq′ = Lq′(R× Ω˜). Notice that
|Dkχ| ≤ N(x1 − γR)−k
for k = 1, 2, . . . ,m. Thus by Lemma 7.9 in [18] we have
‖Dα(χv)‖Lq′ ≤ N‖Dαv‖Lq′ , |α| ≤ m.
Since hα ∈ C∞0 (R× Ω˜) are arbitrary, this inequality together with (A.4) and (A.3)
implies that∑
|α|≤m
λ
1
2−
|α|
2m ‖Dαwˆ‖Lq ≤ N‖ϕ(A¯αβ −Aαβ)Dmu‖Lq +N
∑
|α|≤m
λ
|α|
2m−
1
2 ‖ϕfα‖Lq
+N‖ϕDm ((χ− 1)u) ‖Lq +N‖Ix1<2γR ϕDmu‖Lq , (A.5)
where N = N(d,m, ℓ, δ, q).
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Now we observe that by Ho¨lder’s inequality and Assumption 7.1 (recall that
ϕ = IQR)
‖ϕ(A¯αβ − Aαβ)Dmu‖Lq ≤
(∫
CR
|A¯αβ − Aαβ |q|Dmu|q dx dt
)1/q
≤ NR d+2mq γ 1qν (|U |qν)
1
qµ
CR
.
By Lemma 7.9 in [18] and Ho¨lder’s inequality (see the proof of [18, Lemma 7.13])
‖ϕDm((χ− 1)u)‖Lq
≤
(∫
CR
I−γR<x1<2γR|Dmu|q dx dt
)1/q
≤ NR d+2mq γ 1qν (|U |qµ)
1
qµ
CR
.
Upon treating the other terms in the right-hand side of (A.5) similarly and bounding
the right-hand side of (7.14) by the left-hand side of (A.5), we finally obtain (7.14).

Acknowledgments
The authors would like to thank the referees for their careful review as well as
many valuable comments and suggestions, and for bringing our attention to the
references [3, 32, 37, 38].
References
[1] Hugo Aimar and Roberto A. Mac´ıas. Weighted norm inequalities for the Hardy-Littlewood
maximal operator on spaces of homogeneous type. Proc. Amer. Math. Soc., 91(2):213–216,
1984.
[2] Oleg V. Besov, Valentin P. Il′in, and Sergey M. Nikol′ski˘ı. Integral representations of func-
tions and imbedding theorems. Vol. II. V. H. Winston & Sons, Washington, D.C.; Halsted
Press [John Wiley & Sons], New York-Toronto, Ont.-London, 1979. Scripta Series in Mathe-
matics, Edited by Mitchell H. Taibleson.
[3] Anders Bjo¨rn and Jana Bjo¨rn. Nonlinear potential theory on metric spaces, volume 17 of
EMS Tracts in Mathematics. European Mathematical Society (EMS), Zu¨rich, 2011.
[4] Sun-Sig Byun, Jihoon Ok, Dian K. Palagachev, and Lubomira G. Softova. Parabolic sys-
tems with measurable coefficients in weighted Orlicz spaces. Commun. Contemp. Math.,
18(2):1550018, 19, 2016.
[5] Sun-Sig Byun, Dian K. Palagachev, and Lubomira G. Softova. Global gradient estimates in
weighted Lebesgue spaces for parabolic operators. Ann. Acad. Sci. Fenn. Math., 41(1):67–83,
2016.
[6] Sun-Sig Byun, Dian K. Palagachev, and Lihe Wang. Parabolic systems with measurable
coefficients in Reifenberg domains. Int. Math. Res. Not. IMRN, (13):3053–3086, 2013.
[7] Sun-Sig Byun and Lihe Wang. Elliptic equations with BMO coefficients in Reifenberg do-
mains. Comm. Pure Appl. Math., 57(10):1283–1310, 2004.
[8] Sun-Sig Byun and Lihe Wang. Elliptic equations with measurable coefficients in Reifenberg
domains. Adv. Math., 225(5):2648–2673, 2010.
[9] L. A. Caffarelli and I. Peral. On W 1,p estimates for elliptic equations in divergence form.
Comm. Pure Appl. Math., 51(1):1–21, 1998.
[10] A. P. Caldero´n. Inequalities for the maximal function relative to a metric. Studia Math.,
57(3):297–306, 1976.
[11] Michael Christ. A T (b) theorem with remarks on analytic capacity and the Cauchy integral.
Colloq. Math., 60/61(2):601–628, 1990.
[12] D. Cruz-Uribe, J. M. Martell, and C. Pe´rez. Extrapolation from A∞ weights and applications.
J. Funct. Anal., 213(2):412–439, 2004.
48 H. DONG AND D. KIM
[13] David V. Cruz-Uribe, Jose´ Maria Martell, and Carlos Pe´rez. Weights, extrapolation and the
theory of Rubio de Francia, volume 215 of Operator Theory: Advances and Applications.
Birkha¨user/Springer Basel AG, Basel, 2011.
[14] Hongjie Dong. Solvability of parabolic equations in divergence form with partially BMO
coefficients. J. Funct. Anal., 258(7):2145–2172, 2010.
[15] Hongjie Dong. Parabolic equations with variably partially VMO coefficients. Algebra i Analiz,
23(3):150–174, 2011.
[16] Hongjie Dong. Solvability of second-order equations with hierarchically partially BMO coef-
ficients. Trans. Amer. Math. Soc., 364(1):493–517, 2012.
[17] Hongjie Dong and Doyoon Kim. Elliptic equations in divergence form with partially BMO
coefficients. Arch. Ration. Mech. Anal., 196(1):25–70, 2010.
[18] Hongjie Dong and Doyoon Kim. Higher order elliptic and parabolic systems with variably
partially BMO coefficients in regular and irregular domains. J. Funct. Anal., 261(11):3279–
3327, 2011.
[19] Hongjie Dong and Doyoon Kim. Lp solvability of divergence type parabolic and elliptic sys-
tems with partially BMO coefficients. Calc. Var. Partial Differential Equations, 40(3-4):357–
389, 2011.
[20] Hongjie Dong and Doyoon Kim. On the Lp-solvability of higher order parabolic and elliptic
systems with BMO coefficients. Arch. Ration. Mech. Anal., 199(3):889–941, 2011.
[21] Hongjie Dong and Doyoon Kim. Parabolic and elliptic systems in divergence form with vari-
ably partially BMO coefficients. SIAM J. Math. Anal., 43(3):1075–1098, 2011.
[22] Hongjie Dong and Doyoon Kim. Elliptic and parabolic equations with measurable coefficients
in weighted Sobolev spaces. Adv. Math., 274:681–735, 2015.
[23] Hongjie Dong, Doyoon Kim, and Hong Zhang. Neumann problem for non-divergence elliptic
and parabolic equations with BMOx coefficients in weighted sobolev spaces. Discrete Contin.
Dyn. Syst., 36(9):4895–4914, 2016.
[24] Hongjie Dong and Jingang Xiong. Boundary gradient estimates for parabolic and elliptic
systems from linear laminates. Int. Math. Res. Not. IMRN, (17):7734–7756, 2015.
[25] Hongjie Dong and Hong Zhang. Schauder estimates for higher-order parabolic systems with
time irregular coefficients. Calc. Var. Partial Differential Equations, 54(1):47–74, 2015.
[26] C. Fefferman and E. M. Stein. Hp spaces of several variables. Acta Math., 129(3-4):137–193,
1972.
[27] Nobuhiko Fujii. A proof of the Fefferman-Stein-Stro¨mberg inequality for the sharp maximal
functions. Proc. Amer. Math. Soc., 106(2):371–377, 1989.
[28] Chiara Gallarati and Mark Veraar. Maximal regularity for non-autonomous equations with
measurable dependence on time. arXiv:1410.6394.
[29] Jose´ Garc´ıa-Cuerva and Jose´ L. Rubio de Francia. Weighted norm inequalities and related
topics, volume 116 of North-Holland Mathematics Studies. North-Holland Publishing Co.,
Amsterdam, 1985. Notas de Matema´tica [Mathematical Notes], 104.
[30] Loukas Grafakos. Classical Fourier analysis, volume 249 of Graduate Texts in Mathematics.
Springer, New York, third edition, 2014.
[31] Robert Haller-Dintelmann, Horst Heck, and Matthias Hieber. Lp-Lq estimates for parabolic
systems in non-divergence form with VMO coefficients. J. London Math. Soc. (2), 74(3):717–
736, 2006.
[32] Tuomas Hyto¨nen and Anna Kairema. Systems of dyadic cubes in a doubling metric space.
Colloq. Math., 126(1):1–33, 2012.
[33] Doyoon Kim. Parabolic equations with measurable coefficients. II. J. Math. Anal. Appl.,
334(1):534–548, 2007.
[34] Doyoon Kim. Parabolic equations with partially BMO coefficients and boundary value prob-
lems in Sobolev spaces with mixed norms. Potential Anal., 33(1):17–46, 2010.
[35] Doyoon Kim and N. V. Krylov. Elliptic differential equations with coefficients measurable
with respect to one variable and VMO with respect to the others. SIAM J. Math. Anal.,
39(2):489–506, 2007.
[36] Doyoon Kim and N. V. Krylov. Parabolic equations with measurable coefficients. Potential
Anal., 26(4):345–361, 2007.
[37] Vladimir Kozlov and Alexander Nazarov. The Dirichlet problem for non-divergence parabolic
equations with discontinuous in time coefficients. Math. Nachr., 282(9):1220–1241, 2009.
Lp-ESTIMATES FOR ELLIPTIC AND PARABOLIC EQUATIONS 49
[38] Vladimir Kozlov and Alexander Nazarov. The Dirichlet problem for non-divergence parabolic
equations with discontinuous in time coefficients in a wedge. Math. Nachr., 287(10):1142–
1165, 2014.
[39] N. V. Krylov. Weighted Sobolev spaces and Laplace’s equation and the heat equations in a
half space. Comm. Partial Differential Equations, 24(9-10):1611–1653, 1999.
[40] N. V. Krylov. Parabolic and elliptic equations with VMO coefficients. Comm. Partial Differ-
ential Equations, 32(1-3):453–475, 2007.
[41] N. V. Krylov. Parabolic equations with VMO coefficients in Sobolev spaces with mixed norms.
J. Funct. Anal., 250(2):521–558, 2007.
[42] N. V. Krylov. Lectures on elliptic and parabolic equations in Sobolev spaces, volume 96 of
Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2008.
[43] N. V. Krylov. Second-order elliptic equations with variably partially VMO coefficients. J.
Funct. Anal., 257(6):1695–1712, 2009.
[44] Roberto A. Mac´ıas and Carlos Segovia. A decomposition into atoms of distributions on spaces
of homogeneous type. Adv. in Math., 33(3):271–309, 1979.
[45] Roberto A. Mac´ıas and Carlos Segovia. Lipschitz functions on spaces of homogeneous type.
Adv. in Math., 33(3):257–270, 1979.
[46] Roberto A. Mac´ıas and Carlos A. Segovia. A well behaved quasi-distance for spaces of ho-
mogeneous type, volume 32 of Trabajos de Matema´tica. Inst. Argentino Mat., 1981.
[47] Jose´ Mar´ıa Martell. Sharp maximal functions associated with approximations of the identity
in spaces of homogeneous type and applications. Studia Math., 161(2):113–145, 2004.
[48] Jose´ L. Rubio de Francia. Factorization theory and Ap weights. Amer. J. Math., 106(3):533–
547, 1984.
[49] Elias M. Stein. Harmonic analysis: real-variable methods, orthogonality, and oscillatory
integrals, volume 43 of Princeton Mathematical Series. Princeton University Press, Princeton,
NJ, 1993. With the assistance of Timothy S. Murphy, Monographs in Harmonic Analysis, III.
(H. Dong) Division of Applied Mathematics, Brown University, 182 George Street,
Providence, RI 02912, USA
E-mail address: Hongjie Dong@brown.edu
(D. Kim) Department of Mathematics, Korea University, 145 Anam-ro, Seongbuk-gu,
Seoul, 02841, Republic of Korea
E-mail address: doyoon kim@korea.ac.kr
