THE SYMMETRIC ENCRYPTION SCHEME FOR FORWARD SECURITY IN CLOUD COMPUTING by Chaitanya, Gorla Venkata & Ramakrishn, Palli
Gorla Venkata Chaitanya* et al. 
 (IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH 
Volume No.7, Issue No.4, June-July 2019, 9184-9189.  
2320 –5547 @ 2013-2019 http://www.ijitr.com All rights Reserved. Page | 9184 
The Symmetric Encryption Scheme For 
Forward Security In Cloud Computing 
GORLA VENKATA CHAITANYA 
M.Tech Scholar (CSE) and Department of 
Computer Science Engineering, Kakinada Institute 
of Engineering and Technology, Korangi, AP, India. 
PALLI RAMAKRISHNA 
Assistant Professor, Department of Computer 
Science and Engineering, Kakinada Institute of 
Engineering and Technology, Korangi, AP, India. 
Abstract: Cloud computing is the progressive industrial of IT projects, giving advantageous remote access 
to data storage and application services. While this re-appropriated storage model can possibly bring 
incredible prudent reserve funds for data proprietors and clients, however because of wide worries of data 
proprietors that their private data might be automatically uncovered or taken care of by cloud suppliers. 
In spite of the fact that start to finish encryption strategies have been proposed as promising answers for 
secure cloud data storage. In this article, we recognize the framework necessities and difficulties towards 
accomplishing protection guaranteed accessible re-appropriated cloud data services. This paper present a 
general system for this, utilizing accessible encryption procedures, which permits encoded data to be looked 
by clients without spilling data about the data itself and clients questions. The factual measure approach, 
i.e., pertinence score, from data recovery to fabricate a safe accessible file, and build up a one-to-many 
request safeguarding mapping procedure to appropriately secure those touchy score data. The subsequent 
structure can encourage effective server side positioning without losing watchword security.  
Keywords: Attribute-Based Access; Access Control; Mobile Cloud Computing; 
I. Introduction 
In cloud computing, to shield data from dripping, 
clients need to scramble their data previously being 
shared. Access control is principal as it is the main 
line of resistance that averts unapproved access to 
the mutual data. With the prospering of system 
innovation and portable terminal, online data 
sharing has turned into another "pet, for example, 
Facebook, MySpace, and Badoo. In the interim, 
cloud is a standout amongst the most encouraging 
application stages to settle the dangerous extending 
of data sharing. In cloud computing, to shield data 
from spilling, clients need to encode their data 
previously being shared. Access control is vital that 
forestalls unapproved access to the common data. 
As of late, attribute-based encryption (ABE) has 
been pulled in significantly more considerations 
since it can keep data protection and acknowledge 
fine-grained, one-to numerous n, and non-intuitive 
access control. Ciphertext-strategy attribute based 
encryption (CPABE) is one of possible schemes 
which has considerably more adaptability and is 
more reasonable for general applications. In cloud 
computing, specialist acknowledges the client 
enlistment and makes a few parameters. Cloud 
service provider (CSP) is the chief of cloud servers 
and gives various services to customer. Data 
proprietor scrambles and transfers the produced 
ciphertext to CSP. Client downloads and decodes 
the intrigued ciphertext from CSP. The common 
files for the most part have progressive structure. 
That is, a gathering of files are partitioned into 
various chain of command subgroups situated at 
various access levels. Then, cloud computing is a 
standout amongst other guaranteeing application 
stages to tackle the risky extending of data sharing. 
In cloud computing, to shield data from lossing, 
clients need to scramble their data previously being 
shared. Access control in prevailing as it is the main 
line of resistance that counteracts unapproved access 
to the common data. As of late, attribute-based 
encryptions (ABE) have been pulled in substantially 
more thought since it can keep data security and 
acknowledge fine-grained, one-to-many, and non-
intelligent access control.  
II. Related work 
Accessible encryption has additionally been 
considered in the open key setting. Boneh-et-al. 
introduced the main open key-based accessible 
encryption. An incredible drawback anybody with 
the open key can keep in touch with the data put 
away on the server yet just approved clients with the 
private key can look. Li et al proposed fluffy 
catchphrase search on encoded cloud data.[9] Later, 
Wang et al all around as of late investigated security 
guaranteed likeness search instrument over 
redistributed cloud data. Following examines on 
secure positioned search over scrambled data, all 
around as of late, Cao et al [10] proposed a 
protection saving multi-catchphrase positioned 
search conspire, with help of multi-watchword 
inquiry. They pick the guideline of ―coordinate 
coordinating, i.e., however many matches as could 
be allowed, to catch the closeness between a multi-
watchword search question and data records, and 
later quantitatively formalize the standard by a 
protected internal item calculation instrument. One 
disservice of the plan is that cloud server needs to 
directly navigate the entire record of the 
considerable number of archives for each pursuit 
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demand, while our own is as proficient as existing 
SSE schemes with just steady inquiry cost on cloud 
server. We present a general philosophy for building 
security guaranteed accessible schemes based on a 
few structure squares, including as of late created 
proficient symmetric-key encryption natives (e.g., 
symmetric accessible encryption [SSE]). For every 
one of the proposed usable inquiry functionalities, 
we overview late research advances, and give 
experiences on the preferences and impediments of 
each methodology. Closure with a lot of future 
difficulties, this article means to point out and 
persuade further research on empowering protection 
guaranteed accessible cloud storage a reality.Secure 
top-k recovery from Database Community from 
database network are the most related work to our 
proposed RSSE. Theidea of consistently circulating 
posting components utilizing a request protecting 
cryptographic capacity. In any case, the request 
saving mapping capacity proposed does not bolster 
score elements, i.e., any addition and updates of the 
scores in the record will bring about the posting list 
totally reconstructed. Zerr-et-al. utilize an alternate 
request safeguarding mapping based on pre-testing 
and preparing of the significance scores to be re-
appropriated, which isn't as productive as our 
proposed schemes. Furthermore, when scores 
following various circulations should be embedded, 
their score change capacity still should be revamped. 
In actuality, in our plan the score elements can be 
effortlessly dealt with, which is a significant 
advantage acquired from the first OPSE. Encoded 
cloud data facilitating service including three unique 
substances as, data proprietor, data client, and cloud 
server. Data proprietor hasa accumulation of n data 
files C = {F1, F2, . . . , Fn} that he needs to 
redistribute on the cloud server in encoded structure 
while as yet keeping the ability to scan through them 
for compelling data usage reasons. To do as such, 
before redistributing, data proprietor will initially 
manufacture a safe accessible file I from a lot of m 
unmistakable catchphrases W = {w1, w2, . . . ,wm} 
removed from the record gathering C, and store both 
the list I and the encoded document accumulation C 
on the cloud server. In particular, the accompanying 
testing questions are being investigated:[17] 1. 
Protection guaranteed and Effective Cloud Data 
Utilization: how to empower an encoded cloud data 
search service with solid security affirmation, while 
getting a charge out of high service-level execution 
intrinsically requested by the huge number of data 
clients and tremendous sum data files in cloud. Two 
testing examination errands are fluffy and 
positioned catchphrase search over scrambled cloud 
data. 2. Secure Cloud Storage Auditing: how to plan 
productive data honesty check systems for solid 
accuracy affirmation of cloud data storage service. 
 
 
III. System Model 
Cloud Server  
A local Cloud which provides priced abundant 
storage services are been created in this module. The 
users can upload their data in the cloud. This module 
can be developed where the cloud storage can be 
made secure. The cloud is not fully honorable by 
users since the CSPs are very likely to be outside of 
the cloud users’ trusted domain. Similar to that the 
cloud server is genuine but curious. That is, the 
cloud server will not maliciously delete or modify 
user data due to the protection of data investigating 
schemes, but will try to learn the content of the 
stored data and the identities of cloud users. This 
essentially means that the owner (client) of the data 
moves its data to a third party cloud storage server 
which are supposed to presumably for a fee truly 
store the data with it and provide it back to the owner 
whenever required.  
The cloud server provides privilege to generate 
secure multi-owner data sharing scheme called 
MONA. It denotes that any user in the group can 
securely share data with others by the cloud. This 
scheme is able to support dynamic groups 
comfortably. Respectively, new granted users can 
directly decrypt data files uploaded before their 
participation without contacting with data owners 
but within the group. 
Proxy Server Deployment  
Group manager takes charge of followings,  
1. Signature Generation  
1) Signature Verification  
2) Content Regeneration  
A proxy agent acts on behalf of the data owner to 
regenerate authenticators and data blocks on the 
servers during the repair procedure. Notice that the 
data owner is restricted in computational and storage 
resources compared to other entities and may 
become off-line after the data upload procedure. The 
proxy, who would always be online, is supposed to 
be much more powerful than the data owner but less 
than the cloud servers in terms of computation and 
memory capacity. To save resources as well as the 
online burden potentially brought by the periodic 
auditing and accidental repairing, the data owners 
resort to the TPA for integrity verification and 
delegate the reparation to the proxy. Considering 
that the data owner cannot always stay online in 
practice, in order to other group content he will be 
revoked by the cloud server. 
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Fig. Cloud Regeneration Architecture 
IV. Established Research Gaps Related To 
Privacy 
One such difficulty arises with key word privacy. 
This is attributed to the tendency of users to prefer 
concealing their search from others including the 
cloud service provider whereby the most pressing 
concern is masked what they are searching. These 
usually constitutes the keywords that correspond to 
the trapdoor. The problem is that despite the fact that 
the trapdoor can be generated in a cryptographic 
way for the protection of the keywords of a search, 
there is a possibility that the cloud service provider, 
through statistical analysis of the search result, can 
come up with almost if not accurate estimates [1]. 
The second privacy concern in multi-keyword 
searches relates to trapdoor un-linkability. This 
concern draws from the fact that the trapdoor 
generation tool, as opposed to being randomized is 
deterministic. This is important because it prevents 
the relationships between trapdoor from being 
revealed to the cloud service provider. With a 
deterministic trapdoor generation, the cloud service 
provider is handed the advantage of accumulating 
frequencies of different queries that regard different 
keywords [1]. This, in essence, means that the 
privacy requirement of the keyword is undermined 
and thus it leads to privacy concerns. Thirdly, there 
is also a concern relating to access. The pattern of 
access refers to the sequence of search results within 
the ranked data, where every search result relates to 
a set of documents in a rank order [1]. If a query is 
linked to a set W, whereby its search result is 
expressed as FW and consists of the identification 
list of all documents by their relevance, the resulting 
access pattern can be generated in sequence. Despite 
a number of proposed encryption models in which 
the main framework is based on private information 
retrieval, the analyzed studies are not designed to 
conceal the pattern of access. In view of the 
aforementioned limitations and issues, a starting 
point would be to initially sort out the privacy-based 
requirements that align correctly with an innovative 
and efficient system. As such, the privacy 
requirements should at its very least, not require 
users to encrypt their data/keywords through other 
encryption methods while making a multi-keyword 
search. Additionally, a more appropriate model for 
privacy-preserving multi-keyword search could 
comprise of the following four modules as adopted 
from the study by Dhumal & Jhadav [3];  
 Binary data generation.  
 Data ciphering.  
 Data user access control.  
 Data user query.  
 
 
 
V. Concurrency Control Protocols 
In what follows, we briefly present the most 
prominent concurrency control protocols that can be 
used in cloud database.  
 Self-optimizing One Copy Serializability (SO- 
1SR)  
1SR is the strongest and well known correctness 
criterion for applications that are newly deployed in 
the cloud. It assures the serializable execution of 
concurrent transactions and a one copy view of the 
data. The most commonly used approaches to 
implement 1SR is to use lock based protocols such 
as strict two-phase locking (S2PL) for providing 
serializable transaction execution and two-phase 
commit (2PC) for synchronous updating all replicas.  
Transaction model:  
In a system providing 1SR, each transaction which 
writes to a data object must update all copies of the 
data object. In case of update transactions the 
replicated data increases the response time and thus 
decreases the overall scalability of the system. In 
order to exploit the merits of the cloud, it is essential 
to provide scalability, availability, low cost and 
strongly consistent data management. Under 
distributed systems, it is not possible to provide 
consistency and availability. The stronger 
consistency level decreases the availability and 
scalability. In cloud environments, the cost of 
guaranteeing a certain consistency level on top of 
replicated data is to be considered. Strong 
consistency is costly; on the other hand, weak 
consistency is cheaper, but may lead to high 
operational costs of compensating the effects of 
anomalies and access to stale data. The first 
generation cloud DBMS’s provide on the weak 
consistency in order to provide maximum scalability 
and availability. It is sufficient for satisfying 
requirements related to consistency of simple cloud 
applications. However, more sophisticated like web 
shops, online stores and credit card services requires 
strong consistency levels. The advantages of cloud 
such as availability and scalability are not yet 
exploited by existing commercial and open source 
DBMS’s which provide strong consistency. SO-1SR 
(self-optimizing 1SR) is a novel protocol for 
replicated data in a cloud that dynamically optimize 
all phases of transaction executions. System model 
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of SO-1SR assumes that applications are built on the 
top of a cloud data environment.  
Implementation: 
The SO-1SR middleware should be present at each 
replica node. The transactions that are submitted by 
the client to the application servers are forwarded to 
the SO-1SR middleware for optimal execution. The 
SO-1SR is based on a fully replicated system and 
flat transaction model. Protocols like 2PC or Paxos 
are needed to provide strong consistency guarantees. 
The main goal of SO-1SR is to decrease latency by 
using dynamic optimization technique at different 
phases of transaction life cycle, not to replace 
protocols like 2PC or Paxos. .  
Snapshot Isolation  
The transactional guarantees of SI are weaker than 
1SR, such that the database system can achieve 
increased concurrency by relaxing isolation 
requirements on transaction. In SI, the transaction 
attempting read is never blocked. The tradeoff 
between transaction isolation and performance is 
that higher degrees of transaction isolation assure 
fewer anomalies. Anomalies avoided by 1SR are 
also avoided in SI. Under SI, write skew anomaly is 
possible if two transactions concurrently update one 
or more common data item. For example, consider 
two transactions Tm and Tn. Transaction Tm reads 
data items p and q and then updates concurrently 
with other transaction Tn that reads data item p and 
q and then updates q. Here transaction Tm and Tn 
do not have a write-write conflict because none of 
the transaction updates a common data item. 
Different variations of SI exist for replicated 
systems like cloud which provide different 
consistency guarantees. In a lazily synchronized 
replicated database system; if two transactions Ts 
and Tv do not have a write–write conflict under SI, 
then their updates may be committed in the order Ts 
followed by Tv at a site S1 but in reverse order at 
another site S2 in which each site individually 
guarantees SI. In this case, consider a transaction Tk 
that reads x and y at site S1 and view database state 
from the commit of Ts will not view this same 
database state if it were to be executed on the 
database replica at site S2.But this kind of replica in 
consistency will not occur in a centralized database 
system that guarantees SI. SI was introduced by 
Berenson et al. SI is defined as; it does not allow 
dirty reads, dirty writes, non-repeatable reads, 
phantoms or lost updates. Write skew anomalies are 
possible in SI. By the definition of SI, when the 
transaction starts the system assigns a transaction Ta 
start timestamp called start (T). The database state 
seen by T is determined by start (T). The system can 
choose any time less than or equal to the actual start 
time of T to start (T). The update transactions made 
by Tl that commit after start (T) will not be visible 
to T. Only update transaction that commits before 
start (T) will be visible to T. Each transaction T is 
able to see its own updates are also a requirement in 
SI. Thus, if T updates a database item and reads that 
item, then T will see the updating even though the 
update occurred after the start (T).  
Transaction model: 
Commit timestamp, commit (T) is assigned to a 
transaction when a transaction is to commit. The 
time commit (T) is more recent than any other start 
or commit timestamp assigned to any transaction. If 
no other committed transaction Tk with lifespan 
[start (Tk), commit (Tk)] that overlaps with a T’s 
lifespan of [start (T), commit (T)] write data that T 
has also written then only T commits. Otherwise, to 
prevent lost updates T is getting aborted. This 
technique of preventing lost updates is called the 
first-committerwins (FCW) rule. Transaction 
inversions are possible in SI, i.e. for every pair of 
transactions T1 and T2, if T2 executes after T1 then 
T1 will view T1’s updates. This is because the actual 
start time of T2 can be larger than that of a start (T2). 
In particular, if T2 starts after T1 has finished, then 
T2 will see a database state that does not contain the 
effects of T1. In order to prevent these kinds of 
transaction inversions, strong SI is introduced. In the 
definition of strong SI (SSI), if for every pair of 
committed transactions Tp and Tq in transaction 
history TH such that Tp’s commit precedes the first 
operation of Tq, start (Tq) > commit (Tp) and it is 
SI then we can say that the transaction execution 
history TH is strong SI. 3.2.2. Implementation: The 
decentralized model of SI based transactions 
consists of some mechanisms such as: (a) Keeping a 
consistent, committed snapshot for reading (b) a 
global sequencer is used for arranging the 
transactions by allocating commit timestamps (c) 
detection of write-write anomalies in concurrent 
transactions and (d) atomically commit the updates 
and make them durable. In the model, each 
transaction goes through a sequence of phases 
during execution. The main phase is the active phase 
in which all read/write on data item is performed in 
this phase. The remaining phases are part of the 
commit of the transaction. Validation phase is 
required for detecting the conflicts among 
transactions that are executed concurrently.  
Session Consistency Session  
Consistency is considered to be the minimum 
consistency level in a distributed environment that 
does not result in complexities for application 
developers. Under Session Consistency, the 
application will not see its own updates and may get 
inconsistent data from successive accesses. The key 
idea is that, all data does not need the same level of 
consistency. There is a term called consistency 
rationing i.e. the data is divided into three categories 
A, B, C and each type of data is treated differently 
depending on the consistency level provided. The 
category A contains data in which consistency 
violations may result in large penalty costs. The 
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category B includes data where the consistency 
requirements change over time. Category C 
comprises data in which inconsistency is acceptable. 
Session consistency considers data under category 
C. C category is always a preferred category for 
placing data in the cloud database [14]. By 
considering a transaction cost and response time the 
session consistency is very cheap; because only few 
messages are needed as compared to strong 
consistency guarantees. The performance level can 
be increased by providing extensive caching 
mechanisms which in turn lowers the cost.  
Cost-Based Adaptive Concurrency Control (C3)  
Cost plays an important role in the cloud 
environment along with the performance [15].  
Consistency leads to high cost, whereas weak 
consistency leads to high operational costs [16]. In 
C3 approach, a consistency rationing model is used 
which categorized the data into three: the first 
category contains data which require ISR, the 
second category data require SC and the third 
category data handled with adaptive consistency. At 
the data level, specific policy will be defined based 
on that policy consistency level is selected between 
1SR and SC at the time of running. Moreover, C3 is 
implemented on the top of 1SR, SC and SSI 
concurrency protocols by utilizing the resources 
provided by the cloud providers. The update 
anywhere and full replication procedure are the basis 
for the C3 system model. The updating of all 
replicas will be carried out in ISR and SSI 
transactions using 2PC, while SC transactions only 
commits at the remote local replicas. The C3 model 
does not introduce any hindrance for the replication 
strategy. Each and every replica in the system is 
known to all other replicas. The C3 procedure uses 
an adaptive layer, which allows the dynamic 
switching between the different CCPs at runtime. 
Thus the reduction of operational costs and 
transaction response time is possible.  
VI. Proposed Methodology 
In this paper, we study the SSE for string search. In 
the SSE, the client encrypts the data and stores it on 
the cloud. It may be noted that client can organize 
the data in an arbitrary manner and can maintain 
additional data structures to achieve desired data 
efficiently. In this process, the initial client side 
computation is thus as large as the data, but 
subsequent computations to access data is less for 
both client and the cloud server. 
 
Fig. Proposed Architecture diagram 
VII. Conclusion & Future Work 
With the increasing number of documents stored in 
cloud, searching for the desired document can be a 
difficult and resource intensive task. We, for the first 
time, introduce new security notion in SSE, named, 
search pattern indistinguishability. It may be 
observed that with non-adaptive indistinguishability 
security, although the keywords are guaranteed to be 
secure from the possible leakage from index, 
however it does not guarantee the security from the 
possible leakage from trapdoor. Towards this, we for 
the first time introduce probabilistic trapdoor and 
prove that our scheme is secure under such criterion. 
We have implemented our scheme for the first time 
to search over phone symbols and validated it using 
the TIMIT dataset. We have also implemented our 
scheme over DNA data of [1] and successfully 
achieve pattern matching functionality over 
encrypted domain. While dealing with string search, 
designing a SSE scheme satisfying adaptive-
indistinguishability-security definition of [12] 
seems intuitively impossible. This is because to 
generate an index in advance which is consistent 
with future search, one unavoidable assumption 
needed is the presence of all possible strings in each 
document. This can be done by considering all 
permutations of keywords for every document 
which makes the index size exponential in n for 
ndocument collection. According to the definition 
of, index size is linear in n which is essential from 
efficiency point of view. From the angle of this 
intuition, future research can be carried out to give a 
formal proof in support of non-existence of 
adaptively secure SSE scheme for string search. In 
this paper we have considered honestbut-curious 
adversaries and active adversaries. Also, designing 
SSE scheme for string search with adaptive-
indistinguishability-security against some newly 
defined adversary can be a future research direction.  
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