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CHAPTER 1. INTRODUCTION 
Throughout this dissertation we will be dealing with order statistics which are de­
fined as follows. Given a set of random variables ..., A'n, let • • •' 
'^n:n be the ordered variables, from smallest to largest. We refer to 
A'a:n} as the order statistics and Xr-n as the order statistic. Order statistics 
are often useful for estimation of underlying parameters of a distribution when the 
original set is assumed to be a random sample from some parent distribution, in other 
words, the observations are assumed to be independent and identically distributed. 
Under these assumptions moments of order statistics have been tabled for many 
common distributions including double exponential, extreme value, gamma, logistic, 
normal, Pareto, uniform, and VVeibull distributions as listed in David (1981). Most 
similar to our work are the tables of the standard normal parent which have been 
most recently tabled by Tietjen et al. (1977). From these tables it is possible to 
calculate expectations and variances for any linear function of order statistics. 
One important use linear functions of order statistics is in the estimation of 
location and scale parameters of the parent distribution. Estimators which are linear 
functions of the order statistics are called L-estimators and are commonly used for 
estimating the scale, or for estimating location when outliers may occur, that is, when 
some observations may come from a distribution which differs from the distribution 
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represented by the rest of the sample. As the properties of L-estimators have become 
widely recognized, the applications of estimators based on the order statistics have 
spread to situations in which we cannot continue to assume that we have an identically 
distributed sample, even though independence may still be a sensible assumption. For 
example, tables have been computed which show the effect of a single outlier (with 
shifted mean or with larger variance) on the means, variances and covariances of 
order statistics from normal distributions (David et al., 1977). This is a case where 
independence has been assumed, but not identical distribution. 
As another illustration we can point to the use of L-estimators in the field of 
communications. Electrical engineers often have to estimate the original signal after 
it has been disturbed with the addition of random noise. The contaminated sig­
nal, A']^, A'2,... ,Xn, is a time series and, if we assume that the noise has a random 
distribution with mean zero, independent over time, then the observations are inde­
pendent, but not identically distributed, since the means of the observations follow 
the original signal. The analysis commonly uses a moving "window" on the data, say 
data points ..., to estimate the original 
signal at time t . .  In many cases, linear combinations of these data points, such as the 
mean, give good estimators, but if very large or very small outliers are observed, the 
mean and similar functions will be highly biased. For this reason, the median of this 
moving sample, and other L-estimators have been suggested as preferred estimators. 
The engineering literature refers to these estimators as median filters and L-filters, 
respectively. In this application, the signal could have any shape, but we will take 
the simplest case, that of (locally) linear trend, i.e., the means are linearly ordered 
and variance is heterogeneous. We want to describe the effect of linear trend on the 
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moments of the order statistics and to follow up on a conjecture (David, 1988) that 
the variances of the order statistics will increase with trend for symmetric unimodal 
distributions. 
Other methods exist for dealing with linear trend when it is known to occur, 
or has been assumed to occur in a dataset. In conventional time series analysis we 
would look at consecutive differences \Vf = ^^e trend is removed. 
If constant trend exists in a data set, then this method will greatly improve the 
estimation of the process variance, as we will see when comparing scale estimators in 
Chapter 2. The focus of this work, however, is not to find the best estimators of scale 
or location, but, rather, to provide a means of evaluating the robustness of different 
L-estimators when they are applied to a data set which exhibits trend. Since these 
estimators, in the guise of L-filters, are already being used in situations where the 
means of the random variables do differ, we find it useful to have a way to assess 
their relative performance. 
In Chapter 2 we define the model we will use for linear trend, give some easy 
results on the moments using symmetries, and present, the tables we have calculated. 
These tables are for the means, variances and covariances of order statistics from 
a normal distribution under the assumption that the observations are independent 
and the means are increasing (or decreasing) linearly with each observation. Trend 
values of 0 to 3 times the standard deviation were used. This chapter also contains 
descriptions of several possible uses of these tables, including a direct application to a 
problem in statistical process control and an application to evaluation of the robust­
ness of linear estimators based on order statistics which attempt to estimate location 
or scale when trend is present in the data. For this purpose we have calculated, based 
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on the tables, the bias and mean squared error for common L-estimators of location 
and scale. Also in this chapter, we calculate results for a more complicated model 
using not only trend but also a large outlier. Again, relative merits of commonly used 
L-estimators in terms of bias and mean squared error are discussed for this extended 
model. 
In Chapter .3 we examine general properties of order statistics under linear trend. 
We are interested in describing and comparing the amount of "spread" in the original 
set and in the order statistics for different trend values. Much work has been done on 
ordering in dispersion for comparing two scalar-valued random variables e.g., Bickel 
and Lehmann (1976) and Oja (1981), but our problem is related to vectors of random 
variables. We examine both reducing the dimensionality using functions mapping 
^ 3?, and also look at properties of the individual order statistics. The idea of 
majorization, for which we use Marshall and Olkin (1979) as guide, helps us gain 
a broader perspective on the trend problem and we find several conclusions easily 
available from this theory. We then take a more basic case, a case in which only 2 
of n observations have differing means, and look mainly at a particular distribution, 
the logistic. Since the cdf of this distribution may be written in closed form, we are 
able to show results which elude us in the general case, namely that variances of the 
median and the extremes increase with trend. 
CHAPTER 2. SETUP, INITIAL RESULTS, AND TABLES 
Setup 
LetYi,Y.2,...,Yn be independent identically distributed random variables with 
cdf F{-), i = I,... ,n where the support of F(-) is 5?. Let 
X i ( T ) = = Y i  +  ( i - ^ ) T ,  i  =  l , 2 , . . . , n  (2 .1 )  
where r e 3? is a trend parameter. Let X(r) = (Xj(r),,Y2(r),... ,Xn{.T)) and let the 
functions XriniT)  denote the ordered variables out of X(r) for r  = l,2,...,ra. 
Usually it will be assumed that moments for Yj exist, and in that case let E{Yi) = 
fi, assumed 0 WLOG, and Var(Fj) = cr^. The first two moments for the unordered 
-Y's will be denoted by /ij(r) and cr^ = {i = l,...,n) respectively, and moments 
9 • for the ordered variables will be written iir'.n{T) for the means, cr^ini''') for variances, 
and (Trs:n{T) for the covariance of the and 3^^ (r,s = l,...,rt;r ^ s) order 
statistics. Note that the expectation of X^ir) depends on r and i, but the variance 
does not. 
Some properties for the case of linear trend are immediate, with properties in­
volving moments conditional, of course, on the existence of the moments. We will 
use ~ for "has the same distribution as". 
Xr:n(T)  ~  Xrmi—' ' ' )  by construction (2.2) 
IJ-r- .nir)  =  ^ Lr:n{-T)  
(^rs ' .n iT)  o^Ts\n{—T) 
= 0 diir ' .n(r)  
dr  
do-r ' .n{T)  
or 
dcrsiniT ) 
3r 
r=0 
= 0 
r=0 
r=0 
= 0 
by (2.2) . (2.3) 
by (2.2) (2.4) 
by construction (2.5) 
by (2.5) (2.6) 
by (2.3) 
by (2.4) (2.7) 
by (2.6) 
and using Taylor expansion about 0: 
)Ur:n(i") = Mr:n(0) + 0{t^) 
'^r:ni^) = <^hni^) + 0{T^) ' by (2.7). 
<^rs:n(''^) = '^rs:n(0) + O(r^) 
Properties (2.3), (2.4), and (2.6) show that it is enough to consider only positive 
r, and are used to limit the number of computations which must be made. Further 
properties are easily shown if we assume that V is symmetrically distributed about 
0, i.e. that F(x) = 1 — F{—x) Vx, namely 
A r : n ( T )  ~  r + l : n ( ^ )  
f irmir)  = - f in-r+hni '^)  
4:n(r)  = 
by construction (2.8) 
by (2.8) (2.9) 
by (2.8) (2.10) 
by construction(2.11) 
by (2.11) (2.12) 
(-Yr:n(7-),Xs:n(r)) - (X„ _ 5 4 . i . „ ( r ) , X „ _ r 4 . i ; „ ( r ) )  
' ^rs ini ' ' ' )  = o'yi_5-(-l,n—r+l:ra(^)' 
The standard normal is symmetric about 0, so -by (2.9), (2.10), and (2.12) only 
about half the expectations, variances, and covariances will have to be computed. 
Limiting Behavior as {r| Increases 
Intuitively, as |r| increases, the X i {t ) will tend to sort themselves into order, so 
for large enough r, 
Xr:n{T) = Xr(T) V r = 1,2,..., n. 
To show that this intuition holds, note that for any realization yi,y2i • • • >yn of 
y j ,  F 2 , . . . ,  Y j i ,  i f  w e  t a k e  r  >  2  | i / ^ |  t h e n  t h e  x i ( t )  =  ( / j ( r )  +  ( i  —  
are ordered and correspond to the order statistics. Therefore, we get 
-YrrnlT") - (r — ^ yV as r — 00 with probability 1. (2.13) 
To show convergence of the moments, assume E \ Y i \ P  <  0 0  for some p > 1. Since 
this assumption implies £^(^1) < 00, we will also take, WLOG, /x to be 0 so that the 
mean of A''j(r) will be (i — Let Mn = T.f—i and note that 
— — Mji < ~ < .Yr(r) < + max|l^-| < 
-^r-Mn < Xr:n{r)  < + Mn 
( r - n ) T - M n  <  X r : n ( T )  -  [ r  -  <  M n - r  { r  -  1 ) t  
|A'r;R(r) - (r - ^ ^^)r| < M n  +  ( n  -  1 ) t .  (2.14) 
Now we look at the expectation of the lefthand side of (2.14), and note that if r > Mn 
then XrmiT) = Yr + (r — so that 
^ ^ | X r : n ( r ) - ( r - 3 ^ ) r | P  
= E{\Yr\P :  Mn < r)  + E{\Xr:n(r)  -  {r -  ^ )r|P : Mn > r)  (2.15) 
<  E ( \ Y r \P : M n  < r) + E ( ( M n  +  { n  -  1 ) t ) P : M n  > r )  by (2.14) 
< E(\Yr\P :  Mn < r)  + E{nPM^ : Mn > r)  
—* £'|Fr|''' as r —• CO since E { M n )  <  0 0  (2.16) 
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The convergence in (2.16) implies that linir—rx)E\Xr\n{T) — (r — ^^-^)ri^' < E\Yr ''P 
and since (2.15) shows that the limr—oo •£'i-Yr:;i(r) — (r — )r|^ > E\Yr\^, we 
have existence of the moment of the parent distribution implying convergence in 
moment for each of the order statistics. 
We also need to consider the covariances of the order statistics. If cr^ < oo then 
the reordering argument used in the iid case (see David, 1981, p. 39) may be used to 
show for any r that 
n 
53 — Mr:n(7")) 
.r=l  
By taking expectations, we have 
n 
Y.  {^r{T)  -  nr{T))  
.r=l  
2 
Var(A'r:7i(r)) + 2 ^ ^ Cov(-Yr:r^(r),X5:n(r)) 
r=l  r=l5=r+l  
= Var(.Yr(r)) = . 
r=l  
(2.17) 
• The order statistics from any set of independent random variables, X are associated, 
that is Cov(5(X),/i(X)) > 0 for all pairs of non-decreasing functions g, h for which 
the covariance exists (Barlow and Proschan, 1975, p. 29). Covariances of associated 
r a n d o m  v a r i a b l e s  a r e  n o n n e g a t i v e  ( i b i d ,  p .  3 1 ,  3 2 ) ,  s o  C o v ( X r : n ( ' ' ' ) i >  
0 which implies, in turn, that Var(-Yr:n(7")) < ncr^. Since the sum of the 
variances, the first summation in (2.17), goes to na as r increases, the sum of these 
covariances (each nonnegative), and hence each of the covariances, must go to 0 as r 
increases. 
These results confirm the heuristic argument given at the beginning of this sec­
tion, and give an idea of what should happen for large |r|. However, these results do 
9 
not indicate the effect of an increase in r on the expectations and variances of order 
statistics. This will be discussed further in Chapter 3. 
Description of Tables 
Tables 2.1, 2.2, and 2.3 in this chapter give expectations, variances, and covari-
ances of the order statistics of sets of normal random variables having unit variance 
and means (— ..., in samples of sizes 2 to 10. They were 
computed using a DECstation 2100 running Fortran 77. The cdf of the normal dis­
tribution was calculated using a subroutine from Netlib (Cody, 1969). As referenced 
above, for expectations we used 
E(Xr:n{ r ) )  =  [1 - Fr:n{ x , T )  -  Fr:n{ - x , T )]dx.  
As in Sen (1970), we write 
Fr:n ( ^ , T )  = f H W  ft 
i=r 5j /=1 /=i+l 
where 5j is the set of permutations (ji,j2i---ijn) of (1?2,...,n) such that < 
J2 < • • • < ji and < ... < jn- Integration was done using Simpson's rule over 
_  I  1  ^  ^  (0, + 5), iterating until successive approximations differed by less than 10 
We computed as 
/•oo 
2x[l  -  Fr:n( x , T )  +  Fr:n{ - x , r ) ] d x  
using Simpson's rule, again with convergence criterion of 10and calculated the 
variance by subtracting 
1 (2.18) 
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Covariances required more intensive computing since they involve the double 
integral (see Lehmann, 1966) 
/
oo roo , 
/  ^F'r ,5:n(a: ,2/ ,7-)  -  Fr:n{x,T)Fs:n(y ,r)]dx dy.  
-ooJ—oo 
To calculate the joint cdf for s > r the idea of Sen used in (2.18) is extended so that 
we sum over all possible ways to arrange the n variables into three groups, the first 
being less than x, the second between x and y, and the third greater than y. We let 
Fr,s:n(3:,y,T) (2.19) 
=  E  E  E  n  \ F j  { y , T ) - F j  i x , T ) \  n  
i=zsk=rSi^}^l=l  l=k+l U=i+l 
1 -
'dy  > X  and Fr: n { x ,  r )  otherwise. Here 5j is the set of all permutations (j'l, J2) • r • > 
jn) of (1,2,...,re) such that (jj < j2 < ... < j^), Uk+l < ••• < Ji) and 
<  . . .  <  j n ) .  T h e s e  d o u b l e  i n t e g r a l s  w e r e  c o m p u t e d  o n  t h e  D E C  u s i n g  i t ­
erated Simpson's rule over squares with sides ((r — — 5,(s — + •5)" 
For the case r = 0 the are identically distributed so we could check our 
results against existing tables for the unit normal parent. Teichrow (1956) was the 
first to table means, variances, and the equivalent of covariances, with later authors 
improving the accuracy and extending the sample sizes. The latest tables are those 
of Tietjen et al. (1977) and our calculations (for r = 0) agree with those to 6 decimal 
places. The relation in equation (2.17) gave us a way to check these calculations 
since with unit variance the sum of all the variances of the order statistics plus the 
covariances should give n, the sample size. Our sum was always accurate to "at least 
four decimal places. On the basis of these checks, I am confident that these tables are 
never off by more than .0001, and that errors of that magnitude occur very rarely. 
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One further note on the methods of computing these quantities is of interest. In 
order to handle the sets of permutations we used several coding matrices. For the cdf, 
at the beginning of the program a 2"^"^ by n matrix of zeros (representing factors 
like Fj^{x,T)) and ones (to represent factors like [1 —Fj^(.T:,r)]) was constructed. The 
rows of the matrix were grouped by the number of zeros (from 1 to with the others 
available by symmetry. When computing the cdf, we used an inner loop to pick the 
proper factor and multiply, a second loop to sum over the rows containing the same 
number of zeros, and a third loop to sum over the possible numbers of zeros from r 
to n. For the covariances, the joint cdf was also needed. Again a coding matrix was 
created, this time consisting of zeros, ones, and twos and haying dimensions (S'^ — 2") 
by n (at least one zero must be used). The size of this array is one reason that we 
used sample sizes 10 and less. For n = 10 the array has over .580,000 elements. Zeros 
were used as before, with ones representing factors like [Fj{y,T) — Fj(x,T)] and twos 
r e p r e s e n t i n g  [ 1  —  F j { y , r ) ] .  T h i s  m a t r i x  w a s  a r r a n g e d  s o  t h a t  r o w s  w i t h  i  =  1 , . . . .  n  
zeros were together, and within that arrangement, the rows were grouped by the 
number of twos. Sums of products were computed as before, but since the integrals 
were nested, it was possible to store the values of Fj{x,T) j = l,...,n and reuse 
t h e m  u n t i l  t h e  x  v a l u e  w a s  c h a n g e d ,  a n d  b y  c a l c u l a t i n g  t h e  F j { x , T )  a n d  F j ( y , T )  
values before entering the product and summation loops it was possible to call the 
normal .cdf only n times for each evaluation of the integrand. When the y value 
changed, another n calls were needed. 
The main tables occupy the next pages. Further comments on the tables will be 
made at their conclusion. 
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Table 2.1: Expectations of order statistics under linear trend r 
7- A'2:2(^) M.3:3(^) /'3:4(^) M4:4(^) /'4:5(^) M4:6(^) 
0.00 0.5642 0.8463 0.2970 1.0294 0.4950 1.1630 0.2015 
0.0.5 0.5645 0.8473 0.2976 1.0315 0.4966 1.1666 0.2024 
0.10 0.5656 0.8505 0.2995 1.0379 0..5012 1.1774 0.2051 
0.20 0.5698 0.8631 0.3069 1.0633 0.5197 1.2201 0.2157 
0.30 0.5768 0.8839 0.3192 1.1048 0.5503 1.2887 0.2332 
0.40 0.5866 0.9127 0.3364 1.1612 0.5925 1.3802 0.2576 
0.50 0.5991 0.9489 0.3.582 1.2311 0.6455 1.4911 0.2882 
0.60 0.6142 0.9922 0.3844 1.3128 0.7083 1.6177 0.3243 
0.70 0.6319 1.0420 0.4148 1.4047 0.7794 1.7569 0.3648 
0.80 0.6521 1.0977 0.4490' 1.5053 0.8575 1.9062 0.4086 
0.90 0.6747 1.1588 0.4864 1.6132 0.9412 2.0635 0.4548 
1.00 0.6996 1.2248 0.5266 1.7272 1.0292 2.2273 0.5026 
1.25 0.7713 1.4072 0.6363 2.0327 1.2618 2.6577 0.6255 
1.50 0.8548 1.6091 0.7544 2.3592 1.5045 3.1092 0.7501 
1.75 0.9484 1.8250 0.8765 2.7000 1.7516 3.5750 0.87.50 
2.00 1.0503 2.0507 1.0005 3.0507 2.0005 4.0507 1.0000 
2.25 1.1.586 2.2837 1.1251 3.4087 2.2501 4.5337 1.1250 
2.50 1.2719 2.5219 1.2500 3.7719 2.5000 5.0219 1.2500 
2.75 1.3889 2.7639 1.3750 4.1389 2.7500 5.5139 1.37.50 
3.00 1.5086 3.0086 1.5000 4.5086 3.0000 6.0086 1.5000 
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T  M5:6(^) ^6:6(^) 
Table 2.1 (Continued) 
M6:7(^) M7:7(^) /'5:8(^) /'6:8(^) 
0.00 0.6418 1.2672 0.3527 0.7574 1.3522 0.1525 0.4728 
0.05 0.6446 1.2727 0.3548 0.7618 1.3600 0.1537 0.4764 
0.10 0.65.30 1.2892 0.3609 0.77.50 1.3834 0.1571 0.4870 
0.20 0.6864 1.3535 0.3856 0.8272 1.4734 0.1708 0.5293 
0..30 0.7412 1.4550 0.4263 0.9119 1.6127 0.1936 0..5987 
0.40 0.8158 1.5874 0.4821 1.0251 1.7899 0.2248 0.6921 
0.50 0.9078 1.7439 0.5511 1.1614 1.9946 0.2630 0.8050 
0.60 1.0142 1.9186 0.6305 1.3155 2.2188 0.3062 0.9318 
0.70 1.1321 2.1072 0.7175 1.4825 2.4572 0.3528 1.0679 
0.80 1.2586 2.3063 0.8098' 1.6587 2.7063 0.4011 1.2099 
0.90 1.3916 2.5136 0.9053 1.8416 2.9636 0.4504 1.3553 
1.00 1.5293 2.7273 1.0028 2.0294 3.2273 0.5002 1.5028 
1.25 1.8868 3.2827 1.2505 2.5118 3.9077 0.6250 1.8755 
1.50 2.2545 3.8592 1.5001 3.0045 4.6092 0.7500 2.2501 
1.75 2.6266 4.4500 1.7500 3.5016 5.3250 0.87.50 2.6250 
2.00 3.0005 5.0507 2.0000 4.0005 6.0507 1.0000 3.0000 
2.25 3.3751 5.6587 2.2500 4.5001 6.7837 1.1250 3.3750 
2.50 3.7500 6.27,19 2.5000 5.0000 7.5219 1.2500 3.7500 
2.75 4.1250 6.8889 2.7500 5.5000 8.2639 1.3750 4.1250 
3.00 4.5000 7.5086 3.0000 6.0000 9.0086 1.5000 4.5000 
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Table 2.1 (Continued) 
T  M7:8(^) /^8:8(^) ^6:9('^) M7:9(^) d
o M6:10(^) 
0.00 0.8522 1.4236 0.2745 0.5720 0.9323 1.4850 0.1227 
0.05 0.8586 1.4342 0.2771 0.5773 0.9410 1.4989 0.1241 
0.10 0.8777 1.4657 0.2848 0.5934 0.9670 1.5396 0.1283 
0.20 0.9526 1.5853 0.3157 0.6570 1.0683 1.6924 0.1452 
0.30 1.0722 1.7662 0.3666 0.7600 1.2271 1.9178 0.1731 
0.40 1.2285 1.9907 0.4350 0.8959 1.4297 2.1910 0.2103 
0.50 1.4124 2.2447 0.5169 1.0560 1.6626 2.4947 0.2539 
0.60 1.6157 2.5188 0.6075 1.2320 1.9157 2.8188 0.3013 
0.70 1.8325 2.8072 0.7031 1.4180 2.1825 3.1572 0.3504 
0.80 2.0587 3.1063 0.8012 1.6099 2.4587 3.5063 0.4001 
0.90 2.2916 3.4136 0.9004 1.8053 2.7416 3.8636 0.4500 
1.00 2.5294 3.7273 1.0002 2.0028 3.0294 4.2273 0.5000 
1.25 3.1368 4.5327 1.2500 2.5005 3.7618 5.1577 0.6250 
1.50 3.7545 5.3592 1.5000 3.0001 4.5045 6.1092 0.7500 
1.75 4.3766 6.2000 1.7500 3.5000 5.2516 7.0750 0.8750 
2.00 5.0005 7.0507 2.0000 4.0000 6.0005 8.0507 1.0000 
2.25 5.6251 7.9087 2.2500 4.5000 6.7501 9.0337 1.1250 
2.50 6.2500 8.7719 2.5000 5.0000 7.5000 10.0219 1.2500 
2.75 6.8750 9.6389 2.7500 5.5000 8.2500 11.0139 1.3750 
3.00 7.5000 10.5086 3.0000 6.0000 9.0000 12.0086 1.5000 
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Table 2.1 (Continued) 
7" /^7:10(^) ^8:10(^) M9:10(^) M10:10(^) 
0.00 0.3758 0.6561 1.0014 1.5388 
0.05 0.3801 0.6636 1.0128 1.5563 
0.10 . 0.3930 0.6860 1.0468 1.6076 
0.20 0.4445 0.7746 1.1780 1.7965 
0.30 0.5284 0.9156 1.3793 2.0684 
0.40 0.6389 1.0972 1.6300 2.3910 
0.50 0.7679 1.3062 1.9126 2.7447 
0.60 0.9078 1.5320 2.2157 3.1188 
0.70 1.0532 1.7680 2.5325 3.5072 
0.80 1.2012 ' 2.0099 2.8587 3.9063 
0.90 1.3505 2.2553 3.1916 4.3136 
1.00 1.5002 2.5028 3.5294 4.7273 
1.25 1.8750 3.1255 4.3868 5.7827 
1.50 2.2500 3.7501 5.2545 6.8592 
1.75 2.6250 4.3750 6.1266 7.9500 
2.00 3.0000 5.0000 7.0005 9.0507 
2.25 3.3750 5.6250 7.8751 10.1587 
2.50 3.7500 6.2500 8.7500 11.2719 
2.75 4.1250 6.8750 9.6250 12.3889 
3.00 4.5000 7.5000 10.5000 13.5086 
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Table 2.2: Variances of order statistics under linear trend r 
^ 
0.00 0.6817 0.4487 0.5595 0.3605 0.4917 0.2868 
0.05 0.6819 0.4490 0.5600 0.3609 0.4927 0.2874 
0.10 0.6826 0.4498 0.5617 0.3623 0.4957 0.2890 
0.20 0.6853 0.4533 0.5684 0.3678 0.5073 0.2956 
0.30 0.6898 0.4590 0.5791 0.3770 0.5255 0..3065 
0.40 0.6959 0.4671 0.5935 0.3897 0.5488 0.3220 
0.50 0.7036 0.4774 0.6109 0.4057 0.5754 0.3418 
0.60 0.7127 0.4900 0.6306 0.4250 0.6039 0.3657 
0.70 0.7232 0.5047 0.6519 0.4470 0.6.328 0.3933 
0.80 0.7347 0.5215 0.6743 0.4713 0.6613 0.4239 
0.90 0.7472 0.5401 0.6970 0.4976 0.6886 0.4567 
1.00 0.7605 0.5605 0.7197 0.5252 0.7145 0.4909 
1.25 0.7958 0.6173 0.7736 0.5973 0.7723 0.5774 
1.50 0.8318 0.6790 0.8212 0.6691 0.8209 0.6592 
1.75 0.8661 0.7407 0.8616 0.7364 0.8616 0.7322 
2.00 0.8970 0.7983 0.8953 0.7967 0.8953 0.7951 
2.25 0.9233 0.8487 0.9228 0.8482 0.9228 0.8477 
2.50 0.9448 0.8905 0.9447 0.8904 0.9447 0.8902 
2.75 0.9615 0.9235 0.9615 0.9234 0.9615 0.92.34 
• 3.00 0.9741 0.9483 0.9740 0.9483 0.9740 0.9482 
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r 45(^) 
Table 2.2 (Continued) 
45(^) 46^^) 46^^) 46^^) <T|:7(r) 
0.00 0.3115 0.4475 0.2462 0.2796 0.41.59 0.2104 
0.05 0.3122 0.4491 0.2469 0.2806 0.4181 0.2112 
0.10 0.3143 0.4536 0.2490 0.28.35 0.4245 0.2136 
0.20 0.3226 0.4710 0.2574 0.2951 0.4480 0.2232 
0.30 0..3361 0.4970 0.2715 0.3136 0.4816 0.2394 
0.40 0.3545 0.5285 0.2911 0.3376 0.5196 0.2622 
0..50 0.3769 0.5623 0.3159 0.36.55 0.5579 0.2912 
0.60 0.4026 0.5961 0.3451 0.3956 0.5943 0.3252 
0.70 0.4305 0.6286 0.3779 0.4266 0.6280 0.3627 
0.80 0.4598 0.6.592 0.4130 0.4579 0.6590 0.4021 
0.90 0.4900 0.6877 0.4494 0.4891 0.6876 0.4421 
1.00 0.5204 0.7141 0.4862 0.5201 0.7141 0.4816 
1.25 0.5961 0.7723 0.5763 0.5961 0.7723 0.57.51 
1.50 0.6689 0.8209 0.6590 0.6689 0.8209 0.6588 
1.75 0.7364 0.8616 0.7322 0.7364 0.8616 0.7321 
2.00 0.7967 0.8953 0.7951 0.7967 0.8953 0.7951 
2.25 0.8482 0.9228 0.8477 0.S482 0.9228 0.8477 
2.50 0.8904 0.9447. 0.8902 0.8904 0.9447 0.8902 
2.75 0.9234 0.9615 0.9234 0.9234 0.9615 0.9234 
3.00 0.9483 0.9740 0.9482 0.9483 0.9740 0.9482 
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Table 2.2 (Continued) 
T  47(^) 47(^) 48^^) 48(^) 48(^) 
0.00 0.2197 0.2.567 0.3919 0.1872 0.2008 0.2394 
0.05 0.2206 0.2581 0.3948 0.1881 0.2019 0.2411 
0.10 0.2233 0.2620 0.4032 0.1909 0.2053 0.2462 
0.20 0.2341 0.2773 0.4332 0.2023 0.2188 0.2654 
0.30 0.2518 0.3008 0.4734 0.2215 0.2405 0.2936 
0.40 0.2760 0.3298 0.5160 0.2481 0.2689 0.3264 
0.50 0.3054 0.3615 0.5566 0.2812 0.3016 0.3602 
0.60 0.3386 0.3938 0.5939 0.3189 0.3369 0.3935 
0.70 0.3742 0.4260 0.6279 0.3591 0.3736 0.4259 
0.80 0.4111 0.4577 0.6590 0.4003 0.4109 0.4577 
0.90 0.4485 0.4890 0.6876 0.4412 0.4485 0.4890 
1.00 0.4859 0.5200 0.7141 0.4812 , 0.4858 0.5200 
1.25 • 0.5762 0.5961 0.7723 0.5751 0.5762 0.5961 
1.50 0.6590 0.6689 0.8209 0.6588 0.6590 0.6689 
1.75 0.7322 0.7364 0.8616 0.7321 0.7322 0.7364 
2.00 0.7951 0.7967 0.8953 0.7951 0.7951 0.7967 
2.25 0.8477 0.8482 0.9228 0.8477 0.8477 0.8482 
2.50 0.8902 0.8904 0.9447 0.8902 0.8902 0.8904 
2.75 0.9234 0.9234 0.9615 0.9234 0.9234 0.9234 
3.00 0.9482 0.9483 0.9740 0.9482 0.9482 0.9483 
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Table 2.2 (Continued) 
^ 4.8(^) 49(^) 4.9(^) 4.9^^) '^9:9(^) 
0.00 0.3729 0.1661 0.1706 0.1864 0.2257 0.3574 
0.05 0.3766 0.1671 0.1717 0.1878 0.2278 0.3619 
0.10 0.3871 0.1702 0.1750 0.1920 0.2341 0.3748 
0.20 0.4235 0.1829 0.1886 0.2085 0.2574 0.4173 
0.30 0.4693 0.2045 0.2110 0.2341 0.2898 0.4672 
0.40 0.5147 0.2345 0.2414 0.2657 0.3251 0.5143 
0..50 0.5563 0.2714 0.2776 0.3005 0.3599 0.5563 
0.60 0.5939 0.3126 0.3172 0.3366 0.3934 0.5939 
0.70 0.6279 0.3555 0.3585 0.3735 0.4259 0.6279 
0.80 0.6590 0.3985 0.4001 0.4109 0.4577 0.6590 
0.90 0.6876 0.4404 0.4412 0.4485 0.4890 0.6876 
1.00 0.7141 0.4809 0.4812 0.4858 0.5200 0.7141 
1.25 0.7723 0.5750 0.5751 0.5762 0.5961 0.7723 
1.50 0.8209 . 0.6588 0.6588 0.6590 0.6689 0.8209 
1.75 0.8616 0.7321 0.7321 0.7322 0.7364 0.8616 
2.00 0.8953 0.7951 0.7951 0.7951 0.7967 0.8953 
2.25 0.9228 0.8477 0.8477 0.8477 0.8482 0.9228 
2.50 0.9447 0.8902 0.8902 0.8902 0.8904 0.9447 
2.75 0.9615 0.9234 0.9234 0.9234 0.9234 0.9615 
3.00 0.9740 0.9482 0.9482 0.9482 0.9483 0.9740 
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Table 2.2 (Continued) 
T  4io(^) <^7:10(^) 4io(^) 4io(^) '^lOclO^^) 
0.00 0.1511 0.1579 0.1750 0.2145 0.3443 
0.05 0.1522 0.1593 0.1767 0.2171 0.3498 
0.10 0.1.5.58 0.16.33 0.1818 0.2247 0.3652 
0.20 0.1702 0.1792 0.2014 0.2520 0.4134 
0.30 0.1946 0.2050 0.2305 0.2878 0.4663 
0.40 0.2280 0.2384 0.2645 0.3246 0.5142 
0.50 0.2678 0.2764 0.3002 0.3598 0.5563 
0.60 0.3109 0.3169 0.3365 0.3934 0.59.39 
0.70 0.3549 0.3584 0.3735 0.4259 0.6279 
0.80 0.3983 0.4001 0.4109 0.4577 0.6590 
0.90 0.4403 0.4412 . 0.4485 0.4890 0.6876 
1.00 0.4809 0.4812 0.4858 0.5200 0.7141 
1.25 0.57.50 0.5751 0.5762 0.5961 0.7723 
1.50 0.6588 0.6588 0.6590 0.6689 0.8209 
1.75 0.7321 0.7321 0.7322 0.7364 0.8616 
2.00 0.7951 0.7951 0.7951 0.7967 0.8953 
2.25 0.8477 0.8477 0.8477 0.8482 0.9228 
2.50 0.8902 0.8902 0.8902 0.8904 0.9447 
2.75 0.9234 0.9234 0.9234 0.9234 0.9615 
3.00 0.9482 0.9482 0.9482 0.9483 0.9740 
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Table 2.3: Covariances of order statistics under linear trend r 
^ <^1,2:2 «^1,2;3 ^1,3:3 <^1,2:4 <^1,3:4 <^1,4:4 ^2,3:4 
0.00 0.3183 0.2757 0.1649 0.2456 0.1.580 • 0.1047 0.2359 
0.05 0.3181 0.2755 0.1644 0.2456 0.1576 0.1041 0.2359 
0.10 0.3174 0.2751 0.1632 0.24.55 0.1.565 0.1023 0.2357 
0.20 0.3147 0.2734 0.1583 0.2452 0.1520 0.0955 0.23-50 
0.30 0.3102 0.2705 0.1504 0.2446 0.1447 0.0851 0.2337 
0.40 0.3041 0.2664 0.1401 0.2435 0.13.52 0.0725 0.2317 
0.50 0.2964 0.2613 0.1279 0.2417 0.1237 0.0-592 0.2289 
0.60 0.2873 0.2550 0.1144 0.2389 0.1110 0.0462 0.22-52 
0.70 0.2768 0.2476 0.1004 0.2348 0.0976 0.0347 0.2206 
0.80 0.2653 0.2393 0.0865 0.2295 0.0842 0.0250 0.2150 
0.90 0.2528 0.2299 0.0730 0.2227 0.0713 0.0174 0.2084 
1.00 0.2395 0.2197 0.0606 0.2146 0.0592 0.0117 0.2010 
1.25 0.2042 0.1913 0.0351 0.1895 0.0345 0.0037 0.1788 
1.50 0.1682 0.1605 0.0183 0.1600 0.0181 0.0010 0.1529 
1.75 0.1339 0.1297 0.0087 0.1295 0.0086 0.0002 0.1254 
2.00 0.1030 0.1009 0.0038 0.1008 0.0038 0.0000 0.0987 
2.25 0.0767 0.0756 0.0016 0.0756 0.0016 0.0000 0.0746 
2.50 6.0552 0.0547 0.0006 0.0547 0.0006 0.0000 0.0543 
2.75 0.0385 0.0383 0.0002 0.0383 0.0002 0.0000 0.0381 
3.00 0.0259 0.0259 0.0001 0.0259 0.0001 0.0000 0.02.58 
^ ^1,2:5 
0.00 0.2243 
0.05 0.2245 
0.10 0.2249 
0.20 0.2266 
0.30 0.2288 
0.40 0.2310 
0.50 0.2325 
0.60 0.2325 
0.70 0.2308 
0.80 0.2271 
0.90 0.2214 
1.00 0.2140 
1.25 0.1894 
1.50 0.1600 
1.75 0.1295 
2.00 0,1008 
2.25 0.0756 
2.50 0.0547 
2.75 0.0383 
3.00 0.0259 
Table 2.3 
<^1,3:5 ®"1,4:5 
(Continued) 
<^1,5:5 ^^2,3:5 <^2,4:5 n,2:6 
0.1481 0.10.58 
0.1478 0.1052 
0.1469 0.1034 
0.1430 0.0967 
0.1368 0.0865 
0.1285 0.0739 
0.1184 0.0604 
0.1070 0.0472 
0.0948 0.0354 
0.0823 0.0254 
0.0701 0.0176 
0.0585 0.0118 
0.0343 0.0038 
0.0180 0.0010 
0.0086 0.0002 
0.0038 0.0000 
0.0016 0.0000 
0.0006 .0.0000 
0.0002 0.0000 
0.0001 0.0000 
0.0742 0.2084 
0.07.34 0.2085 
0.0711 0.2086 
0.0627 0.2092 
0.0509 0.2099 
0.0381 0.2105 
0.0265 0.2107 
0.0171 0.2101 
0.0103 0.2085 
0.0059 0.2057 
0.0032 0.2016 
0.0016 0.1961 
0.0003 0.1770 
0.0000 0.1523 
0.0000 0.1253 
0.0000 0.0987 
0.0000 0.0746 
0.0000 0.0543 
0.0000 0.0381 
0.0000 0.0258 
0.1499 0.2085 
0.1496 0.2089 
0.1487 0.2099 
0.1449 0.2138 
0.1387 0.2192 
0.1301 0.2246 
0.1196 0.2287 
0.1076 0.2306 
0.0948 0.2299 
0.0819 0.2267 
0.0694 0.2213 
0.0577 0.2139 
0.0338 0.1894 
0.0178 0.1599 
0.0085 0.1293 
0.0038 0.1004 
0.0016 0.0749 
0.0006 0.0536 
0.0002 0.0367 
0.0001 0.0240 
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Table 2.3 (Contimied) 
^1,3:6 <^1,4:6 <^1,5:6 '^1,6:6 <^2,3:6 <^2,4:6 ^2,5:6 
0.00 0.1394 0.1024 0.0774 0.0563 0.1890 0.1397 0.1059 
0.05 0.1392 0.1019 0.0766 0.0554 0.1892 0.1394 0.1054 
0.10 0.1385 0.1002 0.0743 0.0526 0.1898 0.1387 0.1038 
0.20 0.1356 0.0938 0.0658 0.0429 0.1919 0.1358 0.0976 
0..30 0.1308 0.0840 0.0537 0.0307 0.1951 0.1307 0.0877 
0.40 0.1240 
0.50 0.1154 
0.60 0.1052 
0.70 0.0938 
0.80 0.0818 
0.0720 0.0404 
0.0590 0.0281 
0.0463 0.0181 
0.0348 0.0109 
0.0251 0'.0062 
0.0194 0.1987 
0.0110 0.2019 
0.0056 0.2041 
0.0026 0.2047 
0.0011 0.2034 
0.1235 0.0752 
0.1143 0.0615 
0.1036 0.0480 
0.0920 0.0359 
0.0800 0.0257 
0.90 0.0698 
1.00 0.0584 
1.25" 0.0343 
1.50 0.0180 
1.75 0.0086 
0.0175 0.0033 
0.0117 0.0017 
0.0038 0.0003 
0.0010 0.0000 
0.0002 0.0000 
0.0004 0.2003 
0.0002 0.1954 
0.0000 0.1769 
0.0000 0.1523 
0.0000 0.1253 
0.0682 0.0178 
0.0570 0.0119 
0.0336 0.0038 
0.0178 0.0010 
0.0085 0.0002 
2.00 0.0038 
2.25 0.0016 
2.50 0.0006 
2.75 0.0002 
3.00 0.0001 
0.0001 0.0000 
0.0000 : :::: 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0987 
0.0000 0.0746 
0.0000 0.0543 
0.0000 0.0381 
0.0000 0.0258 
0.0038 0.0001 
0.0016 0.0000 
0.0006 0.0000 
0.0002 0.0000 
0.0001 0.0000 
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Table 2.3 (Continued) 
^ <^3,4:6 <^1,2:7 <^1,3:7 <^1,4:7 <^1,5:7 <^1,6:7 ®"1,7:7 
0.00 0.1833 0.1962 0.1321 0.0985 0.0766 0.0599 0.0448 
0.05 0.1834 0.1968 0.1320 0.0980 0.0758 0.0590 0.0437 
0.10 0.18.38 0.1986 0.1316 0.0964 0.0735 0.0562 0.0405 
0.20 0.1855 0.2051 0.1299 0.0905 0.0651 0.0462 0.0299 
0.30 0.1879 0.2135 0.1267 0.0815 0.0532 0.0334 0.0183 
0.40 0.1907 0.2215 0.1214 0.0702 0.0400 0.0213 0.0094 
0.50 0.19.35 0.2273 0.1140 0.0579 0.0279 0.0121 0.0041 
0.60 0.1957 0.2301 0.1045 0.0457 0.0180 0.0061 0.0016 
0.70 0.1969 0.2298 0.09.35 0.0346 0.0109 0.0028 0.0006 
0.80 0.1967 0.2267 0.0817 0.0250 0.0062 0.0012 0.0002 
0.90 0.1948 0.2213 0.0698 0.0174 0.0033 0.0005 0.0001 
1.00 0.1912 0.2139 0.0584 0.0117 0.0017 0.0002 0.0000 
1.25 0.1752 0.1894 0.0343 0.0038 0.0003 0.0000 0.0000 
1.50 0.1518 0.1600 0.0180 0.0010 0.0000 0.0000 0.0000 
1.75 0.1252 0.1295 0.0086 0.0002 0.0000 0.0000 0.0000 
2.00 0.0986 0.1008 0.0038 0.0001 0.0000 0.0000 0.0000 
2.25 0.0746 0.0756 0.0016 0.0000 0.0000 0.0000 0.0000 
2.50 0.0543 0.0547 0.0006 0.0000 0.0000 0.0000 0.0000 
2.75 0.0381 0.0383 0.0002 0.0000 0.0000 0.0000 0.0000 
3.00 0.0258 0.0259 0.0001 0.0000 0.0000 0.0000 0.0000 
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Table 2.3 (Continued) 
T  ^"2,3:7 ^"2,4:7 ^2,5:7 •^2,6:7 <^3,4:7 ^3,5:7 ^1,2:8 
0.00 0.1745 0.1307 0.1020 0.0800 0.1656 0.1296 0.1863 
0.05 0.1749 0.1306 0.1015 0.0792 0.1658 0.1294 0.1872 
0.10 0.17.59 0.1.301 0.1000 0.0771 0.1666 0.1290 0.1899 
0.20 0.1800 0.1282 0.0943 0.0688 0.1696 0.1269 0.1990 
0.30 0.1859 0.1246 0.0851 0.0566 0.1742 0.1231 0.2103 
0.40 0.1924 0.1190 0.0732 0.0427 0.1797 0.1172 0.2203 
0.50 0.1982 0.1113 0.0600 0.0297 0.1852 0.1093 0.2269 
0.60 0.2021 0.1017 0.0470 0.0191 0.1899 0.0998 0.2300 
0.70 0.2038 0.0909 0.0353 0.0114 0.1932 0.0892 0.2298 
0.80 0.2031 0.0794 0.0254 0.0065 0.1945 0.0781 0.2267 
0.90 0.2002 0.0679 0.0176 0.0034 0.1936 0.0669 0.2213 
1.00 0.1954 0.0569 0.0118 0.0017 0.1906 0.0.562 0.2139 
1.25 0.1769 0.0336 0.0038 0.0003 0.1751 0.0334 0.1894 
1.50 0.1523 0.0178 0.0010 0.0000 0.1518 0.0178 0.1600 
1.75 0.1253 0.0085 0.0002 0.0000 0.1251 0.0085 0.1295 
2.00 0.0987 0.0038 0.0001 0.0000 0.0986 0.0038 0.1008 
2.25 0.0746 0.0016 0.0000 0.0000 0.0746 0.0016 0.0756 
2.50 0.0543 0.0006 0.0000 0.0000 0.0543 0.0006 0.0547 
2.75 0.0381 0.0002 0.0000 0.0000 0.0381 0.0002 0.0383 
3.00 0.0258 0.0001 0.0000 0.0000 0.0258 0.0001 0.0259 
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Table 2.3 (Continued) 
<^1,3:8 <^1,4:8 <^1,5:8 <^1,6:8 ®"1,7:8 "^1,8:8 ^2,3:8 
0.00 0.1260 0.0947 0.0748 0.0602 0.0483 0.0368 0.16.32 
0.05 0.1260 0.0943 0.0740 0.0592 0.0472 0.0355 0.1638 
0.10 0.1260 0.0929 0.0718 0.0564 0.0439 0.0319 0.16-54 
0.20 0.1257 0.0877 0.0637 0.0465 0.0330 0.0209 0.1717 
0.30 0.1240 0.0795 0.0521 0.0.336 0.0205 0.0106 0.1804 
0.40 0.1201 0.0691 0.0394 0.0214 0.0106 0.0043 0.1894 
0.50 0.11.35 0.0574 0.0276 0.0121 0.0047 0.0014 0.1968 
0.60 0.1044 0.0455 0.0179 0.0062 0.0018 0.0004 0.2016 
0.70 0.0935 0.0345 0.0108 0.0028 0.0006 0.0001 0.2036 
0.80 0.0817 0.0250 0.0061 0.0012 0.0002 0.0000 0.2030 
0.90 
1.00 
1.25 
1.50 
1.75 
0.0698 
0.0584 
0.0343 
0.0180 
0.0086 
0.0174 
0.0117 
0.0038 
0.0010 
0.0002 
0.0033 
0.0017 
0.0003 
0.0000 
0.0000 
0.0005 
0.0002 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.2002 
0.19.54 
0.1769 
0.1523 
0.1253 
2.00 0.0038 
2.25 0.0016 
2.50 0.0006 
2.75 0.0002 
3.00 0.0001 
0.0001 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0987 
0.0000 0.0746 
0.0000 0.0543 
0.0000 0.0381 
0.0000 0.0258 
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Table 2.3 (Continued) 
r <^2,4:8 <^2,5:8 ^"2,6:8 <^2,7:8 <^3,4:8 ^"3,5:8 <^3,6:7 
0.00 0.1233 0.0976 0.0787 0.0632 0.1524 0.1210 0.0978 
0.05 0.1232 0.0972 0.0780 0.0623 0.1528 0.1209 0.0974 
0.10 0.1231 0.0959 0.0760 0.0596 0.1540 0.1207 0.0962 
0.20 0.1224 0.0909 0.0680 0.0497 0.1586 0.1196 0.0911 
0.30 0.1204 0.0825 0.0560 0.0363 0.16.56 0.1172 0.0826 
0.40 0.1164 0.0714 0.0423 0.0232 0.1737 0.1128 0.0713 
0.50 0.1099 0.0589 0.0294 0.0131 0.1816 0.1063 0.0586 
0.60 0.1011 0.0464 0.0189 0.0067 0.1881 0.0979 0.0460 
0.70 0.0907 0.0350 0.0114 0.0031 0.1923 0.0881 0.0346 
0.80 0.0793 0.0253 0'.0064 0.0013 0.1941 0.0775 0.0251 
0.90 0.0679 0.0176 0.0034 0.0005 0.1935 0.0667 0.0174 
1.00 0.0569 0.0118 0.0017 0.0002 0.1906 0.0561 0.0117 
1.25 0.0336 0.0038 0.0003 0.0000 0.1751 0.0334 0.0038 
1.50 0.0178 0.0010 0.0000 0.0000 0.1518 0.0178 0.0010 
1.75 0.0085 0.0002 0.0000 0.0000 0.1251 0.0085 0.0002 
2.00 0.0038 0.0001 0.0000 0.0000 0.0986 0.0038 0.0001 
2.25 0.0016 0.0000 0.0000 0.0000 0.0746 0.0016 0.0000 
2.50 0.0006 0.0000 0.0000 0.0000 0.0543 0.0006 0.0000 
2.75 0.0002 0.0000 0.0000 0.0000 0.0381 0.0002 0.0000 
3.00 0.0001 0.0000 0.0000 0.0000 0.0258 0.0001 0.0000 
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Table 2.3 (Continued) 
<^4,5:8 <^1,2:9 <^1,3:9 <^1,4:9 <^1,5:9 ^1,6:9 '^1,7:9 
0.00 0.1492 0.1781 0.1207 0.0913 0.0727 0.0.595 0.0491 
0.05 0.1495 0.1794 0.1209 0.0909 0.0720 0.0585 0.0479 
0.10 0.1506 0.1829 0.1214 0.0898 0.0699 0.0557 0.0446 
0.20 0.1548 0.1949 0.1226 0.0854 0.0622 0.0459 0.0336 
0.30 0.1612 0.2086 0.1225 0.0782 0.0512 0.0333 0.0209 
0.40 0.1690 0.2198 0.1195 0.0685 0.0389 0.0213 0.0109 
0.50 0.1771 0.2268 0.1133 0.0572 0.0274 0.0121 0.0048 
0.60 0.1842 0.2300 0.1043 0.0455 0.0178 0.0061 0.0018 
0.70 0.1895 0.2298 0.0935 0.0345 0.0108 0.0028 0.0006 
0.80 0.1923 0.2267 0.0817 0.0250 0.0061 0.0012 0.0002 
0.90 0.1924 0.2213 0.0698 0.0174 0.0033 0.0005 0.0001 
1.00 0.1900 0.2139 0.0584 0.0117 0.0017 0.0002 0.0000 
1.25' 0.1750 0.1894 0.0343 0.0038 0.0003 0.0000 0.0000 
1.50 0.1518 0.1600 0.0180 0.0010 0.0000 0.0000 0.0000 
1.75 0.1251 0.1295 0.0086 0.0002 0.0000 0.0000 0.0000 
2.00 0.0986 0.1008 0.0038 0.0001 0.0000 0.0000 0.0000 
2.25 0.0746 0.0756 0.0016 0.0000 0.0000 0.0000 0.0000 
2.50 0.0543 0.0547 0.0006 0.0000 0.0000 0.0000 0.0000 
2.75 0.0381 0.0383 0.0002 0.0000 0.0000 0.0000 0.0000 
3.00 0.0258 0.0259 0.0001 0.0000 0.0000 0.0000 0.0000 
^ ^1,8:9 
0.00 0.0401 
0.05 0.0388 
0.10 0.0351 
0.20 0.0236 
0.30 0.0122 
0.40 0.0050 
0.50 0.0017 
0.60 0.0005 
0.70 0.0001 
0.80 0.0000 
0.90 0.0000 
1.00 0.0000 
1.25 0.0000 
1.50 0.0000 
1.75 0.0000 
2.00 0.0000 
2.25 0.0000 
2.50 0.0000 
2.75 0.0000 
3.00 0.0000 
Table 2.3 
<^1,9:9 "^2,3:9 
0.0311 0.1541 
0.0296 0.1549 
0.0256 0.1573 
0.0146 0.16.58 
0.0060 0.1772 
(Continued) 
<^2,4:9 <^2,5:9 
0.1170 0.09.34 
0.1171 0.0931 
0.1174 0.0921 
0.1181 0.0878 
0.1177 0.0804 
<^2,6:9 "^2,7:9 
0.0765 0.06.32 
0.0759 0.0623 
0.0740 0.0597 
0.0664 0.0499 
0.0548 0.0365 
0.0018 0.1881 
0.0005 0.1964 
0.0001 0.2015 
0.0000 0.2036 
0.0000 0.2030 
0.0000 0.2002 
0.0000 0.1954 
0.0000 0.1769 
0.0000 0.1523 
0.0000 0.1253 
0.0000 0.0987 
0.0000 0.0746 
0.0000 0.0543 
0.0000 0.0381 
0.0000 0.0258 
0.11.50 0.0702 
0.1093 0.0584 
0.1009 0.0462 
0.0906 0.0349 
0.0793 0.0253 
0.0679 0.0176 
0.0569 0.0118 
0.0336 0.0038 
0.0178 0.0010 
0.0085 0.0002 
0.0038 0.0001 
0.0016 0.0000 
0.0006 0.0000 
0.0002 0.0000 
0.0001 0.0000 
0.0416 0.0233 
0.0290 0.01.32 
0.0187 0.0067 
0.0113 0.0031 
0.0064 0.0013 
0.0034 0.0005 
0.0017 0.0002 
0.0003 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
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Table 2.3 (Continued) 
^ <^2,8:9 ®"3,4:9 ®'3,5:9 ^^3,6:9 <="3,7:9 ®"4,5:9 <^4,6:9 
0.00 0.0517 0.1421 0.1138 0.0934 0.0772 0.1370 0.1127 
0.05 0.0506 0.1427 0.1138 0.0930 0.0766 0.1375 0.1127 
0.10 0.0474 .0.1444 0.1139 0.0920 0.0747 0.1389 0.1128 
0.20 0.0362 0.1509 0.1140 0.0876 0.0671 0.1445 0.1127 
0.30 0.0228 0.1604 0.1131 0.0800 0.0554 0.1531 0.1115 
0.40 0.0119 0.1708 0.1103 0.0695 0.0419 0.16-33 0.1086 
0.50 0.00.53 0.1803 0.1049 0.0575 0.0291 0.1736 0.1034 
0.60 0.0020 0.1876 0.0973 0.0454 0.0187 0.1824 0.0961 
0.70 0.0007 0.1922 0.0879 0.0344 0.0113 0.1886 0.0871 
0.80 0.0002 0.1941 0^0774 0.0249 0.0064 0.1919 0.0770 
0.90 0.0001 0.1935 0.0667 0.0174 0.0034 0.1923 0.0665 
1.00 0.0000 0.1906 0.0561 0.0117 0.0017 0.1900 0.0560 
1.25 0.0000 0.1751 0.0334 0.0038 0.0003 0.1750 0.03.34 
1.50 0.0000 0.1518 0.0178 0.0010 0.0000 0.1518 0.0178 
1.75 0.0000 0.1251 0.0085 0.0002 0.0000 0.1251 0.0085 
2.00 0.0000 0.0986 0.0038 0.0001 0.0000 0.0986 0.0038 
2.25 0.0000 0.0746 0.0016 0.0000 0.0000 0.0746 0.0016 
2.50 0.0000 0.0.543 0.0006 0.0000 0.0000 0.0543 0.0006 
2.75 0.0000 0.0381 0.0002 0.0000 0.0000 0.0381 0.0002 
3.00 0.0000 0.0258 0.0001 0.0000 0.0000 0.0258 0.0001 
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Table 2.3 (Continued) 
<^1,2:10 n,3:10 ^^1,4:10 <^1,5:10 <^1,6:10 <^1,7:10 <^1,8:10 
"035 01713 ni63 0^882 OTOT 0.0584" 0489 0.0411 
0.05 0.1729 0.1166 0.0880 0.0701 0.05,75 0.0478 0.0398 
0.10 0.1774 0.1176 0.0872 0.0681 0.0547 0.0445 0.0360 
0.20 0.1921 0.1204 0.0837 0.0609 0.0451 0.0334 0.0243 
0.30 0.2077 0.1216 0.0773 0.0504 0.0328 0.0208 0.0126 
0.40 0.2196 0.1193 0.0682 0.0386 0.0211 0.0108 0.0052 
0.50 0.2268 0.1133 0.0571 0.0273 0.0120 0.0048 0.0017 
0.60 0.2300 0.1043 0.0455 0.0178 0.0061 0.0018 0.0005 
0.70 0.2298 0.0935 0.0345 0.0108 0.0028 0.0006 0.0001 
0.80 0.2267 0.0817 0.0250 0.0061 0.0012 0.0002 0.0000 
0.90 0.2213 0.0698 0.0174 0.0033 0.0005 0.0001 0.0000 
1.00 0.2139 0.0584 0.0117 0.0017 0.0002 0.0000 0.0000 
1.25 0.1894 0.0343 0.0038 0.0003 0.0000 0.0000 0.0000 
1.50 0.1600 0.0180 0.0010 0.0000 0.0000 0.0000 0.0000 
1.75 0.1295 0.0086 0.0002 0.0000 0.0000 0.0000 0.0000 
2.00 0.1008 0.0038 0.0001 
2.25 0.0756 0.0016 0.0000 
2.50 0.0547 0.0006 0.0000 
2.75 0.0383 0.0002 0.0000 
3:00 0.0259 0.0001 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
Table 2.3 (Continued) 
T  ^1,9:10 ^1,10:10 ^2,3:10 ^2,4:10 <^2,5:10 <^2,6:10 
0.00 0.0340 0.0267 0.1466 0.1117 0.0897 0.0742 
0.05 0.0326 0.0251 0.1477 0.1120 0.0895 0.0736 
0.10 0.0285 0.0208 0.1508 0.1127 0.0888 0.0718 
0.20 0.0168 0.0101 0.1617 0.1149 0.0854 0.0647 
0.30 0.0070 0.0032 0.1754 0.1161 0.0790 0.0538 
0.40 0.0022 0.0007 0.1876 0.1144 0.0696 0.0410 
0.50 0.0005 0.0001 0.1963 0.1092 0.0582 0.0288 
0.60 0.0001 0.0000 0.2015 0.1009 0.0461 0.0187 
0.70 0.0000 0.0000 0.2036 0.0906 0.0349 0.0113 
0.80 0.0000 0.0000 0.2030 0.0793 0.0253 0.0064 
0.90 0.0000 0.0000 0.2002 0.0679 0.0176 0.0034 
1.00 0.0000 0.0000 0.1954 0.0569 0.0118 0.0017 
1.25 0.0000 0.0000 0.1769 0.0336 0.0038 0.0003-
1.50 0.0000 0.0000 0.1523 0.0178 0.0010 0.0000 
1.75 0.0000 0.0000 0.1253 0.0085 0.0002 0.0000 
2.00 0.0000 0.0000 0.0987 0.0038 0.0001 0.0000 
2.25 0.0000 0.0000 0.0746 0.0016 0.0000 0.0000 
2.50 0.0000 0.0000 0.0543 0.0006 0.0000 0.0000 
2.75 0.0000 0.0000 0.0381 0.0002 0.0000 0.0000 
3.00 0.0000 0.0000 0.0258 0.0001 0.0000 0.0000 
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Table 2.3 (Continued) 
7" <^2,7:10 ^2,8:10 <^2,9:10 ^3,4:10 <^3,5:10 <^3,6:10 
"OO 0622 0^523 0434 038 0.0892 
0.05 0.0614 0.0512 0.0421 0.1346 0.1079 0.0890 
0.10 0.0588 0.0481 . 0.0384 0.1369 0.1084 0.0882 
0.20 0.0492 0.0368 0.0264 0.1454 0.1098 0.0847 
0.30 0.0360 0.0232 0.0139 0.1573 0.1105 0.0780 
0.40 0.0231 0.0121 0.0058 0.1696 0.1090 0.0683 
0.50 0.0130 0.0054 0.0019 0.1799 0.1044 0.0569 
0.60 0.0066 0.0021 0.0006 0.1875 0.0971 0.0452 
0.70 0.0031 0.0007 0.0001 0.1922 0.0879 0.0343 
0.80 0.0013 0.0002" 0.0000 0.1941 0.0774 0.0249 
0.90 0.0005 0.0001 0.0000 0.1935 0.0667 0.0174 
1.00 0.0002 0.0000 0.0000 0.1906 0.0561 0.0117 
1.25 0.0000 0.0000 0.0000 0.1751 0.0334 0.0038 
1.50 0.0000 0.0000 0.0000 0.1518 0.0178 0.0010 
1.75 0.0000 0.0000 0.0000 0.1251 0.0085 0.0002 
2.00 0.0000 0.0000 0.0000 0.0986 0.0038 0.0001 
2.25 0.0000 0.0000 0.0000 0.0746 0.0016 0.0000 
2.50 0.0000 0.0000 0.0000 0.0543 0.0006 0.0000 
2.75 o.odoo 0.0000 0.0000 0.0381 0.0002 0.0000 
3.00 0.0000 0.0000 0.0000 0.0258 0.0001 0.0000 
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Table 2.3 (Continued) 
r ^3,7:10 <^3,8:10 
0.00 0.0749 0.0630 
0.05 0.0743 0.0622 
0.10 0.0726 0.0.597 
0.20 0.0655 0.0.501 
0.30 0.0543 0.0366 
0.1275 0.1058 0.0889 0.1256 
0.1281 0.10.59 0.0887 0.1262 
0.1300 0.1063 0.0879 0.1279 
0.1372 0.1073 0.0843 0.1347 
0.1481 0.1076 0.0775 0.14-52 
0.40 0.0411 0.0234 0.1605 0.1061 0.0678 0.1578 
0.50 0.0287 0.0132 0.1723 0.1021 0.0564 0.1702 
0.60 0.0186 0.0067 0.1819 0.0955 0.0448 0.1806 
0.70 0.0112 0.0031 0.1885 0.0869 0.0341 0.1878 
0.80 0.0064 0.0013 0.1919 0.0769 0.0248 0.1916 
0.90 0.0034 0.0005 0.1923 0.0664 0.0174 0.1921 
1.00 0.0017 0.0002 0.1899 0.0560 0.0117 0.1899 
1.25 0.0003 0.0000 0.1750 0.0334 0.0038 0.1750 
1.50 0.0000 0.0000 0.1518 0.0178 0.0010 0.1518 
1.75 0.0000 0.0000 0.1251 0.0085 0.0002 0.1251 
2.00 0.0000 0.0000 0.0986 0.0038 0.0001 0.0986 
2.25 0.0000 0.0000 0.0746 0.0016 0.0000 0.0746 
2.50 0.0000 0.0000 0.0543 0.0006 0.0000 0.0543 
2.75 0.0000 0.0000 0.0381 0.0002 0.0000 0.0381 
3.00 0.0000 0.0000 6.0258 0.0001 0.0000 0.0258 
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In Tables 2.1 and 2.2 we give the means and variances, respectively, for order 
statistics from a standard normal parent distribution with means under linear trend 
in samples of size 2,3, .. .,10. Near zero we chose closely spaced trend values stepping 
from 0.0 to 0.10 in increments of 0.01, but due to the strong similarities for such 
small trends, we have only shown trends of 0.0, 0.05, and 0.10 in the tables. We then 
used increments of 0.10 from 0.10 to 1.00, and stepped from 1.00 to 3.00 using .25 
as the increment. Means are within .01 of those for r = 0 when r < .05 except, not 
surprisingly since the more extreme order statistics are affected more by the trend, 
for M9;9) M9:10' ^10:10* larger trend, the effect of this trend model 
on the means of the order statistics seems to be linear. To evaluate the linearity of 
the means, we will look at firini''') — l^ri''') = — {r — In Table 2.4 
we show these differences for selected trend values. The sample sizes are shown at 
the top of each column with Hn-.n in the first row as labeled. From this table note 
that for r = .40 the first line, corrected fin:n, is of the same approximate size, with 
exact matches only for n = 9,10. When r = .80, corrected finm are within .0001 for 
n > 5 and for r = 1.00, these values are within .0001 for n > 4. The other entries 
in Table 2.4, such as the corrected Mn—2:ti show good agreement 
for both r = .80 and r = 1.00. For larger r the agreement continues to improve 
and the corrected means converge nicely to 0. For example, when r = 1.5, corrected 
finm = .1092 except for the cases n = 3 which is .0001 smaller, and n = 2, which 
gives .1548. Also for trend of 1.5, the corrected means for r = n — 1 are all .0045 
when n > 5 and for r = n — 2 are all .0001 when n > 6. When r = 3 all these 
corrected means are 0 except for that  of the extreme which is  .0086 for all  n. 
Variances may be compared directly from Table 2.2. We see that they get close 
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Table 2.4: Corrected means of order statistics under linear trend 
r = .40 
r 71 = 3 71 = 4 71 = 5 71 = 6 71 = 7 
oo II e
 71 = 9 
o
 
II c
 
n .5127 .5612 .5802 .5874 .5899 .5907 .5910 .5910 
n — 1 .0000 .1364 .1925 .2158 .2251 .2285 .2297 .2300 
n — 2 .0000 .0576 .0821 .0921 .0959 .0972 
rt — 3 .0000 .0248 .0350 .0.389 
re — 4 .0000 .0103 
O
 
00 II 
r 71 = 3 71 =4 71 = 5 71 = 6 71 = 7 71 = 8 71 = 9 
O
 I
I 
n .2977 .3053 .3062 .3063 .3063 .3063 .3063 .3063 
n — I .0000 .0490 .0575 .0586 .0587 .0587 .0587 .0587 
n — 2 .0000 .0086 .0098 .0099 .0099 .0099 
71 — 3 .0000 .0011 .0012 .0012 
n — 4 .0000 .0001 
r = 1.00 
r 71 = 3 71 =4 n = 5 71 = 6 71 = 7 n = 8 71 = 9 71 = 10 
n .2248 .2272 .2273 .2273 .2273 .2273 .2273 .2273 
71—1 .0000 .0266 .0292 .0293 .0294 .0294 .0294 .0294 
n — 2 .0000 .0026 .0028 .0028 .0028 .0028 
n — 3 .0000 .0002 .0002 .0002 
71 — 4 .0000 .0000 
to 1 as r approaches 3, and for small r, are within .006 of the null case when the 
trend is .05 or less. For small r the variances decrease with n, and as r increases, the 
effect of sample size becomes less pronounced. Comparing variances of the median 
when r = 0, = .4487 and <r|.g = .1661, gives a difference of .2826, whereas for 
r = 1, the difference is only .0796. Similarly for extremes, when r = 0, cr^.^ = .8463 
and (Tg.g = ..3574, we have a difference of .4889, but when r = .8, this difference is 
only .0153 and is constant for n > 6. When r = 1.5, differs by only .0003 
from (Tn:n ^he larger n, and for r > 2.75, even cr2-2 agrees with the other variances 
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of maximums. 
Covariances of Table 2.3 may be compared in a similar fashion. When t  < .0.5, 
the largest difference from the null case is .0016 for <'"l^2:10(-®'^)- ^ increases, 
the covariances generally decrease with the first zeros appearing when r = .7, where 
o'i,9:9(.7) and ""i^iodoi-") both zero. When r = 1.0, aram = 0.0000 whenever 
r and s are separated by 6 or more. For r = 1.5, a separation of 4 or more is enough 
to give 0 covariance, and by the end of the tables when- r = 3, the only nonzero 
covariances are those for r, s differing by one. Yet, even though the covariances for 
r s eventually decrease to 0 as trend increases, there are covariances which increase 
for some increases in r. These cases occur when n is 5 or more, s — r is no more 
than 2, and when the trend is less than one. For cr-^ 2:n^ when n > 5, all maximums 
over T occur when r = .50, whereas the maximums for 0"2j3;n occur when r = .50 
and n = 5, or T = .70 for larger r.' In cases where s — r = 2, the first covariances to 
show any increases are "•1^3:9, ^2,4:9' ''^3,5:9' '''4,6;9 which have maximums at 
r = .20 or less. We have not computed covariances for larger n, but it seems likely 
that as n increases, covariances will show more tendency to increase, even for larger 
d i f fe rences ,  s  —  r .  
Table 2.5 is an estimate of the variances based on an approximation for Fr:n(a;, r) 
which should work well for large r and limits the necessity of computations for larger 
T. This table is based on the idea that for large r the probability is quite high that the 
order statistic is the unordered variable. The next most likely pernautation 
would be that in which Xj > x for j < r, < x and Xr > x. Ignoring other 
permutations as unlikely, and substituting 1 for factors which seem close to 1, gives 
the following for large r: 
Fr:n(^f  ) 
% Pr{.Yi(r) < x,...,Xr(r) < x} 
+Pr{A''i(r) < < a;,X^^.i(r) < x,.Yr(r) > x} 
^ Pr{.Y^ _ l ( r )  <  I ,  .Yr l r )  <  x}  
+Pr{.Y;._l(r) < < x,-Yr(r) > x }  
= Fr_ i (x , r ){Fr (x , r )  +  F^+ i (x , r ) [ l  -  Fr (x , r ) ]} .  
To look at the variances and covariances, we may center about Xr to get: 
F r : n i ^ ,  r) === F(x + r){F(x) + F { x  -  r ) [ l  -  F(x) ]} .  
For the maximum, an even simpler approximation is logical for large r, since then 
F'n-.n{^,T) s: F(x + r)F(x). 
These approximate cdfs were used to give variances which agree with the tables 
to the second decimal place for r > 2, to the third for r > 2.5. These computations 
were also done on the DEC using Simpson's rule. As mentioned above, for r larger 
than approximately 2, the only covariances which are non-negligible are covariances 
of neighboring order statistics (see Table 2.3). The approximate variances can be 
extended to approximate covariances by using equation (2.17) since for large r and 
for 2 < r < n — 1 
n<T  ^ = n%2«r^ ;„ ( r )  +  (n -2 )£ r? ; „ ( r )  +  2 (T i - l )<Tp^r^ l .jj( r )  
^ r , r+ l :7 i (^ )  =  "  2)«r? :n (T- ) ) / (2 (n  -  1) )  
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Table 2.5: Approximate variances and covariances 
T ^r,r+l:n(''") 
( r  7^ l,n) 
2.00 0.8995 0.7986 0.1005 
2.25 0.9245 0.8488 0.0755 
2.50 0.9453 0.8906 0.0547 
2.75 0.9617 0.9235 0.0383 
3.00 0.9741 0.9483 0.0259 
3.25 0.9831 0.9662 0.0169 
3.50 0.9893 0.9786 0.0107 
3.75 0.9934 0.9868 0.0066 
4.00 0.9961 0.9922 0.0039 
4.25 0.9977 0.9955 0.0023 
4.50 0.9987 0.9975 0.0013 
4.75 0.9993 0.9986 0.0007 
5.00 0.9996 0.9993 0.0004 
5.25 0.9998 0.9996 0.0002 
5.50 0.9999 0.9998 0.0001 
5.75 1.0000 0.9999 0.0000 
6.00 1.0000 1.0000 0.0000 
1 1 + -
2 2(n-l) 
= «  \ ( l  -  4 : n ( r ) ) .  (2-20) 
With justification for the last approximation simply that 1 + — '2a^.ji{r) % 0 
for large r in Table 2.2. These approximate variances and covariances are calculated 
for T = 2.00, 2.25, .. .6.00 and appear in Table 2.5. 
Finally, one other table was computed as being of interest in some applications. 
Table A.l in the appendix gives the probability that the median is the mth observa­
tion, where m = (n + l)/2 and n is odd, i.e. n = 3,5,..., 13. In this table we used 
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trend values from 0 to 5.5 with the first trend spacings the same as in Tables 2.1. 
2.2, and 2.3, and for r from 3.00 to 5.50, a spacing of .50 was used. This table is of 
interest in applications such as the median filter used in electrical engineering and 
communication, since we can see the rate at which this probability goes to 1 for each 
sample size. We note that the smaller sample sizes always have higher probabilities 
since the value when r = 0 is 1/fi, but for r > 2 there is little difference over n. 
Use of the Tables 
In the remainder of this chapter, we will be assuming that the observations we 
are discussing conform to the model in (2.1) with normal parent distribution, unless 
statement is made to the contrary. 
Monitoring charts 
If trend is known to occur, we can use Tables 2.1, 2.2, and 2.3 to create Shewhart 
monitoring charts for any linear function of the order statistics, such as the range. 
Shewhart monitoring charts of the mean and range are often used with production 
processes even if the data are known to contain mild departures from the assumptions 
of independence and identical distribution. For example, in the production of hubs 
on a lathe, rapid tool wear causes the hubs to increase in diameter. Suppose that the 
trend is .Scr. The x chart may easily be modified, as shown in Grant and Leavenworth 
(1980), to adjust for trend by using the line d =(initial value) + r x (piece number). 
And the warning limits could be shown by adding ±Z<Tn~^^^ to the equation for 
the mean. These authors also deal with a control chart for the range in an example 
where a sample of size five is measured at half-hour intervals. Since the trend is 
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assumed small this can give reasonable results, even though both the expectation and 
variance of the range are affected by the trend. We would not want to use this method 
if we knew that there a large trend was present in the data since, as an example, 
expectation of the range in samples of 5 is 2E(X^.^{T)) = 2(1.4911<t) = 2.982<t when 
T = 0.5<r as opposed to 2(1.1630)(T = 2.326<t when r = 0. The variance of the range, 
2(Var(A''5.5(T)) — Cov(A''2;5(r),A''5.5(r))), increases from 2(0.4475 — 0.0742)cr^ = 
0.7466cr^ when r = 0 to 2(0.562.3 — 0.0265)<T^ = 1.0716(T^ when r = 0.5(T SO the 
"three-standard errors" limit on the range increases from (2.326 + 3\/0.7466)(T = 
4.92(7 to (2.982 + 3\/1.0716)(7 = 6.09o". As we will see in the next section, better 
estimates of a are available using differences when sizable trend is known to be 
present. 
In some cases, we might be interested in a more robust estimator of the location 
parameter. For example, the Department of Energy is designing a study of the 
amount of solar radiation received at many sites on the earth's surface (Pulsipher 
and Blough, 1991). Since a large data stream is expected, they would like to do some 
preliminary data filtering in real time as the data is collected. If an airplane casts 
a shadow on a radiation meter, this could give a single low reading which should be 
disregarded, whereas the rising or setting of the sun could be modeled as a linear 
(piecewise, perhaps) trend, and a robust estimator of average radiation such as those 
discussed in the next section based on order statistics, could be used. In this case, the 
tables could be used to calculate "control limits" based on the standard deviation 
of this robust estimator. For example, in samples of size 5, the variance of T(l), 
the first trimmed mean, is (2cr|.g(r) + + 2<r2^4.5(r) + 4(T2^3;5(r))/9 which is 
.2270<r^ when r = 0, and .2420<7^ when r = .5cr and the variance of the median goes 
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from .2868 when r = 0 to .3418 when r = .5<t. 
Robustness Studies 
One use of the tables in this chapter is in the assessment of L-estimators, that 
is, estimators which can be written as a linear combination of order statistics. Many 
commonly used estimators of location and scale are of this type, so the tables let 
us evaluate properties of L-estimators applied to a sample from the linear trend 
model (2.1). We will compare the bias and mean squared error (MSE) of different L-
estimators under (2.1), and then look at a further model which combines linear trend 
with a single outlier. The same comparisons of bias and MSE will be recomputed for 
the combined trend-outlier model. 
Location estimators under linear trend 
Crow and Siddiqui (1967) studied various symmetrical distributions and com­
pared L-estimators of the form: 
Zn(h)  = f: bi  = > 0, f: hi  = 1. 
i=l i=l 
Since our trend model for the normal parent has the symmetry of (2.9), any L-
estimator of this form will be unbiased for the population mean. We will then base 
our evaluation on the variance of these estimators, and look at some of the more 
commonly used L-estimators of this type. Let i = 1,...,[^] denote the number of 
observations removed from each end. Commonly used estimators are: 
• Best Linear Unbiased Estimator, BLjqj,(i) with coefficients given in Sarhan and 
Greenberg (1962). 
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• Trimmed means 
n — i  
3=1+1 
• VVinsorized means 
^F(i)=-
n 
(»• + l)(^^i+l:n(^) + -Yn-z:n(^)) + " E ^ A'j:,r(^) 
j=i+2 
— ra—1 
= if ^ is odd and i = 
• Linearly weighted means where [•] denotes greatest integer 
if]-'-
L { i )  =  k j i ^ i  E (2j ~ 1) + A'„_j_jxi:7j(^)) 
J = 1 
k  . = ^ 
([t]-02 + ([^]-i)2 
The coefficients for these estimators when n = 10 are given in Table 2.6 where b j  
represents the coefficient for -Yj;io ^^11—j:10* appendix, Table A.2 
shows the variance for all of the above estimators and in Figure 2.1 we have plotted 
the variance for some of the estimators. The mean has constant variance despite the 
trend, and the trimmed mean with one removed has next smallest variance when r 
is greater than 1. For r < 1 the variances are quite similar with BLUE(l) having 
smallest variance and, among those with two removed at each end, BLUE(2) being 
dominant. The median, T(4), has greatest variance for all r, and is approaching .5 
for large r. Clearly the estimators which are most similar to the mean perform best 
in this case. 
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Table 2.6: Coefficients b j  for location estimators (n = 10) 
^6 ^7 
00 
^9 ^1-0 
Linear(O) 0.1800 0.1400 . 0.1000 0.0600 0.0200 
BLUE(l) 0.1041 0.1040 0.1036 0.1884 0 
Trim(l) 0.1250 0.1250 0.1250 0.1250 0 
VVinsor(l) 0.1000 0.1000 0.1000 0.2000 0 
Linear( 1) 0.2188 0.1563 0.0938 0.0313 0 
BLUE(2) 0.1103 0.1099 0.2798 0 0 
Trim(2) 0.1667 0.1667 0.1667 0 0 
Winsor(2) 0.1000 0.1000 0.3000 0 0 
Linear( 2) 0.2778 0.1667 0.0556 0 0 
BLUE(3) 0.1193 0.3807 0 0 0 
Trim(.3) 0.2500 0.2500 0 0 0 
Winsor( .3) 0.1000 0.4000 0 0 0 
Linear(3) 0.1250 0.3750 0 0 0 
Trim(4) 0.5000 0 0 0 0 
Scale estimators under linear trend 
For estimators of scale we will require a slightly different symmetry in the coef-
. ficients and will look at estimators having the form: 
n  
Dn(h)  =  Y ,  h  =  -^n- i+1  
i=l 
with 6j > 0 if i > For the normal distribution, the bias and mean squared 
error of these estimators have been studied under several types of outlier models 
(David 1979). Again letting i denote the number of observations removed at each 
end, the estimators to be considered are: 
• Best Linear Unbiased Estimator of cr, BLg^.g^jg(i) is the least squares estimator 
with the coefficients tabulated by Sarhan and Greenberg (1962). 
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Figure 2.1: Variance of location estimators under linear trend (n=10) 
Gupta's (1952) estimator, an approximation to the BLUE. 
n  i i - \  I  \  u Gpt(0 = ^ C j X j ,n( r ) ,  where c j  =  
j=i+l 
Range and Quasi-range 
Thickened ranges 
Gini's mean difference 
R i i )  =  -  - ^ i + l : n ( ^ )  
J2 = i2(0) + iZ(l) 
J3 = i?(0) + i2(l) + i2(2) 
[fl 
Gn(i) = fcn,i E { n - 2 j  +  l ) R { j )  
j=»+l 
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CoefRcients, calculated to make the estimators unbiased in the null case (r = 0 and 
no outlier) with n = 10 are given in David (1979), except for the Gini(l) and Gim(2) 
estimators. Table 2.7 lists the coefficients. 
Table 2.7: Coefficients 6y for scale estimators (n=10) 
h  67 h  h  ^10 
BLUE(O) 0.0142 0.0436 0.0736 0.1172 0.2044 
Gupta(O) 0.0155 0.0475 0.0829 0.1265 0.1944 
Gini(O) 0.0197 0.0591 0.0985 0.1379 0.1772 
R(0) 0 0 0 0 0.3249 
J 2  0 0 0 0.1968 0.1968 
h  0 0 0.1564 0.1564 0.1564 
BLUE(l) 0.0201 0.0616 0.1074 0.4034 0 
Gupta(l) 0.0386 0.1182 0.2064 0.3150 0 
Gini(l) 0.0433 0.1300 0.2166 0.3033 0 
R(l) 0 0 0 0.4993 0 
BLUE(2) 0.0310 0.0947 0.7021 0 0 
Gupta(2) 0.1046 0.3202 0.5592 0 0 
Gini(2) 0.1104 0.3311 0.5518 0 0 
R(2) 0 0 0.7621 0 0 
BLUE(3) 0.0559 1.2832 0 0 0 
Gupta(3) 0.3926 1.2023 0 0 0 
R(3) 0 1.3305 0 0 0 
If we were aware of a trend in the data, we could make use of that knowledge 
by using a different estimator for cr. Kamat (1953) investigates the mean succesive 
difference: 
f z  ra—1 
i  =  ^  y  \ x ;  -  a:; , 11. 
2 { n  -  1) 
This quantity is not a function of the order statistics, since it uses information about 
the order in which data is observed. Kamat {ihid) gives approximate mean and 
variance for d when the trend is small. Letting — ^j(r), he shows 
).^2 
(2.21) 
' + 4(^-1) • 
Var(ci) 
E ( d )  
2x + 3\/3 - 9 ir + 6v/3 - 12 
+ 3 ( n - l )  6 ( r e - l ) 2  r a ( n - l ) 2  
(^-2)ELi(Ag,-)2 ^ n - l  
- ^ ( E i ^ ^ i r  +  m + i n  
i = l  
n - l  
- Tjf £ (^«i)(^»i+l)) 
i=l 
(2.22) 
Since in our case, AOi =  T  for all i, we get 
E ( d )  = 1 + nr* and 
y&i(d) 
4 ( n - l )  
2 7 r  +  3 v ^ - 9  7 r  +  6 > / 3 - 1 2  
+ 
3(n — 1) 6(n — 1)2 ra(re —1)2 
- ^3in - l)r2 -
4 """ 12 
We compare the other estimators with the mean successive difference to estimate the 
improvement possible if knowledge of trend is assumed. Since we will use sample size 
n = 10, the approximations are E{d) =s 1 + .2778r^ and Var(<i) % 0.0887 — 0.0186r^. 
Comparisons of the bias and mean squared error of these estimators of scale are 
given in the appendix in Table A.3. In Figures 2.2 and 2.3 we have shown the bias 
and MSE, respectively, of selected estimators of scale. In Figure 2.2 we see the strong 
linear effect of the trend on the bias of the range, BLUE(O), and the quasiranges. 
The other estimators all have biases in the area between the highest, R(2), and that 
of the range. Note that the mean successive difference has much lower bias in this 
case. 
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Figure 2.2: Bias for scale estimators under linear trend (n = 10) 
Similarly in Figure 2.3 we show the best and worst mean squared errors of the 
scale estimators. Here we restricted ourselves to trends 1 or less since the dominance 
established at r = 1 continues with the curves spreading out more and more. We see 
that the mean successive difference is much superior to any of the other estimators. 
Of the L-estimators, BLUE(O) has smallest MSE for r < .30, and then the range 
dominates for larger r. If we look only at the estimators which remove one at each 
end, then BLUE(l) dominates for r < .30, and R(l) is the best for larger r. This 
pattern again repeats for the estimators which remove 2 at each end, for BLUE(2) 
gives way to R(2) when r > .30. 
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Figure 2.3: MSE for scale estimators under linear trend ( n  = 10) 
Linear trend model with outlier 
We will now consider the case of a sample with linear trend and a single outlier, 
an observation from a distribution of the same shape, but with much larger mean. 
In this case, the sample mean will be highly biased relative to the mean of the n — 1 
non-outliers. Since many of the L-estimators described above have been proposed as 
solutions to this, or similar, problems, it is desirable to look at properties of these 
L-estimators under a combined linear trend and outlier model. We will take the 
following model. Assume that we have n observations, which follow the model given 
in (2.1), except that one observation is from a location shifted distribution: Yj -j- A, 
with A approaching infinity and I a random variable I € {1,2,...,re}. We assume 
that each observation has probability ^ of being the outlier. To differentiate this 
model from our original model, we will use and similarly add asterisks to 
the symbols for the cdf's, means, and variances. The tables in this chapter cannot 
be used to evaluate the bias and mean squared error of L-estimators, even for nearly 
infinite A. To illustrate how the distribution of the order statistics changes under 
this model, we look first at the simplest case, n = 2, and for definiteness, assume 
a standard normal parent. Then is distributed either as — or as 
N'(^, 1), each with probability Since this is a mixing distribution, and the means 
separate as r increases, the variance of increases with T. In fact, for any 
parent distribution we may use the formula 
Var(A') = £;(Var(X|/)) +Var(i;(.Y|/)) (2.23) 
and condition on I  to get 
Var(A'f.2(r)) = ^(Var(Xi* 2(r)|/)) + Var(£;(.Yf.2(r)|/)) 
Var(A2*.3(r)) = ^ [Var(,Y2*.2(r)|/= 1) + Var(X2*.2(r)|/= 2) 
+ Var(X2*.2(r)l/ = 3)] + ^ [E{Xl2{r)\I = 1)'^ 
+ E(A'2*.2(r)|/ = 2)2 + E { X l .2{ r ) \ I  =  3)2] - E i X ^ ^ y  
2 
= \ [2'^2:2(^) + '^1:2(^)] + |[2M2:2('') + /'2:2(2T) + yl " 
- *  \ 2  
2:: 
For larger n, the variance of the conditional expectation is not expressible in terms 
of the moments already computed in Tables 2.1, 2.2, and 2.3, but we can see that 
there will be a dependence on as in the above cases. 
New calculations were made of all expectations and variances under this model 
using the DEC workstation and Simpson's rule. Dropping the r dependence for 
brevity, we use F r - n ( - )  to represent the cdf of the rth order statistic out of n  under 
the distribution obtained when the ith observation is the outlier, and Fr:n{') for the 
average of these cdf's over i = 1,2,...,n. For r = 1,2,...,n - 1, we define 
as in (2.18) except that if = i then = 0) which is to say that i must be 
in the second set where the factor 1 — = 1, is used, and Fn-}n(^) = 0 
Similarly for the joint cdf, we use the definition of (2.19) with the understanding 
that Fj(x) = 0 so we sum only over permutatons where i is in the third set and then 
we have a factor of 1 — F^(-) = 1. The joint cdf, Frnmi^^v) is also 0 for all x,y and 
r. In calculating the average cdf Fr:n{-), we sum over all the individual cdf's, Fji-^ 
and divide by n. Then conditioning again on /, for r < n 
E ( X * . n )  =  E ( E ( X * : n U ) )  = - E /.^[l - F } ! 1 ( Z )  -  F i i ^ ( - x ) ] d x  
n  
f X ) ,  —  •  —  
=  [ 1  —  F r \ n { ^ )  —  F r \ n [ — ^ ) \ d x  
=  2 x [ l  -  F r : n ( x )  -  F r - . n { - x ) ] d x .  
To compute the covariances, we used an expression analagous to (2.23), i.e. 
Cov(,Y,r) = Cov(£;(X|/),£;(y|/)) + £;[Cov(.Y,r|/)] (2.24) 
Using for the mean of X*.ji under the distribution when the outlier is the 
observation, we computed the covariance of X^-.n with Xg-^ as 
Cov{X*:n,X*:n) = E[E(X*.,n\I) x E{Xln\I)] -  ^^ T:n^^*3:n 
+  - f :  r  r  [ 4 i \ n { ^ , y ) - F r : l i x ) F i ^ ( y ) ] d x d y  
n  . 1 J — 0 0  J — 0 0  
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_ ^ (0 (') * * 
— ^ l^r:nt^s\n /^r:n/^5:n 
+  r  r  [ F r s : n { x , y )  -  -  ^  4 ? i ( x ) F i f i ( y ) l < i x  d y  
J—oo J—oo n .. 1 = 1  
Covariances were calculated only for the case n  = 10, and results are presented for 
this case. 
Location estimators with trend and infinite outlier 
David and Shu (1978) compare location estimators for the case of a single outlier, 
and give recommendations on their use under those conditions. We will examine the 
same L-estimators as in the section on linear trend, except that we must omit all 
estimators which have a non-zero coefficient for the extremes. Our calculations of the 
moments of the trend-outlier model were used to compute the bias and mean squared 
errors of the above estimators for n = 10. The biases appear in the appendix as Tables 
.A.4 and the mean squared errors are Table A.5. Figure 2.4 summarizes Table 
A.4 graphically by showing the bias of the median, Trim(4), which has uniformly 
smallest bias, along with the most biased estimator, VV(1). Also shown are L(l) and 
L(2) which are best among those which remove one and two, respectively, at each 
end. The figure shows trend values from 0 to 1 since above 1 the biases continue to 
converge and the dominance established for small trend does not change. 
In Figure 2.5 the mean squared errors of some location estimators are shown as 
graphs. Again, the median is shown, for it has the greatest MSE of the estimators 
studied, and we have included Trim(l), which has smallest-bias for r between .3 and 
1.0, and Winsor(l), which dominates when r > 2.0. The other estimators of location 
are usualy bounded by these shown, although, for r < .3, Trim(2) has smallest 
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Figure 2.4: Bias for location estimators with trend and infinite outlier 
(n = 10) 
MSE, and for r = 1.5, BLUE(l) is the best. In general, removing more observations 
and/or placing more weight on the most extreme of the remaining variables seems to 
decrease bias and increase MSE. In the case without an outlier, the BLUE estimators 
had smaller variance than others having the same number of variables removed, but 
with the outlier they no longer are superior. One purpose of this investigation is 
to determine the performance of estimators when a trend (or trend and outlier) 
exists in the data, but is not recognized in the data analysis. This suggests that the 
performance of estimators when trend is small is important for choosing an estimator 
since small trends are more likely to be overlooked. For this reason, the trimmed 
means with 1 or 2 removed at each end seem like good choices since they have small 
MSE when r is small, and their bias is not very different from the others we studied. 
54 
Median 
Trim(1) 
Winsor(l) P4 
(1) <9 
3 0 2 1 
Trend Volue 
Figure 2.5: MSE for location estimators with trend and infinite outlier 
(n = 10) 
Scale estimators with trend and outlier 
As in the case of location estimation when a very large outlier is present, we 
now consider only L-estimators which do not place any weight on the extremes. As a 
comparison in the linear trend (without outlier) model, we used the mean successive 
difference as an estimator of scale when trend is known to occur. Now we have a 
model which includes a large location shifted outlier, so d needs further modification. 
We remove the largest observation to get: 
2(n-2) ' ' '+' 
where x'- are the n — 1 remaining observations. The approximate mean and variance 
of d depend on the sum of squares of the differences between successive means, but 
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in the case of c/', the observation number, I ,  of the outlier is a random variable. The 
outlier could be the first or last observation (in which case these differences are each 
r) or one of the middle observations (in which case one difference is 2r). Instead of 
using the sum of functions of AOj = — fij, we will use the expectation of that 
sum under the assumption that the outlier is equally likely to occur at observation 
i = I,,.. ,n. In order to substitute these in to (2.21) and (2.22), we need expressions 
for £;[Ef=i(A^i)2], i;[y:f^i((A0,-)2 + (A5;+i)2)],and By 
looking at the 2 ways in which we can have all differences equal, and the n — 2 ways 
in which one difference will be 2r, we get 
n  2  r 2  
E[J2 i^^in = —[2('^ - 2) + (n - 2)(n - 3 + 4)] = —(^2 + n - 6). 
i=l ^ ^ 
In the following, we separate the ways in which the first or last observation can be 
the outlier, and then ways in which the second or (n — 2)*'^ observation can be the 
outlier to get 
n—1 
^[E((^^ir + (A0i+i)2)] 
i=i 
r2 
= —[2(2(n - 3)) + 2(2(n - 4) + 5) + (n - 4)(2(n - 5) + 10)] 
n  
r2 0 
= —(2n^ - 18), 
n  
and 
r2 r2 . 
E [  V (A0,-)(A^;ii)] = —[2(ra-3)+2(2+n-4)+(re-4)(4 + ra-5)] = —( n ^ - n - 6 ) .  
•  1  ~  n  n  i=l 
Then the following will be used as rough approximations of mean and variance of 
d'(l) when T < .2: 
Var(/(1)) 
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27r,+ 3>/3 - 9 TT + 6\/3 - 12 ^ 
3(TI —2) 6(rt —2)2 n(n —2)2 
T - 2  2  ,  \ / 3 ( 2 n 2  -  1 8 )  j r ( n 2 - r t - 6 )  
— ( »  + » - 6 ) -  ^  
2w + 3^/3-9 7r + 6\/3-12^ 
3 ( n  —  2 )  6(r-2)2 n(ra — 2)2 
n2(- -  2  ~  + "^(2" 2^— "• + 3 + 9\/3j 
For n  =  10, these quantities reduce to E ( d ^ ( l ) )  % 1 + .325r2 and Var((i'(l)) ^ 
9 • / . . 
.0993 — .2343r'^. The bias and mean squared error of d  will be included with the 
comparisons of the L-estimators so that we can see what improvement is gained when 
trend is recognized. Note that the approximation of the bias of d' is only meant to 
hold near 0, and since we start getting negative approximate variance for d' when r 
is more than .65, we cannot trust this approximation for r larger than one or two 
tenths. As in the location case, we will use the calculations for ""nn; '^rs:n 
to compute bias and mean squared error under the combined trend-outlier model. 
Tables A.6 and A.7 in the appendix show the results. As in the non-outlier model, 
d' is much superior in bias and MSE to any of the other estimators in the region 
for which we can use the approximation. Apart from ti', for r < .50 BLUE(3) has 
smallest bias. For larger T the first quasi-range has smallest bias, even though it is 
most biased for small trend. The other scale estimators have biases which are always 
bounded below by the smaller of these two, and the estimators which have low bias 
for small r generally do relatively poorly when r is large, and vice versa. Figure 2.6 
shows the relative performance in terms of bias of R(l), the first quasi-range, R(3), 
BLUE(3), and d'. The estimators which use more observations have relatively small 
bias when r is large, and for small r, the advantage is with those which use only the 
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Figure 2.6: Bias for scale estimators with trend and infinite outlier 
(n = 10) 
central observations. In evaluating the MSE of these estimators under the trend-
outlier model, we will refer to Figure 2.7 which shows the MSE of several estimators. 
We see that R(3) has relatively large MSE, and the estimators with one removed, 
R(l) and Gupta(l), have the smallest MSE. For r < .5, Gupta(l) is the best, at 
T = .5, BLUE(l) is best, and for larger r R(l) has the smallest MSE. Accounting 
for trend by using d' would reduce MSE in all cases, and especially for larger trend 
values. The graphs of the other estimators are bounded by the graphs of R(3) and the 
better of R(l) and Gupta(l). For small values of r, it seems that Gupta(l) handles 
the trend-outlier model the best in terms of MSE, although some other estimators 
have smaller bias. 
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Figure 2.7: MSE for scale estimators with trend and infinite outlier 
(n = 10) 
Conclusions 
For location estimation, the L-estimators with one removal at each end are better 
than those with more observations removed both in the sense of variance (when no 
outlier is present) and in mean squared error (in the trend-outlier model). When 
our interest is scale estimation, L-estimators do not perform very well under trend 
in terms of bias and inean squared error. We again are best off with removing only 
the extremes in the trend-outlier model, since for r < .4 Gini(l) and Gupta(l) are 
best in terms of mean squared" error, and have smallest bias among the estimators 
with one removal. In the trend only model we can improve both mean squared error 
and bias by using the range, so it seems that using the most extreme observations 
available gives lowest mean square error. 
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CHAPTER 3. GENERAL THEORY 
As was mentioned in the introduction, the idea for this work came from a con­
jecture (David, 1988) that for symmetric unimodal distributions the variance of the 
median of a sample under linear trend increases with the trend. This statement is in­
tuitively appealing since the sample tends to 'spread out' more with increased trend, 
and this suggests that the variances of the order statistics may increase also. Ordering 
in dispersion results generally deal with the comparison of two scalar-valued random 
variables. So in looking at the vector X(r), we may transform to a single random 
variable, and then check the dispersion of that summary variable. If we assume nor­
mality of the Yi, then the sum of the has a noncentral chisquared distribution 
with n degrees of freedom and noncentrality parameter = knT" where 
kji is a constant dependent only on n. Then the expectation of this sum of squares 
is ra + knT^ 1 and the variance is 2n -I- '^kn.T^ (Johnson and Kotz, 1970, p. 134), 
both of which increase with [rj. This is mentioned here as an example of one way of 
looking at dispersion and we will examine some other real-valued functions of X(r) 
which increase in expectation. First we need some definitions for another means of 
comparison. 
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Majorization and Log-concavity 
General results can be gained by looking at the theory of majorization and its 
application to this situation. For this we need several definitions. 
Definition 1 .4 function (j> from to 3? is convex (concave) if for all a G (0,1) 
and for all x, y € 3?" 
<p{otx + (1 - a)y) < (>) a(f>(x) + (1 - a ) 4 > ( y )  
Definition 2 Let y = {yi,y2i- • • iVn) andx = (xj^,a:2» • • • i^n) vectors in 
w i t h  t h e  o r d e r e d  e l e m e n t s  d e n o t e d  h y  •  •  •  i  y [ n )  ® ( 1 ) ' '  • ' '  ^ ( n ) "  V  
majorizes x, denoted by x ^y, if 
n n n n 
Ei/(i) ^ E-^(i)^/ = ?^(i)" ?''(i) 
i=l i=l 1=1 i=l 
In the case of interest in this work, let 0 ( T )  =  ( — . . . ,  C l e a r l y  
if 0 < ri < T 2 ,  then 9 ( r y )  - <  ^(7-2). 
Definition 3 If 4) — 5J then <j> is said to he Schur convex (concave) if 
X -( y => ^(x) < (>)(/>(y) 
A Schur convex function is nondecreasing as its argument increases in dispersion in 
the majorization sense defined above. 
Majorization theory has provided many inequalities in mathematics and in statis­
tics (see Marshall and Olkin, 1979, Chapters 11-13). For the present application, I 
will quote a theorem from Marshall and Olkin without repeating the proof. Their 
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theorem (p. 286), stated for this case is: if Y2,..., Vn ~ iid, or just exchange­
able, with Y = (F]^, y2) • • •' ® = (^1)^2'• • •' <P(^) convex and 
symmetric in the elements of 9, then ii<(0) = E(<?(Y — 0)) is Schur convex. Let­
ting (i>{Y — 6(T)) = maxj_]^^_ — {i — which is trivially symmetric in 
the arguments, and convex, shows that E{Xn:n{T)) is non-decreasing in jri for any 
distribution F with support on the entire real line. Similarly, E(Xi.^{t)) is non-
increasing in |r|. The subtraction of a concave function from a convex one gives 
another convex function, so another immediate result is that the expectation of the 
range is non-decreasing with r. Other convex (or concave) functions of the order 
statistics give similar, but less useful results, for instance: 
n  
EiXrinlT)) is non-decreasing in |r| for / = 2,..., a, 
r = l  
I  
•£'(A'r:n(T")) is non-increasing in |r| for / = I,..., n. — 1, 
r = l  
and, for the symmetric case, 
n  
E {X ^.JI(t )) is non-decreasing in |r| for Z = 1,..., n. 
r = l  
Unfortunately, the non-extreme order statistics and most functions thereof are neither 
convex nor concave, so other results we desire are not available through majorization. 
Another function of the data which is of interest is the sample variance. 
s'^ix) = ^ 
n — I 
" o 1 " o 
Li=l " 1=1 
= x'[I--ll ']x. 
n — 1 n 
,  ,  o  ,  
Trivially, s is symmetric in {xi, X2, • • • ,Xn), and it is convex since it is of the form 
X'AX with A being positive semi-definite. In our case A = and X'AX 
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is a sum of squares, positive unless x is constant (when it is 0), hence positive semi-
definite. We conclude, then, that £'[s"(X(r))] is Schur convex and non-decreasing 
with |r|. Majorization theory has been broadened by various definitions of stochastic 
majorization which apply to random vectors. These are not presented here because 
the longer series of definitions necessary would not give further results for our imme­
diate case. We now will give a result using a different approach. 
Definition 4 ~ F { - )  i s  s a i d  t o  b e  stochastically larger than Y ~ G(-), i.e., 
X > s t y .  i f F ( x )  <  G { x )  
A result of interest using stochastic ordering can be obtained if we assume that F ( - )  
is log-concave, that is, that logF(x) is concave. Then log-concavity implies that 
logF(a:) > 2(logF(a:-j-o)-|-logF(a: — a)) or F^(a:) > F(a:-t-a)F(x —a) Vi. Since the 
cdf of the maximum of the -Yj's is the product of the individual cdf's, letting n = 2,3 
and a above be or r, respectively, gives the result that 
and hence that Xn:n{0)^st^n:n{T) Vr 0. More generally, to show that Fn-.ni''') 
i s  d e c r e a s i n g  i n  | r |  i t  s u f f i c e s  t o  s h o w  t h a t  F { x  - f -  a - ^ ) F { x  —  a j )  >  F [ x  - h  a 2 ) F [ x  -
02) Vx G 0? whenever 0 < aj <02, which is a result of log-concavity and the 
monotonicity of the log function. Therefore, Fnini^iT) is decreasing in |T| for n = 
2,3, and Xn'.n[T) is stochastically increasing in |r|. This result extends easily to all 
other sample sizes by separate induction on the odd and even integers since if F is log-
concave and G{X,0{T)) is decreasing in |r| then G{X,9{T))F{X-\-^^^^^T)F[X — 
is also decreasing in |r|. Since the negative of the minimum is a maximum of negated 
values, the opposite results hold for i.e., is stochastically decreasing 
in |r|. 
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A Basic Case 
For dealing with variances of order statistics, a simpler case will now be discussed, 
where, starting with the same iid V^-'s, we disturb only two by letting 
A'']^(a) = — a, .Y2(a) = Y2 + a, and -Yj(a) = Yi for i = 3,..., re. 
Without loss of generality, take a > 0. The order statistics from this set will be 
denoted by Xr:n(a), as before. Note that properties (2.2) through (2.12) still hold 
for this simpler case, and for n = 2,3 the two models are identical. The cdf of the 
order statistic can be written as: 
Fr:n(x>0') 
+ {•f(a: + a)[l - F { x  - a)] + F { x  -  a)[l - F ( x  +  a)]} 
(last term is 0 if r = n — 1 and last two terms are 0 if r = n) 
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[F(a; + a) + F(a: - a)] 
re—2 
- E j=r 
n — 2  
+ E 
j=r 
j = r - l \  ^  
'  F j ( x ) [ l  -  F ( x ) p - 2 - i  
J  
n  —  2  
'E I'' .^|i^>(a.)[l-F(a:r-"--J 
( x ) [ l  -  F ( x ) ] ^ - ' ^ - j  
F { x  +  a ) F { x  —  a )  F'-2(x)[l-F(a:r-'' 
/ 
\ r — 1 
/ 
+[F(i + a) + F ( x  -  a)] 
n-2 I 
\ r — 1 
+ E 
j=r 
— C'r,n(2:)| 
" . 2 j FJ(a:)[l - F(a:)p-2-i 
> — 1 
n  —  r  
{ \ - F { x ) ) - F { x )  F { x  +  a ) F { x  —  a )  
n — 2  
+ [f'ix + a) + F { x  -  a)]F(a:)} +  
j=r 
/ 
n  —  2  F-^'(2)[1 - F ( x ) f - ' ^ - ^  
/ 
where Cr,n(x)  =  " ^ F''-2(a:)[l - F(i)]"-'—1. Thus Fr:n{ x , a )  depends 
r — 1 
on a  only through: 
> — 1 jDr,n(a:,o) — 
n  —  r  
• \ 
i l - F { x ) ) - F { x )  F { x  +  a ) F ( x  —  a )  +  F ( x ) [ F { x  +  a )  +  F { x  -  a ) ]  
(3.2) 
The median is of special interest, so note that if n  is odd and r = then 
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Dr,n(^i(i) reduces to: 
[1 — 2F(.c)]F(j: + a ) F { x  —  a )  +  F ( x ) [ F ( x  +  a) +  F { x  -  a)] 
= [1 —/'(a:)] F(a: + a)F(a: — a) 
' 
a 
+  F( j)[F(j +  g) +  F { x  —  a )  —  F ( x  +  a ) F ( x  -  a)] (3.3) 
^ J • 
= •^2:3(®''^) (3-4) 
To discuss the concepts of increasing dispersion we will use Oja's 1981 paper which 
includes the following definitions. 
Definition 5 Take X F{-) and Y ~ G{'). Then F is said to have scale not larger 
than G if G~^F(x) — x is increasing for x in the support of F. I'Fe write F G. 
This is equivalent to "spread" ordering defined as G  is more spread out than F  if the 
difference between any two quantiles of G is greater than the difference of the same 
quantiles of F (Bickel and Lehmann, 1976). Two weaker orderings of F and G are: 
Definition 6 F <1* G if 3 b,c, such that G~^F{x) — x < c for x < b and 
G~^F[x) — X > c for X > b. 
Definition 7 W h e n f i f , f i Q  e x i s t ,  F  < ' ^  G  i f 3  b ,  s u c h  t h a t G ~ ^ F { x )  —  x  <  
for X < b and G~^F{x) — x > jiQ - up for x > b. 
Oja notes that is enough to order the variances of any two distributions. F  will 
be less dispersed than G in the <| sense if the cdfs F{- + up) and G(* + (xq) cross 
exactly once and F(a: + ftp) > G(x + hq) in the upper tail. These above orderings 
will be used to examine the hypothesis of increasing variance. 
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Case of the logistic parent 
In working with the basic case, we first will discuss the logistic distribution, 
F(x) = + From (3.2) 
- ^ r:^F(x)] [/(a: + a ) F { x  - a ) -  f ( x  -  a ) F { x  +  a)] 
which gives, for the logistic; 
+F(i)[/(a: + a) - f { x  -  a)] (3.5) 
dDr:n( ^ , a )  
Fa 
(r — 1)(1 + e ) — n + 1 
(1 + e ^)(n — r) 
, — x — a  ,—x+a 
.(1 + e ^ + e (1 + e '^+®)2(l + e ^ 
.-x+a , — x — a  
+ (1 + e ® '^)'^(l + e ^) (1 + e ^+®)2(l + e 
= (n-r)-l(l + e-^)-^(l + e — a : — a ^ — 2 ^  _ | _  g — x + a ^ — 2  
X {[(r - 1)(1 + e-^) - n + l] [e--^-'^(l + 6"^+®) - e--^+'^(l + 
+ [e-^-'^(l + e-^+«)2 - e-^+'^(l + e-^-«)2] („ _ r)} 
=  d r : n ( x , a ) ^ { r +  r e  ® - e  -  f i ] ( e  
— e ') 
( n  -  r ) ( e  ^  ® + 2e 2® + g 3i+a _ ^ x+a 
-2e —2x — i x — a  )}  
^ X 0/ j  g ^  ^ ^ ^  
= «^r:n(a:,a) {(?i ^'•)(e 
+ (r - l)e-2a:(e-a _ g®) + (n - r)(e-3®(e~^ - e®)} 
= e~^'^dr:n(x,a)(e'^ - e~®)[e~^(n - r) - (r - 1)]. 
V ' 
>0  
') 
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This implies that 
<0 if e ~ ^  < £5^ or x  >  
O D r ' T r i x ^ a )  1  
el = =" = " logs 
>0 if e ~ ^  > or x  <  log^^^-
In the case of the median, r — l = n — rso log^^^ = 0 and if 0 < < a2 then 
F2.;^{x,ai) > i^2:3(®'®2) 2: > 0 and F2.^{x,ai) < •F2:3(®'®2) ^ ^ < 0- The same 
inequalities hold for the median of any odd sample by (3.4). This gives <1 ordering 
since the expectation of the median in an odd sample is 0 for all a, so the median is 
increasing in dispersion with a. 
Next we will look at ,Y2.2(a)) the simplest non-median case. To examine this 
case we will use another definition and several results. 
Definition 8 (Oja) A set of cdf's, T, is a location-scale model if \/ F, G £ 
T, G~^F{x) — x or F~^G(x) — x is increasing in x. 
Remark 1 (Oja) Set .F is a location-scale model if and only if VF, G  E  F { - )  and 
<?(• + 6) cross each other at most once for any 6 € 3f. 
Remark 2 (Oja) The orderings <1> < p and <1* coincide in a location-scale model. 
To show that the dispersion of -Y2;2(a) increases with a ,  we will first show that the 
family JF = {F2.2(*,a) : a G 3?} is a location-scale model using Remark 1, then 
use Definition 6 to show <|* ordering and Remark 2 to get the stronger ordering 
necessary for increasing in dispersion. We will take distinct aj and 02 in 3?, 0 < < 
02, and observe that 
6 6 3? => 1 - > (<)0 as 6 > (<)0 
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c > 0 =• e~^ > (<)c as J > (<)log-
c 
c < 0 =- e~^ > c V cc G SR. 
Letting c = — e~°l - e®l)/(l — we note 
that c > 0 if 0 < 6 < log(e~®2 + e®2) - log(e~''l + e®l). (.3.6) 
When 6 > 0 we get 
e~® < (>)c 
^e-"^(l-e-2^) <(>) e-^-«2 + e-^+«2 - e-'^l - e«l 
^e-«l + e^l -h e"-^ < (>) e-^-«2 + e-^+«2 -
•i=-l + e~®(e~'^l + e®l + e~^) < (>) 1 + e~®~^(e~"2 + e®2 - e~^~^) 
^ 1 ^ 1 
^(l + e-^-®l)(l + e-^+''l) ^ (1+e-^-^-''2)(l + e-^-^+'^2) 
•^•'^2:2('^'®r) > (<) ^ 2 : 2 ( ^  +  ^ ^ ^ 2 ) -
If 6 < 0, then 1 — < 0 which reverses the above inequalities. In either case, 
e~^ crosses c at most once, so we see that •f2:2(''®l) ^2:2^' 
most once, proving that .F is a location-scale model. If we take 6q = [log(e~®2 + 
£^^2) — log(e~®l + e®l )]/2 then (3.6) is satisfied and the two cdf's will cross exactly 
once giving <|* ordering. When 6 > 0 as in (3.6), then for large x, we will have 
e~^ F2:2(®''^.i) ^ •^2:2(® ^ ^ 1^2)' holds for any such aj^, 02 € -R, so 
F2:2(a:)'a) increases in dispersion and hence in variance with |a|. 
To extend frorri the case of -.Y2;2(a) to the more general maximum, we need to 
show that if Tn = {^n:n(*)a) : a G 3?} is a location-scale family and Xn:n(0'l) 
Xn:n{'^2^i whenever 0 < aj < 02 then the set 
^n+l - = F{-)Fn:n{-iO-) : a G •)?} 
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is also a location-scale family, and is also increasing in variance with 
|a|. We start by taking 0 < aj < 02 and looking at the number of crossings of 
•'^n-t-l:n+l('' Since the cdf of the logistic is absolutely 
continuous over 9?, all of the cdf's of order statistics are also, that is, each cdf is 
( s t r i c t l y )  i n c r e a s i n g  f r o m  0  t o  1 .  T h e n  s i n c e  F { x )  a n d  F { x  +  b )  d o  n o t  c r o s s  f o r  b  ^  0 ,  
and Fn:n{^i(^l) crosses i^n:n(2' + 6,a2) at most once, it is clear that 
can cross ^n+l:n+l(® most once. This allows us to extend the ordering 
of variances of the extremes from the special case n = 2 to the general case of any n .  
We have now shown that the variance of the median in an odd sample and the 
variances of the extremes increase with |a| for a logistic parent. To extend back to 
the original linear trend model, we will note only that this basic case can be thought 
of as starting with a group of iid random variables, and perturbing two of them by 
adding a to one and subtracting a from another. If we repeat this process by adding 
2a to a third variable and —2a to a fourth and so forth, we could build up to the case 
of linear trend on the whole set. At each step, the process is the same as the one we 
have discussed here, so I expect the same results. More work is required, but this 
suggests that the variances will be increasing with |r|, as was shown above for !a|. 
Case of the normal parent 
The normal distribution presents the most important case, and a greater chal­
lenge since the cdf cannot be expressed in closed form. For the basic case and the 
median of an odd sample we have several partial results which suggest that variances 
increase with r. We note, from (Johnson and Kotz, 1970, p. 6) that if the logistic 
is standardized to have unit variance, then the cdf never differs by more than .022 
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from that of the standard normal, and if we compare the logistic to a normal distri-
• J  bution with variance then .01 is the largest difference. We have other strong 
evidence, but no conclusive proof, that variances increase with a in the basic case. 
This material is included as Appendix B. 
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APPENDIX A. TABLES OF BIAS AND MSE FOR LOCATION AND 
SCALE ESTIMATORS 
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Table A.l; Probability that the median is the 'middle' 
observation 
Sample Size 
r 3 .5 7 9 11 13 
0.00 0.3333 0.2000 0.1429 0.1111 0.0909 0.0769 
0.05 0.3340 0.2007 0.1438 0.1122 0.0922 0.0784 
0.10 0.3361 0.2030 0.1466 0.11.56 0.0962 0.0831 
0.20 0..3443 0.2121 0.1578 0.1293 0.1124 0.1018 
0.30 0.3576 0.2279 0.1772 0.1526 0.1397 0.1328 
0.40 0.3757 0.2506 0.2052 0.1858 0.1774 0.1739 
0.50 0.3981 0.2801 0.2416 0.2279 0.2234 0.2220 
0.60 0.4242 0.3160 0.2853 0,2767 0.2746 0.2742 
0.70 0.4534 0.3570 0.3341 0.3292 0.3285 0.3284 
0.80 0.4848 0.4016 0.3855 0.3831 0.3829 0.3828 
0.90 0.5178 0.4480 0.4375 0.4364 0.4364 0.4364 
1.00 0.5518 0.49.50 0.4884 0.4880 0.4880 0.4880 
1.25 0.6370 0.6066 0.6050 0.6050 0.6050 0.6050 
1.50 0.7166 0.7026 0.7023 0.7023 0.7023 0.7023 
1.75 0.7860 0.7804 0.7803 0.7803 0.7803 0.7803 
2.00 0.8433 0.8413 0.8413 0.8413 0.8413 0.8413 
2.25 0.8886 0.8879 0.8879 0.8879 0.8879 0.8879 
2.50 0.9229 0.9228 0.9228 0.9228 0.9228 0.9228 
2.75 0.9482 0.9481 0.9481 0.9481 0.9481 0.9481 
3.00 0.9661 0.9661 0.9661 0.9661 0.9661 0.9661 
3.50 0.9867 0.9867 0.9867 0.9867 0.9867 0.9867 
4.00 0.9953 0.9953 0.9953 0.99.53 0.99-53 0.9953 
4.50 0.9985 0.9985 0.9985 0.9985 0.9985 0.9985 
5.00 0.9996 0.9996 0.9996 0.9996 0.9996 0.9996 
5.50 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 
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Table A.2: Variance of location estimators under linear trend 
Trend 
0 .1 .2 .3 .5 .7 1 1.5 
Linear(O) .1060 .1065 .1079 .1098 .1133 .1155 .1174 .1205 
BLUE(l) .1044 .1047 .1057 .1068 .1091 .1115 .1152 .1215 
Trim(l) .1053 .1058 .1070 .1084 .1111 .1134 .1161 .1194 
Winsor(l) .1044 .1047 .1057 .1068 .1093 .1119 .1161 .1234 
Linear( 1) .1137 .1149 '.1184 .1233 .1345 .1436 .1.521 .1585 
BLUE(2) .1113 .1123 .1150 .1186 .1266 .1351 .1483 .1681 
Trim(2) .1133 .1145 .1178 .1223 .1318 .1396 .1479 .1561 
Winsor(2) .1113 .1123 .1151 .1188 .1272 .1366 .1518 .17.53 
Linear(2) .1210 .1229 .1283 .1366 .1565 .1739 .1908 .2040 
Trim(3) .1238 .1259 .1322 .1417 .1650 .1857 .2070 .2262 
Trim(4) .1383 .1418 .1525 -.1699 .2190 .2713 .3354 .4053 
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Table A.3: Bias and MSE of scale estimators under linear trend 
(n = 10) 
Bias 
Trend 0 .1 .2 .3 .5 .7 1 1.5 
BLUE(O) 0 .0450 .1714 .3594 .8436 1.399 2.286 3.825 
Gupta(O) 0 .0450 .1718 .3606 .8486 1.409 2.304 3.855 
Range 0 .0447 .1675 .3442 .7837 1.279 2.072 3.458 
Gini(O) 0 .0451 .1724 .3631 .8583 1.428 2.339 3.914 
h 0 .0450 .1710 .3573 .8.335 1.378 2.250 3.769 
h 0 .0451 .1730 .3651 .8658 1.443 2.366 3.963 
BLUE(l) 0 .0455 .1774 .3816 .9285 1.567 2.590 4..352 
Gupta( 1) 0 .0455 .1782 .3852 .9453 1.601 2.650 4.448 
R ( i )  0 .0454 .1764 .3774 .9099 1.529 2.524 4.247 
Gini(l) 0 .0456 .1784 .3858 .9478 1.606 2.659 4.462 
BLUE(2) 0 .0457 .1809 .3965 .99.54 1.704 2.830 4.739 
Gupta(2) 0 .0458 .1814 .3986 1.006 1.725 2.864 4.792 
R(2) 0 .0457 .1806 .3955 .9909 1.695 2.815 4.716 
Gini(2) 0 .0458 .1813 .3986 1.006 1.726 2.866 4.795 
d 0 .0028 .0111 .0250 .0695 
MSE 
BLUE(O) .0576 .0645 .1034 .2152 .8141 2.067 5.344 14.70 
Gupta(O) .0577 .0646 .1037 .2166 .8235 2.096 5.427 14.99 
Range .0671 .0747 .1132 .2162 .7316 1.769 4.444 12.13 
Gini(O) .0581 .0652 .1048 .2199 .8428 2.154 5.591 15.45 
J-l .0591 .0662 .1051 .2159 .8005 2.015 5.193 14.34 
h .0594 .0666 .1069 .2241 .8601 2.203 5.729 15.84 
BLUE(l) .0826 .0920 .1407 .2789 1.036 2.655 6.938 19.21 
Gupta(l) .0849 .0946 .1446 .2875 1.079 2.778 7.262 20.06 
R(l) .0853 .0950 • .1436 .2790 1.006 2.550 6.632 18.37 
Gini( 1) .0856 .0954 .1457 .2896 1.086 2.798 7.313 20.18 
BLUE(2) .1296 .1435 .2081 .3821 1.324 3.329 8.550 23.16 
Gupta(2) .1341 .1484- .2148 .3941 1.367 3.433 8.775 23.65 
R(2) .1301 .1440 .2084 .3817 1.315 3.302 8.487 23.01, 
Gini( 2) .1347 .1491 .2156 .3953 1.370 3.440 8.789 23.68 
d .0887 .0885 .0881 .0877 .0889 
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Table A.4: Bias of location estimators linear trend with infinite outlier 
(n = 10) 
Trend 
0 .1 .2 .3 .5 .7 1 1.5 
BLUE(l) .2010 .2099 .2341 .2680 .3500 .4413 .5872 .8435 
Trim(l) .1856 .19.39 .2168 .2499 .3327 .4262 .5759 .8373 
Winsor( 1) .2038 .2128 .2372 ,2712 .3532 .4440 ..5891 .8444 
Linear( 1) .1576 .1647 .1853 .2170 .3018 .4006 .5.581 .8283 
BLUE(2) .1638 .1712 .1924 .2243 .3070 .4022 .5564 .8260 
Trim(2) .1.554 .1624 .1829 .2144 .2986 .3966 .5.540 .8256 
VVinsor(2) .1653 .1728 .1941 .2261 .3085 .4032 .5.568 .8261 
Linear(2) .1459 .1.525 .1721 .2032 .2892 .3906 .5516 .8252 
BLUE(.3) .1460 .1527 .1723 .2034 .2888 .3896 .5507 .8250 
Trim(3) .1430 .1495 .1689 .1999 .2862 .3884 .5505 .8250 
Winsor(3) .1464 .1531 .1728 .2039 .2892 .3898 .5508 .8250 
Linear(3) .1401 .1465 .1656 .1965 .2837 .3872 .5.503 .8250 
Trim(4) .1373 .14.36 .1624 .1931 .2812 .3860 .5500 .8250 
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Table A.5: MSE of location estimators under trend with infinite out­
lier (n=10) 
Trend 
0 .1 .2 .3 .5 .7 . 1 1.5 
BLUE(l) .1548 .1.598 .1742 .1970 .2654 .3638 .5689 1.068 
Trim(l) .1494 .1539 .1673 .1890 .2566 .3562 .5667 1.083 
Winsor( 1) .1575 .1628 .1777 .2012 .2706 .3691 .5730 1.069 
Linear( 1) .1482 .1.526 .1662 .1893 .2644 .3769 .6133 1.187 
BLUE(2) .1487 .1532 '.1666 .1889 .2594 .3651 .5920 1.151 
Trim(2) .1474 .1518 .1651 ,1875 .2598 .3687 .6011 1.172 
Winsor(2) .1495 .1.540 .1677 .1902 .2612 .3673 .5947 1.1.54 
Linear(2) .1532 .1581 .1732 .1991 .2838 .4087 .6656 1.278 
BLUE(3) .1.547 .1598 .1752 .2016 .2870 .4142 .6809 1.317 
Trim(3) .1654 .1703 .1854 .2116 .2985 .4290 .6993 1.343 
\'Vinsor(3) .1.550 .1600 .1756 .2020 .2877 .4157 .6845 1.325 
Linear(3) .1614 .1671 .1847 .2151 .3151 .4595 .7458 1.406 
Trim(4) .1715 .1781 .1988 .2350 .3546 .5256 .8.538 1.580 
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Table A.6: Bias of Scale Estimators under trend with infinite outlier 
(n=10) 
Trend 
0 .1 .2 .3 .5 .7 1 1.5 
BLUE(l) .1944 .2483 .4010 .6304 1.228 1.917 3.019 4.925 
Gupta(l) .1826 .2361 .3888 .6207 1.2.32 1.940 3.072 5.023 
R(l) .2070 .2613 .4140 .6407 1.223 1.891 2.960 4.818 
Gini(l) .1810 .2344 .3871 .6194 1.2.33 1.944 3.080 5.037 
BLUE(2) .1448 .1970 .3496 .5888 1.241 2.006 3.227 5.315 
Gupta(2) .1410 .19.30 .3457 .5866 1.247 2.025 3.263 5.373 
R(2) .1464 .1986 .3511 .5897 1.238 1.997 3.211 5.290 
Gini(2) .1476 .2000 .3536 .5960 1.261 2.044 3.290 5.415 
BLUE(3) .1016 .1520 .3018 .5431 1.222 2.027 3.299 5.444 
Gupta(3) .1255 .1771 .3303 .5772 1.273 2.099 3.402 5.599 
R{3) .1263 .1778 .3310 .5775 1.271 2.094 3.393 5.586 
d' .0000 .0033 .0130 
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Table A.7: MSE of Scale Estimators under trend with infinite outlier 
(n=10) 
Trend 
0 .1 .2 .3 .5 ;7 1 1.5 
BLUE(l) .1521 .18.59 .3096 .5749 1.735 3.939 9.434 24.68 
Gupta(l) .1455 .1778 .2982 .5629 1.750 4.038 9.767 25.67 
R(l) .1682 .2045 .3337 .6029 1.742 3.867 9.126 23.70 
Gini(l) .1457 .1778 .2981 .5632 1.755 4.057 9.823 25.82 
BLUE(2) .1845 .2171 .3418 .6247 1.943 4.546 11.12 29.29 
Gupta(2) .1870 .2195 .3448 .6317 1.983 4.656 11.38 29.92 
R(2) .1873 .2203 .3459 .6290 1.940 4.522 11.04 29.08 
Gini(2) .1915 .2251 .3539 .6476 2.025 4.745 11.58 30.39 
BLUE(3) .2983 .3377 .4861 .8214 2.386 5.425 12.84 32.65 
Gupta(3) .3212 .3649 .5283 .8930 2.576 5.817 13.67 34.51 
R(3) .3173 .3607 .5228 18842 2.549 5.760 13.57 34.37 
d' .0993 .0970 .0901 
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APPENDIX B. VARIANCE OF THE MEDIAN IN THE NORMAL 
CASE 
80 
In Chapter 3 we mentioned other evidence that the variances of the order statis­
tics are increasing with trend in the case of the normal parent. In this appendix, 
we will present that evidence. For the median, Dr^ni^iO-) was shown to reduce to 
^2.3(1,a). We would like to show for a > 0, x > 0 that dF2i^(x,a)/da is always 
nonpositive, and thus that we have ordering. 
9 F 2 - ^ ( x , a )  _  ^ _ a) _ ^(3; _ ^ a)] 
oa 
+^{x)[<l>{x + a) - (f){x - a)\ 
Note 1: for all a 
^^2:3(0'°) _ 
da 
= 0 
since 1 — 2$(0) = 0 and ^(0 + a) — <j)(0 — a) = 0. 
Note 2: 
dadx 
= —2<p(x)[(f>(x + a)^(x — a) — (j)(x — a)$(x + a)] 
+[1 — 2$(a;)][—(x + a)4>{x + a)$(x — a) + (x — a)<j){x — a)$(x + a)] 
+(i)[x)[4){x + a) - <i>{x - a)\ 
+$(x)[—(x + a)4>[x + a) -I- (x — a)<i>[x — a)] (B.l) 
dadx 
23—U 
= -2<^(0)<^(a)[$(-a)-$(+a)] 
-)-(?!i(0)[(/i(a) - (i){a)\ + §(0)[-a(?!>(a) - a4>{-a)\ 
= 0 if a = 0 
= 0(a){29i(O)[2$(a)-l]-a} 
<0 if a > 0 
(B.2) 
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With the last inequality in (B.2) occurring since 2<j!>(a)[2$(a) — 1] decreases with a > 0 
at the rate 4exp(—o^/2)/27r < 1. So dF2.^{x,a)lda = 0 at x = 0 and it decreases 
with a: in a neighborhood of 0 for given a. 
Note 3: Looking at (3.3) as a linear combination, 
^2:3(®'®) = [1 - + F(x)l3 
and ignoring the dependence of a and /3 on x, it, seems, since a decreases with a while 
0 increases with a, that the upper tail will be a problem area, i.e., that F2.^(x,a) 
might start to increase for large x. This is not the case, as we will now show that 
dF2.^{x,a)/da < 0 in the upper tail and that this quantity goes to 0 as x increases. 
For the upper tail we will use the approximation 1 — $(a;) ~ ^{x)lx. 
~ [1 - + o)$(a: - a) - </i(i — a)$(a: + a)] 
-$(a:)[(;6(a: + a)(l — $(x — a)) — <j>{x — a)(l — $(a; + a))] 
(i>{x) 
X 
( f > ( x )  
X — a 
, n /, (i>{x-a)\ (i){x + a) 
<p{x + a) I 1 ) — <p{x — a) I 1 — 
x + a 
,<i>(x + a) (p{x + a)—;: 9(3: — a) 
+  $ ( x )  
2a 
x^ — 
X — a • ' ' X + a 
[(p(i + a) — ^{x — a)] 
4){x) 
$ ( x )  +  <i>{x — a)(^(x + a) 
2a itOi
=s ( f ) [ x  +  a) — <i){x — a) s <y4){x — a)(p(x + a) 
x^ — a^ 
< 0 (B.3) 
Note 4: Numerical computations for values of a > 0, x > 0 show not only that 
dF2.^{x,a)/da < 0, but also that this quantity always has only one critical value, 
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a minimum, for x > 0. In other words, as x increases the partial derivative first 
decreases, then increases to its limit as a: — oo of 0. 
Combining this information from notes 1 through 4, we see that the partial 
derivative with respect to a of the cdf of the median in an odd sample starts at 0 
when X = 0 by note 1, decreases, at least for a while by note 2, goes to 0 from the 
negative side in the limit as a: —> oo by note 3, and by note 4, can never become 
positive, since it would then have a local maximum and decrease to 0. The weak 
point of this argument, of course, is the numerical work of note 4, since even though 
this partial derivative is a continuous with respect to a, checking a finite number of 
cases does not constitute a proof. 
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