There are various definitions of right and left polar decompositions of an m×n matrix F ∈ K m×n (where K = C or R) with respect to bilinear or sesquilinear products defined by nonsingular matrices M ∈ K m×m and N ∈ K n×n . The existence and uniqueness of such decompositions under various assumptions on F , M, and N have been studied. Here we introduce a new form of right and left polar decompositions, F = W S and F = S ′ W ′ , respectively, where the matrix W has orthonormal columns (W ′ has orthonormal rows) with respect to suitably defined scalar products which are functions of M, N, and F , and the matrix S is selfadjoint with respect to the same suitably defined scalar products and has eigenvalues only in the open right half-plane. We show that our right and left decompositions exist and are unique for any nonsingular matrices M and N when the matrix F satisfies (F [M,N ]
Introduction
Let K denote either the field of real numbers K = R or the field of complex numbers K = C. Consider a scalar product [x, y] N over the field K, i.e., a bilinear or sesquilinear form defined by a nonsingular matrix N ∈ K n×n :
[x, y] N = x T Ny, for real or complex bilinear forms, x T Ny, for sesquilinear forms,
for x, y ∈ K n , where x T indicates the transpose of x andx indicates the complex conjugate of x.
The N-adjoint A [N ] of a matrix A ∈ K n×n is defined as [Ax, y] N = [x, A [N ] y] N for all x, y ∈ K n , that is
with (using the notation in [13] ) ∈ K n×m of a matrix A ∈ K m×n , where M ∈ K m×m and N ∈ K n×n are nonsingular matrices, is defined by the condition (see e.g. [13] )
The (M, N)-adjoint A [M,N ] can be written as
. Two useful properties of the (M, N)-adjoint are (a) for A ∈ K m×n and B ∈ K n×n , (AB) [M,N ] 
(b) for A ∈ K m×m and B ∈ K m×n , (AB) [M,N ] 
The classical concept of polar decomposition in a Euclidean space is expressed by the following statements. Any matrix F ∈ K m×n with m ≥ n has a right polar decomposition
where the matrix U ∈ K m×n has orthonormal columns (i.e., U * U = I n ) and the matrix S ∈ K n×n , uniquely given by S = √ F * F , is selfadjoint and positive-semidefinite (i.e., all of its eigenvalues are real and positive or zero). Here A * = A T for K = R and A * =Ā T for K = C. √ A is the principal square root of a positive-definite matrix A or the unique positivesemidefinite square root of a positive-semidefinite selfadjoint matrix A with zero eigenvalues. Similarly, any matrix F ∈ K m×n with m ≤ n has a left polar decomposition
where the matrix U ′ ∈ K m×n has orthonormal rows (i.e., U ′ U ′ * = I m ) and the matrix S ′ ∈ K m×m , uniquely given by S ′ = √ F F * , is selfadjoint and positive-semidefinite. In case F ∈ K n×n is a square nonsingular matrix, the right and left polar decompositions are unique with U = F S −1 and U ′ = S ′−1 F , respectively, and U and U ′ are unitary matrices. There is a long history on generalizing the classical polar decomposition to scalar products on K n given by a bilinear or sesquilinear form. Different generalizations exist based on the dimension of the matrices involved and the required properties of the factors in the decomposition.
To the extent of our knowledge, polar decompositions of square matrices F ∈ K n×n with respect to scalar products defined by a nonsingular matrix N ∈ K n×n are of the form
where L ∈ K n×n is N-unitary and S ∈ K n×n is N-selfadjoint. For example, in [1, 2, 3, 4, 5, 16, 18] , necessary and sufficient conditions are given for the existence of decompositions of the form (10) when the matrix N is a selfadjoint matrix H (such decompositions are called H-polar decompositions and are not necessarily unique even if F is nonsingular). Further restricting the H-selfadjoint factor to satisfy the condition that HS is positive-semidefinite, still with H selfadjoint, leads to the semidefinite H-polar decomposition of a square matrix F in [5, 16] , which exists (but is in general not unique) if and only if F
[H] F is diagonalizable and has only nonnegative real eigenvalues and ker(F ) satisfies the restrictions in Theorem 5.3 of [5] . The generalized polar decomposition of a square matrix F studied in [6, 10, 11, 13, 17] is also of the form (10), but with the additional restriction that the nonzero eigenvalues of S are contained in the open right half-plane, i.e., considering both zero and nonzero eigenvalues, the spectrum of S: Λ(S) ⊆ {z ∈ C : Re(z) > 0} ∪ {0}. In particular, [11] shows that a generalized polar decomposition of a nonsingular square matrix F exists if and only if F
[N ] F has no negative real eigenvalues and (F [N ] )
[N ] = F , and that when such a factorization exists, it is unique. And [13] shows that for an orthosymmetric scalar product N (i.e., such that (F [N ] )
[N ] = F for all F ∈ K n×n ) a generalized polar decomposition of singular and nonsingular square matrices F exists with a unique N-selfadjoint factor S if and only if ker(
F has no negative real eigenvalues and the zero eigenvalues of F
[N ] F , if any, are semisimple. Polar decompositions of rectangular matrices F ∈ K m×n with respect to underlying scalar products defined by nonsingular matrices M and N on K m and K n have been studied in [13] (see also [1, 16] for the special case of two selfadjoint scalar products with m = n). In [13] , under the assumption that M and N form an orthosymmetric pair (see their Definition 3.2), a canonical generalized polar decomposition of F ∈ K m×n is defined as a decomposition
in which the matrix F for square matrices F with M = N), by extending the form of the polar decomposition of a matrix F ∈ K m×n with m ≥ n to
where W ∈ K m×n has orthonormal columns with respect to suitably defined scalar products which are functions of M, N, and F but is not necessarily N-unitary or a partial (M, N)-isometry, while S ∈ K n×n is selfadjoint with respect to the same suitably defined scalar products, has eigenvalues only in the open right half-plane, and turns out to be unique. When m ≤ n we use a left decomposition
with analogous properties for S ′ ∈ K m×m and W ′ ∈ K m×n (in this case, W ′ has orthonormal rows instead of orthonormal columns, with respect to the suitably defined scalar products). However, we do all this here only for matrices F ∈ K m×n for which
if m ≤ n, is nonsingular. Thus our assumptions on F , M, and N in this paper are in some respects weaker and in some respects stronger than those of previous work on polar decompositions. Our right and left decomposition Theorems 5.1 and 5.2 for matrices F ∈ K m×n closely resemble the classical right and left polar-decomposition theorems mentioned above.
In Section 2, we define r-positive-definite matrices and extend the concept of matrices with orthonormal columns and rows to generic pairs of scalar products. In Section 3 we introduce generalized matrix sign functions. In Section 4, we present our right and left decompositions for nonsingular square matrices with respect to one scalar product. In Section 5, we present our right and left decompositions for rectangular matrices with respect to two scalar products. Finally, in Section 6, we make comments on our theorems and give some examples.
Some useful definitions
In this section, we introduce some definitions to simplify the language. First we extend the definition of positive-definite matrices to matrices with nonreal eigenvalues as follows. 
m×n has both (M, N)-orthonormal rows and (M, N)-orthonormal columns (in which case m = n, W is a nonsingular square matrix), we say that W is (M, N)-unitary.
The condition that W ∈ K m×n has (M, N)-orthonormal columns can also be written as
or
while the condition that W ∈ K m×n has (M, N)-orthonormal rows can also be written as
When m = n, a square matrix W ∈ K n×n that has (M, A square matrix W ∈ K n×n that satisfies conditions (14) and (15) for nonsingular selfadjoint matrices M and N has been called (N, M)-unitary or N-M-unitary in [1, 8] . Our Definition 2.2 extends these notions to more general matrices.
Generalized matrix sign function
In this section, we introduce a primary matrix function called a generalized matrix sign function.
First, we recall some facts about primary matrix functions (see, e.g., [7, 12, 14] ). A primary matrix function f of a matrix A ∈ K n×n can be defined by means of a function f : C → C defined on the spectrum of A. The function f : C → C is called the stem function of the matrix function f and here they are denoted by the same letter.
Definition 3.1. (chapter V in [7] or Definition 1.1 in [12] ) A function f : C → C is said to be defined on the spectrum of a matrix A ∈ K n×n if its value f (λ k ) and the values of its s k − 1 derivatives
exist at all eigenvalues λ k of A. Here s k is the size of the Jordan blocks
As remarked in [12] right after Definition 1.1, arbitrary numbers can be assigned as the values of f (λ k ) and its derivatives f
With a stem function f , the primary matrix function
, where, with a nonsingular matrix Q ∈ K n×n , A = QJQ −1 is a Jordan decomposition of A and f (J) is calculated by applying the stem function to each Jordan block. A primary matrix function f (A) of a matrix A ∈ K n×n is well defined in the sense that it is unique. By Thm. 1.12 in [14] , a primary matrix function of A ∈ K n×n is a polynomial in A. It follows that all the primary matrix functions f (A) commute with the matrix A and also commute with each other.
The relations f (A
, and f (A) is real when A is real. It follows that, with a product matrix N ∈ K n×n , for bilinear forms
and A is N-selfadjoint, then both f (A) and f (A)A are N-selfadjoint.
We now introduce the concept of a generalized matrix sign function. Notice that the generalized sign σ(A) of an N-selfadjoint matrix A is N-selfadjoint.
We give some examples of generalized matrix sign functions. In [19] , a matrix sign function is defined as the primary matrix function associated to the stem function
Also see, e.g., [9, 15] . It is shown in [9] that for a matrix A such that A 2 is nonsingular and has no negative real eigenvalues, the relation sign(A) = A(A 2 ) −1/2 holds. The first example of a generalized sign function is obtained by extending the stem function sign(λ) to the imaginary axis. For example, the function
with
is a stem function of a generalized matrix sign function.
A second example of a generalized sign function arises from the stem function
A third example of a generalized sign function defined on the spectrum of a matrix is
and all the derivatives are defined to be zero, i.e.,
Since in this paper we define the generalized sign function for nonsingular matrices, we leave f (λ) at λ = 0 undefined.
Right and left decompositions of square matrices
Theorem 4.1. Given a nonsingular scalar product defined by N ∈ K n×n and a generalized sign function σ :
where, with
[N ] = W and the matrix S ∈ K n×n is r-positive-definite, N-selfadjoint and NΣ-selfadjoint, if and only if F is nonsingular and (F [N ] )
[N ] = F . When such a decomposition exists it is unique, with S given by S = (ΣF
and commutes with F
[N ] F , and ΣF [N ] F is N-selfadjoint with no zero or negative real eigenvalues. Thus the principal square root
is well-defined and is r-positive-definite and N-selfadjoint (the latter follows from Lemma 3.1 (b) in [17] , for example). Since both Σ and S are primary matrix functions and thus polynomials in F [N ] F , Σ and S commute. We compute
That is, S is NΣ-selfadjoint.
and ΣS = SΣ, we find
from which
Now we show that the decomposition F = W S is unique. Assume there is another decomposition F =WS where, with Σ = σ( 
Since S is N-selfadjoint and NΣ-selfadjoint, then S commutes with Σ, and it follows that ΣF [N ] F = S 2 . Since S is r-positive-definite, implying that it is nonsingular, then ΣF
[N ] F is nonsingular, it follows that F [N ] F and F are nonsingular.
Theorem 4.2. If a nonsingular matrix F ∈ K
n×n has a decomposition F = W S in Theorem 4.1, then F also has a decomposition
where, with Σ ′ = σ(F F [N ] ), the matrix S ′ ∈ K n×n is r-positive-definite, N-selfadjoint and NΣ ′ -selfadjoint, and the matrix W ∈ K n×n is (NΣ ′ , N)-unitary. When such a decomposition exists it is unique, with S ′ given by (26) and (32) is the same one.
and σ is a primary matrix function, then
Since W is nonsingular, it follows that [N ] = F . We end this section by discussing the decomposition in the terms of the matrix determinants. 
Proof. Let F be a nonsingular matrix.
) and the fact that σ is a generalized sign function, it follows that | det Σ | = | det Σ ′ | = 1, which is (39). Taking the determinant of (29, 35) it then follows that | det W | = 1, which is (37). And in the case K = R, (37) becomes (36). Finally, to prove (38) for Σ, take the determinant of S 2 = ΣF [N ] F and obtain
For bilinear forms, (40) becomes
If K = R, one must then have det Σ = +1. For sesquilinear forms, since S [N ] = S, then det S = det S, so det S is real. In addition,
Since (det S) 2 > 0 and (det F )(det F ) > 0, it follows that det Σ = +1. A similar reasoning leads to (38) for Σ ′ .
As a side remark, we notice that if in Definition 3.2 the condition |λ| = 1 on the eigenvalues of σ(A) is not imposed, then for the decompositions F = W S = S ′ W in Theorems 4.1 and 4.2 one finds det Σ > 0 and det Σ ′ > 0 for real bilinear and sesquilinear forms, det Σ = 0 and det Σ ′ = 0 for complex bilinear forms, and | det W | = 1/| √ det Σ|. We have chosen the condition |λ| = 1 in Definition 3.2 so as to make the matrix W analogous to a unitary matrix in terms of its eigenvalues.
Right and left decompositions of rectangular matrices
Theorem 5.1. Let M ∈ K m×m and N ∈ K n×n be nonsingular matrices with m ≥ n, and let σ : K n×n → K n×n be a generalized matrix sign function. A rectangular matrix F ∈ K m×n has a decomposition
where, with Σ = σ(F [M,N ] F ), the matrix S ∈ K n×n is r-positive-definite, Nselfadjoint and NΣ-selfadjoint, and the matrix W ∈ K m×n has (M, NΣ 
i.e., F [M,N ] F is N-selfadjoint besides being nonsingular. Since σ is a generalized sign function, it follows that ΣF
is N-selfadjoint, nonsingular, and has no negative real eigenvalue. Hence the principal square root
is well-defined and is r-positive-definite and N-selfadjoint. Since both Σ and S are polynomials in F [M,N ] F , Σ and S commute. So
Furthermore,
Now we show that the decomposition is unique. Assume there is another decomposition F =WS whereW andS satisfy the same conditions as S and W listed after (43). SinceS is both N-selfadjoint and NΣ-selfadjoint, thenS commutes with Σ. Thus F 
Since S is assumed to be both N-selfadjoint and NΣ-selfadjoint, then S commutes with Σ, and it follows that ΣF [M,N ] F = S 2 . Since S is r-positivedefinite, implying that it is nonsingular, then ΣF [M,N ] F is nonsingular, and it follows that F [M,N ] F is nonsingular.
Theorem 5.2. Let M ∈ K m×m and N ∈ K n×n be nonsingular matrices with m ≤ n, and let σ : K m×m → K m×m be a generalized matrix sign function. A rectangular matrix F ∈ K m×n has a decomposition
where, with Σ = σ(F F [M,N ] ), the matrix S ∈ K m×m is r-positive-definite, M-selfadjoint and MΣ-selfadjoint, and the matrix W ∈ K m×n has (MΣ, N)-orthonormal rows and satisfies (W Notice that when m = n, the matrix F is a square matrix. 
, the matrix S ∈ K n×n is rpositive-definite, N-selfadjoint and NΣ-selfadjoint, the matrix S ′ ∈ K n×n is r-positive-definite, M-selfadjoint and MΣ ′ -selfadjoint, and the matrix W ∈ K n×n is (M, NΣ 
Comments and examples
In this section, we make some comments on the previous theorems and give some examples.
Comments and examples on Theorems 4.1 and 4.2
In Theorem 4.1, when K = C, the same matrix N can define a complex bilinear product or a sesquilinear product, and in general the corresponding F = W S decompositions are different. In general, the decomposition F = W S in Theorem 4.1 of a given matrix F differs from other kinds of polar decompositions in the literature, such as the generalized polar decomposition, the H-polar decomposition and polar decompositions defined for particular product matrices.
The decomposition F = W S is related to the generalized polar decomposition in the sense that the N-selfadjoint matrix S is r-positive-definite. In particular, for the generalized sign function defined by (22), if F
[N ] F has no negative real eigenvalues, then Σ = I n and W is N-unitary, therefore, F = W S is a generalized polar decomposition.
An H-polar decomposition is defined for an indefinite inner product specified by a selfadjoint matrix H ∈ K n×n . In general, the decomposition F = W S of a matrix F for a selfadjoint matrix N = H is different from an H-polar decomposition F = L H S H of the same matrix F . , which satisfies (
The decomposition F = W S in Theorem 4.1 is computed as follows.
The decomposition F = W S in Theorem 4.1 is also in general different from other kinds of polar decompositions defined for scalar products given by particular matrices such as N = I n , N = Z, N = J, or N = D (see, e.g., [6, 17] ). Here
Example 6.4. Let the generalized sign function be defined by (22). Let the Theorems 5.1 is related to the canonical generalized polar decomposition in [13] in the sense that the N-selfadjoint matrix S is r-positive-definite. In particular, let the generalized sign function be defined by (22) i .
