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Abstract: Towards an understanding of mass transfer and hydrodynamics in packed 
bed reactors using Nuclear Magnetic Resonance 
Adeline Rachelle Klotz 
This thesis presents the implementation and development of nuclear magnetic resonance 
(NMR) techniques to study mass transfer and hydrodynamic phenomena that govern the 
performance of packed bed reactors. The aim of this work is to gain insight into factors that 
affect the process of fines deposition and mass transfer inside packed beds to ultimately enable 
optimisation of these processes.   
Although mass transfer correlations exist for pure components and mixtures, previous studies 
have failed to measure the mass transfer coefficient in situ without extensive pre-calibration. 
In this thesis, the T2-T2 method is used to measure in situ mass transfer coefficients for single 
components and mixtures without any prior calibration. For mixtures, the standard T2-T2 
method was modified to achieve chemical selectivity. Both single component and mixture mass 
transfer coefficients were found to be in accordance with a semi-theoretical correlation. 
Moreover, depending on the Reynolds (𝑅𝑒) and Schmidt (𝑆𝑐) numbers characterising the 
systems, it was illustrated that traditional mass transfer correlations can under-predict mass 
transfer coefficients in excess of 96% due to incorrect assumptions. For accurate design or 
modelling of packed beds characterised by low 𝑅𝑒 and 𝑆𝑐, this highlights the need for 
reconsidering the use of traditional mass transfer correlations. In addition, despite mass 
transfer correlations existing for mixtures, none address the non-ideal mixture effects upon the 
mass transfer coefficient. Although the chemically selective T2-T2 method was validated using 
ideal gas mixtures, some suggestions were offered for non-ideal mixtures that this pulse 
sequence can study in the future.  
Despite a plethora of existing studies on fines deposition, none have experimentally validated 
the pore-scale nature of deposits in realistic packed beds; neither have they considered how 
the mass transfer rate is affected by deposits. For the first time, through the combination of 
NMR velocimetry, compressed sensing, a pore analysis, and T2-T2 experiments, pore-scale 
phenomena were observed in a realistic bed, the guiding principles behind fines deposition were 
uncovered, and mass transfer coefficients between the bulk and pellet phase were measured. 
For two types of fines, the pore-scale fines deposition mechanism was identical. Both types of 
fines also experienced similar decreases in the mass transfer coefficient compared to the clean 
bed – for just under a five time increase in the pressure drop caused by more fines depositing, 
the mass transfer coefficient decreased by 40% and 47%, respectively. These results illustrate 
that standard correlations will over-predict the mass transfer coefficient if fines deposits are 
not accounted for. Monte Carlo simulations were also used to support the experimental 
findings, further illustrating that the mass transfer rate is affected by changes to the velocity, 
voidage, surface area and bed morphology that result from fines depositing. Furthermore, the 
properties of the fines appeared to only affect the number of molecules participating in mass 
transfer, and not the mass transfer rate itself. Lastly, comparison between the experiments 
with the two types of fines illustrated that verifying models by macroscopic experimental 
variables alone will not be a robust indicator of pore-scale fines deposition phenomena. 
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Chapter 1 
Introduction 
 
 
 
From two independent panels – the Intergovernmental Panel on Climate Change and the 
International Energy Agency Bioenergy – come two of the most widely used predictions for 
future energy use. They predict that by 2050, 25 - 30 TW [1] or 31.7 TW [2] of energy will be 
required globally. However, the World Energy Assessment Report indicates that the available 
fossil fuels to sustain the 2050 rate of energy consumption will last for several centuries [1]. 
Thus the motivation to produce renewable energy is not chiefly driven by declining resources, 
but is influenced by another factor – climate change. Indeed, the Intergovernmental Panel on 
Climate Change predict that capping CO2 levels to 1000 ppm will limit global mean 
temperature increase to 3.5 °C or less by 2100. Adopting a moderately stringent target of 
stabilizing CO2 levels to 550-650 ppm to 2050, then it is conservatively predicted the amount 
of carbon-neutral power required by 2050 will be as much as the amount of power produced 
at present from all energy sources combined [1]. The only energy generation methods capable 
of significantly contributing such carbon neutral power requirements are those that capture 
solar energy – either through solar panels or biomass [3].  
In response to the requirement for more carbon-neutral fuels, a considerable quantity of 
research and industrial interest has been generated for biomass-to-fuel processing technologies; 
in particular, aqueous-phase hydrolysis (APH) of biomass appears to be one of the most 
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promising. These methods usually require the use of a packed bed and often operate with two 
fluid phases. Although a fundamental unit operation in chemical engineering for decades, the 
processes which govern the operation of packed beds are still not fully understood. 
Subsequently, the understanding of even more complex systems which require the use of a 
packed bed is very poor, correspondingly causing technologies such as APH to be economically 
unviable. Motivated by this lack of knowledge, the research behind this thesis has been founded 
upon understanding the fundamental steps which govern particular biomass-to-fuel processing 
technologies, namely APH. Moreover, because this necessitates a study of the foundational 
principles that govern mass transfer and hydrodynamics in packed beds, the results of this 
thesis have direct relevance to packed beds of more general applications.  This section begins 
with a brief overview of biomass and the subsequent processing technologies. The fundamental 
steps to be studied that are of relevance to APH will then be outlined in Section 1.1.   
1.1. Biorefining  
1.1.1. Biomass sources 
Biomass is comprised of three main different components – lignocellulose, triglycerides and 
starches. Lignocellulose is the most abundant form of biomass and the only one not derived 
from edible sections of plants. Lignocellulose originates from agricultural residues (e.g. corn 
stover, bagasse), energy-woody crops (e.g. willow, switch grass), forestry residues (e.g. sawdust, 
wood cuttings, mill scrap), or industrial and municipal solid wastes (e.g. paper mill sludge). 
Furthermore, because lignocellulose cannot be digested by humans, processing lignocellulosic 
crop residues to produce fuels avoids the problem of land competition that biofuel crops often 
introduce [4]. Although forestry residues generate the largest amount of lignocellulose [5], the 
quantities of waste lignocellulosic biomass are difficult to ascertain due to numerous factors 
and levels that must be considered and assumed. In the US alone, according to baseline 
estimates1 by the U.S. Department of Energy (USDOE), it is predicted that by 2030 the US 
is capable of sustainably2 generating 209 – 367 million tons of dry biomass per year [6]. As 
lignocellulose-to-fuel technologies are not yet economical, it is difficult to quantify the effect 
on the energy consumption this would have, however [2] argue that sustainably accrued residue 
biomass has the capacity to generate around 10 % of the world’s energy needs by 2050. However 
these estimates do not specify the biomass conversion pathway, nor the conversions of such 
processes.  
Lignocellulose is particularly abundant because it is always present in plants (unlike 
triglycerides and starches) to contribute structural integrity. Lignocellulosic biomass is 
generally comprised of three biopolymers – hemicellulose (25-35 %), cellulose (40-50 %) and 
                                        
1 This assumes dry biomass prices of US$40-60 (2011) per dry ton 
2 The study considers only waste biomass that when collected meets restrictions on issues such as soil 
erosion, soil nutrients, biodiversity, soil-organic carbon, fertilizer demand, rotation cycles of crops and 
trees, land-use change. It also does not include energy crops. 
 
 
3 
lignin (15-20 %); each polymer is constituted by different monomers The hemicellulose is 
tangled within the crystalline cellulose, whilst the tangled mixture is sheathed in lignin, Figure 
7 [7].  
 
 
 
Figure 1.1: An illustration of lignocellulose and the individual biopolymeric components. Note how the cellulose is 
sheathed in hemicellulose, which is in turn bound by lignin. One of the reasons lignocellulose is difficult to 
depolymerize is because of this extensive sheathing. Further, although sugar monomers in cellulose are identical to 
those in starch, the bonding between monomers is opposite. Starch is bonded by 𝛼 bonds, and are much easier to 
break than the 𝛽 bonds linking cellulose. An illustration of the starch structure is shown on the left for comparison 
to lignocellulose components. Figure adapted from [8], [9].  
 
As the lignocellulosic structure is difficult to break, it is therefore no surprise that currently 
available biofuels have originated from the less abundant, easier to transform constituents of 
biomass – starches and triglycerides [10]. Ethanol production from starches present in corn 
and sugar cane is the current primary biomass conversion technology. Because it is readily 
blended into fuels for existing, non-modified engines, it has enjoyed large success. Triglyceride 
technologies producing biodiesel are efficient, however such methods are constrained by the 
availability of triglycerides which are currently extracted from oil in edible plant seeds [11]. 
As such, low quality or waste oils have been considered for biodiesel production, however the 
large quantities of water and impurities can complicate their conversion [7]. Unless non-edible 
oil or oil producing algae become a significant alternative from edible seed oils, both [12] and 
[7] concur that triglycerides will not be able to significantly contribute to the biofuel market 
and should be used instead for high value added chemicals. 
Lignin
Cellulose
Hemicellulose
Starch
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1.1.2. Biomass processing pathways 
There are a vast array of different techniques to transform biomass into useful products. To 
address the challenge of transforming the lignocellulose, two strategies exist.  
The first, known as aqueous phase hydrolysis (APH), involves isolating the biopolymers and 
then separating them into sugar monomers. Aqueous phase reforming (APR) methods can 
then be used to produce a plethora of different chemicals from these sugars including H2, 
syngas, light alkanes, liquid alkanes, monofunctional intermediates and platform molecules, 
where reaction selectivity depends heavily on the catalyst support, active metal, and process 
conditions [7]. Interestingly, it has been estimated that an industrial scale APR technology 
producing liquid fuels can economically compete with petroleum-based fuels at crude oil prices 
greater than US$60 a barrel [13]. Alternatively, aqueous phase processing (APP) methods can 
process the sugars, involving additional chain-lengthening steps compared to APR to produce 
larger alkanes, platform chemicals, and aviation fuel in the range C8-C15 [10, 11]. Overall, APR 
and APP methods are unique in that they can selectively produce specified products. 
The second approach thermochemically treats raw lignocellulose via combustion, gasification, 
pyrolysis or liquefaction [14]. However, a disadvantage of combustion is that it only produces 
heat and no transportable fuels [15]. Pyrolysis and liquefaction are cheaper than APH methods, 
however the main product is bio-oil, which must be upgraded [often expensively] due to high 
corrosiveness, instability and immiscibility with refinery feedstocks [7]. Extensions of pyrolysis, 
such as [fluidized] catalytic fast pyrolysis are additionally expensive due to grinding energy 
requirements [16]. Lastly, despite gasification being a mature technology, the syngas it 
produces must be upgraded before transportation to different locations [15]. A brief summary 
of the processing techniques is provided in Figure 1.2.  
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Figure 1.2: Overview of different methods to process lignocellulose into valuable products. Note how aqueous phase 
hydrolysis methods are capable of producing specific, tailored products.  
    
1.1 Foundational principles researched in this thesis 
Most recently, APH methods have been shown to produce biofuels and tailored chemicals in 
one reactor, some without extensive pre-milling of the feed [17, 14, 18] which can most often 
be the most expensive step in biomass conversion technologies [19]. Importantly, using a single 
reactor is foreseen to significantly reduce capital and operating costs. For these reasons, these 
so called ‘one-pot’ APH processes possess a significant advantage over other biomass-to-fuel 
technologies and have gained recent popularity. Understanding the fundamental principles of 
the one-pot APH methods will thus provide the motivation for developing methodologies in 
this thesis; these methodologies are additionally applicable to more general reactors and packed 
beds.  
In one-pot APH reactions, hot water has been shown to unravel both the hemicellulose and 
cellulose in lignocellulose. Operating conditions are characterised by high pressures (50-60 bar) 
and high temperatures (150-230 °C). Although most one-pot reactors contain two separate 
phases, some include only a single phase [18]. Furthermore, the degree of feedstock milling 
varies between one-pot studies; some use finely milled feedstocks such as sawdust (e.g. [14]) 
whilst others use woodchips (e.g. [20]). If woodchips are used, they will hollow out as the 
reaction proceeds. Additionally, in all biomass reactors, large amounts of coke form. Indeed, 
such extensive coke build-up can occur in normal reactors that one author engineered a special 
four-phase reactor to help alleviate these problems [10].   
Lignocellulose
Aqueous phase 
hydrolysis
Thermochemical
Combustion
Gasification
Pyrolysis
Liquefaction
Heat
Heat + syngas
Bio-oil
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Feedstock General conversion 
technologies
Specific conversion 
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Although one industrial APH study noted the importance of hydrodynamics and mass transfer 
in one-pot reactions [20], none of the studies have quantified their effects. Indeed, all studies 
have predominately focussed on understanding the reaction chemistry and selecting the most 
effective catalyst. Consequently, the reaction chemistry and most appropriate catalyst choice 
have not been the focus of this thesis. Some suggestions for future work pertaining to this area 
are however offered in Chapter 10. Instead, to aid understanding in one-pot processes, 
hydrodynamics and mass transfer have been the focus of further study for it is known that 
they are inextricably linked [21]. In addition, through a comparison of the reaction and mass 
transfer rates, it can be determined if the reactions or the mass transfer limit the process.  
Perhaps the most apparent hydrodynamic aspect of one-pot reactors that merits further study 
is the liquid velocity field surrounding the packing. As the solid lignocellulose dissolves, the 
packing changes and will undoubtedly alter the adjacent flow fields. Furthermore, production 
of highly viscous products may alter the liquid flow. In addition, velocity images of the flow 
fields surrounding the continuous or bubbly gaseous phase would further an understanding of 
the system, for instance through examining the role of mixing (e.g. [22]). However, to achieve 
the required temporal resolution for imaging bubbles, rapid velocity imaging techniques are 
required which is beyond the scope of this thesis. Nevertheless, a time-averaged NMR 
velocimetry technique is presented and validated in Chapter 4 for liquid flow through a packed 
bed; Chapter 5 considers a 75% acceleration of the same pulse sequence using compressed 
sensing. These techniques are applied in later chapters to study the relationship between 
hydrodynamics and mass transfer.  
To aid in the understanding of mass transfer in one-pot reactions, there are two main aspects 
that can be considered. Firstly, as mass transfer correlations for similar systems do not exist, 
standard correlations of remotely relevant systems must be used in system design and 
modelling. For example, trickle flow correlations would be the most obvious option to estimate 
mass transfer characteristics of single phase APH. However, these standard correlations may 
be inaccurate due to the differences in the flow fields, non-ideal mixture interactions and 
changes to the packing structure (i.e. the one-pot packing dissolves as time proceeds). Thus, 
to acquire accurate mass transfer coefficients and understand the processes that affect mass 
transfer, in situ measurements are necessary. Accordingly, Chapter 6 introduces the NMR 
methodology for measuring a mass transfer coefficient in situ. In extending these concepts, 
Chapter 7 provides chemically selective in situ mass transfer measurements. The chemically 
selective mass transfer coefficients are subsequently compared to single phase coefficients to 
determine the effect of mixture interactions upon mass transport. In addition, Chapter 3 
outlines factors that will ensure robust measurements when these NMR methodologies are 
employed.  
The second aspect of mass transfer warranting further examination is the plugging of one-pot 
reactors with fine particles that are either produced in situ or are entrained in the reactor feed. 
As time proceeds, fine particles will deposit in the bed, reducing the catalyst activity and 
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increasing the pressure drop. Conducting a pore analysis from the velocity images acquired 
according to the principles outlined in Chapter 5, the mechanism which governs fines 
deposition is discussed in Chapter 7. Simultaneously, using the mass transfer methodology 
outlined in Chapter 6, mass transfer changes due to fine particle deposition are also analysed. 
Likewise, Chapter 8 draws upon the same methodologies to study a different type of fine 
particle deposition. 
Thus, this thesis has developed techniques to study the hydrodynamic and mass transfer 
characteristics that govern single-phase, multi-component packed beds. With the suggestions 
offered in Chapter 10, development of these techniques should enable better designed one-pot 
reactors due to generating accurate predictions of their behaviour, thus potentially enabling 
efficient biofuel production from such systems in the future.   
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Chapter 2 
NMR theory 
 
 
 
 
 
Magnetic resonance of nuclei was first measured in the laboratory of Rabi in 1937. Awarded a 
Nobel Prize for his discovery, Rabi’s work obtained measurements of single, isolated particles 
from a molecular beam. It was not until late 1945 however, that two independent groups of 
researchers led by Purcell and Bloch, detected weak radio signals from condensed matter. 
Purcell approached magnetic resonance from a quantum-mechanical perspective, hypothesizing 
the phenomenon witnessed was due to a change in energy levels. Contrastingly, Bloch 
conceptualized resonance in a classical sense, arguing the phenomenon was caused due to a re-
orientation of a magnetic moment. To this day, the dichotomy of classical and quantum 
explanations for magnetic resonance phenomena still exist. Being awarded a Nobel Prize for 
their work, both Purcell and Bloch’s work constituted the birth of the field we now know as 
‘nuclear magnetic resonance’ (NMR) [1]. Shortly following the NMR measurements in 
condensed matter, other innovations arose which led to NMR spectroscopy becoming a routine 
method for chemical analysis. However, it was not until 1973 that two independent research 
groups led by Lauterbur and Mansfield, utilized gradients within NMR measurements to 
generate magnetic resonance images [2]. Aside from revolutionizing the medical industry, 
magnetic resonance imaging (MRI) has recently gained importance in science and engineering 
applications.  
In this chapter, the basic principles of NMR are introduced. As in its founding, both quantum 
mechanical and classical approaches are adopted where appropriate. Particular emphasis is 
given to imaging and relaxation, as it is the focus of the present work. For a more complete 
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treatment of NMR theory, the reader is referred to standard texts such as Levitt [3], Callaghan 
[4] and Keeler [5].   
2.1 General principles of NMR 
2.1.1 Nuclear spin 
Spin, alternatively known as the spin angular momentum, 𝑷, was born into existence on purely 
theoretical grounds through the relationship between the Schrodinger equation (SE) and 
special relativity. If a particle possesses a non-zero spin number, 𝐼, the solution to the SE 
illustrates that the associated spin angular momentum will be quantised in 2 𝐼 + 1 states, 
taking the values:   
 𝑃 = ℏ√𝐼(𝐼 + 1) , (2.1) 
where ℏ is the Planck constant divided by 2𝜋. Inextricably linked to the intrinsic angular 
momentum is the magnetism of the nuclei, quantised by the magnetic moment, μ. The 
gyromagnetic ratio, 𝛾, which is a specific property of a particular nucleus type, links both 
properties:  
 𝝁 = 𝛾𝑷 . (2.2) 
For nuclei with a positive 𝛾, the magnetic moment is aligned in the same direction as the 
angular momentum. Furthermore, contrary to the principles of classical physics, the intrinsic 
magnetism of the nuclei does not arise due to the physical movement of charged particles 
within the nucleus. 
2.1.2 The Zeeman interaction and energy levels 
Several nuclear states can exist in a given nucleus, however the lowest energy one is termed 
the ground state. The ground state itself is comprised of 2 𝐼 + 1 angular momentum energy 
levels which are not observable in the absence of an external magnetic field. However, upon 
application of an external magnetic field, Zeeman splitting occurs whereby the ground state 
splits into different spin states, each possessing a different angular momentum energy. For a 
spin half nucleus (𝐼 = ½), the ground state splits into two spin states. These states are often 
described as the 𝛼 (low energy) and 𝛽 (high energy) states, being aligned parallel and anti-
parallel to the external magnetic field, respectively. The energy of each of these states is 
described by: 
 𝐸𝑚𝐼 = −ℏ𝛾𝑚𝐼𝐵 , 
(2.3) 
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where 𝐸 is the energy and 𝑚𝐼 is the spin angular momentum. Thus, for a spin half nucleus 
(𝑚𝐼 = ± ½) the energy between two levels is given by:  
 Δ𝐸 = ℏ𝛾𝐵 . (2.4) 
Alternatively, as energy is quantised in photons, Planck’s hypothesis can be equated with 
Equation 2.3, giving the energy difference between two energy levels as: 
 Δ𝐸 = ℏ𝜔 = ℏ𝛾𝐵 , (2.5) 
where 𝜔 is the frequency. Removing common factors in Equation 2.5 yields: 
 𝜔 = 𝛾𝐵 . (2.6) 
Importantly, Equation 2.6 describes the specific frequency of energy that is required to perturb 
the system away from equilibrium, and thus change the spin state populations. This specific 
frequency is termed the Larmor frequency. At thermal equilibrium, the relative populations of 
spins observed in each energy state is described by the Boltzman distribution:  
 𝑁𝛽
𝑁𝛼
= exp (−
𝛥𝐸
𝑘𝐵𝑇
) , 
(2.7) 
where 𝑁𝑛 describes the number of spins in Zeeman state 𝑛, 𝑇 is the temperature and 𝑘𝐵 is the 
Boltzmann constant. According to the Boltzman distribution, only a very small difference 
exists in the number of spins that are observed to reside in each energy state at thermal 
equilibrium. However, when considering an ensemble that contains numbers of spins on the 
order of Avagadro’s number, a measurable difference exists, which enables signals to be 
detected. Additionally, it must be noted that spin does not strictly reside ‘in’ a single spin 
state before observation, but rather in a superposition of both states for a spin half nucleus. 
However, the act of observation alone causes the nucleus to reside a single state during 
observation. 
2.1.3 The net magnetisation vector model 
Although the individual magnetic dipole of a spin has been described using quantum 
mechanics, the expectation value of any quantum mechanics quantity follows the classical 
equations of motion in its time dependence. Therefore, the net magnetisation of a spin ensemble 
may be treated as a single vector. Without the added complications of relaxation, Bloch 
described this bulk magnetisation vector, 𝑴, analogously to classical angular momenta: 
 𝑑𝑴
𝑑𝑡
= 𝛾𝑴× 𝑩 , 
(2.8) 
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where 𝑩 is the magnetic field vector and 𝑡 is time [6]. At equilibrium, the net magnetisation 
vector rotates around the z axis at the Larmor frequency.  
2.1.4 Excitation 
To generate transverse plane magnetisation, a second magnetic field is applied to the spins, 
𝐵1. In practice, this is a short pulse of radiofrequency (RF) radiation, hereafter referred to as 
a RF pulse. In quantum mechanical terms, the RF pulse will dictate how many spins will make 
the transition to the higher energy level. Equivalently, the length of the RF pulse determines 
how much rotation the net magnetisation vector will experience. The pulse will tip the net 
magnetisation vector a certain angle from the equilibrium plane, 𝜃, according to Equation 2.9: 
 𝜃 = 𝛾𝐵1𝑡𝑝 , (2.9) 
where 𝐵1 is the magnetic field strength of the RF pulse and 𝑡𝑝 the length of the pulse. 
Furthermore, as the duration of the pulse is inversely proportional to the range of frequencies 
it excites, the pulse length often needs careful selection. A 90° on-resonance pulse corresponds 
to an equalisation of the spin states, and a loss of all net longitudinal magnetisation. Similarly, 
an on-resonance 180° pulse corresponds to an inversion of the spin states. The standard 
precession and excitation are illustrated in Figure 2.1 for a spin on resonance. Once the net 
magnetisation vector has been tipped away from its equilibrium position, it rotates around the 
𝐵1 field at the Larmor frequency. To simplify this situation, the reference frame is often taken 
to be one which rotates at the Larmor frequency, ensuring the net magnetisation vector appears 
stationary.  
 
 
 
Figure 2.1 Representations of the net magnetisation vector are shown in bold. a) At equilibrium, the net 
magnetisation vector precesses at the Larmor frequency, parallel to the primary magnetic field, B0. b) Upon 
application of a magnetic field perpendicular to B0, the net magnetisation vector moves to precess around B1, if the 
transmitter is set to be on resonance with the Larmor frequency.  c) In the rotating frame, the net magnetisation 
vector appears stationary if the frequency it rotates with is equal to the frequency at which the rotating frame 
revolves.  
𝐵 𝐵 𝐵 
𝐵1 𝐵1
a) b) c) 
z 
y x 
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For the magnetisation vector to solely precess around the 𝐵1 field, the RF pulse must be on-
resonance. That is, the energy supplied by the spectrometer must transmit at a frequency that 
exactly matches the Larmor frequency of the spins. However, for a pulse (or spins) that are 
not on-resonance, the net magnetisation vector will rotate around an effective field. This is 
caused due to the net magnetisation precessing around a residual component of the static field 
∆𝐵 , in addition to the RF field, 𝐵1. The angle, 𝜑, between the effective field and the 𝐵1 field 
is given by: 
 
tan𝜑 =  
∆𝐵 
𝐵1
= 
𝛾∆𝜔𝑜𝑓𝑓
𝐵1
 , 
(2.10) 
where ∆𝜔𝑜𝑓𝑓 is the difference between the offset from the reference frequency.  
2.1.5 Detection 
Following excitation, the magnetic moment precesses at the Larmor frequency, 𝜔 , with a 
component in the transverse plane, 𝑀𝑥,𝑦. In the laboratory frame and in the absence of 
relaxation effects, the precession in the transverse plane is described by:  
 𝑀𝑥,𝑦(𝑡) = 𝑀 𝑠𝑖𝑛𝜃(𝑐𝑜𝑠𝜔 𝑡 + 𝑖𝑠𝑖𝑛𝜔 𝑡) , (2.11) 
where 𝑀  is the bulk magnetisation at thermal equilibrium. This rotation of the net magnetic 
moment creates a temporally changing magnetic field, inducing a temporally changing voltage 
in the coil surrounding the sample. This induced signal – also known as the free induction 
decay (FID) – oscillates at a frequency on the order of MHz. As analog to digital converters 
(ADCs) cannot digitize at the MHz rate, it is fed to two mixers, along with a reference 
frequency, one of which is 90° out of phase with the other. This quadrature detection allows a 
complex signal oscillating at a MHz rate to be acquired much lower than a MHz rate. The 
quadrature detection thus produces two signals that are 90° out of phase with each other – 
one is termed the real FID and the other is termed the imaginary FID. Furthermore, the 
separation between each digital sampling point is known as the dwell time (𝐷𝑊). The 𝐷𝑊 
determines what window of frequencies are sampled, 𝑆𝑊, via  
 
𝑆𝑊 =
1
𝐷𝑊
 . 
(2.12) 
In accordance with the Nyquist-Shannon sampling theorem, 𝑆𝑊 must be at least twice the 
maximum analog frequency component to avoid aliasing artefacts.  
To identify resonant frequencies within the acquired signal, a Fourier transformation must be 
performed on the signal, 𝑆(𝑡) (𝑆(𝑡) is proportional to 𝑀𝑥,𝑦): 
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𝑆(𝜔) = ∫ 𝑆(𝑡)𝑒−𝑖2𝜋𝜔𝑡
∞
−∞
 𝑑𝑡. 
(2.13) 
The Fourier transformed data, 𝑆(𝜔), known as an NMR spectrum, will contain peaks at each 
resonance frequency present. Furthermore, the intensity of each peak will be proportional to 
the number of NMR nuclei resonating at each specific frequency. An example of the Fourier 
transformation process is illustrated in Figure 2.2.  
 
 
Figure 2.2: A pulse-acquire experiment. The 90° pulse produces a free induction decay (FID) which is a function of 
time. Fourier transforming the FID will determine the constituent frequencies and their associated amplitudes, as 
shown by the peak on the right, located at a frequency of 𝜔 .    
 
2.1.6 Relaxation  
After an RF pulse is applied, the system will dissipate energy and increase in entropy as the 
net magnetisation vector relaxes back to its equilibrium value. Two constants describe this 
return to equilibrium – the spin-lattice relaxation and the spin-spin relaxation.  
2.1.6.1 Spin-lattice relaxation 
The spin-lattice relaxation time, T1, involves a loss of energy from the spin system to its 
surroundings (the lattice). For the magnetisation vector, it describes the return of the 
longitudinal component of 𝑀 (𝑀𝑧) to its equilibrium value, 𝑀 . The continuous change in the 
net magnetisation is observed due the individual spin precessions wandering back to the initial 
equilibrium state. This change is induced due to molecular rotations, which induces changing 
local magnetic fields in neighbouring molecules. However, only molecular rotations producing 
fields which fluctuate at the Larmor frequency will induce changes in the system’s energy. The 
change in 𝑀𝑧 can be described via a phenomenological equation:  
 𝑑𝑀𝑧
𝑑𝑡
= −
𝑀𝑧 −𝑀 
𝑇1
 . 
(2.14) 
ω0 Frequency
90 
Time
Fourier 
transform
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Furthermore, the solution to Equation 2.14 is given by: 
 
𝑀𝑧(𝑡) = 𝑀𝑧(0)𝑒
−
𝑡
𝑇1 +𝑀 (1 − 𝑒
−
𝑡
𝑇1) .  
(2.15) 
According to this equation, T1 is characterised as the time for approximately 63% of the 
magnetisation to return to equilibrium with B0 after a 90° pulse (𝑀𝑧(0) = 0). 
The most common method to measure T1 is through the inversion recovery (IR) method [7]. 
This sequence involves applying a 180° pulse, followed by a 90° pulse, separated by a time 𝜏. 
Several experiments must subsequently be conducted with varying values of 𝜏. For IR, with 
the initial condition of 𝑀𝑧(0) = −𝑀  and evaluating at 𝑡 = 𝜏, Equation 2.15 becomes:  
 
𝑀𝑧(𝑡) = 𝑀 (1 − 2𝑒
−
𝜏
𝑇1) . 
(2.16) 
Thus, to obtain T1, the signal for each 𝜏 value must be Fourier transformed with the 
subsequent peaks or areas (𝑀𝑧) being fitted according to Equation 2.16. Furthermore, between 
experiments, to ensure accurate values of T1 are obtained (or non-T1-weighted data), a time 
of 5T1 must elapse to ensure that 99% of 𝑀  is recovered.  
2.1.6.2 Spin-spin relaxation 
Just as T1 describes the return of 𝑀𝑧 back to equilibrium, the spin-spin relaxation time, T2, 
describes the return of 𝑀𝑥,𝑦 back to equilibrium. Due to the movement of subatomic particles 
within the nuclei, microscopic fluctuations in each nucleus’ magnetic field occur, inducing 
slightly different local fields for each nuclei. Producing slightly different Larmor frequencies in 
each nuclei, it generates a loss in detectable signal over time, due to coherence between the 
individual angular momentum phases being lost. Additionally, T2 does not require specific 
frequencies of rotation to induce relaxation as T1 does as the relaxation is not associated with 
a change of spin states, but rather coherence between spin phases. As with T1, there is also a 
phenomenological equation to describe how this return to equilibrium occurs: 
 𝑑𝑀𝑥,𝑦
𝑑𝑡
= −
𝑀𝑥,𝑦
𝑇2
 . 
(2.17) 
The solution to Equation 2.17 is: 
 
𝑀𝑥,𝑦(𝑡) = 𝑀𝑥,𝑦(0)𝑒
−
𝑡
𝑇2  . 
(2.18) 
Although the T2 of a sample is often desired in measurements, inhomogeneities in the primary 
magnetic field can exacerbate the loss of coherent net angular momentum phase, thus causing 
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a decrease in the measured T2 value compared to the true T2 value. The resulting apparent T2 
is termed T2* and is defined by 
 1
𝑇2
∗ =
1
𝑇2
+
1
𝑇2
′ . 
(2.19) 
where 1/T2′ is the additional dephasing factor. Although methods for measuring T2 alone will 
presently be discussed in Section 2.1.7, to approximate the value of T2*, the full width at half 
maximum (𝐹𝑤) of the Fourier transformed data can be used, assuming the peak is Lorentzian 
in shape: 
 
𝑇2
∗ =
1
𝜋𝐹𝑤
 . 
(2.20) 
 
2.1.6.3 Comparing spin-lattice and spin-spin relaxation times 
Because each relaxation time depends on different mechanisms, it is not surprising that T1 and 
T2 can widely differ in solids and liquids, Figure 2.3. Indeed, a given system with a specific 
phase of matter will have an autocorrelation time 𝜏𝑐, describing how long the molecule will 
take on average to rotate by one radian. The fluctuation of the local magnetic fields due to 
rotation over 𝜏𝑐 is described by the correlation function. Fourier transformation of the 
correlation function yields the spectral density function, describing the rotational frequencies 
and their amplitudes. As the molecules rotate faster (i.e. 𝜏𝑐 becomes smaller), the spectral 
density function shows a greater range of frequencies are experienced by the rotating molecules. 
At 𝜏𝑐 = 1/𝜔 , the spectral density is at maximum. Thus, for 𝜏𝑐 > 1/𝜔  or 𝜏𝑐 < 1/𝜔 , less 
efficient T1 relaxation results due to a lower probability for the rotational frequencies to be at 
the Larmor frequency. However, T2 has a component of its relaxation which does not rely on 
frequencies being at 𝜔 , dominating at high 𝜏𝑐. For this reason, T2 relaxation becomes very 
efficient at high correlation times. For a basic primer on the relationship between T1, T2 and 
the rate of molecular tumbling, the reader is referred to the BPP theory [8].  
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Figure 2.3: Comparison of true relaxation times, T1 and T2, as a function of the correlation time, 𝜏𝑐. For both T1 
and T2, the spectral density at 𝜔  is a factor that determines how efficient relaxation will be. However, for T2, there 
is also a term independent of 𝜔  which promotes relaxation. Thus, for T1, the relaxation efficiency follows the shape 
of the spectral density curve, with the most efficient relaxation occurring at 1/𝜔 . For T2 this is also true, until the 
𝜔 -independent term dominates at high 𝜏𝑐 values, relaxation becoming even more efficient.  
 
The most dominant mechanism for T2 relaxation in fluids is dipole-dipole relaxation. According 
to the BPP theory, this relaxation mechanism occurs due to different rates of molecular motion 
(described through 𝜏𝑐), in addition to other physical parameters. Thus, different molecular 
mobility environments within the sample will yield theoretically distinct T2 values [4]. An 
example of this is found when liquids are attached to surfaces. In such an instance, the layer 
closest to the surface will have severely restricted motion, and as a result, will undergo more 
efficient relaxation and thus possess a lower T2 value.  
2.1.7 Spin echoes 
Due to magnetic field inhomogeneities introducing a field spread across the sample, 𝛥𝐵 , 
transverse magnetisation coherence will only last on a time order of (𝛾𝛥𝐵 )
-1. To overcome this 
limitation to the time over which magnetisation can be manipulated and measured, Hahn 
developed a technique called the spin echo [9], Figure 2.4. Creating transverse magnetisation 
with a 90° pulse, the individual magnetisation vectors begin to dephase during the period 𝜏. 
The 180° pulse flips the dephasing magnetic vectors around the transverse plane, slowly 
regaining coherence in the next 𝜏  period until the dephasing magnetisation vectors come into 
complete coherence at 2𝜏. At this point, a signal echo is formed. Due to the phases of the 
pulses (and their phase cycling), Hahn was able to illustrate that the spin echo refocusses the 
Correlation time 𝜏𝑐 [s]
Slow Fast
Relaxation 
time [s]
T1
T2
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magnetisation component from excitation at a time 2𝜏 whilst eliminating the component of 
magnetisation from the inhomogeneous field. To measure T2, the spin echo experiment must 
be repeated with different values of 𝜏, and each subsequent echo Fourier transformed. After 
plotting the integral or height of each of these peaks as a function of 𝜏, a value of T2 can be 
extracted through a fit to Equation 2.18. However, although the spin echo is capable of 
removing static background inhomogeneities, it cannot elimination attenuation due to 
macroscale motion or diffusion. 
 
 
Figure 2.4: The evolution of the net magnetisation vector during the spin echo, assuming the on-resonance condition.  
a) After the 90° pulse the net magnetisation vector is flipped into the transverse plane. b) During 𝜏, the coherence 
between the individual magnetisation vectors is reduced. c) The 180° pulse flips the de-phasing magnetic moment 
around the transverse plane. The individual magnetisation vectors are still continuing to move in the same direction 
as they were prior to the 180° pulse. d) The coherence is regained between the individual magnetisation vectors 
throughout the second τ period, the dephasing vectors coming into phase a time 2τ later. An echo is formed at this 
point. 
 
To largely remove the effects of macroscale movement through inhomogeneous fields, another 
technique can be used to measure T2 instead, the Carr-Purcell-Meiboom-Gill (CPMG) pulse 
sequence [10]. An extension of the spin-echo, the CPMG employs a train of 180° pulses 
separated by a time of 2𝜏, Figure 2.5. The train of 180° pulses causes multiple echoes to be 
generated, each new echo of slightly lower intensity than the previous due to T2 relaxation. 
By taking the maximum point of each echo, a decaying signal is formed (also known as the 
decay envelope), which can be fitted to Equation 2.18 to obtain a value of T2. Because the T2 
decay can be sampled using very small values of 𝜏 over many echoes in a CPMG compared to 
the spin echo which must sample both large and small 𝜏 values, the CPMG experiment can 
largely remove the effects of diffusion or motion attenuation [11].  
Time
90 180 Echo
𝜏 𝜏
a) b) c) d) e)
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Figure 2.5: The CPMG pulse sequence. A train of 180° pulses are used to repeatedly refocus the dephasing net 
magnetisation vector, at intervals of 2τ. The maximum point of the echo is taken to construct a decay envelope, 
which is a function of T2.  
 
2.1.8 Chemical shift 
Small magnetic fields are generated in the valence and bonding electrons of nuclei. The external 
magnetic field that each nuclei experiences will thus be enhanced or shielded according to the 
electrons that are bonded to it. Consequently, the spins in nuclei with different electron 
configurations will rotate at different Larmor frequencies, known as the chemical shift 
phenomenon. Upon Fourier transformation, the signal from systems exhibiting chemical shift 
will produce several peaks, as is illustrated in Figure 2.6. The frequency of these peaks is 
compared to a reference compound and their location is expressed in a parts per million (ppm) 
scale. These peak locations compared to a reference compound are also known as the chemical 
shift of a particular substance. To identify atoms or functional groups, experimental chemical 
shift values are routinely compared with literature chemical shift values.  
 
 
Figure 2.6: Different nuclei types cause several different frequencies to be present in the FID due to the phenomenon 
of chemical shift. When the resulting signal is Fourier transformed, the different nuclei produce peaks of differing 
amplitude at different frequency values. These can be compared to a reference compound frequency shift to enable 
plotting on a ppm scale. Each of these subsequent peak locations (𝛿1 and 𝛿2) are known as the chemical shifts for 
each particular nuclei type.  
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2.1.9 Phase cycling 
The pulse of every NMR experiment has an associated phase, defined as the axis along which 
the RF magnetic field oscillates. The phase of the pulse thus determines the plane that the net 
magnetisation vector is flipped into, subsequently altering the phase of the FID. Likewise, the 
spectrometer receiver also has a phase associated with it. This receiver phase is the phase shift 
that is added to the reference frequency in the mixers. To suppress instrumental artefacts, the 
phases of both the phase and receiver must be altered over several repeat experiments 
according to a phase cycle. In conjunction with additional theory, this phase cycling technique 
is used to select NMR signal of interest or to suppress spurious signals. For a review on phase 
cycling, the reader is directed to [3, 5].  
2.2 Principles of MRI 
2.2.1 NMR gradients 
To generate magnetic resonance images, a gradient in the static magnetic field 𝐵  is required. 
Figure 2.7 visually illustrates the impact of a magnetic field gradient applied to a primary 
magnetic field in three different directions.  
 
Figure 2.7: Illustrating how the primary magnetic field can be modified by gradients, to give different local magnetic 
fields in the direction of the gradient.  a) The primary magnetic field, assumed to be homogeneous, is constant in 
all locations. The primary magnetic field is modified by a gradient in the b) x direction, the c) y direction and the 
d) z direction. 
 
In a static magnetic field of strength 𝐵𝑜, the precession rate of the net magnetization vector is 
given by Equation 2.1. It is repeated here for clarity: 
 𝜔 = 𝜔 = 𝛾𝐵𝑜 . (2.21) 
Furthermore, following an excitation pulse, the signal detected in the transverse plane can be 
described by a rewritten form of Equation 2.11:  
 𝑀𝑥,𝑦(𝑡) = 𝑀 𝑒
𝑖𝜔0𝑡 . (2.22) 
Substituting Equation 2.21 into Equation 2.22: 
z
x
y
Original Gradient, x Gradient, y Gradient, za) b) c) d)a  b) c   
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 𝑀𝑥,𝑦(𝑡) = 𝑀 𝑒
i𝛾𝐵𝑜𝑡  . (2.23) 
If a gradient of strength 𝑮 is subsequently applied to the sample in a direction 𝒓, a position 
dependent frequency of the spins is created, as illustrated in Figure 2.8a. If the primary 
magnetic field, 𝐵 , is significantly larger than the applied gradient field, the position dependent 
frequencies of spin isochromats can be mathematically described according to:  
 𝜔(𝒓) = 𝛾(𝐵o + 𝑮 ∙ 𝒓) . (2.24) 
Thus, upon application of a gradient, the transverse magnetisation of a spin isochromat is 
given by: 
 𝑀𝑥,𝑦,𝑖𝑠𝑜(𝒓, 𝑡) = 𝑀 ,𝑖𝑠𝑜(𝒓, 0)𝑒
i𝛾(𝐵o+𝑮∙𝒓)𝑡  , (2.25) 
where the subscript ‘iso’ refers to the magnetisation of the isochromat. Furthermore, the total 
normalised spin density, 𝜌(𝒓), is given by:  
 
𝜌(𝒓) =
 𝑀 ,𝑖𝑠𝑜(𝒓, 0)
∫ ∫∫  𝑀 ,𝑖𝑠𝑜(𝒓, 0) 𝑑𝒓
 , 
(2.26) 
where ∫∫∫  𝑀 ,𝑖𝑠𝑜(𝒓, 0) 𝑑𝒓 is the total sample signal at time 0. If both sides of Equation 2.25 
are divided by the total sample signal at time 0, then an expression for the total normalised 
signal is obtained: 
 
𝑆(𝑡, 𝒓) = ∫∫∫𝜌(𝒓)𝑒i𝛾(𝐵0+𝑮∙𝒓)𝑡d𝒓  . 
(2.27) 
Furthermore, assuming on resonance detection in the rotating frame of reference, Equation 
2.27 becomes:  
 
𝑆(𝑡, 𝒓) = ∫∫∫𝜌(𝒓)𝑒i𝛾𝑮∙𝒓𝑡d𝒓 , 
(2.28) 
which takes the form of a Fourier transform. To extend the analogy further and simultaneously 
simplify the mathematics, the concept of 𝒌-space was introduced [4]. Although an 
understanding of 𝒌-space is covered more extensively in Section 2.2.2, at present, it is sufficient 
to simply define a reciprocal space vector, 𝒌, defined according to:  
 
𝒌 =
𝛾𝑮𝑡
2π
 . 
(2.29) 
Lastly, in substituting 𝒌 into Equation 2.28: 
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𝑆(𝒌) =  ∫∫∫𝜌(𝒓)𝑒2πi𝒌∙𝒓d𝒓 
(2.30) 
Thus, the NMR signal is simply described as a function of 𝒌 and is related to the spin density, 
by definition, through Fourier transformation. Hence by applying an inverse Fourier transform 
to a signal acquired in 𝒌-space, a map of spin density – an image – may be produced: 
 
𝜌(𝒓) =  ∫∫∫𝑆(𝒌)𝑒−2πi𝒌∙𝒓d𝒌 
(2.31) 
Visualisation of a Fourier transform of the spin isochromat frequencies after modification by a 
gradient is presented in Figure 2.8b.  
 
 
Figure 2.8: Illustration of the spin frequency change as gradients are introduced to a sample. a) Net magnetic 
moments of the spin isochromats are indicated as solid arrows in the ovals. Before a gradient is applied, the spin 
frequencies are the same throughout the sample, i).  However, after the application of a gradient for some period 
of time t, the spins acquire a different frequency (and phase) according to their location in z, ii). The Fourier 
transform of the signal from each system is depicted below the isochromat figures, b). The system with no gradient 
produces a spectra at a single frequency, iii) whilst the sample with an applied gradient gives a range of frequencies 
applied, each corresponding to a particular location and producing a spin density image, iv).  
 
2.2.2 The concept of 𝒌-space 
Although initially abstract, the concept of 𝒌-space is often more easily understood through a 
spatial frequency domain which is common to everyday objects, such as images. Consider the 
classic cameraman image in Figure 2.9a. Although it is hard to imagine at first, this image is 
z
Frequency distribution
(via Fourier transform)
Spin 
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Gradient, z
𝜔 𝜔
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composed of a special combination of spatial frequencies. In Figure 2.9b, the Fourier transform 
yields the frequency space of the image, also known as Fourier space. Likewise, when a gradient 
is introduced in NMR measurements, a Fourier transform of the signal equivalently yields 𝒌-
space. In frequency space, all the different constituent frequencies of the image and their 
amplitudes are recorded. Furthermore, each point in this frequency space provides the 
amplitude and phase of a particular frequency that occurs in the entire image – one point does 
not correspond to one pixel. In Figure 2.9c and Figure 2.9d, two points in frequency space 
have been taken and multiplied by 105. Evidently, these magnified frequency space points 
correspond to different frequencies across the image. Importantly, if all the frequencies with 
the phases and amplitudes as stored in frequency space were superimposed upon each other, 
the original image could be recreated. However, the same effect is produced through using an 
inverse Fourier transform, in a much shorter time. 
 
Figure 2.9: The cameraman image a) can be Fourier transformed and represented in frequency space, b). Each 
point in b) represents the amplitude and phase of a different frequency in the entire image. This can be further 
shown in figures c) and d) where a frequency space point is selected, multiplied by 105 and then Fourier transformed. 
Note how the frequency across the image in c) is of a different frequency and direction compared to the one in d). 
The original cameraman image has been selected from the set of demonstration images in the MATLAB toolbox 
[12] and processed by the author in MATLAB.  
 
To illustrate the overall role that various locations have within frequency space, consider 
Figure 2.10a. This figure shows the same cameraman image, of size 256 × 256 pixels, but 
generated with both the inner and outer sections of frequency space, Figure 2.10b and Figure 
2.10c, respectively. It is evident that centre frequency space points generate the overall large 
contrast forms of the image. Conversely, the outer points in the space correspond to the fine 
details in the image. 
Fourier 
transform
Fourier transform
Fourier transform
Point × 105 &
Point × 105  &
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Figure 2.10: The original camera man image a), of size 256 × 256 pixels, with additional modifications made in 
frequency space before being inverse Fourier transformed in b) and c).  b) Shows the image if only the central  
40 × 40 frequency space points are used to generate the image. Note how the overall form and contrast of the image 
can be obtained from these points.  c) Shows an image reconstructed excluding the central 180 × 180 frequency 
space points. Note how in this case, the fine details of the image have been preserved but no contrast has been 
preserved.  
 
Despite the discussion of frequency space with regards to a standard image, the same analogies 
hold true for NMR 𝒌-space. However, unlike the differing spatial frequencies that are inherently 
present in a standard image, the NMR sample must be preconditioned to possess different 
spatial frequencies. This is performed by either applying gradients of different strengths or 
duration. To simplify the discussion, the gradient is assumed to be applied along the z axis. 
Because the evolution of the isochromat phase under such a gradient is proportional to the 
isochromat displacement along z, the overall phase evolution pattern takes the form of a helix, 
Figure 2.11. This helix has a wavelength of 𝜆 given by: 
 
𝜆 =
1
𝑘
  , 
(2.32) 
where 𝑘 is a scalar point in 𝒌-space. Evidently, Equation 2.32 illustrates that 𝒌-space imposes 
a type of reciprocal frequency space upon the sample. Furthermore, it illustrates that a 
traversal of 𝒌-space must be employed to alter the imposed spatial frequencies in the sample 
through altering either the gradient strength and/or duration. To acquire an image of size 𝑛 ×
𝑛, then an equivalent number of 𝒌-space points must be acquired. Furthermore, the spacing 
between each 𝒌-space point is inversely proportional to the image FOV. In addition, the 
maximum 𝑘 value along the a given axis is inversely proportional to the pixel width in the 
direction of that axis.   
a) b) c)
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Figure 2.11: Before a gradient is applied, the spin frequencies are the same throughout the sample and all of the 
spin isochromats possess the same phase.  However, after the application of a gradient, the spins acquire a different 
frequency and phase according to their location in z. The overall phase evolution takes the shape of a helix (depicted 
in red), with a wavelength given by 𝜆.  
 
2.2.3 𝒌-space encoding 
In practice, there are two methods to acquiring data in 𝒌-space. The first method – phase 
encoding – involves applying a gradient for a fixed time. Whilst the gradient is on, the spin 
isochromats are forced to precess with different frequencies according to their location. 
However, after the gradient has been switched off, although the spin isochromats will revert 
to precessing at their original Larmor frequency, they will have acquired a spatially-dependent 
phase shift. The second acquisition method – frequency encoding – is performed during the 
application of a gradient. In this method, the signal will be constituted of many different 
frequencies that correspond to the spin isochromat locations. Frequency encoding is 
significantly quicker than pure phase encoding because multiple points in 𝒌-space can be 
acquired with one excitation; pure phase encoding requires acquisition of a single point after 
the gradient has been applied. In addition, a 180° pulse is often used to move to a diagonally 
opposite quadrant in 𝒌-space before or after frequency or phase encoding.  
2.2.4 Slice selection 
From frequency encoding, it is evident that whilst a gradient is applied to a sample, a range 
of frequencies will be imposed upon the spin isochromats. Using Equation 2.24, it can be shown 
that the thickness of the region containing varying frequencies, ∆𝑧, can be estimated via: 
 
∆𝑧 =
∆𝜔
𝛾𝐺
 , 
(2.33) 
z
Gradient, z
𝜆
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where ∆𝜔 is the range of frequencies imposed on the spin isochromats due to the gradient. 
However, to enable only the region with a frequency range of ∆𝜔 to be excited (i.e. slice 
selection), the gradient must be combined with a soft RF pulse. A soft pulse is a pulse that 
excites only a small bandwidth; it must be selected such that its excitation band corresponds 
to ∆𝜔. Theoretically, due to Fourier pair relationships, the shape of the pulse that is able to 
excite a perfectly rectangular slice would be the sinc function. However, as an infinite number 
of lobes cannot be used for excitation, a truncated sinc function or a Gaussian shaped pulse 
can often provide a reasonable substitute.  
2.2.5 Signal gating level 
To consider how robust signal gating can be performed, consider a complex signal with a mean 
magnitude of 𝜇𝑠. This signal is a combination of the true NMR signal 𝑆 and the Gaussian 
distributed background noise, possessing a mean of 0 and standard deviation 𝜎𝑆. This noise 
has been depicted in Figure 2.12 with dashed circles. Furthermore, noise in each of the real 
and imaginary channels of the quadrature receiver equally affects the real and imaginary 
components [13]. Using basic trigonometry, from Figure 2.12 it can be shown that the standard 
deviation in the signal can be calculated as: 
 
𝜎𝑆 = sin
−1 (
𝜎𝑁
𝜇𝑆
) = sin−1 (
1
𝑆𝑁𝑅
) .  
(2.34) 
 
Figure 2.12: Illustration of the resolution of a phase shift measurement. The bold arrow represents an arbitrary, 
inherently noise-free NMR signal in the complex plane. The circles represent the standard deviation of the noise 
and the dashed line represents the maximum standard deviation of the signal when 𝜇𝑠 = 0 and 𝜇𝑠 > 0.  
 
Figure 2.12 and Figure 2.13a illustrate that two Gaussian distributions exist in the MRI signal 
– one for the noise and one for the sample itself. However, when a magnitude image is taken 
Im(𝑆)
Re(𝑆)
𝜎 
𝜎 
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of the complex NMR signal, the noise regions become Rayleigh distributed [14], Figure 2.13b. 
Furthermore, in porous media systems, some voxels are partially filled with pellets, known as 
the partial volume effect. These pixels will contain intensities between the pure fluid signal 
and the noise, Figure 2.13c. Thus, to ensure robust gating, the level below which pixels are 
gated out should occur in the partial volume region of the magnitude signal distribution.  
 
Figure 2.13: Illustration of the noise (dashed line) and sample signal (solid line) distributions.  a) The real part of 
the white noise possesses a Gaussian distribution centred on zero. The other Gaussian distribution centred on a 
higher arbitrary number, 5, is the real part of the signal from non-noise filled pixels. b) After the magnitude is 
taken of the complex data, the noise distribution becomes Rayleigh distributed, whilst the true signal maintains 
the same shape.  c) When measurements are taken of porous media, the partial volume effect is evident. The 
partially fluid filled voxels cause the true signal distribution to become skewed, with partially filled voxels registering 
between the main signal and noise distributions.  
 
2.3 Principles of NMR velocimetry  
An addition to NMR imaging, phase encoding velocimetry exploits the velocity contrast of 
nuclei through an additional set of applied gradients. In Section 2.2.1, application of a gradient 
was shown to causes the frequency of spin isochromats to become position dependent according 
to Equation 2.24. Likewise, as the phase, 𝜙, at a time 𝑇 is given by  
 
𝜙(𝑇) = ∫ 𝜔(𝑡)d𝑡
𝑇
 
 , 
(2.35) 
the application of a gradient will also alter the phase of spin isochromats. The same principle 
applies in the case of velocity encoding gradients, where for spins on resonance, the phase 
accrued by the time T is given by1: 
                                        
 
1 Choosing the bulk spin isochromat movement to occur in the same direction as the gradient removes 
the dot product in Equation 2.24.  
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𝜙(𝒓, 𝑇) − 𝜙(𝒓, 0) = ∫ 𝜔(𝒓, 𝑡)d𝑡
𝑇
 
= 𝛾∫ 𝑮(𝑡)𝒓(𝑡)d𝑡
𝑇
 
 , 
(2.36) 
where 𝑡(0) corresponds to the time at which gradients are first switched on. As the position 
function can be described by a Maclaurin series, Equation 2.36 can be simplified whilst further 
assuming velocity is constant during acquisition: 
 
𝜙 = 𝛾𝒓∫ 𝑮(𝑡)d𝑡
𝑇
 
+ 𝛾
d𝒓
d𝒕
∫ 𝑡𝑮(𝑡)d𝑡
𝑇
 
+⋯  . 
(2.37) 
The first integral term, the zeroth moment, describes the phase accrued by static spins due to 
applied gradients. As the second term, the first moment, is proportional to velocity, it describes 
the phase accrued by moving spins under the influence of a gradient. Higher order terms 
describe acceleration, jerk and even higher order derivatives of motion but are usually assumed 
to be negligible. Thus, to ensure only a first order phase shift is experienced – that is, only 
encoding for velocity – a bipolar gradient set is often used, Figure 2.14a. Alternatively, an 
identical set of gradients that are separated by a 180⁰ can additionally be used to measure the 
velocity, Figure 2.14b. Using these gradient forms and assuming the higher order terms in 
Equation 2.37 are negligible, it can then be shown by altering either the gradient duration (δ), 
amplitude, or the time the bipolar gradients are separated (Δ), the resulting phase shift will 
produce velocity measurement according to:   
 
𝜙 = 𝛾
d𝒓
d𝑡
GδΔ . 
(2.38) 
However, constant background phase effects cannot be filtered out by bipolar gradients. To 
remove these, the experiment is usually repeated with the same gradients but of opposite 
polarity, and the results subtracted from each other.  
 
Figure 2.14: Two different ways in which to encode for velocity.  a) A bipolar pair of gradients will have the same 
velocity encoding effect as a pair of gradients separated by a 180° pulse, b).  
 
𝛿 Δ
𝛿
Time
Gradient
𝛿 𝛿
Time
Gradient
Δ
180°
a) b)
G G
 
 
31 
2.4 Principles of NMR diffusivity measurements 
To determine how the diffusion coefficient is measured according to pulsed field gradient NMR 
(PFG NMR) techniques, consider a molecule undergoing diffusion. Described by a particle 
hopping model, the mean time for each diffusion jump is denoted by 𝜏𝑠. Similarly, the root-
mean-square (rms) displacement in one direction for each diffusion jump can be denoted by 𝜉. 
Because the molecule has an equal probability of jumping to the left or the right, the z-axis 
displacement of the molecule from their respective origins after 𝑛 jumps will be given by: 
 
𝑍(𝑛𝜏𝑠) =  ∑𝜉𝑎𝑖
𝑛
𝑖
 , 
(2.39) 
where 𝑎𝑖 is a random number equal to ± 1. By taking an ensemble average over the square of 
𝑍, the mean square displacement along the z-axis, 𝑍2(𝑛𝜏𝑠)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , can be calculated as: 
 
𝑍2(𝑛𝜏𝑠)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =  ∑𝜉
2𝑎𝑖
2̅̅ ̅
𝑛
𝑖
= 𝜉2∑1 =
𝑛
𝑖
𝑛𝜉2  . 
(2.40) 
By defining the self-diffusion coefficient as 
 
𝐷 =
𝜉2
2𝜏𝑠
  , 
(2.41) 
the mean squared displacement along the z-axis becomes 
 𝑍2(𝑛𝜏𝑠)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 𝑍2(𝑡)̅̅ ̅̅ ̅̅ ̅ =  2𝐷𝑡  . 
(2.42) 
The mean squared displacement in three dimensions can be similarly represented as: 
 𝑅2(𝑡)̅̅ ̅̅ ̅̅ ̅ =  6𝐷𝑡  . (2.43) 
In considering only the motion along the field gradient axis, z, the local Larmor frequency after 
𝑚 jumps in the rotating frame of reference is given by a modified form of Equation 2.24: 
 
𝜔(𝑚𝜏𝑠) = 𝛾𝐺𝑧 +  𝛾𝐺∑𝜉𝑎𝑖   
𝑚
𝑖=1
, 
(2.44) 
the cumulative phase angle after a time 𝑡 = 𝑛𝜏𝑠 being subsequently calculated as 
 
𝜙(𝑚𝜏𝑠) = 𝛾𝐺𝑧𝑡 +  𝛾𝐺∑𝑔𝜏𝑠
𝑛
𝑖=1
∑𝜉𝑎𝑖   
𝑚
𝑖=1
. 
(2.45) 
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It can be shown [4] that the mean phase modulation caused by diffusion in the presence of a 
gradient is given by 
 
(Δ𝜙)2̅̅ ̅̅ ̅̅ ̅̅ =
1
3
𝛾2𝐺2𝐷𝑡3  . 
(2.46) 
Equation 2.46 serves as the foundation for describing the signal attenuation due to diffusion 
in PFG NMR experiments. It is also important to note that this result relies on the assumption 
that the diffusion of the spins can be described by a Gaussian distribution.  
2.4.1 Pulsed gradient spin echo 
The simplest pulse sequence in PFG NMR is the pulsed gradient spin echo (PGSE) [15], Figure 
2.15. In this sequence, the net magnetisation of the excited spin isochromats experience a phase 
shift proportional to their position after the temporal application of a gradient for a time 𝛿. 
The spin isochromats will continue to undergo T2 relaxation during the time 𝜏. However, the 
subsequent application of a 180⁰ pulse flips the net magnetisation around the transverse plane 
and spins begin to regain phase coherence during the next 𝜏 period. At a time Δ after the first 
gradient, an identical gradient to the first is applied. This reverses the phase that was imparted 
to the spin isochromats by the first gradient. However, due to diffusion, there will be a residual 
phase at the time of the spin echo, 2𝜏. This residual phase is described by Equation 2.46 and 
can be used to illustrate that the signal attenuation due to diffusion is given by:   
 𝑆(G)
𝑆(0)
= 𝑒−𝛾
2𝐺2𝛿2𝐷(Δ−
𝛿
3)  , 
(2.47) 
where 𝑆(G) is the signal for a gradient strength of 𝐺 and 𝑆(0) is the signal in the presence of 
no gradient. By plotting the natural logarithm of 
𝑆(G)
𝑆( )
 against 𝛾2𝐺2𝛿2(Δ −
𝛿
3
), the diffusion 
coefficient can be calculated as the slope of this plot. To generate different 𝛾2𝐺2𝛿2(Δ −
𝛿
3
) 
values, 𝐺 is routinely altered.  
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Figure 2.15: The PGSE pulse sequence is a spin echo sequence with additional gradients. It is due to the gradients 
that the diffusing spin isochromats accrue a phase shift encoded as a function of  𝛾, 𝛿, 𝐺 and 𝛥.  
 
2.4.2 Alternating pulsed gradient stimulated echo 
To largely reduce the effects of samples large background gradients and/or acquire D 
measurements on samples with short T2 values, the alternating pulse gradient stimulated echo 
(APGSTE) sequence was developed [4], Figure 2.16. Through the application of two 90⁰ pulses, 
magnetisation is stored along the longitudinal axis during a large majority of the diffusion time 
(Δ) as a function of T1. During the storage time (𝑡𝑠𝑡) a homospoil gradient is used to eliminate 
any remaining transverse magnetisation that may cause unwanted echoes at a later stage in 
the sequence. Assuming T1 > T2, this modification enables longer time-scale measurements to 
be performed. In addition, the two sets of bipolar gradients which are spaced evenly on either 
side of the 180⁰ pulses largely remove the effects of a constant background gradient. For the 
APGSTE experiments, it can be shown that the signal attenuation is given by:  
 𝑆(G)
𝑆(0)
= 𝑒−𝛾
2𝐺2𝛿2𝐷(Δ−
𝜏
2−
𝛿
12)  , 
(2.48) 
where the commonly referred to ‘b factor’ is the exponential factor 𝛾2𝐺2𝛿2(Δ −
𝜏
2
−
𝛿
12
).  
Time
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∆
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Figure 2.16: The APGSTE pulse sequence largely removes the effects of background gradients. It also enables longer 
time scale measurements than the PGSE sequence by storing the magnetisation along the longitudinal axis during 
the storage time, 𝑡𝑠𝑡. Any remaining transverse magnetisation is destroyed by the homospoil, shown by the shaded 
grey box in the figure.  
 
2.5 Principles of 2D NMR correlation measurements 
An extension of the methods in Sections 2.1.7 and 2.4,the two-dimensional (2D) counterparts 
of T2 and D experiments can offer the advantage of measuring correlations between variables. 
Furthermore, for this reason, they usually provide better identification of different T2 or D 
environments [16]. This section discusses the theory governing the 2D experiments, T2-T2 and 
D-T2. For a review of these 2D experiments the reader is directed to [17] and [18]. 
2.5.1 The T2-T2 experiment 
The T2-T2 sequence consists of two CPMG pulse trains with an echo time of 2𝜏 separated by 
a mixing time (𝑡𝑚𝑖𝑥) [19], Figure 2.17. The first CPMG train must be repeated 𝑐 times. The 
application of a second 90⁰ pulse causes the magnetisation to be stored along the longitudinal 
axis during 𝑡𝑚𝑖𝑥, a homospoil being used to remove any remaining transverse magnetisation. 
Lastly, the second CPMG loop is repeated a fixed number of times, 𝑛, the one-shot acquisition 
ensuring the maximum of each spin echo is only recorded each time. The entire experiment 
must be repeated several times, each time varying the 𝑐 value, rules for which will be outlined 
in Section 3.3.3. Spins that maintain the same T2 value for each CPMG train will appear as 
diagonal peaks in the resulting 2D T2-T2 spectrum. Conversely, spins that acquire a different 
T2 value during the second CPMG loop will appear as off-diagonal peaks, alternatively known 
as cross-peaks or exchange peaks. The different T2 values that these spins acquire illustrates 
that they have undergone exchange during 𝑡𝑚𝑖𝑥. 
 
Time
90 180 Echo
𝜏 𝜏
RF
𝐺
∆
𝛿 2
𝜏𝑡𝑠𝑡
𝜏
180 90 90 
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Figure 2.17 The T2-T2 pulse sequence. The echo time referred to is twice the 𝜏 value. A homospoil gradient (depicted 
by the shaded grey box) is applied during the mixing time to remove any non-transverse magnetisation. The entire 
sequence is repeated for a number of times equal to the number of entries in the list of incremented 𝑐 values. The 
envelopes of the spin echoes (i.e. the highest positive values) have been shown with the dashed lines to aid in 
understanding of the pulse sequence. Acquisition is one-shot and has been indicated by the filled black circle at the 
top of the spin echo envelope.  
 
2.5.2 The D-T2 experiment 
The D-T2 sequence consists of a diffusion sequence followed by a CPMG pulse train [20]. For 
experiments in this thesis, the alternating pulsed gradient stimulated echo (APGSTE) is used 
for the diffusion sequence [21]. This D-T2 pulse sequence has been illustrated in Figure 2.18. 
After the second 180⁰ pulse [of the APGSTE section], a period of 𝜏1 elapses before the CPMG 
section begins. The one-shot CPMG section is characterised by an echo time of 2𝜏2, repeated 
𝑛 times. The entire experiment must be repeated several times, each time varying the gradient 
values in the APGSTE portion of the pulse sequence.    
 
 
Figure 2.18: The APGSTE-T2 pulse sequence, referred to as the D-T2 pulse sequence for the remainder of this 
thesis. Acquisition is one-shot and has been indicated by the filled circle at the top of the spin echo.  
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2.5.3 Data processing: the inverse Laplace transform 
The raw experimental signal from 2D relaxation experiments is acquired as a function of two 
variables and can be written as a two-dimensional array, 𝑀(𝜗, 𝜏). In a T2-T2 experiment, the 
two variables represent half of the echo time in the first and second CPMG loops such that  
𝜗 = 𝜏. Alternatively, for a D-T2 experiment, the two variables represent the ‘b factor’  
(𝜗 = 𝛾2𝐺2𝛿2(Δ −
𝜏
2
−
𝛿
12
)) and half of the echo time in the CPMG loop (𝜏 = 𝜏2). However, the 
probability density, ℱ(𝑥, 𝑦), is usually of more interest than the raw signal; for a T2-T2 
experiment, 𝑥 and 𝑦 represent the T2 relaxation time distribution encoded by each successive 
CPMG loop, respectively; for a D-T2 experiment, 𝑥 and 𝑦 represent the diffusion coefficient 
distribution and the T2 relaxation time distribution, respectively. The raw signal and the 
probability density are related through a Fredholm integral of the first kind:  
 
𝑀(𝜗, 𝜏) = ∬𝑘1(𝑥, 𝜗)𝑘2(𝑦, 𝜏)ℱ(𝑥, 𝑦)𝑑𝑥𝑑𝑦 + 𝐸(𝜗, 𝜏)  , (2.49) 
where 𝐸(𝜗, 𝜏) is the experimental noise. In addition, the part of the integrand 𝑘1(𝑥, 𝜗)𝑘2(𝑦, 𝜏) 
that relates the relaxation times and/or the diffusion coefficient distributions to 𝜗 and 𝜏 is 
termed the kernel. The objective of Equation 2.49 is to obtain ℱ(𝑥, 𝑦). Furthermore, because 
ℱ(𝑥, 𝑦) is a probability density distribution, it is subject to the non-negativity constraint 
ℱ(𝑥, 𝑦) ≥ 0 for all values of 𝑥, 𝑦. This requires an inversion of the Fredholm integral.   
The inversion of the Fredholm integral with smooth kernels is considered an ill-conditioned 
problem. Hence, a small change in 𝑀(𝜗, 𝜏) will cause a large change in ℱ(𝑥, 𝑦). Although this 
problem can either be addressed via regularisation [22] or other methods [23], the technique 
used for data processing in this thesis involves the use of Tihkonov regularization as outlined 
by [24]. To apply regularization, Equation 2.49 can be approximated by a discretized matrix 
equation: 
 𝑀 = 𝐾1𝐹𝐾2
′ + 𝐸 , (2.50) 
where 𝐾1, 𝐾2 and 𝐹 are the discretized versions of 𝑘1, 𝑘2 and ℱ respectively. To obtain an 
estimate of the probability distribution function, 𝐹, Tikhonov regularization aims to minimise 
the following expression of Euclidian norms: 
 ‖𝑀 − 𝐾1𝐹𝐾2′‖2
2
+ 𝛼‖𝐹‖2
2. (2.51) 
The first norm term in Equation 2.51 measures the difference between the data and the fit. 
The second norm term is the Tikhonov regularization term and controls the smoothness in 𝐹, 
through the regularisation parameter, 𝛼. To ensure that bias is minimized in calculating 𝐹 and 
that the result is generally stable in the presence of noise, the two norm terms of Equation 
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2.51 are chosen to be comparable in size, through 𝛼. To find this optimal value of 𝛼, the L-
curve method is generally employed. Furthermore, to speed up acquisition, singular value 
decomposition (SVD) is performed on the discretized kernels before inversion is attempted. 
For more information on the L-curve and SVD methods, the reader is directed to [25] and [26],  
respectively. 
The entire process of finding an approximate solution to 𝐹 using Equation 2.51, having used 
SVD on the kernels and the L-curve method to find an appropriate value of 𝛼, are encompassed 
in what is termed the ‘inverse Laplace transform (ILT)’.  
2.5.4 Data processing: extracting exchange rates from T2-T2 plots 
To measure exchange rates from raw T2-T2 data that has undergone an ILT, acquisition 
essentially becomes three-dimensional; a separate 2D plot must be acquired for each different 
increment of the mixing time. The cross-peak intensities from these plots must then be 
integrated and plotted as a function of the mixing time. Extracting the exchange rate from 
these plots necessitates the use of a particular exchange model, each with varying degrees of 
simplification to the phenomenological Bloch-McConnell equations [27]. 
2.5.4.1 The Dortch model 
Although the formalism presented in this section describes the exchange model proposed by 
Dortch et al [28], it is also the most comprehensive model and can be used to understand the 
basis for other models. The formulation of this model, hereinafter referred to as the ‘Dortch 
model’, begins with the Bloch-McConnell equations that describe both the longitudinal and 
transverse magnetisation changes over time due to relaxation and exchange: 
 𝑑𝑀𝑧(𝑡)
𝑑𝑡
= −(𝑅1 − 𝐾)[𝑀𝑧(𝑡) − 𝑀𝑧] (2.52) 
 𝑑𝑀𝑥𝑦(𝑡)
𝑑𝑡
= −(𝑅2 − 𝐾)𝑀𝑥𝑦(𝑡) , (2.53) 
where 𝑅1, 𝑅2 are diagonal matrices of longitudinal (𝑀𝑧) and transverse (𝑀𝑥𝑦) relaxation rates, 
and 𝐾 is the exchange matrix: 
 
𝐾 =
(
  
 
−∑𝑘𝑖1
𝑖≠1
⋯ 𝑘1𝑁
⋮ ⋱ ⋮
𝑘𝑁1 ⋯ −∑𝑘𝑖𝑁
𝑖≠𝑁 )
  
 
 , (2.54) 
with 𝑘𝑖𝑗 being the exchange rate between pool 𝑖 and 𝑗.  
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To simplify the maths, one can collect the exchange and relaxation matrices into one matrix, 
𝐿1,2: 
 𝐿1,2 = −(𝑅1,2 − 𝐾) . (2.55) 
Using eigenvalue and eigenvector notation, the solutions to the Bloch-McConnell equations 
can therefore be written as: 
 𝑀𝑧(𝑡) = 𝑀𝑜 − 𝑈𝐿1[𝑑𝑖𝑎𝑔(e
−𝜆𝐿1𝑡)]𝑈𝐿1
−1[𝑀𝑜 −𝑀𝑧(0)] 
(2.56) 
 𝑀𝑥𝑦(𝑡) = 𝑈𝐿2[𝑑𝑖𝑎𝑔(e
−𝜆𝐿2𝑡)]𝑈𝐿2
−1𝑀𝑥𝑦(0) , 
(2.57) 
where 𝑑𝑖𝑎𝑔(𝑒λ𝐿1𝑡) is a diagonal matrix with diagonal entries equal to 𝑒λ𝐿1𝑡, λ𝐿1  are the 
eigenvalues of L1 and 𝑈𝐿1is a matrix with columns corresponding to the eigenvectors of L1.  
Using the general solutions to the Bloch-McConnell equations for each time period in a T2-T2 
experiment, the overarching equation describing magnetization observed during acquisition 
can be derived as:  
 𝑀𝑇2−𝑇2(𝑡1, 𝑡𝑚, 𝑡2) = 2𝑒
𝐿2𝑡2𝑒𝐿1𝑡𝑚𝑒𝐿2𝑡1𝑀  . (2.58) 
Each of the exponential terms can be further broken down via eigenvalue and eigenvector 
expansion, for example: 
 𝑒𝐿1𝑡𝑚 = 𝑈𝐿1𝑑𝑖𝑎𝑔(e
𝜆𝐿1𝑡𝑚)𝑈𝐿1
−1  . (2.59) 
Equation 2.58 is the overarching equation that describes the T2-T2 signal, incorporating T2 
relaxation during the two CPMG loops, and T1 relaxation during the mixing time. Equation 
2.58 does however neglect exchange and T1 relaxation occurring during the CPMG loops.  
2.5.4.2 The Levitt model 
Taking Equation 2.58 from the Dortch model and neglecting any relaxation during the 
encoding periods, the model hereinafter referred to as the ‘Levitt model’ can be derived [3]. To 
account for the neglect of relaxation by allowing 𝑇2 → ∞, Equation 2.58 becomes: 
 𝑀𝑇2−𝑇2(𝑡𝑚) = 2𝑒
𝐿1𝑡𝑚𝑀  . (2.60) 
With eigenexpansion Equation 2.60 becomes 
 𝑀𝑇2−𝑇2(𝑡𝑚) = 2𝑈𝐿1
−1diag(e𝐿1𝑡𝑚)𝑈𝐿1𝑀  . (2.61) 
Although Equation 2.61 defines the Levitt model, it can be written in an alternative form 
which is useful when deriving the model outlined in Section 2.5.4.3. For a two-component 
system (𝐴, 𝐵), assuming the rate of exchange is the same from 𝐴 → 𝐵 as it is from 𝐵 → 𝐴, it 
can be shown that Equation 2.61 can be alternatively written as: 
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𝑀𝑇2−𝑇2(𝑡𝑚) = 2 (
1
2
[
−1 1
1 1
] [𝑒
(−2𝑘−𝑇1
−1)𝑡𝑚 0
0 𝑒(−𝑇1
−1)𝑡𝑚
] [
−1 1
1 1
])𝑀  
                        = 2 (
1
2
[𝑒
𝑑2𝑡𝑚 + 𝑒𝑑1𝑡𝑚 𝑒𝑑2𝑡𝑚 − 𝑒𝑑1𝑡𝑚
𝑒𝑑2𝑡𝑚 − 𝑒𝑑1𝑡𝑚 𝑒𝑑2𝑡𝑚 + 𝑒𝑑1𝑡𝑚
])𝑀  , (2.62) 
where 𝑑1 = −2𝑘 − 𝑇1
−1and 𝑑2 = −𝑇1
−1. Furthermore, each element in the matrix 𝑀𝑇2−𝑇2 
corresponds to specific relaxation pool exchange route. For example, if we wish to consider a 
cross-peak: 
 
𝑀𝐴→𝐵 = 𝑀𝑇2−𝑇2(1, 2) =  2 (
1
2
(𝑒𝑑2𝑡𝑚 − 𝑒𝑑1𝑡𝑚))𝑀            
            = 2 (
1
2
(𝑒−𝑇1
−1𝑡𝑚 − 𝑒−(2𝑘−𝑇1
−1)𝑡𝑚))𝑀  
            = 2 (
1
2
(𝑒𝑘𝑡𝑚 − 𝑒−𝑘𝑡𝑚)𝑒−(𝑘+𝑇1
−1)𝑡𝑚)𝑀  
            = 2 sinh(𝑘𝑡𝑚) 𝑒
−(𝑘+𝑇1
−1)𝑡𝑚𝑀  . (2.63) 
Similarly, if we wish to consider a diagonal peak, by the same reasoning, we obtain 
 
𝑀𝐵→𝐵 = 𝑀𝑇2−𝑇2(2, 2) = 2(
1
2
(𝑒𝑑2𝑡𝑚 + 𝑒𝑑1𝑡𝑚))𝑀  
            = 2 cosh(𝑘𝑡𝑚) 𝑒
−(𝑘+𝑇1
−1)𝑡𝑚𝑀  . (2.64) 
2.5.4.3 The Callaghan model 
To derive the model that is proposed by Levitt, it is assumed that no relaxation occurs during 
the encoding periods. However, if an additional assumption is made that no longitudinal 
relaxation occurs during the mixing period, then the model used by the group of Callaghan 
[29] is obtained. With these assumptions, 𝑇1 → ∞ and therefore 𝑇1
−1 → 0. Substituting this into 
Equation 2.63: 
𝑀𝐴→𝐵 = 2 sinh(𝑘𝑡𝑚) 𝑒
−𝑘𝑡𝑚𝑀  . (2.65) 
Furthermore, using the trigonometric identity  
sinh(𝑘𝑡𝑚) =  
𝑒−𝑘𝑡𝑚 − 𝑒𝑘𝑡𝑚
2
  (2.66) 
and substituting this into Equation 2.65: 
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𝑀𝐴→𝐵 = 2(
𝑒𝑘𝑡𝑚 − 𝑒−𝑘𝑡𝑚
2
) 𝑒−𝑘𝑡𝑚𝑀   
            = 2(
1
2
(𝑒𝑘𝑡𝑚−𝑘𝑡𝑚 − 𝑒−2𝑘𝑡𝑚))𝑀  
            =  2 (
1
2
(1 − 𝑒−2𝑘𝑡𝑚))𝑀  . 
(2.67) 
Taking Equation 2.67 and applying algebraic manipulation: 
 
𝑀𝐴→𝐵 = 2(
𝑘1
𝑘1 + 𝑘1
(1 − 𝑒−2𝑘𝑡𝑚))𝑀  
            = 2(
𝜏𝐴𝐵
𝜏𝐴𝐵 + 𝜏𝐵𝐴
(1 − 𝑒−𝑘𝑡𝑚))𝑀  , 
(2.68) 
where 𝑘1 =
1
𝜏𝐴𝐵
=
1
𝜏𝐵𝐴
 and the exchange rate is given by 𝑘 =
1
𝜏𝐴𝐵
+
1
𝜏𝐵𝐴
. 
Equation 2.68 describes the model proposed by Callaghan, hereinafter referred to as the 
‘Callaghan model’.  
2.6 Application of compressed sensing in NMR  
The idea of compressed sensing can be likened to image compression in cameras, where despite 
acquisition of a large amount of data, many data points are discarded during compression. 
Indeed, compressed sensing (CS) suggests that near-perfect reconstructions may be possible 
from a smaller number of initially collected samples. Similarly, in the field of NMR, instead of 
sampling every point at the Nyquist rate, only the most important data points are acquired. 
However, because such undersampling occurs at a sub-Nyquist rate, artefacts result, which CS 
can largely remove to produce near-perfect reconstructions. Excellent reviews of CS are given 
in [30, 31, 32].  
For CS to faithfully reconstruct images, several conditions must be met. Firstly, the image 
must be sparse in some transform domain; that is, the image must be compressible. In MRI, 
the Fourier transform of the finite differences matrix is often the sparse domain of interest. 
Secondly, the artefacts that arise due to undersampling must be incoherent in the transform 
domain (i.e. image space), adding in a noise-like fashion. Thirdly, a non-linear reconstruction 
must be used to enforce both sparsity and reconstruction consistency with the acquired data 
[31]. 
If undersampled data, 𝒇, is acquired in the presence of white noise, 𝑣, with standard deviation 
σ and zero mean, the CS reconstruction problem can be mathematically posed as: 
 𝑆𝑭𝒖+ 𝑣 = 𝒇 , (2.69) 
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where 𝑆 is the undersampling scheme, 𝑭 is the Fourier transform that maps the image into 𝒌-
space and 𝒖 is the reconstructed image. Without regularisation, the simplest solution to this 
problem is:  
 𝒖 = 𝑭−1𝑆𝑇𝒇 , (2.70) 
which fills missing entries in 𝒌-space with zero. Hence, this solution for 𝒖 is often termed the 
zero-filled solution. However, because the undersampling of 𝒌-space violates the Nyquist 
criterion, the solution for 𝒖 in Equation 2.70 will be dominated by noise. An approximate 
solution for 𝒖 is thus desired, which can be obtained via regularisation.    
The regularisation process is defined by a constrained optimization problem: 
 Minimize ‖𝜓𝒖‖1 
subject to ‖𝑆𝑭𝒖 − 𝒇‖2 <  𝜖 , 
(2.71) 
where 𝜓 is the transform that turns the image into a sparse domain, the nature of which 
depends on the image and the extracted information sought after. To solve for 𝒖, the Tikhonov-
regularisation scheme for the optimization problem of Equation 2.71 becomes:  
 𝒖 ∈ minimize {
1
2
‖𝒇 − 𝑆𝑭𝒖‖2
2 + 𝛼‖𝜓𝒖‖1}  , (2.72) 
where 𝛼 is the regularization term. In Equation 2.72, the first term enforces data consistency 
and the second term promotes sparsity. The regularisation term weights the relative influence 
of the reconstructed data consistency and the sparsity. If the sparsifying transform is a finite 
difference, then the sparsifying term in Equation 2.72 is referred to as the Total Variation 
(TV) penalty or functional. Indeed, Equation 2.72 can be re-written as: 
 𝒖 ∈ minimize {
1
2
‖𝒇 − 𝑆𝑭𝒖‖2
2 + 𝛼𝐽(𝒖)}  , (2.73) 
where 𝐽(𝒖) is the TV functional. Although a myriad of sparsifying transforms can instead be 
implemented, they are not relevant to this project and thus only the TV functional is 
considered here. The first step to calculating the TV functional is by finding the discrete finite 
differences in the image:  
 
∇𝐴𝑢(𝑖, 𝑗) = {
𝑢(𝑖 + 1, 𝑗) − 𝑢(𝑖, 𝑗)  if 𝑖 < 𝑛A
0                                    if 𝑖 = 𝑛A
 (2.74) 
 
∇𝐵𝑢(𝑖, 𝑗) = {
𝑢(𝑖, 𝑗 + 1) − 𝑢(𝑖, 𝑗)  if 𝑗 < 𝑛𝐵
0                                    if 𝑗 = 𝑛𝐵 ,
 
(2.75) 
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for 𝑖 = 1,…, 𝑛𝐴 and 𝑗 = 1,…, 𝑛𝐵. Secondly, the ℓ2-norm of the total of these discrete finite 
differences must be calculated, the TV functional being calculated from the ℓ1-norm of this 
answer: 
 
𝐽(𝒖) =  ‖∇𝒖‖2,1 = ∑√ ∇𝐴𝑢(𝑖, 𝑗) 2 +  ∇𝐵𝑢(𝑖, 𝑗) 2 . 
(2.76) 
Furthermore, the solutions of variational schemes such as Equation 2.72 often suffer a loss in 
contrast. For example, soft-shrinkage thresholding will reduce the image contrast through the 
addition or subtraction of a small constant to the solution at each iteration. Alternatively, the 
Bregman iterations approach ensures that the exact loss of contrast is added back to the 
solution at the next iteration, hence improving contrast. This TV and Bregman iteration 
scheme have been implemented according to [32], without modification, in this thesis. Details 
of the undersampling schemes and further reconstruction details are provided in Chapter 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
43 
2.7 References 
[1]  J. Rigden, “Quantum states and precession: The two discoveries of NMR,” Reviews of 
Modern Physics, vol. 58, pp. 433-448, 1986.  
[2]  A. C. Society, “American Chemical Society National Historic Chemical Landmarks. NMR 
and MRI: Applications in Chemistry and Medicine,” American Chemical Society, 2011. 
[Online]. Available: aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa 
http://www.acs.org/content/acs/en/education/whatischemistry/landmarks/mri.html  
[Accessed 6 November 2017]. 
[3]  M. Levitt, Spin Dynamics: Basics of Nuclear Magnetic Resonance, Chichester: John Wiley 
and Sons, Limited, 2008.  
[4]  P. Callaghan, Translational Dynamics and Magnetic Resonance: Principles of Pulsed 
Gradient Spin Echo NMR, Oxford: Oxford University Press, 2011.  
[5]  J. Keeler, Understanding NMR Spectroscopy, Chichester: John Wiley and Sons, Limited, 
2010.  
[6]  F. Bloch, “Nuclear Induction,” Physical Review, vol. 70, pp. 460-474, 1946.  
[7]  R. Vold, J. Waugh, M. Klein and J. Phelps, “Measurement of spin relaxation in complex 
systems,” The Journal of Chemical Physics, vol. 48, pp. 3831-3832, 1968.  
[8]  N. Bloembergen, E. Purcell and R. Pound, “Relaxation effects in nuclear magnetic 
resonance absorption,” Physical Review, vol. 73, pp. 679-715, 1948.  
[9]  E. Hahn, “Spin echoes,” Physical Review, vol. 80, pp. 580-602, 1950.  
[10]  S. Meiboom and D. Gill, “Modified spin-echo method for measuring nuclear relaxation 
times,” The Review of Scientific Instruments, vol. 29, pp. 688-691, 1958.  
[11]  J. Dunn, D. Bergman and G. LaTorraca, “Diffusion in non-uniform fields,” in Nuclear 
Magnetic Resonance: Petrophysical and Logging Applications, Amsterdam, Elsevier, 
2002, pp. 27-28. 
 
 
 
 
44 
[12]  MathWorks, “Deblurring Images Using the Blind Deconvolution Algorithm,” The 
MathWorks, Inc., 2019. [Online]. Available: aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa 
https://uk.mathworks.com/help/images/deblurring-images-using-the-blind-
deconvolution-algorithm.html?prodcode=IP. [Accessed 4 March 2019]. 
[13]  H. Gudbjartsson and S. Patz, “The Rician Distribution of Noisy MRI Data,” Magnetic 
Resonance in Medicine, vol. 34, pp. 910-914, 1995.  
[14]  E. Haacke, R. Brown, M. Thompson and R. Venkatesan, Magnetic Resonance Imaging: 
Physical Principles and Sequence Design, New York: John Wiley and Sons, 1999.  
[15]  E. Stejskal and J. Tanner, “Spin diffusion measurements: spin echoes in the presence of a 
time-dependent field gradient,” The Journal of Chemical Physics, vol. 42, pp. 288-292, 
1965.  
[16]  J. Kolz, Y. Yarovoy, J. Mitchell, M. Johns and L. . Gladden, “Interactions of binary liquid 
mixtures with polysaccharides studied using multi-dimensional NMR relaxation time 
measurements,” Polymer, vol. 51, pp. 4103-4109, 2010.  
[17]  E. Montrazi, E. Lucas-Oliveira, A. Araujo-Ferreira, M. Barsi-Andreeta and T. 
Bonagamba, “Simultaneous acquisition for T2-T2 exchange and T1-T2 correlation 
experiments,” Journal of Magnetic Resonance, vol. 289, pp. 63-71, 2018.  
[18]  R. Kausik and M. Hurlimann, “Sensitivity and resolution of two-dimensional NMR 
diffusion-relaxation measurements,” Journal of Magnetic Resonance, vol. 270, pp. 12-23, 
2016.  
[19]  J.-H. Lee, C. Labadie, C. Springer and G. Harbison, “Two-dimensional inverse laplace 
transform NMR: altered relaxation times allow detection of exchange correlation,” Journal 
of the American Chemistry Society, vol. 115, pp. 7761-7764, 1993.  
[20]  M. Hurlimann and L. Venkataramanan, “Quantitative measurement of two-dimensional 
distribution functions of diffusion and relaxation in grossly inhomogeneous fields,” Journal 
of Magnetic Resonance, vol. 157, pp. 31-42, 2002.  
[21]  Y. Zhang and B. Blumich, “Spatially resolved D-T2 correlation NMR of porous media,” 
Journal of Magnetic Resonance, vol. 242, pp. 41-48, 2014.  
 
 
45 
[22]  J.-M. Loubes and B. Pelletier, “Maximum entropy solution to ill-posed inverse problems 
with approximately known operator,” Journal of Mathematical Analysis and Applications, 
vol. 344, pp. 260-273, 2008.  
[23]  G. Borgia, R. Brown and P. Fantazzini, “Uniform-penalty inversion of multiexponential 
data,” Journal of Magnetic Resonance, vol. 132, pp. 65-77, 1998.  
[24]  Y. Song, L. Venkatarmanan, M. Hurlimann, M. Flaum, P. Frulla and C. Straley, “T1-T2 
correlation spectra obtained using a fast two-dimensional laplace inversion,” Journal of 
Magnetic Resonance, vol. 154, pp. 261-268, 2002.  
[25]  P. Hansen, “Analysis of discrete ill-posed problems by means of the L-curve,” SIAM 
Review, vol. 34, pp. 561-580, 1992.  
[26]  R. Hanson, “A numerical method for solving Fredholm integral equations of the first kind 
using singular values,” SIAM Journal on Numerical Analysis, vol. 8, pp. 616-622, 1971.  
[27]  R. Kimmich, NMR: Tomography, Diffusometry, Relaxometry, Berlin: Springer, 2012.  
[28]  R. Dortch, R. Horch and M. Does, “Development, simulation, and validation of NMR 
relaxation based exchange measurements,” The Journal of Chemical Physics, vol. 131, 
2009.  
[29]  K. Washburn and P. Callaghan, “Tracking pore to pore exchange using relaxation 
exchange spectroscopy,” Physical Review Letters, vol. 97, p. 175502, 2006.  
[30]  M. Lustig, D. Donoho, J. Santos and J. Pauly, “Compressed sensing MRI,” IEEE Signal 
Processing Magazine, vol. March, pp. 72-82, 2008.  
[31]  M. Lustig, D. Donoho and J. Pauly, “Sparse MRI: The Application of Compressed Sensing 
for Rapid MR Imaging,” Magnetic Resonance in Medicine, vol. 58, pp. 1182-1195, 2007.  
[32]  M. Benning, L. Gladden, D. Holland, C.-B. Schonlieb and T. Valkonen, “Phase 
reconstruction from velocity-encoded MRI measurements - a survey of sparsity-promoting 
variational approaches,” Journal of Magnetic Resonance, vol. 238, pp. 26-43, 2014.  
 
 
46 
[33]  S. Provencher, “A constrained regularization method for inverting data represented by 
linear algebraic or integral equations,” Computer Physics Communication, vol. 27, pp. 
213-227, 1982.  
 
 
 
 
47 
 
 
 
Chapter 3 
Ensuring robust implementation of T2-T2-
experiments  
 
 
2D spectroscopy experiments have long been central in studies of molecular structure and 
dynamics. Entirely analogous to spectroscopy techniques, relaxation and diffusion properties 
of fluids may also be also represented in a 2D plot to identify molecular species and study their 
dynamics. The T2-T2 experiment produces data which can be represented in such a manner.   
Although the T2-T2 experiment can provide a wealth of information, there exist some 
complications that can arise during data acquisition. This chapter primarily aims to emphasize 
some of the main acquisition and data processing features that need to be considered to ensure 
meaningful, robust relaxation measurements for subsequent extraction of exchange times and 
mass transfer coefficients.  
3.1 Introduction 
3.1.1 Applications of T2-T2 measurements  
Although hundreds of different chemical shifts are capable of being resolved in a 2D NMR 
spectra, only several relaxation or diffusion sites can be resolved. Nevertheless, this drawback 
comes with the advantage of being able to use less homogeneous and simpler magnets to take 
measurements. Furthermore, as the chemical shift of most nuclei are not sensitive to pore size 
whereas diffusion and relaxation measurements are, 2D relaxation measurements have been 
particularly invaluable in the study of surfaces and/or pores interacting with fluids [1].  
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Additionally, unlike multidimensional NMR spectroscopy that utilises 2D Fourier transforms, 
2D relaxation plots require 2D inverse Laplace transforms. These 2D relaxation techniques 
were greatly impeded until a fast, multidimensional inverse Laplace transform algorithm was 
developed, significantly reducing the computational time required to invert the raw data [2]. 
Since the introduction of a fast inverse Laplace transform, various multidimensional relaxation 
experiments have been implemented to study a wide range of systems. These multidimensional 
relaxation techniques include T1-T2 (e.g. [3]), D-T2 (e.g. [4]), D-D (e.g. [5]), T1-T1 (e.g. [6]), 
andT2-T2. In particular, T2-T2 measurements have aided understanding in numerous different 
systems, ranging from cheese [7], wood of varying water content [8], and methane-glass bead 
packs [9]. Furthermore, porous materials like metal-organic frameworks [10], cements [11, 12], 
and rocks [11] have also been studied. Moreover, analysis of T2-T2 plots has further been 
extended to enable quantification of an exchange rate for molecules moving between different 
relaxation environments. This is obtained through extracting exchange times from the T2-T2 
plots (e.g. [2, 13, 14, 11]) and can additionally be implemented in a chemically selective manner 
(e.g. [15]). More information regarding the extraction of exchange times from T2-T2 plots will 
be discussed in Chapter 6. 
Although 2D T2-T2 experiments have found widespread use, there are a few matters that must 
be considered during their acquisition. In order to assess the quality of the 2D inverse Laplace 
transform upon the raw data, an approximate estimate for the inverse of the raw data must 
be known a priori [16]. This a priori knowledge is critical in interpreting the data correctly. 
Firstly, a priori knowledge of the data inverse is imperative for correct peak identification. 
This is due to a different number of peaks appearing for different exchange times. More 
specifically, for two different relaxation populations, fast exchange between the populations 
will lead to only one observable peak, whereas for slow and intermediate exchange, two peaks 
will be observed. An example of this is illustrated in Figure 3.1. Secondly, it has been pointed 
out that in the case of multi-site exchange, the effect of T1 relaxation and/or a low SNR can 
lead to asymmetry in exchange plots, and sometimes even the disappearance of a diagonal 
peak entirely [1]. However, despite the loss of diagonal peaks, exchange peaks can often still 
be detected, dependent on the relative size of the other exchanging population. Thirdly, 
although fast exchange is the most common cause for peaks to collapse into a single peak in 
multi-site exchange, it has also been demonstrated that fast flow can cause a similar 
phenomenon [17]. Fourthly, the ‘pearling effect’ is another phenomenon to consider when 
identifying the origin of peaks. Due to the instability of the inverse Laplace transform, 
additional peaks are sometimes formed in the T2-T2 plot which are not real. However, choosing 
a smoothing parameter that is appropriate for the noise level (e.g. via the L-curve method) 
can reduce these artefacts [16]. Thus, to correctly ascertain the origin of T2-T2 peaks, it is 
evident that an a priori understanding of the exchange regime, flow conditions, and 
regularisation parameters are required. Lastly, it is known that the sampling scheme in the 
indirect dimension can affect the inversion. However, although this observation has been noted, 
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the sampling scheme used to make this observation was not recorded, nor were any suggestions 
offered in how to improve sampling [14].  
 
 
Figure 3.1: A series of simulated T2-T2 plots for the same two-component system undergoing exchange, but with 
different exchange rates. The exchange rate is listed at the sides of the 2D plots. The figure has been extracted 
from [1]. 
 
3.2 Experimental 
3.2.1 Materials 
Acquisition of data were performed on two different porous media systems, all experiments 
being conducted in a 20 mm glass tube.  For both systems, de-ionised (DI) water (ELGA 
PureLab Option) was used as the fluid of study. The first porous medium to be studied were 
cylindrical 𝛾-alumina extrudate pellets (BASF SE) of average diameter 1.5 mm and length 4 
mm. Spherical silica Q-10 (Fuji Silysia) pellets ranging from 1.7 to 4 mm in diameter were the 
second porous medium of study. Both types of pellets were soaked for approximately 24 hours 
in DI water before experiments were conducted. Bulk water was not removed from between 
pellets unless otherwise stated. Pellets were filled up to a sufficient height in the tube so that 
pellets fully filled and exceeded the length of the coil.  
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3.2.2 NMR acquisition parameters 
All experiments in this chapter were conducted on a 400 MHz (9.4 T) Bruker vertical bore 
superconducting magnet at room temperature, using gradient sets with a maximum gradient 
strength of 14.6 G/mm. T2-T2 data were acquired using the standard one-shot T2-T2 pulse 
sequence, as described in Chapter 2, illustrated again here in Figure 3.2 for completeness. For 
all experiments, the relaxation delay was 15 s, the homospoil was 2 ms in duration at 30% of 
the maximum gradient strength and 4 scans were employed. Other experimental variables are 
listed in the relevant sections. The number of loops, c, used in each indirect dimension 
experiment varies for each repetition of the experiment.  
 
 
 
Figure 3.2: The T2-T2 pulse sequence. The echo time referred to is twice the 𝜏 value. A homospoil gradient (depicted 
by the shaded grey box) is applied during the mixing time to remove any non-transverse magnetisation. The entire 
sequence is repeated for a number of times equal to the number of entries in the list of incremented 𝑐 values. The 
envelopes of the spin echoes (i.e. the highest positive values) have been shown with the dashed lines to aid in 
understanding of the pulse sequence. Acquisition is one-shot and has been indicated by the filled black circle at the 
top of the spin echo envelope. 
 
For experiments in Section 3.3.2.2, the two foundational methods of acquiring T2 – through 
one-shot acquisition or by repeating a CPMG train with different loop numbers [18] – were 
modified to contain two different echo times. The first modified 1D experiment, Figure 3.3, 
uses one-shot acquisition. A smaller echo time, τ1, for the first c loops is employed, to more 
adequately sample the faster relaxing component. A set of (TD – c) loops follows this, using a 
larger echo time, 𝜏2, to sample the longer relaxing component. To ensure both loops refocussed 
on the sameT2 decay envelope, a delay, D, was placed between both blocks of loops.  
 
RF
90 180 Acquisition
 c
90 90 180 
tmix
 
𝜏 𝜏 𝜏𝜏 𝜏
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Figure 3.3: The modified one-shot T2 pulse sequence showing how two different echo times (𝜏1, 𝜏2) can be 
incorporated into a single experiment. The shorter echo time is repeated a total of c times, whilst the longer echo 
time is repeated a total of (TD – c) times. A delay, D, is placed between the two blocks of loops to ensure that 
both loops sample the T2 decay envelope during the one-shot acquisition. The dashed line in the figure represents 
the spin echo envelope. Acquisition occurs at the centre of the refocussed echo (i.e. one-shot acquisition). 
 
Likewise, modification to a standard 1D T2 experiment was made, Figure 3.4. The first CPMG 
train of the pulse sequence uses a smaller echo time, τ1, and the spin echo it produces is 
repeated c times before acquisition begins. The value of c is incremented and the process 
repeated before moving to the next CPMG train. The latter CPMG train contains a larger 
echo time, 𝜏2 and echoes are repeated d times.  
 
 
Figure 3.4: The modified standard T2 pulse sequence showing how two different echo times (𝜏1, 𝜏2) can be 
incorporated into a single experiment. The shorter echo time is repeated a total of c times before acquisition begins. 
This process is repeated   times, but with the value of c incremented each time. Identical behaviour is witnessed 
for the longer echo time loops, with the echo time repeated 𝑑 times. This last block of loops is repeated (𝑇𝐷 –   ) 
times as 𝑑 is incremented each time. The values of d are chosen such that the total time elapsed for the minimum 
𝑑 value multiplied by 2𝜏2 is greater than the maximum c value multiplied by 2𝜏1. 
 
To test the validity of the modified pulse sequences of Figure 3.3 and Figure 3.4, echo times 
of the same value (i.e. 𝜏1 = 𝜏2) were used and the T2 from bulk water was obtained. The results 
produced identical, expected T2 values of approximately 2.1s, illustrating the initial validity of 
these modified pulse sequences.  
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3.2.3 Experimental data processing 
The code used to transform the experimental T2-T2 data was written in-house by J. Mitchell 
and T. C. Chandrasekera (2008). Data from the spectrometers was inverse Laplace transformed 
achieved using Tikhonov regularisation with the GCV method for optimising the choice of 
smoothing parameter. Data were converted into probability distribution plots with a resolution 
of 100 × 100 points. More information on the regularisation process can be read in Chapter 2.  
 
3.2.4 Data modelling  
To understand the limitations in processing T2-T2 data, exchange was modelled using two T2 
populations. Model inputs must include T1 and T2 values of each of the T2 populations, one of 
the exchange rates (𝑘𝑒𝑥) in moving between the populations, the relative proportion of one of 
the populations (PA), the system SNR, the mixing time (tmix) and the resolution of each 
dimension. Using the parameters outlined in Table 3.1 (Section 3.3.6.1) for the model, the 
signal generated after the first CPMG loop is calculated using Equation 2.41. Because the 
signal is predominantly a function of T2 in this period, only the eigenvalues and eigenvectors 
of the L2 matrix are used. The signal produced after the CPMG loop becomes the ‘𝑀0’ for the 
mixing time period. Using the same Equation 2.41, the eigenvalues and eigenvectors of the L1 
matrix are utilised in this period, the signal predominantly being a function of T1. The resulting 
signal is similarly used as ‘𝑀0’ for the acquisition period which is described by Equation 2.41 
(containing eigenvalues and eigenvectors of the L2 matrix). The final signal is inverse Laplace 
transformed and integrated to generate a T2-T2 plot.  
 
To extract T2-T2 data from the modelled signal, two different inverse Laplace methods were 
used. The first ℓ2-norm method is the widely used method enforcing a Euclidean norm penalty, 
outlined in [19]. This method was the same as used for the experimental data, written by J. 
Mitchell and T. C. Chandrasekera (2008). The second is outlined in [20] and is based on a 
taxicab or ℓ1-norm penalty, being implemented with an existing in-house written code. The 
GCV method was used for optimising the choice of smoothing parameter in both inversion 
methods.  
3.3 Important aspects to consider when acquiring T2-T2 plots 
3.3.1 Robust assignment of peaks in T2-T2 plots 
In combining the Brownstein and Tarr formalism [21] with the results obtained from [1], the 
different T2 populations in T2-T2 plots can usually be assigned to physical populations. This 
model suggests that three different diffusion regimes can exist for samples in confined 
geometry, such as porous media. These diffusion regimes can be classified according to the 
relaxation strength of the surface, a characteristic system length, and a diffusion coefficient. 
Using these parameters, one limiting diffusion regime, known as the fast diffusion regime, was 
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identified. In this regime, the diffusion of spins between two relaxation pools is rapid compared 
to the pool relaxation times. Such movement produces only one observable T2 value, despite 
the physical existence of two different T2 relaxation times. The other limiting diffusion regime 
was termed slow diffusion; this regime is characterised by slow diffusion between two relaxation 
pools but fast relaxation. Consequently, in such a diffusion regime, two T2 populations are 
observed. Thirdly, intermediate diffusion regimes exist, bounded by the fast and slow diffusion 
limits. Although this regime also produces two distinct T2 populations like the slow diffusion 
regime, intermediate diffusion regime T2 values are skewed from the true values. This is 
because the T2 times are the sum of the eigenvalues of the exchange and relaxation matrices, 
and are thus strongly affected by large exchange coefficients.   
 
In liquid saturated porous silica or alumina, three peaks are visible along the diagonal in a T2-
T2 plot. In a silica-water system, these T2 values are approximately 0.1, 0.4, and 1.3 s, as is 
animated in Figure 3.5a. However, if the pre-soaked silica has the bulk water removed, one T2 
peak is observed at a modal value of 0.1 s, Figure 3.5b. Within the pores, although a surface 
layer of water and a more ‘bulk’-like fluid that resides further away from the pore walls are 
both known to exist (and possess different T2 values), the fluid must be in the fast diffusion 
regime as only a single peak is observed – an average between both T2 values. Hereinafter, the 
lowest T2 value peak is termed the intra-pore population. In addition, experiments with pure 
water are characterised with a modal T2 value of 2.1 s. However, when silica pellets are added 
to the system, the modal T2 value becomes 1.3 s, Figure 3.5c. Although the bulk T2 value 
changes slightly due to the addition of silica pellets, it predominantly originates from fluid 
that is not bound to any surface and hereinafter the peak with the largest T2 value is termed 
the ‘bulk peak’.  
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Figure 3.5: T2-T2 plot for a silica and water system a). When pre-soaked silica pellets have the surrounding water 
removed, a plot similar to b) is produced. The single peak is due to fast exchange between a surface layer in the 
pores and the more ‘bulk’-like region that exists further away from the pore walls. When bulk water is tested, a 
plot similar to c) is produced. Lastly, the interface peak as depicted in plot d). Although this peak can arise from 
exchange alone, it can also be produced due to a physical surface layer surrounding the pellets, termed the interface 
population. In all subfigures, the pores have been depicted as white, the pellets as grey and the bulk fluid as blue. 
 
Lastly, the middle peak could either be assigned to a real physical layer surrounding the pellets 
which possesses a reduced T2, Figure 3.5d, or else is only a result of exchange and is not a 
physical interfacial layer. Indeed, a layer tens of microns thick surrounding the exterior of 
pellets and possessing a reduced T2 has been experimentally observed [22, 23]. Conversely, in 
a simulated data set starting with only two physically distinct T2 populations, three T2 
populations were observed, where the middle peak was found to be related to both the porous 
and the bulk phase [24]. Similar conclusions were also drawn by [25], where an intermediate 
peak was found to be a function of both the bulk and intra-pore T2 values, the packing 
morphology and flowrate. Although it cannot be ascertained whether the middle peak in the 
experiments of this thesis are simply a non-physical manifestation of the exchange process or 
represent a physical layer of differing T2, it will hereinafter be referred to as the interface 
population.  
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3.3.2 Difference between system T2 values 
The RF coil specifications and the difference between system T2 values are important variables 
to consider when conducting a T2-T2 experiment. Poor consideration of these variables can 
cause information to be omitted from the T2-T2 plots and generate truncation artefacts, as will 
be discussed in Section 3.3.2.1. Furthermore, these cannot be removed by modifying the pulse 
sequence, Section 3.3.2.2.  
3.3.2.1 Artefacts accrued without altering the pulse sequence 
Figure 3.6 depicts two T2-T2 plots acquired from the same alumina-DI water system. Figure 
3.6a is acquired with 1024 real and imaginary points using 2𝜏 = 2 ms; Figure 3.6a is acquired 
with 4096 real and imaginary points using 2𝜏 = 10 ms. Due to coil duty specifications, these 
plots represent the maximum number of loops that can be implemented for each indicated 
echo time. Furthermore, both plots have a relaxation delay of 20 s and 𝑡𝑚𝑖𝑥 = 200 ms.  
It is evident from Figure 3.6a that three different T2 values are present at approximately 7 
ms, 120 ms and 1.8 s. For the slowest relaxing component at 1.8 s, a final time of approximately 
15 s must be sampled to ensure complete decay. Simultaneously, the echo time must be as low 
as possible to ensure the fast component at 7 ms is sampled adequately. In Figure 3.6b, the 
slowest relaxing component is fully sampled [to 20.048 s], yet the fastest relaxing peak is not 
detected due to the large echo time. Additionally, cross peaks between the fastest and 
intermediate relaxation pools are visible. In Figure 3.6a, all three relaxation pools are detected, 
but the slowest relaxing pool experiences truncation to a value of 1.012 s and the fastest 
relaxation pool is only minimally sampled. Furthermore, two cross peaks between the slowest 
and intermediate relaxing pools are detected. Thus, in comparison between the figures, it is 
evident that insufficient sampling can omit entire [diagonal] T2 populations from being 
observed. Secondly, insufficient sampling may not detect all the exchange peaks in a given 
system. This is because if the T2 pool of where spins started or finished cannot be detected 
adequately, then consequently, neither can the exchange. Thus, to obtain correct exchange 
dynamics and correctly assign peaks from the plots, T2-T2 acquisition must ensure all three 
populations are sampled sufficiently. More information on how this sampling can be ‘sufficient’ 
is given in Section 3.3.3.  
 
 
 
 
 
56 
 
Figure 3.6: Both T2-T2 plots were conducted on γ-alumina and DI water. Plot a) shows data acquired with an echo 
time of 2 ms and 1024 real and imaginary points. Both plots were acquired at a mixing time of 200 ms. Comparison 
of these plots most importantly illustrates that truncation of the data can cause a loss in cross-peak information 
that is known to exist. Plot b) shows data acquired with an echo time of 10 ms and 4096 real and imaginary points. 
 
In addition to cross-peak disappearance, data truncation can cause peak spreading to occur, 
as was observed in Figure 3.6a. In taking Figure 3.6b and truncating the data to 0.96 s, Figure 
3.7b is produced. Both use the same regularisation smoothing parameter. This truncation level 
is approximately the same as the experiment of Figure 3.6a. Thus, from Figure 3.7b, it is more 
fully exemplified that truncation can cause peak spreading and incorrect, absolute values of T2 
to be acquired, as a wider range of T2 values will be regularised.  
 
 
Figure 3.7: Left plot shows original data, as shown in Figure 3.6b, fully sampling the slowest relaxing population 
but not capturing the fastest relaxing population. It samples to a time of 20.05 s. The right plot shows the same 
data with truncation to 0.96 s in both encoding time dimensions. This is approximately equal to the maximum time 
sampled in capturing all three peaks in one spectrum, Figure 3.6b. Both have a smoothing parameter, alpha, of 
1.37. Data were obtained with a mixing time of 200 ms, an echo time of 10 ms and using γ-alumina in DI water  
a) b) 
a) b) 
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3.3.2.2 Artefacts accrued when modifying the pulse sequence 
If the T2 populations are truncated during acquisition, Section 3.3.2.1 illustrated that this can 
cause loss of valuable information and peak spreading; the next logical progression to solving 
this problem would be writing a pulse sequence to simultaneously acquire data to fully sample 
both fast and slow relaxing components through implementing two different echo times. Thus, 
using the one-shot T2 sequence of Figure 3.3, data were acquired from an alumina water system 
using an echo time of 6 ms for the first 40 loops and an echo time of 10 ms for the remaining 
loops (Figure 3.8a); data from a non-porous ballotini and water system were acquired using 
an echo time of 20 ms for the first 20 loops and an echo time of 40 ms for the subsequent loops 
(Figure 3.8b). However, as both figures illustrate, a signal intensity drop occurs when the echo 
time is changed, that is, at the 41st and 21st data points respectively. Furthermore, neither 
changing the ratio of the two echo times nor altering the number of shorter echo times removes 
the intensity artefact. The artefact always occurs at the point where the echo time is modified. 
Moreover, the pulse sequence of Figure 3.4 which does not use one-shot acquisition still 
continues to produce an artefact in an alumina-water system, Figure 3.8c. It is evident from 
this figure that the artefact also remains at the point where the echo time was altered, at the 
11th data point. As both acquisition methods yield the same artefact, it illustrates that the 
artefact is being generated by a factor intrinsic to the sample.  
 
  
Figure 3.8: All plots use the same ordinate scaling a) 1D one-shot acquisition of alumina-DI water system, using 
the pulse sequence in Figure 3.3. The first 40 loops possess an echo time of 6ms, with the remaining loops using an 
echo time of 10 ms. The inset plot shows a close up of the data up to 0.5 s, exhibiting the intensity jump upon 
acquisition of the 41st point, where the echo timing is changed. b) 1D one-shot acquisition of decay of ballotini-DI 
water system, using the same pulse sequence as in (a). The first 20 loops posses an echo time of 20ms, with the 
subsequent loops possessing an echo time of 40 ms. Again, the inset plot illustrates the intensity jump occurring at 
the 21st point. c) 1D non-one-shot acquisition using the pulse sequence in Figure 3.4 on alumina-DI water. The first 
10 loops were acquired with an echo time of 1ms, whilst the remaining points were acquired with an echo time of 
10 ms. Note how the peak heights from the 11th point onwards experience a peak height drop. 
a) b) c) 
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It is hypothesized that the artefacts observed in Figure 3.8 are caused by the varying diffusion 
attenuation that different echo times introduce. Internal gradients are well known to exist in 
porous media and ballotini, caused due to a difference in magnetic susceptibility between the 
solid matrix and fluid. Diffusion attenuation whilst spins traverse such gradients will not be 
reversible by a train of refocussing 180° pulses. An increase in the echo time can significantly 
decrease the apparent T2 value due to diffusion through internal gradients [7]. Thus, for 
differing echo times, both blocks of loops will inevitably experience a different amount of 
diffusion attenuation. This hypothesis indicates that modifying the pulse sequence to 
incorporate two different echo times cannot remedy truncation issues. Thus, before choosing a 
system to study in detail, the absolute values of the relaxation times and the relevant coil 
properties must be considered carefully.  
3.3.3 Sampling of the indirect dimension 
As the recycle delay occurs between each new indirect dimension acquisition, the number of 
indirect dimension points principally determines the experimental time in T2- T2 experiments. 
However, the choice of these indirect dimension points also has a significant effect on cross-
peak detection. This is because cross-peaks inherently possess a low SNR, and are thus more 
unstable in the ILT process. Consequently, all diligence must be taken to ensure the data are 
acquired robustly, otherwise cross-peaks that are known to be present may be omitted. An 
example of this is illustrated in Figure 3.9, where data recorded for an identical γ-alumina and 
water system was acquired and processed twice with identical parameters, except for the 
indirect sampling pattern. This highlights the importance of sampling the indirect dimension 
accurately, otherwise imprecise estimates of the mass transfer will be inferred.  
 
 
Figure 3.9: Two plots acquired on an identical γ-alumina and water system, for a mixing time of 800 ms. All 
acquisition parameters are identical except for the indirect dimension sampling times (please note that the number 
of points in the indirect dimension are identical). Both plots are processed with the same Tikonov smoothing 
parameter that the algorithm optimizes, 0.41. Plot a) uses indirect sampling according to the rule outlined in this 
section and plot b) uses indirect sampling that does not obey the indirect sampling rule. Note the absence of the 
cross-peak with the sampling used in b).  
a) b) 
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To generate a general rule for correctly sampling the indirect dimension, insights were created 
from an extension of the ideas presented in [26]. This rule relies on an alternative way of 
describing the indirect dimension; that is, instead of the indirect dimension being represented 
by loop numbers, it can be represented by the loop evolution time. For example, if the indirect 
dimension is sampled using 3 and 5 loops, then the loop evolution time will be given by 3(2𝜏) 
and 5(2𝜏), where 2𝜏 is the echo time. To develop the undersampling rule, T2-T2 data possessing 
a fully sampled indirect dimension is used as a ground truth, Figure 3.10a. This plot was 
obtained on a silica and water system with 𝑡𝑚𝑖𝑥 = 600 ms, 2048 loops, a recycle delay of 15 s 
and  
𝜏 = 5 ms. Using this data, it is undersampled to ensure only the intra-pore T2 population is 
sampled, that is the first 15 loops [and the very last loop] in the indirect dimension, Figure 
3.10b. Interestingly, the resulting T2-T2 plot falsely appears to be a two-population system as 
one of the cross-peaks and the interface peak have disappeared. Similarly, Figure 3.10c 
illustrates a spectrum only sampling the intra-pore and inter-pore T2 populations. Although 
the plot illustrates a three-component population, the cross-peak describing exchange from the 
interface to the intra-pore population has disappeared. Thus, not accounting for the interface 
population in the indirect dimension sampling has caused an absence of the cross-peak that 
describes exchange from this population. Lastly, the undersampling illustrated in Figure 3.10d 
used 16 indirect sampling points, each diagonal peak being sampled using 5 points. Cross-peak 
integrals vary by less than 3.6% compared to the absolute truth in the undersampled data. 
From the example of Figure 3.10d, it is evident that each distinct T2 population appears on 
the diagonal if the population’s T2 values were sufficiently sampled in the indirect dimension. 
Furthermore, if the populations themselves are represented sufficiently in both the direct and 
indirect dimensions, then the exchange between them should be detected correctly. Indeed, it 
appears that obtaining approximately 5 [linearly spaced] points over each T2 time will 
effectively and sufficiently capture all the diagonal and exchange peaks in a T2-T2 plot. This 
rule is used for the remainder of T2-T2 acquisitions in this thesis.  
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Figure 3.10: a) T2-T2 plot obtained on silica for a mixing time of 600 ms with a fully sampled indirect dimension. 
This is then undersampled using 16 points in the indirect dimension, but only sampling the b) intra-pore T2 peak 
and c) the intra-pore and inter-pore T2 populations. Plot d) shows undersampling using 16 points and the rule 
outlined in this chapter. There is less than 3.6% variation in the integrated peak areas between the fully sampled 
data and undersampled data in d). 
 
3.3.4 Solid particle size 
The choice of solid particle size determines the relative ratios of inter- and intra- particle space, 
which in turn dictates the relative ratios of the intra-particle and interface T2 populations. 
This is illustrated in the T2-T2 plots of water in 1.7-4 mm silica and 1.16-2.36 mm silica in 
Figure 3.11a and Figure 3.11b, respectively. These plots were acquired with 2048 echoes, 
𝑡𝑚𝑖𝑥 = 600 ms and 𝜏 = 5 ms. In addition to the cross-peak assignment in Figure 3.11a being 
rather ambiguous, a reduction of the average particle diameter by a factor of approximately 2 
has significantly increased the cross-peak integrals from 1% to 5 % of the total integrated 
peaks. As the cross-peaks are of intrinsically low SNR, it is important to ensure their SNR is 
sufficiently high for exchange rate determination.  
a) b) 
c) d) 
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Figure 3.11: Data acquired on different sized silica for a mixing time of 600 ms. The sizes of the silica used were a) 
1.7-4 mm and b) 1.16-2.36 mm. Note how the cross-peak of a) is ambiguous in assignment of the cross-peaks.  
 
In addition, particle size also dictates how many cross-peaks are visible. As an illustration, 
consider the plots in Figure 3.12a and Figure 3.12b, where 75-150 μm silica and silica crushed 
to less than 1.8 mm were used at mixing times of 600 ms and 2000 ms, respectively, with 2048 
echoes and 𝜏 = 5 ms. In both systems, only two populations are visible compared to the three 
that were observed in Figure 3.10a, which uses a larger particle size. If real physical surface 
layers exist [with a reduced T2 value] that are approximately tens of microns thick [23, 22], 
using basic trigonometry, the largest space between three spheres is 82 μm (i.e. the spheres 
having an average particle diameter of 112 𝜇m). Consequently, this would imply that there 
very small quantities of nuclei possessing a bulk T2 value in the micron sized silica and water 
systems, as most of the interstitial space will be taken up by the interface population. However, 
even if this physical interpretation were not strictly true and the third peak was only the 
product of intermediate exchange, then the results of Figure 3.12 clearly indicate a third 
population is not detectable. Thus, for populations and subsequent exchange between the 
populations to be observed, particle size will need to be chosen carefully. Lastly, the size range 
of particles appears to also dictate the range of T2 values experienced. Figure 3.12b illustrates 
that the wider the size range of particles used, the more peak spreading occurs. This may due 
to either a lower SNR or to many intermediate T2 population values being generated in 
differently sized porous media. Careful consideration is needed if different sized pellets are 
combined in experiments.  
In summary, optimum particle size requires a delicate balance between cross-peak robustness, 
the type of information sought to be extracted from T2-T2 plots, and possibly the size resolution 
required.  
 
a) b) 
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Figure 3.12: Experiments on silica of size a) 75-150 μm for a mixing time of 600 ms. The silica, although it shows 
two distinct populations, shows no third population like 1.16-2.36 silica particles. b) Crushed silica of size less than 
1.8 mm, down to the micron scale, for a mixing time of 2000 ms. Even though both plots were acquired at different 
mixing times, there is significantly more spreading between peaks in b).  
 
3.3.5 Scan number 
The scan number is important for determining the robustness of the exchange data. Unlike 
spectroscopy, where an increase in scan numbers is used to increase the SNR, in relaxation 
spectra, it is vital to increase the SNR to a level at which the inversion is stable for all physical 
peaks. It is well known that a Laplace inversion of the data can incorrectly alter the peak 
amplitude and location for peaks with low SNR [19]. Thus, the number of scans must be chosen 
to ensure stable peak locations and relative intensities.  
3.3.6 Data analysis considerations 
The simulations discussed in Section 3.3.6.1 and Section 3.3.6.2 are both according to the 
model outlined in Section 3.2.4. 
3.3.6.1 Choice of processing algorithm 
Although cross-peaks do indicate exchange between two environments, their absence does not 
necessarily imply a lack of exchange, due to limitations in inverting data. From previous 
experiments, it appears that the observation of exchange peaks depends on the peak separation 
distances and SNR of the cross-peaks. Thus, to determine the effects of these factors upon the 
appearance of cross-peaks, the exchange process was simulated according to the parameters in 
Table 3.1. The SNR determines the standard deviation of the white Gaussian noise added to 
the simulated data.  
 
 
a) b) 
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Table 3.1: Parameters used for the modelling, results shown in Figure 3.14. 
T1  [s] 𝒌𝒆𝒙 [1/s] PA tmix [s] 𝝉 [ms] 
Time 
resolution 
Reconstruction time  
limits [s] 
3 0.1 0.4 1.6 10 64 × 1024 0.3 – 2.5 (32 points) 
 
For a given peak separation, a starting SNR was assigned. For this SNR, the exchange process 
was simulated three times to determine if the SNR was sufficient for producing cross-peaks. If 
the SNR was sufficient for producing cross-peaks, then the SNR was repeatedly reduced, with 
simulations conducted three times for each new SNR, until cross-peaks were no longer 
observed. After these steps, the peak separation was reduced and the entire process repeated 
again. To reduce the peak separation, the higher T2 value was kept constant at 1 s, whilst the 
peak with the lower T2 value was shifted to have an increasingly higher T2 value. Figure 3.13 
outlines the steps of the algorithm. In addition, two different inverse Laplace methods - the 
ℓ1-norm and ℓ2-norm methods - were used to extract spectra, as described in Section 3.2.4. 
Results from the simulation using both inversion methods are shown in Figure 3.14 as a 
function of the peak separation factor (i.e. the ratio of the peak T2 values).   
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Figure 3.13: Summary of the algorithm used to simulate data shown in Figure 3.14.  
 
From Figure 3.14 it is evident that, for both inversion methods, as the peak separation becomes 
smaller, the SNR required to resolve the cross-peaks becomes higher. For both methods, the 
SNR becomes asymptotic at around a peak separation factor of 1.54. This indicates that if the 
peaks have T2 values that are closer than a ratio of 1.54, then cross-peaks will not be resolved 
during regularisation, despite exchange existing. Similarly, if ℓ1-norm regularisation is used to 
fit the data, a lower SNR is required for which cross-peaks can be resolved, despite the same 
resolution. This indicates that the type of inversion process limits the appearance of cross-
peaks. Thus, even though exchange should be detected in some instances, data processing 
limitations exist that may lead to insufficient data or incorrect physical interpretations of the 
system if this fact is not realised. Thus, to ensure cross-peaks are detected, the peak separation 
distance must be larger than 1.54 and the SNR must be maximized.  
Has exchange for this 
peak separation been 
modelled 3 times?
Model exchange 3 times
Do cross-peaks 
appear 2 out of 3 
times? YES
SNR = 0.95 x SNR
NO
Record SNR
NO
Peak separation 
= peak separation - increment
Are the peaks closer 
than a factor of 
1.54?
YES NO
End simulation
Initialize SNR
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Figure 3.14: Results from simulating intermediate exchange between two populations, using the algorithm as shown 
in Figure 3.13. The SNR at which cross-peaks are no longer detectable are plotted against the peak separation (i.e. 
the T2 ratio), for two different types of Laplace inversion methods. The inversion method using a ℓ1-norm is depicted 
with the filled black data points (●) and the inversion method using a ℓ2-norm are depicted with the hollow circles 
(○). For peak separation ratios smaller than 1.54, cross-peaks were not observed even at SNR over trillions for both 
regularisation methods. It is assumed the SNR becomes asymptotic at this peak separation, being indicated by the 
dashed line. The inset graph shows the trend for the ℓ1-norm regularization results, as they are not easily seen in 
the bigger plot.  
 
3.3.6.2 Removing outliers at early mixing times 
Although exchange is known to exist even at small mixing times between the intra-pore and 
interface populations, cross-peaks are often not visible between these populations until a larger 
mixing time. Consider Figure 3.15 which shows the integrated cross-peak intensities for a two-
population simulation of the experimental interface and bulk regions. Furthermore, a 
changeable but specified amount of white noise was added to the noise-less data. All simulation 
parameters are listed in Table 3.2. Evidently, although exchange is simulated between these 
populations, at a low SNR and short mixing times, the cross-peaks are not detected. Because 
it cannot be detected unless the SNR is higher, the error on this point will be zero as the area 
will not change from either altering the integration bounds, or from adding more noise – two 
methods which have been previously used to determine the error in estimating the integrated 
regions of 2D relaxation plots [13]. To stop the model from fitting these erroneous points, those 
that are zero or close to it can be omitted from the fitting and a small vertical scaling factor 
included to ensure the model focuses on fitting the rest of the data.  
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Table 3.2: Parameters used for the modelling, results shown in Figure 3.14. 
T2 [s] T1 [s] 𝒌𝒆𝒙 [s
-1] 
PA  
 𝝉 [ms] SNR 
Reconstruction time  
limits [s] 
0.4, 1.5 3 2.5 0.4 10 100, 10 000 0.01 – 10, (100 points) 
 
 
Figure 3.15: Simulation of a two-population system, with parameters representative of the interface and bulk peaks 
in a silica-water system (all parameters are in Table 3.2). Two different amounts of noise have been added to the 
data, giving rise to a data set with a SNR of 100 and another with 10 000. Note how at the small mixing times, 
the cross-peaks in the low SNR data are not detected.   
 
3.3.6.3 Choice of exchange matrix 
In systems where there are more than two relaxation populations, the exchange matrix, K, 
must be correctly specified. This in turn requires the exchange network to be defined properly. 
The exchange network must have each T2 population linked by reverse and forward reaction 
rates. An example of a series exchange pathway is shown in Figure 3.16 for a 3 component T2 
system. It has been shown that this network is representative of a liquid filled packed bed [27]. 
 
 
Figure 3.16: Example of an exchange network for a 3 component T2 system. This exchange network example is 
representative of liquid flowing through a packed bed.  
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By applying a mass balance to each of the populations, a new row in the exchange matrix can 
be generated, according to the theory introduced in Section 2.5.4. Thus, for the exchange 
network shown in Figure 3.16, the exchange matrix becomes: 
 
𝐾 = [
 𝑘𝐴𝐵 𝑘𝐵𝐴 0
𝑘𝐴𝐵  𝑘𝐵𝐴  𝑘𝐵𝐶 𝑘𝐶𝐵
0 𝑘𝐵𝐶  𝑘𝐵𝐶
] . 
(3.1) 
 
The exchange matrix must, therefore, be carefully calculated to ensure the correct exchange 
rates are extracted from the models.   
3.4 Conclusion  
In conclusion, this chapter has illustrated that, if robust measurements of T2-T2 are to be made, 
various acquisition and processing aspects must be carefully considered. In particular, it has 
been suggested that the peak origin can only be understood in light of a priori knowledge of 
the exchange regime. Furthermore, it was illustrated that choice of particle size can be an 
important factor in determining what populations are visible in a T2-T2 plot. It was additionally 
shown that the range of T2 values in the system must be carefully considered against the coil 
specifications in order to avoid truncation artefacts or the elimination of entire exchanging 
populations. To further ensure that all the desired populations are measured correctly, general 
principles for indirect dimension sampling were introduced. With regard to processing 
considerations, the visibility of exchange peaks for a given SNR was shown to be dependent 
on the choice of the Laplace inversion algorithm. However, both inversion algorithms were 
unable to detect distinct populations when the peaks were separated by less than a factor of 
1.54. Lastly, it was demonstrated that a low SNR can produce erroneous exchange peak 
intensities at early mixing times.  
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Chapter 4 
MRI velocimetry 
 
 
 
 
 
 
In recent years MRI has been used with great success to study the structure and transport 
properties of fluids within packed beds. This chapter begins with an overview of methods that 
measure structural and hydrodynamic features of single-phase fluid flow in packed beds. Data 
processing techniques are introduced, all of which are used for the remainder of velocimetry 
experiments in this thesis. By validating a basic pulse sequence against the analytical solution 
for laminar pipe flow, the quantitative nature of 2D MRI velocimetry in liquid systems is 
illustrated. The technique is then extended to single-phase liquid flow in a packed bed of both 
ballotini and silica. In this complex system, at low interstitial Reynolds numbers, this basic 
technique is validated, and results are presented. The origin of low SNR artefacts that become 
more prominent at higher flowrates is also investigated. Lastly, 3D MRI velocimetry results 
are presented. These validated techniques provide the foundation for later chapters that 
incorporate MRI velocimetry.  
 
4.1 Introduction 
4.1.1 Imaging structural features of a packed bed 
Knowledge of the internal microstructure and macrostructure of a packed bed is crucial for 
understanding the hydrodynamics and heat and mass transfer occuring within it. The main 
methods that are capable of measuring packed bed structure are optical imaging using UV or 
visible light, imaging using gamma radiation, X-ray microtomography and MRI [1]. However,  
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of all the non-invasive imaging techniques, optical imaging methods are often the cheapest. 
They additionally have high resolution at the expense of a small acquisition time. Nonetheless, 
such methods require the containing system to be optically transparent whilst further requiring 
that the porous media be a simplified model of reality. Gamma ray imaging additionally has 
several drawbacks. It requires long counting times, thus meaning only non-fluctuating systems 
can be imaged. Despite the MRI velocimetry sequences used in this chapter being similarly 
applicable to only non-fluctuating flows, other MRI velocimetry techniques exist which are not 
constrained to this limitation (e.g. [2]). Furthermore, gamma ray imaging can only image 
certain size porous media and time-intensive calibration must be performed by highly trained 
experts. X-ray microtomography is a comparable method with a very high resolution but 
requires a very expensive synchroton source. It further requires a dopant in the fluid being 
examined if the mixture is very complex. The dopant is believed to affect the fluid behaviour 
in some systems. Although structural data from MRI images can be further manipulated to 
obtain a wide range of information such as porosity distributions and pore sizes, shapes and 
connectivities, high field MRI is expensive [3]. It can additionally be difficult to obtain 
meaningful data when using ferromagnetic materials [4]. Nonetheless, the data obtainable from 
MRI alone is essential if modelling simulations or a deeper understanding of the packed bed is 
required.  
Direct MRI of the solid structure has been demonstrated on solids such as 11B, 23Na, 27Al, 29Si 
and 51V, using a modified spin-echo technique. However solid imaging is difficult due to the 
broadening of signals and the short relaxation times [5]. Thus, to obtain [indirect] NMR images 
of the solid macrostructure, MRI is almost always performed on the liquid medium. For the 
imaging sequences used in this chapter, the liquid filled voids will give an observable signal, 
whereas the catalyst itself will give none. In this manner, the catalyst structure is imaged 
indirectly.  
4.1.2 Imaging hydrodynamic features in a single-phase flow packed bed 
Aside from MRI velocimetry, there are several techniques that measure velocities. Two such 
methods include positron emission particle tracking (PEPT) and radioactive particle tracking 
(RPT). However, both methods inject foreign particles into the system [6, 7]. Cinematography 
is another method that measures velocities. However, it requires coloured particles, suffers 
from poor resolution, and requires special geometries for measurement due to light diffraction 
effects. Similarly, for opaque or dense systems, Laser Doppler anemometry is not suitable. 
Likewise, particle image velocimetry (PIV) cannot be used in porous media without refractive 
index matching and transparent solids [8]. Evidently, none of these methods are advantageous 
for tracking realistic reactants and products inside faithful representations of the catalyst 
packing; because MRI velocimetry is capable of such a task, it has a significant advantage in 
this respect.  
One of the first papers that used MRI phase encoding velocimetry to investigate single-phase 
flow in a bead-pack observed positive and negative flows in two different particle to column 
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diameter ratios [9]. An example of the obtained velocity histograms is illustrated in Figure 4.1. 
These results are in agreement with the counter-current flow observations of [13]. Results of 
[9] also illustrated that despite the different particle to column diameters, velocity ditributions 
were almost identical. Furthermore, the individual velocity distributions were considered inside 
individual pores and were found to resemble parabolic-like distributions. Pore areas were 
identified as being an important variable in dictating velocity distributions within pores as a 
function of flowrate, although this was never examined in any more detail by the authors [9]. 
Later authors carried out more detailed pore analyses, with one study extracting 1D profiles 
across a range of different pores. Using these profiles, it was illustrated that some individual 
pores undergo a flow transition, whilst the rest of pores do not [10]. This indicates the need 
for local Reynolds numbers when identifying flow regime changes. Another variable that was 
considered for a similar system was the shear rate. It was illustrated that the highest shear 
rates possessing a component parallel to the flow were closest to solid boundaries. Transverse 
shear was not affected by the distance from solid boundaries [5]. Lastly, MRI velocimetry 
measurements additionally provide important inputs or validations for flow models. For 
example, MRI velocimetry has been used to validate and refine CFD models of flow fields in 
single phase packed beds [14].  
 
 
Figure 4.1: Figure extracted from [9], illustrating the axial velocity distribution of fluid in a 4 cm inner diameter 
pipe packed with beads of diameter 6 mm. Three flowrates are shown – 1.25 cm3/s (◼), 2.5 cm3/s (●) and 3.75 
cm3/s (×). The plot inset shows the same velocity distributions displayed in dimensionless axis.  
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4.1.3 Classifying flow regimes in a single-phase flow packed bed  
Flow in packed beds experiences three consecutive regimes as the flowrate is increased – inertial 
flow, laminar transition flow and turbulent flow. According to one of the earliest studies, flow 
for same-sized spherical particles is in the steady inertial flow regime until 𝑅𝑒𝑖𝑛𝑡  ≈ 150 [15], 
whereas other authors suggested the steady inertial flow regime persists until 𝑅𝑒𝑖𝑛𝑡 = 110-150 
[16]. Although a transition regime may be hard to define, it was illustrated that the transitional 
regime possesses laminar wake oscillations originating from the sides of beads [17]. These 
oscillations later form vortices at 𝑅𝑒𝑖𝑛𝑡 ≈ 250, with fully chaotic flow developing at 𝑅𝑒𝑖𝑛𝑡  ≈ 
300 [17]. The transition regime has been described as time dependent and chaotic, the 
frequency of flow fluctuations increasing as turbulence is approached [18]. However, another 
author claims that turbulent flow commences at 𝑅𝑒𝑖𝑛𝑡 = 240-400 [20]. Thus, to ensure robust 
measurements using the time-averaged NMR spin-echo velocimetry sequence [11], experiments 
should be conducted within the inertial flow regime. To determine the flow regimes, the 
interstitial Reynolds number must first be calculated: 
 
𝑅𝑒int =
𝑅𝑒
𝜀
=
𝑈0𝑑𝑝
𝜈𝜀
 , 
 
(4.1) 
 
where 𝑅𝑒 is the Reynolds number calculated using the superficial bed velocity 𝑈0, 𝑑𝑝 is the 
particle diameter and 𝜀 is the bed voidage.  
4.1.4 Practical implementation of MRI velocimetry 
Despite the wide applicability and unique information that MRI velocimetry evidently 
generates, there are phenomena that the implementer must be aware of to avoid erroneous 
data. As mentioned briefly in Section 2.3, the phase of the image is comprised of a sum of all 
gradient induced phases, each of which cannot be distinguished individually. The overall image 
phase is thus given by:  
 
𝜙𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = ∑𝜙𝐺𝑟𝑒𝑎𝑑 + 𝜙𝐺𝑝ℎ𝑎𝑠𝑒 + 𝜙𝐺𝑠𝑙𝑖𝑐𝑒 + 𝜙𝐺𝑓𝑙𝑜𝑤  . 
(4.2) 
 
Thus, by subtracting one phase image from another, if read, phase, and slice gradient moments 
are kept constant, then the measured phase is only a measure of the phase imparted by flow 
due to the flow gradient. However, if other gradients introduce additional phases during 
measurement that are not accounted for, accurate velocity determination may not be possible 
and low SNR regions may arise. Nevertheless, velocity compensation of the offending gradient 
can be used to largely correct for these extra phases [11]. Likewise, a pixel with shear will 
intrinsically have a larger phase dispersion than a pixel without, as it contains a wide range of 
velocities. Furthermore, unless a pixel is infinitesimally small, a reduction in signal due to 
shearing is inevitable.  
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Aside from unintentional phase encoding, low SNR regions may arise in MRI velocity images 
due to un-steady or turbulent flow. It has been pointed out that the standard tens of 
milliseconds used for the flow contrast time in standard sequences, ∆, is sufficiently smaller 
than the timescale of turbulent velocity fluctuations [22]. This timescale difference produces 
erroneous velocity values when attempting to image turbulent flows and can additionally cause 
low SNR regions. Using an extremely large number of scans however can correct for this [23, 
24]. In addition, fluctuations in flow can cause artefacts to appear in the phase-encoding 
direction such as ghosting [11]. Secondly, the washout effect can additionally cause low SNR 
regions in particular pulse sequences. Excited nuclei moving outside of the coil region before 
acquisition will yield a drop in signal intensity [14]. However, this effect is dependent on how 
fast the fluid is travelling, the coil length, and if the pulse sequence excites selective regions.  
4.2 Experimental 
4.2.1 Apparatus 
All experiments in this chapter were conducted on a 400 MHz (9.4 T) Bruker vertical bore 
superconducting magnet at room temperature (21.5℃, assumed ± 2℃), using gradient sets 
with a maximum gradient strength of 14.6 G/mm. All codes were written by the author to 
process experimental data. 
Experiments were conducted using a cylindrical plastic pipe of 16 mm ID. This pipe was either 
filled solely with fluid or contained a height of 78 cm randomly packed 5 mm diameter ballotini 
(soda lime glass), covered by a height of 8 cm of randomly packed spherical silica Q-10 (Fuji 
Silysia) pellets of diameter 1.7 – 4 mm. To hold the packing in the pipe, a 20 mm long cordierite 
monolith of internal size 1/16th inch was cut and glued into the bottom of the pipe. A custom-
made Perspex pipe holder held the pipe in place. Imaging was always performed at distances 
greater than 40 cm from the beginning of the pipe to ensure fully developed flow was captured. 
All of these experimental details can be observed in Figure 4.2b. 
For all experiments, doped de-ionised water (ELGA PureLab Option) was used as the fluid of 
study. 0.69 g of GdCl3.6H2O (Alfa Aesar, 99.9 % purity) were added to 12 L of water to reduce 
theT1 to approximately 0.5 s, confirmed using an inversion recovery sequence.  
A schematic of the closed circuit flow loop used in the experiments is shown in Figure 4.2a, all 
piping being PVC tubing of 10 mm ID. A Watson Marlow 505S peristaltic pump drove the 
water in upflow around the flow-loop. To correlate the revolutions per minute (RPM) of the 
pump to volumetric flow rates, volume flowing into the system was measured twice, using a 
stopwatch, and a 50 mL ± 0.5 mL measuring cylinder. The estimated error of the macroscopic 
values is approximately ± 0.06 mL/s for the flowrate tested.  
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Figure 4.2 a) Flow loop used in the present study. A) 28 L plastic water storage tank B) PVC piping C) 400 MHz 
magnet D) Bypass loop to measure flowrate E) Screw valves F) 2 L plastic buffer vessel G) Peristaltic pump H) 
Silicon tubing. b) Detail of the sample set up within the magnet J) Perspex pipe holder K) Plastic pipe L) Probe 
body M) Magnet body N) Glued monolith to hold in packing O) Packing (ballotini, silica) P) Coil.   
 
4.2.2 MRI parameters 
Two dimensional images of the flow through the system were acquired using a type of spin-
echo imaging, Figure 4.3. 3D images were acquired using the pulse sequence shown in Figure 
4.4. To calculate the velocity encoding gradient strength required for each flowrate, Equation 
2.22 was used with an estimate of the interstitial velocity. Quick experiments were conducted 
to determine if the gradient increment was sufficiently small to ensure no phase wrapping, 
otherwise it was reduced until no phase wrapping was observed. The pulse parameters used 
for imaging are found in Table 4.1.  
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Table 4.1: 2D acquisition parameters. 
Parameter Pipe 
2D ballotini 
and silica 
3D silica 
Field of view (read × phase) [mm] 20 × 20 19 × 19 38 × 19 × 19 
Number of pixels (read × phase) 64 × 64 128 × 128 256 × 128 × 128 
In-plane spatial resolution [µm] 297 × 297 148 × 148 148 × 148 × 148 
Slice thickness [mm] 3 0.5 NA 
Sweep-width [kHz] 100 100 100 
Soft 180° pulse shape Gaussian Gaussian NA 
∆ [ms] 10 10 4 
δ [ms] 1 1 1 
Number of scans 4 4 2 
Repetition time [ms] 800 800 800 
 
 
Figure 4.3: The spin warp velocity imaging pulse sequence used for 2D velocimetry acquisition. The flow encoding 
time is given by ∆ .  
 
 
Figure 4.4: The pulse sequence used for 3D velocimetry acquisition. Note the absence of a slice selection gradient.   
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4.2.3 Data processing 
For all velocity maps, two images were acquired with different velocity encoding gradients 
centred about zero. The difference between each of these images was used to produce a phase 
map. To remove constant background gradient effects, the same experiments were repeated 
whilst the flow was turned off, creating a zero-flow phase map. Upon subtracting the zero flow 
phase map from the flow phase map, the net acquired phase due to flow was obtained. This 
phase was then used to compute the velocity for each pixel according to Equation 2.22. The 
total volume flow through the system, 𝑄𝑡𝑜𝑡𝑎𝑙, was further computed from the pixel velocities 
as: 
 
𝑄𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑈𝑝𝑖𝑥𝑒𝑙𝐴𝑝𝑖𝑥𝑒𝑙
𝐴𝑙𝑙 𝑝𝑖𝑥𝑒𝑙𝑠
 , 
(4.3) 
 
where 𝑈𝑝𝑖𝑥𝑒𝑙 is the velocity of the pixel and 𝐴𝑝𝑖𝑥𝑒𝑙 is the pixel area. As discussed in Section 
2.2.5, gating levels for all images in this chapter (and subsequent velocity images in this thesis) 
are taken between the noise and NMR signal distributions. From such gating, MATLAB 
calculated flowrates possess an error range of ± 0.06 mL/s or ± 0.01 mL/s in ballotini filled 
pipes or plain pipes, respectively.   
As the silica particles are a range of sizes, for calculation of 𝑅𝑒𝑖𝑛𝑡 the silica particle diameter 
is taken as the largest particle size. 
4.3 Results  
4.3.1 Pipe flow  
To demonstrate that the spin-echo velocity imaging sequence was quantitative, laminar flow 
was first studied in the pipe, Figure 4.5. For a macroscopically calculated flow rate of 2.99 
mL/s ± 0.06 mL/s (𝑅𝑒 = 235), the MATLAB calculated flowrate is 2.99 ± 0.01 mL/s.   
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Figure 4.5: Velocity map of laminar pipe flow at a macroscopic flowrate of 2.99 ± 0.06 mL/s (𝑅𝑒 = 235). The 
MATLAB calculated flow for this system is 2.99 ± 0.01 mL/s. The velocity profile from the centreline of the pipe 
is extracted from this image and shown in Figure 4.6. 
 
To further establish the quantitative nature of results, a velocity profile was extracted from of 
Figure 4.5 across the centreline, Figure 4.6. For fully developed laminar flow with 𝑅𝑒 < 2000 
and where transverse plane velocities do not exist, the axial velocity profile can be derived [9, 
23]: 
 
𝑢(𝑟) = 2𝑢0 (1 − (
𝑟
𝑅
)
2
) , 
(4.4) 
 
where 𝑅 is the radius of the pipe, 𝑟 is the radial coordinate and 𝑢0 is the superficial velocity. 
By fitting the velocity profile to Equation 4.4, the fitting constant 𝑢0 was calculated as 0.0152 
m/s. The macroscopically calculated superficial velocity is 0.0151 ± 0.0003 m/s.  
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4.3.2 Packed bed flow 
4.3.2.1 Velocimetry of ballotini and silica packed beds 
Figure 4.7 shows the modulus images and velocity maps for macroscopic flowrates of 0.4, 1.09, 
1.78 ± 0.06 mL/s (𝑅𝑒𝑖𝑛𝑡 = 23, 61, 103) in the ballotini system. MATLAB calculated flowrates 
are quantitative, being 0.4, 1.01, 1.67 ± 0.06 mL/s, respectively. Likewise, Figure 4.8 shows 
the velocities of the silica system for the flowrate of 1.01 ± 0.06 mL/s (𝑅𝑒𝑖𝑛𝑡 = 41), producing 
a quantitative MATLAB calculated flow of 0.96 ± 0.06 mL/s. From the figures, it is evident 
that the z velocities are at their minimum at edges of the pore spaces, the velocity increasing 
towards the pore centre.  
 
 
Figure 4.6: Velocity profile extracted from the centreline of Figure 4.5. Dots represent experimentally obtained data 
whilst the solid line is the theoretical fit to the data, Equation 4.4. The fitting constant 𝑢0 was calculated as 0.0152 
m/s. This is in accordance with the macroscopically calculated 𝑢0 of 0.0151 ± 0.0003 m/s. 
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Figure 4.7: Modulus and z velocity images for the ballotini system. a) – c) Illustrate the modulus images whilst d) 
– f) illustrate the corresponding velocity images. The velocity images d) – f) were acquired for flowrates of 0.4, 
1.06, 1.78 ± 0.06 mL/s (𝑅𝑒𝑖𝑛𝑡 = 23, 61, 103), respectively. Quantitative MATLAB calculated flows are 0.4, 1.01, 
1.67 ± 0.06 mL/s, respectively.  
 
 
Figure 4.8: a) The modulus image and b) z velocity image acquired for a flowrate of 1.01 ± 0.06 mL/s (𝑅𝑒𝑖𝑛𝑡 = 
41) in the silica system. The quantitative MATLAB calculated flowrate is 0.96 ± 0.06 mL/s.  
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In processing the velocity data of Figure 4.7 and Figure 4.8, histograms for the z velocities can 
be calculated,  Figure 4.9. It is evident that in addition to the positive velocities, both the 
silica and ballotini systems experience a large percentage of stagnant flow and some negative 
flow. Lastly, the MATLAB calculated flowrates are plotted against the macroscopic flowrates 
for each of the ballotini and silica systems, Figure 4.10. It is evident that the ballotini system 
deviates from macroscopic measurements at approximately 𝑅𝑒𝑖𝑛𝑡  = 148 whereas for the silica, 
it deviates from macroscopic measurements at approximately 𝑅𝑒𝑖𝑛𝑡 = 119. 
 
 
Figure 4.9: Histograms for the z velocities in the a) ballotini and b) silica system at varying flowrates (legend shows 
𝑅𝑒𝑖𝑛𝑡 values).  
 
 
 
a) b) 
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Figure 4.10: Plots showing the deviation between the calculated volume flowrates measured using spin-echo 
velocimetry and the macroscopic measurements (grey shaded region) as 𝑅𝑒𝑖𝑛𝑡 is increased.  a) is obtained from the 
ballotini system and b) is obtained from the silica system. Error bars are calculated according to Section 4.2.3. The 
ballotini system deviates from macroscopic measurements at approximately 𝑅𝑒𝑖𝑛𝑡  = 148 whereas for the silica, it 
deviates at approximately 𝑅𝑒𝑖𝑛𝑡 = 119.  
 
4.3.2.2 3D velocimetry of a silica packed bed 
In addition to 2D velocity images, 3D velocity images were acquired of the silica packed bed 
at 1.78 ± 0.07 mL/s (𝑅𝑒𝑖𝑛𝑡 = 72). Various projections of the 3D velocity image flowing over 
the pellets are shown in Figure 4.11, the net flowrate across the central 100 points being 
calculated as 1.60 ± 0.06 mL/s. These figures illustrate that channelling is prominent in the 
packing, particularly at the packing edges. A slice from the 3D image is shown in Figure 4.12.  
 
 
 
 
 
 
 
 
 
a) b) 
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Figure 4.11: 3D velocity imaging of the silica system at 1.78 ± 0.07 mL/s (𝑅𝑒𝑖𝑛𝑡 = 72). Image a) shows the full 
active region, viewed from an angled side view; b) shows the same cylindrical volume as a), but with a slice removed 
from the region; c) shows a side-on view of a vertical cut through the centre of the same cylindrical volume. Note 
how there are large amounts of channelling at the pipe walls, occurring to a lesser extent within the interior of the 
bed.  
 
 
Figure 4.12: Slice taken from the 3D velocity image shown in Figure 4.11, for silica. a) shows the modulus image of 
the flowing system. The velocities are shown in b). Both images were acquired for a flowrate of 1.78 ± 0.07 mL/s 
(𝑅𝑒𝑖𝑛𝑡 = 72).  
 
a) b) c) 
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4.4 Discussion 
For flow in the pipe without packing, the fit of Equation 4.4 to the MRI extracted velocity 
profile in Figure 4.6 is satisfactory. Firstly, the calculated superficial velocity within its error 
bounds is equal to the measured velocity. Secondly, all measured velocities vary by 2.4 % or 
less compared to the model values. Interestingly, these errors are less than the 10 % error 
which has been previously noted for profile fitting [9]. Overall, the results from plain flow in 
the pipe establish that the spin-echo velocity imaging pulse sequence is quantitative for the 
flowrate tested.  
Evidently, a change in the flow field occurs upon the addition of packing material to the empty 
pipe. Figure 4.7, Figure 4.8, and Figure 4.12 illustrate that the velocity profile is no longer 
parabolic and axial velocities are at their minimum at the pore edges, increasing towards the 
pore centre. Furthermore, for an increasing flowrate, the shape of the velocity profile in each 
pore is not altered. Indeed, such observations have previously been documented [9], providing 
further evidence that the pulse sequence is quantitative in packed beds. In addition, for 
flowrates between 0.4 – 2.57 ± 0.06 mL/s for the ballotini and 0.4 – 3.18 ± 0.06 mL/s for the 
silica packing, the maximum velocity is approximately 12 and 14 times larger than the 
superficial velocity, respectively. Such large interstitial velocities have been modelled and 
experimentally confirmed in similar systems (e.g. [20]). However, from the 3D image of the 
silica-packed pipe, Figure 4.11, it is evident that the higher velocities occur more often at the 
edges of the packed bed. Known as channelling, this observation is also in accordance with 
theory, where the high voidage has been proposed as the factor accounting for the channelling 
effect at the wall [11, 29].  
From Figure 4.9, it is evident that the histograms for each different flow rate collapse onto 
each other in dimensionless form, indicating that the same flow field is experienced for each 
different flow rate, as has been confirmed in [9]. This indicates that these systems are under 
the same flow regime. In considering that 𝑅𝑒𝑖𝑛𝑡 for all of histograms is below 150 – the 
approximate transition point to the laminar transition regime – all experiments shown in the 
histograms must be experiencing laminar flow [17, 20]. Furthermore, as expected, the 
histograms for silica and ballotini exhibit only marginally different shapes, indicating each 
system possesses a similar flow distribution. Similar conclusions have been noted from the 
superposition of mildly variant histograms produced from packed beds of different bead sizes 
[9]. In addition, the histograms of Figure 4.9 are smooth, with an exponential-like distribution 
of positive velocities and a small amount of counter-current flow, observations which have 
been previously documented for packed beds [9].   
Although the data analysed from 2D spin-echo velocity images generates quantitative images 
and characteristics in accordance with what has been previously observed, Figure 4.10 
illustrates this may not always hold true as the flowrate is increased. Indeed, the pulse sequence 
produces borderline quantitative flowrates at 2.57 ± 0.07 mL/s (𝑅𝑒𝑖𝑛𝑡 = 148) for the ballotini 
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and 2.36 mL/s (𝑅𝑒𝑖𝑛𝑡 = 95) for the silica packed beds. Evidently, the 2D spin echo velocity 
imaging pulse sequence should not be used beyond these flowrates.  
To understand why the spin-echo velocity imaging pulse sequence becomes non-quantitative 
at higher 𝑅𝑒𝑖𝑛𝑡, several factors must be considered. Indeed, the first indication of changes 
occurring as the flowrate is increased can be observed in the modulus images of Figure 4.7 and 
Figure 4.8. It is apparent from these figures that minor regions of low SNR artefacts exist 
which become more prominent as the flowrate is increased. However, as the SNR is not 
excessively low, the velocity maps do possess areas of random pixilation and still produce 
quantitative flowrates. Nevertheless, when the flowrates are no longer quantitative (𝑅𝑒𝑖𝑛𝑡 > 
148 for ballotini and 𝑅𝑒𝑖𝑛𝑡 > 129 for silica), the areas of low SNR are excessive and the velocity 
map contains corresponding areas of random pixilation, Figure 4.13. Evidently, the low SNR 
regions are correlated with the deviation of calculated flowrates. In addition, although 
turbulence additionally causes low SNR regions [23, 24], this cannot be the cause for the low 
SNR regions for the majority of the images in this chapter, as these are well beneath the 
transition 𝑅𝑒𝑖𝑛𝑡. 
 
 
Figure 4.13: a) The modulus image and b) the corresponding z velocity image acquired at a flowrate of 2.36 ± 0.07 
mL/s (𝑅𝑒𝑖𝑛𝑡 = 136).  
 
Establishing the cause of low SNR regions begins from observation of Figure 4.14. This figure 
is a shear rate map of the system for the ballotini at 3.18 mL/s (𝑅𝑒𝑖𝑛𝑡 = 183), obtained using 
the finite difference method: 
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|𝑒𝑧𝑧 (𝑖,𝑗)| = |
𝑢𝑧 (𝑖+1,𝑗) − 𝑢𝑧 (𝑖−1,𝑗)
2𝑙
| + |
𝑢𝑧 (𝑖,𝑗+1) − 𝑢𝑧 (𝑖,𝑗−1)
2𝑙
| ,  
(4.5) 
 
where |𝑒𝑧𝑧| is the shear rate in the z direction, 𝑢𝑧 (𝑖,𝑗) is the velocity in the z direction from 
pixel (𝑖, 𝑗), and 𝑙 is the pixel length. Interestingly, in accordance with a previous study, the 
calculated shear rates are often highest for flow closest to the solid boundaries [6]. From 
comparison between the two images in Figure 4.14, regions of low SNR in the modulus image 
correlate almost exactly with high shear regions. However, the existing shear can be further 
accentuated by various factors. Firstly, by definition, the amount of dephasing will increase as 
both the flowrate and ∆ are increased. If shear is already contributing to a phase loss, an 
increase in the flowrate and ∆ will add to this. Secondly, any gradients which unintentionally 
encode for velocity in the same direction as the shear will cause further phase attenuation and 
lower SNR regions. Although velocity compensation can remove the effects of unintentional 
gradient dispersion, it cannot remove the effects of shear dispersion within a pixel.  
 
 
 
Figure 4.14: a) Modulus image of the flowing system at 3.18 mL/s (𝑅𝑒𝑖𝑛𝑡 = 183). Figure b) illustrates the shear 
rate map of the same system as a). Note how the high shear regions, manifesting as red, correspond exactly to the 
dark bands in the modulus image.  
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4.5 Conclusion 
This chapter has illustrated the validity of the 2D spin-echo velocity imaging pulse sequence. 
This was firstly completed by comparing the plain pipe flow profile to the experimentally 
acquired profile. It was then validated in packed bed flow through a comparison of the 
calculated and macroscopic flowrates. Various characteristics of the flow field were additionally 
noted that have been documented in literature, further verifying the accuracy of the pulse 
sequence. Nevertheless, the pulse sequence was shown to be non-quantitative for higher 
flowrates; the pulse sequence produced quantitative results only for 𝑅𝑒𝑖𝑛𝑡 below 136 and 72 for 
the ballotini and silica systems, respectively. The non-quantitative nature of the sequence was 
correlated with the advent of low SNR regions which cause excessive phase dispersion. These 
regions of large phase dispersion were shown to arise from regions of high shear. Lastly, the 
2D pulse sequence was extended to 3D, where results were also shown to be quantitative and 
characteristics of the flow field were comparable to those noted by other authors. In conclusion, 
with various considerations these results illustrate that the 2D and 3D spin-echo velocity 
imaging sequence will be accurate for measuring fluid flows in packed beds, Chapters 5, 8 and 
9.  
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Chapter 5 
Compressed sensing applied to MRI 
velocimetry 
 
 
 
Acquisition of 𝒌-space data can be time-consuming and thus robust methods for acceleration 
of 𝒌-space data have attracted interest for several decades. Compressed sensing falls into such 
a category, providing a solution for removing artefacts that result from acquiring less 𝒌-space 
points than are required by the Nyquist criterion.  
The aim of this chapter is threefold. Firstly, it is to produce an undersampling pattern and a 
subsequent compressed sensing (CS) reconstruction scheme that is optimised for the packed 
bed studied in this thesis. Secondly, it is to illustrate that the established CS methodology can 
be employed to acquire quantitative 3D velocity images, but with a 75% reduction in time, 
compared to the standard 3D velocity images of Chapter 4. Furthermore, this chapter 
illustrates that CS is an essential tool for studying fines deposition in packed beds. That is, 
CS enables relatively high-resolution imaging of fine deposits on the pore length scale, over a 
period of 14 hours over which the fine deposits remain stable.  
5.1 Introduction  
5.1.1 General 
The acceleration of 𝒌-space based NMR experiments attracts interest in both the medical and 
non-medical fields. Within the medical field, long MRI times are often viewed as an impediment 
due to associated motion-induced artefacts [1] and patient discomfort (e.g. [2]). Indeed, faster 
imaging techniques have enabled MRI to study new diseases (e.g. [3]), can significantly reduce  
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operating costs [4] and can allow previously prohibitively time-consuming studies to be 
performed, such as large-scale mapping of the brain [5]. In the field of engineering, similar 
problems exist, where MRI techniques have often been constrained to studying systems or 
processes that are stable for the duration of the imaging or are an average of the more temporal 
system behaviour. Thus, faster MRI acquisition has been a critical development in studying 
phenomena such as high voidage bubbly flow [6] and the local pulsing in the flow field that 
facilitates the trickle-to-pulse transition in packed beds [7]. Similarly, pulse sequences have 
been developed for imaging very fast flows where the time for position encoding limits the 
spatial resolution that can be achieved [8].  
To accelerate the acquisition of 𝒌-space data, two main approaches exist. The first of these 
involves low SNR systems, where it is well known that acquisition can be especially slow due 
to the high number of scans that must be performed. To reduce the lengthy time delay between 
each successive scan, some popular MRI techniques have been developed which can 
additionally be modified for velocimetry. These include Echo Planar Imaging (EPI), spiral 
imaging, Fast Low Angle SHot (FLASH) imaging and Rapid Acquisition with Refocussed 
Echoes (RARE) imaging. Acquisition using EPI is performed by acquiring several lines of 𝒌-
space for one excitation by rapidly alternating the read and phase gradients. Similarly, the 
gradients in spiral imaging vary sinusoidally, sampling 𝒌-space in a spiral pattern. However, 
although these two techniques are the fastest image acquisition techniques, they are subject to 
various artefacts. For example, EPI can experience problems such as Nyquist ghosting [9], and 
both EPI and spiral imaging based sequences are not suitable for systems where magnetic 
inhomogeneities are present (i.e. T2* ≪ T2) due to signal misregistration this introduces [10, 
11]. Conversely, FLASH and RARE are more robust techniques. To accelerate acquisition, 
FLASH employs a small tip angle for the excitation pulse to reduce the inter-scan delay. 
However, using a small tip angle comes at the cost of a lower SNR, and thus FLASH is often 
used in systems where low resolution is not an issue [11]. Within RARE imaging, a repetition 
of 180⁰ pulses are combined with a change in phase gradients after excitation, to acquire several 
lines of 𝒌-space with one excitation, Figure 5.1. However, because the pulse sequence is 
weighted by T2, the number of acquired lines in 𝒌-space before excitation is required again – 
the RARE factor, 𝑁𝑅𝐴𝑅𝐸 – will be determined by the smallest system T2 value. Furthermore, 
due to the winding nature of flow in porous media, RARE velocity imaging must maintain 
encoding for flow at each new phase in 𝒌-space [12]. Although a time-saving FLASH sequence 
has not been applied to image 3D flows, a 3D RARE velocimetry sequence has been previously 
implemented [13].   
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Figure 5.1: a) The RARE pulse program and b) the corresponding traversal in 𝒌-space. Several lines in 𝒌-space are 
acquired with one excitation by repeating the section inside the dashed box 𝑁𝑅𝐴𝑅𝐸 times.  
 
The second approach to accelerating the acquisition of 𝒌-space data is based on reducing the 
number of time-consuming phase-encoding points. However, as the sampling interval is 
determined by the FOV, undersampling the number of phase-encoding points whilst 
maintaining a constant the FOV will violate the Nyquist criterion. Violation of the Nyquist 
criterion produces artefacts, although the nature of these will vary depending on how 
undersampling was performed [14]. To mitigate these undersampling effects, methods broadly 
take one of three approaches: a) Generating less-visually apparent artefacts b) Utilising 
redundancy in 𝒌-space (e.g. partial-Fourier imaging) and c) Exploiting spatial and/or temporal 
redundancy [15]. Being a combination of approaches a) and c), compressed sensing (CS) is one 
of the most promising approaches to reducing the number of phase-encoded points whilst 
minimizing the artefacts generated from undersampling. Originally proposed by Donoho [16] 
and Candes [17], CS was translated to the field of MRI by Lustig [15].  
The use of CS in numerous fields is rapidly growing, the methodology being used in both NMR 
and non-NMR applications. Outside of NMR, the applications of CS can be broadly grouped 
into several areas: compressive imaging, biomedical applications, communications, pattern 
recognition, speech and sound processing, video processing and micro-nano electronics. For a 
more detailed review of general CS applications, the reader is directed to [18].  However, since 
its inception into MRI in 2007, CS is encountering a wide array of NMR applications. In the 
medical field, CS has been used to reduce patient discomfort and motion artefacts due to long 
acquisition times and has been utilised in functional MRI to enable several millisecond-long 
3D acquisitions of the brain [19]. Outside of the medical field, CS has been implemented with 
chemical shift imaging to reduce lengthy acquisitions [20], often in 3D visualisation of rock 
core flooding [21, 22]. Finding application in NMR spectroscopy, CS has additionally helped 
to reduce acquisition times and required gradient strengths whilst producing quantitative 
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spectra [19]. Lastly, in 2010, CS was first applied to MRI velocimetry using a standard spin-
echo velocity imaging sequence [23]. Since then CS velocimetry has been used to acquire 
velocity images of artery flow in 3D [4, 24], SF6 flow through a particulate filter [25] and has 
been extended to measure 2D diffusion propagators in asparagus [26]. In conjunction with 
spiral sampling, CS velocimetry has additionally aided in investigation of the origins of 
turbulence in multiphase flow [27]. Importantly, these wide range of applications highlight the 
versatility and potential of CS.  
5.1.2 Methodology comparison 
To preserve sparsity and produce uncorrelated aliasing artefacts, incoherent undersampling is 
required for CS. However, although completely random 𝒌-space sampling in all dimensions 
produces incoherent artefacts, this undersampling scheme is usually impractical. Due to 
hardware and physiological magnetostimulation limits [28], the 𝒌-space trajectories are 
required to be relatively smooth. To ensure hardware constraints are satisfied and incoherent 
artefacts are generated, several undersampling strategies have emerged, either taking the form 
of Cartesian sampling or non-Cartesian sampling. Cartesian sampling involves undersampling 
only in the phase dimension/s, the read dimension being fully sampled. The simplest scheme 
for undersampling the phase-dimension/s requires completely random undersampling, so that 
a reduced number of fully sampled frequency encoded lines are acquired. However, slightly 
more complex undersampling schemes can improve reconstruction quality. An example of this 
is pseudo-random, variable-density undersampling, which exploits the decrease in signal 
intensity that occurs in moving from the centre of 𝒌-space to the edge, sampling the centre of 
𝒌-space more heavily than the periphery. A similarly based approach, poisson-disc sampling, 
attempts to limit the distance between adjacent sampling points to avoid destabilizing the 
reconstruction [29]. Conversely, non-Cartesian sampling is not constrained to having the read 
dimension fully sampled. Undersampling schemes that fall under this approach include radial 
and spiral sampling. At the expense of a more complicated pulse sequence and set-up, these 
schemes can lead to a significant decrease in acquisition time compared to the Cartesian 
methods [15]. However, these methods can suffer from substantial artefacts when subjected to 
samples that contain several chemical species or are magnetically inhomogeneous [30].   
Although many regularisation functionals exist, the three most popular choices are the 
Daubechies-3 Wavelet (DW), the Total Variation (TV) and the Total Generalised Variation 
(TGV). The choice of each functional is crucial, as each one can considerably affect the 
reconstruction quality. For example, the DW functional is routinely used if smoothly changing 
intensities are expected in the reconstructed image. However, the DW is not capable of 
recovering sharp transitions, such as edges. To overcome the latter issue, the TV functional 
can be chosen if the image to reconstruct contains non-smooth features. However, the TV 
functional can also be prone to producing flat areas with sharp transitions termed ‘stair-casing’. 
This stair-casing can largely be avoided when using the TGV functional, as sparsity is 
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represented with a higher order gradient. This functional is typically considered when the 
image to be reconstructed contains both smooth and non-smooth variations in intensity, but 
sometimes it too suffers from causing flat regions to slant [31].  
After the desired regularizer has been chosen, a non-linear reconstruction algorithm must be 
used to find a solution to the ‘original image’. Due to the ℓ2-norm term in Equation 2.72, the 
optimization problem is non-linear. Many algorithms exist for this optimisation problem, 
differing predominantly in the efficiency of convergence and effort of implementation [29]. 
However, results are not affected by the choice of the computational method [31]. The Bregman 
Iteration method can further be used in conjunction with these reconstruction algorithms to 
increase the contrast in the regularised image [31].  
Although CS can be used to reconstruct undersampled phase-encoded images, it cannot be 
applied to the phase image directly. To generate a phase/velocity image, at least two 
experiments must be conducted, each encoded with a different gradient. Two sets of complex 
data are thus generated. Reconstruction is subsequently performed separately on each of these 
complex data sets. Calculation of the overall phase proceeds in a standard manner, being 
calculated from the difference between the phase of each image. It has been illustrated that 
little bias is introduced by using CS to acquire velocities in this manner [31]. Lastly, 
reconstruction utilising sparsity in the finite difference domain is optimal for CS velocimetry 
in a packed bed when a standard spin-echo velocity imaging sequence is used [23].  
5.2 Experimental 
5.2.1 Equipment 
Experiments were conducted on a Bruker AV 400 spectrometer with a 6 cm long, 25 mm ID 
birdcage coil. A borosilicate glass pipe 20 mm OD and 16 mm ID from Soham Scientific was 
designed to fit inside the probe. Fuji Silysia Q-50 silica pellets (1.18 - 2.36 mm) were sieved to 
1.8-2.36 mm and soaked overnight in de-ionised water. These constituted the structure in the 
active coil region. Fine particles were made from the same material, but were 75-150 𝜇m in 
diameter. To load the packing, a plastic frit with 7 equi-spaced circular holes was first placed 
into the pipe, resting on three equi-spaced glass protrusions from the pipe. A plastic bead of 
13 mm diameter was placed into the pipe to sit on this frit, followed by a height of 120 mm of 
5 mm diameter ballotini. The ballotini were used to reduce the amount of limited silica pellets 
available. The silica particles were packed to a height of 9.5 cm before the coil region and 13.5 
cm after the coil region, ensuring only fully developed flow was measured in the 6 cm packing 
region of the coil. A schematic of this can be seen in Figure 5.2.   
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Figure 5.2: Schematic of the set-up within the glass pipe. A large plastic sphere rests upon a plastic frit in the pipe 
to ensure the ballotini do not fall through the frit. 
 
The system was configured for both upflow and downflow. Upflow was used to ensure all the 
piping was filled with de-ionised water and so that air bubbles could be easily removed from 
the system. The set-up was then switched to downflow for the duration of all experiments. A 
flowrate of 0.042 ± 0.004 mL/s was used in downflow for all velocity experiments unless 
otherwise noted (i.e. the RARE images). Upflow lines consisted of 5 mm ID silicon tubing; 
downflow lines were constructed from 2 mm ID silicon tubing. A Dylade Fresenius DBP-764 
peristaltic pump was used for the upflow line, whilst a Watson Marlow 205-S peristaltic pump 
was used for the downflow line. Hand operated gate valves ensured the correct flow 
configuration could be chosen without needing to remove piping and introduce air into the 
system. The 5 litre cylindrical, polyethylene storage tank was situated above the level of the 
pipe to ensure a more steady flow, and to facilitate the movement of fines into the piping. 
Fines were present in the storage tank at all times at a concentration of approximately 2 % 
v/v, but flow into the piping did not occur unless the Citenco KQ-503 stirrer was switched on. 
Stirring was always performed at 300 RPM. When fines were flowing, the water exiting from 
the magnet was not returned to the storage tank, to ensure a constant fines concentration in 
the tank. The system can be seen in Figure 5.3 for the different flow configurations. The 
velocimetry pulse sequence was implemented once fines had stabilized. Fines were considered 
to be stable when the 1D profile of the coil no longer changed.  
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Figure 5.3: Flow system configurations for a) downflow and b) upflow. The flow path is shown in blue, with the 
relevant valves being opened or shut. Upflow is only used to fill the system with water, whilst downflow is used for 
all NMR experiments. 
 
5.2.2 Compressed sensing considerations 
5.2.2.1 Undersampling 
Undersampling for all the data in this report was trialled with a 50% reduction in each phase 
direction. It has previously been shown that such an undersampling fraction achieves a good 
balance between the reduction in acquisition time whist maintaining reconstruction quality for 
both course and finer-scale features [21]. The number of points (𝑁𝑝𝑜𝑖𝑛𝑡𝑠) in the undersampling 
scheme is therefore given by: 
 𝑁𝑝𝑜𝑖𝑛𝑡𝑠 = 𝑁𝑝𝑜𝑖𝑛𝑡𝑠,𝑟𝑒𝑎𝑑(0.5𝑁𝑝𝑜𝑖𝑛𝑡𝑠,𝑝ℎ𝑎𝑠𝑒)
𝑁𝑝ℎ𝑎𝑠𝑒 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑠  . (5.1) 
 
The undersampling scheme was chosen to be random, variable-density undersampling, scaled 
according to each point’s distance from the centre of 𝒌-space, 𝑟. This undersampling scheme 
was chosen to provide better reconstruction results compared to purely random undersampling 
of the phase dimensions. Non-Cartesian approaches were not considered, as the system studied 
here is not magnetic susceptibility matched. Furthermore, it has already been illustrated that 
the standard spin-echo velocity imaging pulse sequence is suitable for the packed bed, Chapter 
4. The undersampled points are distributed according to a probability distribution function 
[23]: 
 𝑝𝑑𝑓 = (1 − 𝑟)𝑝 , (5.2) 
a) b) 
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where 𝑝 is the factor which scales the point. Although it has been noted that values of 𝑝 
between 1-6 give optimal reconstructions [15], others found a 𝑝-value of 2.5 was optimal for 
velocity imaging [23]. Thus, to determine the optimum undersampling mask at a 50% reduction 
in the phase direction, 𝑝 was altered from 1-5. For each of these 𝑝-values, undersampling masks 
were generated 10 000 times. The best undersampling pattern was selected based on generating 
the lowest average Point Spread Function (PSF). The PSF was introduced by [15] as a measure 
of the contribution of a unit-intensity pixel at the 𝑖th position to a pixel at the 𝑗th position. 
This correlated corruption of another pixel occurs due to sampling below the Nyquist rate. 
However, when Nyquist-rate sampling is maintained, the pixels will not corrupt each other 
and the PSF will have a value of zero for 𝑖 ≠ 𝑗. The PSF is given by: 
 𝑃𝑆𝐹(𝑖, 𝑗) = 𝑒𝑗
−1ℱ𝑢
−1ℱ𝑢𝑒𝑖  , (5.3) 
where 𝑒𝑗 is a zero filled vector except ‘1’ at the 𝑗th location and ℱ𝑢 is the undersampled Fourier 
operator. Lastly, as the imaging is performed in 3D for this chapter, the same optimal 
undersampling pattern is used for each phase dimension. 
5.2.2.2 Pulse sequences  
To test the accuracy of the undersampling mask and CS reconstruction for 3D velocimetry in 
a packed bed, three experiments were conducted. The first experiment acquired a fully sampled 
2D velocity image using a standard spin-echo velocimetry sequence validated in Chapter 4. 
This fully sampled image was then undersampled according to the methodology outlined in 
Section 5.2.2.1 and subsequently reconstructed. Secondly, to ascertain if the undersampling 
pattern extended to 3D was suitable, a fully sampled, non-velocity encoded 3D image was 
acquired using a 3D RARE sequence, Figure 5.1. This fully sampled image was similarly 
undersampled according to the methodology outlined in Section 5.2.2.1 and subsequently 
reconstructed. During the acquisition of the RARE image, the flow was turned off. Lastly, a 
3D spin echo velocity image was acquired using CS. This is the same spin-echo velocimetry 
pulse sequence that was used to acquire the 3D velocity image of water flowing over a ballotini 
packing in Chapter 4. As 𝑅𝑒 ≈ 1 for the system in this chapter, no shearing artefacts are 
expected. To implement CS in the pulse sequence, the gradient phase lists were altered. 
Usually, the gradient list is automatically created by specifying the resolution and 𝐹𝑂𝑉 of the 
image, containing gradient values from 0 to the maximum gradient strength (𝐺𝑚𝑎𝑥), in steps 
of ∆𝐺, the difference between each gradient step being derived from  
 
∆ =
1
𝐹𝑂𝑉
 =  ∆ (
𝛾𝐺𝑡
2𝜋
) , 
(5.4) 
 
where ∆  is the difference between each 𝒌-space line. Furthermore, 𝐺𝑚𝑎𝑥 is specified by the 
pixel size of the image. However, to modify the list for CS use, this list is multiplied against 
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the [binarized] phase points that the undersampling scheme suggests to sample, excluding the 
desired phase encoding lines in 𝒌-space. The same undersampled gradient phase list was used 
for each phase dimension of the 3D velocity image. The main acquisition parameters for all 
experiments are listed in Table 5.1. 
 
Table 5.1: Acquisition parameters. 
 Experiment 
Parameter 2D image 3D RARE image 
3D velocity encoded 
RARE image 
Field of view [mm] 19 × 19 38 × 19 × 19 40 × 20 × 20 
Number of pixels 128 × 128 256 × 128 × 128 256 × 128 × 128 
Relaxation delay [s] 2.5 1.5 6.5 
∆ [s] 10 10 10 
𝛿 [ms] 1 1 1 
RARE factor NA 32 32 
Flow encoding gradient 
strength [G mm-1] ± 27.5 NA ± 20.6 
 
 
5.2.2.3 Reconstruction  
Reconstruction of undersampled data are completed using the TV functional, using the 
Chambolle-Pock algorithm. More detail on reconstruction theory can be found in Section 2.6. 
Although some additional velocity processing codes were written by the author, the majority 
of the CS-reconstruction codes were based upon those written by Martin Benning [31]. 
Reconstruction was performed for 12 logarithmically spaced α values from log10(10-5) to 
log10(0.4). A maximum of 2000 alpha iterations and 4 Bregman iterations were allowed, 
however the stopping criterion was based on a tolerance of 10-4. To calculate phase information, 
the complex data of each image acquired with a different flow encoding gradient strength was 
reconstructed separately.  
For fully sampled NMR data, the 𝒌-space data can be undersampled and reconstructed. This 
reconstructed image can then be compared to the original image, an approximate ground truth 
(a true ground truth would need to be fully sampled and de-noised). In order to compare the 
different regularization results and ascertain the suitability of the undersampling scheme, the 
quality of the solutions is compared to the ground truth via some well-established quality 
measures [31] of the entire image. These quality measures are known as the Peak Signal to 
Noise Ratio (PSNR), the Structural Similarity Index (SSIM) and the ℓ2-error. If 𝑢𝑅 is the 
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reconstructed solution and 𝑢𝐺𝑇 is the ground truth, then the Euclidean norm of the error 
between the solutions is given as:  
 
𝑁 = √∑|𝑢𝑅 − 𝑢𝐺𝑇|2, 
(5.5) 
where the sum is performed over every element in the solution. Using this definition, the PSNR 
can then be given as: 
 
𝑃𝑆𝑁𝑅 = 10 log(
(𝑚𝑎 |𝑢𝐺𝑇|)
2
𝑁2/ 𝑑 𝑑
) . 
 
(5.6) 
where  𝑑 and  𝑑 correspond to the total number of pixels in the image. Similarly, the relative 
ℓ2-error is given by 
 
ℓ2 =
𝑁
√∑|𝑢𝐺𝑇|
2 
  . 
(5.7) 
 
The SSIM is given by an algorithm based in MATLAB and is based on the comparison of the 
intensity, contrast and structural features in 𝑢𝑅 and 𝑢𝐺𝑇. It is calculated using a standard 
MATLAB algorithm, more of which can be read about in [32]. The SSIM value reported in 
this chapter is based on a calculation for each ‘slice’ in the y  phase encoding direction, averaged 
over the entire 3D volume.  
However, in the instance where 3D velocity data were acquired with undersampling, there is 
no absolute [image] truth to compare the data to. The optimal reconstruction was determined 
visually by ensuring noise-like artefacts were reduced as much as possible whilst ensuring the 
image was not over-smoothed or under-smoothed. This subjective analysis was made more 
objective by additionally ensuring that the reconstructed flowrate was in accordance with 
macroscopic flowrate measurements.  
5.3 Results 
5.3.1 Checking reconstruction parameters 
5.3.1.1 Optimal undersampling  
To obtain an optimal phase dimension undersampling scheme for the packed bed in this 
chapter, the fully sampled 2D spin-echo velocity image and the methodology provided in 
Section 5.2.2.1 were used. An example of the undersampling pattern for p = 1 is shown in 
Figure 5.4. 
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Figure 5.4: The pseudo-random, weighted undersampling pattern with a p-value of 1 for the 2D spin-echo velocity 
image, using an undersampling percentage of 50%.  
 
For each p-value tested, 48 different reconstructions were obtained, due to the twelve different 
𝛼 values and 4 different Bregman iterations (b). For each (𝛼, b) reconstruction, the SSIM, 
PSNR and ℓ2-error were calculated for both the first q-value modulus image and the phase 
image. Figure 5.5a-c and Figure 5.5d-f illustrate how the modulus and phase image quality 
metrics change for the different p-values, respectively. For ensuring the best reconstruction, it 
is evident that p = 1 will generally maximise the SSIM and PSNR whilst minimizing the ℓ2-
error for both the modulus and phase reconstruction. Thus p = 1 was chosen as the optimal 
power for the weighted density undersampling scheme.   
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Figure 5.5: Image quality metrics as a function of the probability distribution weighting, p. The top row shows the 
image quality metrics for the first modulus image, a) ℓ2-error b) SSIM and c) PSNR; the bottom row shows the 
image quality metrics for the velocity image d) ℓ2-error e) SSIM and f) PSNR. For this system, using a p-value of 
1 will maximize the SSIM, PSNR and minimize the ℓ2-error in both the modulus and velocity images.  
  
Figure 5.6 illustrates the results from the 2D reconstructed velocity data using 50% 
undersampling in the phase dimension and a p-value of 1. The optimally reconstructed data is 
determined by considering the data with the highest SSIM value and the most accurate 
flowrate, as images optimised according to PSNR and ℓ2-errors produced very poor 
reconstructions. More discussion on this is provided in Section 5.4.1. Thus, optimum 
reconstruction has occurred for α = 0.0085 and 4 Bregman iterations, producing a calculated 
volume flowrate of 0.042 mL/s. As fully sampled data and macroscopic measurements yield 
0.042 ± 0.004 mL/s, these results illustrate that the undersampling percentage and density 
will yield quantitative reconstructions of both modulus and phase-encoded data in 2D.   
a) b) c) 
d) e) f) 
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Figure 5.6: Top row shows the modulus images; the bottom row shows the corresponding gated velocity maps for 
a macroscopic flow rate of 0.042 mL/s. a), d) The original images before 50 % undersampling was applied the phase 
direction  b), e) The zero-filled image produces a volume flowrate of 0.037 mL/s c), f) Reconstruction of the 
undersampled image, with the best SSIM of the modulus image and most accurate reconstructed flowrate, 
reconstructed with 𝛼 = 0.0085 and 4 Bregman iterations. The global SSIM of the modulus image is 0.898 and the 
flowrate is 0.042 mL/s.  
 
Through analysing Figure 5.6, some comments can be made on the quality of the CS 
methodology. Firstly, it is evident that data undersampling with no subsequent reconstruction 
produces artefacts in the modulus and velocity domains. The modulus of the zero-filled image, 
Figure 5.6b, exhibits additional signal intensity that has been misregistered outside of the pipe, 
appearing as if some of the intensity has ‘leaked’. However, it is evident that this is largely 
removed for the reconstructed modulus image, Figure 5.6c. Similarly, undersampling the data 
additionally produces a lack of signal intensity in the pellets. The reconstructed image largely 
corrects for this by generating a smoother signal intensity in the pellets, although pellet 
boundaries are not as well-defined compared to the original image. Likewise, the zero-filled 
velocity image gives both erroneous MATLAB calculated flowrates and velocity profiles within 
the pores. However, from the reconstructed data, it is evident that CS reconstructed images 
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produce correct flowrates and more true velocity profile shapes. An example of this is shown 
in Figure 5.7, a close up of the velocities at the pore-scale level from Figure 5.6. It is evident 
that the zero-filled velocities in this pore do not experience the same velocity decrease in the 
highlighted black box that the original and reconstructed velocities experience.  
 
                             
 
Figure 5.7: Close-up of a pore from the 2D velocimetry results of Figure 5.6 with a) fully sampled velocities b) zero-
filled velocities and c) reconstructed velocities. A velocity decreased not captured by the zero-filled image have been 
highlighted in the black boxes. 
 
5.3.1.2 Undersampling applied in 3D 
A fully sampled 3D RARE image was acquired of the silica packing with fines deposited. This 
was then undersampled according to the methods outlined Section 5.3.1.1, reconstructed, and 
compared to the original image. The undersampling pattern for an axial slice is illustrated in 
Figure 5.8. This procedure was to ascertain whether the undersampling scheme could be 
extended to provide quantitative results in 3D.  
 
 
Figure 5.8: The undersampling pattern for any axial slice, used for undersampling and then reconstructing initially 
fully sampled 3D RARE, non-velocity encoded data. The same undersampling pattern is also for acquiring 3D 
RARE images with velocity encoding.  
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Figure 5.9 shows a comparison between the original, zero filled and optimally reconstructed 
RARE images. The optimally reconstructed image was chosen based on the highest SSIM 
value for the modulus image. This occurred for α = 0.0085 and 4 Bregman iterations, identical 
to the values obtained from the 2D data.  
 
   
   
Figure 5.9: Top row shows the modulus image of a central slice from the 3D dataset in the transverse plane; the 
bottom row shows the modulus image from a central slice from the 3D dataset in the longitudinal plane. Data are 
acquired for a silica and fines system. a), d) The original image, b), e) Zero filled image before 50% undersampling 
was applied in both phase directions (i.e. a total of 25% undersampling for the entire image), c), f)  Reconstructed 
image for the best SSIM, reconstructed with 𝛼 = 0.0085 and 4 Bregman iterations. The SSIM of the image is equal 
to 0.85.  
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Overall, the quality of the reconstructed data illustrates that the undersampling method is 
successful when applied to both phase dimensions. Furthermore, similar to the 2D velocimetry 
images of Figure 5.6, the zero-filled images of Figure 5.9 contain a large amount of 
misregistered intensity outside of the pipe and a lack of intensity in various pellets. The 
regularisation has largely removed this. Furthermore, regularisation appears to have removed 
an additional artefact - dark lines running parallel to the longitudinal direction – that was not 
present in the 2D images. Lastly, when considering the fine deposition structure of the bed, it 
is evident from Figure 5.10 and Figure 5.11 that the reconstruction faithfully represents the 
fines deposits. Due to intensity blurring, the nature of the fines deposits are rather ambiguous 
in the zero-filled image.  
                         
                         
Figure 5.10: Close-up of pores from the RARE modulus image results of Figure 5.9 with a) fully sampled data b) 
zero-filled data and c) reconstructed data.   
 
                                  
Figure 5.11: Close-up of pores from the RARE modulus image results of Figure 5.9 with a) fully sampled data b) 
zero-filled data and c) reconstructed data.   
 
5.3.2 Velocity encoded CS reconstruction in 3D 
Figure 5.12 and Figure 5.13 illustrate horizontal and vertical slices, respectively, extracted 
from an undersampled velocity encoded image acquired in 3D. The optimally reconstructed 
data [by visual means – Section 5.4.1] is obtained using α = 0.0012 and 2 Bregman iterations. 
Furthermore, the analysis was completed on the central 176 read dimension voxels to remove 
the narrowing image of the packing and non-quantitative data in this region. The total volume 
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flowrate averaged over this quantitative region is 0.082 mL/s and 0.041 mL/s for the zero-
filled data and the reconstructed data, respectively.  
 
 
 
 
Figure 5.12: Data from a centrally located slice in the transverse plane. The top images depict the modulus images; 
the bottom row depict the velocity images. a) Zero filled modulus image, b) Reconstructed modulus image, 
optimized by visual means, c) Zero filled, gated velocity map d) Reconstructed, gated velocity map. Optimal 
reconstruction occurred with 𝛼 = 0.0012 and 2 Bregman iterations. The average flowrate over the quantitative 
region of the coil for the zero-filled and reconstructed image was 0.082 mL/min and 0.041 mL/min, respectively. 
The macroscopically measured flowrate is 0.042 ± 0.004 mL/s. 
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The quality of the reconstruction is very similar to the reconstruction quality of the 2D velocity 
and 3D RARE images, removing the same artefacts mentioned in 5.3.1.2. Furthermore, from 
close analysis of the velocity field, it appears that reconstruction removes the under-estimation 
of the velocity field in pore centres that arises due to zero-filling. Figure 5.14 illustrates this in 
more detail.  
 
Figure 5.13: Data from a centrally located slice in the longitudinal plane. The top images illustrate the zero-filled 
data; the bottom row illustrate the reconstructed data, optimised visually with 𝛼 = 0.0012 and 2 Bregman 
iterations.  a) Zero filled modulus image,  b) Reconstructed modulus image, optimized by visual means, c) Zero 
filled, gated velocity map d) Reconstructed, gated velocity map. The average flowrate over the quantitative region 
of the coil for the zero-filled and reconstructed image is 0.082 mL/s and 0.041 mL/s, respectively. The 
macroscopically measured flowrate is 0.042 ± 0.004 mL/s.  
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Figure 5.14: Close-up of the velocities in pores from the 3D CS velocimetry experiment of Figure 5.12 with a) zero-
filled data and b) undersampled and reconstructed data.  
 
5.4 Discussion 
5.4.1 General 
Before any further discussion, some remarks must be made concerning the optimum 
undersampling mask obtained from the modulus images of Figure 5.5. From a subjective 
perspective, the more reliable modulus figures are the ones with the optimal SSIM, where α = 
0.008 and 1 Bregman iteration. Conversely, the modulus images with optimum PSNR and ℓ2-
errors usually occurred for α = 0.00001 and 1 Bregman iteration. For these reconstruction 
parameters, an ‘incorrect’ reconstruction is produced, as Figure 5.15 illustrates in more detail. 
Although Figure 5.15a produces a lower PSNR and ℓ2-error than Figure 5.15b, some structural 
features exist that indicate Figure 5.15b is a better reconstruction. For instance, a large 
quantity of pellets in Figure 5.15a possesses a lack of signal intensity within them (some 
examples are highlighted in the black boxes), in addition to the image containing misregistered 
signal intensity outside of the pipe. Thus, although the PSNR and ℓ2-error are low, the viewer 
is inclined to view the second image as being more ‘correct’. This conclusion – that the 
reconstructed image quality is not accurately reflected using the PSNR and ℓ2-errors – is no 
surprise. For several decades, a great deal of effort has gone into developing image quality 
assessment methods that take advantage of the known characteristics of the human visual 
system. For this reason, the SSIM and SSIM-derived image quality metrics are advantageous, 
as they compare the luminance, contrast and structure of an image – features which the human 
visual system considers when determining image quality [33]. Conversely, the PSNR and ℓ2-
errors are not well matched to perceived visual quality, as they do not take into account all of 
these visual factors [34, 33]. These results illustrate that although image quality metrics can 
be utilised, some subjective criteria must accompany the metrics to confirm or discredit 
whether an image is reconstructed faithfully. This analysis provides some indication that 
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choosing the optimum reconstruction can be performed accurately by visual means. Ideally 
however, this subjective criterion would be combined with a more physically relevant criteria, 
such as a flowrate, as is the case with the 3D velocity-encoded data acquired with 
undersampling.   
 
 
Figure 5.15: Comparison between the modulus images for an optimised a) PSNR and ℓ2-error (𝛼 = 0.00001) and 
b) SSIM (𝛼 = 0.008). Some points of interest have been highlighted by the black boxes.  
 
A similar comment must additionally be raised concerning the velocity image metrics depicted 
in Figure 5.5d)-f). In comparing the velocity image metrics, the optimal SSIM once again 
indicates the most correct reconstruction. For the optimum SSIM, the regularisation 
parameters are 𝛼 = 0.058 and 1 Bregman iteration, whilst for the optimum PSNR and ℓ2-
error, 𝛼 = 0.4 with 1 Bregman iteration. Evidently, from Figure 5.16, using the optimum 
PSNR and ℓ2-error values of the velocity field to indicate the optimum reconstruction will 
produce severely over-smoothed velocity data. In addition, the velocities are seriously under 
predicted in some regions, giving completely incorrect representations of the actual velocity 
field. Furthermore, image metrics applied to the velocity images is not optimal. This is firstly 
due to the large amount of noise registered outside of the pipe, as can be seen from Figure 
5.16a. Because noise is smoothed during regularisation, as is evident from Figure 5.16b,c, 
comparisons of the image quality metrics in these regions will thus be significantly different. 
Secondly, although the gated velocity maps could be used to calculate image quality metrics, 
these metrics will additionally have the disadvantage in that they are subject to the level of 
gating. Because reconstructions are smoothed to different amounts, this gating level could 
widely vary, not being a true indication of the underlying velocity image quality. For this 
reason, the image quality metrics on the modulus images are the most accurate and least 
subjective. They are thus used for estimating the optimal reconstruction parameter ranges in 
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the packed bed of interest, which are used for guiding the subjective optimisation of the 3D 
undersampled velocity image reconstructions.  
 
    
 
  
  
 
When no ground truth exists to calculate image quality metrics, subjective criteria must be 
used to ascertain whether the reconstruction is optimal. However, there can be some objective 
evidence to aid this subjective process of selection. For example, the initial tests with the 2D 
velocity image and the 3D RARE image illustrated that an optimal SSIM was obtained for α 
= 0.0085 and 4 Bregman iterations (and a p-value of 1). The same regularisation values for 
both reconstructions indicates that the system being studied is relatively similar in structure 
and SNR (and undersampling fraction and scheme). Likewise, as the same packed bed is used 
for the 3D CS velocimetry image, it is expected that the reconstruction parameters will also 
be similar. Indeed, with α = 0.0012 and 2 Bregman iterations characterising the 3D CS 
velocimetry reconstruction, it gives confidence in the subjective visual optimisation. 
Furthermore, this subjective analysis can be validated by the difference between the 
macroscopic and calculated flowrates. These two factors suggest that the subjective method is 
sufficiently accurate for determining that the reconstruction is optimised.    
With respect to the velocity images analysed at the pore scale (Figure 5.7 and Figure 5.9), it 
appears that the TV regulariser approach is appropriate for this packed bed. Sharp boundaries 
and edges are preserved as has been previously illustrated in literature, and no noticeable stair-
casing effects are observed [31]. Furthermore, unlike the zero-filled data, the velocity profiles 
and values appear to be represented accurately when optimally reconstructed. This has 
implications for measuring the extent of channelling, as Figure 5.14 illustrates. Lastly, it is 
Figure 5.16: Comparison between the ungated velocity images for a) the original image and optimised b) SSIM 
(𝛼 = 0.058) and c) ℓ2-error and PSNR error (𝛼 = 0.4).  
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also interesting to note that the zero-filled data produces worse results when undersampling is 
performed in 2 dimensions, instead of just one. For example, the macroscopic calculated 
flowrate from the zero-filled 2D velocimetry data are 12% above the true flowrate. However, 
in the 3D case, the zero-filled data are almost 100% greater than the true flowrate. 
Nevertheless, for the optimally reconstructed data, undersampling in an extra dimension 
produces no difference to the calculated flowrate. In both the 2D and 3D cases, the flowrate is 
equal to the macroscopically calculated flowrate.  
A last observation to note is the suitability and accuracy of the CS methodology applied in 
this chapter for both non-phase encoded data and phase-encoded data. Thus, there is no need 
to incorporate an additional regularisation parameter to improve the quality of the 
reconstruction (e.g. [23]). It has also been suggested that to optimise reconstruction results, 
TGV regularisation should be implemented, as it provides a good compromise between sharp 
boundaries and smoothness [31]. However, this also requires the choice of an additional 
regularisation variable. Because results are sufficiently accurate with the simpler regularisation 
functional, the TV regularisation approach will be adopted for the rest of the CS 
implementations in this thesis.  
 
5.4.2 Applicability to future experiments 
Determining whether the pulse sequence will be suitable for future experiments with fines, 
both macroscopic and pore-scale measurements must be examined. These provide an estimate 
of the sensitivity of the CS method to the packed bed used in this chapter and Chapters 8 and 
9.  
To consider the macroscopic suitability of the CS methodology, the image metrics and the 
macroscopic flowrates must necessarily be considered. As previously mentioned, the similarity 
between the reconstruction parameters of different experiments builds confidence in the quality 
of the overall CS reconstruction for the 3D velocimetry data. This is further corroborated by 
the similarity of the calculated and measured macroscopic flowrates. Thus, together, the 
flowrates and the similarity of the reconstruction parameters illustrate that macroscopically, 
the packed bed is represented accurately with CS.   
Likewise, for modulus images on the pore-scale, it appears the packed bed has been correctly 
represented. From Figure 5.10 and Figure 5.11, it is evident that the fine structure is 
ambiguous in the zero-filled modulus image due to the intensity blurring. However, the fully 
sampled and reconstructed images show sufficient detail in the bed structure. For example, 
due to the reconstruction, it is evident that cascading fines deposits are visible, Figure 5.10. 
These pore-scale features have been observed in literature, usually being termed ‘pendants’ 
[35]. Being able to extract such a level of detail is critical for the fines deposition studies in 
later chapters and illustrates the applicability of CS to study phenomena on such a length-
scale.  
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Furthermore, the ambiguity of the fines deposition structure on the pore-scale is an important 
remark worth expounding upon. For studies in Chapters 8 and 9, pore scale analyses will be 
performed, extracting surface area and volume related variables for each pore in the 3D 
structure. Clearly, extracting such variables will be highly dependent on the gating level of the 
intensity image. Although these variables will be different for the different quantities of fines 
deposits, the relative nature of these variables is of more importance than their specific value. 
Consequently, it is imperative that the fines deposition structure be gated in the same relative 
manner across all experiments. To illustrate this supposition, using the 2D velocity data of 
Figure 5.6 as an example, gating is performed to coincide with the uncertainty in the 
macroscopic flowrate. That is, gating is performed such that the calculated flowrate varies 
from 0.038 mL/s to 0.046 mL/s. At these gating levels, the number of pixels that are included 
can vary by up to 27%! (As a side note, gating between these levels produces binary masks 
which are over-estimates or under-estimates of the pore structure that the intensity image 
depicts, Figure 5.17. Thus, the macroscopic flowrate error bounds are not a true reflection of 
the error in the determination of the pore structure identification.) Thus, ensuring gating 
occurs at some predefined level is of paramount importance for later pore analysis studies. 
This predefined level cannot be an intensity, as the bed intensity will change between 
experiments. However, the one variable that will remain constant between different fines 
experiments is the average volume flowrate. Thus, if gating is performed such that the average, 
most likely estimate of the calculated volume flowrate is maintained (i.e. 0.042 mL/s), then 
the same extent of gating will be used across all experiments. Overall, the pore-scale results 
indicate that the CS methodology should be sufficiently accurate for the pore analysis during 
fines deposition studies, where additional fines will occupy from a few pixels to many more 
pixels, if gating always occurs to ensure the macroscopic flowrate is fulfilled.   
 
  
Figure 5.17: Data obtained for the 2D fully sampled, undersampled, then reconstructed velocity encoded experiment. 
a) The intensity image, b) the gated mask to satisfy a flowrate of 0.038 mL/s and c) the gated mask to satisfy a 
flowrate of 0.046 mL/s.  
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With respect to the velocity images analysed at the pore scale (Figure 5.7 and Figure 5.9), it 
additionally appears the packed bed has been correctly represented. That is, no stair-casing of 
velocities were observed and velocity profiles and values are a close representation to reality.   
Importantly, unlike the zero-filled images, regularisation does not underestimate the extent of 
channelling, as Figure 5.14 illustrates. To accurately reflect the extent of channelling is of 
paramount importance when correlating velocity measurements with mass transfer coefficient 
measurements. This is because the mass transfer coefficients can often be inaccurate due to 
neglect of channelling [36]. Thus, to discern accurate mass transfer-flow relationships, 
channelling must be imaged faithfully, which CS permits.  
Lastly, without CS, a 3D velocity image at the desired resolution and FOV would take 
approximately 4 days to acquire. CS offers substantial time-saving, allowing the same image 
to be captured in 1 day. This is important, as fines may not be stable over such an extended 
period of 4 days. Overall, the macroscopic measurements, pore-scale measurements and time 
resolution satisfy the desired sensitivity and resolution, illustrating that the CS methodology 
is suitable for studying fines deposition. 
5.5 Conclusion 
From a comparison between image quality metrics, macroscopically calculated flowrates and 
analysis of pore-scale features in the modulus and velocity images, it is evident that CS 
faithfully reconstructs both non-velocity encoded images and velocity encoded images in 2D 
and 3D. To complete this, an optimal undersampling pattern was created, which will be used 
for future CS experiments and reconstructions. Overall, using this optimised undersampling 
pattern for 3D CS will allow a 75% reduction in acquisition time, ensuring that acquisition can 
occur whilst the fines deposits remain stable, to generate quantitative modulus and velocity 
images.   
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Chapter 6 
Gas-phase exchange time and mass transfer 
coefficient measurements in a packed bed 
using T2-T2 
 
 
The study of mass transfer in packed beds has found considerable attention in the literature 
over the past 70 years due to its importance in a number of chemical engineering applications. 
This is due to unit operations being reaction or mass transfer limited. The fluid-solid mass 
transfer coefficient is one of the most important parameters for design, scale-up, and 
performance characterization of packed bed reactors. If a process is mass transfer limited, then 
the rate of mass transfer will determine the time for adequate separation, transfer or reaction. 
This in turn will affect the size of the equipment needed and will affect the capital outlay for 
the equipment. In addition, this will also affect the energy consumption of the equipment and 
thus affects the operating costs of a plant. Mass transfer correlations which relate the mass 
transfer coefficient to operating conditions of the equipment are thus critical in aiding the 
chemical engineer to design and operate equipment that performs the desired role in an 
economical manner, and can often dictate if a process will be viable or not [1, 2]. 
Mass transfer across the gas-solid interface in packed bed reactors has been investigated using 
two-dimensional (2D) nuclear magnetic resonance (NMR) relaxation exchange measurements 
(T2-T2). This chapter aims to illustrate that T2-T2 is capable of measuring the fundamental 
exchange time in a porous medium-gaseous system. Secondly, this chapter demonstrates that 
this rate can be transformed into a mass transfer coefficient that is exactly coincident with the 
spread of literature mass transfer coefficients for 𝑃𝑒 > 100; furthermore, for 𝑃𝑒 < 100, unlike 
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traditional measurements, this rate does not underpredict the mass transfer coefficient by up 
to 96%.   
6.1 Introduction 
6.1.1 Defining the mass transfer coefficient 
The mass transfer coefficient is a proportionality constant which links the flux across an 
interface to the driving force producing the flux. Likened to a reaction rate equation, when the 
driving force is a difference in concentration, the mass transfer coefficient is thus defined by: 
 𝑁 = 𝑘(𝐶 − 𝐶𝑠) , (6.1) 
 
where 𝑁 is the molar flux, 𝑘 is the mass transfer coefficient with units of m.s-1, 𝐶 is the 
concentration of the solute at an infinite distance from the interface and 𝐶𝑠 is the molar 
concentration of the solute at the interface boundary. It is practically impossible to measure 
only the flux of a species across an interface so a mass balance is applied to the entire system, 
containing the interface, to obtain 𝑘. At steady state and in one dimension, with Equation 6.1 
appearing as a source/sink term, we obtain from the mass balance: 
 
 𝐸
𝑑2𝐶
𝑑𝑧2
− 𝑢
𝑑𝐶
𝑑𝑧
= 𝑎𝑘(𝐶 − 𝐶𝑠) , 
(6.2) 
 
where 𝑢 is the interstitial velocity, 𝐸 is the dispersion coefficient and 𝑎 is the specific contact 
area per unit volume [3]. To be useful in chemical engineering practice, 𝑘 is obtained for varying 
flowrates of the system and results form a correlation constituted of dimensionless numbers. 
Dimensionless analysis is imperative, as it allows for the comparison between systems with 
different fluids and geometries that would otherwise have different scaling. For completeness 
in the following discussions, the dimensionless variables relevant to mass transfer are listed in 
Equations 6.3 - 6.6. These variables are the Reynolds number (𝑅𝑒), the Sherwood number 
(𝑆ℎ), the Schmidt number (𝑆𝑐) and the Peclet number (𝑃𝑒).   
 
𝑅𝑒 =
𝜌𝑈0𝑑𝑝
𝜇
 
(6.3) 
 
𝑆ℎ =
𝑘𝑑𝑝
𝐷
  
(6.4) 
 
𝑆𝑐 =
𝜇
𝜌𝐷
   
(6.5) 
 𝑃𝑒 = 𝑆𝑐. 𝑅𝑒  , (6.6) 
where 𝜌 is the density, 𝑈0 is the superficial velocity, 𝑑𝑝 is the particle diameter, 𝜇 is the 
viscosity and 𝐷 is the diffusion coefficient. Another important dimensionless variable which is 
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used in mass transfer analysis is the Chilton-Colburn mass transfer factor, 𝐽𝑑, given by 
Equation 6.7:  
 
𝐽𝑑 =
𝑆ℎ
𝑅𝑒𝑆𝑐
1
3
=
𝑘
𝑢
𝑆𝑐
2
3 . 
(6.7) 
 
6.1.2 Mass transfer correlations 
Two different expressions for mass transfer correlations are presented in literature, plotting 
either 𝐽𝐷 or 𝑆ℎ as a function of 𝑅𝑒, the former being more prevalent [4, 5, 6]: 
 
𝐽𝐷 =
𝑘
𝑢
𝑆𝑐
2
3 = 𝑎𝑅𝑒−𝑚 
 
(6.8) 
 
𝑆ℎ =
𝑘𝑑𝑝
𝐷
= 𝑏𝑅𝑒𝑛𝑆𝑐
1
3 , 
(6.9) 
 
where 𝑎, 𝑏, 𝑚 and 𝑛 are all constants which depend on the sample geometry. In addition, 
Equation 6.8 is sometimes modified by a function of the void fraction. To obtain all of the 
unknown constants requires carrying out experiments that measure each variable and 
regressing the data to these equation forms. Furthermore, aside from correlations arising from 
single experimental set-ups, various authors have attempted to summarize data spanning many 
different systems into a few general correlations with more general coefficients (e.g. [7]).  
Unfortunately, despite mass transfer coefficients being fundamental for designing and 
optimising new processes and unit operations, the literature on mass transfer coefficients in 
packed beds is often contradictory and confusing. Some authors claim that 𝑆ℎ should decrease 
with the 𝑃𝑒 number (e.g. [8, 9]), whilst others claim that it reaches a constant value (e.g. [10, 
11]). This confusion in the trend of the mass transfer coefficient as a function of dimensionless 
numbers arises largely due to the existence of two different definitions for how the mass transfer 
coefficient can be obtained using the mass balance of Equation 6.2. These two different 
definitions differ by the loss of one term in Equation 6.2 and are described in detail in Sections 
6.1.3.1 and 6.1.3.2.  
This confusion in the trend of the mass transfer coefficient is not aided by several other 
complicating factors. Firstly, to obtain the mass transfer coefficient (using the same form of 
equation as Equation 6.2), different experimental procedures can be used. This inevitably 
produces different driving forces for mass transfer. The driving force may not only be a 
difference in concentration, but may also be a difference in pressure. The most common 
different experimental procedures to obtain 𝑘 are known as the dissolution, sublimation, the 
vaporization, the ion-exchange and electrochemical techniques and will be discussed in Section 
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6.1.3 in more detail. In general, gas-phase mass transfer correlations have been generated 
primarily through the absorption, sublimation or evaporation methods. However, for liquid 
phase transfer correlations, the most common methods are the dissolution method and the 
electrochemical method [7]. Secondly, although 𝑘 is strictly defined with the units of m.s-1 (due 
to dimensionless number equation equations), some authors use different units for 𝑘. However, 
the mass balance requires units of m.s-1, and so some changes to the equation computing 𝑘 
must be made to ensure it is in the correct units. This however does not alter how 𝑘 is 
determined experimentally, and details will be clarified in Section 6.1.3.2.  
6.1.3 Obtaining mass transfer correlations  
6.1.3.1 Using the entire mass balance 
The first method to obtain 𝑘 is based on using the entirety of Equation 6.2. The [very few] 
studies that use the entirety of the mass balance use concentration as the driving force. 
However, not all variables in this equation are measured directly to obtain 𝑘, as correlations 
must be used for 𝐸. For example, although the measurements used to obtain 𝑘 in one study 
were conducted on different sized spherical and cylindrical particles [12], the correlation used 
for 𝐸 was obtained using only spherical particles [13]. However, such a pellet size and shape 
mismatch will lead to erroneous 𝐸 values, supported by the very study that the 𝐸 were obtained 
from! Other studies using the full mass balance use the pulse chromatography technique. This 
measures the quantity of an injected pulse of reactant remaining after a reaction has occurred 
on the solid packing [8]. However, these studies also use a correlation for 𝐸 that is derived 
using a differently sized reactor and pellets [14] – hence a true measurement of 𝐸 would not 
have been obtained.   
6.1.3.2 Using a non-complete mass balance: general 
Due to the complexities in obtaining 𝑘 using the entire mass balance, the second definition of 
the mass transfer coefficient measurement is overwhelmingly the most popular definition in 
chemical engineering literature [15, 3]. It is given by neglecting the second derivative of the 
driving force term in Equation 6.2, giving: 
 
𝑢
𝑑𝐶
𝑑𝑧
= −𝑎𝑘(𝐶 − 𝐶𝑠) . 
(6.10) 
 
This equation can then be integrated (Sections 6.1.3.3 - 6.1.3.4) or combined with other 
relationships (Sections 6.1.3.5 - 6.1.3.6) to determine 𝑘.  
6.1.3.3 Using a non-complete mass balance: dissolution and sublimation methods 
To obtain 𝑘 using the dissolution or sublimation methods, ‘active’ solid particles that are 
sparingly soluble are placed into a packed bed with other particles that do not dissolve or 
sublime. Liquid is passed over this packing in the case of the dissolution method; gas is passed 
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over this packing in the sublimation method. To ensure the outlet solution or gas is not 
saturated, the packing must either be very short and full of the active particles, or longer, 
having the active particles surrounded in each direction by non-active particles [16, 17, 18]. 
Only the liquid and gas immediately adjacent to the solid is assumed to be saturated [3].   
For the dissolution method, the more specific form of Equation 6.10 is given as  
 
𝑘 =
𝑢
𝑎𝐿
1
ln (
𝐶𝑜𝑢𝑡 − 𝐶𝑠
𝐶𝑖𝑛 − 𝐶𝑠
) 
 , 
(6.11) 
where 𝐿 is the packed bed height and in practice, the interstitial velocity is substituted for the 
superficial velocity. However, although Equation 6.11 uses 𝑘 with units of m.s-1, authors using 
the dissolution or sublimation method usually maintain that ‘𝑘’ has units of kg.m-2.s-1. Thus, 
Equation 6.11 needs to be corrected by the concentration difference to ensure consistent unit 
dimensions in the mass balance. To avoid confusion, the corrected ‘𝑘’ with units of kg.m-2.s-1 
will be termed 𝑘𝑐, and is thus given by: 
 
𝑘𝑐 =
𝑢
𝑎𝐿
(𝐶𝑜𝑢𝑡 − 𝐶𝑖𝑛)
ln (
𝐶𝑜𝑢𝑡 − 𝐶𝑠
𝐶𝑖𝑛 − 𝐶𝑠
) 
=
𝑢
𝑎𝐿
(∆𝐶𝐿𝑀)  , 
(6.12) 
where ∆𝐶𝐿𝑀 is the log mean concentration difference [17]. Similarly, the sublimation method 
maintains the same form as Equation 6.12, but with the log mean partial pressure as the 
driving force. In addition, one author obtaining 𝑘 in this manner corrected for axial dispersion, 
via an empirical equation [11]. 
To obtain actual measurements of the relevant variables from Equation 6.12, the effluent liquid 
or gas is passed through saturators. By measuring the difference in the weight of the saturators 
before and after the effluent has passed through them, the quantity of solid substance that has 
transferred to the fluid stream in the packed bed can be determined to calculate 𝐶𝑜𝑢𝑡 or the 
exit partial pressure for the subliming particle (e.g. [17]). The effluent gas can additionally be 
analysed by a UV spectrophotometer (e.g. [10]) or via titration (e.g. [19]) to determine 𝐶𝑜𝑢𝑡 or 
the partial pressure. 𝐶𝑠𝑎𝑡 is determined from saturation data whilst 𝑝𝑠𝑎𝑡 is found from vapour 
pressure tables. The variable 𝑎 is determined by measuring the initial active particle surface 
area before placed into the liquid or gas stream. However, despite the solid particle changing 
size over the course of experiments, these methods do not take into account the surface area 
change. Additionally, if this method is used in two-phase flow, then problems can arise upon 
sampling the exit concentration due to flashing of the solute into the atmosphere [20]. 
6.1.3.4 Using a non-complete mass balance: vaporisation method 
Obtaining 𝑘 using the vaporization method is very similar to the dissolution and sublimation 
methods. Porous particles capable of being saturated with a fluid (usually water) are packed 
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into a bed with other particles that do not allow penetration of liquids into the pellets. This 
packing is then soaked in the fluid for several hours, until the porous particles are saturated. 
Excess fluid is shaken off, and gas (usually air) is passed over the packing. Including other 
non-porous particles with the porous particles ensures that the outlet gas is not saturated. 
Similarly, only the gas immediately adjacent to the solid is assumed to be saturated [16].  
For the vaporisation method, authors use the units of m-1.s for ‘𝑘’. Thus, the more specific form 
of Equation 6.8, with the partial pressures used as a correction, becomes 
 
𝑘𝑝 =
𝑎𝑉
?̇?
(𝑝𝑜𝑢𝑡 − 𝑝𝑖𝑛)
ln (
𝑝𝑜𝑢𝑡 − 𝑝𝑠
𝑝𝑖𝑛 − 𝑝𝑠
)
=
𝑎𝑉
?̇?
(∆𝑝𝐿𝑀)  , 
(6.13) 
where 𝑘𝑝 is the mass transfer coefficient with units of m
-1.s, 𝑉 is the bed volume, ?̇? is the mass 
flow rate of the transferring substance and 𝑝 is the partial pressure of the transferring substance 
[16]. 
To obtain actual measurements of the relevant variables from Equation 6.13, the vaporization 
method measures the weight of the packed bed itself before and after experiments. This is to 
determine ?̇?. Partial pressures are determined by thermometers at the entrance and exit of 
the packed bed that measure the wet- and dry-bulb temperatures [16, 21].  
6.1.3.5 Using a non-complete mass balance: electrochemical method 
Another method to measure liquid phase 𝑘, the electrochemical method, is based on driving 
an electrochemical reaction to its maximum rate. At this point, it is limited by mass transport 
and thus generates a limiting current, 𝑖𝐿, between the two electrodes. This limiting current 
can be determined from Faraday’s second law of electrolysis: 
 
𝐶out = 𝐶𝑖𝑛 −
𝑖𝐿
𝑢𝐹
  , 
(6.14) 
where 𝐹 is Faraday’s constant. As the 𝑘 used by authors utilising the electrochemical method 
has the units of m.s-1, no correction to the integrated form of the simplified mass balance needs 
to be made. Thus, to obtain 𝑘, Equation 6.20 can be substituted directly into Equation 6.11 
with 𝐶𝑆 = 0 [22]. 
Some authors have pointed out that the electrochemical technique has an advantage over 
common dissolution methods, as pellets do not experience a mass loss, nor does it matter if a 
larger period of time is taken to reach steady state [23]. However, the wiring leading to the 
electrodes in the spheres must come out in from one point of the sphere, altering the flow field 
around the sphere.  
 
 
126 
6.1.3.6 Using a non-complete mass balance: ion-exchange method 
The ion exchange method uses a few different methods to calculate liquid phase 𝑘, however, 
the least empirical and most general of these is again based on Equation 6.10, having neglected 
the dispersive term [24]. This method involves pre-soaking resin beads in a carrier solution. 
The resin beads are then placed over a large amount of glass beads, in a very thin layer. The 
carrier solution, also containing a transferable substance, is flowed over the resin beads and 
then over the glass beads [25].   
Even though the units of 𝑘 used by authors of the ion-exchange method are m3.kg-1.s-1, no 
correction needs to be made to Equation 6.10. This is because some of the mass balance 
variables are modified through using information on the mass of the resin bed and volume of 
liquid passed over the packing, ensuring the units of 𝑘 are consistent with the mass balance. 
Similarly, due to the thickness of the resin packing being very small, it is treated as a 
differential bed. This allows the derivative of Equation 6.10 to be approximated as a difference, 
which when combined, yields: 
 
𝑘′ =
𝑢𝑎
𝑚
(𝐶𝑖𝑛 − 𝐶𝑜𝑢𝑡)
(𝐶 − 𝐶𝑠)𝑎𝑣
 , 
(6.15) 
where 𝑘′ is the pseudo-mass transfer coefficient and 𝑚 is the mass of the resin beads. To 
determine Cs, separate resin particles are placed in the carrier solution with the transferring 
substance. The amount of transferring substance that has penetrated into the resin is 
calculated by titrating small aliquots of the remaining liquid. To determine the actual 𝑘, 𝑘′ 
must be determined for various times (equivalently different amounts of acid in the resin). The 
trend of 𝑘′ over time is then back calculated to t = 0, where no internal diffusion resistances 
exist [25].    
One disadvantage of this method is the very thin resin layer not containing any packing above 
it. With the flow being introduced immediately over the top of the resin particles, there is no 
entry length where entrance effects may die away before measurements are taken.  
6.1.4 Limiting behaviour of mass transfer correlations 
Although the two definitions for 𝑘 (Equations 6.2 and 6.10) give similar results for high 𝑃𝑒 
number data, when the 𝑃𝑒 number becomes low, the mass transfer coefficients they produce 
exhibit different behaviour. Data trends and predictions made using the full mass balance at 
low 𝑃𝑒 number reach an asymptotic 𝑆ℎ (and thus 𝑘) value, whereas all of the measured 𝑆ℎ 
values using the simplified definition fall significantly below these values. Various authors have 
proposed various reasons to account for this disparity between the actual 𝑆ℎ characterising 
the system and the apparent 𝑆ℎ that is measured.  
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The values for 𝑆ℎ predictions based on the entire mass balance are originated from Ranz’s [26] 
equations for a single sphere in infinite flow. A similar approach was taken by Sorensen and 
Stewart [4] for a collection of spheres in a cubic array. Although these studies did not consider 
channelling and dispersion, they accounted for the second derivative term in Equation 6.2 with 
a diffusion coefficient, accurately describing the system they are representing.  
Some authors have hypothesized that it is the neglect of the dispersion term in Equation 6.2 
that causes the deviation in 𝑆ℎ at low 𝑃𝑒, such as Wakao et al. [3]. In correcting selected 
literature data in concentrated beds for axial dispersion, the illustrated that the corrected 𝑆ℎ 
approached the same limiting behaviour as Ranz’s equation at low 𝑃𝑒. Deridder et al. [15] 
agreed with these conclusions for any type of packed bed. Similarly, Fedkiw et al. [27] derived 
qualitative equations to describe the two different behaviours for the two different definitions 
of 𝑘 at low 𝑃𝑒. They theoretically showed that if the entire mass balance approach was utilized, 
a limiting 𝑆ℎ would be reached; otherwise 𝑘 based on a log mean driving force and neglect of 
axial dispersion would cause the apparent 𝑆ℎ to vary linearly with 𝑅𝑒. Thus, using the 
simplified definition of 𝑘 (Equation 6.10), irrespective of whether or not dispersion exists, 𝑆ℎ 
will not reach a limiting value.  
Conversely, other authors have shown that not accounting for channelling causes the deviation 
in 𝑆ℎ at low 𝑃𝑒. For example, Martin [28] did not consider the effect of axial dispersion and 
instead attributed the disparity at low 𝑃𝑒 to differences in the amount of channelling, through 
comparison of data to a simple model. It was demonstrated that the model could match the 
severe drop in literature data 𝑆ℎ by incorporating channelling. Interestingly, this match only 
occurred when the channelling regions did not facilitate mass transfer. If the channelling 
regions did facilitate mass transfer, 𝑆ℎ reached an asymptotic value. This asymptotic value 
however was still underestimated, compared to both Ranz [26] and Sorensen and Stewart’s [4] 
trends. Kunii et al. [29] came to similar conclusions when comparing to the Ranz equation. 
Apparent 𝑆ℎ from the literature matched the models well when altering the amount of 
channelling that occurred in the beds.    
In retrospect, Rexwinkel et al. [18] effectively point out that for undiluted beds, it is neither 
the neglect of just channelling or just dispersion that have the ability to cause 𝑆ℎ to deviate 
from asymptotical behaviour, but both. In diluted beds however, they illustrate that neglecting 
radial concentration gradients is the primary key to the disparity - not neglect of channelling 
or dispersion.  
From these literature comparisons, it becomes apparent that if the equations describing the 
measurement are not a true representation of the system (i.e. channelling is not accounted 
for), and/or the simplified Equation 6.10 is used (whether dispersion is neglected or not) then 
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𝑆ℎ (and thus 𝑘) should give the same, inaccurate behaviour. That is, the true system 𝑆ℎ will 
be underestimated, and not reach a limiting value as 𝑃𝑒 tends towards zero. Furthermore, 
despite all studies showing the importance of particular assumptions, quantifying how much 
difference each assumption makes to the behaviour of the mass transfer coefficient is very 
difficult. This is because model parameters are always chosen to fit the data – conditions of 
the experiments are not simulated directly.  
6.1.5 Obtaining the mass transfer coefficient with NMR 
Despite the importance of the mass transfer coefficient, it is evident that the most common 
experimental methods for measuring mass transfer coefficients in packed beds are unable to 
study the system of interest in situ and rely on analogies between experimental systems and 
those used in industry. However, NMR has recently offered the opportunity to measure mass 
transfer coefficients in a chemically-specific and non-invasive manner and thus has the 
potential to provide a truer understanding of transport processes within packed beds. More 
specifically, in a reacting mixture produced by 1-octene hydrogenation, a partial least squares 
regression (PLSR) was applied to a 13C NMR spectra to measure the intra-pellet concentrations 
of 1-octene. This enabled the concentration driving force to be calculated, and subsequently, 
the mass transfer coefficient according to its definition, Equation 6.1. The mass transfer 
coefficient was found to agree with literature correlations of similar hydrodynamic conditions, 
highlighting the importance of accurately capturing the hydrodynamics for accurate mass 
transfer measurements. However, this PLSR technique does require time-consuming pre-
calibration. Numerous measurements must be made on substances representative of the 
mixture, at the temperature of interest and with the bulk liquid drained from the pellets [30]. 
Although this in situ method is a large improvement over the standard correlations commonly 
used, clearly a method that does not require calibration would be advantageous from a time-
saving perspective and in terms of further improving the accuracy.  
In answer to removing the need for calibration in measuring NMR mass transfer measurements, 
it must be realised that at the heart of a mass transfer measurement is an exchange rate. 
Indeed, it has been shown that 2D NMR relaxation exchange measurements (T2-T2) are 
capable of measuring exchange rates, through measuring the intensity of cross-peak intensities 
as a function of mixing. Although other multidimensional techniques such as D-D and T1-T2 
are additionally capable of obtaining exchange information [31, 32], the information is not as 
easily obtainable as in T2-T2 experiments. For example, the exchange peaks inT1-T2 can often 
be ambiguous to assign [40]. Conversely, the wide applicability of the T2-T2 experiment in 
measuring exchange rates has been illustrated, where it has been utilised to observe and 
quantify the diffusive exchange rate between various environments that exist in samples 
varying from surfactants to sandstones [33, 34, 35, 36, 37, 38, 39]. For example, the appearance 
of exchange cross-peaks was used to analyse the moisture migration in water saturated soil 
systems as a function of the soil structure [40]. Similarly, exchange rates were quantified for 
water movement between each different sized pore population in sandstone [33]. Despite their 
 
 
129 
wide usage, measuring exchange rates with T2-T2 has yet to find application to packed beds. 
Nevertheless, recent results do suggest that they are capable of quantitatively measuring 
exchange times on this scale [38, 39].  
To begin the process of transforming the exchange rate into a mass transfer coefficient, the 
exchange rate must be converted to an exchange distance (𝑑) according to: 
 𝑑 = √6𝐷𝜏𝑒𝑥  , 
(6.16) 
 
where 𝐷 is the diffusion coefficient of the fluid and 𝜏𝑒𝑥 is the exchange time, the inverse of the 
exchange rate. In one study, the calculated exchange distances were found to correlate within 
25% of the length scales that were exhibited in a system of layered and mixed non-porous glass 
spheres of two different types, validating the conversion of the exchange time to an exchange 
distance [39]. In an aqueous surfactant mixture, length scales of multilamellar vesicles were 
determined through the exchange distances [35]. Exchange distances have also aided in the 
physical and mechanical design of gypsum plasters, where they were used to illustrate that 
good connectivity was present between the pores and voids [37].  
Despite literature suggesting that T2-T2 can accurately measure exchange times and exchange 
distances in a variety of substances, the technique has not been used to characterise mass 
transfer coefficients. Understanding mass transport in a low 𝑅𝑒 or 𝑃𝑒 number region is of 
importance to a variety of processes including ion exchange, chromatography, oil recovery and 
flow through porous electrodes [41, 42, 43]. The use of very low liquid flow rates in trickle bed 
reactors also makes the study of mass transfer at low 𝑅𝑒 or 𝑃𝑒 numbers relevant to 
heterogeneous catalysis. 
Lastly, despite the advantages that a 2D T2-T2 experiment introduces over its 1D counterpart, 
the 2D experiments can often be prohibitively lengthy. Furthermore, if it is desired to extract 
exchange times from the T2-T2 plots, another dimension must be added to the experiment (i.e. 
a new 2D T2-T2 is obtained for each mixing time). Thus, it is not surprising that modifications 
to the standard pulse sequence have been performed to extract exchange times. As one solution 
to this problem, inversion recovery prepared T2 has been proposed, whereby one of the 
components is nulled based upon differences in T1. During mixing, the nulled component will 
grow due to exchange with the non-nulled components. Peak amplitudes are then plotted as a 
function of the mixing time, without the need to increment a list in the indirect dimension. 
However, this requires components to have substantially different T1 values [34]. Eurydice et 
al (2016) made similar modifications, but instead nulled components based on their difference 
in T2 [38]. Most recently, knowledge of the 1D T2 projection and compressed sensing have 
made conventional T2-T2 acquisition faster by a few orders of magnitude, through different 
sampling schemes [44]. However, an even faster method of data acquisition was introduced 
through using 1D projections. This form of data acquisition uses 1D CPMG experiments to 
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determine where peaks are present, with the distribution being used to calculate the data 
sampling scheme for the 2D REXSY. Measurements are concentrated where peaks are located 
and are reduced where they are not present [44].  
6.2 Experimental 
6.2.1 Materials  
All experiments were conducted through a vertical reactor setup placed inside a Bruker AV 
300 MHz NMR spectrometer. The reactor and the control system were constructed by Zeton. 
A piping and instrumentation diagram of the reactor is illustrated in Figure 6.1a. All piping 
is stainless steel with an inner dimeter of 0.18 inch. The reactor can support two [non-inert] 
gas feeds, each with a maximum allowable flowrate of 45 NL/h. Both the exit and entry lines 
to the reactor can be heated to a maximum of 200℃ through trace heating, the temperature 
of which is influenced by three controllers in total. The reactor itself is additionally wrapped 
in trace heating, and temperature probes in the reactor that end at the metal frits (i.e. not 
protruding into the packing of the bed) provide feedback to two additional temperature 
controllers. The pressure in the system is regulated by the degree of valve closure at the system 
exit. All effluent gas is vented. This reactor has previously been used for other studies; it has 
been used to track the conversion and product distribution of an ethene oligomerisation 
reaction [45], obtain PLSR measurements to obtain mass transfer coefficients in a 1-octene 
reaction [30] and spatially resolve intra- and inter-pellet liquid and gas phases in ethene 
oligomerisation [46], amongst other studies.  
Methane (99.95% purity) was provided by BOC and used in the as received state. It was 
continuously fed in an up-flow arrangement through the reactor. With an inner diameter of 20 
mm, the reactor was loaded with a 151 mm long bed of 𝛾-alumina supported at either end by 
1 layer of 3 mm diameter glass ballotini to ensure the smaller alumina pellets did not fall 
through the supporting metal frits. A figure of the reactor packing is illustrated in Figure 6.1b. 
Measurements were performed at 100 °C and 20 bar at flow rates of 1.5, 32 and 45 NL/h. 
Cylindrical extrudate γ-alumina pellets 1.5 mm in diameter and 4 mm long were supplied by 
BASF SE and used in the as received state.  
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Figure 6.1: Experimental set-up used in this chapter illustrating a) the overall flow loop including the control 
instrumentation. Gas 1 is exclusively used for the experiments in this chapter. A close-up of the reactor is depicted 
in b). 
 
6.2.2 NMR experiments 
1H NMR experiments were carried out on a Bruker AV 300 MHz spectrometer with a 66 mm 
ID and 60 mm long birdcage coil. Molecular exchange between intra- and inter-pellet methane 
was monitored through a standard T2-T2 pulse sequence, Figure 2.17. Mixing times ranging 
from 3 ms to 0.4 s have been used to adequately capture the growth in off-diagonal features 
of the contour plots for methane. Mixing times lower than 3 ms cannot be implemented due 
to pulse program timings, whilst 0.4 s ensures the cross-peak trend over the mixing times has 
reached a plateau, ensuring more robust fitting. Times in-between 3 ms to 0.4 s were chosen 
to achieve approximately equidistant sampling of the cross-peak trend over the mixing times. 
The number of echoes in the first CPMG loop, 𝑚, ranged from 2 - 45 in 20 steps, with 𝜏 = 1.5 
ms. Using a recycle delay of 3 s and 64 scans, each experiment required up to 45 minutes to 
complete. Therefore, the data acquisition for a single flow rate, requiring 8 mixing times, took 
approximately 6 hours to complete.                                                                                         
Diffusion coefficients of intra- and inter-pellet methane were measured using two methods. The 
first method involved a D-T2 pulse sequence with APGSTE encoding for diffusion and a one-
shot CPMG loop for data acquisition, Figure 2.18. Measurements were performed using 𝛿 = 
0.5 ms, ∆ = 20 ms, 32 scans, a recycle delay of 14 s, 𝜏 = 1 ms and 16 gradient strengths 
linearly spaced between 0.1 and 24.9 G cm-1. The second method used to measure diffusion 
coefficients was a standard APGSTE diffusion pulse sequence. The same relevant parameters 
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used for the D-T2 pulse sequence were used for the APGSTE pulse sequence, however only 24 
scans were performed, the data size being 2048 × 10 for the direct and indirect dimensions, 
respectively. 
6.2.3 Data processing  
6.2.3.1 Determining exchange times from T2-T2 data 
Figure 6.2 shows a typical data set acquired for methane flowing at 3 mL/h with a mixing 
time of 0.32 s. Two diagonal peaks are present which have been assigned to, in order of 
increasing relaxation time, intra-pellet methane and inter-pellet methane. These peaks have 
been highlighted in the blue square boxes. The exchange between these two populations causes 
two off-diagonal peaks to appear for non-zero mixing times, captured within the grey 
highlighted boxes.  
 
Figure 6.2: T2-T2 contour plot of methane at a flow rate of 3 NL/h, for a mixing time of 0.32 s. Grey and blue 
shaded regions represent the exchange peak and diagonal peak integration areas respectively. 
 
As discussed in Section 2.5.4, this data can be analysed with models of varying degrees of 
complication. However, as the data is well-suited to the simplest exponential fit model (i.e. the 
model of Callagahan [33]), this is chosen to extract exchange times. To approximate the rate 
of exchange in the system, the overall normalised exchange peak intensity is considered:  
 𝐼XP
𝐼TP
= 𝑎[1 − exp (−𝑡mix/𝜏ex)] , 
(6.17) 
 
where 𝑎 is a function of the equilibrium populations and molecular residence times, 𝜏ex is the 
exchange time, 𝐼XP is the total exchange peak intensity and 𝐼TP is the total peak intensity. 𝐼XP 
has been obtained through integration of the contour plot over the cross-peak regions (e.g. 
grey regions in Figure 6.2); 𝐼TP has been obtained by integration over all of the peak regions 
(e.g. all of the grey and blue regions in Figure 6.2).  
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To estimate the error in the integrals for each 
𝐼XP
𝐼TP
 data point, a statistical analysis should be 
performed on a set of T2-T2 experiments conducted with the same mixing time. However, as 
only one T2-T2 experiment was performed for a given mixing time, this is not possible. Thus, 
to estimate the error of each T2-T2 experiment for a given exchange time, random noise was 
added to the raw T2-T2 data. This normally distributed noise had a standard deviation equal 
to the noise level that is calculated during the compression and Inverse Laplace transformation 
of the data. The data are then Inverse Laplace transformed, and the integrated regions 
recalculated. This process was repeated 100 times, with the mean and standard deviation 
subsequently being calculated for the cross-peaks (𝜇XP, 𝜎XP), in addition to all four peaks (𝜇TP, 
𝜎TP). To determine the approximate deviation in each 
𝐼XP
𝐼TP
 data point, a general error 
propagation formula was utilised [47], producing: 
 
𝜎 (
𝐼XP
𝐼TP
) =
𝜇XP
𝜇TP
√(
𝜎XP
𝜇XP
)
2
+ (
𝜎TP
𝜇TP
)
2
  . 
(6.18) 
Furthermore, it must be noted that adding or subtracting one integration unit has also been 
used to provide an estimate of the error in measurements [39]. However, because the peaks are 
not distinct in the T2-T2 peaks of this chapter, this can cause the error to vary substantially 
depending on the resolution used for inverting the data. This would not provide a true estimate 
of how the exchange experimentally differs over several repeat experiments. Conversely, when 
the peaks are distinct and separated by a large distance, then adding or subtracting a few 
integration units will yield an error of zero, which clearly does not represent reality. Thus, for 
the remainder of the T2-T2 exchange work in this thesis, the noise addition method is used as 
the method of estimating experimental error.  
To estimate the error in obtaining an exchange time from the regularised plots, the exchange 
time in MATLAB is given as a bound with 95% confidence:  
 𝜏ex, bounds =   ± 𝑡𝑠√(∆𝑦)2  , 
(6.19) 
where 𝑡𝑠 is calculated from the inverse student’s t-test with 95% confidence and n -1 degrees 
of freedom and ∆𝑦 is a measure of the uncertainty of the fitted exchange time using a MATLAB 
algorithm. To calculate the exchange time uncertainty, this algorithm uses a non-weighted, 
ordinary least squares regression. The curvature matrix C (a form of Jacobean matrix), is 
combined with the residual sum of squares and the degrees of freedom to produce the variance-
covariance matrix, M. Each diagonal element of M is then further multiplied by C to produce 
(∆𝑦)2. This method is very commonly used to calculate error bounds and is based upon a 
truncated Taylor series. The error bounds for 𝜏ex that are calculated using this error method 
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are approximately Gaussian [48, 49]. An identical method is used for the error in the diffusion 
coefficients.   
A slight modification of Equation 6.17, through the addition of a constant after the expression 
on the right-hand side, is necessary to account for non-zero intensities at low mixing times. 
This non-zero intensity arises due to the inclusion of small parts of the diagonal peaks in the 
cross-peak integration bounds and is unavoidable if consistent integration bounds are to be 
applied across all flow rates and mixing times.  
6.2.3.2 Mass transfer coefficients 
Integrating the cross-peaks in each T2-T2 plot for each mixing time allows the data to be fitted 
to the Callaghan model (Section 2.5.4.3), producing a bound for the possible exchange times. 
This exchange time is then transformed into a mass transfer coefficient.  
To perform this transformation, the film theory must firstly be invoked. According to the film 
theory, mass transfer that occurs across an interface can be represented by modelling mass 
transfer within a thin, stagnant film existing adjacent to the interface. The driving force which 
produces mass transfer in this film is assumed to be linearly proportional to the distance from 
the surface. Furthermore, mass transfer is assumed to only occur via diffusion in this 
hypothetical layer. The diffusional resistance it offers should be equal to the experimentally 
observed diffusional resistance [50]. These assumptions cause the mass transfer coefficient to 
be defined by [51]: 
 
𝑘 =
𝐷
𝛿
 , 
(6.20) 
 
where 𝛿 is the film thickness, D is the diffusion coefficient for diffusion through the film and 
𝑘 is the mass transfer coefficient describing the rate of transfer through the film.  
 
Secondly, according to Einstein theory, the root mean square displacement of particles (𝑑𝑟𝑚𝑠) 
undergoing Brownian motion in three dimensions can be derived as [52]: 
 
 𝑑𝑟𝑚𝑠 = √6𝐷𝑡 , 
(6.21) 
   
which is identical to Equation 6.16 in Section 6.1.5. Thus, in relation to a T2-T2 exchange 
experiment, the distance that a particle travels when exchanging between different T2 pools, 
assuming this occurs purely by diffusive means, can be described through Equation 6.21, 
substituting the exchange time, 𝜏𝑒𝑥, for the time, t. In this manner, different exchange 
distances can be quantified to describe the exchange between different relaxation pools, as has 
been previously implemented [37, 35].  
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To determine the mass transfer coefficient using T2-T2 measurements, Equations (6.21 and 
(6.22 are combined: 
 
𝑘 =
𝐷
√6𝐷𝜏
= √
𝐷
6𝜏
  , 
(6.22) 
where 𝑘 is the mass transfer coefficient with units of m.s-1.  
 
To determine the error in 𝑘 values, the standard error in D and the standard error in 𝜏 are 
used. The standard error in 𝜏 is back-calculated from the confidence interval that is generated 
by MATLAB. Additionally, the 95% confidence interval for D is assumed to be the range Dintra 
– Dinter. The standard error in D is then back-calculated from the D confidence interval. Using 
a standard error propagation formula [47], a combined standard error is then calculated for 
the 𝑘 values. This combined standard error was subsequently converted to a 95% confidence 
interval. For all calculations, conversion of a standard error to a confidence interval required 
multiplication by the appropriate t-value. For 8 degrees of freedom at the 0.05 significance 
level, the t-value 2.306 [55].  
 
6.3 Results  
6.3.1 Molecular exchange times 
The T2-T2 contour plots for a selection of mixing times, with methane flowing through the 
packed bed 3, 7 and 12 NL/h are shown in Figure 6.3; those for methane flowing at 18, 26 and 
40 NL/h are shown in Figure 6.4. At a short mixing time, only diagonal peaks are visible. As 
the mixing time is increased, exchange peaks appear as cross-peaks.  
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Figure 6.3: T2-T2 plots for methane flowing through γ-alumina pellets. The top row shows the plots for tmix = 3 ms, 
the second row shows plots for tmix = 30 ms, the third row for tmix = 160 ms and the last row for tmix = 320 ms. 
The first column has methane flowing at 3 NL/h; the second column has methane flowing at 7 NL/h and the third 
column has methane flowing at 12 NL/h.  
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Figure 6.4: T2-T2 plots for methane flowing through γ-alumina pellets. The top row shows the plots for  
tmix = 4 ms, the second row shows plots for tmix = 30 ms, the third row for tmix = 160 ms and the last row for  
tmix = 320 ms. The first column has methane flowing at 18 NL/h; the second column has methane flowing at  
26 NL/h and the third column has methane flowing at 40 NL/h.  
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Relative to the intensity of diagonal peaks, the cross peaks increase in intensity as a function 
of mixing time. The normalised exchange peak intensities for all the methane flowrates are 
shown in Figure 6.5 and have been obtained via integration over the areas presented in Figure 
6.2. The exchange times for each of these plots is contrasted graphically in Figure 6.6, with 
values being listed in Table 6.1.   
 
 
Figure 6.5: Normalised cross peak intensities as a function of mixing time for methane flowrates of a) 3NL/h b) 7 
NL/h c) 12 NL/h d) 18 NL/h e) 26 NL/h f) 40 NL/h. The error bars for the data points are calculated from adding 
noise to the data and reinverting it 100 times; they depict one standard deviation in the 100 IXP/ITP points generated. 
The error bands illustrate the 95% confidence bounds for the resulting fit to the data.  
a) b) 
c) d) 
e) f) 
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Figure 6.6: Exchange times for the different methane flow rates. Error bars show the 95% confidence intervals 
generated from the fitting procedure.  
 
Table 6.1: Exchange times obtained via least squares regression of equation 3 to the methane data. Errors refer to 
the 95% confidence band associated with the least squares regression. 
Methane 
3 NL/h 7 NL/h 12 NL/h 18 NL/h 26 NL/h 40 NL/h 
50 ± 1.6 ms 39 ± 1.3 ms 43 ± 1.5 ms 30 ± 0.3 ms 43 ± 1.5 ms 42 ± 1.9 ms 
 
 
6.3.2 Diffusion coefficients 
Figure 6.7a and b illustrate the D-T2 contour plot and APGSTE diffusion plot respectively for 
methane at 7 NL/h. From the D-T2 contour plot, the intra- and inter-pellet diffusion 
coefficients are the same, with the modal values ranging from 6.0-9.5× 10-7 m2s-1. The APGSTE 
experiment yields values equivalent to this error range, giving 9.2-9.8× 10-7 m2s-1.  
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Figure 6.7: Diffusion data for methane flowing at 7 NL/h over the alumina pellets illustrating the a) D-T2 plot 
acquired and b) the APGSTE experimental results acquired. The grey error bands illustrate the 95% confidence 
interval generated from fitting the black data points to the theoretical diffusion equation as outlined in Section 
6.2.3.1.   
 
6.3.3 Mass transfer coefficients 
Using Equation 6.22, the mass transfer coefficients are calculated and plotted as a function of 
the methane flow rate in Figure 6.8. The values and associated errors are listed in Table 6.1.   
 
Figure 6.8: Mass transfer coefficients for the different methane flow rates. Error bars show 95% confidence intervals 
and include error from the least squares fitting and the variation in the diffusion coefficient.  
 
 
 
a) b) 
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Table 6.2: Mass transfer coefficients obtained from Equation 6.22. Errors refer to the 95% confidence band 
associated with the least squares regression and the diffusion coefficients. 
Methane mass transfer coefficients × 103 [m/s] 
3 NL/h 7 NL/h 12 NL/h 18 NL/h 26 NL/h 40 NL/h 
1.78 ± 
0.01  
2.01 ± 
0.01 
1.92 ± 
0.01  
2.30 ± 
0.01  
1.92 ± 
0.01  
1.94 ± 
0.01  
 
The mass transfer coefficients, 𝑘, of Table 6.2 can be further transformed into NMR derived 
Chilton-Colburn mass transfer factors. For the ensuing discussions, the characteristic length 
that is used in the dimensionless numbers, 𝐿, has been taken as the diameter of a sphere with 
the equivalent surface area to volume ratio as the γ-alumina pellets. Figure 6.9 presents the 
NMR derived Chilton-Colburn mass transfer factors for methane data (in green squares) 
plotted as a function of 𝑅𝑒 alongside two categories of literature data (sourced from [7] and 
[10]) – those acquired in the liquid-phase (Figure 6.9a) and in the gas-phase (Figure 6.9b). 
These correlations have been obtained over decades and were compiled by Dwivedi and 
Upadhyay [7]. A correlation by Gnielsinski et al. [18, 53]  is also provided in Figure 6.9b. These 
plots additionally contain NMR obtained Chilton-Colburn mass transfer factors from the same 
reactor set-up, but with liquid cyclohexane in upflow over γ-alumina pellets [54]. These are 
plotted against literature for completeness, depicted by the red circles. A further note must be 
made about the literature data. The data of Bradshaw et al [12] has been differentiated from 
that of other authors, as unlike all of the other data points which were acquired using the 
simplified definition for 𝑘 (Equation 6.10), it uses the full mass balance of Equation 6.2. The 
difference in definitions for 𝑘 at such high 𝑃𝑒 should have no impact [18], however it has been 
highlighted for transparency.  
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Figure 6.9: Comparison of the NMR Chilton-Colburn mass transfer factor for methane (◼) and cyclohexane 
(⚫) with a) liquid-phase and b) gas-phase literature data. Literature data has been extracted from the literature 
survey of Dwivedi and Upadhyay [7] and [10]. The data of Bradshaw (●) has been differentiated from that of 
other authors (●). The correlation of Gnielinski is shown by the solid black line. 
 
a) 
b) 
 
 
143 
6.4 Discussion 
There are three points of discussion that arise from this work. The first concerns how the 
exchange times alter for different flow rates. The second entails the validity of the NMR 
calculated mass transfer coefficients and the third concerns the advantages of the NMR 
calculated coefficients compared to the standard methods.  
Furthermore, to determine if the exchange times and mass transfer times are different despite 
overlapping confidence intervals, some statistical measures are employed. Firstly, using the 
Student’s t-distribution with n -1 degrees of freedom, the standard deviation, 𝑠1,2, of each fit 
can be obtained by rearranging the formula for the t-score: 
 
𝑠1,2 =
(𝑋 − 𝜇)√𝑛
𝑇
 
(6.23) 
 
where 𝑋 − 𝜇 is the difference between the upper or lower confidence interval limit and the 
mean of the confidence interval limit, n is the number of data points used for the fitting and 
T is the t-score. The t-score for a two-tailed Student’s t-distribution with 8 degrees of freedom 
at the 0.05 alpha level (corresponds to a 95% confidence interval) is 2.306 [55]. To determine 
if confidence intervals for a uniformly distributed variable are significantly different at the 0.05 
alpha level, the following inequality must hold true [56]: 
 
|𝜇1 − 𝜇2| ≥ 2𝑠√
1
𝑛1
+
1
𝑛2
 
(6.24) 
where 
 
𝑠 =
(𝑛1 − 1)𝑠1
2 + (𝑛2 − 1)𝑠2
2
𝑛1 + 𝑛2 − 2
  , 
(6.25) 
where each variable symbol has retained the same meaning, but with the subscripts referring 
to a comparison between fit 1 and fit 2. Equation 6.24 is used to determine if two exchange 
times or mass transfer coefficient fittings are sufficiently different, when considering the 95% 
confidence intervals generated.  
6.4.1 Accuracy of diffusion measurements 
The D-T2 obtained D values are coincident with the D value obtained from the APGSTE 
experiment, albeit containing a larger error due to the uncertainty in the regularization. 
Because the APGSTE experiment thus gives a more accurate indication of the error in D and 
because it significantly reduces acquisition time than the D-T2 experiment, only APGSTE 
experiments will be conducted for further porous media studies.  
In addition, it is interesting to note that the self-diffusion coefficient of methane at 68.4 bar 
and 80⁰ C is approximately 4.3 × 10-7 m2s-1 [57]. Using the rough approximation that DiP is 
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constant [50], then this would give an approximate diffusion coefficient of methane at 20 bar 
of 1.4 × 10-6 m2s-1. Evidently, as the experimentally determined values of 6.0-9.5× 10-7 m2s-1 
and 9.2-9.8× 10-7 m2s-1 are sufficiently close to this rough approximation, it confirms that the 
literature diffusion value of methane is correct.  
6.4.2 Accuracy of NMR calculated exchange times 
From visual inspection of Figure 6.6, the exchange time appears to decrease as the methane 
flow rate is increased. This is additionally confirmed by the statistical analysis in Table 6.3. 
For example, if the most likely estimates of the exchange time are compared, the exchange 
time at 18 NL/h has experienced a 40 and 23% decrease, compared to the exchange time at 3 
and 7 NL/h, respectively. Although there are some random fluctuations in the NMR exchange 
times, it is expected that the exchange time would decrease for faster flowrates. Indeed, an 
exchange time decrease would cause 𝑘 to increase as a function of flowrate, which is in 
accordance with any mass transfer correlation [that have been fitted to the largely variant 
experimental values]. However, to extract better overall trends, a larger range of flowrates 
would need to be tested. It is interesting to note that literature mass transfer coefficients also 
experience a large deviation in values for any given flowrate, and many points must instead 
be considered together to observe a trend. For example, some values can vary up to 
approximately 70% for the same flow rate (e.g. [7]), with some authors experiencing even 
greater variation closer to two orders of magnitude (e.g. [10])! Lastly, the NMR exchange times 
are an accurate measure of the exchange within the packed bed, as Section 6.4.3 will illustrate.  
 
Table 6.3: Determining whether the fits for the exchange times and mass transfer coefficients are sufficiently 
different at the 0.05 alpha level. 
Different at the 0.05 alpha level? 
Comparison between flowrates 
(NL/h) 𝝉 𝒌 
3, 7 Yes Yes 
3, 18 Yes Yes 
3, 12 Yes Yes 
3, 24 Yes Yes 
3, 40 Yes Yes 
7, 18 Yes Yes 
18, 40 Yes Yes 
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6.4.3 Accuracy of NMR calculated mass transfer coefficients 
As Figure 6.8 and the statistical tests in Table 6.3 illustrate, there is statistically no trend 
between any of the NMR mass transfer coefficients. However, the Chilton-Colburn mass 
transfer factors derived from NMR 𝑘 values can provide an estimate of the accuracy of NMR 
calculated 𝑘 values. In considering Figure 6.9a, it is evident that the NMR data is in accordance 
with all data displayed. The reason why this validates the NMR 𝑘 values will now be explained. 
The literature values in Figure 6.9a were all obtained using the simplified definition of the 
mass transfer coefficient that neglects dispersion, Equation 6.10. However, for all 𝑅𝑒 in Figure 
6.9a, data are characterized with 𝑃𝑒 > 100. It is only in the low 𝑃𝑒 region that deviation is 
experienced between the actual and apparent mass transfer factors. Thus, even though 
dispersion and channelling are neglected and the simplified equation for 𝑘 is used to obtain 
literature data points, the apparent mass transfer factors should be a very good estimate of 
the actual mass transfer factors [24, 25, 22]. Thus, as the NMR mass transfer factors yield 
results in accordance with high 𝑃𝑒 number literature values, this illustrates the validity of 
NMR mass transfer coefficient measurement methodology.     
A comment must also be made about the validity of the NMR generated mass transfer factors. 
Although the literature data values in Figure 6.9a maintain a 𝑃𝑒 greater than 100, the 𝑃𝑒 of 
the NMR data are considered low. For methane, 0.7 < Pe < 9.5 and for cyclohexane,  
0.03 <  𝑃𝑒 < 0.4. According to the dispersion regimes in packed beds, all the data will be in 
the purely diffusion regime except the last two gas-phase coefficients. As the 𝑃𝑒 of these points 
are 5.7 and 9.5, respectively, they will experience a small amount of dispersion, as dispersion 
is considered important for 𝑃𝑒 ≈ 5, the value slightly dependent on the study considered [58]. 
Having predominantly diffusive regimes ensures better adherence to the film theory 
assumptions, the theory which is used to convert the NMR exchange time to a mass transfer 
coefficient, Section 6.2.3.2. Although film theory does not necessarily represent reality 
accurately, the assumptions behind the theory are adhered to reasonably well due to the low 
𝑃𝑒 experienced in most of the data points acquired this system. If excessive dispersion were 
present in the system (for example at higher flowrates), the conversion of an NMR exchange 
time to a mass transfer coefficient may give erroneous results. This may provide the reason 
why the NMR coefficients at the last two flowrates are lower than the predicted semi-
theoretical curve. High flowrates would furthermore remain problematic, as wash-out effects 
would begin to occur in T2-T2 measurements at higher flowrates. In addition to causing a loss 
of signal, wash-out been shown to cause the distinct T2 populations to merge into an averaged 
peak, and thus exchange information would be lost [59].  
6.4.4 Advantages of NMR calculated mass transfer coefficients 
Similar to Figure 6.9a, Figure 6.9b illustrates mass transfer correlations for packed beds 
containing gases. As for the liquid phase literature data, the simplified definition of 𝑘 is used 
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in most cases. The only exception to this are the results from [12], where mass transfer 
coefficients are calculated using the full mass balance of Equation 6.2. However, as the data of 
[12] and the data of other authors in this same region is characterised by 𝑃𝑒 > 100, plotting 
𝜀𝐽𝐷 based on two different definitions of 𝑘 is valid. In addition, the solid line in Figure 6.9b 
represents the correlation of Gnielinski [53] for a gas with 𝑆𝑐 = 2.7 and porosity of 0.32, thus 
matching NMR gas-phase experimental data. The correlation is semi-empirical, being known 
to accurately predict high 𝑃𝑒 number data and furthermore demonstrating the correct limiting 
trends at low 𝑃𝑒. As such, it is used as a guide for the eye in determining the expected mass 
transfer behaviour for 𝑅𝑒 < 30 where the mass transfer correlations lie in the low 𝑃𝑒 limit  
(𝑃𝑒 < 100). 
To understand the advantage that the NMR measurement method has over traditional 
measurement methods, consider Figure 6.9b. In this figure, it is evident that the NMR mass 
transfer factors are coincident with the values produced by the correlation of Gnielinksi whilst 
the traditionally acquired mass transfer factors fall well below this semi-theoretical curve for 
low 𝑅𝑒. This alone illustrates that the mass transfer factors measured by NMR are significantly 
more accurate than their traditional counterparts for low 𝑅𝑒 (equivalently a low 𝑃𝑒 for gases). 
As mentioned in Section 6.1.4, the assumptions to calculate mass transfer coefficients become 
important at low 𝑃𝑒. Channelling, [radial and axial] concentration gradients and axial 
dispersion all become prominent at low 𝑃𝑒. Neglecting these phenomena produces apparent 
mass transfer factors that fail to capture the actual mass transfer behaviour. This neglect over-
estimates the driving force and thus a reduced, apparent mass transfer factor is measured, 
which is what is observed in Figure 6.9b. Indeed, the most likely estimate of the NMR 𝜀JD 
value for 𝑅𝑒 = 0.26 is 3.90 whilst the traditionally obtained 𝜀JD value in literature for a slightly 
higher 𝑅𝑒 is 0.15, underestimating 𝜀JD by approximately 96%! This difference will only be 
accentuated as 𝑅𝑒 is reduced – unfortunately no reliable literature values were found for the 
mass transfer factors at the 𝑅𝑒 of the cyclohexane NMR coefficients to make a quantitative 
conclusion. Fundamentally, the NMR measurement methodology does not make any 
simplifying assumptions about the packed bed behaviour and thus should thus should give 
correct predictions of mass transfer behaviour at low 𝑃𝑒 numbers. As correct predictions are 
given, this illustrates that not only are NMR mass transfer measurements accurate, but they 
may provide advantages in measurement methodology compared to conventional approaches 
used in the literature when the system 𝑃𝑒 number is low. If traditional methods to obtain 𝑘 
are used in these situations, the mass transfer factors could be underestimated by 96% or more, 
depending on 𝑅𝑒. This is hugely problematic for packed bed design, as the efficiency of the 
bed will be seriously underestimated, causing a bigger vessel to be designed which will require 
higher operational costs.  
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6.5 Conclusion 
In conclusion, this chapter has illustrated thatT2-T2 can be used to determine exchange times 
in a porous media system. For the 𝑅𝑒 of the methane-alumina system studied in this chapter, 
it was statistically determined that there was no trend in the exchange time as a function of 
𝑅𝑒. However, upon transforming these exchange times into a mass transfer coefficient, the 
obtained values were in accordance with a robust literature mass transfer correlation of 
Gnielinski [53]. However, at very low 𝑆𝑐, the NMR obtained values illustrated a clear 
advantage over traditionally obtained literature mass transfer coefficients. It was shown that 
using traditional values to measure mass transfer values can underestimate the mass transfer 
coefficient in excess of 96%, depending on the 𝑅𝑒 of the system. It was illustrated that such 
an underestimate is caused by incorrect assumptions behind mass transfer measurements – 
assumptions which NMR obtained coefficients are not subject to.  
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Chapter 7 
Measuring chemically selective gas-phase mass 
transfer coefficients in a packed bed using T2-T2 
 
 
In Chapter 6, it was outlined how a mass transfer coefficient in a single component system 
could be obtained using NMR. Building upon this foundation, this chapter extends the 
methodology to be chemically selective for a mixture of different components. The aim of this 
chapter is threefold. Firstly, it introduces the NMR methodology to measure exchange times 
with chemical shift sensitivity. Secondly, this methodology is used to examine how mass 
transfer differs between single and binary component systems. Lastly, it illustrates that these 
chemically selective exchange times can be transformed into mass transfer coefficients which 
are comparable to literature results. Through this comparison, some comments are made on 
the accuracy and applicability of the literature mass transfer correlations for various systems.  
7.1 Introduction  
7.1.1 Chemically selective relaxation experiments 
Within the field of MRI, chemical selectivity – whereby an image is produced from species 
maintaining a specific chemical shift – is a technique that has been exploited extensively, 
especially in the medical field (e.g. [1, 2, 3, 4]). Usually, images are often acquired of only the 
water that inherently resides within organs, requiring suppression pulses to remove the 
accompanying fat signals [5]. However, MRI and chemical selectivity have also been combined 
in non-medical MRI applications, including monitoring of oil displacement in rocks through 
selectively imaging only the water phase [6], selectively imaging the oil layers in algae [7] and 
conducting MRI-rheology experiments on the oil-phase in mayonnaise [8].  
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Incorporating chemical selectivity in conjunction with existing NMR pulse sequences is usually 
achieved in one of three main ways. Firstly, the most routine manner is through using a soft 
excitation pulse before the desired pulse sequence to selectively excite the nuclei of interest 
(e.g. [9]). The second method involves the suppression of the component that is not of interest, 
through successively using a selective excitation pulse, a homospoil gradient, and a soft pulse 
[10]. To determine the selectivity of a soft pulse, Equation 7.1 is used: 
 𝐵𝐹 = ∆𝑓 ∙ ∆𝑡  , (7.1) 
 
where 𝐵𝐹 is the bandwidth factor for the soft pulse, which can be found in tables (e.g. [11]), 
∆𝑓 is the frequency width over which the pulse is 70% effective1 and ∆𝑡 is the pulse length. 
Lastly, if the components have different diffusion coefficients or different relaxation times, a 
diffusion or relaxation sequence can be placed before the desired pulse sequence. This will 
introduce diffusion and relaxation weighting, respectively, removing components with faster 
diffusion or relaxation coefficients [6]. Furthermore, although other more convoluted techniques 
exist to enable chemical selectivity in a wide range of pulse sequences (e.g. [12]), they will not 
be discussed here due to their infrequent usage.  
Studying the relaxation behaviour of multicomponent substances is of interest to numerous 
fields. For example, T1-T2 plots have been used to study various multicomponent substances 
such as dairy products [13], cellular tissues [14], detergents [15] and petroleum-industry 
relevant products adsorbed in porous media [16]. Generally, these studies acquire 2D plots 
with information from every component displayed on a single plot. However, although very 
time-consuming, the data from a standard T2-T2 experiment (that doesn’t use one-shot 
acquisition) can be transformed to produce different 2D plots for species with distinct chemical 
shifts. An example of this is found in [17], where the location of water and fat peaks in cheese 
were analysed as a function of ageing. Conversely, one of the three routinely used 
[aforementioned] methodologies for implementing chemical selectivity can accelerate 2D 
chemically selective relaxation data acquisition, however only two studies adopting this 
approach could be found. The first example used a soft excitation pulse in an ultrafast D-T2 
pulse sequence, for a mixture of hexane and pentadecane, where the diffusion coefficient of 
hexane decreased when in the mixture [18]. The second example used diffusion weighting to 
create a chemically selective T1-T2 sequence for a mixture of water and sucrose, relaxation 
times being found to agree with literature values [19]. Alternatively, a more complicated 
technique to more rapidly measure chemically selective 2D relaxation plots was performed by 
merging a T2 pulse sequence with a T1 sequence that used a small tip angle and 2 phase cycles, 
thus removing the necessity for several incremented delays. This technique was used to assign 
peaks in an oil and water saturated stone. In addition, water exchange in saturated cellulose 
                                        
1 A lower effectiveness can be used, but will possess different bandwidth factors, which are often not 
tabulated 
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fibres was studied through implementing a T1-T1-𝛿 pulse sequence. The exchange time was 
converted to an exchange distance which coincided with the cellulose fibre diameter [20]. To 
the best of the author’s knowledge, no chemically selective T2-T2 relaxation experiments have 
been conducted.  
7.1.2 Mass transfer in mixtures 
7.1.2.1 General formalism 
In Section 6.1.1 a mass balance incorporating the mass transfer coefficient was used to describe 
an ideal single or double component system undergoing mass transfer. However, the mass 
balance can be derived in more general terms for more complex mixtures, using the formalism 
outlined in [21]. Thus, the mass balance on any system for n components can generally be 
written as: 
 −𝛁 ∙ 𝑱 − 𝛁 ∙ 𝑪𝒖 = 𝑹 , (7.2) 
where 𝑪 is an n-1 matrix of concentrations, 𝒖 is an n-1 matrix of velocities, 𝑱 is an n-1 matrix 
of fluxes and 𝑹 is an n-1 matrix, where for the 𝑖th component is given by 
 𝑅𝑖 = 𝑘𝑖𝑎(𝐶𝑖 − 𝐶𝑖0) , 
 
(7.3) 
where 𝑘𝑖 is the mass transfer coefficient of component 𝑖 relative to all other components, 𝑎 is 
the interfacial area per unit volume and 𝐶𝑖0 is a reference concentration of species 𝑖 (i.e. a 
surface concentration or equilibrium concentration). Thus, for an n component system, there 
will be a set of n-1 coupled differential equations that are of the form of Equation 7.2.  
For ideal systems, the flux can be described by the generalised form of Fick’s first law: 
  [𝑱] =  −𝐶𝑡[𝐷][𝛁𝑥] , 
 
(7.4) 
where 𝐶𝑡 is the total concentration, 𝛁𝑥 is an n-1 matrix of the mole fraction gradients and 𝐷 
is an (n -1) ×(n -1) matrix that contains 𝐷𝑖𝑖 on the diagonals and 𝐷𝑖𝑗  elsewhere. However, for 
more complex systems, the flux can be more accurately described using the Maxwell Stefan 
(MS) diffusion formulation:  
 [𝑱] =   −𝐶𝑡[Ð][Γ][𝛁𝑥] , 
 
(7.5) 
where Ð is an (n -1) × (n -1) matrix of the same structure as 𝐷, but containing the MS 
diffusivities and Γ is an (n -1) × (n -1) matrix containing non-ideal factors. For interactions 
between the 𝑖th and 𝑗th components and a constant temperature, pressure and mole fraction 
over all components except the 𝑗th component, Γij is given by Equation 7.6: 
 
Γij = 𝛿𝑖𝑗 + 𝑥𝑖
𝜕 ln(𝛾𝑖)
𝜕𝑥𝑗
  , 
(7.6) 
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where 𝛾𝑖 is the activity coefficient or fugacity coefficient (𝜑𝑖) for species 𝑖 in liquid or gas 
systems, respectively.  
Using the general mass balance of Equation 7.2 and the flux equations, Equation 7.4 and 7.5, 
the mass balance can be expressed as a function of the Fick’s flux (Equation 7.7) or MS flux 
(Equation 7.8) for the 𝑖th component: 
 𝛁 ∙ 𝐶𝑡[𝐷](𝛁𝑥𝑖) − 𝛁 ∙ 𝐶𝑖𝒖 = 𝑘𝑎(𝐶𝑖 − 𝐶𝑒𝑞) , (7.7) 
 𝛁 ∙ 𝐶𝑡[Ð𝛤](𝛁𝑥𝑖) − 𝛁 ∙ 𝐶𝑖𝒖 = 𝑘𝑎(𝐶𝑖 − 𝐶𝑒𝑞) . 
 
(7.8) 
This can be further simplified into the more recognisable form of Equation 6.2 by rewriting 
the del operators using explicit derivatives, assuming constant velocity and recognising that 
𝐶𝑡𝑥𝑖 = 𝐶𝑖: 
 
[𝐷]
𝜕2𝐶𝑖
𝜕𝑧2
− 𝑢
𝜕𝐶𝑖
𝜕𝑧
= 𝑘𝑎(𝐶𝑖 − 𝐶𝑒𝑞)  , 
 
(7.9) 
and   
 
[Ð𝛤]
𝜕2𝐶𝑖
𝜕𝑧2
− 𝑢
𝜕𝐶𝑖
𝜕𝑧
= 𝑘𝑎(𝐶𝑖 − 𝐶𝑒𝑞) . 
(7.10) 
 
For multicomponent systems, there are several ways to solve Equations 7.9 and 7.10. One 
common way to solve these equations for multicomponent mixtures is to write the equations 
as a function of pseudo-binary components. However, this approach is usually only valid for 
gas mixtures, as in liquid mixtures, each pseudo-binary diffusion coefficient is not independent 
of composition [22]. Indeed, pseudo-binary coefficients are usually used to model mass transport 
in gaseous mixtures [23].  
7.1.2.2 Binary mixtures 
More specifically, for a binary system, Equations 7.11 and 7.12 reduce to: 
 
[𝐷]
𝜕2𝐶1
𝜕𝑧2
− 𝑢
𝜕𝐶1
𝜕𝑧
= 𝑘𝑎(𝐶1 − 𝐶𝑒𝑞) , 
 
(7.11) 
 
[Ð𝛤]
𝜕2𝐶1
𝜕𝑧2
− 𝑢
𝜕𝐶1
𝜕𝑧
= 𝑘𝑎(𝐶1 − 𝐶𝑒𝑞) , 
 
(7.12) 
with the non-ideal factor as 
 
Γ = 1 + 𝑥1
𝜕ln (𝛾1)
𝜕𝑥1
 . 
(7.13) 
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If a solution or gas mixture is ideal, then 𝛾1 or 𝜑1 = 1 and from Equation 7.13 it is evident 
that Ð = 𝐷. Thus, for a binary system, the only difference in describing the system using the 
Fick or MS derived mass balances are the factors before the second derivative term.  
7.2 Experimental 
7.2.1 Materials 
Ethane (99% purity) and ethene (99.9% purity) was provided by BOC and used in the as 
received state. Gases were continuously fed to the same up-flow reactor and NMR spectrometer 
setup as Chapter 6, at 150 °C and 20 bar, the γ-alumina also being the same. Experiments 
were conducted with both pure ethane and pure ethene at flow rates of 3, 7, 12, 24 and 30 
NL/h. Experiments were also conducted with an equimolar mixture of ethane and ethene at 
flow rates of 3, 7, 12, 24 and 40 NL/h.  
7.2.2 NMR experiments and data processing 
Molecular exchange between intra-pellet and inter-pellet ethane and ethene was monitored 
through the modified T2-T2 pulse sequence, Figure 7.1. The only modification to the standard 
pulse sequence is the soft excitation pulse that replaces the hard 90° pulse. A soft pulse of 
length 2p = 1.25 ms was used to selectively excite either the ethane or the ethene 1H nuclei. 
Almost identical mixing times to the methane-alumina study (Chapter 6) were used. The 
number of echoes in the first CPMG loop, 𝑐 -1, ranged from 1 to 64 in 16 steps and the signal 
was acquired with one-shot acquisition using 𝜏 = 1.5 ms, a recycle delay of 15 s, 32 scans and 
n = 62. As each experiment required approximately 2 h to complete, data acquisition for a 
single flow rate took approximately 12 h to complete. 
 
 
Figure 7.1 Modified T2-T2 pulse sequence using CPMG echo trains to encode for a specific proton chemical shift 
exchange.  
 
Diffusion coefficients of pure ethane, pure ethene and an equimolar mixture of ethane and 
ethene were measured and processed using identical methodology to Section 6.2.2. 
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Measurements using the APGSTE pulse sequence were performed using 𝛿 = 0.5 ms, ∆ = 20 
ms, 24 scans, a recycle delay of 14 s, 𝜏 = 1 ms, 2048 real and imaginary points in the direct 
dimension, and 16 gradient strengths linearly spaced between 0.1 and 24.9 G/cm. Methods to 
invert data, obtain exchange times via integration, fitting equations, error analysis and 
conversion of an exchange time to a mass transfer coefficient followed the same methods as 
found in Section 6.2.3.  
7.3 Results 
7.3.1 Implementing chemical selectivity for T2-T2  
The results from simple pulse and acquire experiments, using a soft excitation pulse are 
reported in this section. Figure 7.2 is a spectrum from the mixture where the point on resonance 
has been depicted with an arrow for clarity. Figure 7.3a is the spectrum in which only ethane 
was on resonance in the equimolar mixture, using a pulse length of 1250 𝜇s at 12 dB. Similarly, 
Figure 7.3b shows the spectrum in which only ethene was on resonance in the equimolar 
mixture, using a pulse length of 1250 𝜇s at 12 dB. As can be seen in both Figure 7.3a and b, 
the suppression is not fully complete, which is discussed in detail in Section 7.4.1. Identical 
soft pulse lengths and powers are used in the chemically selective T2-T2 pulse sequence.  
The chemical shift of ethane in CD2Cl2 is 0.85 ppm. Similarly, ethene has a chemical shift of 
5.4 ppm when referenced to the same solvent [24]. Indeed, a chemical shift of approximately 5 
ppm can be observed between the two peaks in Figure 7.2. Similarly, the area under the peak 
at 0.85 ppm is approximately 1.3 times larger than the other peak. If no peak overlap were 
present, then the theoretical ratio of 1H nuclei in ethane to ethene should be 1.5. This provides 
evidence to assign the ethane peak as the peak with the lower chemical shift and ethene as the 
other observed peak.  
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Figure 7.2: 1H spectrum from the region between both peaks being on resonance in an equimolar mixture of ethane 
and ethene. The red arrow illustrates the frequency that is placed on resonance.  
 
  
Figure 7.3: a) 1H spectrum, with ethane on resonance in an equimolar mixture with ethene, using a pulse length of 
1250 𝜇s at 12 dB and b) 1H spectrum, with ethene on resonance in an equimolar mixture with ethane, using a pulse 
length of 1250 𝜇s at 12 dB.  
  
7.3.2 Diffusion coefficients 
Figure 7.4 illustrates the diffusion plots obtained from APGSTE measurements of ethane and 
ethene, both in the pure state and in an equimolar mixture at a total flowrate of 7 NL/h. Error 
bands depicted in these figures represent a 95% confidence interval for the fits and have been 
calculated according to the methodology as outlined in Chapter 6. From these plots, the 
a) b) 
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diffusion coefficients for ethane in the pure and mixed state are 3.8 – 4 × 10-7 m2s-1 and 3.5 – 
3.6 × 10-7 m2s-1, respectively. Similarly, the diffusion coefficients for ethene in the pure and 
mixed state are 3.5 – 3.6 × 10-7 m2s-1 and 3.3 – 3.4 × 10-7 m2s-1, respectively.  
 
 
            
Figure 7.4: Diffusion plots acquired using the APGSTE pulse sequence for a) pure ethane, b) ethane in an equimolar 
mixture with ethene, c) pure ethene and d) ethene in an equimolar mixture with ethane. The black data points 
show the log of the normalised, integrated peak intensities as a function of the b factor,  𝛾2𝛿2 2(∆ +
3𝜏
2
−
𝛿
6
). The 
grey error bands show the 95% confidence interval used in extracting a diffusion coefficient from these data points. 
 
 
 
 
 
a) b) 
c) d) 
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7.3.3 Molecular exchange rates and mass transfer coefficients 
A selection of T2-T2 contour plots are shown in Figure 7.5 for ethane both in the pure state 
and within an equimolar mixture of both ethane and ethene flowing through the packed bed. 
Figures a-f show pure ethane acquired using the standard T2-T2 pulse sequence at 3 NL/h; 
figures g-l show the results from the chemically selective T2-T2 pulse sequence, with ethane on 
resonance from the mixture at 12 NL/h. Similarly, Figure 7.6 illustrates a selection of T2-T2 
contour plots for ethene both in the pure state and within an equimolar mixture of both ethane 
and ethene flowing through the packed bed. Figures a-f show pure ethene acquired using the 
standard T2-T2 pulse sequence at 7 NL/h; figures g-l are also from the chemically selective T2-
T2 pulse sequence, but with ethene on resonance from the mixture at 40 NL/h. At the shortest 
mixing time, 3 ms, only diagonal peaks are visible. Exchange peaks appear as the mixing time 
is increased, and these increase in intensity as a function of mixing time. 
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Figure 7.5: Contour plots acquired for various mixing times with a)-f) the standard T2-T2 pulse sequence, using pure ethane at 3 NL/h;  g)-l) the chemical shift sensitive T2-T2 pulse 
sequence, using an equimolar mixture of ethane and ethene, but acquiring only the ethane data. Combined flow is at 12 NL/h; moving from left to right across each row, the mixing 
times are 3, 20, 50, 100, 200, 300 ms. 
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Figure 7.6: Contour plots acquired for various mixing times with a)-f) the standard T2-T2 pulse sequence, using pure ethene at 7 NL/h;  g)-l) the chemical shift sensitive T2-T2 
pulse sequence, using an equimolar mixture of ethane and ethene, but acquiring only the ethene data. Combined flow is at 40 NL/h; moving from left to right across each row, the 
mixing times are 3, 20, 50, 100, 200, 300 ms.  
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A selection of normalised exchange peak intensities, obtained from experimental data of Figure 
7.5 and Figure 7.6, are shown in Figure 7.7. All errors were calculated according to the 
methodology outlined in Section 6.2.3. Exchange rates and mass transfer coefficients derived 
from the regularised plots are tabulated in Table 7.1 and Table 7.2, a graphical comparison 
being provided in Figure 7.8 and Figure 7.9. The error bars representing a 95% confidence 
interval have been calculated according to the methods presented in Section 6.2.3.  
 
 
Figure 7.7: Plots of the cross peak evolution over the mixing time for the experimental data shown in Figure 7.5 
and Figure 7.6. The black circular points acquired by integration of the 2D plots show [small] vertical error bars 
depicting the data change in adding noise 100 times to the points before an ILT. The shaded grey regions represent 
the 95% confidence interval from fitting; a) pure ethane at 3 NL/h acquired using the standard T2-T2 pulse sequence, 
b) pure ethene at 7 NL/h acquired using the standard T2-T2 pulse sequence,  c) ethane in an equimolar mixture of 
ethane and ethene at 12 NL/h, acquired using the chemically selective T2-T2 pulse sequence and d) ethene in an 
equimolar mixture of ethane and ethene at 40 NL/h, acquired using the chemically selective T2-T2 pulse sequence. 
 
 
 
 
a) b) 
c) d) 
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Table 7.1: Exchange rates for ethane using both the standard and chemically selective T2-T2 pulse sequence, for 
pure ethane and ethane in an equimolar mixture of ethane and ethene, respectively.   
 Ethane Ethane (mixture) 
Flow rate 3 NL/h 7 NL/h 12 NL/h 30 NL/h 3 NL/h 7 NL/h 12 NL/h 40 NL/h 
𝟏/𝝉 × 10 
[s-1] 
1.70 ± 
0.25 
1.72 ± 
0.24 
2.10 ± 
0.02 
1.41 ± 
0.22 
2.11 ± 
0.17 
1.92 ± 
0.18 
2.33 ± 
0.10 
2.35 ± 
0.19 
𝒌 × 103 
[m∙s-1] 
1.03 ± 
0.04 
1.03 ± 
0.04 
1.13 ± 
0.03 
0.94 ± 
0.04 
1.14 ± 
0.03 
1.09 ± 
0.03 
1.19 ± 
0.03 
1.20 ± 
0.03 
 
Table 7.2: Exchange rates for ethene using the chemically selective T2-T2 pulse sequence, in an equimolar mixture 
of ethane and ethene.  
 Ethene Ethene (mixture) 
Flow rate 3 NL/h 7 NL/h 12 NL/h 30 NL/h 3 NL/h 7 NL/h 12 NL/h 40 NL/h 
𝟏/𝝉 × 10 
[s-1] 
1.24 ± 
0.11 
1.53 ± 
0.25 
2.70 ± 
0.09 
1.48 ± 
0.11 
1.69 ± 
0.19 
2.12 ± 
0.12 
3.62 ± 
0.05 
3.63 ± 
0.05 
𝒌 × 103 
[m∙s-1] 
0.87 ± 
0.03 
0.98 ± 
0.03 
1.28 ± 
0.03 
0.95 ± 
0.03 
1.02 ± 
0.03 
1.14 ± 
0.04 
1.48 ± 
0.03 
1.49 ± 
0.03 
 
 
Figure 7.8: Plots of the exchange rate as a function of the gas flowrate for a) pure ethane, b) ethane in an equimolar 
mixture with ethene, c) pure ethene and d) ethene in an equimolar mixture with ethane. The error bars show the 
95% confidence interval generated from the cross-peak fits to the exponential Equation 6.17.  
a) b) 
c) d) 
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Figure 7.9: Plots of the mass transfer coefficient as a function of the gas flowrate for a) pure ethane, b) ethane in 
an equimolar mixture with ethene, c) pure ethene and d) ethene in an equimolar mixture with ethane. The error 
bars depict a 95% confidence interval and include errors from the diffusion coefficient uncertainty and extracting 
an exchange time due to curve fitting.  
  
7.3.4 Mass transfer correlations 
The NMR-obtained mass transfer coefficients are converted to Chilton-Colburn mass transfer 
factors and plotted as a function of the Reynolds number for pure ethane and ethane in an 
equimolar mixture with ethene, Figure 7.10. Similarly, Figure 7.11 illustrates the same factors 
plotted for pure ethene and ethene in an equimolar mixture with ethane. The literature data 
plotted in both Figure 7.10 and Figure 7.11 is exclusively obtained from gaseous systems. 
Moreover, Figure 7.10 and Figure 7.11 also feature a correlation by Gnielinski et al. [30], as 
shown by the solid line. The correlation of Gnielinski has been discussed in detail in Chapter 
6 and is accurate for even low Schmidt number data. Lastly, as the data of Bradshaw [25] uses 
the full mass balance of Equation 6.2 to determine the mass transfer factors instead of the 
simplified mass balance that all the other literature data uses, it has been plotted differently 
to other data points, in black circles.  
 
a) b) 
c) d) 
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Figure 7.10: Comparison of Chilton-Colburn mass transfer coefficients for a) pure ethane and b) for ethane in an 
equimolar mixture of ethene and ethane, acquired using the chemically selective T2-T2 pulse sequence. The square 
data points (■) represent the NMR acquired data and the round data points represent (•) gas-phase literature data. 
The gas-phase literature data of Bradshaw (•) [25] has been differentiated from that of other authors. The correlation 
of Gnielinski [30] is depicted by the solid line (-). 
 
a) 
b) 
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Figure 7.11: Comparison of Chilton-Colburn mass transfer coefficients for a) pure ethene and b) for ethene in an 
equimolar mixture of ethene and ethane, acquired using the chemically selective T2-T2 pulse sequence. The square 
data points (■) represent the NMR acquired data and the round data points represent (•) gas-phase literature data. 
The gas-phase literature data of Bradshaw (•) [25] has been differentiated from that of other authors. The correlation 
of Gnielinski [30] is depicted by the solid line (-). 
 
 
a) 
b) 
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7.4 Discussion 
7.4.1 Accuracy of the pulse sequences and correlations 
7.4.1.1 Suppression 
Validating the chemical selectivity of the modified T2-T2 pulse sequence, Figure 7.3 illustrated 
that the 1250 μs soft pulse selectively excites each component, a small residual signal remaining 
at the location of the supressed peak. For a 90° Gaussian pulse, the excitation width for which 
the pulse is 70% effective possesses a bandwidth factor of 2.1 [11].  Thus, using Equation 7.1, 
a 1250 μs pulse will be 70% effective over a region of approximately 5.6 ppm centred around 
the peak on resonance, illustrated in Figure 7.12 for ethene as an example.   
 
 
Figure 7.12: Illustrating the region over which the soft pulse is 70% effective for ethene, shaded in grey 
 
Although a longer pulse length would ensure better chemical selection, the maximum pulse 
length allowable in this system is approximately 2500 μs, exciting a region of 2.8 ppm. This 
constraint arises due to a small 𝜏 = 1.5 ms being required for the fast relaxing T2 component, 
whilst also ensuring that the soft pulse does not interfere with subsequent pulses. In addition, 
a longer pulse will increase the amount of T2 relaxation and diffusion occurring during the 
pulse. Furthermore, 1250 μs appeared to be the minimum pulse length for which the remnants 
of the peak being suppressed were minimized. As an increase in the pulse length did not 
decrease the residual artefacts, the pulse length was kept to a minimum value possible,  
1250 μs.   
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To estimate the error in undesirable peak excitation with the soft pulse, the non-Gaussian 
shaped peaks in Figure 7.2 cannot be deconvoluted to determine the underlying true signals. 
Instead, as a rough approximation, the point at which the peaks overlap is located (4.43 ppm), 
following the red dashed line in Figure 7.13 to find the point on the opposite side of the peak 
at the same height. The tails of the peak that proceed these intersection points will be 
approximately equal to the tail of the same peak that lies underneath the other component’s 
peak. The shaded area under each tail is then used as an estimate of the undesirable peak area 
that is excited by the soft pulse. However, this area must be modified by the pulse effectiveness, 
as within these regions the pulse is less than 70% effective. Due to not being able to accurately 
describe the pulse effectiveness as a function of frequency, the resulting area is simply 
multiplied by 0.7 to estimate an upper limit for the undesirable peak area that is excited. 
Using this methodology, the tail of the ethane peak will account for 8.2% of the ethene signal 
whilst the ethene peak will account for 6.7% of the ethane signal. Evidently, only a small 
percentage of undesired signal is generated from the peak being suppressed. Furthermore, as 
the mass transfer behaviour of ethene and ethene are very similar, this small amount of 
undesired signal would not be expected to significantly influence exchange times.  
 
 
Figure 7.13: The spectrum of ethane and ethene illustrating how to estimate the percentage of the signal emanating 
from the peak trying to be suppressed. The lighter grey tail depicts the approximate area of the ethene peak excited 
by the soft pulse when ethane is on resonance; the darker grey tail depicts the approximate area of the ethane peak 
excited by the soft pulse when ethene is on resonance.  
 
7.4.1.2 Accuracy of diffusion correlations 
To transform literature diffusion coefficients at different pressures (𝑃) and temperatures (𝑇) 
to equivalent D values at 150 ℃ and 20 bar, Equation 7.14 [22] and 7.15 [26] were used: 
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𝐷𝑃 ≅ constant , (7.14) 
 𝐷𝐴
𝐷𝐵
=
𝑇𝐴
1.75
𝑇𝐵
1.75  , 
 
(7.15) 
where the subscripts A and B refer to the two different (𝑃, 𝑇) conditions that conversions are 
made between. D values found in literature and their corresponding values at 20 bar and 150℃ 
are found in Table 7.3.  
 
Table 7.3: Diffusion coefficients obtained from literature for ethane and ethene. Values in literature are not quoted 
for 20 bar and 150℃, so these values are converted to the correct temperature and pressure using Equation 7.14 
and 7.15 and listed in this table as calculated values. 
 Literature values Calculated values  
Substance 
Pressure 
[bar] 
Temperature 
[℃] 
D 
[m2s-1] 
Reference 
D at 20 bar, 150 [℃] 
[m2s-1] 
Ethane 1 25 3.18 × 10-5 [27] 2.95 × 10-6 
 1 150 2.06 × 10-5 [28] 1.03 × 10-6 
 250 21 1.87 × 10-7 [29] 4.42 × 10-6 
Ethane + 
air 
1 25 1.53 × 10-5 [30] 1.42 × 10-6 
 0.001 25 1.14 × 10-2 [26] 1.39 × 10-6 
Ethene 58.4 25 1.14 × 10-7 [27] 6.09 × 10-7 
 1 150 2.46 × 10-5 [28] 1.23 × 10-6 
Ethene + 
air 
0.001 25 1.24 × 10-2 [26] 1.51 × 10-6 
 
To ensure the values in Table 7.3 additionally account for gases diffusing both through and 
around the catalyst particles, Equation 7.16 [31] can be used with an approximate value for 
the tortuosity, 𝜏𝑝, of 4 [32]: 
𝐷𝑝𝑜𝑟𝑜𝑢𝑠
𝐷
≈
𝜀
𝜏𝑝
 
 
(7.16) 
Thus, the diffusivities shown in Table 7.3 will be approximately one order of magnitude lower 
in a porous media system, assuming 𝜀 ≈ 0.4. As the D measured directly with the APGSTE 
sequence of ethane and ethene was in the range 3.3 – 4 × 10-7 m2s-1, this provides confidence 
in the D literature correlations for ethane and ethene. Furthermore, in comparing the NMR 
diffusion coefficients of ethane and ethene in the pure and mixed states it is evident that there 
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is almost no change in the diffusion coefficient between the pure and mixed states, and between 
ethane and ethene.  
7.4.2 Trends in the exchange rate 
Table 7.4 summarizes the results of the statistical tests to determine if the exchange rate alters 
as the flowrate is changed. Table 7.5 provides the results of the statistical tests to determine 
if the exchange rate remains the same in single and binary component systems. Likewise, Table 
7.6 summarizes the results of the statistical tests to determine if the exchange rate remains 
the same between ethane and ethene, in both the pure and mixed states.  
 
Table 7.4: Determining whether the fits for the exchange rates are sufficiently different at the 0.05 alpha level 
between different flowrates. 
1/𝝉 different at the 0.05 alpha level? 
Comparison between 
flowrates (NL/h) 
Ethane 
Ethane 
(mixture) 
Ethene 
Ethene 
(mixture) 
3, 7 No No No Yes 
3, 12 No No Yes Yes 
3, 30 (or 40) No No Yes Yes 
 
From Table 7.4 and Figure 7.8, it is evident that within the experimental error and 
experimental variation between points, the exchange rates do not experience any increasing or 
decreasing trend as the flowrate is increased for each component in either the pure state or in 
a mixture. Although no prediction of how the exchange rate should change is given by 
considering these results alone, a comment will be made in Section 7.4.3 when these results 
are compared against a mass transfer correlation.  
 
Table 7.5: Determining whether the fits for the exchange rates are the same at the 0.05 alpha level between pure 
and mixed components. 
1/𝝉 different at the 0.05 alpha level? 
Comparison between 
flowrates (NL/h) 
Ethane (pure and mixture) Ethene (pure and mixture) 
3, 3 No Yes 
7, 7 No Yes 
12, 12 Yes Yes 
30, 40 Yes Yes 
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Table 7.6: Determining whether the fits for the exchange rates are the same at the 0.05 alpha level between ethane 
and ethene, compared between the pure state or the mixed state. 
1/𝝉 different at the 0.05 alpha level? 
Comparison between 
flowrates (NL/h) 
Ethane vs ethene (pure) Ethane vs ethene (mixture) 
3, 3 Yes Yes 
7, 7 No Yes 
12, 12 Yes Yes 
30, 40 No Yes 
 
From Table 7.6 and Figure 7.8, it is evident that within the experimental error and data 
variation, the exchange rates do not experience any increasing or decreasing trend in both the 
pure and mixed state. Likewise, from Table 7.5 and Figure 7.8, it is evident that the exchange 
rates have also remained the same when the pure ethane or pure ethene are placed in an 
equimolar mixture together. Considering that these two gases are an ideal mixture and very 
similar in structure and mobility, such results are to be expected. Properties of the systems 
that will produce results that differ from this will be discussed in more detail in Section 7.4.4. 
Furthermore, as the results from the standard and chemically selective T2-T2 sequence produce 
statistically identical results, it suggests that the chemically selective T2-T2 sequence is a valid 
methodology for extracting mass transfer coefficients. 
7.4.3 Accuracy of correlations and mass transfer coefficients 
For a multicomponent system, it is desirable to ascertain when the 𝑘 (or 𝜀JD) values are 
accurate. In general (including the results of Section 7.3.3), if the full mass balance is used to 
calculate 𝑘, then the accuracy of the 𝑘 value will depend on the value for D or Ð𝛤 that is used 
to calculate it. If the system is ideal and D has been measured accurately, then 𝑘 should 
likewise be accurate. However, if D or Ð𝛤 is not an accurate representation of reality in either 
an ideal or non-ideal system, then 𝑘 will be calculated incorrectly. For example, in non-ideal 
systems where Γ < 1, if D is used instead of Ð𝛤 to calculate 𝑘, then the 𝑘 values will be larger 
than the true value. Alternatively, if Γ > 1, then the 𝑘 value will be smaller than the true 
value. Thus, the accuracy of the obtained 𝑘 values requires knowledge of the accuracy in the 
measured D or Ð𝛤 values. It must also be noted that non-NMR calculated 𝑘 values will not 
be correct if components physically block each other from transferring to, from or through the 
porous medium or another component, as this is not accounted for in the equations.  
From Section 7.4.1.2, the NMR acquired D values were shown to be in similar ranges as 
reported by literature. Additionally, in the case of the NMR measured D values, flow will be 
in the purely diffusive regime except for the data points at 30 or 40 NL/h that will be in a 
diffusion-transition regime. Only the data points at the higher flowrates will have D influenced 
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by the flowrate to a small extent [33]. This is most probably the reason why these higher 
flowrate 𝜀𝐽𝐷 values vary from the correlation of Gnielinski [34]. At higher flowrates, the film 
theory assumptions about D that are used to convert the measured exchange rate to a mass 
transfer coefficient may become less valid. However, with the remaining NMR calculated 𝜀JD 
values coinciding with the correlation of Gnielinski [34], it indicates that the system under 
investigation has been measured correctly for the lower flowrates. Moreover, because the values 
of  Ð in a non-ideal system cannot be measured but must consist of a function of D and the 
composition [35], then it indicates that as expected, the ethane-ethene system is ideal.   
7.4.4 Trends in the mass transfer coefficient 
As the NMR values almost always coincide with the Gnielinski equation, it is evident that the 
NMR measured 𝜀JD values are correct (except for the last flowrate points at 30 NL/h, 40 
NL/h). In addition, because 𝜀JD values are calculated from the 𝑘 and 𝑘𝑒𝑥 [and D] values, then 
this also indicates that the 𝑘, 𝑘𝑒𝑥 and D values are correct at lower flowrates.  
7.4.4.1 Mass transfer as a function of flowrate 
Gnielinski’s semi-theoretical correlation can also be used to estimate the expected change in 𝑘 
and 𝑘𝑒𝑥 as a function of the flowrate. Thus, for a given 𝑢, the change in 𝑘 and 𝑘𝑒𝑥 must be 
expressed as a function of the change in 𝜀𝐽𝐷, which is obtained directly from Gnielinski’s 
equation. Repeated here for clarity, the definition of 𝜀𝐽𝐷 is given by: 
𝜀𝐽𝐷 =
𝜀𝑘
𝑢
(
𝜇
𝜌𝐷
)
2
3
 . 
 
(7.17) 
To calculate the change in 𝑘 and 𝑘𝑒𝑥, the values of 𝑢 are calculated from the experimental 
volume flowrates - 30 NL/h to 3 NL/h for pure components and 40 NL/h to 3 NL/h for the 
mixture. These values for 𝑢 are then used to calculate the corresponding 𝜀𝐽𝐷 values from 
Gnielinski’s [34] correlation. Using this methodology, it is apparent that the mass transfer 
coefficient is expected to increase by approximately 33% and 46% in the pure and mixed state, 
respectively (in moving from the higher to the lower flowrate). Similarly, the exchange rate is 
expected to increase by 55% and 71% in the pure and mixed state, respectively. Because these 
expected changes are not very large compared to the variation associated with the measured 
values, it becomes evident why the statistical tests of Section 7.4.2 illustrate no change in the 
𝑘 and 𝑘𝑒𝑥 as a function of flowrate.     
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7.4.4.2 Mass transfer of different compounds not in mixtures  
Similarly, if comparing differences between 𝑘 and 𝑘𝑒𝑥 for different compounds that are not in 
a mixture, at the same flowrate Equation 7.17 can be simplified instead to: 
∆(𝜀𝐽𝐷 (
𝜌𝐷
𝜇
)
3
2
 ) ∝ ∆𝑘 ,  
and Equation 7.19 to  
(7.18) 
∆(𝜀2𝐽𝐷
2 (
𝜌
𝜇
)
3
4
𝐷
1
3) ∝ ∆𝑘𝑒𝑥 .  (7.19) 
Thus, to observe a change in the mass transfer coefficients or exchange rates when comparing 
between different pure components, it is evident that changes in the physical properties are 
required. Because the physical properties of ethene and ethane are so similar, the expected 
changes in 𝑘 and 𝑘𝑒𝑥 will be very small. In considering the variation of the measured 𝑘 and 
𝑘𝑒𝑥values, then such small expected changes between different components will not be 
observed, which is corroborated by the results in Section 7.4.2.  
7.4.4.3 Mass transfer of compounds in mixtures 
Due to changes that may occur in the physical system properties when components are 
combined in a mixture, 𝑘 and 𝑘𝑒𝑥 can vary compared to their single component counterparts. 
Indeed, such physical property changes are observed when compounds form non-ideal mixtures; 
examples of these systems include mixtures of very pressurized gases, strongly interacting gases 
or polar liquids. Thus, components in a non-ideal mixture would be expected to experience 
deviations between their single and mixture exchange rates. Moreover, because this chapter 
has studied ideal gases, no change is observed between mixture and single component exchange 
rates. This furthermore implies that in similar, ideal, binary component systems, mass transfer 
correlations for mixtures can be measured accurately with NMR by only measuring the single 
component mass transfer.  
Secondly, 𝑘 and 𝑘𝑒𝑥 values can also differ from the single component values if mixture 
components react, with one component forming a physical barrier that impedes the exchange 
of the other component/s. For example, in a bioreactor, this may be caused by a viscous heavy 
hydrocarbon liquid being generated over time, coating particles and retarding reactants from 
entering the porous medium. In a more conventional example, this physical blocking would 
occur when coke physically covers the pellet or pores, restricting reactant access. In these cases, 
it is predicted that there will be a difference in the exchange rates of the diffusing components 
as time proceeds throughout operation. Indeed, the effect of physical blocking upon the 
exchange rate is further expounded in Chapter 9. 
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7.5 Conclusion 
In conclusion, this chapter has illustrated that T2-T2 can be modified to incorporate chemical 
selectivity and used to determine exchange times in a porous media system. Using a statistical 
analysis, it was illustrated that the chemically selective exchange rates (and subsequent mass 
transfer coefficients) show no difference between the flowrates. Similarly, as expected, the 
exchange rates between ethene, ethane and an equimolar mixture of ethane and ethene are 
statistically identical. Upon transforming these exchange times into a Chilton-Colburn mass 
transfer factors, the obtained values were in accordance with a robust literature mass transfer 
correlation of Gnielinski [34]. This same correlation was used to illustrate that between a 
flowrate of 3 NL/h and 30 NL/h (or 40 NL/h for the mixture), the expected change in the 
exchange rate is between 55 and 71%, lying within the measured experimental error and 
variation. It was illustrated that correct mass transfer correlations for ideal or non-ideal 
systems will be obtained if a full mass balance is used to acquire mass transfer coefficients and 
accurate D or Ð𝛤 measurements are obtained. Furthermore, the full mass balance must 
incorporate the non-ideal term, 𝛤, if non-ideal substances are being measured.  
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Chapter 8 
Fine particle deposition and its effect on mass 
transfer and hydrodynamics when fines 
facilitate mass transfer 
 
 
 
Permeability reduction, also known as fines deposition, bed clogging or deep bed filtration, can 
occur due to fine particle deposition in the interstices between catalyst pellets in packed beds. 
These deposited particles are either produced via in situ or ex situ processes. In situ generation 
of fine particles can occur from particle attrition and from production of high molecular weight 
components. Indeed, particle attrition can result during both the pre-operative and operative 
environments of the pellets due to particle failure from chemical, thermal and mechanical 
stresses [1]. Additionally, deposition of in situ particles is particularly relevant for one-pot 
biomass reactors introduced in Chapter 1, where permeability reduction occurs due to the 
produced coke and heavy-weight viscous hydrocarbons. Conversely, within the petroleum 
industry, ex situ generated fines are found within hydrocarbon liquid feeds and can include 
iron sulphides, clays entrained in bitumen and coke from upstream processes. These fines often 
get trapped in hydrotreating or hydrocracking processes, however aquifers and water filtration 
processes also experience similar problems [2]. Additionally, within the classifications of in situ 
and ex situ generated fine particles, this thesis has grouped fines into those that either facilitate 
mass transfer or block it.  
Regardless of the deposited particle origin, fines deposition has received much attention in 
literature. This is predominantly because if fines collect to a critical level, the associated 
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increase in pressure drop can necessitate reactor shutdown, often before the catalyst is spent. 
Furthermore, higher operational costs for pumps and compressors are required to maintain the 
same flowrate over the increased pressure drop. The need to reduce the amount of clogging 
has resulted in commercially available catalyst pellets with specially designed geometry. 
Another mitigation option alters the surface of the fines by adding a component to the feed 
which causes the particles to be sterically repulsive, although this can often interfere with the 
reactions. Yet another approach is to use a sacrificial bed upstream, however entrainment of 
some fines downstream is usually unavoidable [3].  
Because the process of fines deposition is still not fully understood, various theories have been 
proposed to understand the process on a more fundamental level. In response to such a lack 
of understanding, the aim of this chapter is twofold. Firstly, it aims to generate further 
understanding of fines deposition on a pore-scale level. This will be achieved by combining 
pore-scale analysis with velocimetry measurements, to observe and explain the origin of 
phenomena that constitute the fines deposition process. Secondly, it aims to experimentally 
determine the effect of fines deposition on mass transfer. This will be achieved by using NMR 
to probe mass transfer between the different relaxation environments present in a packed bed.  
 Introduction 
Initially observed experimentally, fines deposition was soon described macroscopically through 
phenomenological equations. To detail the process of deposition on a smaller length scale, 
theoretically derived equations were later developed. As such, Section 8.1.1 first presents an 
experimentally derived understanding of fines deposition, followed by a review of the 
phenomenological and theoretical approaches. Section 8.1.2 covers a review of the relevant 
techniques used for analysis in this thesis, most of them not having previously been used in 
the study of fines deposition. 
8.1.1 A review of fines deposition 
8.1.1.1 Experimentally derived understanding of fines deposition 
Within a physically realistic representation of a packed bed, experimental studies with fines 
deposition have predominantly focussed on understanding macroscopic phenomena. Other 
studies which use pseudo-realistic packed beds (for instance, using a 2D structure that can be 
photographed) have conversely analysed pore-scale phenomena. Although initial studies and 
approaches to fines deposition have been summarized elsewhere [4], from later, more 
comprehensive studies, several clear, important parameter trends were observed. Firstly, the 
fines concentration and specific deposit decrease as one progresses down the bed length, whilst 
pressure increases as a function of time on stream. Secondly, as summarized by two analyses 
of numerous deposition studies, the filter coefficient - the probability of fines to deposit – 
usually increases, then decreases as a function of specific deposit [5, 6]. However, although 
water is usually the fluid of interest due to its significance in water purification [2], some 
studies with non-aqueous fluids show a consistently decreasing filter coefficient with increasing 
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specific deposit (e.g. [2]), reinforcing the universally accepted conclusion that surface 
interactions affect collection efficiency [7, 6, 4]. Indeed, surface charge is thought to be 
significantly more important for non-aqueous media deposition [8]. Thirdly, in a 2D structured 
packing, feeding unagglomerated fine particles into the packing highlighted many features that 
have greatly furthered the knowledge of the deposition mechanism on a pore-scale level. From 
the study, snow-cap formations were observed on the top of the 2D circles representing the 
bed structure. Long trains of connected deposition, termed ‘pendants’ were additionally 
observed. It was hypothesized that these ‘pendants’ formed when a pore throat became clogged, 
and particles repeatedly deposited in these clogged areas as fluid flowed over them. Re-
entrainment was also observed. Lastly, it was evidenced that there were pathways of connected 
flow, relatively free of deposition, due to high interstitial velocities [9]. A figure extracted from 
the study is shown in Figure 8.1, illustrating the ‘pendant’ and re-entrainment phenomena. 
However, because velocity measurements were not simultaneously conducted with this 
photographic study, there is a lack of experimental evidence to form a conclusive link between 
the velocity field and fines deposition phenomena. Fourthly, using mass balances and an 
ingeniously constructed device, fines were observed to deposit in the centre of the packed bed, 
later being retained at the outer regions of the bed. However, to explain this change in 
deposition preference, it was proposed [without any direct observation of the mechanisms] that 
the preferential pathways within the bed interior must fill and clog before the fines begin to 
predominantly be retained in more exterior regions of the bed [10]. Fifthly, using MRI, other 
features of fines deposits in aqueous, single phase flow in a packed bed have been observed. 
However, although cavern sites were identified in one study [11], Figure 8.2, no description of 
how the deposition process created the cavern sites was offered. Conversely, in another MRI 
study of water flow through a horizontal tube filled with polystyrene beads, it was concluded 
that deposits become more organised over time, re-entrainment also being witnessed. Based 
on their results, a simple model using fewer fitting parameters than other correlations was 
developed [12]. Evidently, despite an extensive array of experiments, detailed observation of a 
wide-range of pore-scale deposition phenomena and the reasons as to why they occur is still 
lacking.  
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Figure 8.1: Deposits shown in a 2D representation of a packed bed after a) 27 h of fines on stream and b) 47 h of 
fines on stream. Some areas of re-entrainment have been highlighted in the solid red boxes. A ‘pendant’ has been 
highlighted inside the dashed blue box. Figures extracted from [9].  
 
 
Figure 8.2: Examples of cavern sites extracted from [11] for a a) longitudinal slice and a b) transverse slice through 
the packing. The cavern sites are shown by the grey areas, where fines have collected over several pores.  
 
Various experimental studies have additionally attempted to describe the different phases of 
deposition. Indeed, one foundational study [in 2D] identified two different stages according to 
two different types of deposit morphologies. The study concluded that either gradual 
constriction due to gradual particle build up (known as the smooth coating mode) or blocking 
of some junctions could occur (known as the blocking mode), depending on the flow rate and 
particle size [13]. A visual representation of both modes is shown in Figure 8.3. Although 
various authors stated that the transition from one morphology type to another occurs at a 
specific deposit value [6, 4], later studies used a critical shear stress as an indicator of the 
transition [7]. However, as this critical shear stress indicator has been acquired from very few 
experiments, extrapolating its validity to a broad range of experiments is highly questionable 
[14]. Likewise, others have postulated that two morphologies are an over simplification of the 
deposition mechanism and are an impediment on the predictive nature of theoretical 
simulations [4].  
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Figure 8.3: Illustration of a) the gradual constriction, or smooth filling mode and b) the blocking mode. The bed 
structure has been shown in shaded grey and the fines are illustrated in solid black  
 
Although most studies of fines deposition have almost exclusively focussed on single-phase 
flow, the first and only experimental work on two-phase flow involved kaolin clay, kerosene 
and air under the trickle and pulse flow regimes. It was demonstrated that if the apparent 
porosity of the deposit, initial bed pressure drop and fines concentrations were known, then 
the pressure drop when fines had deposited could be determined via the Ergun equation [15]. 
However, no pore-scale insight was derived from the study.  
8.1.1.2 Phenomenologically derived understanding of fines deposition  
To generate a macroscopic description of fines deposition, the phenomenological analysis 
usually begins with a mass balance on the packing: 
 
𝒖𝟎
𝜕𝑐
𝜕𝑧
+  
𝜕𝜎
𝜕𝑡
= 0 , 
(8.1) 
  
where 𝒖𝟎 is the superficial bed velocity, c is the concentration of fines in the liquid, 𝑧 is the 
axial bed distance and 𝜎 is the specific deposit of fines (the volume of fines per bed volume). 
This is then combined with the filtration rate expression, Equation (8.2: 
 𝜕𝑐
𝜕𝑧
= 𝑓(𝑐, 𝜆) , 
(8.2) 
 
where 𝜆 is the filter coefficient. The function on the right-hand side of Equation (8.2 can take 
different forms to describe how the concentration changes axially across the bed as a function 
of the filter coefficient [6]. To determine 𝜆, some generalized correlations have been attempted, 
but usually all studies are based on semi-theoretical values which are often obtained using the 
trajectory theory of Section 8.1.1.3. Furthermore, the pressure drop across the bed is usually 
required, calculated according Equation (8.3: 
 𝜕𝑝
𝜕𝑧
/ (
𝜕𝑝
𝜕𝑧
)
0
 = 𝑔(𝜎) , 
(8.3) 
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where 𝑔 is a function with empirically determined parameters and (
𝜕𝑝
𝜕𝑧
)
0
 is the pressure 
gradient for a clean bed. Using boundary conditions with Equations (8.1, 8.2 and 8.3, 
expressions for c, 𝜎 and p as a function of time and position can be obtained. An excellent 
review on these methods is given in [6].  
Evidently, from the phenomenological equations, all concentration, specific deposit and 
pressure profiles are averaged across the bed radius, thus not allowing any prediction of how 
the bed clogs on a local, pore-scale level. Furthermore, the phenomenological equations require 
the use of multiple empirical coefficients which are often only valid for particular types of 
deposit morphology – morphologies which may not be relevant to the bed being studied [6, 4]. 
As such, the macroscopic prediction capability of the phenomenological approach is 
questionable, with the solutions further not being able to provide any insight into the local 
deposition mechanism. Despite these drawbacks however, the phenomenological approach is 
currently used to design and optimize existing beds as they provide an approximate prediction 
of filter performance from a given set of operating and system variables [6].    
8.1.1.3 Theoretically derived understanding of fines deposition 
Evidently, the phenomenological and experimental approach do not elucidate the pore-scale 
mechanisms of how deposition occurs and thus the theoretical approach has been fundamental 
in developing a more pore-scale understanding of deposition. The aim of solving the theoretical 
equations is to calculate the collection efficiency of the bed as a function of the relevant physical 
properties of the fluid and particles. This is usually then compared to macroscopic 
measurements of a real system to determine the validity of the model and the phenomena it 
attempts to describe.  
To begin simulating the deposition process, the deposition mechanism must firstly be known. 
For fine particles dispersed in liquid media, deposition is known to occur by one or more 
mechanisms: sedimentation, interception, Brownian diffusion and straining [16]. The bed 
structure must then be modelled, usually approximating the porous medium as a series of unit 
bed elements (UBEs) or as a network model. Usually, the network modelling approach is able 
to more realistically represent the void space and fluid velocities [7]. However, this is not 
always the case if simplified pellet shapes are used [14, 17], as these have been shown to 
severely underestimate the rate of deposition [7]. Indeed, in both the UBE and network 
approaches, the pellet shape (also termed collectors) must also be chosen to represent the 
porous medium [6]. Lastly, a particle’s path through the packed bed must be determined 
through considering forces acting on the particle. The particle is considered to be in dynamic 
equilibrium under the forces of gravity, buoyancy, hydrodynamic drag and surface interactions 
[16]. However, not all trajectory simulations include each of these forces, as has been 
summarized in [6]. In addition, for submicron particles which are primarily governed by 
diffusion, diffusion must be included as an additional form after the trajectory analysis, owing 
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to its stochastic nature [6]. Furthermore, to determine the bed trapping efficiency, the 
trajectories of all particles, using the relevant force equations, do not need to be calculated. 
Instead, particles in the critical trajectories – travelling a specified distance from the surface 
of collectors – are only considered in calculations. The main assumption during calculating the 
particle trajectories is that any particles which contact the surface will be trapped [16]. One 
exception to this is [18], where in the last stage of deposition, particles will not be collected 
even if they reside within critical trajectories, if their velocity exceeds some critical threshold.  
To establish the validity of models, model results have been compared to experimental data. 
However, as the experimental data are macroscopic in nature and the models predictions are 
on the pore-scale, not all aspects of the model can be fully validated, as some authors have 
pointed out [4, 9, 19, 12]. One standard measure of model accuracy is to compare theoretical 
and experimental fines concentration and specific deposit profiles over the bed length. 
Similarly, pressure drop profiles can be examined over a time on stream. Another common 
comparison is analysing the filter coefficient as a function of the specific deposit. Figure 8.4 
and Figure 8.5 illustrate some of the results exhibiting these comparisons from a foundational 
study [4]. The authors admitted that such disparity between the modelled results and 
experiments illustrated that the model could only provide an order of magnitude estimate of 
filter behaviour. Similar conclusions were drawn by the comparisons of another author [6], 
demonstrating that the amount of deposition for a given surface treatment was not as extensive 
as theory had predicted. More advanced models incorporating a permeability variable produced 
better agreement with experimental data, additionally illustrating that permeability decreases 
over time. However, this model did require an ‘adjusting’ factor which cannot be known a 
priori [18]. Evidently, the disparity between theoretical and experimental data indicate that 
the models are misrepresenting or misunderstanding the deposition process. This 
misunderstanding is most likely to originate from incorrect pore-scale level assumptions, as 
experiments illustrating the pore-scale phenomena during deposition are scarce.  
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Figure 8.4: Plot extracted from [4] showing the comparison between experimentally acquired pressure drop data 
(●) and simulated data using a trajectory model ( ). 
 
 
Figure 8.5: Plot extracted from [4] showing the comparison between a) experimentally concentration profile data 
and b) simulated data using a trajectory model  
 
Despite the models possessing some inadequacies, they have provided some insight into the 
pore-scale deposition process; however, not all these findings have been validated with 
experiments. In one unvalidated model, it was believed that the fine morphology depended on 
particle size, shape and density, surface forces, topology of the pore network and flow 
conditions [7]. The latest, most comprehensive modelling study, re-entrainment was modelled, 
being observed to occur more at the inlet of the packed bed and in areas of high interstitial 
velocity. Although re-entrainment has been observed experimentally (e.g. [9]), this level of 
pore-scale information concerning re-entrainment has not been generated before (nor has it 
been experimentally validated). Furthermore, due to less hydrodynamic resistance, fines were 
observed to more likely deposit on other fines causing hot spots of deposition, as has been 
observed experimentally [9]. However, without any supporting experimental evidence, the 
a) b) 
 
 
190 
conclusion was also drawn that as the hydraulic conductivity becomes less, the flow begins to 
favour some areas which initially happened to receive little flow, indicating that flow path 
preferences change. The modelling also leads to the conclusion that flow occurs through few 
connected pathways with high interstitial velocities [20]. 
8.1.1.4 Understanding the link between fines deposition and mass transfer 
To understand the link between fines deposition and mass transfer in reactive systems, both 
the reaction and mass transfer rates must be considered, Figure 8.6, as fines deposition has the 
potential to affect both rates. Indeed, in the case where the products and reactants are quick 
to reach the active sites whilst reactions proceed slowly, the system will usually be identified 
as ‘[reaction] rate limited’. Conversely, in a system where the reactants and/or products are 
slow to reach the active sites and the ensuing reaction is fast, a system will usually be classified 
as ‘mass transfer limited’ [21]. To the best of the author’s knowledge, no studies consider the 
changes in mass transfer as fines deposit in a packed bed. Instead, several studies consider the 
reaction rate change due to the deposition of fines. However, as these studies are conducted 
with fines that block mass transfer, they will be discussed in Chapter 9.  
 
 
Figure 8.6: A depiction of the mass transfer and reaction rate limitations for reactants in a catalysed reaction. The 
main figure illustrates the external mass transfer limitations to a system as the reactants move from the bulk fluid 
into the pellet. Once inside the pellets, the reactants undergo internal mass transfer limitations as they move 
through the porous network. This has additionally been illustrated in the figure inset, which additionally shows 
that once the reactants have reached an active site on the catalyst surface, they react in a time defined by the 
reaction rate.  
 
8.1.2 Techniques to be used in the deposition analysis 
8.1.2.1 Pore-scale hydrodynamic experiments 
It is well known that the hydrodynamics of a packed bed play a crucial role in determining 
the fines deposition process (e.g. [7]); indeed, as a pore segmentation analysis [22] can be used 
to further pore-scale knowledge of hydrodynamics in packed beds, it will be used to analyse 
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fines deposition in this thesis. In a previous NMR study that did not consider fines deposition, 
a pore analysis highlighted significant velocity heterogeneity within the packed bed, a small 
number of pores taking a large percentage of the flow. Pores with a high volume flowrate were 
found to be best characterised by the local geometry of pore space, whereas the mean flow 
through each pore was best characterized by the topology of the pore space. Stagnant regions 
were also suggested to result from the pore geometry [23]. Through a pore analysis of NMR 
velocity images, this work was extended to illustrate that stagnant regions remain stagnant as 
the volume flow is increased. However, in non-stagnant pores, the overall volumetric flow rate 
was found to scale linearly with the mean pore volumetric flow rate. It was also suggested that 
mass transfer characteristics will be better represented by a local Reynolds number rather than 
a global bed Reynolds number [24]. Lastly, despite a pore analysis being applied to NMR 
images of packing that underwent fines deposition, no pore-scale insights were gathered from 
the study apart from the observation that a small number of pores carried a large percentage 
of flow after the fines had deposited [11].  
8.1.2.2 Modelling in porous media with Monte Carlo simulations 
Various methods exist to study the NMR response in porous media, such as the finite element 
method, the finite difference method and Monte Carlo simulations. However, for a complicated 
3D structure, the former two methods become extremely computationally intensive. In 
contrast, random walk Monte Carlo simulations are flexible and easy to implement [25]. Indeed, 
random walk simulations in porous media have been used to investigate the applicability of 
NMR permeability correlations in rocks [26], have been used to determine the validity of 
analytical two-site exchange models used in NMR relaxation analysis [27], have modelled two 
phases to understand wettability in rocks [28, 29], have modelled NMR propagators in packed 
beds [30] and have also produced T1-T2 and D-T2 plots for random bead packs [31] and rocks 
[32]. Most recently, in using a random walk simulation to investigate NMR relaxation 
properties of porous media, an exchange time for a 2D circular geometry has been extracted 
[33].  
Random walk simulations seed a number of particles in the simulation environment, each 
representative of a magnetic spin packet. Due to diffusive motion, these particles then move 
through the simulation environment in a series of random displacement steps, each step 
occurring over a specified time step 𝛿𝑡. After each time step, the particle is displaced in the 
Cartesian frame by the vector 𝒓, according to Equation (8.4: 
 
∆𝒓 =  √𝑎𝐷(𝛿𝑡) 
𝒏
|𝒏|
  , 
(8.4) 
where 𝐷 is the diffusion coefficient, 𝛿𝑡 is the unit time step, and 𝑎 = 2, 4 or 6 for 1D, 2D and 
3D simulation environments, respectively. The vector 𝒏 of size 1 × N (where N is the 
dimensionality of the simulation environment) is constituted of normally distributed random 
numbers with unit variance and zero mean [25]. In more recent studies, a velocity drift term 
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has also been added to Equation (8.4, to aid in understanding how system velocities affect the 
NMR response [31]. Usually, 𝛿𝑡 must be selected so that ∆𝒓 is several times shorter than any 
surrounding geometric length scales [25].  
To model the relaxation process in random walk simulations, most authors apply a probability 
that the molecule is instantaneously ‘killed’ when it comes into close proximity with the pore 
surface (e.g. [26]). Alternatively, other authors cause the magnetisation to decrease by a 
particular factor (e.g. [25]). Other simulations have additionally accounted for inhomogeneous 
background magnetic fields (e.g. [31]). However, a simpler approach that has been validated 
by experiments assigned molecules a probability of relaxing, the rate being determined by what 
region the molecules resided in [30]. Although it cannot offer insight into the relaxation process, 
this approach has the advantage of avoiding an accurate description of the pore surface and 
its associated relaxation properties. Indeed, discrete descriptions of a surface have greatly 
reduced the expected relaxation rate [25].  
 Experimental  
8.2.1  Equipment 
Experiments were conducted using the same spectrometer set up used in Chapter 5. However, 
the 20 mm OD and 16 mm ID borosilicate glass pipe used in Chapter 5 was modified by Soham 
Scientific to possess two small pressure tappings either side of the active coil region, 6 cm apart 
(measured from centre-point to centre-point of each tapping). These tappings had an ID of 2 
mm and were super glued to 2 mm ID silicon tubing. This tubing connected to a KANE 3500-
1 pressure meter, with an accuracy of ± 0.1 Pa. A schematic of the new pipe is given in Figure 
8.7. The same packing materials and packing method as Chapter 5 were used, the main packing 
structure composed of 1.8 – 2.36 mm silica particles. Similarly, 75-150 𝜇m diameter silica fines 
were used. The system was configured for both upflow and downflow, identical to that used in 
Chapter 5, where a description and schematic of the flow loop is presented. Deionised water 
in a downflow configuration flowed through the system at 0.042 ± 0.004 mL/s for all 
experiments and fines were present in the storage tank at a concentration of approximately 2 
% v/v at all times.  
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Figure 8.7 Schematic of the set-up within the glass pipe. Pressure tappings are on either side of the coil. Silicon 
tubing connected to a pressure meter, are connected to the pressure tappings. A large plastic sphere rests upon a 
plastic frit in the pipe to ensure the ballotini do not fall through the frit. 
 
After the desired quantity of fines were deposited (according to the desired change in the 
pressure drop), pure water flowed over the packing at 0.042 ± 0.004 mL/s, causing some loss 
and redistribution of fines. To determine when the fines had stabilised – that is, deposits no 
longer fluctuated with time – 1D profiles were obtained of the packing every 30 minutes. When 
consecutive profiles no longer changed in intensity, the fines were determined as being stable 
– usually 2-4 hours later. Aside from experiments on a clean bed, three different experiments 
were conducted, each with increasing amounts of deposited fines. These experiments will be 
henceforth referred to as the first, second and third fines quantities. For each new quantity of 
fines that were deposited, the 3D velocity images were acquired first, followed by a full set of 
T2-T2 experiments. Before each T2-T2 experiment, the flow was switched off and the pressure 
meter was zeroed with the tubes attached. The pressure reading was then taken before the T2-
T2 measurement commenced. The pressure readings were averaged for the entire mixing time, 
and the error was calculated according to a standard error propagation formula [34]: 
 
𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑒𝑟𝑟𝑜𝑟 𝑖𝑛 
𝑃
𝑃0
= √(
𝜎𝑓𝑖𝑛𝑒𝑠
𝜇𝑓𝑖𝑛𝑒𝑠
)
2
+ (
𝜎𝑛𝑜 𝑓𝑖𝑛𝑒𝑠
𝜇𝑛𝑜 𝑓𝑖𝑛𝑒𝑠
)
2
 (8.5) 
 
 
194 
To calculate the specific deposit (𝜎) for each fines quantity, the definition of the voidage is 
manipulated, where 𝑉𝑡 is the total bed volume, 𝑉𝑠 is the volume of the original solid packing 
and 𝑉𝑓 is the volume of the fines:  
 
𝜖 =  
𝑉𝑡 − (𝑉𝑓 + 𝑉𝑠)
𝑉𝑡
 
 
(8.6) 
 𝑉𝑓 = 𝑉𝑡 − 𝑉𝑠 − 𝑉𝑡𝜖 
 
(8.7) 
 
𝜎 =
𝑉𝑓
𝑉𝑡
= 1 −
𝑉𝑠
𝑉𝑡
− 𝜖 = 1 − 𝜖 − (1 − 𝜖𝑜𝑟𝑖𝑔) = 𝜖𝑜𝑟𝑖𝑔 − 𝜖 
 
(8.8) 
8.2.2 Data acquisition and processing 
8.2.2.1 Processing of raw data 
The pulse sequence of Figure 2.17 was used to acquire the T2-T2 data. Data processing, model 
fitting and extraction of error bars were completed according to the methodology described in 
Section 6.2.3. However, unlike Chapter 6 which measured only one distinct exchange route, 
the intra-pore to inter-pore exchange route has been used to represent the overall exchange 
process occurring within the packed bed. Indeed, the route that the fluid would take in 
traversing the intra-pore to inter-pore populations will be approximately representative of the 
path a species would travel through the mass transfer film that is used to standardly measure 
mass transfer coefficients.  
3D velocity images were acquired with compressed sensing using 25% undersampling, the 
acquisition and reconstruction techniques and parameters being outlined in Chapter 5. All 
images in the data presented here were selected from reconstructions with 𝛼 = 0.0028 and 1 
Bregman iteration, as they gave the best visual quality images and most quantitative velocity 
flow rates. After reconstruction, only the centre 100 points in the axial direction were retained, 
to produce an image of size 100 × 128 × 128 points. The ends of the 3D images were not 
included in the images displayed in this thesis, as the results from this region produce non-
quantitative velocities. This is mostly due to the images being narrowed due to the gradient 
strength weakening, an example of which is shown in Figure 8.8. The effect was not only 
present in the reconstructed velocity images, but also in RARE images taken at the same time 
which were used as a quick check to ensure fines were depositing. Lastly, the images from each 
new fines experiment were gated to ensure the average volume flowrate was always 0.042 
mL/s, as discussed in Section 5.4.2. 
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Figure 8.8: Slice from the reconstructed intensity image of the experiment with the first fines quantity. Only the 
central 100 vertical data points (highlighted in the box) are used for analysis in this thesis, as the ends of the image 
exhibit non-quantitative regions due to the reduction in the gradient strength. The reduction in the gradient 
strength towards the ends of the image causes the image to narrow in these regions.   
 
8.2.2.2 Pore segmentation 
To facilitate further analysis of the 3D structure and velocimetry, both the structural image 
and velocity fields of each 3D data set was segmented into pores using a pore segmentation 
algorithm [22]. A brief outline of the algorithm will be presented here. The algorithm first 
morphologically thins the image, for all voxels with an exposed face. The pore centres are next 
identified as local maxima in the thinned image. Furthermore, connected voxels are defined as 
those with either a shared face, edge or corner. After identification of pore centres, the local 
maxima are then grown until the growth from each maximum touch or hits a boundary, thus 
producing pores. The pore properties are further analysed to aid in the understanding of the 
fines deposition process. For the 3 different amounts of fines introduced to the packing, the 
same pore classifications were used. That is, the algorithm was used to identify pores for only 
the image of the clean bed. These results were then gated by a binary map of the structure 
containing fines to produce the same pore boundaries across all experimental runs, but with 
the same or reduced pore space due to the presence of fines. An example of a cross-sectional 
slice through the pore-segmented image is illustrated in Figure 8.9.  
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Figure 8.9: A slice through the pore-segmented packing for a) no fines b) the first fines quanity and c) the third 
fines quantity. Cross-sections of different pores are indicated by their different colours. Note how the same 
boundaries for the pores in a) have been used for b) and c), multiplied by the binary mask for the particular fines 
experiment.  
 
8.2.3 Monte Carlo simulations  
To understand how voidage and surface area loss affect the exchange rate, Monte Carlo 
simulations were conducted. These simulations are founded upon the simulations outlined in 
a previous thesis [33], but have been expanded upon in this chapter.  
8.2.3.1 Simulation basics 
The basic 2D Monte Carlo unit cell is shown in Figure 8.10. It contains pellets of radius 𝑟, 
separated by a distance of L. For all simulations, molecules are seeded one at a time within 
the unit cell and are allowed to diffuse randomly over a time step, 𝛿𝑡, for a finite time. As the 
seeding of each of the N molecules occurs uniformly over the simulation environment, pellet 
porosity is not accounted for. Other user-inputs include the diffusion coefficients and the 
relaxation times for both the intra- and inter-pellet regions, obtained from the D-T2 and T2-
T2 experiments. Using values of 𝑟 = 1 mm and L = 0.31 mm, the voidage of the basic 
simulation cell is 0.41 – the voidage of the clean packed bed. All parameters used in the basic 
simulations are listed in Table 8.1. For non-validation simulations, the values of 𝑟 and L differ, 
being listed under the sections describing the specific simulation studies, Sections 8.2.3.3 and 
8.2.3.4. 
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Figure 8.10: The basic unit cell used for the initial Monte Carlo simulations. The grey region represents the intra-
pellet region whilst the white space represents the inter-pellet space.  
 
Table 8.1: Parameters for the Monte Carlo simulations. 
Basic Monte Carlo simulation parameters 
T2 [s] D × 10-9 [m2s-1] N 𝜹𝒕 [ms] 
Intra-pellet Inter-pellet Intra-pellet Inter-pellet 
160 000 0.45 
0.05 1.75 1.6 2.8 
 
 
Once seeded, molecules move via random diffusive steps normally distributed about 0 with a 
standard deviation given by √4𝐷(𝛿𝑡) in the x and y directions. However, the diffusive time 
step, 𝛿𝑡, must be chosen to ensure that the probability of T2 relaxation over a given time step 
is sufficiently small. For the simulations in this chapter, the value of 𝛿𝑡 was chosen so that the 
relaxation in the intra-pellet region was less than 1% (i.e. 0.45 ms). Secondly, it has been 
suggested that the critical length scale in the simulation cell should be greater than five times 
the diffusive step [35]. Using the smallest diffusion coefficient value in the system  
(Dintra = 1.5 × 10-9 m2s-1), a typical diffusive step would be 1.6 × 10-6 m.  For the critical length 
in the system of L = 0.31 mm, the ratio to the diffusive step is approximately 194. Thus a 
time step of 0.45 ms is deemed suitable. Furthermore, this illustrates that a minimum of 194 
diffusive steps would be required for molecules residing near pellet surfaces to move from one 
intra-pellet environment to another.  
The final time that a molecule is simulated until is dictated by two factors. Firstly, for each 
time step, the probability of the molecule relaxing, 𝑃, is given by Equation (8.9: 
𝒓 
𝑳 
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𝑃 =
𝛿𝑡
𝑇2
 , 
(8.9) 
 
where T2 corresponds to either the intra- or inter-pellet relaxation time, depending on the 
environment the molecule resides within. This probability is then compared to a uniformly 
distributed random number between 0 and 1, and if 𝑃 is greater, the molecule relaxes. However, 
if the molecule doesn’t fully relax or relaxation is not allowed, the total allowable time for the 
molecule simulation is given by 5T2, inter-pellet.  
To obtain T2 information from the simulation, both exchange and T2 relaxation are allowed. 
At the beginning of the simulation, all molecules are assigned a unit signal. Upon the relaxation 
of a molecule, the signal from the molecule becomes zero. At each time step, the total signal 
is added from every molecule to calculate the total signal as a function of time. At the end of 
the simulation, the signal is inverse-Laplace transformed to generate the distribution of T2 
values that characterise the signal.  
To generate exchange times, only exchange is allowed, each molecule being allowed to exchange 
for the entirety of the simulation. For each new time step, exchange is recorded if a molecule 
has moved into a different environment. Once simulations have been conducted for every 
molecule, the total exchange instances are added for each time step. The total exchange 
instances, 𝐸, as a function of simulation time are then fitted to a double exponential: 
 𝐸 = 𝑎(1 − 𝑒−𝑡𝑘𝐴𝐵) + 𝑏(1 − 𝑒−𝑡𝑘𝐵𝐶))  , (8.10) 
where 𝑎 and 𝑏 are fitting parameters, 𝑘𝐴𝐵 and 𝑘𝐵𝐶 are exchange rates characterising the intra-
to interface pore exchange and interface-to-bulk exchange, respectively. Furthermore, to 
generate a smooth trend to fit to Equation (8.10, it is imperative that a sufficient number of 
molecules, N, experience exchange. However, although two exchange rates are generated from 
Equation (8.10, these can be combined into a single, overall exchange rate (𝑘𝐴𝐶), representing 
exchange from the intra-pore fluid to the bulk fluid:   
 
𝑘𝐴𝐶 = (
1
𝑘𝐴𝐵
+
1
𝑘𝐵𝐶
 )
−1
. 
(8.11) 
The single, overall exchange rate, 𝑘𝐴𝐶 is quoted for the remainder of the chapter. This is 
additionally due to the fact that 𝑘𝐴𝐶 will be the simulation equivalent of the exchange rate 
generated by the cross-peaks representing the exchange between the intra-pellet to bulk fluid.   
8.2.3.2 Unit cell containing rectangular pellets 
For studies using rectangular simulation cells, the modified simulation cell is illustrated in 
Figure 8.11. The rectangle lengths a and b chosen to either cause a decrease in voidage or 
increase in surface area. More detail on these simulations, including the values for a and b, are 
listed in the relevant sections describing the voidage and surface area studies – Sections 8.2.3.3 
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and 8.2.3.4, respectively. However, the basic simulation parameters of Table 8.1 and the 
simulation methodology in Section 8.2.3.1 remained the same. Lastly, to ensure comparison to 
circular simulation cells of the same size, the length of each rectangular simulation cell is given 
by √2(2𝑟 + 𝐿)2, where 𝑟 = 1 mm and L = 0.31 mm.  
 
 
Figure 8.11: The unit cell used for the Monte Carlo simulations to study the impact of morphology upon the 
exchange rate. The light grey region represents the intra-pellet region whilst the white space represents the inter-
pellet space. The dimensions of the rectangles, a and b, are chosen to alter the voidage and surface area.  
 
8.2.3.3 Voidage studies  
Understanding how voidage alters the exchange rate was investigated for both rectangular and 
circular pellet geometries using the basic simulation parameters of Table 8.1 but relaxation 
not being allowed. The voidages studied in the unit cells were calculated to match the 
experimental voidages of 0.41, 0.32, 0.29 and 0.23. To generate a loss in voidage whilst keeping 
the surface area constant for circular cells, 𝑟 was held constant whilst L was altered to produce 
the desired voidage. Similarly, for the rectangular pellet unit cells, the surface area was held 
constant whilst a and b were changed to produce the desired voidage. Maintaining a constant 
surface area and the same simulation unit cell size causes the maximum voidage in the unit 
cell to be lower than 0.41; similarly, the voidage cannot reach below 0.24 without the 
rectangular pellets overlapping. Thus, maintaining a voidage of 0.24 was assumed to suffice 
for comparison to the circular pellet simulations at a voidage of 0.23. The geometry parameters 
for the equivalent circular and rectangular pellet geometries are shown in Table 8.2. 
Simulations took approximately 40 hours to complete. 
 
b 
a 
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Table 8.2: Geometry parameters for the rectangular and circular unit cells ensure the voidage changes match the 
experimental voidage changes as fines are deposited to the packed bed. 
Simulation geometry parameters 
 Circular pellets Rectangular pellets 
Voidage 𝒓 [mm] 𝑳 [mm] a [mm] 𝒃 [mm] 
0.41 1.00 0.31 - - 
0.32 1.00 0.15 2.89 1.23 
0.29 1.00 0.10 2.79 1.36 
0.24 - - 2.57 1.58 
0.23 1.00 0.02 - - 
 
8.2.3.4 Surface area studies 
The surface areas studied in the unit cells were calculated to match the experimental surface 
area percentage changes of 22%, 26% and 32% using the basic simulation parameters of Table 
8.1 but relaxation not being allowed. To study the sole effects of surface area decrease, the 
surface area of the circular pellet unit cells was altered through changing r whilst choosing L 
such that the voidage was 0.41. Similarly, for the rectangular unit cells, the values of a and b 
were chosen to maintain a voidage of 0.41 whilst creating the desired change in the surface 
area. The geometrical parameters for equivalent circular and rectangular pellet surface areas 
are shown in Table 8.3. The surface area is listed as a fraction of SO, the original surface area 
of the clean bed simulation using r = 1 mm and L = 0.31 mm (i.e. a voidage of 0.41). From 
geometrical reasoning, the surface area of the rectangular unit cells cannot be equal to the 
surface area of the circular pellet unit cells for SO, which is why this entry is left blank in the 
table. Simulations took approximately 40 hours to complete.  
 
Table 8.3: Geometry of the circles and rectangles to ensure the surface area changes match the experimental surface 
area changes as fines are deposited to the packed bed. 
Simulation geometry parameters 
 Circular pellets Rectangular pellets 
Surface area 𝒓 [mm] 𝑳 [mm] 𝒂 [mm] 𝒃 [mm] 
S0 1.00 0.31 - - 
1.22S0 1.22 0.38 2.64 1.19 
1.26S0 1.26 0.39 2.86 1.10 
1.32S0 1.32 0.41 1.00 3.15 
  
 
 
 
 
201 
8.2.3.5 Simulation validation 
To validate the simulation, four preliminary tests were conducted using parameter values 
outlined in Table 8.1. However, the first simulation was characterized by T2 and D equal to 
inter-pellet water properties for both inside and outside the pellet regions; the second had the 
T2 and D of the intra-pore water for both inside and outside the pellet regions. Relaxation was 
allowed and both simulations possessed a voidage of 0.41. The FIDs for these simulations and 
their corresponding inverse Laplace transforms are found in Figure 8.12. As expected, the 
signal decays exhibit exponential behaviour in both instances. Furthermore, it is evident from 
the inverse Laplace transforms that the T2 values have remained the same as was specified in 
the simulation initialisation variables.  
 
 
Figure 8.12: The a) FID and b) inverse Laplaced FID for the simulation that contains only inter-pore T2 and D 
properties throughout the entirety of the unit cell. The c) FID and d) inverse Laplaced FID for the simulation that 
contains only intra-pore T2 and D properties throughout the entirety of the unit cell.  
c) d) 
a) b) 
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The third test defined intra- and inter-pellet regions with different T2 and D values exactly as 
according to Table 8.1. The voidage of the unit cell was 0.41, relaxation was allowed and the 
simulation was completed 5 times. The standard deviation of the relaxation times from the 
five simulations were used as an estimate of the error. An example of the signal and inverse 
Laplace transformed data are shown in Figure 8.13. A comparison between the experimental 
and simulated numerical values is shown in Table 8.4. As has been previously noted in similar 
validation simulations [33], the populations and relaxation rates are remarkably close, 
illustrating the validity of the model in simulating the relaxation times.  
 
  
Figure 8.13: Results from one of the Monte Carlo simulations that allows relaxation. Parameters for the simulation 
were in accordance with Table 8.1, with r = 1 and L = 0.31. These parameters were chosen to match the 
experimental geometry and relaxation parameters in the packed bed. a) illustrates the simulated FID over the time 
of the simulation whilst b) is the inverse Laplace transform of the FID.   
 
Table 8.4: Comparing simulation and experimental results for the no fines case. Both the simulation and the 
experiments had a voidage of 0.41 and relaxation was allowed in the simulations. Error for the simulations is 
based on the standard deviation from five separate runs of the same simulation. 
 T2A [s] T2B [s] T2C [s] PA [%] PB+ [%] PC [%] 
Model 0.05 ± 0.00 0.41 ± 0.01 1.54 ± 0.00 58.2 ±0.1 3.7 ±0.1 38.0 ±0.1 
Experimental 0.05 ± 0.01 0.45 ± 0.02 1.60 ± 0.05 45 5 50 
 
 
 
a) b) 
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The fourth test conducted to validate the simulation contained identical parameters to those 
outlined in Table 8.1, but with relaxation not allowed. This simulation was completed 5 times. 
To obtain the exchange rates, the exchange instance decay was fitted according to Equation 
(8.12 and combined into a single, overall exchange rate according to Equation (8.11. An 
example of the exchange rate instances recorded over time is illustrated in Figure 8.14. From 
the shape of the curve, the overall exchange is evidently characterised by two underlying 
exchange rates. To calculate the error in the exchange rate, a 95% confidence interval was 
calculated using the Student’s t-distribution with 4 degrees of freedom and a standard 
deviation calculated from the exchange times of the 5 simulation cases. Thus, the exchange 
rate obtained from the simulations is 6.7 ± 0.37 s-1. Although the exchange rate from 
experiments with the clean bed is significantly smaller (𝑘𝐴𝐶 = 0.53 ± 0.11 s
-1), this difference 
could be attributed to exchange experimentally occurring in three dimensions and over many 
pellets. Nevertheless, the simulation is treated as being qualitatively accurate for simulating 
the exchange process. Furthermore, the error in extracting an exchange time is calculated from 
the standard deviation between the 5 simulation runs and converting this to a 95% confidence 
interval.  
 
Figure 8.14: An example of exchange rate instances recorded as a function of the exchange time, with parameters 
in the simulation according to Table 8.1.  
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 Results 
For clarity, the order of different result sections are summarised before being presented. Firstly, 
the results of conducting pressure drop and fines stability tests are concluded in Section 8.3.1. 
Secondly, the T2-T2 measurements and diffusion measurements are presented in Section 8.3.2. 
In Section 8.3.3, exchange rates and mass transfer coefficients are extracted from T2-T2 and D 
measurements. Following this, Section 8.3.3 lists velocimetry and pore analysis results. Lastly, 
Sections 8.3.4.1 and 8.4.4.3 introduce the Monte Carlo simulation results where modifications 
to the voidage and surface area have been made, respectively. 
8.3.1 Initial testing  
Preliminary tests for the fines stability were performed by obtaining 1D profiles of the packing 
within the coil. As stopping and starting the flow causes no appreciable change to the fines, 
Figure 8.15a, turning the flow off before every T2-T2 measurement to zero the pressure meter 
should not affect the NMR results. Furthermore, for a clean bed, a measured pressure drop of 
-5 ± 0.1 Pa matches the -5.3 Pa prediction of the Kozeny-Carmen equation remarkably well. 
The Kozeny-Carmen equation is given by  
 
−
∆𝑃
𝐻
=
150𝜇𝑈0(1 − 𝜀)
2
𝑑𝑃𝜀3
  
(8.12) 
 
where ∆𝑃 is the pressure drop over H, the packing height, 𝜇 is the fluid viscosity, 𝑈0 is the 
superficial velocity, 𝑑𝑃 is the particle diameter and 𝜀 is the bed voidage. The corresponding 
parameter values used to calculate the predicted pressure drop are shown in Table 8.5.  
 
Table 8.5: Input parameter variables for the Kozeny-Carmen equation, to estimate the pressure drop in the 
packed bed without the addition of fines. 
Kozeny-Carmen equation parameters 
𝑯 [m] 𝝁 [Pa.s] 𝑼𝟎 [m.s-1] 𝒅𝑷 [m] 𝜺 
0.006 1.002 × 10-3 2 × 10-4 2 × 10-3 0.38 
 
In addition, Figure 8.15b indicates that despite fluid flow over the fines for 16 hours, fines are 
sufficiently stable. Evidently, fines should be sufficiently stable over the timescale of a 3D 
velocity measurement and over a full T2-T2 set, taking 14 hours and 16 hours to complete, 
respectively. 
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Figure 8.15: Profiles of the signal intensity for testing fines stability. The figures illustrate that a) stopping and 
restarting the flow cause no appreciable difference to the fines and b) flowing fines-free water over the deposits for 
16 hours after stabilisation cause no appreciable difference to the fines.  
 
Figure 8.16 shows a profile before and after the first, second and third fines quantities have 
been added to the packing. A decrease in the profile is seen as more fines are added, as the 
fines decrease the bed voidage.  
 
 
Figure 8.16: Profiles along the length of the active region of the packing for different fines quantities. Note how the 
addition of more fines causes a greater loss in signal.  
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8.3.2 T2-T2 and determination of diffusion coefficients 
Figure 8.17 shows the D-T2 contour plot for the clean packed bed. Intra- and inter-pellet 
diffusion coefficients have been taken as the modal value of the short and long T2 peaks in 
both cases. The diffusion coefficients are thus 1.6 × 10-9 m2 s-1 for intra-pellet water and  
2.8 × 10-9 m2 s-1 for inter-pellet water.  
 
Figure 8.17: D-T2 plot used to obtain diffusion coefficients for both the intra- and inter-pellet fluid.  
 
A selection of T2-T2 contour plots are shown in Figure 8.18 for water flowing through the bed 
at 0.042 mL/s. Plots are shown for a clean bed and the second and third fines quantities. 
Mixing times of 4 ms, 0.6 s, 1.6 s and 3 s are shown for each quantity of fines. Exchange peaks 
appear and are observed to increase in intensity as the mixing time is increased, relative to 
the diagonal peaks. For an understanding of how the T2 populations relate to physical 
environments within the packed bed, please refer back to Figure 3.5.  
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Figure 8.18: T2-T2 plots for water flowing through the packing at 0.042 mL/s. The top row shows the plots for tmix 
= 4 ms, the second row shows plots for tmix = 0.6 s, the third row for tmix = 1.6 s and the last row for tmix = 3 s. 
The left most column shows data from the packing with no fines; the second shows the first fines quantity; the 
third column shows data with the last fines quantity.  
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An example of the integration regions for the third fines quantity at a mixing time of 3 s is 
shown in Figure 8.19. Integration regions were kept the same for each experiment with the 
same quantity of fines, for all mixing times. The normalised exchange peak intensities as a 
function of mixing time are shown in Figure 8.20, for all fines quantities. The error bands in 
extracting exchange rates using the Callaghan model from these trends is illustrated with the 
shaded grey error bands, calculated according to the methodology of Section 6.2.3. 
 
Figure 8.19: Example integration bounds for water flowing through silica at 0.042 mL/s, with the third fines 
quantity and tmix = 3 s. The integration bounds are kept the same for an entire run with the same percentage of 
fines.  
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Figure 8.20: Normalised cross-peak intensities (●) obtained for a) no fines, b) the first fines quantity, c) the second 
fines quantity and d) the third fines quantity at 0.042 mL/s. The error bars for the data points are calculated from 
adding noise to the data and reinverting it 100 times; they depict one standard deviation in the 100 IXP/ITP points 
generated. Due to the relatively high SNR of the data, the approximation of the experimental error is very small 
and cannot be seen on the black data points. The results are obtained only from the integration of cross-peaks 
representing exchange between the intra-pore and inter-pore populations. The grey regions show the 95% confidence 
bound for a non-weighted fit to the cross-peak intensities.  
 
The exchange rates for the pathway between the intra-pore and inter-pore populations are 
shown in Figure 8.21a,b and tabulated in Table 8.6. Error bounds have been calculated 
according to Section 6.2.3, including both the fitting error for the integrated cross-peak data 
and variation in the diffusion coefficients. Even when accounting for the error, the addition of 
fines evidently decreases the exchange rate. These exchange times were then converted to mass 
transfer coefficients and plotted against the normalised pressure drop and specific fines deposit 
in Figure 8.21c and Figure 8.21d, respectively. Calculation of 𝑘 and the associated error bars 
are determined using the same methodology as in Section 6.2.3. Specific deposit errors were 
calculated by calculating the voidage difference in ± 1% difference in the gating levels.    
a) b) 
c) d) 
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Figure 8.21: Exchange rates for the exchange between the intra-pore and inter-pore populations, for increasing 
amounts of fines, represented as a) an increase in the normalised pressure drop and b) an increase in the specific 
deposit. Vertical error bars show the 95% confidence interval for the fitting of the integrated cross-peak intensities. 
Equivalent mass transfer coefficients plotted against c) the normalised pressure drop across the active coil region 
and d) the specific deposit value. Vertical error bars represent the uncertainty from the cross-peak fitting as well 
as the difference in the mass transfer values depending on what diffusion coefficient is used. For all figures a)-d), 
horizontal error bars show the 95% confidence interval for the pressure readings or a ± 1% difference in the gating 
levels. 
 
Table 8.6: Exchange rates and mass transfer coefficients for the exchange between the intra-pore and inter-pore 
populations.  
 No fines Fines 1 Fines 2 Fines 3 
Exchange rate [s-1] 0.53 ± 0.02 0.36 ± 0.01 0.20 ± 0.4 0.19 ± 0.03 
𝒌 × 10-5 [ms-1] 1.39 ± 0.08 1.15 ± 0.07 0.85 ± 0.06 0.84 ± 0.06 
 
a) b) 
c) d) 
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Intra-pore and inter-pore water populations, in addition to the populations exchanging between 
these two environments are shown in Figure 8.22, for all the different fines quantities. As 
expected, the inter-pore population of water decreases as more fines are added, as the fines 
take up void space otherwise occupied by water. Conversely, the intra-pore population of water 
increases as more fines are added, illustrating that the water within the pores inside the fines 
are exchanging with the surrounding water.  
 
 
Figure 8.22: Populations of water for a) intra-pore species, b) inter-pore species and c) water undergoing exchange 
between the intra-pore and inter-pore species for no fines (●), the first fines quantity (×), the second fines quantity 
(□) and the third fines quantity (►) at 0.042 mL/s. 
 
8.3.3 Velocimetry and pore analysis 
Reconstructed 3D velocimetry data for all fines quantities are shown in Figure 8.23 for two 
different projections. For all figures, the calculated volume flowrates are 0.042 mL/s. Evidently, 
channelling is very prominent, occurring mainly at the packing edges. As more fines are added, 
the channelling regions appear to remain relatively stable in their positions, as a close-up of a 
pore on the outside of the packing illustrates, Figure 8.24.  
 
 
 
 
 
 
 
a) b) c) 
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Figure 8.23: Reconstructed 3D velocity images of the quantitative region of the coil for a) no fines, b) fines quantity 
1, c) fines quantity 2 and d) fines quantity 3. The top row shows the same data as the bottom row, but the slice 
into the data is exposed, illustrating the flow pattern within the packing.  
 
 
 
Figure 8.24: Close up of a region at the packing edge, for increasing fines quantities moving from left to right (first 
figure contains no fines). Silica pellets and fines are shown in blue. All non-stagnant velocities (velocities greater 
than 0.0005 m/s) are shown in the figure in green. It can be seen that the channelling region remains relatively 
constant as more fines are added to the system, and fines deposit outside of these high velocity regions.  
 
a) b) c) d) 
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Corroborating the results of Figure 8.23, Figure 8.25 illustrates that the highest radially 
averaged velocities are prominent at the bed edges. In combination with the radially averaged 
fines specific deposit, it is also evident that fines deposit less in these high velocity regions 
around the packing edges. The fines additionally deposit more evenly across the pipe diameter, 
excluding the packing edges, when excessive fines are introduced into the system. The axially 
averaged profiles indicate that more fines become trapped at the end of the bed.   
 
 
 
 
Figure 8.25: a) - c) Fines specific deposit averaged radially for the entire bed length, for fines quantities 1-3, 
respectively; d) - f) radially averaged velocities over the entire bed length, for fines quantities 1-3, respectively; g) 
- i) fines specific deposit averaged axially over the entire bed diameter, for fines quantities 1-3, respectively.  
a) b) c) 
d) e) f) 
g) h) i) 
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Figure 8.26a illustrates that the pressure drop increases over time as more fines become trapped 
in the packed bed. Conversely, Figure 8.26b illustrates that overall, the total available surface 
area (including the fines, as they allow mass transfer) decreases by a maximum of 
approximately 30 % as more fines are added to the bed.  
 
 
Figure 8.26: a) The absolute pressure drop measured in the packed bed as a function of the time of fines on stream 
and b) the total surface area of the bed in contact with solids, across all of the different fines quantities (represented 
by the different pressure drops).  
 
As more fines are added, Figure 8.27 shows a wider distribution of velocities in the pores are 
experienced. Furthermore, these histograms of the pore averaged velocities indicate that as 
more fines are added, the pore averaged velocities tend towards a bi-modal distribution, Figure 
8.27. If the velocity in the approximate dip between the two distributions is defined as stagnant 
flow, 0.0005 m/s, then further conclusions can be drawn from the histograms. Firstly, as more 
fines are added, more stagnant flow is experienced. Secondly, the stagnant flow appears to 
collect in pockets (i.e. pores), just as the higher velocities also collect in particular regions. 
Analysis of Figure 8.28 further reveals that these stagnant pores are almost exclusively the 
smaller sized pores. Figure 8.27 additionally illustrates that the remaining non-stagnant, flow 
carrying pores experience a velocity increase, as the mean of the distribution tends towards a 
higher value.   
 
 
 
 
a) b) 
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Figure 8.27: Frequency of pore averaged velocities for the active region of the packing section for a) no fines, b) 
fines quantity 1, c) fines quantity 2 and d) fines quantity 3. More stagnant pores form as more fines are introduced 
to the bed.  
 
 
 
c) d) 
a) b) 
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Figure 8.28: Pore averaged velocities compared against the surface area of the pore in contact with solid surfaces 
that are able to allow exchange. Figures shown are for a) no fines b) fines quantity 1 c) fines quantity 2 and d) 
fines quantity 3.  
 
 
 
 
 
 
 
 
 
a) b) 
c) d) 
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Using the pore segmentation algorithm outlined in 8.2.2.2, the 3D thinned skeleton of the pores 
containing fluid can be calculated. The coordination number of each node (i.e. the centre of 
the pore) in the skeleton can then be found. The probability for each coordination number for 
the pores can be seen in Figure 8.29. Aside from the increase in 1-coordinated pores as more 
fines are introduced, the rest of the pores maintain a similar connectivity. The increase in  
1-coordinated pores illustrates that the fines cause more blocking or filling of existing pores 
over time. Furthermore, the regions attracting fines have no preference for pores which are 
connected better or more poorly – that is, fines deposit evenly across pores of different 
connectivity.  
  
  
Figure 8.29: Fraction of pores with particular pore coordination numbers for pores which still contain fluid. Figures 
are for a) no fines b) fines quantity 1 c) fines quantity 2 and d) fines quantity 3.  
 
 
 
 
 
 
 
a) b) 
c) d) 
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Figure 8.30 shows the pore averaged velocities of the system before fines have deposited, 
correlated with the amount of fines that later deposited in that pore. From the figure, fines 
are not very likely to deposit in pores which are completely stagnant or completely experience 
high channelling velocities. In addition, the stagnant voxels (or sub-regions of pores) will have 
a very high probability for fines deposition, as Figure 8.31 illustrates. Indeed, like pores, voxels 
which contain very fast fluid are very unlikely to experience fines deposition. A graphical 
illustration of these principles is shown in Figure 8.32, where only the stagnant classified 
velocities are depicted. Note how the stagnant regions from one previous fines quantity almost 
exactly correlate with the location of the fines deposited in the next set of experiments (e.g. 
compare Figure 8.32b, e). 
 
 
Figure 8.30: Pore averaged velocities before they undergo deposition, shown on the abscissa. The volume of fines 
deposition in each pore that follows is recorded on the ordinate. Plots are shown for a) the first fines quantity b) 
the second fines quantity and c) the third fines quantity.   
 
        
Figure 8.31: Percentage of fines deposition which occurs in voxels for given velocities, for a) the first fines quantity 
b) the second fines quantity and c) third fines quantity. Velocities were acquired before fines deposition was recorded 
in each particular voxel. Only voxels which undergo fines deposition are shown. 1000 velocity bins have been used 
in this analysis. 
a) b) c) 
a) b) c) 
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Figure 8.32: Close-up of a region in the packing interior that experiences fines deposition. The initial silica pellets 
are depicted as blue in a). Figures b) – d) illustrate the bed structure after fines deposition for fines 1 – fines 3. In 
these figures, the blue includes the newly deposited fines, in addition to the original silica pellets. For figures e) – 
g), only the initial silica pellets are shown in blue. The green region in e) shows the stagnant classified flow before 
fines deposited in the region, b). The yellow region in f) illustrates the stagnant classified flow before fines deposited, 
c). The red region in g) shows the stagnant classified flow before fines deposited, d). The arrows show the procedure 
of the deposition timeline. Note how the stagnant flow sub-regions correlate with the location of the subsequent 
fines deposits.  
 
If a threshold of 1 % of the maximum amount of fines is considered either side of the 0 m3 
mark on the ordinate, then further conclusions can be drawn from the plots in Figure 8.30. 
For the first fines experiment, 81 % of pores experience some amount of deposition, with 0 % 
experiencing loss of fines. For the second and third fines deposition experiments, fewer pores 
are involved in deposition, with 23 % and 39 % experiencing some amount of deposition, 
respectively. Furthermore, for these fines quantities, 8 % and 6 % of pores experience some 
extent of fines loss, respectively.  
8.3.4 Monte Carlo simulations 
8.3.4.1 Voidage study 
Using the simulation parameters and unit cell as outlined in Section 8.2.3.3, simulations were 
conducted with the voidage of the pellets being altered between 0.41, 0.32, 0.29 and 0.23. The 
exchange times extracted from the simulations are shown in Table 8.7 and Figure 8.33.  
 
a) b) c) d) 
e) f) g) 
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Table 8.7: Exchange rates from simulations that modify the void space. Exchange rates are obtained from both 
circular and rectangular pellet geometry.  
Circular pellets Rectangular pellets 
Voidage 𝒌𝑨𝑪 [s-1] 𝒌𝑨𝑪 [s-1] 
0.41 7.33 ± 0.37 7.02 ± 0.37 
0.32 5.24 ± 0.37 5.62 ± 0.37 
0.29 5.19 ± 0.37 4.99 ± 0.37 
0.24 - 5.28 ± 0.37 
0.23 5.43 ± 0.37 - 
 
 
Figure 8.33: Exchange rates obtained from both rectangular ( ) and circular (● ) pellet geometry simulations for 
different voidages. Error bars depict the confidence interval obtained from the results of 5 simulations, as outlined 
in Section 8.3.4.1.  
 
8.4.4.3. Surface area study 
Using the simulation parameters and unit cell as outlined in Section 8.2.3.4, simulations were 
completed on circular and rectangular pellet geometries maintaining 22, 26 and 32% more 
surface area than the original circular pellet simulation with surface area S0. The results for 
the relaxation times and exchange rates are listed in Table 8.8 and plotted in Figure 8.34.  
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Table 8.8: Relaxation times and exchange rates from simulations that modify the unit cell collectors (set of 
rectangles). Relaxation times are obtained from simulations that allow exchange; exchange rates are obtained from 
simulations that do not allow relaxation. The surface area of the original, clean bed of circular collectors is denoted 
by SA0. 
Circular pellets Rectangular pellets 
Surface area 𝒌𝑨𝑪 [s-1] 𝒌𝑨𝑪 [s-1] 
S0 7.33 ± 0.37 - 
1.22S0 7.99 ± 0.37 6.32 ± 0.37 
1.26S0 8.14 ± 0.37 6.51 ± 0.37 
1.32S0 8.28 ± 0.37 7.02 ± 0.37 
 
 
Figure 8.34: Exchange rates obtained from both rectangular ( ) and circular (● ) pellet geometry simulations for 
different surface areas. Error bars depict the confidence interval obtained from the results of 5 simulations, as 
outlined in Section 8.3.4.1.  
 
Identical simulations to those in Table 8.8 were also run for rectangular pellets but including 
the effects of relaxation. The inverse-Laplace signal from these simulations is shown in Figure 
8.35. The middle peak in these simulations, T2B, maintains modal values of 0.46, 0.54 and  
0.46 s for surface areas of 1.22S0, 1.26S0 and 1.32S0, respectively. Evidently, compared to the 
validation simulations where T2B = 0.41 s, the change in simulation pellet shape affects this 
modal T2B value.  
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Figure 8.35: The inverse-Laplace of the simulation signal for rectangular unit cells having a surface area of a) 1.22S0 
b) 1.26 S0 and c) 1.32S0. The middle peak has modal values of 0.46, 0.54 and 0.46 s in plots a), b) and c), respectively.  
 
  Discussion 
Once again, for clarity, an outline of the ensuing discussion is summarised. Firstly, mass 
transfer results are presented in Section 8.4.1. This consists of a discussion concerning the 
exchange rates in Section 8.4.1.1 and a discussion about the mass transfer coefficients in Section 
8.4.1.2. Lastly, Section 8.4.1.3 considers the causes for mass transfer changes. Section 8.4.2 
then considers the various aspects which affect fines deposition, consisting of several distinct 
discussions – Section 8.4.2.1 considers macroscopic observations, Section 8.4.2.2 studies the 
impact of the velocity field upon fines deposition; Section 8.4.2.3 considers visually observed 
phenomena and Section 8.4.2.4 discusses the applicability of different morphological models 
used in literature.  
8.4.1 Mass transfer  
Figure 8.22 implies that the fines can be treated as an extension of the pellets, as the fluid 
within the porous fine particles facilitate exchange. In cases where the bed packing 
disintegrates over time, this importantly illustrates that fine particles can allow mass transfer 
and thus aid catalytic reactions.  
In this section, because the confidence intervals for experimental and simulated exchange rates 
and mass transfer coefficients are characterized as being [approximately] Gaussian, then if data 
is statistically different, estimates for the differences between data can be calculated by 
subtracting the most likely estimates from each confidence interval. The resulting answer is a 
most likely estimate of the difference, henceforth termed simply an increase or increase in the 
relevant variable. 
8.4.1.1 Exchange rate changes 
To determine if the exchange times and mass transfer values are different at the 95% confidence 
level despite overlapping confidence intervals, the statistical tests of Section 6.4 were used. A 
summary of the tests is shown in Table 8.9. Experiments with no fines and the first, second 
a) b) c) 
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and third fines quantities are listed in the table under the corresponding numbers 0, 1, 2 and 
3 respectively.   
 
Table 8.9: Determining whether the fits for the exchange times and mass transfer coefficients are sufficiently 
different at the 0.05 alpha level.  
Different at the 0.05 alpha level? 
Comparison between experiments Reduction in SA [%] 𝟏/𝝉 𝒌 
0, 1 22 Yes Yes 
0, 2 26 Yes Yes 
0, 3 32 Yes Yes 
1, 2 4 Yes Yes 
2, 3 6 No No 
 
From Table 8.9, at the 95% confidence level, most of the compared data sets are statistically 
different. Thus, for each increasing fines quantity, the exchange rate decreases by 32, 62 and 
64%, compared to the clean bed. Additionally, compared to the first fines quantity, the second 
fines quantity has decreased the exchange rate by 44%. In summary, for just under a five time 
increase in the pressure, fines deposition upon a clean bed has decreased the exchange rate by 
64%. Furthermore, for just over a 1.5 time increase in the pressure, the deposition of more 
fines upon an already clogged bed has further decreased the exchange rate by 44%.  
As a side note, Figure 8.20 illustrates a larger error in fitting for the experiments with the last 
two fines quantities. This arises due to the larger deviation in the data points at the mixing 
times of 4 s and 3 s, for each consecutive fines quantity. This predominantly causes a larger 
range to be predicted for the pre-exponential factor, 𝑎 (Equation 6.17). To reduce the extent 
of deviation at the same confidence level would require the repetition of several experiments 
at the same mixing time, and then calculating the error of these pooled results. Alternatively, 
including more mixing times to fit Equation 6.17 would also improve results. However, these 
approaches are time consuming, as each T2-T2 experiment for each individual mixing time 
takes approximately 2 hours to conduct. If these repeat experiments were employed in addition 
to the 3D velocimetry, the fines containing system may become unstable over such a long time 
period.   
8.4.1.2 Mass transfer coefficient changes 
From Table 8.9, the mass transfer coefficient has decreased between all experiments, apart 
from the last fines quantity relative to the bed with the second fines quantity. For each 
increasing fines quantity, the mass transfer coefficient decreases by 17, 39 and 40%, compared 
to the clean bed. Additionally, compared to the first fines quantity, the second fines quantity 
has decreased the mass transfer coefficient by 26%. Equivalently, for just under a five time 
increase in the pressure, fines deposition upon a clean bed has decreased the mass transfer 
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coefficient by 40%. Evidently, using a model that does not account for these mass transport 
changes could significantly over-predict the packed bed capability over the entirety of its 
operation. Indeed, such large pressure drops and thus such large deviations in the mass transfer 
coefficient due to fines deposition are industrially relevant – one industrial carbon monoxide 
packed bed converter is allowed to operate at a pressure drop six times greater than the initial 
pressure drop before shut-down and cleaning (Chemical Engineer X, personal communication, 
January 8, 2019).  
Although it has been illustrated that NMR calculated mass transfer coefficients decrease when 
fines are introduced into a clean bed, this does not estimate the extent to which correlations 
underpredict mass transfer when fines deposition occurs for a given interstitial Reynolds 
number, 𝑅𝑒𝑖𝑛𝑡. To estimate these effects, NMR 𝑘 values were converted into Chilton and 
Colburn mass transfer factors, ε𝐽𝑑, using water properties at 20⁰C [36], the NMR measured 
intra- and inter-diffusion coefficients and the averaged interstitial experimental velocities. 
Using the same physical properties to calculate 𝑅𝑒𝑖𝑛𝑡, the corresponding correlation ε𝐽𝑑 values 
were obtained from the [robust] correlation of Gnielinksi [37]. Both the NMR and correlation 
obtained ε𝐽𝑑 values are listed in Table 8.10 with the experiment number listed in brackets next 
to 𝑅𝑒𝑖𝑛𝑡. They are also plotted in Figure 8.36. The error bars show the 95% confidence interval, 
incorporating the uncertainty in D and the error used to calculate 𝑘. From Figure 8.36, the 
first measured ε𝐽𝑑 value obtained from the clean bed is in complete agreement of the mass 
transfer correlation [37]. This verifies that the values obtained from the NMR measurements 
are a valid approach to obtaining 𝑘, as was more fully expounded in Chapter 6. However, as 
more fines deposit, the agreement between literature ε𝐽𝑑 and NMR ε𝐽𝑑 values becomes worse. 
Indeed, for the most clogged bed, the NMR ε𝐽𝑑 (and thus 𝑘) values experience a 70% reduction 
from the correlation at the same 𝑅𝑒𝑖𝑛𝑡. To consider the cause of this difference, consider that 
in every velocity image slice, approximately 58% of pores possess a velocity that is higher than 
the average interstitial velocity; a further 14% of pores possess an average velocity that is more 
than half an order of magnitude higher than the average interstitial velocity. This would 
undoubtedly cause 𝑘 values to be significantly higher in some regions. Furthermore, using a 
velocity (and thus 𝑅𝑒𝑖𝑛𝑡) that is an order of magnitude higher on the abscissa of Figure 8.36, 
the ε𝐽𝑑  values for these pores would lie almost in agreement with the literature correlation. 
Further incorporating some knowledge of the surface area and voidage loss may cause the 
measured 𝑘 values to align with the literature correlation. Thus, excluding an adequate 
description of local flow fields that arise due to fines deposition can cause an overestimation 
of 𝑘 using standard correlations. 
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Table 8.10: Comparison of the literature [37] and NMR calculated εJD values for the relevant 𝑅𝑒𝑖𝑛𝑡.  
𝑹𝒆𝒊𝒏𝒕 Increase in Uint, avg [%] 𝜺𝑱𝑫 (correlation) 𝜺𝑱𝑫 (NMR) 
0.11 (E0) 0 0.69 ± 0.02 0.67 ± 0.09 
0.14 (E1) 27 0.59 ± 0.02 0.34 ± 0.04 
0.16 (E2) 46 0.54 ± 0.01 0.20 ± 0.02 
0.17 (E3) 55 0.53 ± 0.01 0.16 ± 0.02 
 
 
Figure 8.36: Plotting ε𝐽𝑑 against the interstitial Reynolds number, 𝑅𝑒𝑖𝑛𝑡. The grey band shows the correlation of 
[37], plotted using the fluid properties of the water interacting with the silica. A band, and not a single line is 
shown, due to both the intra- and inter-pellet diffusion coefficients being used for the calculation. The black data 
points (⚫) are the NMR measured values from the clean bed and the bed with fines deposits, the errors being 
calculated due to fitting and using both D values.   
 
8.4.1.3 Causes of mass transfer changes 
Having quantified the difference between the experimental exchange rates, the mechanism that 
produces this change will now be expounded upon. For the packed bed studied in this chapter, 
a change in the voidage, surface area, bed morphology, diffusion coefficients or the interstitial 
velocities could all modify the exchange rate. To understand which of these phenomena causes 
an exchange rate decrease in both a clean and already clogged bed, the Monte Carlo simulation 
results are considered in detail.  
8.4.1.3.1 Voidage 
From Table 8.7, a decrease in the voidage whilst retaining a constant surface area will decrease 
the exchange rate. For example, with the voidage decreasing from 0.41 to 0.23, the exchange 
rate has decreased by 26%. Indeed, as the voidage is reduced, the exchanging species will be 
ε 
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required to travel a shorter distance before reaching another population. Via Equation 6.21 
and 6.22, this decrease in the exchange distance will subsequently decrease the exchange rate. 
Hence, as the voidage decreases as more fines are added to the bed, a decrease in the exchange 
rate would be expected.  
8.4.1.3.2 Surface area 
From Table 8.8, it is evident that reducing the surface area whilst maintaining the same 
voidage will cause a decrease in the exchange rate. By considering the circular simulations 
alone, a 32% decrease in the surface area will decrease the exchange rate by 13%. These results 
are corroborated by using the simplified mass balance equation (Equation 6.10) and the 
definition for the mass transfer coefficient (Equation 6.2). From these combined equations, it 
is evident that a decrease in the exchange rate is predicted as the surface area is decreased, 
assuming the mass exchanging into and out of the pellets remains constant – an assumption 
maintained in the simulations. Although the experimental surface area decreases whilst the 
mass transferring into and out of the pellets increases, Figure 8.22, this provides no information 
on the speed of exchange, only that it has increased the density of exchange.  
8.4.1.3.3 Bed morphology 
Figure 8.34 illustrates that for the same surface areas and voidages, a large difference exists 
between the simulated exchange rates using different geometries. Evidently, particle shape, or 
equivalently [2D] bed morphology has a significant impact on the exchange rate, causing a  
15 - 25% variation in the exchange rate between different geometries. Indeed, bed morphology 
may alter the exchange rate by locally modifying the voidage or surface area. For example, for 
a voidage of 0.41, the closest the circle pellets come to each other is 0.31 mm, but for the 
rectangular pellets the closest separation is 0.15 mm. Such a change would cause a local 
decrease in the exchange rate. Furthermore, because the local voidage can only decrease when 
fines deposit, associated changes in bed morphology would subsequently increase the exchange 
rate. However, as the local surface area can either increase or decrease, associated changes in 
bed morphology could subsequently decrease or increase the exchange rate. Thus, depending 
on local surface area changes, changes in bed morphology can either increase or decrease the 
bed-averaged exchange rate. This highlights the importance of capturing local measurements 
for mass transfer in a packed bed, confirming the suggestion of other authors [24]. 
8.4.1.3.4 Diffusion 
In accordance with experiments, the diffusion values have remained the same in the 
simulations. This indicates that any simulated decrease in the exchange rate has not been 
caused by an increase in the diffusional resistance for fluid to exchange within the packed bed. 
However, although the diffusional resistance has remained the same as more fines are added 
to the bed, the average diffusion length that must be traversed for fluid to either enter or exit 
the pellets has overall become shorter.  
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8.4.1.3.5 Velocity 
The ε𝐽𝑑 correlation values in Table 8.10 illustrate that for up to a 55% increase in the average 
interstitial velocities, ε𝐽𝑑 will increase by 23 %. Using Equation 6.7 and 6.22, this correlates to 
a 17% increase in 𝑘 and a 37% increase in the exchange rate. As this predicted change does 
not account for changes in the flow field due to surface area or morphology changes, it will 
thus be a minimum estimate of how 𝑘 increases as fines deposit in the real bed.  
8.4.1.3.6 Overall comments 
From Sections 8.4.1.3.1 - 8.4.1.3.5, a decrease in the exchange time was observed for voidage 
and surface area losses. Conversely, the exchange time was found to increase for faster velocity 
systems. In addition, particular morphology changes can either increase or decrease the 
exchange rate. However, because the experimental exchange time experiences a net decrease, 
the voidage, surface area and possibly morphology changes must work to counteract the 
increase in the exchange rate due to higher velocities that arise during fines deposition. Indeed, 
from the Monte Carlo simulations, for the third fines quantity, the voidage and surface area 
reductions decreased the exchange rate by 26% and a 13%, respectively. However, the 
experimental exchange rate decreases by 64% for the third fines quantity. Evidently, the Monte 
Carlo simulations have some limitations because it cannot predict such a large decrease in the 
exchange rate; an increase in the exchange rate by a further [minimum] 41% due to interstitial 
velocity increases must also be counterbalanced. Such limitations may arise due to the 
simulations not accurately reflecting the change in morphology experienced in the experimental 
bed. Furthermore, the model is conducted in 2D, whereas the experiments experience exchange 
in 3D space. If these limitations were removed, the simulations may predict a greater decrease 
in the exchange rate than currently modelled. Overall, these results suggest that voidage and 
potentially the bed morphology are the most important factors in reducing the exchange rate 
during fines deposition.  
Furthermore, at some point during packed bed operation, there will be a very small amount 
of fines that are able to deposit, due to a loss of conditions that facilitate fines deposition 
(Section 8.4.2). As a result, due to no change in the bed morphology, surface area, voidage or 
velocities, it is expected that at this point the exchange rate would reach a limiting value.  
8.4.2 Fines deposition mechanism  
8.4.2.1 Standard macroscopic comparisons 
Due to the pixel-scale variation in the axial specific deposit profiles of Figure 8.25g-i, it is 
difficult to conclusively observe a general trend in the data. Thus, in accordance with other 
authors, the NMR data was smoothed through averaging the results over approximately 5 mm 
[7, 20], or 25 pixels, and normalised against the initial bed porosity. These new results are 
shown in Figure 8.37. The figures illustrate that as time proceeds, more deposits become 
trapped in the bed. This is in accordance with the theoretical and experimental data (e.g. [6]). 
However, the more immediately striking feature of the NMR data is the increase in the specific 
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deposit as one progresses down the bed length. Indeed, this is in contrast to both experimental 
data (e.g. [38]) and modelled data, an example of the latter being shown in Figure 8.38 [7]. 
Such a discrepancy may be observed due to two reasons. Firstly, different deposition patterns 
may be observed due to different surface forces [9]. However, because the surface potentials of 
the fines were not measured in this thesis, it is difficult to quantify their difference to the 
surface forces of the modelled data in Figure 8.37. Secondly, differences in the packing structure 
are important for deposit profiles, particularly for comparisons between experimental and 
modelled data. In all modelling studies, the packing is never randomly ordered, but instead is 
composed of cubic ordered collectors of circular, conical or sinusoidal shapes (e.g. [7, 20]). 
Indeed, different collector shapes are known to greatly affect the amount of deposition 
experienced [7]. Furthermore, flow channels in randomly packed beds experience many 
directional changes and significantly lower velocities within the bed interior. These differences 
cannot be observed in ordered packed beds [39]. Thus, by extension, there will be more 
stagnant regions in a randomly packed bed, which are highly likely to collect more fines, Figure 
8.31 (discussed in more detail in Section 8.4.2.2). Indeed, the non-truncated 3D AVIZO image 
appears to have a ‘hot spot’ of fines [20] located at the interior of the bed edge. Evidently, 
more fines have accumulated in this region due to favourable local conditions (further discussed 
in Section 8.4.2.2). As an aside, it must also be noted that comparing studies with differently 
sized fine particles can also produce different trends. For fines particles that are very small, 
they will predominantly experience Brownian motion. Additionally, for fines particles that are 
very large – that is, possessing a diameter greater than 0.2𝑑𝑝 – it has been shown that the 
standard trajectory modelling procedure is not accurate due to ‘straining’ being the dominant 
deposition mode [6]. However, as the fines particle sizes in all studies compared in this chapter 
cannot be classified by these two modes, the fines particle size should not be the reason why 
a different trend is observed in the NMR data. Lastly, this discussion illustrates that accurately 
representing the fines type, the packing structure, shape and resulting flow field is paramount 
in determining the expected quantity of depositing fines. 
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Figure 8.37: Specific deposit profiles, normalised against the initial bed voidage. These profiles, originally from 
Figure 8.25, have been averaged over 25 pixels, or 4.375 mm. They are made to be in the same form as Figure 8.38, 
for direct comparison. The figures represent a) fines quantity 1, b) fines quantity 2 and c) fines quantity 3.           
               
                                        
Figure 8.38: Figure extracted from [7], illustrating the evolution of the specific deposit (normalised by the initial 
bed voidage) over the bed length, for various times on stream that are listed in the top right-hand corner. This 
data has been generated via the latest, most comprehensive trajectory model. 
 
The radial specific deposit profiles of Figure 8.25a-c illustrate two concepts. Firstly, that the 
fines initially deposit more in the bed centre, with very few fines depositing at the bed edges. 
Indeed, such an observation has been previously noted and was hypothesized to be due to 
hydrodynamics [11]. Secondly, Figure 8.25a-c illustrates for a longer time on stream that more 
fines begin to deposit in regions that are closer to the bed walls; however, the amount of fines 
deposited in the immediate near-wall region remains unchanged. Furthermore, from Figure 
8.25d-f, the velocities are on average much lower in the centre of the bed. Thus, because fines 
have a much higher probability of depositing in regions of lower velocity (Figure 8.31, and 
further discussed in Section 8.4.2.2), this explains why the fines initially preferentially deposit 
in the bed centre. However, as the fines preferentially fill up the slower regions within the bed 
a) b) c) 
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interior, regions of slightly faster velocity will begin to attract fines. Although this phenomenon 
has never been predicted by theory, it has been observed in one experiment [10]. This study 
proposed that this change in fines depositing across the bed radius was due to the filling of 
accessible pores within the bed, establishing subsequent preferential pathways. Once these 
pathways were clogged and partially filled, the fines were then believed to move out to areas 
closer to the bed walls. Although no conclusive evidence was used to support the existence of 
such mechanisms by the authors, the NMR results partially confirm that this process is a 
successive one. However, the NMR results also disprove that preferential pathways are formed 
during fines deposition – instead, they are formed from the initial packing structure without 
any addition of fines, Figure 8.23. 
The other macroscopic measurement that can be compared against literature trends is the 
pressure drop against time on stream. A similar, increasing trend over time is observed when 
comparing Figure 8.26 and other literature studies, such as the one extracted from [4], shown 
in Figure 8.4. However, even though a similar trend is exhibited, clearly a lower pressure drop 
is experienced in the NMR system. This may be due to slightly different operating parameters 
than those that were used to generate the plot. Alternatively, differences to the modelled 
pressure drop could be due to the failure of the model to faithfully represent fundamental, 
pore-scale processes. Nonetheless, it is evident that such a macroscopic comparison does not 
aid in describing the pore-scale process in detail. To understand these pore-scale processes in 
more detail, we turn to a more detailed analysis of other NMR generated data.  
8.4.2.2 Importance of the velocity field 
The results from this chapter both confirm and supplement the current understanding of 
channelling within packed beds. Firstly, Figure 8.25a-c, Figure 8.23 and Figure 8.24 indicate 
channelling occurs throughout the packed bed with a high percentage of these fast velocities 
occurring at the bed edges. In conformation with these results, in a packed bed without fines, 
channelling has been observed both with [23] and without NMR techniques [9, 20], especially 
at the bed edges. The higher velocities at the edges have been attributed to a higher voidage 
present at the wall [40]. Secondly, for a bed undergoing fines deposition, Figure 8.23 and Figure 
8.24 illustrate that channelling occurs in beds undergoing fines deposition, as has been noted 
by another author [11]. In addition, the figures illustrate that channelling regions will largely 
remain channelling regions, even at very high fines loadings. Indeed, the preferential flow paths 
are established from the beginning and do not change; they are not formed due to fines 
depositing, but due to the original structure of the packed bed. Even as channels become filled 
with fines and some become blocked with fines, a compensation is made by the remaining 
channels, increasing the velocities within them. These findings are in direct opposition to a 
modelling study of [20], where it was claimed that as the hydraulic conductivity is reduced, 
flow begins to favour areas which initially received little flow. It is also in opposition to 
suggestions that preferential pathways form due to the filling of various pores within the 
packed bed [41]. However, these NMR results are similar to understandings generated from 
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beds that do not undergo fines deposition. In one study, it was illustrated that non-stagnant 
regions of the flow field will increase in velocity as the flowrate is increased through the bed; 
stagnant regions were found to remain stagnant [24]. Overall, the NMR results of this chapter 
illustrate that if the velocity field is correctly modelled from the beginning, the flow field will 
not undergo drastic changes in the preferential paths as fines are filtered through the packed 
bed.  
NMR further contributes to the understanding of stagnant regions as fines deposit in a packed 
bed. Indeed, Figure 8.27 illustrates that more stagnant regions develop after fines have 
deposited. Although this phenomenon has already been observed [11], the reason for more 
stagnant regions developing has never been examined. However, from Figure 8.29, more fines 
depositing leads to an increase in 1-coordinated pores – that is, more pores are cut off from 
the flow paths, causing the velocities of the water inside them to be close to zero. Furthermore, 
as the pore segmentation algorithm sections will rarely section several adjacent strings of pores 
in a flow channel, an increase in 1-coordinated pores illustrates that large stagnant regions are 
developing as entire flow channels are being cut off. However, to lead to an entire flow channel 
becoming cut off and large stagnant pores forming, small sub-sections of a pore (i.e. sub-
sections surrounding an operating preferential flow path) begin to become more stagnant as 
more fines deposit. An example of this behaviour is observed in Figure 8.32. In the case of 
reactors, because the products formed in these stagnant pockets will almost exclusively rely on 
diffusion to move into the preferential flow paths, less products for a given reactor volume will 
reach the reactor outlet.  
The NMR results provide novel insight into both the voxel-scale and pore-scale fines deposition 
process. Firstly, the results of Figure 8.31 illustrate that fines will have a very high tendency 
to collect in voxels which are stagnant. Similarly, as the velocity increases in voxels, the 
probability for fines to deposit decreases. Even at the highest velocity voxels, some fines 
deposition still occurs, albeit a very small amount. This is in direct contrast to one widely used 
model incorporating the trajectory theory, where fines would no longer deposit after a critical 
velocity was reached [18]. Indeed, making such an assumption will under-predict the amount 
of fines depositing. Secondly, in considering Figure 8.30, then it can be observed that fines will 
collect more in pores of a middle-range velocity, being very unlikely in the extremely slow or 
fast pores. This conclusion, in addition to the conclusion from the voxel information, illustrate 
that a pore must have some reasonable amount of fines-containing flow passing through it 
before the fines become trapped in the stagnant sub-regions of the pore. Indeed, completely 
stagnant pores will largely be cut off from the flow, not having flow passing through them to 
collect fines. Thus, fines deposition is extremely unlikely in the very slow pores. In some rare 
cases, depending on the geometry, the fines may drop into the stagnant areas and collect, 
without the flow path having to traverse directly through the pore. Similarly, pores which 
experience almost completely fast velocities will have no stagnant regions were the fines will 
preferentially accumulate and thus will be extremely unlikely to undergo pore deposition, as 
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Figure 8.30 illustrates. Evidently, this NMR data adds greater understanding to claims such 
as ‘flow conditions affect deposition’ [20], illustrating that the effects of flow depend on both 
voxel-scale and pore-scale processes. Furthermore, it illustrates why pathways of high 
interstitial velocity have been observed to be relatively free of deposition. Lastly, although 
regions of low velocity have been observed as a result of fines deposition [9], it also illustrates 
that there exist initially low velocity regions that attract fines.  
The results of Figure 8.31 further illustrate that fines deposition is most likely governed by 
two competing factors. This is because the plots are characterised by the same modal value of 
approximately 0.0003 m/s, even for different fines quantities which obviously have a much 
higher average velocity. If the shape were purely due to a hydrodynamic effect, then the shape 
would be expected to change for different fines quantities, as each new quantity of fines added 
to the system significantly changes the magnitude of the velocity field. However, considering 
the system on a purely mass balance basis, the higher velocity carrying voxels will experience 
a greater number of fines passing through them over a unit time, and thus the probability for 
fines to deposit in them will be higher. For this system, it is likely that at 0.0003 m/s the 
hydrodynamic forces become significant and the probability of fines depositing decreases for 
increasing velocities. Furthermore, for later fines quantities, the shape of the positive tail in 
the distributions is higher for a given velocity. Thus, once fines have deposited in this system, 
the probability for fines to deposit becomes marginally higher in higher velocity voxels. This 
may be due to a reduced hydrodynamic resistance for a particle approaching a more permeable 
barrier, such as one made by the fines deposits, than a less permeable barrier, such as the bed 
packing [42].   
Analysis of the NMR velocity field additionally generates an understanding of how fine deposits 
can be removed (i.e. reentrained). From Figure 8.30, it is evident that a large percentage of 
pores initially undergo some deposition (81%). However only approximately 30-60% of these 
pores continue to subsequently collect more fines, with approximately 6-8% of pores 
experiencing reentrainment for longer times on stream. Furthermore, from Figure 8.30, 
reentrainment occurs in pores over a wide range of velocities. Indeed, reentrainment has been 
experimentally observed (e.g. [9, 12]) and is activated in models when a critical shear stress on 
the particles is reached [7]. In addition, reentrainment is thought to occur in areas of high 
interstitial velocity [20]. Although shear stress appears to be a sensible factor to determine 
when reentrainment occurs, because reentrainment is not modelled in low velocity pores, the 
force calculations which determine its onset do not appear to be accurate representations of 
the NMR results. Alternatively, pressure fluctuations can cause fines to become redistributed 
[41], a phenomenon which may be hard to replicate in theoretical modelling studies.  
8.4.2.3 Visual observations of deposition 
NMR additionally uncovers the general deposition principles that produce ‘pendants’. Indeed, 
from examples such as Figure 8.39, ‘pendants’ appear to form in areas of low velocity, allowing 
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the preferential flow paths to remain constantly flowing over them. Indeed, this is in 
accordance with the discourse provided in Section 8.4.2.2, where fines were found to deposit 
more in stagnant regions whilst keeping the preferential flow paths relatively free of fines. This 
illustrates that ‘pendants’ are not a phenomenon that occurs solely in 2D geometries (i.e. in 
the study that first observed them), but additionally occurs in 3D geometries. In the study 
that first observed ‘pendants’ [9], after a pore throat was filled or rapidly blocked (due to a 
reentrained cluster), uniform deposits were observed to form on the grain surface immediately 
next to the blocked throat, whilst the opposite walls remained clean. These observations in 
conjunction with the insight derived from NMR results illustrate that pendants will form 
alongside preferential flow paths, in regions where there are connected regions of stagnant 
fluid.  
 
 
 
Figure 8.39: Examples of pendants forming in the packed bed. a) Intensity image for no fines within the packed 
bed and the corresponding velocity image, b). c) Intensity image for the first fines quantity and the corresponding 
velocity image, d). Pendants have been highlighted inside the black boxes.  
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From an analysis of cavern sites or ‘hot spots’ in Figure 8.40, factors that cause their formation 
and limit their growth can be determined. Firstly, in considering the cause for cavern site 
formation, as discussed in Section 8.4.2.2, deposition is unlikely in pores which experience 
completely fast velocities and in pores which almost exclusively experience stagnant flow. 
Because it was shown that pores with stagnant flow were likely to be cut off from the 
preferential flow paths, the formation of cavern sites must be dependent on both the interstitial 
velocities and the connectivity of flow paths. Furthermore, the observation of large, fines-rich 
areas suggest that fines may more readily deposit on fines. Alternatively, it may suggest that 
deposits of fines create adjacent, stagnant sub-pore scale regions which subsequently attract 
more fines, connecting to form large areas of deposits, as Figure 8.24 suggests. Indeed, such 
insight is in accordance with, and offers further understanding of the limited explanations 
offered in literature. To account for cavern site formation, one study proposed that initially 
isolated regions of deposit grow and eventually connect to form cavern sites [11]. Others 
suggested that deposition on already deposited matter is more effective due to the small 
permeability of the fines [20, 9]. Secondly, the limiting factor to cavern site formation is 
believed to be due to the increasing interstitial velocities [20]. This rationale suggests that only 
regions which maintain high velocities would be free of deposition. Conversely however, the 
NMR pore analysis results illustrated that pores which were completely stagnant were unlikely 
to contain fines. Furthermore, as it was shown that these pores with stagnant flow were likely 
to be cut off from the preferential flow path, it illustrates the importance of flow path 
connectivity in limiting the growth of cavern sites. In summary, these points illustrate that 
the formation of cavern sites is dependent on the permeability of the deposit, the interstitial 
velocities and the increase in connected stagnant areas surrounding fines deposits. Conversely, 
the growth of cavern sites are counterbalanced by increasing interstitial velocities and 
connectivity changes to the preferential flow paths that produce stagnant pores cut off from 
the flow.  
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Figure 8.40: Examples of cavern sites forming in the packed bed. a) Intensity image for no fines within the packed 
bed and the corresponding velocity image, b). c) Intensity image for the first fines quantity and the corresponding 
velocity image, d). Two cavern sites have been highlighted inside the black boxes.  
 
8.4.2.4 Understanding bed morphology 
From the NMR results, three comments can be made regarding the smooth coating and 
blocking morphology modes. Firstly, due to maximum constriction, pore necks usually 
experience maximum velocities. Because fines are more likely to deposit in stagnant regions 
(Figure 8.31) and there is a low rate of reentrainment (Figure 8.30), pore necks should generally 
not experience high rates of deposition. Furthermore, in analysing the AVIZO images of Figure 
8.23 and Figure 8.32, fines predominantly fill stagnant sub-sections of pores whilst pore necks 
are not immediately blocked. Secondly, at severe fines loadings, the deposit can grow to fill 
the entire pore in many cases, Figure 8.32, registering as a blocked pore (albeit a slowly blocked 
one). However, in a very few cases, from analysing the 3D AVIZO images, rapid blocking has 
occurred where only the pore necks are filled with fines. If blocking [pore necks] was the main 
morphology mode for fines deposition in this system, then the maximum coordination number 
of pores, on average, would shift to a lower value, as at least one entrance to the pore would 
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be blocked. However, this is not in agreement with the similar connectivities of pores for 
different fines quantities, Figure 8.29. Thirdly, the NMR results confirm the modelling 
assumption that pore necks become rapidly blocked up either due to reentrainment of fine 
clusters, or slowly, due to smooth filling at severe fines loadings (e.g. [7]). Earlier studies 
believed that filling occurred first, with blocking occurring later, when a critical specific deposit 
value was reached (e.g. [6]). However, as the critical specific deposit has been exceeded in all 
fines experiments here and both blocking and filling are noted, it provides evidence against 
this approach. Instead, recent models now account for blocking when a specific shear stress is 
reached within an individual pore, thus allowing both methods to occur simultaneously within 
the entire bed [7]. Although this approach is more in accordance with the NMR observations, 
the NMR results suggest that the smooth filling method is more dominant in this system; it is 
suggested that a critical stress which favours the smooth filling morphology will be more 
accurate. Because no information on generating an accurate critical shear stress is given in 
literature, this is a potential area for development in theoretical models.  
 Conclusion 
In conclusion, this chapter has introduced a methodology for capturing both hydrodynamic 
and mass transfer characteristics in a bed undergoing fines deposition. Due to the nature of 
the fines chosen, an ability was demonstrated for the imbibed fluid in the fines to allow mass 
transfer. These results thus have application to packed beds which experience catalyst 
disintegration over operation. 
NMR measurements illustrated that the exchange rate decreased as more fines were added to 
the bed. Monte Carlo simulations and comparisons to literature correlations were subsequently 
used to demonstrate that this exchange rate decrease was caused by a combination of a voidage 
loss, surface area loss, morphology change and interstitial velocity changes. Comparison to 
mass transfer coefficients illustrated that standard correlations will seriously over-predict 
values for 𝑘, if fines deposition is not accounted for. One measured example illustrated this 
over-prediction was on the order of 70%, with over-prediction being even greater for higher 𝑅𝑒 
or more fines deposits.  
Hydrodynamic measurements coupled with a pore analysis were used to comment on the fines 
deposition process on a pore-scale level. Pressure measurements were also taken for each fines 
deposition experiment, illustrating that the pressure drop increases upon addition of fines, in 
accordance with theory. Profiles of the deposits were obtained in the transverse and 
longitudinal directions. The transverse profiles illustrates that fines deposit preferentially in 
the bed centre, after which they will begin to deposit in the outer regions of the packing. 
Channelling was also observed in the packing and remained relatively unchanged despite high 
fines loadings. An increase in stagnant regions forming was observed as more fines deposit. 
These were found to be occurring from longer pores being cut off from the flow over time. 
Lastly, re-entrainment and various other previously recorded phenomena were observed, such 
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as pendants and cavern sites. Reasons for why these phenomena occur were offered based on 
the results. Observations led to an understanding that the smooth filling mode is the most 
accurate literature model for representing the bed morphology with the fines used in this 
chapter. However, it was discovered that the overall principle guiding deposition is that 
deposition will occur in pores that contain some fines containing flow passing through it – fines 
will be very unlikely to deposit in pores that are completely stagnant or completely fast flowing. 
Furthermore, within the pores, fines deposition can be described by a probability distribution, 
being much more likely to deposit in sub-pore regions which are stagnant.  
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Chapter 9 
The effect on mass transfer and 
hydrodynamics due to fines deposition when 
fines block mass transfer 
 
 
As discussed in Chapter 8, permeability reduction can occur due to in situ or ex situ produced 
fine particles depositing on a clean packed bed, where fines themselves either facilitate or block 
mass transfer. Chapter 8 studied the deposition mechanism and mass transfer characteristics 
of in situ generation of fine particles that facilitate mass transfer. This chapter more broadly 
considers both in situ and ex situ particle origins, but with particles that block mass transfer. 
Examples of these types of particles can include ash or soot from combustion residue, dust 
from wear of upstream equipment, colloidal particles such as asphaltenes in heavy petroleum 
fractions and large molecules that can form on catalyst particles, such as coke [1].  
This chapter centres on generating understanding of the mass transfer and hydrodynamics as 
fines deposition occurs in a clean packed bed, where fines block mass transfer (due to them 
lacking an imbibed fluid). Within this scope, the aim of the chapter is threefold. Firstly, it 
aims to identify mass transfer changes as such fines deposition occurs. Secondly, it compares 
and explains the mass transfer results obtained in this chapter to those obtained in Chapter 
8, where fines were used that did facilitate mass transfer. Thirdly, the fines deposition 
mechanisms of this chapter are analysed, corroborating the conclusions from Chapter 8.  
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9.1 Introduction  
9.1.1 Mass transfer in clogged beds for fines that do not allow exchange  
As discussed in Chapter 8, quantifying the reaction rate and the mass transfer rate are key to 
predicting reactor performance. However, when considering fines deposits characterised by 
their obstruction to mass transfer, all literature studies have solely focussed on quantifying the 
accompanying change in the reaction rate. Although the mass transfer rate is not considered, 
these studies can potentially provide an important contribution towards future fines deposition 
research that considers both rates. As such, these reaction rate studies will be discussed in this 
chapter, classified into those that consider reactor-scale fines deposition and those that analyse 
pore-scale fines deposition. 
Only one study considered the effect of reactor-scale fines deposition upon the reaction rate 
[2]. This study simulated trickle bed conditions, a hydrodesulfurization reaction, and fines 
deposition with kaolinite clay. Although fines-related terms were incorporated into the 
continuity equations and the drag force, the species balance within the reactor and inside each 
catalyst particle used mass transfer coefficients obtained from a general correlation. These 
correlations do not account for changes in mass transfer as the fines deposit [3]. In addition to 
an expected increase in pressure drop as more deposits formed, the simulation demonstrated a 
1% drop in conversion for approximately 1% of fines in the bed by volume. The conclusion 
was drawn that fines almost exclusively affect the hydraulic behaviour of the bed. However, 
the spherical collectors and non-network approach used in the simulations have both been 
shown to largely underestimate the particle deposition rate [4]. Thus, by extension, the reaction 
conversion is almost guaranteed to be underestimated in this study.  
Studies of reaction rate alterations due to pore-scale fines deposition abound in the field of 
coke deactivation. On the most fundamental level, the reaction rate is affected by catalyst 
activity loss, either due to fines (i.e. coke) covering the active sites themselves or blocking 
pores in the catalyst that lead to active sites [1]. To account for the catalyst activity loss over 
the catalyst lifetime, activity power law expressions are usually employed. However, these 
expressions contain no information on the mechanism that causes the coke to deactivate the 
catalyst. Additionally, a large percentage of them model the catalyst deactivation to the same 
extent across the entirety of the packed bed [5]. Such simplistic modelling has already been 
criticised and instead, more complex modelling which considers the active particle scale, the 
pore-scale and the reactor-scale has been proposed [6]. Active site modelling was carried out 
through knowledge of the overall reactions and the coking mechanism, determined by 
experiments on the specific system; pore-scale modelling accounted for blockage of the pore 
network through stochastic blocking in an effective medium approximation; reactor-scale 
modelling only considered dynamic concentration and temperature profiles across the bed.   
Although both the reactor-scale and pore-scale approaches to fines deposition have their 
benefits and limitations, a need to simultaneously consider both scales may be required for 
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some systems. For example, in studies of packed beds producing coke, only coke inside the 
catalyst particle is ever considered – no consideration is given to coke that exits the catalysts 
or is formed directly on the outer surface of the catalyst particles. From reactor-scale 
experiments, it is well known that this coke can become trapped in the interstitial particle 
spaces and cause operational problems [7]. Furthermore, these deposits of coke on the outside 
of particles may block reactants from reaching the underlying catalyst. If the reactants cannot 
enter the pore space, then pore-scale modelling of coke production in the localised region will 
be unnecessary. Evidently, in such systems, it would be beneficial to combine pore-scale and 
reactor-scale modelling. Conversely, pore-scale modelling will be irrelevant in some situations 
where deposition occurs due to coarse fines that are not produced inside the catalyst particles 
nor are able to enter in them. Nonetheless, regardless of whether the reactor-scale studies are 
combined with pore-scale studies, the mass transfer changes as the fines deposit on the reactor-
scale should be considered.  
9.2 Experimental  
9.2.1 Equipment 
Experiments were conducted using the same equipment and NMR spectrometer set-up as 
Chapter 8. The same packing materials and packing method as Chapter 8 were used, the main 
packing structure composed of 1.8 – 2.36 mm silica particles. Fine particles used in the bed 
were Spheriglass 2530 type, manufactured from soda-lime glass and 45-90 𝜇m in diameter. 
Deionised water in a downflow configuration flowed through the system at 0.042 ± 0.004 mL/s 
for all experiments and fines were present in the storage tank at a concentration of 
approximately 2 % v/v at all times. 
9.2.2 Data acquisition and processing 
9.2.2.1 Processing of raw data 
T2-T2 data were acquired and processed by the methods outlined in Chapter 6. Exchange times 
were extracted using the exponential Callaghan model. 3D velocity images were acquired and 
reconstructed with the same parameters as Chapter 8. All images in the data presented in this 
chapter were selected from reconstructions with 𝛼 = 0.0075 and 1 Bregman iteration, and only 
the centre 100 points in the axial direction were retained, as was discussed in Chapter 8.  
To determine the overall surface area of the exposed silica pellets only, the following 
mathematical operations were performed for each new fines deposition quantity: 
 𝑆𝐴𝑠𝑖𝑙𝑖𝑐𝑎 = 𝑆𝐴1 + 𝑆𝐴0 − 𝑆𝐴𝐹1  , (9.1) 
where 𝑆𝐴𝑠𝑖𝑙𝑖𝑐𝑎 is the exposed surface area of the silica particles at the new fines quantity, 𝑆𝐴1 
is the total exposed surface area of the fines and silica for the new fines quantity (in this case, 
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the first fines quantity), 𝑆𝐴0 is the initial surface area of the silica, and 𝑆𝐴𝐹1 is the total surface 
area of the fines deposits and is calculated according to: 
 𝑆𝐴𝐹1 = 𝑆𝐴1 − 𝑆𝐴0  . (9.2) 
To determine each 𝑆𝐴 term, the AVIZO ‘Area’ function was used on the imported binary maps 
from MATLAB.  
9.2.2.2 Pore segmentation 
To facilitate further analysis of the 3D structure and velocimetry, both the structural image 
and velocity fields of each 3D data set was segmented into pores using a pore segmentation 
algorithm which has been outlined in Section 8.2.2.2.  
9.2.3 Monte Carlo simulations  
To understand the alteration in the exchange rate as fines that block mass transfer deposit in 
a packed bed, Monte Carlo simulations were conducted. These simulations are founded upon 
the simulations outlined Chapter 8. 
The 2D Monte Carlo unit cell used for the simulations in this chapter is shown in Figure 9.1. 
It contains pellets of radius 𝑟, separated by a distance of L. The centre pellet is covered by a 
small region of the same radius, offset by a value of 𝑓, termed the ‘barrier’ from henceforth. 
To ensure comparison with previous Monte Carlo simulations in Chapter 8, 𝑟 = 1 mm and  
L = 0.31 mm. Molecule seeding, diffusive step distances, the mode of molecule relaxation and 
data processing were conducted in an identical manner to Section 8.2.3.1. However, for clarity, 
the simulation parameters have been reproduced again in Table 9.1. The single, overall 
exchange rate, kAC is quoted for the remainder of the chapter.  
Simulation of fines that block mass transfer is performed in the simulations by introducing the 
barrier region, where molecules cannot relax, nor remain. Upon entering into the barrier, 
molecules are removed and placed just outside of the barrier surface, in the intra-pellet or 
inter-pellet region. For molecules that have come from the intra-pellet region, molecules are 
moved into the intra-pellet region; for molecules that originate from the inter-pellet region, 
molecules are moved into the inter-pellet region. These molecules then continue to move and 
relax (if allowed) according to the intra- or inter-pellet region properties. With the largest 
diffusion coefficient in Table 9.1, the longest average diffusive step during 𝛿𝑡 can be calculated 
as 2.12 × 10-6 m. Accordingly, choosing a value of 𝑓 of 5 × 10-6 m will ensure that any molecules 
will be ‘trapped’ in the barrier region during any given time step, ensuring that molecules 
cannot move between intra- and inter-pellet regions via this barrier region. This small value 
of 𝑓 also ensures that changes to the surface area and voidage are negligible, providing 
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simulations which can illustrate the isolated effect of introducing a mass transfer barrier to a 
system.  
 
Figure 9.1: The unit cell used for the Monte Carlo simulations. The light grey region represents the intra-pellet 
region, the white space represents the inter-pellet space and the dark grey region represents a region where mass 
transfer cannot occur. Please note that the value of 𝑓 in the simulations is very small (5 × 10-6 m) and has been 
exaggerated in the figure for illustrative purposes.  
 
Table 9.1: Parameters for the Monte Carlo simulations 
Monte Carlo simulation parameters 
T2 [s] D × 10-9 [m2s-1] N 𝜹𝒕 [ms] 
Intra-pellet Inter-pellet Intra-pellet Inter-pellet 
160 000 0.45 
0.05 1.75 1.6 2.8 
 
9.3 Results  
9.3.1 Initial testing 
9.3.2 T2-T2 and determination of diffusion coefficients 
Figure 9.2 shows the D-T2 contour plot for the packed bed with no fines deposition. Taking 
the modal values from the plots, the intra- and inter-pellet diffusion coefficients are  
1.6 × 10-9 m2 s-1 for intra-pellet water and 2.5 × 10-9 m2 s-1 for inter-pellet water. Bounds for 
calculating 𝑘 are described in detail in Section 6.2.3.  
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Figure 9.2: D-T2 plot used to obtain diffusion coefficients for both the intra- and inter-pellet fluid. 
 
A selection of T2-T2 contour plots are shown in Figure 9.3 for no fines, the second fines and 
the third fines quantities. Mixing times of 4 ms, 0.6 s, 1.6 s and 3 s are shown for each fines 
quantity. Exchange peaks appear and are observed to increase in intensity as the mixing time 
is increased, relative to the diagonal peaks.  
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Figure 9.3: T2-T2 plots for water flowing through the packing at 0.042 mL/s. The top row shows the plots for tmix 
= 4 ms, the second row shows plots for tmix = 0.6 s, the third row for tmix = 1.6 s and the last row for tmix = 3 s. 
The left most column shows data from the packing with no fines; the second shows the first fines quantity; the 
third column shows data with the last fines quantity. 
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Populations for inter-pore water and the total exchanging populations are shown in Figure 9.4, 
for all of the different fines quantities. As expected, the inter-pore population of water decreases 
as more fines are added, as the fines take up void space otherwise occupied by water. In 
addition, as more fines are added, the amount of exchanging water species decreases. In direct 
opposition to the porous silica pellets in Figure 8.22, these trends illustrate that the ballotini 
fines reduce exchange – that is, the non-porous ballotini fines themselves intrinsically provide 
a barrier to exchange with the surrounding water.  
 
    
Figure 9.4: Populations of water for a) inter-pore species and b) all of the combined exchange instances for no fines 
(●), the first fines quantity (×), the second fines quantity (□) and the third fines quantity (►) at 0.042 mL/s. 
 
It is evident from Figure 9.3 that when fines are introduced, an alteration of the T2 peak 
locations occurs. Discussed in detail in Section 9.4.3.1, the following results are presented using 
the integration bounds as illustrated in Figure 9.5. All exchange peaks in each T2-T2 plot are 
combined to calculate exchange rates and mass transfer coefficients. The normalised exchange 
peak intensities as a function of mixing time are shown in Figure 9.6. The error bands in using 
the Callaghan model to extract exchange rates from these trends is illustrated with the shaded 
grey error bands, previously discussed in Section 6.2.3.   
 
a) b) 
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Figure 9.5: Example integration bounds for water flowing through silica at 0.042 mL/s for a) no fines with the third 
fines quantity and tmix = 3 s and b) the third fines quantity with tmix = 4 s. The integration bounds are kept the 
same for an entire run with the same percentage of fines. In addition, the same number of integration regions as b) 
are used for the first and second fines quantities.  
 
a) b) 
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Figure 9.6: Normalised cross-peak intensities (●) obtained for a) no fines, b) the first fines quantity, c) the second 
fines quantity and d) the third fines quantity at 0.042 mL/s. The error bars for the data points are calculated from 
adding noise to the data and reinverting it 100 times; they depict one standard deviation in the 100 IXP/ITP points 
generated. Due to the relatively high SNR of the data, the approximation of the experimental error is very small 
and cannot be seen on the black data points. The results are obtained from the integration of all cross-peaks. The 
grey regions show the 95% confidence bound for a non-weighted fit to the cross-peak intensities.  
 
The exchange rates extracted from the data in Figure 9.6 are shown in Figure 9.7a,b and 
tabulated in Figure 9.2. The mass transfer coefficients obtained from these are shown in  Figure 
9.7c,d and also tabulated in Figure 9.2. Both the exchange times and the mass transfer 
coefficients are plotted against the normalised pressure drop and the specific deposit of fines 
in the bed. The 95% confidence intervals for calculating the exchange rates and mass transfer 
coefficients are described in Section 6.2.3.2. Even when the error is accounted for, it is evident 
that addition of fines to a clean bed will decrease both the exchange rate and mass transfer 
coefficient.  
 
a) b) 
c) d) 
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Figure 9.7: Exchange rates for all combined exchange routes, for increasing amounts of fines, represented as a) an 
increase in the normalised pressure drop and b) an increase in the specific deposit. Vertical error bars show the 
95% confidence interval for the fitting of the integrated cross-peak intensities. Similarly, mass transfer coefficients 
plotted against c) the normalised pressure drop across the active coil region and d) the specific deposit value. 
Vertical error bars represent the uncertainty from the cross-peak fitting as well as the difference in the mass transfer 
values depending on what diffusion coefficient is used. Horizontal error bars show the 95% confidence interval for 
the pressure readings in or a ± 1% difference in the gating levels. 
 
Table 9.2: Exchange rates and mass transfer coefficients for the exchange between the intra-pore and inter-pore 
populations.  
 No fines Fines 1 Fines 2 Fines 3 
Exchange rate [s-1] 0.86 ± 0.04 0.37 ± 0.02 0.33 ± 0.03 0.26 ± 0.03 
𝒌 × 10-5 [ms-1] 1.71 ± 0.08 1.12 ± 0.05 1.05 ± 0.05 0.93 ± 0.05 
 
9.3.3 Velocimetry and pore analysis 
Reconstructed 3D velocimetry data are shown in Figure 9.8 for two different projections, 
providing an excellent visualisation of the flow field for both inside and outside the packing. 
a) b) 
c) d) 
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Calculated volume flowrates are 0.042 mL/s for all of the figures. It is evident from these 
figures that channelling is very prominent and occurs both inside and at the edges of the 
packing. Furthermore, as more fines are added, the channelling regions appear to remain 
relatively stable in their positions, these already high velocity regions increasing further in 
velocity. 
 
 
 
 
 
Figure 9.8: Reconstructed 3D velocity images of the quantitative region of the coil for a) no fines, b) fines quantity 
1, c) fines quantity 2 and d) fines quantity 3. The bottom row shows the same data as the top row, but the slice 
into the data is exposed, illustrating the flow pattern within the packing.  
 
Radially averaged profiles of the velocities in the bed, Figure 9.9, reinforce the conclusions 
drawn from Figure 9.8. Various sections throughout the bed experience higher radially 
averaged velocities, with the first and second fines deposits experiencing slightly more 
prominent velocities at the bed edges. In combination with the radially averaged fines specific 
deposit, fines are observed to deposit less in the high velocity regions around the packing edges. 
The fines additionally deposit more evenly across the pipe diameter, excluding the packing 
edges, when excessive fines are introduced into the system. The axially averaged profiles 
indicate that fines deposit equally along the bed length.   
a) b) c) d) 
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Figure 9.9: a) - c) Fines specific deposit averaged radially for the entire bed length, for fines quantities 1-3, 
respectively; d) - f) radially averaged velocities over the entire bed length, for fines quantities 1-3, respectively; g) 
- i) fines specific deposit averaged axially over the entire bed diameter, for fines quantities 1-3, respectively.  
 
Figure 9.11a illustrates for a total of 12.7 h on stream, the bed experiences just under a five 
times increase in the pressure drop. For this maximum pressure drop, the total exposed surface 
area of the silica is reduced by 55%, Figure 9.11b. 
 
a) b) c) 
d) e) f) 
 
i) h) g) 
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Figure 9.10: a) The absolute pressure drop measured in the packed bed as a function of the time of fines on stream 
and b) the total exposed surface area of the silica as a function of the normalised pressure drop.  
 
Figure 9.11 depicts the pore-averaged velocity histograms for the packed bed. As more fines 
are added, a wider distribution of velocities in the pores are experienced and the pore averaged 
velocities tend towards a bi-modal distribution. Classifying stagnant flow as 0.0005 m/s or less 
(the approximate dip between the two distributions), more stagnant flow is experienced as 
fines are added. In further confirmation of the pore analysis results of Chapter 8, it illustrates 
that the stagnant flow collects in pockets (i.e. pores), just as the higher velocities also collect 
in particular regions. Figure 9.11 additionally illustrates that the remaining non-stagnant, flow 
carrying pores experience a velocity increase as the mean of the distribution tends towards a 
higher value. 
 
 
a) b) 
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Figure 9.11: Frequency of pore averaged velocities for the active region of the packing section for a) no fines, b) 
fines quantity 1, c) fines quantity 2 and d) fines quantity 3. More stagnant pores form as more fines are introduced 
to the bed.  
 
For the 3D thinned skeleton of the pores containing fluid, the coordination number of each 
node (i.e. the centre of the pore) is found. The probability for each coordination number for 
the pores can be seen in Figure 9.12. Aside from the increase in 1-coordinated pores as more 
fines are introduced, the rest of the pores maintain a similar connectivity. The increase in 1-
coordinated pores illustrates that the fines cause more isolated pores over time (through 
blocking or filling). Furthermore, fines deposit evenly across pores of different connectivity.  
 
 
a) b) 
c) d) 
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Figure 9.12: Fraction of pores with particular pore coordination numbers for pores which still contain fluid. Figures 
are for a) no fines b) fines quantity 1 c) fines quantity 2 and d) fines quantity 3.  
 
Figure 9.13 shows the pore averaged velocities of the system before fines have deposited, 
correlated with the quantity of fines that later deposited in that pore. Corroborating the results 
of Chapter 8, this figure illustrates that the fines are not very likely to deposit in pores which 
are completely stagnant or completely experiencing high channelling velocities. That is, the 
fines are likely to deposit in pores which do not have extreme averaged velocities. However, 
pores will still potentially contain a few small sub-regions of extremely low velocity which have 
a very high probability for fines deposition, Figure 9.14. Similarly, voxels which contain very 
fast fluid are very unlikely to experience fines deposition.  
 
a) b) 
c) d) 
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Figure 9.13: Pore averaged velocities before they undergo deposition, shown on the abscissa. The volume of fines 
deposition in each pore that follows is recorded on the ordinate. Plots are shown for a) the first fines quantity b) 
the second fines quantity and c) the third fines quantity.   
 
If a threshold of 1 % of the maximum quantities of fines is considered either side of the 0 m3 
mark on the ordinate axes in Figure 9.13, 80 % of pores experience some amount of deposition, 
with 0 % experiencing loss of fines for the first fines quantity. For the second and third fines 
deposition experiments, fewer pores are involved in deposition, with 23 % and 63 % 
experiencing some amount of deposition, respectively. Furthermore, for these fines quantities, 
18 % and 1 % of pores experience some extent of fines loss, respectively.   
 
 
Figure 9.14: Percentage of fines deposition which occurs in voxels for given velocities, for a) the first fines quantity 
b) the second fines quantity and c) third fines quantity. Velocities were acquired before fines deposition was recorded 
in each particular voxel. Only voxels which undergo fines deposition are shown. 1000 velocity bins have been used 
in this analysis. 
 
9.3.4 Monte Carlo simulations 
For simulations incorporating relaxation, the single simulation time was approximately 3 
hours. Simulations without relaxation took approximately 48 hours to complete.  
a) b) c) 
a) b) c) 
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For simulations conducted with relaxation allowed, five simulations were conducted. From 
these simulations, the three T2 peaks were located at values of 0.05 ± 0.00 s, 0.56 ± 0.14 s, 
and 1.50 ± 0 s. The FID and the corresponding ILT of two of these simulations are shown in 
Figure 9.15. It is evident that the interface peak experiences a wider range of T2 values than 
the other peaks.  
 
 
 
Figure 9.15: Results from one of the Monte Carlo simulations that allows relaxation. Parameters for the simulation 
were in accordance with Table 9.1, with r = 1, L = 0.31 and a barrier to mass transfer with thickness  
𝑓 = 5 × 10-6. a) and c) illustrate two simulated FIDs whilst b) and d) show the corresponding inverse Laplace 
transforms of the FID.   
 
Simulations that did not allow relaxation were carried out five times. To obtain the exchange 
rates, a double exponential was fit to the exchange instance decay according to Equation 6.17. 
An example of the exchange rate instances recorded over time is illustrated in Figure 9.16. 
a) b) 
c) d) 
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These simulations produced an overall exchange rate of 𝑘𝐴𝐶 = 6.44 ± 0.01 s
-1. In addition, the 
number of exchanging particles that become trapped in the barrier was approximately 0.06% 
of all exchanging particles.  
 
 
Figure 9.16: An example of exchange rate instances recorded as a function of the exchange time, with parameters 
in the simulation according to Table 9.1.  
9.4 Discussion 
To understand the fines deposition mechanism for fines that block mass transfer, Section 9.4.1 
discusses macroscopic (i.e. bed-averaged), pore-scale and large-scale features from Section 9.3. 
In Section in 9.4.2, findings are then compared to the relevant observations of Chapter 8 from 
fines that facilitate mass transfer. 
9.4.1 Fines deposition  
9.4.1.1 Standard macroscopic observations 
The first macroscopic features of interest are the specific deposit profiles in Figure 9.9, which 
are relatively constant over the bed length. Contrastingly, literature data generally exhibits a 
decrease in specific deposit as a function of bed length (e.g. [8]). However, the profiles studied 
in literature are usually conducted on beds several times longer. Additionally, for longer times 
on stream or for further distances away from the entrance, the axial profiles in literature 
become more constant [4]. Thus, given long times on stream and measurements being 
conducted far from the beginning of the packing to avoid entrance effects, a relatively constant 
axial specific deposit profile in Figure 9.9 is not surprising. Contrastingly, despite relatively 
constant radial specific deposit profiles, less deposits occur at the bed edges, as has been 
previously observed [9]. In conjunction with the radially averaged velocities, this is most likely 
due to higher velocities present at the bed edges.  
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The second macroscopic feature of interest is the pressure drop of Figure 9.10. In accordance 
with literature (e.g. [10]), it increases for increasing time on stream. Although operating 
conditions are known to affect the shape of this curve, no specific information is available to 
describe the logarithmic shape.   
9.4.1.2 Pore-scale and voxel-scale observations 
The first pore-scale observation concerns channelling regions maintaining their high velocities 
at high fines loadings, Figure 9.8. Indeed, this indicates that preferential flow paths are formed 
due to the original structure of the packed bed and are likely to remain preferential flow paths 
throughout the entirety of the bed operation. Secondly, although preferential flow paths remain 
relatively constant, Figure 9.11 illustrates that more stagnant regions develop after fines 
deposit, whilst the higher velocity pores shift to maintain a higher averaged velocity. 
Furthermore, as more fines deposit, Figure 9.12 illustrates an increase in 1-coordinated pores. 
These observations suggest that stagnant regions are developing as entire flow paths are being 
cut off. In addition, from Figure 9.14, fines will more readily deposit in voxels that experience 
low velocities, in direct opposition to models which assume deposition does not occur past a 
critical velocity [11]. However, from Figure 9.13, pores that have a low or high average velocity 
are unlikely to experience large quantities of fines depositing in them. Pores which are most 
likely to experience fines deposition are those of a middle-range velocity. These results illustrate 
that pores must contain some fines containing flow before fines deposit in the stagnant sub-
pore regions of each pore.  
Offering additional insight into factors which determine fines deposition, Figure 9.14b and c 
possess longer tails in the probability distribution. This suggests that fines deposition is easier 
in higher velocity regions once an initial layer of fines has deposited, as has been experimentally 
observed [12]. Further, it is interesting to note that for the first two fines quantities, the modal 
velocity is 0.0005 m/s, whilst for the third fines quantity the modal velocity is 0.0001 m/s. As 
expounded upon more fully in Section 8.4.2.2, this modal value was hypothesized as being due 
to two competing factors in the system – disruptive hydrodynamic forces competing against 
the increase in fines that a higher flowrate introduces. Assuming that two competing factors 
govern the probability of fines deposition, a lower modal velocity indicates that at a certain 
fines loading, the hydrodynamic forces become more dominant and ultimately limit the extent 
of fines deposition. Indeed, if fines are more likely to deposit in stagnant areas of pores and 
the preferential flow paths generally remain the same, maintaining faster velocities as more 
fines deposit, then stagnant sub-pore regions will disappear over time and there will thus be a 
limiting quantity of fines that can deposit in any given packed bed. 
Lastly, in confirmation with experimental studies (e.g. [12]) and theory (e.g. [13]), 
reentrainment is observed in the bed, Figure 9.13. It is evident that a large percentage of pores, 
80%, initially undergo deposition. However, approximately only 20-60% of pores undergo 
further deposition, with 1-18% of pores experiencing reentrainment for longer times on stream. 
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Figure 9.13 also illustrates that reentrainment is not selective for different averaged pore 
velocities.  
9.4.1.3 Visual observations 
As has previously been observed in literature [12], both cavern sites and pendants are found 
in the packed bed with ballotini fines, Figure 9.17.  
 
 
Figure 9.17: Intensity images illustrating cavern and pendant sites in the packed bed starting from a a) clean bed 
and forming after b) the third fines quantity. A cavern site is highlighted in the box with the solid outline; a 
pendant site is highlighted in the box with the dashed outline.  
 
9.4.2 Fines deposition comparison to Chapter 8 
9.4.2.1 Standard macroscopic observations 
In comparing Figure 8.25 with Figure 9.9, the axial deposition profiles of the ballotini fines are 
more constant than the silica fines. Although the same underlying silica pellet type was used 
in both studies, due to the random loading of the packing, the packing structure would differ 
between each study. As discussed in Chapter 8, packing structure determines the flow field 
and thus quantities of stagnant pores and sub-pore regions. Indeed, from Figure 9.9, the 
radially averaged velocities vary less and are higher on average than those experienced in 
Figure 8.25. Evidently, the velocity field differs in each bed. Consequently, the radially 
averaged profiles also differ, with fines in Figure 9.9 depositing more evenly across the radius 
than those of Figure 8.25. However, both radially averaged profiles do illustrate a drop in fines 
at the very edges of the bed.   
An interesting observation from Figure 8.26 and Figure 9.10 is that the pressure drop follows 
an exponential and logarithmic shape, respectively. According to various theoretical studies, 
this would indicate that one of the underlying phenomena controlling fines deposition is 
different (e.g. [11]). Aside from random packing differences, the surface forces are potentially 
the only other distinguishing factor between both studies. Indeed, the surface force is known 
a) b) 
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to affect fines deposition, included in trajectory modelling studies [14] and producing 
experimentally different deposition patterns [12].  
Evidently, between the two studies in this thesis using different types of fines, a difference is 
noted in the pressure drop as a function of time on stream and between the radial and axial 
specific deposit profiles. For the most recently ‘validated’ fines deposition models, the pressure 
drop and other macroscopic measurements such as the specific deposit profiles are used almost 
exclusively for model validation (e.g. [11, 10]). Deviation between the model and the 
experimental macroscopic variables is used to qualitatively determine how accurate a given 
model is. However, despite differences in macroscopic variables being observed, Section 9.4.1.2 
highlights the same pore-scale and voxel-scale deposition features as those of Section 8.4.2.2 
(this is further discussed in Section 9.4.2.2). Indeed, this suggests that the differences in the 
pressure increase over time are due to the differences in the flow field that the random nature 
of the packing introduces, not the deposition mechanism. This critically illustrates that using 
macroscopic variables alone to verify microscopic phenomena can potentially lead to incorrect 
conclusions. Macroscopic variables are not accurate indicators of what occurs on a local level 
in the packing, in this case masking similar underlying mechanisms that govern fines 
deposition. Instead of exclusively focussing on macroscopic measurements, obtaining pore-scale 
measurements and making subsequent pore-scale comparisons are also suggested for more 
robust model validation.  
9.4.2.2 Pore-scale and voxel-scale observations 
Compared to Figure 8.25, the results of Figure 9.9 evidently illustrate that channelling occurs 
more homogenously throughout the bed, not just predominantly at the edge as was observed 
in Figure 8.25. However, despite a different flow field, from the same pore-scale and voxel-
scale features noted in the discussion of Section 9.4.1.2, it is evident that the fines deposition 
mechanism is the same as the one outlined in Section 8.4.2.2 – both the ballotini and silica 
fines deposit according to the same pore-scale and voxel-scale principles.   
Further, it is interesting to note that for the first two fines quantities in Figure 9.14, the modal 
velocity is 0.0005 m/s whilst in Figure 8.31, the model velocity was 0.0003 m/s. Although the 
modal velocities are the same order of magnitude, the slight increase in the modal velocity of 
Figure 9.14 may suggest that the hydrodynamic forces are slightly weaker in the bed 
experiencing fines deposition with ballotini fines, as a higher velocity is required to overcome 
the mass balance effect. Indeed, as the ballotini fines (45-90 𝜇m) are slightly smaller than the 
silica fines (50-150 𝜇m), the ballotini fines would consequently be expected to experience a 
smaller hydrodynamic drag force [15].  
From Figure 9.13b and c, the amount of reentrainment is just over two times larger than the 
percentage of reentrainment observed in Figure 8.30b and c. This difference may be attributed 
to pressure fluctuation differences [16] or alternatively may be due to the different shapes of 
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fines collections. Indeed, if the surface area of fines exposed to flow is greater or the fines 
deposit on a more inclined surface, such fines would be expected to dislodge more easily. 
Nevertheless, it is evident that a similar proportion of pores undergo deposition compared to 
the study conducted with silica fines.  
9.4.2.3 Visual observations 
In Section 8.4.2.3, cavern sites were observed and a mechanism for their formation was 
proposed. Similarly, pendants were observed to form in areas of low velocity. Because Section 
9.4.2.2 outlined that the underlying fines deposition mechanism has remained the same 
between the studies containing different fines, it is therefore expected that such phenomena 
are observed in both studies.  
9.4.3 Mass transfer 
9.4.3.1 Accuracy in extracting the exchange rate 
Accurate determination of exchange rates relies upon accurate integration of the T2-T2 peaks 
and selecting an appropriate exchange pathway. In Chapter 8, the cross peaks representing 
the exchange between intra-pore and inter-pore fluid were chosen to calculate exchange rates. 
However, for the T2-T2 plots of Figure 9.3, it is evident that some changes have arisen which 
complicate the selection of a single exchange pathway, warranting further discussion.  
Upon introducing fines to a clean bed, the first change observed in the T2-T2 plots of Figure 
9.3 is that the lowest T2 value has changed from approximately 0.05 s to 0.11 s. However, in 
Section 3.3.2.1 where measurements were obtained from 1.7 - 4 mm diameter silica particles 
in stationary bulk water, the lowest T2 value was 0.12 s. Additionally, for some systems, the 
increase in the apparent T2 value has been caused due to a reduction in the exchange rate [17]. 
It is thus hypothesized that the slightly different flow field and/or a reduction in the exchange 
rate increases the apparent T2 value.  
The second observation to be made from the T2-T2 plots concerns the number of diagonal 
peaks. For the first two fines quantities, only two populations are visible on the diagonal – one 
with bulk properties and the other with slightly modified intra-pore properties. However, upon 
the last fines addition, two sets of exchange peaks reappear between the ‘intra-pore’ peak and 
the bulk fluid peak. Evidently, the exchange of another underlying population with a similar 
T2 to the ‘intra-pore’ species peak is regularised into a separate set of exchange peaks during 
the last fines quantity. As the Monte Carlo simulations in Figure 9.15 suggest, such changes 
to the T2 value may be caused by alterations to the bed morphology or a barrier to mass 
transfer being imposed on the pellets. Similarly, it has also been noted that altering the 
connectivity of a network or altering the radius of pore throats will alter the T2 value [18]. 
Furthermore, the SNR of the T2-T2 plots is relatively similar for all beds studied in this chapter, 
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illustrating that the disappearance of the interface peak is not due to more smoothing during 
regularisation.  
A final comment on the T2-T2 plots concerns determining an appropriate exchange pathway, 
via selecting particular cross-peaks to calculate the exchange rate. However, for cross-peaks to 
appear, there must be a change in the nuclei’s T2 value over the mixing time. For the first and 
second fines quantities, where the interface peak maintains the same T2 value as the intra-pore 
species, no cross-peaks and thus no exchange is registered between the populations. To avoid 
ambiguity in selecting an appropriate pathway, all the cross-peaks are selected, representing 
the totality of exchange. Thus, for no fines, all three sets of cross-peaks represent the total 
exchange instances; for the first and second fines quantities a single set of cross-peaks represent 
the total exchange instances; for the third fines quantity, two sets of cross-peaks represent the 
total exchange instances.  
9.4.3.2 Trends in the exchange rate and mass transfer coefficient 
A summary of the differences in the 95% confidence intervals for exchange times and mass 
transfer coefficients is shown in Table 9.3, according to the statistical tests introduced in 
Chapter 6. Experiments with no fines and the first, second and third fines experiments are 
listed in the table under the corresponding numbers 0, 1, 2 and 3 respectively.   
 
Table 9.3: Determining whether the fits for the exchange times and mass transfer coefficients are sufficiently 
different at the 0.05 alpha level.  
Different at the 0.05 alpha level? 
Comparison between experiments Reduction in SA [%] 𝟏/𝝉 𝒌 
0, 1 38 Yes Yes 
0, 2 52 Yes Yes 
0, 3 55 Yes Yes 
1, 2 14 No No 
2, 3 3 No Yes 
 
From analysing Table 9.3, it is evident that at the 95% confidence level, the exchange rates of 
all the differently clogged beds are statistically different to the exchange rate of the clean bed. 
Because this is true, in addition to the confidence intervals being [approximately] Gaussian, 
the most likely estimates for the differences between experimental sets can be calculated by 
subtracting the mean values of each confidence interval. Thus, for each increasing fines 
quantity, the most likely estimate of the exchange rate decrease to the clean bed is 57, 62 and 
70%, respectively. Similarly, on an already clogged bed, for approximately 2 and 2.5 times the 
normalised pressure drop, the exchange rate decreases by 11 and 30%, respectively. Similarly, 
at the 95% confidence level, the most likely estimate of the mass transfer coefficient decrease 
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compared to the clean bed is 35%, 39% and 47% for each increasing fines quantity. Lastly, for 
an already clogged bed, increasing the normalised pressure drop from 3.7 to 5 will decrease the 
mass transfer coefficient by 11%. Hence, for just under a five time increase in the pressure – 
or equivalently an addition of fines amounting to 30% of the original bed volume – the most 
likely estimate of the exchange time and mass transfer coefficient decrease by 70% and 47%, 
respectively. 
In the modelling study of [2], the authors concluded that mass transfer effects were not 
significant in trickle bed processes. As was mentioned, the modelling equations did not account 
for a change in the mass transfer coefficient as the fines deposited [at a specific deposit of  
approximately 1% v/v]. Although it is difficult to estimate, the trend in the mass transfer 
coefficients as a function of the specific deposit of Figure 9.7 appears to be exponential. If this 
were the case, then for a 1% change in specific deposit, the mass transfer coefficient may be 
considerably smaller than the percentage changes observed in this chapter. Nevertheless, to 
claim that fine particle deposition has no appreciable effect on trickle bed performance is a 
non-specific claim – from the NMR results, at higher fines deposits the mass transfer coefficient 
has clearly changed by up to 47%. Although these changes are experienced for a bed not in 
the trickle regime, such changes would still be expected cause a drastic alteration to the 
conversion in a trickle bed. However, to quantify this change requires detailed knowledge of 
the reaction and solving a set of complex coupled equations. Thus, claims in fines deposition 
literature concerning the exchange rate or mass transfer coefficient must thus be accompanied 
by the range of fines deposition or pressure drop tested. Furthermore, it is suggested that 
studies of fines deposition on the reactor-scale modify the mass transfer coefficients as a 
function of the fines specific deposit. For especially high fines loadings, fines can significantly 
reduce the mass transfer coefficient and thus cause a large overestimation of the bed 
performance.  
For many pore-scale modelling studies summarized in Section 9.1.1, the catalyst is assumed to 
be equally deactivated inside the catalyst particles across the bed [5]. Confirming the criticism 
of other authors [6], the NMR results of this chapter can additionally highlight the inaccuracy 
of such an approach. Firstly, from noting areas of large deposits such as cavern sites (Figure 
9.17), or the fact that fines more preferentially deposit in the stagnant sub-regions of flow 
containing macro-pores, it is evident that fine distribution is not equal across the bed on a 
larger length scale. Secondly, bed-averaged exchange rates are sensitive to different fines 
specific deposits, Figure 9.7. Lastly, it is known that the fines used in this chapter will block 
the underlying fluid imbibed in the porous medium from exchanging through the fines. 
Together, these observations illustrate that according to the quantity of fines deposits, there 
will be localised regions where it will be very difficult for imbibed fluid to exchange into the 
bulk fluid and subsequently, the local exchange rate will vary. For the reactants, these regions 
will appear as ‘deactivated’. In addition to these ‘deactivated’ regions, there will be regions in 
the catalyst particles themselves that have been deactivated by the coke deposits through 
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active site coverage or intra-particle pore throat blockage. This highlights the need for studies 
that simultaneously consider the effects of particle deposition on the reactor-scale and the 
intra-particle pore-scale, for systems where fine particles can both be deposited on the internal 
and external surfaces of catalyst particles.  
9.4.3.3 Mass transfer comparison between fines that allow and disallow exchange 
Figure 9.18 provides a comparison between the exchange rates in the packing with two types 
of fines deposits – those that facilitate exchange (Chapter 8) and those that block exchange. 
Evidently, the exchange rates at each fines loading are similar, except for the exchange rates 
of the clean beds. For the clean bed that will undergo exchange-blocking fines deposition (i.e. 
ballotini fines), the most likely estimate of the exchange rate is 38% larger. However, this 
difference may be due to a 20% increase in the voidage compared to the other bed, Figure 
9.18b. Indeed, from the simulations in Section 8.3.4.1, for a 22% increase in the voidage, a 29% 
increase in the exchange rate was observed. Allowing for the fact that the value of 29% does 
not reflect a true 3D system, any differences in the surface area, velocity or bed morphology, 
it would not be unreasonable to largely attribute a 38% higher exchange rate due to differences 
in the voidage. Thus, as the experimental results illustrate that there is no significant difference 
between the exchange rates between beds with two types of fines deposits and similar voidages, 
the Monte Carlo simulation results will now be considered.  
 
 
Figure 9.18: The exchange rate plotted as a function of a) the normalised pressure drop and b) the voidage for 
porous silica fines ( ) and non-porous ballotini fines (●). The porous silica fine data has been taken from Chapter 
8.  
 
From Chapter 8, the overall mass transfer coefficient of the simulation cell with the same 
dimensions was 6.7 ± 0.37 s-1; the mass transfer coefficient calculated with the MC simulations 
a) b) 
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in this chapter was 6.44 ± 0.01 s-1. Interestingly, despite 25% of the surface area being made 
a barrier to mass transfer, a significance test at the 95% confidence level (Chapter 6) indicates 
that the mass transfer rate does not change. However, compared to the simulations in Chapter 
8, the total number of exchanging molecules has decreased by approximately 33%. Evidently, 
the exchange-blocking fines cause a reduction in the quantity of exchange. This critically 
illustrates that the mass transfer rate of the bed will not be largely determined by the types 
of fines that deposit in a packed bed. Instead, the changes that the fines cause to the voidage, 
bed morphology and velocity will be the main factors that determine the mass transfer rates 
of a packed bed. Simply, to model the mass transfer rate of a packed bed undergoing fines 
deposition, basic geometrical and hydrodynamic features will need to be considered. However, 
if a packed bed is mass transfer limited and the quantity of exchange has decreased (despite 
the rate remaining the same), then the conversion per unit time will decrease. In such cases, 
properties of the fines may also be necessary to know.  
9.5 Conclusion 
Analysis of the velocity images illustrated different macroscopic fine deposition behaviour 
compared to the observations of Chapter 8. Indeed, both radial and axial fine concentration 
profiles were observed to be more constant and higher on average than those experienced in 
Chapter 8; furthermore, the pressure drop as a function of operating time also exhibited a 
different trend. However, despite these macroscopic differences, the underlying pore-scale fines 
deposition mechanism was experimentally determined to be the same. From these results it 
was concluded that verifying models by macroscopic experimental variables alone will not be 
a robust indicator of local level phenomena. Secondly, at the 95% confidence level, the exchange 
rates of all the clogged beds with different fines loadings are statistically different to the 
exchange rate of the clean bed. For just under a five time increase in the pressure drop (or 
equivalently fines amounting to 30% of the original bed volume), the exchange rate decreases 
by 70% compared to the clean packed bed. Likewise, the mass transfer coefficient decreases by 
47% for this fines loading. Interestingly, no statistical difference was noted between the 
exchange rates of this chapter and those of Chapter 8, at similar voidages. These results were 
supported by the MC simulation exchange rates which also demonstrated no alteration to the 
exchange rate when a barrier to mass transfer was imposed on the simulation pellets. 
Nevertheless, the simulations experienced a 33% decrease in the number of exchanging 
molecules. These conclusions illustrate the importance of correct geometrical and 
hydrodynamic features for fines deposition studies – properties of the fines themselves appear 
to be an irrelevant variable for calculating mass transfer rates.  
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Chapter 10 
Conclusions and future work 
 
 
 
 
 
 
Understanding the fundamental principles of the one-pot APH methods has provided the 
motivation for developing methodologies in this thesis; these methodologies are additionally 
applicable to more general reactors and packed beds. Accordingly, the work in this thesis has 
focussed on methodologies to study hydrodynamics and mass transfer in packed beds. This 
chapter aims to summarise the primary conclusions of the work in this thesis and proposes 
possible opportunities for future work.  
10.1 Conclusions 
In Chapter 3, the experimental, acquisition, and processing parameters for robust 
measurements of T2-T2 were considered. The visibility of exchange peaks was found to depend 
on the particle size, the chosen inverse Laplace algorithm for data processing, the indirect 
sampling pattern and the T2 ratio between two diagonal peaks. Indeed, the T2 ratio between 
peaks must be greater than 1.54 to ensure exchange peak observation. Secondly, it was shown 
that correct selection of the final sampling time and the indirect dimension sampling are crucial 
parameters for ensuring no truncation artefacts and ensuring all exchange information is 
displayed in the T2-T2 plots. To ensure robust indirect dimension sampling, a rule for sampling 
was introduced.  
A standard 2D spin-echo velocity imaging sequence was introduced and validated for a packed 
bed in Chapter 4. The sequence was validated by comparing the calculated flowrates to the 
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macroscopically measured flowrates. However, due to the increase in high-shear regions at 
higher velocities, the pulse sequence only remains quantitative for interstitial Reynolds 
numbers (𝑅𝑒) below 136 and 72 for the ballotini and silica packing, respectively. The pulse 
sequence was extended to 3D where its quantitative nature was also proven. To accelerate 
data acquisition, Chapter 5 combined the velocity techniques of Chapter 4 with compressed 
sensing (CS). An optimal undersampling pattern was developed and a 75% reduction in time 
was achieved for the 3D velocity imaging sequence. Using the technique to image fines 
deposition, pore-scale deposition features were in accordance with literature observations, the 
calculated flowrate further coinciding with the macroscopically measured value. Thus, the 
validity of a 3D CS velocimetry technique for the study of fines deposition was confirmed.  
Using the principles outlined in Chapter 3, Chapter 6 established T2-T2 as a technique that 
can be used in packed beds to measure in situ exchange rates and subsequent mass transfer 
coefficients. These conclusions were founded upon measurements of gaseous methane flowing 
through a packing of 𝛾-alumina. Although no statistical deviation between the exchange rates 
was registered for the flowrates tested, the mass transfer coefficients were in accordance with 
a robust literature mass transfer correlation. Furthermore, at very low Schmidt numbers, the 
NMR obtained values illustrated that traditional mass transfer coefficients can under-predict 
mass transfer coefficients in excess of 96%, depending on the 𝑅𝑒 of the system. Such an 
underestimate was shown to be caused by incorrect assumptions behind the traditional mass 
transfer measurement methodologies – neglect of channelling, dispersion, and radial 
concentration gradients. 
Chapter 7 further extended the techniques outlined in Chapter 6, measuring in situ chemically 
selective mass transfer coefficients. After modification to the T2-T2 pulse sequence, exchange 
times were acquired for each component in a mixture of gaseous ethane and ethene flowing 
over a packing of 𝛾-alumina. Although trend was evident between exchange rates at different 
flowrates or for the different gases, the mass transfer coefficients at the lower flowrates were 
in accordance with a robust literature mass transfer correlation. For the flowrates tested, the 
correlation predicted an expected exchange rate change between 55 and 71% of the highest 
flowrate value. As this predicted change remains within the measured experimental error and 
data variation, it explained why no differences were observed in the exchange rates for the 
flowrates tested.   
Chapter 8 combined the methodologies for hydrodynamic imaging and mass transfer 
characterisation to study a bed undergoing fines deposition where the fines facilitated mass 
transfer. For just under a five time increase in the pressure drop caused by more fines 
depositing, the exchange rate decreased by 64%. In addition, it was illustrated that standard 
correlations will over-predict the mass transfer coefficient by 70% if fines deposits are not 
accounted for; however, this difference may be even greater for higher 𝑅𝑒 or more fines deposits. 
With the aid of Monte Carlo simulations, it was demonstrated that the exchange rate and 
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mass transfer coefficient decrease was caused by a combination of a voidage loss, surface area 
loss, morphology change and interstitial velocity changes. Secondly, hydrodynamic 
measurements were coupled with a pore analysis to elucidate the fines deposition mechanism 
on a pore-scale. It was found that the overall principle guiding deposition is that deposition 
will occur in pores that contain some fines containing flow passing through it – fines will be 
very unlikely to deposit in pores that are completely stagnant or completely fast flowing. 
Furthermore, within the pores, fines deposition is more likely in sub-pore regions which are 
stagnant. In addition, some larger scale features that manifest from this pore-scale deposition 
mechanism were also noted. Transverse profiles of the fines deposits illustrated that fines 
deposit preferentially in the bed centre, after which they will begin to deposit in the outer 
regions of the packing. Channelling was also observed in the packing, remaining relatively 
unchanged for higher fines loadings. Additionally, as more fines deposit, the quantity of 
stagnant regions was observed to increase. Lastly, re-entrainment and other previously 
recorded phenomena were observed, such pendants and cavern sites.  
Using identical methodologies to Chapter 8, Chapter 9 studied the same hydrodynamic and 
mass transfer properties of packed beds as a function of fines loading; however, unlike the fines 
used in Chapter 8, the fines used in Chapter 9 blocked mass transfer. Despite some different 
macroscopic patterns in the fines deposits, the underlying pore-scale fines deposition 
mechanism was discovered to be the same as the one outlined in Chapter 8. Results illustrated 
that verifying models by macroscopic experimental variables alone will not be a robust 
indicator of pore-scale deposition phenomena. In addition, for just under a five time increase 
in the pressure drop (or equivalently fines amounting to 30% of the original bed volume), the 
exchange rate and mass transfer coefficient decrease by 70% and 47%, respectively, compared 
to a clean packed bed. For similar voidages, no statistical difference was noted between the 
exchange rates of this chapter and those of Chapter 8. Supporting this finding, Monte Carlo 
simulations also illustrated a 33% decrease in the number of exchanging molecules when a 
barrier to mass transfer is imposed. These conclusions highlighted the fact that the properties 
of the fines themselves appear to be irrelevant for mass transfer studies – instead, correct 
geometrical and hydrodynamic features are essential for correct mass transfer rate predictions.  
10.2 Future work 
The suggestions for future work can be grouped into two areas: those which utilise the mass 
transfer methods of Chapter 6 and 7 and those which combine these methodologies with the 
hydrodynamic methodologies of Chapter 4 and 5. Each will be discussed separately in the 
ensuing sections.   
10.2.1 Mass transfer 
Much opportunity exists to extend the in situ mass transfer techniques introduced in Chapter 
6 and 7. Firstly, as the gas mixture studied in Chapter 7 was ideal, it is suggested that the 
chemically selective T2-T2 pulse sequence be applied to a non-ideal mixture with separable 
 
 
274 
chemical shifts. A mixture of acetone and fluorobenzene would be ideal for further 
investigation, possessing a chemical shift separation of approximately 4 ppm. Alternatively, a 
mixture of 1-decene (or similar alkanes with one saturated bond) and acetone could be studied, 
as some peaks exist with a chemical shift separation of approximately 3 ppm. However, as 
such substances exhibit J-coupling, the CPMG sections would need to be replaced by 
PROJECT sequences. Overall, these experiments with non-ideal mixtures should provide 
insight into the mass transfer coefficient variation for a single component when it is combined 
with a substance that it does not act ideally with; it may additionally provide insight into how 
an increase in the chain length affects mass transfer if the chain length of the alkene is varied.  
In systems such as the one-pot biomass reactor, as the reaction proceeds, more non-polar 
alkanes will be formed that interact with the polar water; the alkanes also undergo reactions 
that increase its chain length. Such products are known to create highly non-ideal mixtures 
[1]. Describing and quantifying how the mass transfer coefficient changes as such a reaction 
proceeds will enable better prediction and design of such processes. Furthermore, the 
understanding generated from such a study may find application in current processes, for 
example in reactors that contain mixtures of acetone-water, ethane-acetone or acetone-
cyclohexane which are known to exhibit non-ideal behaviour and are of industrial relevance 
[2].  
Secondly, extending the methodologies outlined in Chapter 6 and 7 to two-phase flow may 
provide useful insight into mass transfer in two-phases. Due to the T2-T2 pulse sequence being 
limited by the washout effect during the long encoding times, only slower liquid flowrates in 
the trickle flow regime can be studied. To simplify initial experiments, a packing of silica with 
water flow with an inert gas such as nitrogen provides the most obvious choice of materials. 
Indeed, an in situ measurement of the mass transfer coefficient using a different NMR method 
was found to agree with literature correlations of similar hydrodynamic conditions, highlighting 
the importance of accurately capturing the hydrodynamics for accurate mass transfer 
measurements [3]. However, the study did not further pursue how different hydrodynamic 
conditions in the trickle flow regime will affect mass transfer. Furthermore, as the technique 
requires time-consuming pre-calibration, the T2-T2 method may possess a significant advantage 
in allowing a plethora of different hydrodynamic conditions to be studied in a shorter time, 
providing a deeper understanding of how the gas and liquid flow rates and the amount of 
wetting affect the mass transfer coefficients. Finally, as the one-pot biomass reactors often 
operate in two phases, these studies may also elucidate the mechanisms of two-phase mass 
transfer in such processes.    
Lastly, an avenue that may be of interest is the extension of techniques in Chapter 6 and 7 to 
low field NMR. Because of the affordability of low field NMR machines, integrating a magnet 
into an industrial catalyst screening process will not be an economic hindrance. As the 
screening process may be able to classify different catalysts according to their mass transport 
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and surface adsorption properties [2], this may potentially circumvent the need for reactors 
that determine the catalyst activity and selectivity.  
10.2.2 Mass transfer and hydrodynamics 
Following on from the Monte Carlo (MC) simulations of Chapter 8 and the known impact of 
particle shape upon deposition [5, 6], further investigations into how specific geometries affect 
the mass transfer rates and fines deposition are suggested. Perhaps shapes that maximise mass 
transfer and reduce fines deposition may be discovered. However, it is suggested that the MC 
simulations are first used as a ‘screening’ tool, providing an understanding of what shapes may 
be superior, which can then be verified by experiments. Aside from the importance of such 
studies for general reactors and packed beds, it finds particular relevance in one-pot biomass 
reactors where the packing structure varies over time as the lignocellulose dissolves. Such 
studies may offer insight into how packing shape changes affect the mass transfer rates and 
the quantity of coke deposits, providing suggestions for better reactor design, woodchip shape, 
and woodchip packing.  
Hydrodynamic studies and chemically selective T2-T2 measurements may provide useful insight 
into coking reactions. For preliminary NMR studies, octene hydrogenation is an ideal example, 
the chemical shift of approximately 4 ppm existing between some peaks of 1-octene and octane. 
As the reaction proceeds, it is suggested that chemically selective T2-T2 measurements be taken 
to measure the mass transfer coefficient. This may quantify how the mass transfer coefficients 
used from standard correlations may seriously over-predict the mass transfer coefficient when 
coking occurs. Furthermore, such insight will be invaluable for one-pot reactor design and 
prediction, as these reactors also produce large amounts of coke. It may also provide a 
foundation for not previously attempted studies that combine a fines deposition model with a 
coke deactivation model. 
Lastly, the most difficult of all future work suggestions involves placing biomass feedstocks 
into the reactor. Some ideal feedstocks that may be of interest for initial studies include blocks 
of cellulose or hemicellulose. In conjunction with NMR spectroscopic techniques, it may be 
possible to correlate the production of certain chemicals (and thus the favoured reaction 
pathway) with various mass transfer and hydrodynamic effects. If possible, this will 
undoubtedly aid better design of one-pot reactors, perhaps enabling them to become 
economically viable in the future.   
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