Abstract. The promises of multimodal interaction to make interaction more natural, less error-prone and more enjoyable have been controversially discussed in the HCI community. On the one hand multimodal interaction is being adopted in fields ranging from entertainment to safety-critical applications, on the other hand new forms of interaction techniques (including two-handed interaction and speech) are still not in widespread use. In this paper we present results from a usability evaluation study including eye-tracking on how two mice and speech interaction is adopted by the users. Our results show evidence that two mice and speech can be adopted naturally by the users. In addition, we discuss how eye-tracking data helps to understand advantages of two-handed interaction and speech.
Introduction
Making interaction more natural is one of the promises of multimodal interfaces. Research on evaluating multimodal interfaces dates back to the mid 1980s [5] and since then it is seen as a promising approach to improve desktop interaction techniques. Multimodal interaction techniques are considered as a potential way to increase communication bandwidth between users and systems and to enhance users satisfaction and comfort by providing a more natural way of interacting with computer systems [5] , [6] .
Several studies have shown that using two pointing devices in a normal graphical user interface is a more efficient and understandable interaction than using basic mouse and keyboard [8] , [19] , [28] . On the one hand there exists a strong foundation on two-handed input (see [15] for an overview), on the other hand still two-handed interaction and speech is not in common use. This might have various reasons. In addition to subjective factors like comfort and satisfaction, increasing communication bandwidth between users and systems can have a significant impact on efficiency. For instance the number of commands triggered by the users within a given amount of time and the error rate (typically both the number of slips and mistakes made by the users [26] ), are influenced by the user interface and its underlying interaction techniques. While complementarity of modalities can be used to reinforce and clarify the communication between the users and the system [23] , studies of Dillon et al. [9] and by Kjeldskov and Stage [21] "unsurprisingly" revealed that when multimodal interfaces are poorly designed they are neither better understood nor more efficient than any other user interface offering more standard interaction techniques. In order to determine the impact of modalities on interaction, many empirical studies have been carried out:
• Showing how usability and user acceptance is influenced by new devices and novel interaction techniques: [7] , [16] ; • Showing that the perceived usability is impacted according to the kind of tasks performed [10] , [18] and according to the context of use (e.g. indoor x outdoor conditions, mobile applications) [2] ; • Trying to assess the accuracy of multimodal interaction for given tasks: [3] , [20] .
Based on these findings, this paper reports research work aimed at exploring if two mice and a speech recognition system can be easily adopted by novice users. To investigate the usage of two mice and speech, in terms of usability we conducted a usability study including eye-tracking. We used eye-tracking to explore eye-gaze and hot spots when using various combinations of two mice and speech. We additionally explored possible interferences of multimodal interaction with cognitive load. This evaluation has been carried out on a multimodal interface of a safety critical interactive command and control system for satellite operations.
Evaluating Two Mice and Speech
We want to explore if two mice and speech (which a rarely used combination of input devices) can be naturally adopted by novice users. Our hypothesis is that two mice and speech are adopted quickly and new forms of interaction techniques are discovered by non-experienced users easily. We assume that speech becomes natural to interact with the system, even though combined with two mice as graphical input devices.
To prove our hypothesis that two-handed interaction and speech is adopted quite easily and quickly by users, we performed a usability study. Usability evaluation studies seem to be a preferred strategy for the evaluation of multimodal interfaces because it allows the investigation of how users adopt and interact with multimodal technology providing valuable information about the general usability and the user experience. Several types of user testing have been conducted for multimodal interfaces in both usability laboratories and in the field revealing user preferences for interaction modalities based on factors such as acceptance in different social contexts, noisy and mobile environments [18] . An overview on new forms of usability evaluation methods for multimodal interfaces is presented in [4] .
We used eye-tracking to gain some insight in usage patterns for two mice, and how speech influences the usage of the two mice. Additionally we explored eye-tracking as a mean to measure users' cognitive load. Using eye-tracking in usability studies combined with some forms of think-aloud is still discussed controversially in the literature. One of the reasons is that think-aloud might increase people selfconsciousness and thus prevents them from behaving naturally [11] . Additionally, we will evaluate to which extend eye-tracking data adequately represents cognitive load [25] .
Usability Evaluation Study
The goal of this usability evaluation study was to show that two handed interaction and speech can be naturally adopted by users, and that two-handed interaction or speech helps to reduce the cognitive load and necessary attention compared to normal mouse input. Next section presents informally the system on which the usability evaluation has been carried out. Then, the experiment (participants, setup and procedure) will be detailed. The section is concluded with the presentation of the results of the experiment and their interpretation according to the hypothesis presented above.
Informal description of the system used
This system has been built within a research project funded by CNES (French National Study Center on Space). The project was meant at defining a formal description technique capable of describing multimodal interfaces and multimodal interaction techniques in a complete and unambiguous way. This work defining extensions to an existing formal description technique called Interactive Cooperative Object (ICO) [1] , which is based on object Petri nets and Objects. These extensions allowed us to describe unambiguous temporal behaviour of the speech-based interaction technique and how speech commands impact the temporal evolution of the graphical representation. The formal specification of the behavior of such multimodal interaction techniques is given in [22] .Beyond these software engineering aspects, the usability of the system was one of the main concern of the part of the project reported in this contribution. Indeed, such safety critical systems require certification by independent authorities prior to deployment and human factor certification is a critical aspect of that certification phase.
The system lies in the domain of Space Ground Systems that can be found in satellite control rooms [24] . The main goal of the system is to monitor a satellite making it possible for the controller to access any component of the satellite. This goal is separated into three main tasks: monitoring temperature, monitoring electricity consumption and locating hardware components in the satellite by moving the 3D image representation (see Figure1). In this application multimodal interaction takes place both while using special buttons ( Figure 2 ) for navigating and changing the point of view of the 3D model, and while interacting with a range slider widget for selecting the temperature and the consumption (see Figure 4 ). The speech recognition system recognizes two words: "fast" and "slow", which are used to increase or decrease the speed of visual display (movement of the 3D graphical representation of the satellite). The user can use speech interaction at any time she wants. Two-handed synergistic interaction is available on some interactors (see Figures 2 and 4 ) allowing users to manipulate both left and right input device at the same time.
Fig 2.
Possible multimodal interactions using 2 mice for tow-handed interaction (rotating the satellite) and speech input.
Participants
We asked 11 participants to take part in our usability evaluation study. Participants were recruited within the university including students and staff members. We selected four female and seven male participants, four of them with former experience on new forms of interaction techniques (pen input, special controllers and joy-sticks) Navigation buttons
Speech feedback
Mouse cursors and seven with low or no experience of new forms of interaction techniques. We excluded people wearing eye-glasses in the selection process. Thus we could unfortunately not reach an equivalent distribution of male and females. 8 participants use the right hand for mouse input, 3 participants the left hand for mouse input. Age ranged from 21 to 26 years, with a mean of 22.9 years. All participants used the PC for more than 4 years (mean 10 years of usage), around 4.5 hours per day for work and 2.95 hours per day for work with the Internet at every day of the week (except one participant using the PC only 5 days/week). 9 out of 11 participants stated that they play games, about one hour per day (mean).
Set-up
For the usability evaluation study the participant was seated in front of a table, the eye-tracking device in front, and a laptop on a box in front of the participant. Two mice (left and right from a normal keyboard) were positioned on the table (see Figure  3) . The participant used a headset around the neck for speech input. Additional to the eye-tracking, we used two cameras and a microphone for recording the scene and the user interaction. Additionally we captured the screen of the application. 
Procedure
The participants got a short introduction about the usability study. We asked them to describe in the beginning of the task, what they intended to do, and if possible to think aloud during task completion. If participants naturally stopped the think-aloud because of the speech interaction, we did not force them to continue. We decided to use think-aloud as additional direct mean of providing useful insights in the usage of multimodal interaction, especially to offer insights in possible difficulties encountered while using the system. The data from eye-tracking thus has to be interpreted carefully, as think-aloud might interfere with cognitive load. However, the interaction technique was not influenced by the think-aloud, as speech was only used in two tasks of the study and simply consisted of two words.
Starting the usability study, participants answered some preliminary questions regarding the usage of other interaction techniques and games. Then the eye-tracking system was calibrated using 16 points on the screen to make calibration as good as possible. We used the Tobii x50 eye-tracker. None of the participants was wearing eye-glasses. One participant had lenses. The calibration was acceptable for all users.
After the calibration an introduction to the system and its basic functions was given (see Figure 1 for a screen-shot of the prototype in use). During the following training phase the user was introduced to the possible usage of the system using two mice and speech. The usability study included 6 tasks. After the completion of the tasks we made a short interview and participants filled out a questionnaire. Task 1 was to make only one component of the system visible. This task was a slight variation of one of the tasks during training. All participants solved this task, showing that they were able to perform basic interaction on the system. In task 2 all components of the satellite with a temperature higher than 4 degrees °C should be made visible. This task is only solvable if the participant goes through the long list of all the components and requesting display of the temperature of each component. Task 2 should involve two-handed interaction. Task 3 was to locate a special component and to show all the components surrounding it (using two-handed interaction and speech) Task 4 was a variation of task 2. All components between 4 and 9 degrees should be shown and the number of components should be given. The main goal was to show that after short training (in task 2) two-handed input becomes more frequent in use. In task 5 participants were requested to show the antenna of the satellite on the full screen as quickly as possible, and task 6 to show the anchor of the antenna as quickly as possible too. Task 5 and 6 should involve speech input. To enforce speech input usage, we made the system considerably slower displaying graphical output.
After the performance of the tasks, an interview was carried out. During that interview the participants were asked to fill in two questionnaires. One questionnaire addressed system's usability (SUS). The other questionnaire was used to indicate how active or passive the system was during usage. This active/passive questionnaire was adopted from the AttrakDiff [14] . Table 1 gives an overview of number of tasks successful completed, the tasks completed with help (help was defined for each task, for example during task 3, after 3 minutes all participants needed a hint to look more closely on the available functions in the interface) and tasks not completed at all or not completed because of reaching the time limit. In addition, the mean duration for performing the tasks is given. During the task we tried to give hints for function and usage of the program, to avoid, that functions not found interfere with the usage of the interaction technique. This explains the high percentage of tasks completed with help. Participants started to perceive tasks as easier during the test. We interpret the better ratings as a natural adoption of the interaction technique. The fact of easier usage was also reported by nearly all participants during the interview. Table 1 . Overview of completed tasks and their ratings. (*) unfortunately one rating could not be reconstructed during transcription, the mean rating is based on N=10.
Results

Two-Handed Interaction and Speech
The participants adopted the interaction with two mice quite naturally. Most of them started to use two mice interchangeably. They selected a specific component in the list using left mouse, and then performing an action using the right mouse. This behavior (influenced by the relative position on the GUI) was even shown by lefthanded participants. Table 2 gives an overview of the interaction techniques used by the participants during the execution of the six tasks. Table 2 . Interaction Techniques used during the performance of the six tasks: First column presents dominant vs non-dominant mouse usage (adding up to 11 participants); last column reports the number of time speech has been used additionally.
During task 1 the participants mainly used the mouse of their dominant hand to solve the task. Task 2 already shows an increase in two-handed interaction. The increased usage of the two-handed interaction-technique was supported by selecting a task including many repetitive elements (each component had to be selected on its own to solve the task). Depending on the strategy of the participant to solve task 3 they started to use two-handed interaction or speech to solve the task. Task 4 was closely related to task 2. The increase of using the two-handed interaction is quite impressive. This might be explained by the fact, that the attention needed for problem solving during the task is shifted, increasing the number of people using the twohanded interaction technique. The problem description of task 5 included the formulation "as fast as possible". 7 out of 11 participants started to use speech to solve the task faster. The other participants used a specific function in the system to solve the task (just taking seconds to reach the solution). Task 6 again included the request to solve this task in minimal time. 9 out of 11 participants started to use voice to speed up the visualization process.
Noticeable during the whole usability study is that one participant started to move the hand away from the non-dominant mouse during several tasks (for example during task 4; this was the only user not using other interaction forms). On the other hand, two participants started to use the two-handed input not only interchangeably but really synergistically in trying to rotate the point-of-view of the satellite not only for one axis but two (task 6), or to use the slider for the temperature left and right at the same time (task 4). In one case the user started to use two mice in parallel ( Figure  4 ), but completely forgot to use speech (while ALL other users used speech and only one mouse to complete task 6).
The standard usability scale (SUS) indicated that participants thought that the usability of the system could be considerably improved. SUS scored 59,6 on a scale from 0 to 100 indicating quite some potential to improve usability. Ratings on the adjective scales showed, that people thought that the system is best described using attributes like new, original and innovative. The highest ratings for negative attributes referred to boring, unpleasing and clumsy.
Eye-Tracking
User intent and cognitive load is very difficult to asses during a normal usability study using thinking aloud [17] . To quantify cognitive load and user intent eyetracking data is used as a possible objective measure. The three measures most commonly used are the number of fixations and the mean fixation duration, gazing time and saccade rates [25] . The number of fixations in each area of interest (AOI) is said to be negatively correlated with search efficiency and task efficiency [25] . Psychologists investigated eye-tracking as to provide insights on problem-solving, reasoning or search strategies. [17] gives an overview of measures used in eyetracking studies and related evidence for corresponding cognitive processes. According to [12] the overall number of fixations indicates less efficient search. More fixations on a particular area indicate that this area is more noticeable, or more important to the viewer. Longer fixation duration can indicate difficulty in extracting information. We computed overall numbers of fixations, target fixations (fixations on targets divided by total number of fixations [13] ), average fixation time and transitions between areas.
We defined several areas of interest, especially the navigation area, temperature slider, component list and satellite depiction. The overall number of fixations in the respective areas of interest defined, showed no significant trend of less efficient search in any of the areas. Same holds true for differences on number of fixations and target fixations. The average fixation time showed a tendency that areas related to navigation, selection of objects or temperature selection showed longer average fixation times compared with menu options or the satellite depiction. For example in task two the average fixation time in the area of interest "temperature slider" was 386 ms compared to 259 ms for the satellite. The extensive eye-tracking data analysis showed that average task duration was ways too high to allow meaningful and reliable interpretation of the data captured.
Long task durations and variations within the interaction technique usage might deeply influence the eye-tracking data. We thus decided to look more closely on the specific usages of interaction techniques during task execution.
To interpret the eye-tracking data in more detail, we classified all scenes of twohanded mouse interaction and usage of mouse and speech. The interaction technique was used mainly alternating (selection of a component in a list with the mouse in the non-dominant hand, performing the action with the mouse in the dominant hand). We additionally looked closer at participants trying to interact synchronously (using two mice at the same time, using mouse and speech at the same time). For synchronous usage in technical terms we could only classify a small number of cases. To investigate the fact of synchronous usage in detail we will implement a logging tool.
From the tasks described above we want to explain the selection of the temperature as one typical example. We classified the selection of the temperature based on the interaction technique used. As the selection of temperature could be used in two tasks we could classify 17 cases for usage with only one mouse and 3 cases of multimodal usage. The mean number of fixations while solving the task with one mouse was 41.45 fixations, when using two mice only 9.73 fixations occurred. More overall fixations normally indicate a less efficient search [25] . We interpret this gap as support for multimodal interaction, making solution of the task more efficient when using two mice.
Comparing the multimodal selection of components in a list with the singlemodality selection, the same trend can be shown, that multimodal interaction shows less fixations compared to normal interaction with one mouse.
Fig. 6: Hot spots during speech interaction
We identified 14 instances of using speech while rotating the satellite. Unfortunately we could only identify one instance of synergistic usage of two mice to solve the same rotation task. Using speech the mean number of fixations in the areas of interest of the satellite (54.09 fixation in the AOI) , the orientation control area (4.36 fixations) and the position control area (5.18 fixations) show that number of fixations are lower when using speech compared to multimodal interaction. The interaction with two mice showed more fixations in these areas (62 fixations for the satellite but 8 for the orientation and 18 for the position). Speech reduces the number of fixations. Taking the overall fixation count, the number of fixations while using two mice is 643 fixations in the menu area compared to only 100 fixations in the same menu are while using speech. People tended to look at the satellite while using speech interaction (758 fixations compared to 332 fixations in the two mouse interaction condition).
Gaze-time shows the same trends as the number of fixation. The average fixation time was about the same for all interaction techniques (ranging from 300 to 500 ms). We currently explore these results in another usability evaluation study to measure time to first fixation more accurate. Observing the gaze during two-handed interaction shows that people are not looking at the mice while interacting. Participants tend to look at the interface elements. Figure 5 shows typical gaze plots when interacting with two mice.
Participants tended to look at the satellite while rotating with speech, ignoring additional input possibilities with the mouse. Figure 6 shows the hot spots during speech interaction.
Summary
The usage of three input devices (two mice and speech) is naturally adopted by users quite rapidly. Users reported in the final interview that they quickly adopted the interaction technique involving these devices, in terms of usage. They reported that continuous use made usage easier. The usability study showed that that eye-tracking data can be used to investigate usage of multimodal interaction technique. People tend to ignore visual input possibilities while using speech, on the other hand they forget to use speech, when performing two handed interactions Eye-tracking data shows tendencies that speech reduces the number of fixations compared to two handed interaction. Some cases indicated, that eye-gaze is reduced when using two mice, compared to one mouse. Multimodal interaction with two mice shows advantages compared to one mouse, making task completion more efficient. Usage of two mice or usage of mouse and speech shows less cognitive load (in numbers of eye fixations) than when only one mouse is used.
Due to the rather limited number of users, results and interpretations presented above have to be handled carefully. Further experimental studies have to show if the data presented above can be generalized. Overall eye-tracking should be used to further explore multi-modal interaction in experiments to lay the ground for further usage of this method in the area of usability evaluation of safety-critical systems.
Conclusion and Future Work
This paper has presented the evaluation of a multimodal user interface featuring synergistic multimodal interaction techniques exploiting two mice and a speech recognition system. We have shown that multi-modal interaction with two mice and speech can be quickly adopted by novice users. Eye-tracking data indicated that speech reduces the visual focus. Two-handed interaction does not result in additional eye-gaze compared with single mouse usage.
Some remaining issues are related to the low level interaction technique exploiting the input devices. Indeed, as stated in the introduction, the interaction technique has been fully modeled using the ICO formal description technique. While building the models we had to define aspects like acceleration of the mouse cursors (both for the dominant and non dominant hand) temporal interval for fusing the events produced by the various input devices, etc. Such temporal elements have been modeled using the notation and their actual value might have a significant impact on the usability results presented above. For instance, informal evaluation has shown that acceleration of mouse cursor should be smaller on the non dominant hand with respect to the dominant one.
To explore the eye-tracking data we want to connect the eye-tracking software with our modeling software PetShop (that allows editing, verifying and executing ICO models) to study first fixations and dynamic stimuli in more detail.
This work belongs to a more ambitious work aiming at providing methods, techniques and tools for the engineering of safety critical interactive systems. Beyond the low level interaction technique issues raised above we also consider higher level concerns like meaningful tasks carried out by users. This will be done by exploiting the formal models to support usabiliy evaluation. Such support can be achieved by generating test cases from the models and thus providing pertinent scenarios to be evaluated via usability techniques as the ones presented in this paper. Such scenarios will be designed in such a way that they will cover all the low-level interaction aspect that have to be evaluated and thus enable designer to assess whether the interaction technique requires additional improvement or if the new design has a positive or negative impact on users' performance (with respect to previous designs).
