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On projections of arbitrary lattices
Antonio Campello, Joa˜o Strapasson, Sueli Costa
Abstract
In this paper we prove that given any two point lattices Λ1 ⊂
R
n and Λ2 ⊂ Rn−k, there is a set of k vectors vi ∈ Λ1 such that
Λ2 is, up to similarity, arbitrarily close to the projection of Λ1 onto
the orthogonal complement of the subspace spanned by v1, . . . ,vk.
This result extends the main theorem of [1] and has applications in
communication theory.
It was recently proved [1] that any (n − 1)-dimensional lattice can be
approximated by a sequence of lattices such that each element is, up to
similarity, the orthogonal projection of Zn onto a hyperplane determined by
a linear equation with integer coefficients. As a consequence of this fact,
such projections can achieve packing densities arbitrarily close to the one of
the best lattice packing in Rn−1. A natural question that arises from this
result is whether it still holds for other lattices than Zn. We give a positive
answer to this question by showing that any (n−k)-dimensional lattice can be
approximated by sequences of projections of any lattice in Rn, generalizing
the main theorem of [1]. The main result of this paper is the following:
Theorem 1. Let Λ1 be a n-dimensional lattice and Λ2 a (n−k)-dimensional
lattice with Gram matrix A. Given ε > 0, there exists a set of vectors
{v1, . . . , vn} ⊂ Λ1, a Gram matrix AV for ΛV (the projection of Λ1 onto
the orthogonal complement of the subspace V spanned by the vectors vi) and
a number c such that:
‖A− cAV ‖ < ε. (1)
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Let Λ be a lattice in Rn. Theorem 1 implies, for instance, that the search
for good (n − k)-dimensional lattice packings can be regarded as a search
for vectors vi in Λ such that the projection of Λ onto V
⊥ has good density.
It is worth remarking that good lower bounds on the existence of dense
projection lattices were derived in previous works (see [2] and [3]) through
only geometric arguments. Furthermore, the approximation of an arbitrary
lattice by a sequence of lattices with additional structure is a technique that
has found useful applications in the context of sphere packings. For instance,
dense subsets of lattices (in the sense of [4, p. 126]) were previously studied
in [5, Ch. 1], [?, Ch. 4], [6], and are important for the establishment of the
celebrated Minkowski-Hlawka lower bound on the existence of dense lattice
packings [?, Ch. 4], [7, p. 14]. In a more general context, periodic packings
are used to prove sharp bounds for the density of the best sphere packing
(not necessarily a lattice packing) in [8].
Projection lattices naturally arise in the context of lattice packings. The
densest packing in two dimensions, A2, is equivalent to the projection of Z
n
onto (1, 1, 1)⊥ and, in general, A∗n is the projection of Z
n onto (1, . . . , 1)⊥.
Furthermore, the densest known packings in dimensions 6 and 7 (E6 and
E7) can be defined as the intersection of the so-called Gosset lattice E8 with
certain hyperplanes determined by minimal vectors in E8 [7], hence the duals
E∗7 and E
∗
6 are exact projections of E8. The problem of finding projections of
Z
n with good packing density arises in the communication framework linked
to error control for continuous alphabet sources, which is described in [2].
In [9], it is discussed how more general projections as presented here can be
applied to this communication problem.
The proof of our main result, Theorem 1, is constructive and follows
similar lines to the ones of [1]. For this proof, a characterization of primitive
subsets in a lattice given in the next section is fundamental. The same
characterization was recently used in [?] to make possible constructions of
new record dense packings in some dimensions. The construction presented
in Equation (11) is a generalization of the construction in Section V of [3],
what leads to a result for general lattices and projections onto subspaces of
higher codimension, extending what is done for Zn in [1]. Examples and
further questions are presented in Sections 4 and 5.
1 Preliminaries
Let {g1, . . . , gm} be a set of m linearly independent vectors in Rn. A (point)
lattice Λ ⊂ Rn with basis {g1, . . . , gm} is defined as the set:
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Λ = {α1g1 + . . .+ αmgm | α1, . . . , αm ∈ Z} .
A matrix G whose rows are the basis vectors gi is said to be a generator
matrix for Λ. The matrix A = GGt is called a Gram matrix for Λ and the
value det Λ = detGGt is the determinant or discriminant of Λ. Two matrices
G and Gˆ generate the same lattice if there is a unimodular matrix U such that
G = UGˆ. Although a lattice has infinitely many bases, the value det Λ is an
invariant under change of basis. We say that a set of vectors {v1, . . . , vk} ⊂ Λ
is primitive if it can be extended to a basis v1, . . . , vk, vk+1, . . . , vm of Λ. If
vi = aiG, ai ∈ Zm, then a necessary and sufficient condition for a set of
vectors to be primitive is that the gcd of the k×k minor determinants of the
matrix [at1,a
t
2 . . .a
t
k] equals ±1 [4].
Two lattices are said equivalent if there exists a similarity transformation
that takes on into another. Equivalently, two lattices with generator matrices
G1 and G2 are equivalent if there exists an unimodular matrix U , an orthogo-
nal matrix Q and a nonzero number c such that G1 = c U G2 Q. Equivalent
lattices have the same density, as well as other geometric properties (see [7]
for undefined terms).
The dual lattice Λ∗ is defined as:
Λ∗ = {x ∈ span(G); 〈x,y〉 ∈ Z, ∀y ∈ Λ} ,
where span(G) = {xG;x ∈ Rm}. If G is a generator matrix for Λ, then
(GGt)−1G generates Λ∗, hence det Λ = (det Λ∗)−1. We say that Λ2 is a
projection lattice (of Λ1 ⊂ Rn) if it is obtained by projecting all vectors of
Λ1 onto some subspace H ⊂ Rn.
Given a matrix M , we denote ‖M‖
∞
= maxi,j |Mij |. The n× n identity
matrix is denoted by In. The standard big O notation is adopted in this
paper i.e., given two functions f(w) and g(w) we say that f(w) = O(g(w)) if
there is a constantM and w0 > 0 such that |f(w)| ≤M |g(w)| for all w > w0.
2 Main Result
Let Λ be any n-dimensional lattice with generator matrixG and let {v1, . . . , vk}
be a primitive set of vectors in Λ. If we denote by V the matrix whose rows
are the vectors v i, then an orthogonal projector onto V
⊥ (the orthogonal
complement of the subspace spanned by the vectors v i) is given by:
P = In − V t(V.V t)−1V.
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Since V is a primitive set of vectors, it can be extended to a basis of Λ
i.e., if V = AG for A ∈ Zk×n, there is a matrix U ∈ Z(n−k)×n such that Λ is
also generated by:
[
A
U
]
G =
[
V
U G
]
. (2)
As a generator matrix for ΛV , the projection of Λ onto V
⊥, we can choose:
GV = UG
(
In − V t(V.V t)−1V
)
, (3)
which corresponds to the last n− k rows of the product of the matrix (2) by
P . We have the following lemma:
Lemma 1. The discriminant of ΛV is given by:
det ΛV =
det Λ
det(V V t)
. (4)
Proof. From the equality (2), we have
det Λ = det
[
V
U G
]
.
[
V
U G
]t
= det
[
V V t V GtU t
UGV t UU t
]
=
(a)
= (det V V t) det
(
UGGtU t − UGV t(V V t)−1V GtU t) = (det V V t) det ΛV ,
where the equality (a) follows from evaluating the determinant by blocks.
Next, we assume without loss of generality that G is upper triangular:
G =
[
G1 G2
0 G3
]
, (5)
with G1 and G3 upper triangular matrices with dimensions k × k and (n −
k) × (n − k), respectively. Any generator matrix can be put on that form
through a similarity transformation, thus generating an equivalent lattice. In
other words, for any generator matrix G′ for Λ, we can obtain an orthogonal
matrix Q and an upper triangular R such that G′ = RQ for instance, via
a RQ factorization [10] (or a Gram-Schmidt orthogonalization on its rows
starting from the last one). This way, the lattices generated by G′ and R are
equivalent, and we can set G = R.
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Now, suppose that A =
[
Ik | Aˆ
]
∈ Zk×n and V =
[
G1 | Vˆ
]
= AG. If we
consider the matrix
M =
[
−G−t3 Vˆ t G−t1 | G−t3
]
, (6)
then we have the following lemma:
Lemma 2. Let Λ be a lattice with generator matrix (5) and let ΛV be the
projection of Λ onto V ⊥ where
V =
[
G1 | Vˆ
]
=
[
G1 | G2 + AˆG3
]
,
with Aˆ ∈ Zk×(n−k). If Λ(M) is the lattice generated by the rows of the matrix
M in Equation (6), then:
Λ(M) = V ⊥ ∩ Λ∗ = Λ∗V (7)
Proof. We first prove that Λ(M) ⊆ V ⊥ ∩Λ∗. Let x ∈ Λ(M) i.e., x = uM for
u ∈ Zk. Then
xV t = u
[
−G−t3 Vˆ t G−t1 | G−t3
] [
G1 | Vˆ
]t
= u(−G−t3 Vˆ t +G−t3 Vˆ t) = 0k×n,
hence x ∈ V ⊥. Also, if y = wG is an element of Λ then
〈x, y〉 = wGM tut = w
[ −Vˆ G−13 +G2G−13
In−k
]
ut = w
[
Aˆ
In−k
]
ut ∈ Z,
therefore x ∈ Λ∗, proving the inclusion.
Now, we will prove that V ⊥ ∩ Λ∗ ⊆ Λ∗V . Let x ∈ V ⊥ ∩ Λ∗ and let P be a
projector onto V ⊥. Any element in ΛV is given by uP where u ∈ Λ. Hence:
〈x,uP 〉 = uPxt = uxt ∈ Z,
since u ∈ Λ and x ∈ Λ∗. So far, we have:
Λ(M) ⊆ V ⊥ ∩ Λ∗ ⊆ Λ∗V
Evaluating the discriminant of Λ(M):
det Λ(M) = detMM t = det(G−t3 Vˆ
tG−t1 G
−1
1 Vˆ G
−1
3 +G
−t
3 G
−1
3 )
= det(G−t3 G
−1
3 ) det(Vˆ
tG−t1 G
−1
1 Vˆ + I)
= det(G−t3 G
−1
3 ) det(G
−1
1 Vˆ Vˆ
tG−t1 + I)
= det(G−t3 G
−1
3 ) det(G
−t
1 G
−1
1 ) det(Vˆ Vˆ
t +G1G
t
1) =
det (V V t)
det Λ
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i.e., Λ(M) is a sublattice of Λ∗V and has the same discriminant, therefore the
equality Λ(M) = Λ∗V holds.
Remark 1. The second equality of this lemma, namely V ⊥ ∩ Λ∗ = Λ∗V ,
actually holds in a more general form as can be seen in [11, §1.3]. In fact,
the equality V ⊥ ∩ Λ∗ = Λ∗V can be seen as a consequence of Lemma 1 of this
paper combined with Theorem 4 in [7, Ch. 6.2].
Keeping in mind these two lemmas, we consider the following construc-
tion:
Let Λ2 be a target (n− k)-dimensional lattice and L∗ a lower triangular
(n− k)× (n− k) generator matrix for its dual Λ∗2. Let Λ1 be a lattice with
generator matrix in form (5). First we define the extended matrix of the
target lattice as
L¯∗(n−k)×n :=
[
L∗ | 0(n−k)×k
]
. (8)
We also consider the alternative decomposition
L¯∗(n−k)×n =
[
L¯∗1 | L¯∗2
]
, (9)
where L¯∗1 and L¯
∗
2 have dimensions (n− k)× k and (n− k)× (n− k) respec-
tively. Note that both L¯∗1 and L
∗ have the same number of rows, (n − k),
corresponding to the dimension of the target lattice. On the other hand,
unless k = n/2, they differ in number of columns.
Using notation (5) and (9), we denote by Hw the matrix
Hw := ⌊wL¯∗2Gt3⌋+ In−k (10)
and define Λ∗w as the lattice generated by the matrix L
∗
w, where
L∗w := [(L
∗
w)1 | (L∗w)2] , (11)
(L∗w)1 =
(⌊wL¯∗1Gt1 +HwG−t3 Gt2⌋ −HwG−t3 Gt2)G−t1 and
(L∗w)2 = HwG
−t
3 .
In what follows, we will prove that:
(i) Λ∗w is equivalent to the dual of a lattice which is the projection of Λ1
onto V ⊥ for some matrix V such that its rows v i ∈ Λ1, for i = 1, . . . , k.
(ii)
L∗wL
∗t
w
w2
→ L∗L∗t as w →∞.
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To prove the first statement, we observe that, since L∗ and Gt3 are lower
triangular matrices and the diagonal entries of L¯∗2 are zero, Hw is a lower
triangular integer matrix with all diagonal elements equal to one. Hence, Hw
is unimodular and so is H−1w . Thus, each Λ
∗
w is also generated by the matrix
H−1w L
∗
w. Evaluating the matrix product, we have:
H−1w L
∗
w =
[
H−1w (L
∗
w)1 | G−t3
]
=
[(
H−1w ⌊wL¯∗1Gt1 +HwG−t3 Gt2⌋ −G−t3 Gt2
)
G−t1 | G−t3
]
=
[
−AˆtG−t1 −G−t3 Gt2G−t1 | G−t3
]
=
[
−G−t3 Vˆ tG−t1 | G−t3
]
,
(12)
for Aˆt = −H−1w ⌊wL¯∗1Gt1 +HwG−t3 Gt2⌋ ∈ Z(n−k)×k and Vˆ t = Gt2 +Gt3Aˆt. From
this and Lemma (2), we conclude (i) with the matrix V given by
V = [G1 | G2 − (H−1w ⌊wL¯∗1Gt1 +HwG−t3 Gt2⌋)tG3]. (13)
Now, in order to prove (ii) we start with the following inequalities con-
cerning the floor operation:
1
w
(⌊wL∗kGt1 +HwG−t3 Gt2⌋ −HwG−t3 Gt2)ij ≥ (L∗kGt1)ij −
1
w
1
w
(⌊wL∗kGt1 +HwG−t3 Gt2⌋ −HwG−t3 Gt2)ij ≤ (L∗kGt1)ij
From this, we obtain:
1
w
(⌊wL¯∗1Gt1 +HwG−t3 Gt2⌋ −HwG−t3 Gt2)→ L∗1Gt1 as w →∞,
hence (L∗w)1/w → L¯∗1. With an analogous argument, it is possible to prove
that (Lw)
∗
2/w → L¯∗2, therefore:
L∗w
w
→ [L∗ | 0]⇒ L
∗
wL
∗t
w
w2
→ L∗L∗t as w →∞. (14)
Through this construction, we have the following theorem, which is a
“dual” version of Theorem (1).
Theorem 2. Let Λ1 be a n-dimensional lattice and Λ2 a (n−k)-dimensional
lattice such that its dual has Gram matrix A∗. Given ε > 0, there is a matrix
Vk×n such that its rows are vectors of Λ1 (i.e., v i ∈ Λ1, i = 1, . . . , k.), a Gram
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matrix A∗V for Λ
∗
V (the dual of the projection of Λ1 onto V
⊥), and c ∈ R such
that:
‖A∗ − cA∗V ‖ < ε (15)
Proof. If the generator matrix of Λ1 is given by equation (5), we choose a
lower triangular matrix L∗ for Λ∗2 such that A
∗ = L∗L∗t, A∗V = L
∗
wL
∗t
w , V as
in Equation (13), and from the above-described construction we can make
‖A∗ − 1/w2A∗V ‖ as small as we want. Otherwise, given any generator matrix
G′ for Λ1, there is an orthogonal matrix Q such that G
′Q = G, with G as in
equation (5) and hence, the projection of the lattice generated by G onto V¯ ⊥
is equivalent to the projection of Λ1 onto V
⊥ for V = V¯ Qt. Thus, choosing
c = 1/w2 and V = V¯ Qt, where V¯ equals the right hand side of Equation
(13), the result follows.
Remark 2. Since a sequence of positive-definite matrices Mi converges to M
if and only if the sequence M−1i converges to M
−1, Theorem 2 is equivalent
to Theorem 1.
Corollary 1. The convergence rate of the sequences of Gram matrices in
Theorem (2) is given by:
‖A∗ − cA∗V ‖∞ =


O(1/ ‖V ‖1/(n−2k+1)
∞
) if k < n/2
O(1/ ‖V ‖
∞
) if k ≥ n/2
(16)
Proof. From the construction (11) above:
∥∥∥∥L∗L∗t − 1w2L∗wL∗tw
∥∥∥∥
∞
= O
(
1
w
)
If k > n/2, then Hw = H
−1
w = In−k and ‖V ‖∞ = O(w) (13). Otherwise,
each co-factor of Hw (thus each element of H
−1
w ) has order w
n−2k, hence
‖V ‖
∞
= O(wn−2k+1) and the result follows.
3 Examples
3.1 Projecting Zn
As a first example, take G = In such that G1 = Ik, G2 = 0k×(n−k) and
G3 = In−k. Then, given a (n−k)× (n−k) lower triangular generator matrix
L∗ for the dual of a target lattice, if k < n/2, we have:
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A = V =
[
Ik | ⌊wL¯∗t1 ⌋(⌊wL¯∗2⌋+ In−k)−t
]
, (17)
with L¯∗1 and L¯
∗
2 defined as in (11). If k ≥ n/2, then the projection-vectors
are simply given by the rows of
A = V =
[
Ik
[ ⌊wL∗⌋
0
]]
(18)
i.e., the last n − 2k vectors are simply the canonical vectors ei for i = k +
1, . . . , n−k. This suggests a degree of freedom that could be used to improve
the complexity given by Corollary 1.
Remark 3. For k = 1, the construction described above is exactly the Lifting
Construction presented in [3].
3.2 Rectangular Lattices
Projections of the rectangular lattices Λc = c1Z⊕ . . .⊕ cnZ are of particular
interest for applications in communications as shown in [9]. To apply The-
orem 1 to these lattices, let Λ2 be a target lattice whose dual has L
∗ as a
lower triangular generator matrix. We define Λ∗w as the lattices generated by
the matrices
L∗w =


⌊wl∗11c1⌋/c1 1/c2 . . . . . . 0
⌊wl∗21c1⌋/c1 ⌊wl∗22c2⌋/c2 . . . . . . 0
...
...
. . . . . . 0
⌊wl∗n1c1⌋/c1 ⌊wl∗n2c2⌋/c2 . . . ⌊cn−1wl∗nn⌋/cn−1 1/cn

 , w ∈ N.
(19)
By pre-multiplying L∗w by H
−1
w we obtain a family of vectors vw ∈ c1Z⊕
c2Z⊕ . . .⊕ cnZ such that the sequence of projections of Λc is, up to isometry,
arbitrarily close to Λ2. To recover the projections of Λc, we just apply the
projection operator. As an example, the sequence of projections of Λc onto
v⊥w , where
vw =
[
p1 −⌊wp1⌋ p2 −
(⌊
wp1
2
⌋− ⌊wp1⌋ ⌊12√3wp2⌋) p3 ] (20)
is arbitrarily close, up to similarity, to the hexagonal lattice A2, as w →∞.
4 Conclusion and Open Questions
In this paper, we extend the main theorem of [1] by exhibiting projections of
any n-dimensional lattice which are, up to similarity, arbitrarily close to any
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(n − k)-dimensional lattice. Our main theorem is constructive and makes
use of geometric properties of dual lattices and intersections of lattices and
hyperplanes. A natural question arising from our main result is how to speed
up the convergence given by Corollary 1. Another possible extension of our
work includes using the projections techniques described here in order to ap-
proach the problem of finding the shortest non-zero vector of an arbitrary
lattice (the so-called SVP problem, whose hardness is explored in some cryp-
tographic constructions [12]). For instance, if a projection of Zn onto v⊥,
v ∈ Zn, is such that ‖v‖1 = O(nα), then it is possible to find its shortest
vector with O(nα+1) operations [2].
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