The paper studies the connections and differences between bilevel problems (BL) and generalized semi-infinite problems (GSIP). Under natural assumptions (GSIP) can be seen as a special case of a (BL). We consider the so-called reduction approach for (BL) and (GSIP) leading to optimality conditions and Newtontype methods for solving the problems. We show by a structural analysis that for (GSIP)-problems the regularity assumptions for the reduction approach can be expected to hold generically at a solution but for general (BL)-problems not. The genericity behavior of (BL) and (GSIP) is in particular studied for linear problems.
Introduction
We consider generalized semi-infinite problems, (GSIP): min with Y .x/ defined as in (GSIP).
Throughout the paper we assume F GSIP ∈ C.IR n ; IR/; F ∈ C.IR n × IR m ; IR/; G ∈ C.IR n × IR m ; IR p /, g ∈ C.IR n × IR m ; IR q /. We use the abbreviation J = {1; : : : ; p} and I = {1; : : : ; q} for the index sets of the constraints G and g.
There is an extensive literature on bilevel optimization (see [15] and the references in this book). Semi-infinite programming (SIP) is an important field of research as well (cf. for example the survey article [6] with more than 300 references). Generalized semi-infinite problems are studied only recently (cf. e.g. [7, 9, 11, 13, 14, 16, 17, 18, 19, 20, 22] ). Bilevel problems often arise as Operations Research problems in an economic context. They can be interpreted as a game between two players. Player 1 (upper level player) tries to minimize his object F depending on .x; y/ and player 2 (lower level player) who for given x chooses y as a solution of the lower level problem Q.x/. Applications of (SIP) and (GSIP) mostly appear in technical sciences. For applications of (SIP) we refer to [6] . Applications of (GSIP) are e.g. the maneuverability problem in robotics, the reverse Chebyshev approximation (see e.g. [19] ) and time minimal control problems (see [11] ).
In this paper we will show that there is a strong connection between bilevel and generalized semi-infinite problems. Under certain assumptions (GSIP) can be seen as a special instance of a (BL). We will discuss the connections but also the differences between (GSIP) and (BL). The paper is organized as follows.
In Section 2 we study the structure of the feasible sets of (BL) and (GSIP) and consider a natural condition under which (GSIP) becomes a special case of (BL). In Section 3 we apply the so-called local reduction approach. This technique leads to optimality conditions for (BL)-and (GSIP)-problems and gives the basis for (Quasi-) Newton methods for solving the problems. We then ask whether the regularity assumptions used in the reduction approach are natural, i.e. assumptions which are generic. We analyze the difference between the structure of typical classes of (BL) problems and the class of (GSIP). It appears that for classes of bilevel problems the regularity assumptions are not generic. This shows that the regularity assumptions used in bilevel programming are often not valid at the solution of (BL). The structural discussion however leads to the conjecture, that for (GSIP) the regularity assumptions for the 'reduction' can be expected to hold generically.
In Section 4 we give a detailed analysis of linear problems and prove the genericity conjecture for linear generalized semi-infinite problems.
Section 5 briefly describes the Kuhn-Tucker approach from bilevel programming for solving linear (GSIP) problems.
Relations between GSIP-and BL-problems
In this section we compare the structure of (GSIP) and (BL). We introduce some notation with x ∈ IR n ; y ∈ IR m :
feasible set of (BL)
We assume that the set-valued mapping Y : IR n → 2 IR m is uniformly compact on IR n , i.e. for any x ∈ IR n there exists a ball B ² .x/ = {x ∈ IR n | ||x − x|| ≤ ²}; ² > 0; such that clos .∪ x∈B ² .x/ Y .x// is compact. Then, under our assumptions, the mapping Y is closed and upper semi-continuous in the sense of Berge and the set X .= dom Y / is a closed set. Moreover under this condition, the lower level problems Q.x/; x ∈ X, always have solutions. Now we try to transform GSIP into a problem of bilevel type. Let us define
Consider the parametric problem
Then, for x ∈ IR n such that Y .x/ = ∅ we have f .x; y/ ≥ 0; ∀y ∈ Y .x/, if and only if a solution y of Q.x/ (and thus all solutions) satisfies f .x; y/ ≥ 0. Observe that f .x; y/ ≥ 0 is equivalent with the inequality G.x; y/ ≥ 0. Thus, for x with Y .x/ = ∅ the condition x ∈ M GSIP is equivalent with x ∈ pr x . M BL GSI P / where
Here, pr x denotes the orthogonal projection onto the space IR n (x-variable). Summarizing, the bilevel formulation of the generalized semi-infinite problem is given by BL GSIP min F GSIP .x/ s.t. G.x; y/ ≥ 0 and y is a solution of
with the function f in (2) . We have shown that if Y .x/ = ∅ holds for all x ∈ IR n , then (GSIP) is equivalent with BL GSIP , i.e. the problem (GSIP) can be seen as a special instance of a (BL).
Note however that for S.x/ = ∅, x belongs to M GS I P , (no constraints for x) but not to pr x .M BL GSI P /. With the set
we actually have M GS I P =M GSIP ∪ .dom Y / c where A c we denotes the complement of the set A in the corresponding space. Thus, we have shown part (b) of the following lemma which provides different representations for the feasible sets of (GSIP) and (BL). Part (c) has been shown in [14] , whereas part (a) follows directly from the definition.
Lemma 1
The following holds.
In view of Lemma 1a, since M G is closed, the set M BL is closed if S is closed. The set S is closed if the mapping Y is (lower semi-) continuous on X .= dom Y /. In view of Lemma 1b, since .dom Y / c is open, the set M GSIP need not be closed, even when pr x M BL GSI P is closed. For further details on the feasible set of (GSIP) we refer to [14] . Let be given .x; y/; y ∈ Y .x/. We say that at y the Linear Independency Constraint Qualification Lemma 2a shows that if g is affine linear then the feasible set M BL is closed (see also Theorem 1 a). We give an example which shows that this need no more be true if g is not affine linear. Then,
These mappings are not continuous at the point x = 0. We find M BL = {.x; 0/ | x < 0} ∪ {.x; 2/ | 0 ≤ x ≤ 1}. Obviously, M BL is not closed and a global solution of (BL) does not exist. A local minimizer is .x; y/ = .1; 2/.
A similar counterexample is given for (GSIP). In view of these negative examples it seems natural to assume that Y is continuous on M BL . For (GSIP) we have to sharpen this condition slightly. Let be given a point
is open, around x the problem (GSIP) can be regarded as an unconstrained problem, i.e. around x the problem does not have the structure of a real 'infinitely constrained problem'. Thus, to exclude this degenerate situation, in the sequel, we will assume that
This condition can always be satisfied by adding to the original constraints G ≥ 0 appropriate extra conditions (such as |x i | ≤ ²). Remember that by the discussion above, assumption (5) implies that the problem (GSIP) is a (BL) problem with the special structure that lower level object function coincide with the the upper level constraint. In addition to (5) 
This condition also implies (5).
In the following we are going to compare the structure of a general (BL) with the structure of a (BL GSIP ) satisfying (6).
Local reduction approach
A possible theoretical and practical approach for solving (BL) and (GSIP) is the socalled local reduction. For (SIP) and (GSIP) this is a standard approach (see e.g. [6] and [19] ). It is also used in bilevel programming (see e.g. [2] ). The idea is to transform the problem locally into a common finite optimization problem. Such a transformation is possible if certain regularity assumptions hold. Under these assumptions we obtain a system of optimality conditions for a minimizer of (BL) and (GSIP) and the solution can be computed by applying a (Quasi-) Newton method for solving this system of equations.
In the present section we derive the optimality conditions and discuss the question whether the regularity assumptions are natural conditions which can be expected to hold at the solution in the generic case.
Local reduction for general (BL): Let be given x ∈ IR n ; y ∈ S.x/; .x; y/ ∈ M G , i.e. .x; y/ is feasible for (BL). Let the following assumption hold. Obviously, under A1 BL , on U.x/, the problem (BL) is equivalent with the so-called locally reduced problem
BL x is a finite optimization problem and standard optimality conditions applied to this problem lead to optimality conditions for (BL) as follows. Suppose, the active gradients
x/ := { j ∈ {1; : : : ; p} | G j .x; y/ = 0} are linearly independent, where we set Á = Dy.x/. Then, a necessary optimality condition for .x; y/ to solve (BL) is: There exist multipliers ¼ j ≥ 0 such that
Consider now the Kuhn-Tucker conditions for a solution
Under assumption A2 BL , by applying the Implicit Function Theorem to H = 0, it follows that there exist a neighborhood U. where
Altogether, in view of (7) (8), we obtain the following system of equations for a solution .x; y/ of (BL) and the corresponding multipliers and their derivatives .¼; ; Á; Â/:
This is a system of n + m + |J.x/| + |I.x; y/| + n m + n |I.x; y/| equations for the same number of unknowns x; y; ¼; ; Á; Â. To compute a solution .x; y/ of (BL), we could apply a (Quasi-) Newton procedure for solving the system (9). We are now interested to know whether assumption A2 BL -essential for the local reduction -is a natural condition. We first give an illustrative example. (1) is fulfilled (the second order condition (2) is superfluous since Q.x/ is a linear program). Now let us consider the problem P 2 obtained from P 1 by only moving the condition G ≥ 0 to the lower level,
Then for P 2 also the points {.x; y/ | y = 4 − (1) as a game between an upper level player 1 and a lower level player 2, the player 2 could accept the upper level constraints G ≥ 0 in his lower level problem Q.x/. In the example above, the strategy to pass the upper level constraints to the lower level problem even leads to a better object value for both players. The next Lemma shows that for the upper level player such a policy is always an advantage (for the lower level player it may be advantageous but also unfavourable depending whether his object is 'similar' or 'adverse' to the upper level object). Let ( BL) denote the bilevel problem obtained from (BL) by passing the constraints G ≥ 0 to the lower level constraints g ≥ 0 and let M BL denote the corresponding feasible set. The situation for (GSIP) and its bilevel formulation BL GSIP (see (3)) is quite different. Let x be feasible for (GSIP). We define the set of active points
Lemma 3 Let be given a bilevel problem (1). Then we have M BL
Note that x is feasible if and only if G.x; y/ ≥ 0 for all y ∈ Y .x/. Thus for x ∈ M GSIP every point y ∈ Y 0 .x/ is a global solution of Q.x/. Suppose now that x is a solution of (GSIP) and that Y 0 .x/ = ∅. Then by continuity assumptions in Section 1, near x the problem (GSIP) is equivalent with the unconstrained problem min x F GSIP .x/. We exclude such a situation by assuming that in addition to (5) the following holds:
Consequently, the bilevel problems BL GSIP related to generalized semi-infinite problems intrinsicly have at least one upper level constraint active in the solution. Moreover, typically in (GSIP) the degree of freedom in the variable x 'forces' the solution x of BL GSIP to a location such that as many active points y l ∈ Y 0 .x/ occur, (i.e. solutions y l of Q.x/) as the degree of freedom in the minimization model allows. This behavior is illustrated with the following geometrical interpretation of (GSIP) (cf. also [19] Local reduction for (GSIP): In semi-infinite optimization the local reduction is a standard technique. As motivated above, because of the special structure of (GSIP), in contrast to the general (BL) case, at a solution x of (GSIP) typically different solutions of Q.x/ must be considered, i.e. Y 0 .x/ need not to be a singleton.
Let be given x ∈ M GSIP and let Y 0 .x/ consist of finitely many points, Y 0 .x/ = {y 1 ; : : : ; y r }, r ≥ 1. We make the following assumption.
A1 GSIP There exist a neighborhood U.x/ of x and r C 1 -functions y l : U.x/ → IR m , such that y l .x/ = y l ; and for any x ∈ U.x/ the values y l .x/; l = 1; : : : ; r, include all (global) solution of Q.x/.
As in the (BL) case we give a natural sufficient condition for A1 GSIP .
A2 GSIP All problem functions of (GSIP) are C 2 -functions. Let for y ∈ Y 0 .x/ be defined J y := { j ∈ J | G j .x; y/ = 0} and for j ∈ J y ,
For all y ∈ Y 0 .x/ and all j ∈ J y we have
(1) (LICQ) is satisfied at y for Q j .x/ and the Kuhn-Tucker condition with multipliers i > 0 (strict complementary slackness).
(2) A standard second order sufficient optimality condition at y for Q j .x/.
Under A2 GSIP the set Y 0 .x/ must be finite, Y 0 .x/ = {y l ; l = 1; : : : ; r}, and locally in a neighborhood U.x/ of x, the problem (GSIP) is equivalent with the locally reduced problem
Again GSIP x is a finite optimization problem and optimality conditions of finite optimization applied to this problem lead to optimality conditions for (GSIP). We only give the conditions for the case p = 1 (see also [7] , [19] ; the modification to the case p > 1 is straightforward). Similar to (7) with Y 0 .x/ = {y l ; l = 1; : : : ; r} we obtain for p = 1 the optimality condition (putting y l = y l .x/), Substituting in (10) we obtain the following system of optimality conditions: shown that under the assumption A2 GSIP at a solution x of (GSIP) and the additional assumptions that the gradients D x G.x; y l / − i∈I.x;y l / j i D x g i .x; y l / ; l = 1; : : : ; r, are linearly independent, the Jacobian of (11) is regular at the solution .x; y 1 ; 1 ; : : : ; y r ; r /. Hence, to solve (GSIP) numerically, we can apply a (Quasi) Newton method to (11) . See e.g. [6] for solving common (SIP) problems by Newton methods.
Note that in contrast to equation (9) for the (BL)-problems the optimality condition (11) for BL GSIP does not contain the derivatives Dy l ; D l as unknowns. The reason is that for the problem BL GSIP the upper level constraints G j coincide with the lower level objects. So only the information of the value function of Q.x/ is really needed in the upper level and not the full information about the solution y.x/.
We are now going to discuss the question whether the assumption A2 BL or A2 GSIP for the local reduction can be expected to hold generically at a solution. By a generic subset S of a problem set P we roughly mean a subset which is open and dense in P (in some appropriate topology).
For the problem P 2 of Example 2 the assumption (LICQ) in A2 BL (even (MFCQ)) is not valid. This negative behavior is stable w.r.t. smooth nonlinear (small) perturbations. Hence we can state.
For the general class of (BL) problems the assumption A2 BL is not generic at a local solution .x; y/. For typical classes of bilevel problems, in particular problems without upper level constraints, (LICQ) or even (MFCQ) will not be satisfied at the solution y of Q.x/. For such problems we cannot expect a 'nice' system of optimality conditions for .x; y/ which can be solved with smooth methods. Consequently in this situation the 'reduction approach' can only be used with caution.
As indicated above, the special class of bilevel problems BL GSIP related to (GSIP) may have a better genericity behavior. For the sub-class of common semi-infinite problems it has been shown in [10] that A2 GSIP is generically fulfilled at each local solution. A similar genericity analysis for (GSIP) has not yet been done. In [16] some particular results are obtained. It has been proven for example that generically for (GSIP) the number |Y 0 .x/| of lower level local minima at a solution x is bounded by n, |Y 0 .x/| ≤ n. We will show for the linear case in the next section that generically |Y 0 .x/| = n holds. We formulate the
Conjecture:
In the class BL GSIP (appropriately defined) the assumptions A2 GSIP holds generically at a solution x of a (GSIP) problem. In particular generically, all local minima y l ; l = 1; : : : ; r, of Q.x/ are non-degenerate minima.
In the next section this conjecture is proven for the special case of linear problems (see Theorem 3) . We also will present a detailed analysis of the negative results for the general class of linear bilevel problems.
Summarizing, roughly speaking, generically for classes of general (BL) problems from operational research, at a solution .x; y/, the minimizer y of Q.x/ will be a unique minimizer but (LICQ) (or even (MFCQ)) will not be satisfied at y. In contrast, for (GSIP) generically we expect at a solution different minimizer y l of Q.x/ but each solution will be non-degenerate, such that a smooth approach for solving (GSIP) is possible.
To analyze the difference between (BL) and (GSIP) in the next section, we have to modify the bilevel formulation of (GSIP) in (3). In the formulation (3), when the upper level contains different (smooth) constraints, i.e. if p > 1, then the object function f .x; y/ = min 1≤ j≤ p G j .x; y/ is not a C 1 -function (only Lipschitz-continuous). To transform (GSIP) into a smooth (BL) we consider the following generalization of the bilevel problem (3) 
This represents a bilevel problem (12) with the special conditions f l = G l , m l = m, r = p and g l = g not depending on l.
Linear problems
In this section we are concerned with linear (GSIP) and (BL), i.e. all problem functions are affine linear. We describe the structure of the feasible sets and analyze which kind of regularity can be expected at a solution .x; y/ of (BL) or at a solution x of (GSIP). We will show that a general (BL) and the special case of a bilevel problem BL GSIP arising from (GSIP) may have different generic behavior. We consider the following linear bilevel problem (cf. (12) with A l = A; B l = B; b l = b not depending on l and p = r. We have to complete our notation. With y = .y 1 ; : : : ; y r / we define for l = 1; : : : ; r :
the semi-feasible set S = {.x; y/ | y l ∈ S l .x/; l = 1; : : : ; r} the solution graph M BL = {.x; y/ | .x; y/ ∈ M sem ∩ S} feasible set of (LBL)
We will regard the sets Y l .x/; S l .x/ as sets in IR m l or as sets in IR m 0 depending on the context. We introduce the following assumptions.
AL 1 The sets S l .x/ are compact subsets of IR m l , l = 1; : : : ; r, for all x ∈ R n . This assumption in particular implies that Q l .x/ always has a vertex solution (if S l .x/ = ∅).
Recall that for Y .x/ the Slater condition is said to hold if there existsỹ =ỹ.x/ ∈ IR m such that Ax + Bỹ − b > 0 (see Lemma 1(b)). In view of our regularity assumption (6) for (LGSIP) we consider the following assumption. We no show that the regularity properties of this example hold generically in (LGSIP). We have to introduce some definitions and facts from genericity theory.
Firstly we define the problem set for (LBL) and BL LGSIP . Let us fix the vector s = .n; r; p; m 1 ; q 1 ; : : : ; m r ; q r /. A problem (LBL) in (14) genericity and stratification theory we refer to [3] .
The whole genericity analysis can be based on the following general result (see [3] for a proof). For the analysis of (LGSIP) we define the set P r s GSIP = {P ∈ P sGSIP | the assumption AL 3 hold } :
Lemma 4

Proof. In view of the Laplace expansion det
It is not difficult to show that the problem set P r s GSIP is open in IR K GSIP . The next theorem describes the difference between general (BL) and (GSIP) problems (see also Theorem 2). It shows that for BL LGSIP , in the generic case, n upper level constraints must be active at a solution x of (LGSIP) and that the regularity assumption A2 LGSIP in Section 3 holds. 
3. Perform backtracking (see [1] ) for details), goto 4.
With this methods problems of size up to n = m = 100 (for r = 1) can be solved (cf.
[1] , [4] for numerical experiments.)
