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Abstract
Perfluorinated compounds are found in a wide array of technical applications as-
sociated with modern society. For instance, perfluorinated compounds are used
as various surfactants, or as cooling agents in the production of electronics. The
Simons process is applied in industry for the synthesis of such compounds. The ex-
perimental setup consists of a Ni anode, a cathode (often Ni or Fe) and anhydrous
hydrogen fluoride (HF) as fluorine source and solvent, in which organic substrates
are dissolved. A cell potential of around 4.5-6.0 V is applied, which drives the
fluorination reaction.
Despite the prevalence in industrial applications, the chemical mechanism of
the Simons process has still not been fully understood. There is evidence that
the electrochemistry only involves the oxidation of the Ni anode and subsequent
binding of fluoride ions from the solvent, leading to a reactive nickel fluoride film
(NixFy) forming at the anode. The film is of unknown structure and chemical
composition, although it is believed to include highly oxidized Ni3+ or Ni4+ centers.
In this thesis, the structure and formation of the NixFy film is considered. Using
a model system involving Ni(111) surfaces and layers of explicit solvent molecules,
results from DFT calculations indicate that a metallic Ni anode is easily oxidized
at very low cell potentials. Furthermore, the work contains studies on the interface
of a Ni(111) surface and a single HF molecule, in order to gain knowledge of the
adsorption mechanism of the molecule in a non-electrochemical environment.
A good starting point for models of NixFy films are the already known binary
nickel fluorides. Particularly NiF3 is of interest because of its strongly oxidizing
properties and proposed role in the Simons process. The series of magnetic 3d
metal trifluorides from TiF3 to NiF3 is considered with hybrid DFT and DFT+U
methods. NiF3 is characterized as an antiferromagnetic wide-bandgap (3.3 eV)
semiconductor. Hence, the compound is expected to be less electrically insulating
than the Mott-Hubbard insulator NiF2 (bandgap 5 eV). Anodes are typically pas-
sivized at cell potentials below ca. 3 V, due to the formation of an insulating NiF2
film. In this thesis, the anode is structurally modeled as different NiF2 surfaces.
Using hybrid DFT calculations and thermodynamical considerations for the cell
potential, the oxidation of surface Ni2+ to Ni3+ is calculated to proceed at poten-





Perfluorinierte Verbindungen kommen in vielen technischen Anwendungen vor, die
mit unserer modernen Gesellschaft verbunden sind. Perfluorinierte Verbindungen
werden zum Beispiel als Tenside verwendet, oder als Kühlmittel, die bei der Her-
stellung elektronischer Geräte notwendig sind. Der Simons-Prozess wird häufig
in der Industrie benutzt, um solche Verbindungen zu synthetisieren. Die experi-
mentelle Einrichtung besteht aus einer Ni-Anode, einer Kathode (typisch Ni oder
Fe) und wasserfreiem Fluorwasserstoff (HF), der als Fluor-Quelle und Lösungsmit-
tel dient, in das die organischen Reaktanten aufgelöst werden. Es wird eine
Zellspannung von 4.5-6.0 V benutzt, um die Fluorierungsreaktion voranzutreiben.
Trotz der Vielfalt an industriellen Anwendungen, ist der chemische Mecha-
nismus des Simons-Prozesses nicht komplett aufgeklärt worden. Es ist bereits
literaturbekannt, dass die elektrochemischen Schritte die Oxidation der Ni-Anode
betreffen, mit folgendem Binden von Fluorid-Ionen aus dem Lösungsmittel, so dass
ein reaktiver Nickel-Fluorid-Oberflächenfilm (NixFy) an der Anode gebildet wird.
Die Struktur und chemische Zusammensetzung des Filmes sind immer noch un-
bekannt, obwohl hoch-oxidierte Ni3+- oder Ni4+-Stellen als mögliche Komponente
des Filmes vorgeschlagen worden sind.
Diese Dissertation behandelt die Struktur und Entstehungsmechanismen des
NixFy-Films. Mittels eines Grenzflächenmodells bestehend aus Ni(111)-Oberflächen
und Schichten explizierter Lösungsmittelmoleküle, wird durch DFT-Berechnungen
indiziert, dass eine metallische Ni-Anode einfach oxidiert wird, auch bei sehr
kleinen Zellspannungen. Außerdem wird das Gränzflächensystem einer Ni(111)-
Oberfläche und eines einzelnen HF-Moleküls untersucht, um Einsichten zu er-
halten, über den Adsorptionsmechanismus des Moleküls in einer nicht-elektro-
chemischen Umgebung.
Ein guter Ansatzpunkt für NixFy-Modelle sind die schon bekannten binären
Nickelfluoride. Besonders interessant ist NiF3, wegen seiner stark oxidierenden
Eigenschaften und vorgeschlagenen Rolle im Simons-Prozess. Die Serie der mag-
netischen 3d-Übergangsmetalltrifluoride wird mit hybrid-DFT und DFT+U Meth-
oden untersucht. NiF3 lässt sich als antiferromagnetischer Halbleiter mit einem
breiten Bandabstand (3.3 eV) charakterisieren. Deswegen wird erwartet, dass NiF3
weniger elektrisch isolierend wirkt, im Vergleich zu dem Mott-Hubbard-Isolator
NiF2 (Bandlücke 5 eV). Anoden werden typischerweise passiviert im Zellspan-
nungsbereich bis zu etwa 3 V, wegen eines entstehenden isolierenden NiF2-Films.
In dieser Dissertation wird die Anodenstruktur als verschiedene NiF2-Oberflächen
dargestellt. Durch hybrid-DFT-Berechnungen und thermodynamische Modelle für
die Zellspannung, wird berechnet, dass die Oxidation von Ni2+ an der Oberfläche
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Fluorine is very special among the elements, which is reflected in its entry of the
Merriam-Webster's Collegiate Dictionary: a nonmetallic gaseous chemical element of
the halogen group with atomic number 9 that readily forms compounds with almost all
other elements including some noble gases.1 The most electonegative of all elements,
fluorine has the unique property of stabilizing some extreme oxidation states such as
Au6+, Ag3+ and Kr2+.2,3 Well reduced, fluorine forms some of the strongest single
bonds in chemistry, with the CF bond as an important example.4 The chemistry of
fluorine-containing compounds is rich, and applications are found in many areas such
as pharmaceutics, material sciences, agricultural chemistry and electronics.5,6
The field of organofluorine chemistry considers synthesis, reactivity and properties
of organic compounds that include one or more fluorine atoms. If all CH bonds in a
molecule are replaced with CF bonds, the molecule is said to be perfluorinated. Per-
fluorinated molecules are generally highly stable, and, due to their particular hydro-
and lipophobic properties, are widely used as for example surfactants, lubricants,
artificial blood substitutes and solvents.7,8 Although in principle realizable, perflu-
orination reactions with elemental F2 often involve issues with respect to selectivity
and product decomposition, and are affiliated with high risks due to the strongly
oxidizing properties of F2. Therefore, perfluorination reactions are often performed
with an intermediate reagent with which the organic substrate reacts in a more con-
trolled manner. The fluoride ligand is capable of stabilizing high oxidation states
of e.g. cobalt or nickel,2 forming metal fluorides which are reactive with respect to
perfluorination but easier to handle. In the Fowler process, perfluorination reactions
with CoF3 are performed in two steps: 1) oxidation of CoF2 with gaseous F2 and 2)
perfluorination of the organic substrate in a controlled manner with CoF3.
9 However,
the usage of F2 is not completely eliminated.
In 1949, in a series of papers, Joseph H. Simons and coworkers reported a new
method of electrochemical fluorination (ECF) which completely left out F2 from the
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Figure 1.1: Reaction scheme of an electrochemical fluorination cell according to Simons.
The reaction stoichiometry refers to the fluorination of one CH bond. The substituents R
are not specified, but often include heteroatoms.8 A NixFy film is formed on the anode as
an intermediate in the perfluorination reaction.
reaction scheme.1014 The method was named the Simons process and quickly be-
came the workhorse in industry for the production of perfluorinated molecules.15 A
schematic of the overall reaction in a Simons cell is shown in Fig. 1.1. The key feature
is the Ni anode where the fluorination takes place. Essentially, the oxidation of the
organic substrate with elemental F2 has been replaced by oxidation by the electric
current. The fluorine source is due to the electrolysis of anhydrous HF (aHF). Cell
potentials around 4.5-6.0 V are typically used in industry, but the cell may function
also outside this potential window.8 The cathode material is of lesser importance, as
it simply catalyzes the hydrogen evolution reaction. Typically, Ni or Fe is used.
The mechanism of the Simons process has been subject to debate ever since its in-
vention. Especially the oxidation step has been discussed extensively, in particular the
role of the organic substrate. In addition, the microscopic structure of the Ni anode
in a working Simons cell still to this day has not been fully resolved. Contributions
to the debate on the mechanism include
a) Oxidation of F to atomic F or molecular F2 at the anode, which subsequently
fluorinates the organic substrate16
b) Formation of highly oxidized nickel (III) or (IV) fluorides as intermediates. The
fluorination of the substrate occurs in a second, non-electrochemical step from
the reactive fluorides17
c) Formation of an unreactive NiF2 film with F or F2 weakly coordinated to it.
These activated fluorine centers react with the substrate in a second step18
18
d) Direct single-electron oxidation of the organic substrate on the Ni surface lead-
ing to the formation of an organic radical cation. After deprotonation of the
radical cation, a second oxidation step takes place, forming a carbocation. Fi-
nally, F binds to the carbocation.19
In 1995, Sartori et al. reported the crucial finding that the fluorination of the organic
substrate occurred even after the external potential had been disconnected.20 The
cell was pre-electrolyzed at 5 V in pure aHF. This suggests that the electrochemical
steps do not involve the organic substrate, but rather lead to the formation of an
strong fluorinating agent as an intermediate (cf. CoF3 in the Fowler process). Hence,
mechanisms a) and d) may be discarded.
Typically, in an operating ECF cell, a black or brown film is formed on the surface
of the anode, with or without organic molecules in the electrolyte (see Fig. 1.1).21 If
the experiment is aborted, the film decomposes to NiF2, more rapidly so when exposed
to air. Because of its instability, the film has never been structurally characterized,
why I will label it NixFy. The dark color and low crystallinity indicate some degree
of amorphicity in the film. In accordance with the aforementioned experiment by
Sartori et al., NixFy is the active fluorinating agent in the Simons process. Hence, if
the reaction mechanism is to be fully understood, the structure of the NixFy film must
be further elucidated. Of the two remaining mechanisms, b) is most widely accepted,
although only indirect arguments have been made, based on cyclovoltammetry (CV)
measurements,18,2224 reactivities and stabilities of known nickel fluorides,8,21,25 or
analyses of the perfluorinated products.26,27
The aim of this thesis is to gain insight on the structure of the NixFy film, using the-
oretical arguments. Through density functional theory (DFT) methods, calculations
of many-body quantum systems are possible in an approximate fashion, at affordable
computational costs.28 DFT is widely applied in calculations of electronic structures
 a principal quantity in the description of the chemical phenomena of matter. Unfor-
tunately, direct atomistic-scale simulations on amorphous systems are affiliated with
the necessity of a large number of atoms, due to the low degree of translational sym-
metry. Furthermore, each Ni center may exhibit different spin configurations (high
or low) and magnetic couplings between Ni centers need to be considered explicitly.
The large number of degrees of both nuclear and electronic freedom means straight-
forward simulations are either too expensive or numerically complex to be treated by
quantum-chemical methods.
This work is built around two approaches for the construction of NixFy models,
with structurally known compounds as starting point (see Fig. 1.2). The approaches
consider the film structure at different stages in the process. Here, an analogy to
reported cyclovoltammograms is useful to distinguish between the two. At anodic
cell potentials below 3 V, no current is detected, except for a small peak around 0.1
19
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V which is reported in some studies.22,23 In this low-potential region, the film is not
active with respect to perfluorination. In the first approach, interfaces of metallic Ni
surfaces with F and/or HF adsorbates are considered. The lower degree of fluorination
means these Ni/F/HF systems are possible representations of the initial oxidation of
the Ni anode, and hence the low-potential region of the CV experiments. The first
approach is closely related to heterogeneous catalysis and chemistry at metal surfaces,
a field where DFT is routinely employed for metal/small molecule interfaces.2933 The
Ni/F/HF approach is employed in Paper B, which considers the electrochemical
interfaces at the metallic electrodes in a Simons cell. The electrolytic splitting of
HF is modeled as a function of cell potential. Furthermore, Paper D considers the
six-dimensional potential energy surface of a single HF molecule on a Ni(111) surface,
and pathways for non-electrochemical adsorption of the molecule.
Figure 1.2: The two general approaches made to construct models for NixFy. The lower
amount of fluorine at the initialization of the process is represented by fluorination of metallic
Ni surfaces (left). The higher fluorine content in the active fluorinating film of a running
cell is modeled by considering known nickel fluorides and varying the amount of fluorine
(right). In a CV experiment, left and right correspond to the low- and high-potential region,
respectively. The NixFy models are evaluated by comparison of calculated and experimental
observables (O).
CV experiments consistently include sharp increases in current at cell potentials
above 3 V, after which the active film may be visually observed.18,2224 The flu-
orine content increases in the higher oxidized films and deems the previous model
improper. Instead, known crystalline nickel fluorides constitute the starting point
for NixFy models. For this, NiF2 and NiF3 are the best candidates since the crystal
structures are available fully for the former,34 and partially for the latter.35 NiF4 and
Ni2F5 have also been synthesized, but are structurally unknown.
35,36 By construction
of supercells of the stoichiometric compounds, the number of fluorine atoms may be
varied, resulting in various NixFy structures with Ni centers of different valency. This
allows for a detailed assessment on the electronic and magnetic degrees of freedom.
20
Due to the open-shell nature and localized electrons of the metal ions in these com-
pounds, special care must be taken regarding the selection of the exchange-correlation
functional. Functionals with a Hubbard-like correction term for correlated Coulomb
interaction (DFT+U) or hybrid functionals are necessary even for qualitatively correct
band structures.37 The DFT methods employed are often found in studies on strongly
correlated magnetic insulators or semiconductors,3840 and heterogeneous metal oxide
or fluoride catalysis.4144 In Paper A, we start off by proposing complete struc-
tural parameters for NiF3 from DFT calculations. Furthermore, the electronic and
magnetic properties of the compound are evaluated and serve as reference for further
Ni3+ motifs. In Paper C, surface NixFy models are constructed from NiF2 surfaces.
Addition of fluorine means the surfaces are of mixed valence between Ni2+ and Ni3+.
Through thermodynamical arguments, cell-potential-dependent stabilities of trivalent
Ni are calculated.
This thesis summarizes the first computational efforts for the description of the
NixFy film as it occurs in the Simons process. The various aspects of the film and its
formation, as discussed above, require significantly different quantum-chemical meth-
ods, ranging from dispersively bound single molecules to strongly correlated magnetic
insulators and semiconductors. In Chapter 2, I discuss the theoretical foundations
and their affiliated possibilities and limitations. Several of the methods are con-
ceivably scalable to more complex representations of NixFy, with the limiting factor
being the accuracy or applicability of the quantum-chemical method itself. Further
on, Chapter 3 contains references to the results, in the form of the published Papers
A, B, the accepted manuscript of Paper C, as well as the submitted manuscript
for Paper D. In the papers and the submitted manuscript, the reader finds details
regarding structural models, calculated properties, discussion of the results as well as






Chemical processes  whether occurring in laboratories, industries, biological systems
or in everyday devices  often involve a number of atoms in the order of Avogadro's
constant (1023). For example, the electrochemical cells that are the topic of this thesis
are macroscopic objects. We know, however, that the prerequisites for chemical pro-
cesses to occur must be understood in terms of electrons, be it their distribution or
motion in a molecule, or their transfer between molecules, leading to a chemical reac-
tion. The nature of electrons as microscopic particles implies that the scale needs to
be reduced greatly in order to gain the fundamental knowledge of chemical reactions,
which are typically observed in the greater ensemble of particles. Also important for
the understanding of chemical reactions is the motion of nuclei, which may, for exam-
ple, be involved in transfers between molecules or in vibrational motion. Depending
on nuclear mass and specific situation, nuclear motion may be treated approximately
quantum-mechanically (e.g. the quantum harmonic oscillator approximation) or be
treated simply as static point charges.
The mass of an electron is approximately two thousands to that of the lightest
atomic nucleus, and this fact has a great consequence on the theories needed to
describe the elemental physics of electrons. Due to its small mass and spin, an
electron displays a significant wave-like behavior and must be described by quantum
theory. If the scientific question asked involves chemistry (molecules, crystals, surfaces
etc.), the quantum mechanical approach is often referred to as quantum chemistry.
Through quantum chemical methods, electronic structures of atomistic-scale systems
may be calculated with ever-increasing accuracy, especially since the advent of high-
performance computing. In the following Section 2.1, I describe the fundamentals of
quantum-chemical electronic structure calculations. This is built upon in Section 2.2
in the case of periodic systems, such as solids and surfaces.
The broader discipline of theoretical chemistry deals with the construction of
models for various problems in chemistry. All such models in this thesis are founded
23
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in, and extend on quantum chemical calculations. In Sections 2.3 and 2.4, I present
methods for the treatment of the complex electronic and magnetic structures that
are present in the chemical species that play a role in the Simons process. Further
on, in Section 2.5, I describe the necessary set-up of quantum chemical calculations
in order to model surface reactions and structures, with macroscopic effects treated
by thermodynamics. This is extended on for specific electrode processes, in Section
2.6, where environment effects are treated with electrochemical models in coherence
with the underlying quantum-chemical calculations.
2.1 Electronic structure methods
2.1.1 Hartree-Fock theory
The formalism of quantum mechanics is founded in the Schrödinger equation.45 It
introduces the wave function as a function that contains all information about a





which contains the Hamilton operator Hˆ, the time-dependent wave function Φj(t) of
the state j, the time t, the imaginary unit i and the reduced Planck constant h¯. If
the system is static with respect to time, the time-independent Schrödinger equation
































= (Tˆe + TˆN + VˆeN + Vˆee + VˆNN)Ψj = EjΨj (2.2)
Ψj denotes the time-independent (static) wave function. In quantum chemistry, its
elements are typically coordinates of electrons, ri, and nuclei, RA, as well as electron
spin variables ωi (if hyperfine coupling effects are neglected, nuclear spin variables
are usually omitted). For most systems of interest, this results in a high-dimensional
function Ψj. In eq. (2.2), r and R refer to particle distances, where subscripts i/j,
A/B denote electrons and nuclei, respectively. mA and ZA are the mass and charge of
nucleus A relative to an electron and ∇ is the Laplacian of a particle. Contributions
of kinetic and potential energies to the Hamiltonian are divided into kinetic energies
Tˆ of electrons (e) and nuclei (N) and potential energy Vˆ of all possible Coulomb
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interactions (eN, ee, NN). The eigenvalue of the equation is the energy Ej of the
state.
Finding analytic solutions to the differential equation (2.2) is possible only for
systems with either one particle or two-particle systems that may be described in
terms of a reduced mass (e.g. particle in a box, H, He+, Li2+, the quantum har-
monic oscillator in specific coordinates). In the Born-Oppenheimer approximation,
the large mass difference between electrons and nuclei is exploited.46 The nuclear and
electronic degrees of freedom are separated and an electronic wave function Ψelec(r;R)
is formulated, which contains the electronic coordinates r explicitly and the nuclear
coordinates R parametrically
HˆelecΨelec = (Tˆe + VˆeN + Vˆee)Ψelec = EelecΨelec (2.3)
The nuclei are considered static (TˆN = 0) when solving for Ψelec. Within the Born-
Oppenheimer approximation, potential energy surfaces (PES) are often sampled for
varying R through static calculations, according to eq. (2.3), in order to calculate
e.g. (ro)vibrational properties or minimum energy paths in chemical reactions.
The electronic wave function (from now on simply Ψ) still has a dependence on
all N electronic degrees of freedom and requires further simplification. Ψ is divided
into N single-electron functions χ(x), i.e. spin orbitals.47 According to Pauli, any
wave function needs to fulfill the condition of antisymmetry upon the exchange of two
electrons, due to electrons being fermions (Ψ(x1,x2) = −Ψ(x2,x1)).48 x is referred
to as the spin-coordinate and contains information of the spatial coordinate and spin
of an electron. This requirement is satisfied by approximating Ψ as a determinant of





χ1(x1) χ2(x1) · · · χN(x1)
χ1(x2) χ2(x2) · · · χN(x2)
...
... . . .
...
χ1(xN) χ2(xN) · · · χN(xN)
∣∣∣∣∣∣∣∣∣ = |Ψ〉 (2.4)
|Ψ〉 denotes a wave function in bra-ket notation.
In order to solve for the many-body wave function, we introduce the concept of
a trail wave function which depends on a set of parameters, Φ˜(ck). According to






E˜ = 0 (2.5)
The energy of the trail wave function is an upper limit to the exact energy, E˜ ≥ Eexact.
As we will see, the calculation of the Hartree-Fock energy will eventually become a
25
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numerical minimization problem with the chosen set of parameters ck.
In analogy to eq. (2.2), a time-independent eigenvalue equation may be con-












χa(xi) = εaχa(xi) (2.6)
fˆ(xi) is the Fock operator which operates on electron i. The first and second terms
in the brackets depend only on electron i and correspond to the kinetic energy of the
electron and the attractive Coulomb interactions with all M nuclei with charge ZA,
riA being the distance to a nucleus. The final term is the Hartree-Fock potential and





















The Coulomb operator Jˆb(xi) operates on electron i, which occupies χa, and its
eigenvalue corresponds to the Coulomb repulsion with electron j, which occupies χb.
The exchange operator is due to the anti-symmetric many-body wave function (eq.
(2.4)). It may be understood as a contribution arising from the exchange of the
indistinguishable electrons i and j. Note that the sum in eq. (2.7) also may run
over a (b = a). In that case, Jˆa(xi)χa(xi) = Kˆa(xi)χa(xi); Coulomb and exchange
interactions cancel each other out. This cancellation of self-interaction is an advantage
of Hartree-Fock theory. In contrast, self-interaction is prominent in density functional
theory methods, which gives rise to problems discussed in Section 2.1.2.










where the second term is necessary to avoid double counting of the electron-electron
interaction. The spin orbital consists of two parts
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χi(x) = ψi(r)α(ω) (2.11)
χi(x) = ψi(r)β(ω) (2.12)
where ψi denotes a spatial orbital and α(ω) and β(ω) are spin functions. The spatial
orbitals are expanded in a set of basis functions in order to practically solve the
Schrödinger equation. In the Roothaan-Hall approach, the expansion is a linear





where φµ(r) is an AO basis function. Cµi is the coefficient of an AO contributing to
the spatial orbital of index i. In numerical calculations, the coefficients are effectively
the parameters that are varied during an optimization procedure.
Alternatively, the expansion could be done in a plane wave basis set, which is
more common in calculations with periodic boundary conditions due to efficient im-
plementation and excellent transferability of PW basis sets. See Section 2.2.2 for a
more detailed discussion on basis sets in the framework of periodic calculations.
Upon substitution of the spin orbitals in eq. (2.6), the Roothaan-Hall equations
are acquired which naturally take the form of a matrix eigenvalue equation
FC = εSC (2.14)
where C are the AO coefficients in the K × K matrix form. F denotes the Fock
matrix
F = Fµν =
∫
φ∗µ(r1)fˆ(r1)φν(r1)dr1 (2.15)
and S the overlap matrix
S = Sµν =
∫
φ∗µ(r1)φν(r1)dr1 (2.16)
ε is a diagonal matrix containing the orbital eigenvalues.
Eq. (2.14) is non-linear (F depends on C) and must therefore be solved iteratively.
Initial coefficients C0 are provided through a starting guess, and upon solving eq.
(2.14), an updated coefficient matrix C1 is acquired. C1 is fed into the equation again
and when the total energy between coefficient matrices Cn and Cn−1 is smaller than a
chosen threshold, the energy and wave function are considered to be converged. This
iterative method is referred to as the self-consistent field (SCF) method. Because of its
foundation in the wave function, the Hartree-Fock method is labeled a wave function
27
CHAPTER 2. THEORY AND METHODS
method. From the wave function, a multitude of properties may be extracted: most
importantly the electronic energy, but also e.g. dipole moments, ionization potentials
or dielectric constants and polarizabilities from linear response methods.54
An advantage of Hartree-Fock theory is its ab initio formulation and the direct
connection to the Schrödinger equation. Furthermore, the non-classical exchange
interaction is described exactly. However, the theory employs one approximation that
is proven critical for most practical uses in chemistry. The interaction of one electron
with the remainingN−1 electrons is calculated as a mean field interaction of theN−1
occupied orbitals, according to eq. (2.7). This problem arises from the assumption
that the electrons occupy the N spin orbitals of a single Slater determinant. As a
result, the correlated motion of electrons due to Coulomb repulsion is lost.
Since the Hartree-Fock wave function does not consider correlated electrons, the
Hartree-Fock energy will always be higher than the exact energy, in accordance with
the variational principle, even if an infinitely large basis set were to be used. By
convention, a correlation energy
Ecorr = Eexact − EHF (2.17)
is defined as the systematic error in the Hartree-Fock energy.55 Chemical problems
often require a high degree of accuracy, which typically means that the neglection of
electron correlation introduces an error too large for quantitative (and sometimes even
qualitative) results.56 Several methods exist to either approximately or exactly calcu-
late Ecorr. As such methods are extensions to Hartree-Fock theory, they are also wave
function methods and jointly referred to as post-Hartree-Fock methods. Examples
are Möller-Plesset perturbation theory,57 coupled-cluster theory58 or the configuration
interaction method.59 Here the most relevant advantage of wave function methods is
found: Since the accuracy is systematically improvable through 1) larger basis sets
and 2) more exhaustive methods of calculating Ecorr, the exact energy is possible to
acquire, although at high (and as for now, often unrealistic) computational cost. Un-
fortunately, the availability of post-Hartree-Fock methods for calculations employing
periodic boundary conditions is scarce due to their difficult implementation.60,61
2.1.2 Density functional theory
Due to the serious shortcoming of Hartree-Fock theory to describe electron correlation
and the expensiveness of post-Hartree-Fock methods, density functional theory (DFT)
is widely applied as a cost-effective quantum chemical method. Here, the working
quantity is the electron density ρ(x) (ρ(r) for the closed shell systems) rather than
the wave function. As explained below, electron correlation is accounted for in an
approximate fashion.
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The study of quantum phenomena with the electron density as starting point was
first introduced in the Thomas-Fermi model during the formative years of quantum
mechanics.62,63 It was not, however, until the publication of two theorems by Hohen-
berg and Kohn that a foundation for DFT was laid.64 First, they proved that the
ground state energy of a system is a unique functional of the ground state electron
density ρ0
E0[ρ0] = Te[ρ0] + Vee[ρ0] + Vext[ρ0] (2.18)
The constituents of the energy are themselves functionals of ρ0. The electronic kinetic
energy and Coulomb repulsion functionals are universal whereas the external potential
Vext accounts for all system-specific interactions. The nuclear Coulomb repulsion
is treated according to the Born-Oppenheimer approximation and is hence not a
functional of ρ0 when solving eq. (2.18). Vext is general but typically contains the
Coulomb attraction of the electron density with nuclei. Second, Hohenberg and Kohn
showed that any energy calculated from a trail electron density ρtr is an upper bound
to the exact energy of a system
E[ρtr] ≥ Eexact (2.19)
which is in accordance with the variational principle.
The universal parts of the energy functional (eq. (2.18)) make out the Hohenberg-
Kohn functional, FHK[ρ] (= Te[ρ] + Vee[ρ]). Unfortunately, the true form of FHK is
unknown. However, parts of it may be obtained through the formalism introduced by
Kohn and Sham.65 They introduced a non-interacting system of fermions described
exactly, using one single Slater determinant of so called Kohn-Sham (KS) orbitals.







where ϕ denotes a KS orbital. The correction of the kinetic energy, Tc[ρ], is added to
acquire the exact kinetic energy of the interacting system.
Te[ρ] = Tn-i[ρ] + Tc[ρ] (2.21)
The exact calculation of the non-interacting kinetic energy from the electron density
expanded in the KS orbitals is trivial. Therefore, a large part of the total kinetic
energy is calculated exactly in the KS formalism.28
For the electron-electron potential energy, a part is expressed for the classical
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and is typically referred to as the Hartree energy. J [ρ] is calculated exactly from the
electron density and the quantum mechanical contributions, Vqm[ρ] are bundled into
a correction term to the exact potential energy
Vee[ρ] = J [ρ] + Vqm[ρ] (2.23)
It is important to point out that since J [ρ] is a functional of ρ(r), the total elec-
tron density in the three dimensions, the Hartree energy contains an unphysical self-
interaction of an electron with itself, which also needs to be corrected for and which
is discussed later in this section.
The expression of the total electronic energy in eq. (2.18) may be modified with
the above definitions to give
E[ρ] = Tn-i[ρ] + J [ρ] + EXC[ρ] + Vext[ρ] (2.24)
where the only unknown functional is the exchange-correlation (XC) functionalEXC[ρ],
which contains the corrections to the kinetic energy for the correlated system and the
quantum-mechanical effects of electron correlation and exchange interaction.
EXC[ρ] = (Te[ρ]− Tn-i[ρ]) + (Vee[ρ]− J [ρ]) = Tc[ρ] + Vqm[ρ] (2.25)
At this point, a large fraction of the total energy may be calculated exactly. Approx-
imations are needed only for the XC functional which I will discuss in the following
section. Eq. (2.24) is solved iteratively though the SCF method until the DFT energy
is converged to within a predefined threshold.
In the following section, I discuss the form of the XC functionals commonly used
in quantum chemistry. Before this, it is useful to bring up a different viewpoint that
is closely related to the correlated motion of electrons. In the restricted formulation
of DFT, the pair density ρ2(r1, r2) is the probability density of finding an electron
2 at position r2 given that the position of an electron 1 is r1. A description on the
treatment of spin-polarized systems will be included shortly. In any many-electron
system, repulsion due to Coulomb interactions (all electrons) and Pauli repulsion
(only electrons of the same spin) lead to a hole around electron 1, where electron 2





− ρ(r2) = hX(r1, r2) + hC(r1, r2) (2.26)
where ρ(r1) and ρ(r2) are one electron densities. The exchange and correlation parts
are further divided into hX(r1, r2) and hC(r1, r2). In principle, if EXC[ρ] were known,
it would give the correct correlated electron motion and hence the correct shape of
the XC hole.
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Importantly, hX(r1, r2) contains the interaction of an electron with itself (which
is an identical particle with the same spin). It can be shown that its integral must
fulfill the condition ∫
hX(r1, r2)dr2 +
∫
hC(r1, r2)dr2 = −1 + 0 (2.27)
which corresponds to the removal of one electron, in order to cancel its interaction
with itself.28 In analogy to Hartree-Fock theory (eq. (2.7)), where the Coulomb
and exchange operators cancel out the self-interaction, in DFT, the self-interaction
contained in the Hartree energy must be canceled by the exchange energy in the exact
XC functional
J [ρ] = −EX[ρα, 0] (2.28)
For a closed shell system, only α spin density is considered as exchange occurs only
between electrons of the same spin. To treat open-shell systems, an unrestricted
formulation of the KS approach is also available, where the total density is split into
spin densities, ρ(r) = ρ(r)α + ρ(r)β, where the density functionals instead depend on
ρα(r) and ρβ(r) (see e.g. eq. (2.31)).
2.1.3 Exchange-correlation functionals
For practical applications of DFT, the choice of the XC functional is an important
one. Conventionally, the functional is separated into the correlation and exchange
parts which have been developed separately
EXC[ρ] = EX[ρ] + EC[ρ] (2.29)
An example is an exchange functional by Becke (B88 or simply B)66 which is often
used in junction with the correlation functional by Lee, Yang and Parr (LYP)67 to
give the XC functional BLYP.
The different approximations and parametrizations mean a plurality of functionals
have been developed and implemented in quantum chemical software.54 Different XC
functionals have different parametrization schemes which may be divided into two
general types:
• Empirical parametrization schemes employing fitting to a set of reference data,
experimental or from calculation. These functionals typically perform better for
systems similar to the dataset to which they have been fitted, but sometimes
show poor transferability to other systems. Examples are the aforementioned
BLYP functional and the B3LYP functional.68
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• Non-empirical parametrization schemes where the fitting is done to fulfill physi-
cal criteria such as asymptotic behaviors and scaling requirements.69 Typically,
these functionals are employed for their straightforward, physically motivated
construction, more often so in periodic systems. Examples are the PBE70 and
TPSS71 functionals.
Commonly, approximations to the XC functional start in the uniform electron
gas model, i.e. electrons moving and feeling the potential of a homogeneous positive
background charge. This is of course not true in a molecular system where posi-
tive charge is highly localized at the nuclei. Nevertheless, it is approximated that
exchange and correlation effects may be described locally with an XC functional de-
rived from the uniform electron gas model. This local treatment of the exchange and
correlation effects gives rise to the common name of the approach: the local density




where εXC[ρ(r)] is the XC energy per particle for a uniform electron gas. The advan-
tage with the LDA is that the form of εXC[ρ(r)] is known either exactly (exchange) or
may be efficiently interpolated (correlation) from exact solutions at the low and high
electron density limits, as found e.g. in the Vosko-Wilk-Nusair parametrization.72
The electron density may be divided into spin densities corresponding to α and β
electrons in the local spin density approximation (LSDA)
ELSDAXC [ρα, ρβ] =
∫
ρ(r)εXC[ρα(r), ρβ(r)]dr (2.31)
Note that εXC[ρα(r), ρβ(r)] refers to the LSDA XC energy per electron. The in-
tegrand ρ(r) is the total electron probability distribution (or density) with which
εXC[ρα(r), ρβ(r)] is weighted.28 This unrestricted DFT formulation is commonly used
in studies on open-shell systems, and is not limited to the LSDA.
At each point in space, the XC hole is spherical due to the isotropic nature of the
model. In contrast, electron densities in real molecular systems are highly anisotropic,
and the LDA functional is commonly used for systems with a high degree of homo-
geneity in the electron density, more specifically delocalized as in metals. LDA ener-
getically favors cases with a homogeneous electron density; typically, the smoother ρ
curvature in a chemical bond, is better described compared to the steep ρ curvature
at atoms.28 This leads to a general favoring of bound systems, giving rise to the over-
estimation of binding energy and vibrational frequencies as well as underestimation
of bond lengths.
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A second issue with the LDA/LSDA functionals is the high degree of self-interaction.
The spherical LDA exchange hole is often a poor approximation to the exact exchange
hole and, as a consequence, LDA tends to severely underestimate the exchange in-
teraction energy.54 Hence, self-interaction is not canceled completely (i.e. eq. (2.28)
does not hold), giving rise to two important consequences: First, the electron density
tends to become more delocalized to minimize self-interaction. Second, the eigen-
values of occupied orbital levels increase. For metals, both points are only of minor
importance due to the delocalized electrons and the lack of a band gap (see Section
2.2.1). However, in systems with localized electrons and/or a band gap, the LDA
often performs unsatisfactorily.
Nevertheless, the LDA is almost universally used as starting point for more ac-
curate functionals. To discuss the capabilities of further XC functionals, I will use
the well-characterized crystalline (rock salt) phase of NiO as an example system, due
to its chemical resemblance to nickel fluorides. NiO is an antiferromagnetic insulator
with a band gap of 4 eV,73 and with the d electrons highly localized on the Ni2+ cen-
ters. The localization may be probed against the experimental Ni2+ spin magnetic
moment 1.9 µB (Bohr magnetons) coming from the two unpaired d electrons.74 NiO
is labeled a strongly correlated material, due to the failure of mean field theory to
describe the localized d electrons.
In a study by Rohrbach et al. employing the LDA functional, the band gap of
NiO was found to be closed, falsely predicting a metallic compound.75 The failure to
localize electrons was also evident, for example in an underestimation of the magnetic
moment at only 1.1 µB.
A popular extension to the LDA is the generalized gradient approximation (GGA).
To account for the non-homogeneous nature of the electron density in molecular
systems, GGA XC functionals also depend on the gradient of the electron density
EGGAXC [ρα, ρβ] =
∫
fXC[ρα, ρβ,∇ρα,∇ρβ]dr (2.32)
here written in the spin-polarized form. Unfortunately, there is no analytic form for
fXC. Instead, the literature provides various parametrizations and implementations of
the GGA for exchange66,70,7678 and correlation67,70,77,7982 functionals. Especially the
Perdew-Burke-Ernzerhof exchange and correlation functionals used in junction make
out the PBE XC functional70 which is a popular choice for periodic systems such as
metals, together with its revised forms for solids: revPBE, RPBE and PBEsol.8082
GGA functionals often give improved results in comparison to the LDA with re-
spect to binding energies and lattice constants.83 Due to the non-homogeneous XC
hole in the GGA, the unphysical bias towards binding found in the LDA is partially
remedied. However, the self-interaction problem is still present and a proper descrip-
tion of band gaps is lacking, which is why GGA functionals are most commonly used
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for metals or narrow-gap semiconductors. An important field where GGA XC func-
tionals are preferred is the study of metal-molecule interfaces, such as in heterogeneous
catalysis.84,85
Returning to our example system NiO, in the study by Rohrbach et al., employing
the PW91 XC functional, a band gap is opened but remains severely underestimated
at 0.5 eV.75 Although the Ni2+ spin magnetic moment is improved to 1.3 µB, it is clear
that the inclusion of the ∇ρ dependency is not sufficient to describe highly localized
electrons.
A different but popular idea is to use the exact exchange functional, which is
calculated analogously to the Hartree-Fock method (eqs. (2.7) and (2.8)). Instead of
Hartree-Fock orbitals, the KS orbitals (eq. (2.20)) are used from which the exchange
integrals may be calculated exactly. Typically, a fraction of exact exchange is included








which utilizes 25 % exact exchange together with the PBE exchange and correlation
functionals. XC functionals with inclusion of exact exchange are referred to as hybrid
functionals.
Only a fraction is used, as taking simply the exact exchange functional typically
leads to an error: In the KS method, the using the non-interacting system as reference
leaves a highly localized XC hole. However, the exact exchange interaction is a fully
delocalized property (eq. (2.8)). The assumption that the XC hole may be divided
into is exchange and correlation parts leads to a mismatch between a localized cor-
relation hole and a delocalized exchange hole.28 The fraction in the PBE0 functional
has been determined through a perturbative approach and the functional is hence
free of empirical parameters. Alternatively, the fraction may be fitted to reference
data, as is the case in the B3LYP hybrid functional.68
The calculation of exact exchange includes performing an extra step throughout
the SCF procedure, in calculating non-local exchange integrals (see eq. (2.8)). The
calculation effort scales particularly poorly for calculations employing PW basis sets,
where hybrid functionals typically require about one more order of calculation time
compared to GGA functionals.54 However, with higher computational capacities, hy-
brid functionals are finding an increasingly wide usage in PW basis set calculations,
especially for electronic properties of strongly correlated materials, although such hy-
brid calulations are often resticted to relatively small unit cells.3840,87 To reduce
calculation efforts with only a small loss of accuracy, range-separated hybrid func-
tionals may be used, for example in the formulation by Heyd, Scuseria and Ernzerhof
(HSE), which exploit the short-range nature of exchange interaction due to Coulomb
screening88
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EHSE0xXC = 0.75E
PBE,SR
X (ω) + 0.25E
exact,SR
X (ω) + E
PBE,LR
X (ω) + E
PBE
C (2.34)
where the new parameter ω is the screening parameter. The exchange functional is
divided into a short-range (SR) PBE0 part and a long-range (LR) PBE part without
exact exchange. For example, ω = 0.2 corresponds to the HSE06 functional, whereas
for ω = 0, the functional reduces to PBE0.
2.1.4 Dispersion interaction
I have already discussed the approximate inclusion of electron correlation effects in the
XC functional, EXC[ρ] (eq. (2.24)). An important part of the correlation energy stems
from long-range dispersion interaction. In some systems, such as noble gases89,90 or
molecules without permanent (i.e. static) dipole moments,9193 dispersion accounts
for the largest part of the binding energy. Also in many other systems, which in-
volve e.g. inter-molecular interactions or molecule-surface interfaces,9496 dispersion
contributes to the binding significantly, and may not be neglected. For adsorption
processes of HF on Ni surfaces, physisorption of molecules could give rise to non-
covalently bound reaction intermediates, which may effectively raise the activation
barrier.97
Dispersion interaction arises due to electrostatic interactions between instanta-
neous, induced multipoles. In principle, the induced multipoles may be of any order,
but the largest contribution is generally due to London dispersion, which includes the
attractive interaction between two induced dipoles at two bodies.98 For two atoms i








where Ii and Ij are the ionization potentials of the atoms, αi and αj are the polariz-
abilities and r is the distance between the atoms.
Calculations considering London dispersion interaction (or any other type of dis-
persion) present a problem for standard DFT functionals. As briefly mentioned above,
the induced dipole interactions are by nature a phenomenon of the correlated mo-
tion of electrons. Furthermore, dispersion effects are most important for long-range
(approx. r > 3 Å) interactions. LDA and GGA functionals are constructed from
the approximation that electron correlation may be treated as a local phenomenon
(eqs. (2.30) and (2.32)). Although GGA functionals also include the gradient of the
electron density, this is insufficient for the long-range interaction.28 Also hybrid func-
tionals are incapable of the task. Although the inclusion of exact exchange is indeed
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non-local, dispersion interaction is a phenomenon due to (Coulomb) correlation which
is still treated locally. Due to the shortcomings of the common approximations to the
XC functional, methods for including dispersion interaction have been developed, of
which I will describe two conceptually different methods that are applied in many of
the calculations in this thesis.
The first method, commonly referred to as DFT-D involves a dispersion correction
term to the DFT energy, as proposed by Grimme100102
EDFT−D = EDFT + ED (2.36)
where EDFT is calculated self-consistently and the correction term ED is added a
posteriori. ED involves a sum of all pair-wise atom-centered London dispersion in-
teractions, where the only input variables are the nuclear coordinates of the system.
A popular application is the D3(BJ) dispersion correction,102 which builds upon the















where Cijn is the specific n-order pair coefficient for the interaction between atoms
i and j at distance rij. Unlike the simpler D2 scheme, which only includes sixth-
order interaction, the D3 and D3(BJ) schemes consider also an eight-order attractive
term, since this was found to improve the description of mid-range dispersion.102 In
general, a challenge in developing such correction schemes is to avoid over-binding
due to a too attractive ED at short and mid-range distances, since the EDFT term is
expected to account for electron correlation at these distances. Therefore, the factor
sn is included which is scaling factor specific for each XC functional. Furthermore,
the damping function developed by Becke and Johnson (BJ) serves the purpose to
improve the short-range description and prevent the asymptotic limit of an infinite
negative energy for r → 0.103 The BJ damping function is the main difference between






BJ + a2 (2.38)
where a1 and a2 are parameters fitted for each functional. r
ij
BJ is the ij atom pair






In the D2 correction, they are calculated in a simple way from atomic polarizabili-
ties and ionization potentials from time-dependent DFT calculations with the PBE0
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functional.100 The D3 and D3(BJ) schemes aim to take into consideration differences
in polarizabilities for atoms in different chemical environments. Therefore, the coeffi-
cients are calculated from differences in polarizabilities of atoms with various numbers
of ligands. Hence, in the D3 and D3(BJ) schemes, the Cijn coefficients depend on the
coordination numbers of atoms i and j. Cijn coefficients were provided by Grimme
et al. for all elements until Pu, and were calculated using time-dependent DFT and
the PBE0 functional.101 By including atom pairs in neighboring periodic cell images,
the DFT-D method may be applied also for periodic systems.104 In practical calcula-
tions, implementations of these dispersion correction schemes perform a connectivity
analysis using the nuclear coordinates and select the proper coefficients. In periodic
plane-wave calculations of surfaces with slab models (see Section 2.5), a distance cut-
off must be set for the coefficients, so that unwanted dispersive interactions between
vacuum-separated slabs is avoided.
The DFT-D3 and DFT-D3(BJ) schemes are growing increasingly popular, much
due to their cost-efficiency and robustness of the provided Cijn coefficients.
105,106 The
calculation time of all pair-wise interactions is essentially negligible compared to the
SCF calculation. The main weakness of the DFT-D methods is the semi-empirical for-
mulation itself. This means the method should, if possible, be bench-marked against
a higher level treatment (e.g. coupled-cluster theory), especially for weakly bound
systems. Furthermore, the separation of dispersion interaction from the ab initio
calculation means that influences on the dispersion interaction by e.g. an external
electric field are neglected.107 On the other hand, this separation provides for free
a rough method for energy decomposition analysis, and we are able to estimate the
contribution of dispersion interaction to the total binding energy of two species. Ad-
ditionally, the Cijn coefficients may perform worse for systems far from equilibrium,
such as crystals under high pressure,108 since the coefficients are optimized for atoms
with equilibrium bond lengths.
The second method for the inclusion of dispersion effects in DFT considers the
instantaneous dipoles as plasma oscillations. The class of van der Waals (vdW)
density functionals are based on the ansatz





where the first term E0XC[ρ] is a local XC functional (typically with the GGA) and
EnlC [ρ] is a correction term for non-local correlation. Here, in contrast to Grimme's
method, the correction term is a proper functional of the electron density. The non-






where ρ is the electron density and r and r′ refer to two points in space. φ(r, r′)ρ(r′)
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is a kernel depending on the two coordinates as well as the electron density.109 The
purpose of φ(r, r′)ρ(r′) is to quantify the interaction strength between plasma oscilla-
tions separated by the distance r− r′. Practical expressions for this function contain
approximations, which vary between different vdW functionals, and the expressions
are typically complicated.
The vdW-DF functional, developed by Lundqvist and coworkers, employs the
revPBE GGA functional as E0XC[ρ].
110 The dispersion part is centered around the
so-called plasmon-response description111
SXC(r, r
′; iu) = 〈r| ln (iu)|r′〉 (2.42)
where  is the dielectric tensor as a function of imaginary frequency iu. From a Taylor












where V comes from the Coulomb coupling term in the well-known adiabatic ansatz
with the coupling parameter λ
Hλ = T + Vext,λ + λV (2.44)
In the vdW-DF functional, a model for S2XC is constructed under a number of con-
straints, most importantly with regards to asymptotic behaviors of certain variables.
The specific constraints and shape of the function is given in a contribution by
Schröder et al .109 A fitting to empirical data was avoided, although the asymp-
totic limits were considered for dimers of noble gases.110 The vdW-DF functional
gave reasonable Cij6 coefficients from calculated potential energy curves of the noble
gas dimers.
vdW functionals could generally be considered to be more "in the spirit" of the
first principles approach, since they are explicit functionals of the electron density,
with well understood approximations to the functional, much like the standard LDA
or GGA functionals themselves. The vdW-DF implementation has been shown to
come at little extra calculation cost.112 An advantage over the DFT-D dispersion
correction is that vdW functionals qualitatively correctly describe the asymptotic
limit of the dispersion energy as rij → 0, where rij is the distance between two
atoms.113 Therefore, one might expect vdW functionals to give a more consistent
description of dispersion effects for atoms not at equilibrium bond lengths (e.g atoms
in vibrational motion) compared to the DFT-D methods which rely on damping
functions.
Unfortunately, a rather significant dependence on the local GGA functional (eq.
(2.40)) has been noted by Reimer et al., for various vdW functionals applied on
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interfaces involving metallic surfaces.113 Also DFT-D methods were described as
overestimating the binding of molecules to metallic surfaces. If a more robust, ex-
plicitly quantum mechanical treatment of dispersion interaction is to be done, one
would require wave function methods such as Möller-Plesset perturbation theory,57
or coupled-cluster theory.58 However, implementations of such methods for periodic
systems are still rare,60,61 even more so for metallic systems. An alternative solution
readily available for periodic systems are perturbative methods, such as the random
phase approximation,114 although this method suffers from unfavorable scaling with
system size.113
Dispersion interactions in DFT remains an active field in research, and often
are the approximate methods (e.g. DFT-D and vdW functionals) tested against a
benchmark calculation or evaluated with respect to some physical property, such as a
binding energy. In DFT calculations involving non-covalent interactions, for example
the HF/Ni interfaces considered in this work, including some form of dispersion cor-
rection is absolutely necessary. One reason for this is that simply a GGA functional
would not be able to correctly describe even the simplest adsorption reaction of a
single HF molecule on a surface, since the physisorption binding would be predicted
by GGA functionals as either too weakly bound or even unbound.
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2.2 Periodic systems
The foundation of our understanding of crystalline systems dates back to the discovery
of X-ray diffraction by von Laue in 1912.115 Crystals are defined as condensed matter
with a periodic arrangement of atoms. Although real crystals are terminated at
their edges (finite) and have various defects, when studying a crystalline system, it is
usually assumed that it can be approximated as infinite, perfect crystals. Formally
this is expressed as the crystal being identical viewed from two points r ′ and r which
are related by
r ′ = r+ u1a1 + u2a2 + u3a3 = r+T (2.45)
where a1, a2 and a3 are vectors describing the periodically repeating unit cell and
u1, u2 and u3 are integers. These quantities are bundled together in the real space
translation vector T. Hence, the vectors make up a lattice as shown in the left part
of Fig. 2.1 as a two-dimensional case with a1 and a2. In two dimensions, there are
five possible combinations of a1 and a2 with respect to their absolute values being
identical or not, and their angle being 90◦, 60◦ or none of the two.116 In three
dimensions including also a3, there are 14 combinations which are referred to as the
Bravais lattices.
Figure 2.1: Two-dimensional view of a diatomic crystal in the cubic NaCl structure. Left:
The empty lattice (red) as constructed from lattice vectors a1 and a2. Four unit cells are
depicted. Right: The basis (blue square) is added to the unit cell which fills up the lattice
with atoms.
If all points r in a unit cell are described with respect to some property, all points
in its infinite Bravais lattice are equally well described. Let that property be the
atomic coordinates in the crystal and we quickly realize that only the coordinates
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within the unit cell are needed to describe the structure of the entire crystal. This
translational symmetry constraint greatly reduces the number of atoms in a crystal
from a number in the order of 1023 to the number of atoms within the unit cell. The
atoms in the unit cell are referred to as the basis (not to be confused with basis sets).
In the right hand side of Fig. 2.1, the basis (marked in blue) has been added to the
lattice and a crystal has taken shape.
The periodic symmetry introduced in eq. (2.45) has the consequence that any
local property of the (idealized) crystal follows the same symmetry. Such a property
is e.g. the electron density ρ(r). Because of the periodic symmetry, real space-
depending functions such as orbitals or ρ(r) may be subject to Fourier analysis. The
transformation from real space coordinates to reciprocal coordinates has been proven






where G is a set of vectors such that the equation is invariant under all real space
translation vectors T. It can be shown that G is the reciprocal space analog of T116
G = v1b1 + v2b2 + v3b3 (2.47)
where v1, v2 and v3 are integers and b1, b2 and b3 are the reciprocal lattice vectors.
The length of a reciprocal lattice vector i is related to the inverse length of the
corresponding real space lattice vector
|bi| = 2pi|ai| (2.48)
where the factor of 2pi comes from the Fourier expansion. As a consequence, a small
real space unit cell will have a large reciprocal space unit cell and vice versa.
Any real space lattice may be Fourier-transformed into a reciprocal one. In the
case of the two-dimensional square lattice in Fig. 2.1, the Fourier transform yields
another square lattice. This need not be the case; for instance, the fcc crystal lattice
of Ni is transformed into a bcc reciprocal lattice.
T and G are related through
eiG·T = 1 (2.49)
and both correspond to invariant translations between lattice points in real and re-
ciprocal space, respectively. Now, let
k = hb1 + kb2 + lb3 (2.50)
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where h, k and l are real numbers. k then corresponds to a point in reciprocal space.
Because to the periodicity, only a limited reciprocal volume is necessary to describe
all possible values of k. This volume is often constructed as a Brillouin zone (BZ).
Fig. 2.2 shows the construction of the BZ for the previous two-dimensional square
lattice, although the same principles apply in three dimensions. A reference point in
the center of the figure is picked, from which vectors are drawn to all neighboring
lattice points (black arrows in Fig. 2.2). Each vector is the normal vector of a one-
dimensional line which is drawn halfway between the lattice points (dotted lines in
Fig. 2.2). The dotted lines intersect and enclose the first BZ, which is the smallest
possible unit required to fully describe the reciprocal lattice. In this two-dimensional
example, the BZ is a square-shaped reciprocal area; in three-dimensional systems the
BZ is a reciprocal volume which may take on 14 different shapes, analogous to the
set of possible Bravais lattices.116
Figure 2.2: The real space two-dimensional square lattice Fourier transformed to the
reciprocal space lattice. To the right, a BZ is constructed around the central lattice point.
Arrows are drawn from the reference point to all neighboring lattice points. For clarity, only
three arrows (one horizontal, one vertical, one diagonal) are shown. Each dotted lines is a
normal to an arrow. The first BZ is shown in light gray whereas the IBZ is shown in a darker
shade. The blue points correspond to a discrete 8× 8 Monkhort-Pack grid of k points. Due
to the crystal symmetry, only the dark blue points within the IBZ must be considered. Also
shown are the high-symmetry points Γ, X and M .
Furthermore, depending on the internal symmetry of the Brillouin zones  e.g. if
atoms of the same element are related by symmetry operations in the crystallographic
space groups  an irreducible Brillouin zone (IBZ) may be used in order to reduce
the calculation effort further. In Fig. 2.2, the first BZ (lighter gray area) is reduced




Up until now, only strictly geometrical arguments have been used. If a crystal
property such as the electron density is to be described, its corresponding wave func-
tion needs to fulfill the boundary conditions set by the translational symmetry of the
lattice. This is expressed by the Bloch theorem
ψn(r+T,k) = e
ik·Teik·run(r+T) = eik·Tψn(r,k) (2.51)
where ψn(r,k) is a Bloch function of wave function index n with un(r) as the spatial
one-electron wave function and the factor eik·r.117 If un(r) is constant with respect
to r, e.g. if there are no nuclei present, the wave function becomes that of a free
electron ψn(r,k) = eik·r. From free particle theory, we know that k corresponds to
momentum and it is sometimes referred to as crystal momentum in periodic systems,







k = h¯k (2.52)
where p is the momentum vector of a propagating matter-wave, h (h¯) is the (reduced)
Planck constant and λ is the wave length of the propagating wave. More generally,
since r and k form a Fourier pair, they form complementary variables that obey the
uncertainty principle.119 Bloch wave functions may hence be expressed in terms of r
(real space) or k (reciprocal or momentum space).
Consider an infinite one-dimensional chain of hydrogen atoms with 1s orbitals as
wave functions. λ→∞ corresponds to the sign of the orbitals in all neighboring unit
cells being in phase, which leads to no nodes and no crystal momentum. In the case
of λ = 2|a|, where a is the lattice vector of the propagation direction, all unit cells
are perfectly out of phase with nodes exactly at the cell boundaries.
Both cases correspond to one electronic state each. Crystal momenta between
these boundaries are also possible and, in a crystal with the number of electrons in the
order of Avogadro's constant, a continuum of states with varying k and corresponding
energies E(k) forms. In band theory, the continuum is referred to as an energy band
which is illustrated in Fig. 2.3.
With the dispersion relation in reciprocal space taking the form of a free electron,
what is left to address is the deviation from that efficient but unrealistic model. More
specifically, un(r) must capture the physics of the attractive potential applied by
the nuclei as well as electron-electron Coulomb and exchange interactions discussed
in Section 2.1.1. Bands in crystals are analogous to orbitals in molecules and with
the dispersion relation formulation, an infinite amount of orbitals has been reduced
to only the orbitals in the unit cell. un(r) is calculated using quantum chemical
methods such as Hartree-Fock or DFT, where the latter is by far more popular due
to the (approximate) inclusion of electron correlation.
43
CHAPTER 2. THEORY AND METHODS
Figure 2.3: Schematic plot of an energy band of a one-dimensional hydrogen chain with
the lattice constant a. The 1s orbitals are depicted as spheres and overlap constructively
or destructively in the chain. Only the center and border of the BZ are shown. The case
for infinitely separated atoms is also included, for which the electronic state is truly discrete
and corresponds to one energy level εvac (arbitrarily set in the graph).
The band eigenvalues depend on k and this dependence must be numerically
considered by discrete sampling of the IBZ. In the example of Hartree-Fock theory,
this means
FkCk = εkSkCk (2.53)
where the k-dependence means that one SCF calculation per k point is necessary to
acquire the electronic wave function (Hartree-Fock theory) or electron density (DFT)
of an periodic system. For the calculation of properties that do not explicitly depend
on the curvature of E(k) along certain directions (e.g. structure relaxations, total
energy, vibrational frequencies, density of states) a grid of k points is often used to
sample the IBZ (see Fig. 2.2) volume, according to the Monkhorst-Pack scheme.120
The fineness of the Monkhorst-Pack grid is usually improved until the calculated
property of interest convergence with respect to the number of k points.
If the curvature of E(k) is of importance (e.g. band structures, optical properties,
anisotropic electric properties) k points are usually sampled along lines between high
symmetry points in the IBZ for band structure plots in two dimensions. In Fig. 2.2,
the points are labeled as Γ (by convention at k = [0, 0, 0]), X and M , and a typical
trajectory between them is XΓMX.
2.2.1 Band structures
In this section, I will discuss features of electronic band structures and their usefulness
in the analysis of phenomena related to electrons in the valence region such as conduc-
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tivity, ionization potentials and electron affinities (redox chemistry) and the study of
surface-catalyzed reactions. Some of the systems studied in this thesis provide useful
examples for points of discussion regarding the characteristics of various band struc-
tures. Especially, the division between metals and insulators is crucial and the two
classes typically require different quantum chemical methods for the description of
their electronic structure.
Consider an idealized crystal with a number of atoms in the order of Avogadro's
constant. The symmetry-consistent reduction of the crystal to its unit cell means
the elementary composition of the whole crystal must be retained in the unit cell.
Consequently, the number of electrons per cell is exactly the number of electrons of
the elements enclosed within the cell. Since electrons are fermions with the intrinsic
spin magnetic moment, s = 1
2
, one band may be occupied by zero or two (one α and
one β) electrons in a restricted calculation, whereas the unrestricted formulation (see
eq. (2.31)) only allows for one electron per band. The bands are populated according
to the aufbau principle at any given point k in the BZ, corresponding to a Fermi-Dirac
distribution at 0 K.121 The Fermi energy, EF, is equivalent to the symmetry point
from Fermi-Dirac statistics and corresponds to the highest eigenvalue of the occupied
bands at any point k. The highest-energy occupied bands are referred to as valence
bands, and contain electron density that is most likely to be donated to a suitable
external species, such as an adsorbed molecule. The lowest-energy unoccupied bands
are the conduction bands, which correspond to states in the material that are most
likely to receive electron density from a suitable molecule.
If the valence electron shells are unfilled, for example in a metal like Ni, looking
at one point in k space, there exist low-energy electronic states that are unoccupied
at 0 K. This is depicted in Fig. 2.4, left hand side, for Ni. The conduction bands
may be partially populated with only little thermal energy, which increases electron
mobility, and consequently electric conductivity. Furthermore, since the density of
states (DOS) around EF is continuous in such metallic phases, EF may be shifted by
an external bias, such as a voltage. Two different metals in contact (e.g. through a
conducting copper wire in an electrochemical cell) with different Fermi energies, will
undergo a transfer of electrons from the metal with the higher EhiF to the metal with




F after equilibration. EF is closely related to the
chemical potential of electrons in a material, and the usefulness of band structure
calculations in understanding electron transfer reactions at electrodes is discussed in
more detail in Section 2.6.
The continuity of states around EF is not present in the other example of NiF2, in
Fig. 2.4, right hand side. In this situation, the valence bands are fully occupied, and
separated from the conduction band by a band gap, Egap. If Egap is large (> 4 eV),
partial occupation of conduction band states is negligible at ambient temperatures,
and the material is classified as an electrical insulator. Partial occupation of con-
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Figure 2.4: Band structures and DOS plots typical of a metal (Ni) and an insulator (NiF2).
Ni is ferromagnetic and with two non-symmetric spin channels labeled red for α bands and
blue for β bands. The DOS is plotted with β and α states taking on positive and negative
values, respectively. NiF2 is antiferromagnetic and the spin channels are antisymmetric,
why the total DOS here may be fully depicted using only β states (DOSα(E) = DOSβ(E)).
In Ni, the valence and conduction bands cross at EF (dashed line), predicting a metal. In
NiF2 valence and conduction bands are separated with a band gap of 4.5 eV at the k = M .
Ni was calculated with PBE and NiF2 with PBE+U (UNi2+ = 5.3 eV).
duction band states occurs at smaller values of Egap (often around 0.5-2.5 eV), given
sufficient thermal energy, and the material may show semiconductor properties. Note
that there is currently no consensus of the exact Egap limit that defines a semicon-
ductor or an insulator, and the numbers above should be viewed as commonly found
in the literature.
Since both Ni and NiF2 contain unpaired electrons, DFT in the unrestricted for-
malism must be used, and two spin channels are depicted as bands with different
colors in Fig. 2.4. The ferromagnetic phase of Ni122 is reproduced as the α bands
are occupied to a larger extend. The two unpaired electrons at the Ni2+ centers in
NiF2 show a weak antiferromagnetic coupling,
123 which is why the dispersion of the
band eigenvalues in (reciprocal) space is equal between the α and β bands, and only
one spin channel must be plotted. A more detailed description on the calculation of
magnetic properties is given in Section 2.4.
2.2.2 Basis sets and pseudopotentials
To this point, I have separately treated band theory and quantum chemical methods.
In Sections 2.1.1 and 2.1.2, the necessity of basis sets was discussed if the Schrödinger
equation (for Hartree-Fock) or Kohn-Sham equations (for DFT) are to be practically
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solved for any realistic system. Here, I discuss some characteristics of two types of
basis sets that may be employed analogously in both Hartree-Fock and DFT. Since
this thesis considers almost exclusively periodic systems, basis sets are discussed in
the context of periodic calculations, although many points are transferable to non-
periodic calculations.
In both Hartree-Fock and DFT, un(r) in eq. (2.51) is expanded using a linear
combination of basis functions, of which two types are often employed. First, the
use of atom-centered Gaussian-type orbitals (GTO) as basis functions is directly
equivalent to the LCAO approach and is more common in non-periodic calculations
(see eq. (2.13).124 Typically, core shells are represented by only one GTO per shell
as these are unlikely to vary drastically for an element. Naturally, valence electrons
are more sensitive towards chemical environments and these typically require more
flexibility (variational freedom) through the inclusion of more GTOs. Each valence
shell is split into several GTOs, which introduces the principle measurement of quality
for an LCAO basis set as the ζ parameter; ζ = 2 means including the double amount
of GTOs per valence shell, ζ = 3 includes the triple amount, and so on. Further
GTOs are often added, such as polarization and diffuse functions.
Advantages with LCAO basis sets are the efficient treatment of electrons in both
valence and core shells since AO-like basis functions provide a good representation of
the core orbitals. Furthermore, implementations of (post-)Hartree-Fock or exact ex-
change as in hybrid DFT functionals are more efficient using the LCAO approach.125
However, a general problem by using localized basis functions is the basis set super-
position error, which causes overbinding due to the more complete basis set in bound
systems.126 In non-periodic calculations, the remedy for this is the use of larger basis
sets. Unfortunately, periodic LCAO calculations suffer from numerical instabilities
due to linearly dependent basis functions situated at different atoms, since the basis
set constitutes a non-orthogonal basis.127
These shortcomings of LCAO basis sets are critical for periodic systems. There-






where G is a reciprocal lattice vector and cnG is the weighting coefficient of a PW
withG in orbital n. The basis set sizeK is determined by including PWs of increasing





Since the elements of G are reciprocal lattice vectors scaled by integers, PWs in
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a calculation are intrinsically consistent with the symmetry of the lattice. This also
means that the basis set quality only depends on the energy cutoff Ecut; importantly,
there is no BSSE bias towards bound structures. As G→∞ the basis set approaches
completeness, which means PW basis sets are easily systematically improvable and
a large energy cutoff may be considered a complete basis set.128 Furthermore, PWs
always form an orthogonal basis and larger basis sets are not necessarily associated
with numerical instabilities. The delocalized nature of PWs means a computationally
very affordable basis set size is sufficient to describe delocalized electrons, such as
the valence electrons of metals. On the other hand, a large number of plane waves
is needed to correctly describe localized electrons such as in ions, lone pairs or in
core shells. Especially demanding are core electrons with sharp nodal features, which
is why core electrons often are not explicitly considered in a calculation but instead
represented by an analytical, pre-optimized pseudopotential.54 This frozen-core ap-
proximation is justified if core electron properties are not of interest, which is true
for all calculations in this thesis.
The projector augmented-wave (PAW) method has become one of the most pop-
ular types of pseudopotentials.129131 First developed by Blöchl, the idea is a parti-
tioning of the all-electron core states |ψc〉 into an explicit wave function outside an
augmentation radius raug from the nucleus and a simplified part inside raug which is
expanded in a radial function and spherical harmonics functions.132 The partitioning
takes the form
|ψc〉 = |ψ˜c〉+ |φc〉 − |φ˜c〉 (2.56)
where the pseudo-wave function |ψ˜c〉 is identical to the all-electron wave function
outside raug but with a smooth (but unphysical) continuation within. The unphysical
continuation is corrected for with |φc〉 and |φ˜c〉 which are defined within raug and
correspond to the spherical harmonics projection of the all-electron and pseudo-wave
functions, respectively. Strictly speaking, this means that the PAW method is rather
a method in which the inner parts of the orbitals are smoothed, unlike true pseu-
dopotentials which add potential energy contributions from the core electrons to the
Hamiltonian.
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2.3 Strongly correlated systems
The shortcomings of LDA and GGA functionals to describe correlated systems, with
respect to electron localization and band gaps, were discussed in Section 2.1.3.133 A
useful remedy for both problems are hybrid functionals (see Section 2.1.3 since the
portion of exact exchange used reduces electron self-interaction (eq. (2.7)). DFT+U
comprises methods that add a parameter U to the DFT energy, and is a more af-
fordable alternative to hybrid functionals often with comparable accuracy.37 The














where 〈i, j〉 refers to a pair of neighboring atomic sites i and j, c†i,σ and ci,σ are
creation and annihilation operators of an electron at site i with spin σ. t is the so-
called hopping matrix and may be interpreted as the amplitude of electrons hopping
between atomic sites. In other words, t is the contribution to the delocalization of
electrons in the solid. If only the first sum of eq. (2.57) is included a Hamiltonian,
we arrive at the tight binding approximation.134 In fact, in this picture, t is directly
proportional to the width of a band.135
In the Hubbard model, the second sum runs over all electron occupations ni,α and
ni,β of α and β spin, respectively, and corresponds to Coulomb repulsion between
electrons at site i. U enters as the simple parameter for the repulsion between elec-
trons (for which U > 0; for other particles this must not necessarily be the case).
Larger values of U prohibit hopping of electrons to a given site due to the increase
in repulsion from other electrons at that site. In other words, the Hubbard model
U term introduces a simple description of electron correlation to the tight binding
approximation. Furthermore, a negative term for exchange coupling J may also be
included to account for interactions of electrons with parallel spins. Since this term
takes a similar form as the U term, it is omitted here for clarity reasons.
The Hubbard model allows for some efficient qualitative analyses of the electronic
structure of both metals and insulators. The negative hopping term corresponds to
kinetic energy and hence delocalization of electrons. If this term dominates (t U),
electrons are weakly correlated and will tend to arrange in metallic bands, closer to
an electron gas situation. From a chemist's point of view, this is naturally the case for
crystals of atoms with partially filled valence shells and hence small on-site repulsion.
On the other hand, if the Coulomb term dominates (U  t), the strong on-site
repulsion prohibits electrons from delocalizing and bands will show less dispersion.
This situation corresponds to crystals with e.g. localized d or f electrons, or with full
atomic valence shells, so that the hopping of an electron to an already filled site is
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affiliated with a large repulsive penalty to the energy. Due to this, in contrast to the
tight binding approximation, the Hubbard model is capable of qualitatively describ-
ing the opening of the band gap due to electron localization in strongly correlated
transition metal oxides and fluorides.136,137
In KS DFT calculations, most of the kinetic energy is solved exactly (see eq.
(2.24)) due to the lower complexity of this one-body contribution (the indices i and
j in eq. (2.57) refer to two atomic sites, between which one electron hops). The
energy due to two-body Coulomb repulsion, however, is accounted for by a much
larger portion using approximate XC functionals. Consider a thought experiment of
calculating a Hubbard-like system with DFT methods. Although local XC functionals
(LDA, GGA) contain some description of the correlated Coulomb repulsion, U is
generally underestimated, due to reasons already discussed. As the error in the first
term of eq. (2.57) is smaller than that of the second term, DFT would generally
overestimate the ratio t
U
and favor electron delocalization.
The U correction to DFT takes the general form138
EDFT+U[ρσ(r), {nσ}] = EDFT[ρσ(r)] + EU [{nσ}]− Edc[{nσ}] (2.58)
where the DFT energy EDFT is a functional of the spin densities ρσ(r). The inclusion
of the Hubbard-like term EU requires a double counting correction Edc, which is
an approximate of the on-site repulsions already contained in EDFT. Note that the
kinetic part of the Hubbard Hamiltonian is omitted in eq. (2.58) since the kinetic
energy is sufficiently well described by DFT.139
In plane wave basis sets, the site occupancies {nσ} involve the projection of spher-
ical harmonic functions at atomic sites onto the wave function, in order to extract
local site occupancies from a wave function expanded in a delocalized basis. The
projection scheme and the subsequent evaluation of the double counting energy are
performed at each SCF cycle. Typically, this affects calculation effort negligibly and
DFT+U calculation costs scale similarly to the underlying XC functional.140
The form of the EU term varies in different implementations, of which the ap-
proaches of Liechtenstein et al.139 and Dudarev et al.138 are most popular. In both
approaches, in addition to U , the exchange interaction parameter J is considered. The
approach of Dudarev considers screened Coulomb interaction with the advantage that
the two parameters are related through Ueff = U−J where only the effective Coulomb
repulsion parameter Ueff is required.
Throughout this work, the Dudarev implementation of DFT+U is used due to its
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where mi are spherical harmonic functions and nmi,mj are the on-site occupancy
matrix. In this formulation, EU , may be thought of as a penalty function for non-
idempotent occupancies.
Although U has a clear physical meaning in the Hubbard model, the simplified
picture of discrete sites translates poorly to a quantum chemical one where electron
density is inherently smeared out in space. Hence, in DFT+U, there exist no universal
values for U , and results may depend drastically on the parameter. U is often chosen
empirically by fitting a calculated observable to an experimentally measured one
(e.g. the band gap141 or magnetic phase stability142), with the disadvantage that the
transferability of the parameter for calculation of other properties may be poor.143
Alternatively, U may be calculated without the use of experimental data using
linear response theory, in the spirit of Cococcioni et al..144 In their methodology a
small perturbation to the local potential is applied at a site of interest after a DFT
calculation. By studying the response of projected site occupation numbers towards
the perturbation, U may be calculated.
Due to its smaller calculation effort, the DFT+Umethod is efficiently employed for
structure optimizations that possibly need many SCF calculations and are generally
less sensitive to the U parameter.
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2.4 Magnetic systems
Most systems considered in this thesis display various forms of magnetism. For ex-
ample, metallic Ni displays collective magnetism in the form of a ferromagnetic (FM)
phase below the critical temperature, Tcr, of 631 K (for ferromagnets, the Curie
temperature).122 Although chemically very different from metals, transition metal
fluorides such as MnF3 or CoF3 also have macroscopically ordered magnetic phases;
both have antiferromagnetic (AFM) phases with Tcr = 43 K (for antiferromagnets,
the Néel temperature) for MnF3 and Tcr = 460 K for CoF3.
145 In this section, I
describe the applied approaches to describe magnetic phenomena in crystals.
If we consider an atom with some unpaired electrons, the electrons exhibit a




where gs is the Lande g factor of an electron, µB is the Bohr magneton and S is




... for 1, 2, 3...
electrons). µB is defined as eh¯2me , or exactly
1
2
atomic unit.146 gs is dimensionless, and
has been measured to a value close to 2.000.147 Therefore, the magnetic moment per
electron is approximately one µB. Hence, electron magnetic moments are convention-
ally given in units of the Bohr magneton, and this practice is followed throughout
this thesis.
Coupling between the magnetic moments due to electron spins give rise to ordered
magnetic phases. The magnetic compounds considered in this work exhibit magnetic
coupling by two different mechanisms. First, direct exchange coupling is depicted
in Fig. 2.5a, and is characterized by the coupling between localized spin magnetic
moments at adjacent magnetic centers. This is the case for metallic Ni. Ni is a
typical band magnet, meaning the bands around EF give rise to both conducting and
magnetic properties. The occupied bands are largely hybridized, which gives rise to
non-integer magnetic moments (in units of µB) per unit cell.146 FM phases may be
understood in terms of the Stoner criterion, which states that if, for the paramagnetic
phase
UD(EF) > 1 (2.61)
holds, the system will spontaneously relax into a FM phase.148 U is a Coulomb
repulsion term related to the Hubbard Hamiltonian U and D(EF) is the DOS at the
Fermi energy in the paramagnetic phase. In DFT calculations of weakly correlated
systems, U is sufficiently well described (see Section 2.3) already at the GGA level
and the magnetic structure of band magnets are typically correctly predicted with
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respect to phase stability and ms. ms is calculated by the degree of spin polarization
ms = nα − nβ (2.62)
where nα and nβ are calculated by integration over occupied states in the unrestricted
DFT calculation.
Figure 2.5: Schematic view of coupling mechanisms for unpaired electrons. Gray and green
atoms denote metal centers and fluoride ions, respectively. Red and blue colors indicate
electron densities α and β electrons. a) Direct exchange coupling. The orbitals are typically
hybridized, which is why only the spins are included. b) AFM superexchange coupling
between metal centers of configuration (eg)2 (dz2 not depicted). Note that the magnetic
fields of the surrounding metal centers induce magnetic dipole moments at the diamagnetic
fluoride ions, which enhances the magnetic coupling strength. c) FM superexchange coupling
between metal centers of configuration (eg)1. Occupations alternate between (dz2)1 and
(dx2−y2)1 along the x axis, resulting in a Jahn-Teller distortion.
The second mechanism under consideration is the superexchange coupling between
two metal centers with highly localized magnetic moments separated by diamagnetic
ions.149 Therefore, superexchange coupling is predominantly a phenomenon of ionic
crystals, such as transition metal fluorides or oxides. The local crystal-field environ-
ment at the metal center causes splitting of the d orbital levels. Generally, higher
energy orbitals point directly towards the closed-shell ions. If such an orbital is singly
occupied (spin-polarized), its spin magnetic moment induces a magnetic dipole at the
anions (see Fig. 2.5). As a consequence, neighboring magnetic centers separated by
the anions respond to the induced magnetic dipole.
The superexchange coupling mechanism is depicted in Fig. 2.5b and c. For clarity,
the three-dimensional crystal has been reduced to one dimension or repeating metal
centers (M) and bridging ions (I). The sign of the superexchange coupling is best
understood for octahedral crystal field environments and when the coupling angles
ϕc = 6 (M− I−M) = 180◦, since this aligns the high-energy eg orbitals directly
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towards the ions. In this case, the semi-empirical Goodenough-Kanamori rules are
applicable:150
• If the metal has half-filled eg shells, (eg)2, these orbitals must point directly
towards the ions. The metal centers couple strongly antiferromagnetically in
order to minimize Pauli repulsion (see Fig. 2.5b).
• If the metal has an unoccupied orbital, (eg)1, it undergoes weakly FM coupling
(see Fig. 2.5c). The occupied eg orbitals at neighboring metal centers alternate
between dx2−y2 and dz2 to minimize overlap with the anions. This is often
accompanied by a Jahn-Teller distortion of the lattice. The magnetic dipole at
the anion stabilizes the FM coupling due to exchange interaction (cf. Hund's
rule).151
Note that early transition metal fluorides with only the lower-energy t2g orbitals
occupied may also couple in a similar fashion, albeit weakly, as is manifested in the
AFM phase of CrF3 below 80 K.
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Jahn-Teller distortions that extend throughout the entire crystal are referred to
as cooperative. Cooperative Jahn-Teller distortions may be drastic and largely ener-
getically favorable, as is often the case with FM superexchange-coupling crystals.152
Such static distortions may be experimentally observable at low enough tempera-
ture. Alternatively, Jahn-Teller distortions may be more subtle and only affiliated
with a small energy decrease. If the energy decrease is in the order of or lower than
the zero-point energies of the lattice phonons, only their superposition (typically the
undistorted structure) is observable. Such a case is referred to as dynamical cooper-
ative Jahn-Teller distortion.
Due to its rock-salt structure,153 NiO is an ideal example of an antiferromagnet
with superexchange coupling. Although such a structure is not found in any known
magnetic 3d metal fluorides, the rutile-type MF2 and distorted perovskite-type MF3
all show octahedral ligand structures, albeit some distorted to various degrees.154
Furthermore, for the fluorides, 6 (M− I−M) deviates from 180◦ (see ϕ in Fig. 2.6),
with the consequence of higher-order induced magnetic multipoles at the anions. At
some small enough ϕ, the simple Goodenough-Kanamori rules break down.
Through DFT methods, we may model the magnetic polarization regardless of
complexity, with the underlying XC functional as the limiting factor for accuracy.
Furthermore, the coupling strength and Tcr may be calculated using a semi-classical
Heisenberg model in the mean field approximation.155 First, we divide the total
energy of a system of some magnetic phase, Ephasetot , into a non-magnetic part with
all magnetic degrees of freedom expressed as the collinear Heisenberg model (Ising
model). This means we neglect spin-orbit coupling.
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(z↑↑N,l − z↑↓N,l)JN,lS2N (2.63)
where N refers to a magnetic site and l refers to a coupling type. Depending on the
structural and magnetic anisotropy at N , several coupling types may be required.
z↑↑N,l and z
↑↓
N,l are the number of parallel and anti-parallel spin configurations for the
coupling l at N , in the magnetic phase under consideration. S2N is the spin mag-
netic moment at N and may be taken either as the ideal half-integer value for the
electrons, or calculated from DFT calculations, as the difference in local electron
spin density, using e.g. the atoms in molecules theory.156 The latter method is used
throughout this work, as it is a better description the spin magnetic moment in real
crystals, especially when the metal-ligand bonds display covalent character.157 Jl is
the coupling constant and corresponds to the coupling strength of l. Its sign deter-
mines the coupling type; Jl > 0 favors the parallel configuration where as Jl < 0
favors anti-parallel one.
Figure 2.6: Magnetic phases of MF3, represented as a pseudo-cubic half-unit cell. The
number of parallel and anti-parallel couplings (z↑↑, z↑↓) per metal center is indicated for
each phase. Spin up and down are represented as red and blue arrows. First nearest
neighbor coupling proceeds with the coupling constants J1 and J2. If the metal centers are
magnetically isotropic, J1 = J2.
Adequate magnetic phases are sampled, with the corresponding Ephasetot calculated
using DFT. This gives a system of linear equations to solve, after which Enonmag
and the coupling constants are acquired. Three phases of MF3 (M=Ti,V,...,Ni) are
presented in Fig. 2.6. The metal centers are six-fold coordinated and for all M except
Mn, the coupling is isotropic, yielding only one coupling constant J1 for the first
coordination sphere. Further distant couplings are disregarded. Hence, the FM and
AFM(G) phases are sufficient to solve for J1. In MnF3, the coupling is anisotropic
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due to reasons discussed above, and the AFM(A) phase is additionally required to
solve for J1 and J2. The factor of 12 is included to account for double counting.
With the coupling constants in hand, Tcr of a phase may be calculated analytically
within the mean field approximation116 (the sum overN is dropped as all metal centers












kB(Enonmag − Ephasetot )
(2.64)
where kB is Boltzmann's constant and the remaining quantities refer to the energet-
ically most stable phase. Critical temperatures calculated with this approach suffer
from the neglection of correlation, systematically leading to an overestimation of Tcr,
often by a factor around 50 %.158 At elevated temperatures, spin fluctuations play an
important role and are an intrinsically correlated phenomenon.146 The fluctuations
lead to a decrease in net magnetic moment and an observed Tcr lower than the pre-
diction by eq. (2.64). Nevertheless, the mean field approach may describe both Curie
and Néel temperatures in magnetic ionic crystals qualitatively or semi-qualitatively,




In this section, I will describe the methods used for describing phenomena at surfaces
of a crystal. Surfaces of NiF2 with various fluorine coverages are used as examples.
In principle, there is an endless amount of possible ways to cut a crystal to create






which is the energetic cost to cut a surface of area A from the corresponding crystal.
Generally, surfaces with many irregularities, such as kinks and steps, are less stable
because of higher amounts of non-saturated surface atoms. In contrast, more stable
surfaces tend to involve flatter structures with well-packed surface atoms.
In order to discuss various surface cuts and their relation to the underlying bulk
crystal, the concept of Miller indices is useful.160 A Miller index, (hkl), defines a
plane which is associated with the surface normal vector [hkl], where h, k and l are
integers and multiples of the real space lattice vectors x, y and z.
[hkl] ≡ hx+ ky + lz (2.66)
Fig. 2.7 shows three examples of crystal planes and their associated Miller indices
for the rutile NiF2. The (100) and (110) indices give rise to planes where the surface
Ni atoms reside directly in the plane, whereas the (120) index contains some Ni
atoms either above or below the plane. In other words, (100) and (110) surfaces
will be more efficiently packed than (120) surfaces, and are expected to have a lower
surface energy.161 Oftentimes, the low-energy surfaces of a compound involve Miller
indices h, k, l ≤ 2 and are labeled low-index surfaces. Since the x and y directions
are chemically equivalent in the rutile structure, many indices give rise to identical
surfaces; the pairs (100)/(010), (101)/(011) and (120)/(210) all correspond to the
same structures.
In this work, quantum-chemical calculations of surfaces will consistently employ
two-dimensional periodic boundary conditions. Alternatively, surfaces may be mod-
eled as non-periodic clusters of atoms, with the disadvantage that a large number
of atoms is required to avoid artificial finite size effects.162,163 Let the two periodic
dimensions be described by the vectors a and b (which correspond to a1 and a2 in
eq. (2.45). The Bloch theorem is applied analogously for the periodicity in the ab
plane, and as a consequence
Eslab = Eslab(ka,kb) (2.67)
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Figure 2.7: Planes described by the Miller indices (100) (blue), (110) (red) and (120)
(orange) of NiF2 in the rutile structure. The corresponding normal vectors [100], [110] and
[120] are drawn in the same colors. The bulk crystal lattice is indicated in the figure, and is
described by the lattice vectors x, y and z.
where Eslab is the energy of the two-dimensional periodic system (slab), and ka and
kb are wave vectors that span the two-dimensional Brillouin zone. Let c be a vector
pointing away from the ab plane. The slab is non-periodic in the c direction, and, as
a consequence, it has a finite thickness and is terminated on two sides with surfaces.
An example slab for a NiF2 surface is presented in Fig. 2.8a. The slab is divided
into three parts: the upper surface, the lower surface, and the bulk region in
the middle of that slab. If we are to properly model surfaces with slab models, the
bulk region must be thick enough in order to avoid unwanted interaction between
the two surfaces. For an infinitely thick slab, the energy per atom in the bulk region
converges to the that of the bulk crystal.













where E(hkl)slab is the energy of a slab with Ns stoichiometric units, and Ebulk is the
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energy per unit of the bulk compound. Ni denotes the amount of atom i that is
in excess (Ni > 0) or deficiency (Ni < 0) in the slab, relative to the stoichiometric
compound. µi is the chemical potential of i in a reference state (e.g. hydrogen in H2O
or HF, or fluorine in HF). The excess or deficiency of an atom i is usually related to
adsorption or desorption processes at the surface, and the extent to which this occurs
depends on thermodynamical reservoirs of i. The factor of (2A)−1 comes from the
two surfaces that are included in the slab.
Figure 2.8: (a) Slab construction of the NiF2(110) surface (rutile structure). The slab
extends periodically in the ab plane and is non-periodic in the c direction. The slab is
terminated at both sides, inevitable leaving two surfaces (upper and lower). (b) Convergence
of surface energies for increasing thicknesses of the NiF2(110) surface, as calculated with the
PBE+U functional. Various oxidation states of the surface Ni ions are included. Solid
(dashed) lines indicate relaxed (unrelaxed) slabs.
A requirement for eq. (2.68) to hold is that the upper and lower surfaces of the
slab are chemically equivalent, i.e. symmetric with respect to inversion or an ab
mirror plane. Importantly, this ensures that γ(hkl) refers to a single surface structure.
Furthermore, if a plane wave basis set is used, the slab unit cell requires periodicity
in the c direction, due to the periodic nature of plane waves. In this situation, a large
enough c is needed to separate vertical slab images with a vacuum and avoid artificial
interaction between slabs. Symmetric slabs decrease inter-slab interactions because
of the elimination of intra-slab net dipole moments in the c direction.
Fig. 2.8b shows the behavior of γ for the NiF2(110) surface as the slab thickness
is increased (higher Ns). Entries are included for three oxidation states of the surface
Ni ions, due to varying fluorine coverages. In all cases, γ converges after a certain
thickness, at Ns ≈ 8 (ca. 12 Å).
59
CHAPTER 2. THEORY AND METHODS
For many crystal surfaces in inert environments (e.g. in vacuum), adsorptions of
molecules do not occur, whereas desorption of atoms maybe neglected. Then the last
term of eq. (2.68) may be omitted. On the other hand, if an external reservoir of some
species i is present, its affinity for adsorption depends on the chemical potential of i
in that reservoir under the given experimental conditions. Ab initio surface thermo-
dynamics combines quantum chemical calculations with tabulated thermodynamical
corrections in order to calculate surface structures as a function of e.g. temperature
or partial pressure of an adsorbate.164,165
Generally, the chemical potential of a gas j is calculated according to













with the assumption that j behaves as an ideal gas. EDFTj contains the electronic
energy at 0 K, as well as zero-point vibrational energy. Extrapolations to temperature
T and partial pressure Pj are performed by using tabulated data for the standard
enthalpies and entropies (Shomate equation166).
If we consider the adsorption of fluorine onto NiF2 surfaces, we express the chem-
ical potential of F in equilibrium with the external reservoir containing F  in our
case, liquid HF
µF = µHF,l − µH = µHF,l − 1
2
µH2,g (2.70)
where all equalities hold due to equilibria between HF, H and F, and between 1/2H2
and H. In section 2.6.1, I demonstrate how µH2 is a function of temperature, cell
potential, H2 partial pressure and acidity, in the equilibrium picture (see eq. (2.88)).
The liquid HF phase is challenging to model at the DFT level, due to its large
conformational freedom. Therefore, we make the same assumption as in Section 2.6.1,
that the Simons cell is an instantly equilibrating closed system, and disregard kinetic
effects. This allows us to exploit the equilibrium
HF(l) ⇀↽ HF(g) (2.71)
Anhydrous HF is used in Simons cells without considerable amounts of added elec-
trolytes. If the mole fraction HF is close to unity, the vapor pressure of HF over the
liquid phase is close to the vapor pressure of the pure compound (cf. Raoult's law).167
It follows that
µHF,l(T ) = µHF,g(T, Pvap,HF) (2.72)
where Pvap,HF is the vapor pressure of HF. DFT calculations of an HF molecule in
the gas phase are trivial, and extrapolations of the gas-phase chemical potential to T
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and Pvap,HF (which is a function of T ; see the Antoine equation168) are possible with
tabulated data.169 Combining eq. (2.68) with the reference states for F adsorption 












T and Pvap,HF(T ) are set by the experimental conditions, typically around 0-15 ◦C.8
The acidity of HF may for all practical purposes be assumed to be constant. Hence,
the remaining thermodynamical variable is the cell potential V . With the surface
energy reformulated for the single variable, the surface energy is expressed as
γ(V ) = γ(V = 0)− NFeV
2A
(2.74)
where a linear correction term to γ(V = 0) describes the cell potential dependence.
The correction term is first introduced in eq. (2.86) and NF refers to the number ex-
cess/deficiency F atoms per slab cell. Note that the surface energy of a stoichiometric
surface (NF) is independent of V , because no redox reactions are involved.
Fig. 2.9 shows the slab unit cells of the NiF2(110) surface: F-desorbed, stoichio-
metric and F-adsorbed. Periodic calculations require charge neutral cells, to avoid
an infinite build-up of repulsive Coulomb interactions. Therefore, in the DFT cal-
culation, formally a F atom is added to a Ni2+ site in a stoichiometric slab. After
the electronic relaxation by the SCF procedure, electron density is spontanesouly
transferred from the metal center, creating a Ni3+F surface motif. This effective
oxidation of NiF2 means we could view the addition of an F atom (the DFT picture)
as the addition of F and removal of one electron (the electrochemical picture).
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Figure 2.9: Unit cells for slabs of the NiF2(110) surface (Ns = 12). Note that, for a
clearer representation of the structure, some symmetry-equivalent atoms are pictured twice,
as they extend into the neighboring periodic image. A stoichiometric slab is shown in the
middle. By removal of an F atom on each surface side, the oxidation state of Ni changes to
Ni+. The filled red circles denote the removed F atoms, and the dashed red rings denote
the next periodic image of the removed atoms. Addition of F atoms to the free coordination




The set-up of a typical Simons cell may be summarized as
Ni/NixFy/F
−,H+/H2/Ni (2.75)
where a slash denotes a phase boundary. The half-cell reactions are separated by a
comma, which indicates that the electrolyte does not contain a phase boundary. The
two Ni phases, as well as the anodic nickel fluoride film NixFy, are solid, whereas
the F and H+ ions are formed through the auto-protolysis of anhydrous HF. The
solvation by HF means that the ionic species at the anode and cathode may be of
the composition [HnFn+1]
 and [Hn+1Fn]
+, respectively. The ion concentration, and
consequently the electrolyte conductivity, is sometimes increased through addition of
a fluoride salt, such as NaF.18
Electrochemical cells are inherently complex systems which must be understood
at both microscopic and macroscopic scales. A key feature is the macroscopic electron
transfer from anode to cathode, which establishes the coupled redox reactions associ-
ated with a cell. Hence, a real cell may not operate as an isolated half-cell reaction,
and the flow of electric current is related to the relative potential difference between
the electrodes.
Vcell = Vcat − Van (2.76)
Vcell, multiplied by the elementary charge e, directly corresponds to the chemical
energy extracted from a Galvanic cell (exergonic redox pair reactions) or transferred
to an electrolytic cell via an applied potential (endergonic dito). Vcell is sometimes
referred to as the electromotive force (emf) to stress the direction of the flowing
current. The half-cell potentials, Van and Vcat, are often expressed through the Nernst












where V 0an is the half-cell potential of the anode at standard conditions, R is the ideal
gas constant, n is the number of electrons transferred in the redox reaction, F is
Faraday's constant, and aox and ared are the activities of the oxidized and reduced
species associated with the half-cell reaction (e.g. Nix+ and Ni0 at the anode of a
Simons cell).
The connection between cell potential and thermodynamics is clear by analysis of
the potential-dependence of the Gibbs free energy for the reaction
∆G = −nFV (2.78)
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Note that this relation is commonly expressed for the total cell reaction, using the
emf Vcell. However, this is not a restriction, and ∆G may refer to half-cell reactions
and potentials, since ∆Gcell = ∆Gcat + ∆Gan. From eq. (2.78), it is clear that
the accessible thermodynamical work of a cell increases linearly with the potential
difference of the electrodes.
In an electrolytic cell, an external potential Vext is required to counter the negative
redox potential of the cell (Vredox) such that
Vredox + Vext > 0 (2.79)
which yields ∆Gcell < 0. Faraday's constant, F , is defined as the charge of one mol of
electrons. Since V is an electric potential, an external potential may be understood
as one unit of electric energy provided to the reaction per transferred electron. Such
stoichiometric reactions involving redox pairs and transferred electrons are classified
as faradaic processes. In Section 2.6.1, starting from thermodynamical arguments, I
discuss the theoretical concepts used for modeling the faradaic part of the NixFy film
formation.
In a real electrolytic cell, a multitude of non-faradaic electrochemical processes
are present that involve current flowing without any occurring redox reactions. Two
connected electrodes with a difference in electric potential will give rise to a polariza-
tion of the electrolyte through migration of charged species (anions, cations) through
the solvent to the corresponding electrodes (anode, cathode).171 As a consequence,
electrode-electrolyte interfaces are formed as so called electric double layer (EDL)
structures, as depicted for an ECF anode in Fig. 2.10.
The interface has a local electric potential, φ, at any point in space. Since we are
interested in a two-dimensional surface, it is useful to average the local potential in
xy planes (where xy is parallel to the surface), such that
φ(z) =
∫∫
φ(x, y, z)dxdy (2.80)
where z is the normal of the plane xy. A schematic of the function is plotted versus z
in Fig. 2.10. At small values of z, the local potential approaches the electric potentials
in pure Ni (with an external potential), whereas at large z, the electric potential is
equal to that of the bulk electrolyte. These limiting values correspond to the electric
potential difference in the thermodynamical equilibrium picture.
The polarization of the interface involves the formation of a charge density gradient
from the metal surface to the bulk electrolyte, where the solvent acts as a dielectric.
Some anions adsorb to the positively charged Ni surface (so called specific adsorption)
and an inner Helmholtz plane (ihp) is formed. The roughly linear shape of φ(z)
between the metal and the ihp indicates that the charge storage in this region behaves







where C is the capacitance affiliated with the double layer, q is the charge stored in
the interface and V is the potential difference between metal and adsorbed ions.
Further away from the surface, the ion concentration drops continuously. This
region is referred to as the diffuse layer, and is characterized by its non-capacitor-like
charge storage and mobile ions.172,173 The diffuse layer starts at the outer Helmholtz
plane (ohp), which is the closest distance non-adsorbed anionic species approach the
anode.174 The layer may extend several nanometers from a metal surface, and its
thickness is primarily governed by the ion concentration of the electrolyte (high con-
centrations enhance the dielectric screening which leads to a faster decay of φ(z)).175
Figure 2.10: Schematic of the electric double layer structure of the anode in a Simons cell.
The Ni surface is drawn to the left and H and F atoms colored white and green, respectively.
The inner and outer Helmholtz planes mark the distance of specifically adsorbed F ions
(ihp) and the start of the diffuse F layer (ohp). The plane-averaged local electric potential
(φ(z)) is plotted in red versus the distance from bulk Ni (z, not drawn). Its left boundary
corresponds to the electrochemical potential of electrons in Ni and its right boundary the
chemical potential of the bulk electrolyte. Due to the polarization, F ions at the ohp
exhibit a lower potential difference than that of the pure Ni and electrolyte phases. Note
that the extension of the various layers is not drawn to scale.
If an ion is to adsorb onto the metal surface, it needs to approach the surface
at regions close to the ohp. Because of the potential gradient along z, the electric
potential felt by the ion is lower than that of an ion in the bulk solution. Hence, it is
less prone to adsorb to the surface than the standard potentials of the reaction would
predict, since these are defined for the redox pairs in their pure phases.
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EDL effects contribute to the so called overpotential of a cell, which is defined
as the difference between the necessary potential required for the electrode reactions
to take place and the thermodynamical minimal potential.175 The thermodynamical
interpretation discussed above and in Section 2.6.1 fails to describe the overpotential
that arises from the EDL formation. Furthermore, it is by construction not intended
for the description of the adsorption event at an electrode, since this involves explicit
electron transfers, and possibly other kinetic effects from e.g. activation barriers. In
Section 2.6.2, I discuss a model that is based on atomistic scale DFT calculations,
which exploits an intrinsic flaw of periodic calculations (see Section 2.2) to describe the
electron transfer event quantum-chemically. The potential dependence of adsorption
is considered through the approximation of the electrode interface as a parallel-plate
capacitor.
2.6.1 The computational hydrogen electrode
In electrochemical problems, one is mostly interested in a half-cell reaction. In prin-
ciple, only information of the half-cell potential is required to study the thermody-
namics of the half-cell reaction (eq. (2.78)). Unfortunately, half-cell potentials are
not trivially measurable in experiments.
Therefore, potentials are mostly measured and reported versus a well-known ref-
erence electrode, such as the standard hydrogen electrode (SHE) or the saturated
calomel electrode. An SHE is constructed according to
Pt/H2/H
+ (2.82)
where a Pt wire is placed in contact with a solution of 1 M H+ (pH 0), and with a 1
bar pressure of H2 bubbling through the solution. From international consensus, the
half-cell potential of the SHE is defined as 0 V, to which all other half-cell potentials
are defined as relative potentials. Standard potentials are available for many redox
reactions, but are typically expressed for aqueous electrolytes.98 However, standard
potentials may vary significantly in other solvents,176 which is especially problematic
in strongly acidic anhydrous HF.
In order to express the thermodynamics of the faradaic processes in terms of cell
potential, we consider the cathode reaction in a Simons cell
H+ + ne− → 1
2
H2 (2.83)
First, we assume that the reaction is in equilibrium. This would imply that the
cathode is constructed like an SHE with a 1 bar pressure of H2 bubbling at the
cathode interface. Note that the cathode material (SHE uses Pt, ECF uses Ni) does
not participate stoichiometrically in the faradaic process, but rather acts as a catalyst
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for hydrogen evolution. Hence, the choice of material influences the overpotential but
not the redox potentials (eq. (2.78)).
In principle, the approximation deviates from real ECF experiments, where gaseous
H2 leaves the system (albeit at atmospheric pressure). Nevertheless, this assumption
should be valid if the equilibrium is strongly shifted towards H2 formation, such as in
anhydrous HF where the chemical potential of H+ is large.
From this approximation, we formulate the chemical potentials of the cathode
species in equilibrium




where µi is the chemical potential of species i. The complex quantities of the chemical
potential of electrons within the cathode and protons in solution may be expressed
simply in terms of molecular H2.





















in chemical potential at temperature T relative to 0 K. EH2 is calculated at 0 K
including zero-point energy using DFT methods, whereas the enthalpy and entropy
contributions are extrapolated to T using thermodynamical data tables for gaseous
H2.
178
Since an external potential V simply shifts µe− by 1 eV per transferred electron
(eq. (2.78)), µ◦H2 also has a linear dependence of V
1
2
µ◦H2(T, V ) =
1
2
µ◦H2(T, V = 0)− eV (2.86)
µ◦H2 has been divided into one V -independent part as well as a correction term for
the external potential.
The SHE is defined at pH 0, and this must be corrected for in anhydrous HF.
The aqueous pH scale is only valid for when H3O
+ is the dominant acidic species;
in anhydrous HF, H2F
+ dominates The Hammett acidity function H0 provides a
logarithmic scale of the chemical activity of H+.179







where γi is the activity coefficient of species i. In our system, B = HF. In the range
of low H+ concentrations (pH 0-7), H0 reduces to the pH scale, because γHB+ is close
to unity. The use of H0 allows for an extension of the pH scale to negative values,
67
CHAPTER 2. THEORY AND METHODS
and for anhydrous HF, H0 = −11. Alternatively, omission of the H0 correction
yields a theoretical equivalent of the reversible hydrogen electrode (RHE), which is
pH-independent.
With all corrections, µ◦H2 takes the shape
1
2
µ◦,CHEH2 (T, V,H0) =
1
2
µ◦H2(T, V,H0 = 0)−RT ln(10)H0 (2.88)
As presented in publication A3, the dominant term in µ◦H2 is the electronic energy,
followed by the V -extrapolation term. In contrast, the temperature and acidity ex-
trapolations only have a minor impact.
The superscript CHE in eq. (2.88) stands for the computational hydrogen elec-
trode.177,180 Studies employing the CHE formalism to study reactions at surfaces
are manifold.181186 In Section 2.5, I describe how the CHE cell potential correction
may be combined with ab initio surface thermodynamics to model electrochemical
oxidation potentials for the chemical systems considered in this thesis.
2.6.2 Reaction modeling at absolute potentials
An alternative to expressing relative potentials is to completely disregard the counter
or reference electrode and consider only the half-cell reaction of interest. Electron
transfer processes must then be understood as functions of half-cell absolute po-
tentials. Unfortunately, experimental measurements of absolute potentials are non-
trivial. Efforts to measure the absolute potential of the SHE yield values between
4.2 and 4.5 V.176,187,188 The reference state for such measurements is typically the
electron ground state energy in vacuum.
Taking a fresh ECF anode as example, the absolute potential is equivalent to the
electrochemical potential of electrons in Ni is defined as
µ¯Nie = µ
Ni
e − FVhc (2.89)
where µNie is the chemical potential of electrons in the Ni phase without an applied
potential. Vhc is the applied half-cell potential bias at the anode, such that the total
applied potential V = Vhc−V ′hc, where V ′hc is the half-cell potential bias of the counter
or reference electrode. If the vacuum electric potential (φvac) is chosen as energy zero,
then
µNie = EF − eφvac = −ΦNi (2.90)
where EF is the Fermi energy and ΦNi is the work function of Ni in contact with
the electrolyte.189 This choice of energy zero is particularly advantageous, since the
quantities in eq. (2.90) are easily extracted from DFT calculations.
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A key event in the half-cell reaction is the electron transfer from anode to cath-
ode. This requires the number of electrons at an electrode to be variable and that an
external reservoir of electrons is present (grand canonical ensemble).190 This is not
routinely possible in DFT SCF calculations, which are performed at constant number
of particles, including electrons. Furthermore, periodic calculations require the unit
cell to be charge-neutral. This means the removal of an electron is not possible with-
out an added homogeneous background charge (jellium) which counters the positive
charged cell.191 A consequence of this is that φvac cannot be used as energy zero.
Nørskov and coworkers have presented a model for electrode reaction processes
that exploits these shortcomings, and uses solely standard DFT calculations for the
electronic structure.189,192,193 Consider the adsorption of F on a Ni anode as an
initial state (IS) and a final state (FS), as depicted in Fig. 2.11. Both states consist of
a two-dimensional, periodic Ni slab which is covered by layers of explicitly solvating
HF molecules (not specifically shown in the figure). The vacuum region separates
the slab and is large enough so that φvac reaches a constant value, and Φ may be
calculated.
Figure 2.11: Schematic of the DFT supercells used to model the adsorption of F on
a Ni anode. Two unit cells are depicted for the IS and FS, with one F per cell. The
vacuum constitutes a common reference phase for the states. The ions are solvated in the
HF solvent layer (blue). A slab is defined as Ni plus any specifically adsorbed species, and
has the charge q. In the IS, the negative charge on F is countered by a delocalized positive
charge on the Ni slab. In the FS, the slab is neutral. ΦIS is significantly larger than ΦFS
due to the charged slab n the IS.
In the construction of the IS, the addition of an F atom to the HF solvent layer
yields an electrified interface after the DFT calculation, where electron density is
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transferred from the Ni slab, resulting in an F ion in the solvent layer and a positively
charged Ni slab. The positive charge is delocalized close to the edge of the slab,
whereas the negative charge is highly localized on F . Through this charge separation,
we are able to describe the capacitor-like characteristics of the electric double layer in
a DFT calculation. If we define the slab as Ni plus any specifically adsorbed species,
we may quantify its charge q as a sum of the charge on all atoms belonging to the
slab. Consequently, q is the charge stored in the capacitor. A positively charged slab
has a depletion of occupied electronic states at the valence bands, which increases its
work function ΦIS (eq. (2.90)). By changing the concentration of F per Ni surface
atom, we are able to indirectly shift ΦIS to different values.
In the FS, F is specifically adsorbed and part of the charge-neutral slab. In other
words, the capacitor has been discharged, since q = 0. Importantly, the work function
changes significantly in going from the IS to the FS. This means a simple adsorption
energy calculated from the DFT energies (EDFT = EFS − EIS) is a poor estimate to
the adsorption energy in an electrochemical cell, since these operate at a constant
potential (ΦIS = ΦFS). This error occurs due to the finite size of the supercell, and
would vanish in the limit of an infinitely large cell; the shift in EF is larger with a
smaller pool of electrons in the Ni slab.
Rossmeisl et al. has shown that this limit may be reached using smaller supercells
and an extrapolation scheme, with the H+ adsorption on Pt(111) (aqueous solution)
as model system.189 In their methodology, the DFT energy of a state is divided into
a chemical part and an electrostatic part
EDFT = Echem + Eel (2.91)
Eel is expressed as the energy of a parallel-plate capacitor  an assumption that is





where e is the elementary charge and θ is the stored charge per unit cell, such that
the unit of Ecap is consistent with EDFT. C is the capacitance and is related to an
applied potential V through
C = − eθ
V − Vpzc (2.93)
where Vpzc is the potential of zero charge, i.e. potential at which the capacitor is
uncharged. In experimental electrochemical cells, Vpzc is an electrode-specific quan-
tity.175 The difference in capacitor energy between the two states is expressed through
eqs. (2.92) and (2.93)192
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∆Ecap = Ecap,FS − Ecap,IS = e(qFS − qIS)
[




which is defined as a unit energy per supercell (eq is the stored charge per supercell).
The first term within the brackets refers to the extrapolation to potential VIS from
an uncharged interface. The second term corrects for the finite size of the cell.
We add the chemical energy on both sides of eq. (2.94)
∆Echem + ∆Ecap = ∆Echem − e∆q(VIS − Vpzc)− e∆q∆V
2
(2.95)
where ∆q = qFS − qIS and ∆V = VFS − VIS. The left hand side is simply the DFT
reaction energy. Furthermore, we realize that the first two terms of the right hand
side represent the adsorption energy at the constant potential of the IS, ∆Eads(VIS).
Since this is the sought-after unknown variable, knowledge about Vpzc is not required.
By rearranging, and replacing the potential with the work function, we arrive at




where the first term is simply the difference in calculated DFT energy between the
FS and IS, ∆EDFT = EFS(ΦFS) − EIS(ΦIS). Extrapolation to ΦFS is possible by
changing the sign of the last term. In principle, the two states are arbitrary, and
other possible constant- and absolute-potential reaction energies may be acquired for
transition states or reaction intermediates.
Finally, a simple linear relation of the Φ-dependence of ∆Eads is possible by setting
e.g. ΦIS as a reference work function
∆Eads(Φ) = ∆Eads(ΦIS)−∆q(Φ− ΦIS) (2.97)
The slope of the function is simply −∆q, which is consistent with eq. (2.78) from
Section 2.6.
The quantities in eqs. (2.96) and (2.97) may be calculated directly from two DFT
calculations. Moreover, the cathode reaction may be modeled analogously. The total





for which the total cell reaction energy is calculated
∆Ecell(Vcell) = ∆Ean(Φan) + ∆Ecat(Φcat) (2.99)
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Although the described method is grounded in well-established theories on elec-
trode interfaces, limitations arise at the DFT level. Importantly, the self-interaction
error (see Section 2.1.2) is an issue in electrified interfaces, since the delocalized charge
at the metal surface is described more properly than the highly localized charge at the
solvated ion (see Fig. 2.11). If this charge separation is to be described in a physically
sound way using DFT, it is important that the frontier orbitals of the ion are well
positioned relative to EF.194 Consider e.g. the anodic case, the eigenvalues of the
frontier orbitals of F must be positioned so that
εF
−
HOMO < EF < ε
F−
LUMO (2.100)
where ε designates an orbital eigenvalue. If the HOMO orbital eigenvalue is too high,
only a partial negative charge will be situated on the ion, and its eigenvalue will be
situated at EF. This problem is of higher significance if the metal has a high work
function (low EF), which is the case with Ni.195 To avoid this problem, ions must be
properly solvated so that the correct ionic state is reached. Alternatively, but at a
higher computational cost, larger supercells may be used which shifts EF to a smaller
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Abstract
The formation of an insulating nickel fluoride film on a nickel surface in contact with
hydrogen fluoride (HF) is predicted to cause the low-voltage passivation of Ni anodes
used in the Simons process. In this work, we examine the energetics of the activation of
a single HF molecule adsorbing onto a Ni(111) surface using density functional theory
with periodic boundary conditions. First, we calculate structures and energies of the
minimum energy path towards chemisorption: physisorption intermediates, transition
states and chemisorbed products. The calculated energies of the transition states are
in the order of 280 meV and the chemisorption is found to be exothermic by around
800 meV, suggesting a surmountable activation barrier for chemisorption. To learn
more in detail about the mechanism of the chemisorption, we additionally consider the
adsorption of HF as a simulation of a molecular beam experiment by using ab initio
molecular dynamics. Through analysis of the trajectories, the position of the center of
mass of the HF molecule, upon collision with the Ni surface, is the most important factor
for the probability of chemisorption. By comparison of the chemisorpion probability of
an incoming HF molecule with the minimum energy path, we find that favorable HF
impact angles for chemisorption do not correspond to the minimum energy path, due
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to the difference in mass between hydrogen and fluoride. The data points from the
molecular dynamics simulations are fed into a neural network in order to fit potentials
for the six-dimensional PES of HF on Ni(111), which are discussed.
Introduction
The Simons process is a popular method for the industrial synthesis of perfluorinated organic
molecules, owing to its ability to avoid the use of hazardous, strongly oxidizing F2.13 A type
of electrochemical fluorination, the Simons process utilizes anodic current for the oxidation
of the organic substrate, which is dissolved in anhydrous hydrogen fluoride (HF). Anhydrous
HF is used as electrolyte and constitutes the fluorine source. The method is known to only
function with Ni or some alloys of Ni as the anode material.3 A crucial step in the Simons
process is the formation of a highly oxidized nickel fluoride film of unknown composition,
which subsequently fluorinates the organic substrates.4
Cyclovoltammetry measurements of Ni electrodes in anhydrous HF are characteristic for a
large onset of anodic current at high cell potentials around 3 V.3,58 This is also the potential
required for the perfluorination of organic substrates. Some polarization experiments show
a smaller oxidation peak at lower cell potentials around 0.5 V, possibly from the oxidation
of metallic Ni to NiF2.5,6 The small size of the peak may indicate that the formed species is
insulating, which is likely if a NiF2 film is formed. Dimitrov et al. found that the peak is
absent if anodes were not thoroughly cleaned prior to usage, so that the metallic Ni surface
is exposed.8
An electrochemical mechanism for the initial fluorination of the Ni(111) surface has been
subject to previous theoretical work by us.9 However, an alternative possibility is the spon-
taneous fluorination of Ni when the metal is in contact with anhydrous HF, leading to anodic
passivation below 3 V. Since the stoichiometric formation of NiF2 and H2 from Ni and HF
is exergonic by 552 meV at standard conditions,10 the non-electrochemical fluorination of
Ni is conceivable, at least from a thermodynamical point of view. This mechanism is also
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supported by findings of metallic Ni to spontaneously form a NiF2 film both under an atmo-
sphere of HF but also when exposed to liquid anhydrous HF.11
Molecular dynamics calculations would be an ideal theoretical approach towards a better
understanding of HF/Ni interfaces and the adsorption of molecules on the surface. Ab
initio molecular dynamics (AIMD) would, in principle, be an excellent choice because of the
explicit quantum chemical treatment which is crucial for the description of chemisorption
of molecules and surface-catalyzed reactions between adsorbed atoms. However, AIMD
simulations of large supercells with hundreds of atoms (Ni slab and HF solvent layers),
at femtosecond resolution, are not realistic with today's computational capacities. Force
field methods are an affordable alternative, and are applicable over longer simulation times.
The liquid phase of anhydrous HF is well-understood and proper force fields exist which
take into consideration hydrogen bonding and the polarity of the solvent.12,13 However,
although for example reactive force fields have been a developing subject in recent years,1417
transferability is still a problem, and oftentimes researchers develop accurate reactive force
fields for their specific system. A solution for an HF/Ni interface is the division of the nuclear
degrees of freedom where all HFHF interactions are treated with classical force fields and
all HFNi interactions are described at a higher level, for instance with potentials fitted to
ab initio calculations using a neural network (NN).18,19
Before any complex interfaces involving liquid HF may be modeled in this way, we re-
quire a better understanding of the fundamental interactions between HF and Ni. More
specifically, in this work, we want to elucidate the mechanism of the adsorption of a single
HF molecule on the most commonly occurring Ni(111) surface. The adsorption reaction
consists of two steps: 1) barrier-free physisorption of HF without bond breakage and 2)
chemisorption of H and F over an energetic barrier. Points of interest are stable adsorption
sites, HF physisorption and chemisorption, transition state (TS) structure and energy, as
well as reactive channels towards chemisorption. To describe these processes, it is necessary
to address all six nuclear degrees of freedom of the HF molecule. Density functional theory
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(DFT) provides a formalism for electronic structure calculations where the electron density
is treated explicitly quantum-mechanically, with approximate exchange-correlation function-
als. Energies from DFT calculations are routinely used in various algorithms for location of
saddle points or minimum energy paths on the PES.20
In this work, we study the interaction between HF and the Ni(111) surface using both
electronic structure and molecular dynamics approaches. A minimum energy reaction profile
for chemisorption is calculated with reactants, physisorbed intermediates, TSs and prod-
ucts. The method has previously been applied in similar studies on the activation of small
molecules on metal surfaces.2126
Furthermore, we explore the potential energy surface of the HF/Ni(111) system, specif-
ically paths leading to chemisorption. For this, we perform AIMD simulations that mimic
a molecular beam experiment of a Ni surface bombarded by gaseous HF molecules with
a certain kinetic energy. Several previous studies have, in the same manner, considered
such simulations with other small, less reactive molecules and metal surfaces, such as H2 on
Ni(111),27 H2 on Pt(111) and Pt(211),28 HCl on Au(111),26,29 H2O on Ni(111)30 and CHD3
on Ni(111).31,32 The trajectories are analyzed, and some structural features are identified
for an HF molecule in close vicinity to the surface that impact the chemisorption probabil-
ity. We also discuss similarities and differences between the minimum energy path and the
AIMD trajectories of chemisorbed molecules. The data points from the AIMD simulations
are fed into a neural network (NN) and used to fit a six-dimensional PES to further elucidate
possible reaction channels towards chemisorption.
Computational methods
DFT calculations are performed using the plane-wave-based Vienna ab initio simulation
package (VASP) version 5.4.1.33,34 Pseudopotentials of the projector-augmented wave type
are used for the description of core electrons.35 Valence electron shells (H: 1s, F: 2s, 2p, Ni:
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3d, 4s, 4p) are treated explicitly within the Kohn-Sham formalism of DFT. The orbitals
are expanded in a basis set of plane-waves with kinetic energies up to a cutoff of 600 eV.
The energy convergence criterion for the self-consistent field procedure is set to 0.001 meV.
Convergence is accelerated by using Methfessel-Paxton smearing with a temperature factor
of 0.1 eV. We employ the exchange-correlation functionals with the generalized-gradient
approximation (GGA), according to Perdew, Burke and Ernzerhof (PBE),36 the revised PBE
functional (revPBE),37 the Lundqvist dispersion functionals vdW-DF38 and vdW-DF2,39
as well as the PBE functional with empirical D3 dispersion correction and Becke-Johnson
damping,40,41 with the majority of the calculations utilizing the vdW-DF functional.
For HF+Ni systems, slabs based on a p(3× 3) supercell of Ni(111) are used to decrease
interaction between periodic images of HF. 4 layers of Ni are used and a vacuum of 20 Å
separates the Ni slabs to decouple interactions between periodic images of the slabs. k point
sampling of the first Brillouin zone is done using a Monkhort-Pack grid of 9× 9× 9 for bulk
Ni, 5 × 5 × 1 for the slabs and 1 × 1 × 1 for the isolated molecules HF, H2 and F2. With
the energy cutoff, slab thickness and k point density, the binding energy of a single F atom
adsorbed on Ni is converged within 1.5 meV.
All structure optimizations are performed until the atomic forces are no larger than 0.01
eV/Å. For bulk Ni, this results in a calculated lattice constant of 3.565 Å, in good agreement
with the experimental value 3.52 Å.42 In all structure optimizations of slabs, the supercell
parameters are kept constant whereas the atoms are allowed to relax. Clean Ni(111) slabs
are relaxed, after which they are kept frozen in systems with HF, H or F as adsorbates.
Transition states are calculated with the DIMER method using an implementation part of
the VASP transition state tools (VTST) program suite.4345 The method uses two slightly
displaced images (a "dimer") of nuclear coordinates, from which energies and forces are
calculated to approximate the curvature of the PES. The "dimer" is translated and rotated
so that it approximately follows the flattest vibrational mode, while minimizing the energy
with respect to the remaining steeper modes. Imaginary frequencies of transition states are
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evaluated by frequency calculations.
AIMD calculations are performed as NVE ensembles with a time step of 0.5 fs. The Ni
surface is static and initial forces on the H and F atoms are generated from the vibrational
ground state and the supplied momentum of the molecule, in a quasi-classical picture.46
The HF molecule is placed 8 Å from the surface. A molecule is considered chemisorbed
if r > 2.4 Å and scattered if z > 8.0 Å (for the definition of the coordinate system, see
Figure 1 below). Static single-point calculation scans of the r-z PESs used in the NN fit
and fit accuracy evaluation are performed on a non-uniform grid with discrete values r =
{0.4, 0.5, 0.6, ..., 1.9, 2.0, 2.2, 2.4, 2.8} and z = {0.8, 1.0, 1.2, ..., 3.4, 3.6, 4.0, 4.5, 5.0, 6.0, 7.0, 8.0}.
Bader charges are calculated using an external program from the VTST suite.47 Visual-
izations of molecular structures are produced with the VESTA 3.4.4 program.48
Results and discussion
A p(3 × 3) supercell of the Ni(111) surface is constructed and structurally relaxed. After
this and throughout this work, the surface is treated as static (frozen-surface approximation)
which reduces the number of degrees of freedom of the HF molecule on the Ni(111) surface
to six. In Figure 1 the six dimensions are specified. (u, v) describe the horizontal position
of the center of mass of the HF molecule as fractions of the Ni(111) surface unit cell. The










where ~a and ~b are the lattice vectors of the Ni(111) surface unit cell. The high-symmetry











, 0) sites. z is the vertical coordinate and is the distance between the HF center
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of mass and the topmost Ni layer. The polar and azimuthal angles θ and ϕ describe the
orientation of the HF molecule. The HF distance is described by r.
Figure 1: Coordinate system used for the HF molecule on p(3×3) Ni(111). The p(1×1) cell
is described by the lattice vectors ~a and ~b in the surface plane. The position of the HF center
of mass (white dot) is described by the fractional coordinates u and v, and the distance z. r
denotes the bond length, θ the polar angle and ϕ the azimuthal angle of the molecule. Also
presented are the four high-symmetry adsorption sites of Ni(111) as colored circles: fcc, hcp,
bridge and top.
Adsorption reaction steps
To evaluate the quality of the different exchange-correlation functionals with respect to
molecular properties, as well as the adsorption on Ni, various properties are determined
and shown in Table 1. The calculated bond lengths (minimum of the PES along the bond
coordinate r) and zero-point energies (EZPE) refer to of an HF molecule in vacuum. Anhar-
monicity effects of the ro-vibrational eigenvalues are taken into consideration by the discrete
variable representation (DVR) formalism,49 by diagonalization of the Hamiltonian matrix in
the time-independent nuclear Schrödinger equation. The calculated ZPEs refer to the ro-
vibrational ground state (v = 0, J = 0). The experimental ZPE is taken as the fundamental
frequency of HF. All functionals give similar results with respect to rvac and EZPE, with the
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vdW-DF2 functional giving a slightly lower ZPE. The given results are in line with values
reported in previous studies using GGA functionals.50
The physisorption energy (∆Ephys) is defined as the energy of the bound HF/Ni system
minus the energies of the isolated molecule and the clean Ni surface, neglecting the change
in ZPE. Using all functionals, ∆Ephys is calculated for an HF molecule at the fcc site with
the molecule perpendicular to the Ni surface, the hydrogen facing the fcc site (the global
minimum for physisorption; see below). The binding shows some electrostatic characteris-
tics, which are reflected in the negative sign of ∆Ephys in the PBE and rPBE functionals,
which account for dispersive effects poorly. It is known that PBE tends to overestimate the
binding energy of molecules at metal surfaces, whereas the revPBE functional tends to un-
derestimate it.51,52 Inclusion of the Lundqvist non-local dispersion functional in the revPBE
functional gives vdW-DF, which increases binding by about a factor of around 2. vdW-DF2,
which is based on the rPW86 exchange functional, gives a very similar physisorption energy.
The inclusion of the semi-empirical atom-centered Grimme dispersion correction D3(BJ) to
the PBE functional gives the strongest binding. However, it has previously been indicated
that the Grimme-type correction schemes lead to overbinding in metal/small molecule inter-
faces.52 Therefore, the vdW-DF functional is picked for all further DFT calculations due to
the slightly more accurate EZPE.
Table 1: Evaluation of exchange-correlation functionals. Calculated bond lengths (rvac) and
zero-point energy (EZPE) refer to HF in the gas phase. In all cases, EZPE is calculated at the
anharmonic level and refers to the ro-vibrational ground state. The physisorption energy is
calculated for an HF molecule perpendicular to the surface, with H pointing down towards
an fcc site. zphys refers to the distance between the surface and the HF center of mass of
these structures.
Functional rvac [Å] EZPE [meV] ∆Ephys [meV] zphys [Å]
PBE 0.938 235 152 3.023
revPBE 0.937 235 69 3.262
vdW-DF 0.937 235 181 3.181
vdW-DF2 0.939 230 184 3.156
PBE-D3(BJ) 0.938 235 275 2.903
Exp.53 0.917 254 - -
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All structure optimizations in the physisorption region, z ≈ 3, result in a perpendicularly
(θ = 180◦) oriented HF molecule with the hydrogen end pointing towards a high symmetry
site. This minimizes repulsion between the localized electron density at the fluorine end and
the delocalized electron density of the valence band at the Ni surface. Furthermore, there is
a small transfer of electron density from the Ni surface to the LUMO of the molecule. For
the fcc physisorbed structure, the charge transfer is quantified to −0.08e (e is the elementary
positive charge) from a Bader analysis calculation, and is the reason for the elongated r in
the physisorption structures, as presented in Table 2. This physisorption proceeds similarly
at the fcc and hcp sites with binding energies of 181 meV that differs only in the first
decimal place (0.4 meV lower for fcc), and with similar elongated r. Physisorption at the
top site also occurs with θ = 180◦ in a local minimum with the binding energy 154 meV.
Due to the high symmetry of the Ni(111) surface (see Figure 1), the minima at the fcc and
hcp sites may be considered two pseudo-degenerate global minima for physisorption within
our system and calculation parameters.
The minimum energy path on the PES towards chemisorption provides first crucial in-
formation about the mechanism and energetics involved in the splitting of HF on Ni(111).
The DIMER method provides an efficient way of acquiring saddle points on the PES without
the need of structures of either the initial or the final conformation separated by the TS,
unlike the nudged elastic bands (NEB) method.4345 A further advantage is that the method
leaves out the calculation of second derivatives Hessian matrices, which are not numerically
available for plane-wave basis sets. DIMER calculations are performed with all six degrees
of freedom. Two TSs are found, depending on whether the fcc or hcp physisorption structure
is used as starting point. Frequency calculations give one imaginary frequency for each TS
which confirms that both are of first order. In both cases, the fluorine atom is positioned
slightly off from a top position with the hydrogen atom pointing towards an fcc or hcp cav-
ity (shown in Figure 2 for the fcc case). In previous DFT studies, this type of coordination
is also found in the TSs of the first bond dissociation of H2O and CH4 on Ni(111).30,31 In
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these studies, the remaining hydrogen atoms point away from the surface and do not directly
participate in the dissociation.
The r values are similar between the TSs. At 1.382 Å and 1.378 Å, the bond is elongated
by 47 % relative to the gas phase value, which is fairly large and characteristic of a late TS.
The energetic barriers, E‡, at 514 meV and 505 meV indicate that HF is relatively easily
activated on Ni(111) via the calculated TSs. The catalytic capacity of the Ni surface is
highlighted by comparison with the bond dissociation energy of an isolated HF molecule,
5.856 eV.54 To the extent of our knowledge, no comparable metal-surface-mediated activation
energies for HF adsorption exist in the literature. Kay et al. experimentally studied the
desorption of HF from Au(111),55 but their work was centered around the desorption of
hydrogen-bonding HF layers, which is poorly comparable to single molecule adsorption.
Desorption experiments of low-coverages of HF on Pt(111) were performed by Wagner et al.
but the molecules were found to be only physisorbed, since no decomposition products were
found.56 The absence of chemisorption is conceivable for a noble metal like Pt.
Careful comparisons may be done with previous DFT calculations of E‡ of the first bond
dissociation of water or methane on Ni(111). In a study by Jiang et al., E‡ of the analogous
H2O activation was calculated as 670 meV through a NN PES fit on the basis of PW91 DFT
calculations.30 Nattino et al. calculated the E‡ for CHD3 at 1010 meV using the climbing
image nudged elastic bands method and the vdW-DF functional.32 Comparisons with NH3
should be avoided since the molecule has a strong pre-dissociation adsorption minimum at
the top site of Ni(111), unlike the primarily van der Waals-bound HF molecule.57
It should be noted that the energy of the reference state (HF in vacuum, clean Ni(111)
surface) is defined in the same way as the mentioned water and methane adsorption stud-
ies.30,32 This allows for direct comparison with those studies, and E‡ is more consistent with
the molecular beam simulations further on, in which the HF molecule is initially placed far
from the surface. For a molecule which is bound in the physisorption minimum, the barrier
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is calculated according to
E‡phys = E
‡ − Ephys (2)
which gives increased barriers 695 meV (fcc TS) and 687 meV (hcp TS).
Additionally, the calculated ZPE may be added to the HF molecule. For the HF in
vacuum reference state
E‡vib = E
‡ − EZPE (3)
We recall that EZPE is calculated at the anharmonic level. This decreases E‡ by 235 meV,
giving the low barriers 279 meV (fcc TS) and 271 meV (hcp TS). Alternatively, the ZPE
may be included for the physisorbed HF as reference state
E‡phys,vib ≈ E‡phys − EZPE (4)
under the assumption that EZPE due to the HF stretching vibration changes only little
between a physisorbed molecule and one in vacuum. Due to the slight increase in r for a
physisorbed molecule, the ZPE is expected to be slightly smaller which would lead to a small
underestimation of E‡phys,vib by Eq. (4). The calculated values for E
‡
phys,vib are 460 meV (fcc
TC) and 452 meV (hcp TS).
Chemisorbed structures are acquired by displacement of the H and F atoms along the
imaginary mode of the TS. The bond dissociation proceeds with the H atom remaining at
the cavity to which it coordinated in the TS (see Figure 2 for the fcc case). The F atom
migrates to the opposite site (the hcp site in the figure), so that the top Ni atom separates
the chemisorbed atoms. This chemisorption mechanism centered around a top atom of the
Ni(111) surface is analogous to the paths found for H2O and CH4.30,31 Chemisorption is
found to be exothermic over both TSs, by quite a significant amount. The hcp TS leads
to an energetically slightly lower chemisorbed structure of 567 meV. The reverse reaction
corresponds to the desorption of H and F and formation of gaseous HF. The calculated
activation energy of desorption are 1.048 eV and 1.073 eV for the fcc and hcp TS paths,
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respectively, indicating a large kinetic barrier.
Figure 2: Reaction path to chemisorption of HF on Ni(111) via the fcc transition state
(ϕ = 90◦). The structural parameters are presented in Table 2. Calculated with vdW-DF.
Furthermore, we comment on the cases of F or H adsorbed on a Ni(111) surface, in the
same p(3 × 3) supercell. This is, in effect, a sum of the reactions 1) adsorption of HF and
2) desorption of H (F) and formation of F (H) bound to the surface. The energy of the
desorbed atom is calculated as the energy of gaseous H2 and F2 molecules. A description
of the kinetics of the desorption reaction of the individual atoms is beyond the scope of
this work, and the calculated values are referring to states in equilibirum. The single-atom
binding energies are calculated according to
∆Eat = ENi+H(/F) +
1
2
EF2(/H2) − ENi − EHF (5)
where ENi+H(/F) refers to the energy of H (or F) adsorbed on Ni and EF2(/H2) refers to the
energy of an F2 (or H2) molecule.
In Table 3, ∆Eat values are listed for F and H adsorption at the minima found at the
high-symmetry sites of the surface. Atoms at the bridge site always relax to the nearby fcc
site upon structure optimization. Adsorption of H and creation of F2 is, as expected, highly
endothermic, due to the extreme oxidizing properties of F2. Nevertheless, from the differences
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Table 2: Structural parameters and reaction energies for the reaction step towards chemisorp-
tion via transition states over the fcc or hcp site. ∆Erxn refers to the binding energy relative
to the separate HF and Ni(111) species. Physisorption structures are acquired by struc-
ture optimization of an HF molecule on Ni(111). Transition states are calculated using the
DIMER method. Chemisorption structures are acquired by relaxation of the TS with a small
displacement along the imaginary frequency. Calculated with vdW-DF.
Step ∆Erxn [meV] u v z [Å] r [Å] θ [◦] ϕ [◦]
Reactants 0 - - - 0.937 - -
Reaction via fcc TS
Physisorbed 181 0.333 0.667 3.181 0.950 180.0 -
Transition state 514 0.119 0.238 1.942 1.382 127.7 90.0
Chemisorbed (F hcp, H fcc) 534 0.334 0.333 1.505 3.158 101.4 90.0
Reaction via hcp TS
Physisorbed 181 0.333 0.333 3.232 0.949 180.0 -
Transition state 506 0.745 0.128 1.962 1.378 128.4 150.0
Chemisorbed (F fcc, H hcp) 567 0.978 0.682 1.479 3.089 101.2 150.0
between ∆Eat, we may deduce that the hollow sites are strongly favored for the adsorption
of a single H atom, compared to the top site. Interestingly, the adsorption of F on the Ni fcc
and hcp sites with subsequent H2 formation is exothermic by a considerable amount. This
suggests the formation of fluorinated Ni surfaces is likely to occur, which is consistent with
previous findings of fluoride formation of Ni surfaces in contact with anhydrous HF.11 Also
for the adsorption of F, there is a clear preference for the hollow sites, with a slightly lower
energy for the adsorption on the fcc site. The lower ∆Eat for F adsorption at the fcc site is
the reason for the slightly lower energy of the chemisorption with F at the fcc site and H at
the hcp site (see Table 2). The distance between adsorbed atom and the surface layer, zat,
is fairly correlated with the adsorption energy.
Molecular dynamics calculations
The simulation of a molecular beam experiment is useful for the data sampling of the PES,
especially around reactive channels leading to chemisorption. Through AIMD, the dynamical
motion of a molecule may be described on the basis of the Born-Oppenheimer approxima-
tion. Nuclear motion follows classical mechanics, in a point-for-point quantum-mechanical
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Table 3: Adsorption energies and adsorbate-surface distance of single atoms adsorbed at
the three local minima of the Ni(111) surface. The adsorption of a single atom from HF
involves the formation of half a stoichiometric equivalent of gaseous H2 or F2. Calculated
with vdW-DF.













description of the electronic structure and its affiliated method, e.g. DFT. A total of 300
trajectories are prepared, each with an HF molecule positioned away from the Ni surface, at
z = 8 Å. The initial angles θ and φ as well as the horizontal coordinates u and v are picked at
random for all trajectories. The quantum-mechanical vibrational ground state is described
quasi-classically: Initial r values are randomly sampled along the bond axis. Vibrational mo-
tion is included as classical forces initially acting on H and F, such that the stretch frequency
is consistent with the frequency calculated with the DVR basis approach (see Table 1). The
quasi-classical approach has been shown to be comparable to a quantum-dynamical treat-
ment of the ro-vibrational levels in an AIMD study on H2 adsorption on Cu(111), at least
for the vibrational ground state.46 Momentum corresponding to a kinetic energy of 2.0 eV
is provided to the HF molecule to ensure that a large number of chemisorption events takes
place. The momentum is applied along the normal vector of the Ni surface, corresponding to
an idealized molecular beam experiment. With the frozen surface approximation, we neglect
kinetic energy transfer from HF to surface phonons. This approximation has been found to
slightly increase the chemisorption probability of HCl on Au(111) and CHD3 on Cu(111).26,58
The AIMD trajectories are divided into chemisorbed (labeled C) and scattered (labeled
S) cases. Our criterion for a C trajectory is that, at some point, the intramolecular distance
of HF r > 2.4 Å. After the criterion has been met, the simulation is terminated. Therefore,
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we are not sampling the PES at larger r values (i.e. chemisorbed structures) but rather focus
on the PES from physisorption to the TS leading to chemisorption. In total, 255 trajectories
lead to chemisorption. The criterion for an S trajectory is that z > 8 Å. For this to be
fulfilled, the HF molecule must be scattered back from the surface without bond breakage
and move back towards the vacuum. This is true for the remaining 45 trajectories. The





From the results, we calculate a Pst of 85 %. With a provided kinetic energy of 2.0 eV and
the ZPE taken into consideration, the large Pst is reasonable. The calculated barriers with
the ZPE included, E‡vib (see Eq. (3)), are 279 meV (fcc TS) and 271 meV (hcp TS).
In order to discuss structural features of the incoming HF molecule that influence the
probability of chemisorption, we use AIMD trajectories of the z coordinate, as depicted in
Figure 3 for three different AIMD simulations. Two points are defined which correspond
to different events during the simulations. First, at z = 3 Å, we consider the HF molecule
to exit the physisorption region when approaching the surface. This point is marked as I







This criterion is met if the center of mass of the HF molecule at some point "rebounds"
from the surface. Clearly, this happens for all 45 S trajectories, but also occurs in 103
of the 255 C trajectories. These 103 rebounding chemisorbed trajectories form the subset
CR ⊆ C. In total, there are 148 (#S + #CR) rebounding trajectories. The remaining 152
trajectories are labeled "directly" chemisorbing, CD, since the HF molecule chemisorbs very
efficiently without rebounding (at all times, dz
dt
< 0). Directly chemisorbing trajectories form
the subset CD ⊆ C, with C = {CR, CD}. The second point defined by condition (7) is labeled
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II. Examples of point II are given for one S and one CR trajectory in Figure 3. Unlike point
I, II is defined at different z values for each S and CR trajectory. Point II is picked in this
way because it is well defined, and, as we will show next, reveals different structural motifs
enhancing chemisorption compared to conditions at point I.
The probability of chemisorption event is somewhat depending on the impact angle θ
when HF approaches the surface. Figure 4a shows histograms of the θ and r values of the
molecules at point I (z = 3Å). The histograms are divided for the C and S trajectories.
There is no θ region where scattering is clearly more probable than chemisorption. θ values
between 75◦ and 135◦ are most common for both C and S trajectories. Within this region,
larger angles are more probable to result in scattering. As presented in the r histogram,
there is no observable trend in r at point I, but the trajectories rather reflect a distribution
caused by the molecular vibration.
Figure 3: z-value of selected trajectories for a scattered HF molecule (S, red), a directly
chemisorbing molecule (CD, blue) and a molecule which chemisorbs after a rebound from
the surface (CR, green). Point I corresponds to the first step after which z < 3 Å, i.e.
when the molecule leaves the physisorption minimum. Point II is defined when dz
dt
> 0,
corresponding to the HF center of mass moving away from the surface. II is defined for S
and CR, but not for CD. Snapshots of the structures at points I and II are included and
colored according to the plotted lines. The CD snapshot is taken at z = 1.588 Å. Calculated
with vdW-DF and a time step of 0.5 fs.
The increased scattering probability for θ ≈ 130◦ at point I is somewhat counter-intuitive,
as this is close to the calculated TS angle (see Table 2). However, this may be understood
as a dynamical effect; if the molecule approaches the surface with the H end downwards
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(θ > 90◦), the small mass of the H atom easily rebounds from the surface before the F atom
is within binding distance to the surface. As a consequence, θ drastically decreases at this
point. In contrast, if HF approaches the surface with the F atom downwards (θ < 90◦), the
atom remains close to the surface for a longer time, during which the H atom approaches
the surface, which increases the angle and favors chemisorption. The S and CR trajectories
in Figure 3 are good examples of this θ dependence at point I, as seen in the structure insets
at this point in the figure. The S trajectory has a θ = 115.6◦, closer to the TS (127.7◦ and
128.8◦) than the CR trajectory, θ = 75.5◦. The increased likelihood for scattering for an
incoming molecule with large θ may be understood by studying θ and r at a point II in the
simulation.
Figure 4 depicts θ and r histograms at point II for the 148 rebounding S and CR trajec-
tories. From the θ histogram, it is clear that molecules are likely to chemisorb if θ > 85◦
since this allows for the chemisorption channels to be accessed. This is also the case for the
II (CR) structure in Figure 3, with θ = 95.5◦. In contrast, for the scattered case at II (S),
θ = 42.7◦. For the S trajectory, the larger angle at point I causes the H atom to rebound off
the surface, making chemisorption channels inaccessible at point II.
There is also a notable difference in r between S and CR trajectories at point II; S tra-
jectories have a similar r distribution as the "unaffected" distribution at point I (Figure 4a).
The CR trajectories may have very large r values well above the TS r (1.382 Å and 1.378 Å,
Table 2), but values close to the equilibrium bond length of a free HF molecule (0.937 Å)
are less abundant, meaning the HF bond should be somewhat stretched for a rebounding
molecule to not scatter off the surface. Therefore, in the quasi-classical picture, the likeli-
hood of chemisorption is depending on the actual elongation of the HF bond for rebounding
trajectories. This is consistent with the late TS, which suggests that vibrational modes,
rather than the kinetic energy, are predominantly involved in the reactive channel of the
PES. Furthermore, we may conclude that the θ angle is crucial for the binding of HF to
Ni(111), which is expected solely due to geometry reasons (for chemisorption, H must not
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Point I, z = 3 A
CR
S
Point II,        > 0
dz
dt
Figure 4: (a) Impact angle θ and HF distance r when the HF molecules pass the ph-
ysisorption region (point I, z = 3 Å). All 300 trajectories are included and divided into 255
chemisorbed (C) and 45 scattered (S) cases, giving a sticking probability of 85 %. (b) 148
"rebounding" trajectories are selected under the criterion that the HF center of mass at
some point increases the distance to the surface (dz
dt
> 0). The trajectories are divided into
103 chemisorbed (CR) and 45 scattered (S) cases. θ and r are given at the z value where its
derivative turns positive, i.e. point II (on average at z′ = 1.52 Å). Calculated with vdW-DF.
Figure 5 depicts distributions of u and v at point I, projected on the surface unit cell
of Ni(111). All 300 trajectories are included and divided into C and S cases, which are
drawn in different color. There is a higher probability for scattering if the HF center of mass
(which is strongly shifted towards F) is close to a top site. No S trajectories are found for
u and v values around the hcp and fcc sites. Furthermore, a multitude of C trajectories are
found at the bridge positions. Jiang et al. found a similar distribution in their DFT study
on the chemisorption of H2O on Ni(111), with chemisorption occuring most frequently at
hollow and bridge sites, at similar high incidence kinetic energies.30 At the top position, the
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F atom is further away from the surface, which means a smaller range of θ angles lead to
chemisorption. Therefore, trajectories with u and v corresponding to the top position are
more likely to exhibit repulsion between HF and Ni.
In Figure 5, we also differentiate between rebounding trajectories S +CR (solid border),
and directly chemisorbing trajectories CD (no border). Direct chemisorption occurs in most
regions of the plot, but is more probable at the hollow sites. The rebounding feature is more
prominent at the top site, as demonstrated in Figure 3. For the CR and S trajectories, the
rebounding point II occurs at z ≈ 1.58 Å. Also included in Figure 3 is a snapshot of the
CD trajectory close to this z value. The CD trajectory shows a molecule with the center of
mass over the fcc site, leading to direct chemisorption. In contrast, in the CR trajectory, the
molecule rebounds off the more repulsive top site.
Figure 5: Distribution of u and v values of the AIMD trajectories when the molecules exit
the physisorption region (point I, z = 3 Å) towards the surface. u and v are scalars of the
lattice vectors ~a and ~b. The trajectories which lead to chemisorption (C) are colored blue
and the ones that lead to scattering (S) are colored red. Trajectories that at some point
rebound from the surface (dz
dt
< 0) are depicted with a solid border (S + CR). Calculated
with vdW-DF.
In order to fit a NN PES, we make use of the ca. 111000 SCF calculations from the AIMD
trajectories. The points are divided into 61000 far (z > 4 Å) and 50000 near (z ≤ 4 Å) points.
Of the far points, 10 % are selected for the fit due to the flatter PES in all degrees of freedom
except z and r. All near points are used. Due to a shown successful combination of AIMD
points with static DFT points as dataset for NN PES fit,26 we include 9000 single-point DFT
20
calculations at the four high-symmetry sites and some selected angles θ = {0◦, 45◦, 90◦} and
φ = {0◦, 30◦, 90◦} (top, hcp, fcc) or {0◦, 45◦, 90◦} (bridge). The remaining degrees of freedom
are sampled as non-uniform grids between 0.8-8.0 Å for z and 0.4-2.8 Å for r (the values are
listed among the computational details).
The NN follows the structure: one input layer with 10 nodes, three hidden layers with 40
nodes each, one output layer with a single node. For any fit, a reference set is extracted from
10 % of the points, whereas the remaining points make up the training set. Points of lower
energy predominantly contain r values close to the equilibrium bond length. By including
larger values of r, as necessary for describing the bond breaking, there is a trade-off in that
the root mean square error (RMSE) increases. By testing various cutoffs in the degrees of
freedom, fits are reasonably accurate until r = 1.7 Å, which yields an RMSE of 59 meV.
This is slightly above the limit of chemical accuracy (1.0 kcal/mol = 43 meV). In Figure 6,
PES plots of the z and r degrees of freedom are compared for three cases of varying site
and θ. From the results, it is clear that our NN fit reproduces the curvature of the DFT
PES very well. For the molecules parallel to the surface (θ = 90◦), the curvature and energy
levels fit until r ≈ 1.4 Å. The TS in the top site PES is differing slightly in the curvature
for r > 1.5 Å, where the fitted potential overestimates the TS bond length. However, in the
hcp site PES, the energy and coordinate of the TS is very similar between fitted and DFT
results. In this TS, the F atom is located at the hcp site whereas, at r = 1.4 Å, the H atom
is located as close as possible to a neighboring top Ni atom. An increase in r means the H
atom goes into the next hcp site on the Ni(111) surface (θ = 0◦; see Figure 6). The energy
of the TS from the fitted PES for the hcp site is 1100 meV relative to the isolated reactants.
Compared to our DIMER method TSs (θ = 127.7◦ and 128.4◦, F slightly off the top site),
the main structural difference is the smaller θ = 90◦ .
We also compare the fitted PES of the case when the molecule is aligned perpendicularly
to the surface with θ = 0◦ (see Figure 6). As expected, there is no saddle point for these
parameters since the H atom points towards the vacuum. Furthermore, in contrast to the
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horizontal orientation, the PES along r is relatively unchanged at the minimum around
z = 3.5 Å, compared to the unbound case at z = 8.0 Å. This is consistent with the minor
influence by the Ni surface on the HF bond when the F atom is pointing down, due the
















Figure 6: Comparison of r-z potential energy surfaces fitted by the neural network and
calculated directy from static DFT calculations with the vdW-DF functional. The contour
lines denote a difference of 100 meV. Lines are included up to 2 eV.
We finally evaluate the accuracy of the fitted PES at the u, v, θ and φ coordinates of
the calculated DIMER TSs (presented in Table 2). Figure 7 shows the r-z PES plots for the
two TSs. With θ at 127.7◦ and 128.4◦, the path to chemisorption is energetically lower than
for the θ = 90◦ discussed above, since this allows the H atom to approach the Ni surface
more efficiently. Furthermore, with the F atom placed slightly off from the top site (see
Figure 2), the larger θ angles mean that the H atom may point directly towards the hollow
site. Because of the stronger binding between H and the Ni atoms, the minimum energy
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path towards chemisorption is less steep (cf. Figure 6) with this orientation.
The fitted energy of the fcc TS, 547 meV, differs from the DFT energy by 33 meV which
is within chemical accuracy. Moreover, the curvature of the fitted PES is reasonable with
the coordinates of DIMER method TS fitting well along the reactive channel. For the hcp
TS, the structural parameters are well described by the NN fit. Both plots show a flattening
of the minimum energy path, at bond lengths expanding over 1.4 Å, which indicates a bond
breaking close to this point. However, for the hcp TS, the minimum energy path in the two-
dimensional PES along increasing r is somewhat steeper than for the fcc TS. The fitted PES
energy of the hcp TS is 617 meV, an overestimation by 111 meV. This means the NN-fitted
potential predicts an energetically lower path towards chemisorption over the fcc TS. This is
in contrast to the DFT calculations, which puts the TSs in the same energy range. A higher
number of data points of HF molecules for the NN would likely improve the fitted potential
and give a quantitative description of the energy of the hcp TS. We therefore consider these
PESs qualitatively or semi-quantitatively correct.
Finally, the rebounding point II for S and CR trajectories discussed above may be under-
stood from the presented PES plots. The calculated average z value of the turning point for
the trajectories is 1.52±0.08 Å. All contour plots in Figs. 6 and 7 include energies until 2.0
eV (yellow contour lines) The kinetic energy applied to the incoming molecule is also 2.0 eV.
Hence, the included contour lines represent the limits of each PES which are theoretically
accessible with the provided kinetic energy. In all presented PES plots, a 2.0 eV contour
line is positioned roughly along z ≈ 1.5 Å for r values close to the equilibirum bond length,
which fits the average z value at point II well. In this view, the initial vibrational ZPE of








fcc TS hcp TS
Figure 7: r-z potential energy surfaces fitted by the neural network. The remaining coordi-
nates correspond to the fcc and hcp transition states calculated with the DIMER method.
Arrows denote the parameters of the TSs calculated with the DIMER method, whereas the
energies refer to the plotted NN PES. The contour lines denote a difference of 100 meV.
Lines are included up to 2 eV.
Conclusions
By studying both minimum path reaction steps and the dynamical adsorption simulations
we have investigated the activation of HF and its chemisorption on a Ni(111) surface. We
find that the chemisorption of a single molecule is an exothermic process with a moderate
binding energy. Moreover, the adsorption of an F atom on Ni from HF, with gaseous H2 as
a byproduct, is found to be exothermic relative to the isolated Ni(111) surface and gaseous
HF. This is in line with previous findings of spontaneous fluorination of Ni in contact with
an atmosphere of HF.11
Furthermore, the calculated TS energies are 279 meV and 271 meV relative to the iso-
lated species, with vibrational ZPE taken into consideration. For a molecule trapped in the
physisorption minimum, the barriers are increased to 460 meV and 452 meV. The calculated
barriers are lower than previously calculated TS energies of the first dissociation in the ac-
tivation of methane and water on Ni(111).30,31 Two transition states of similar structure are
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found, with the HF molecule situated over an fcc or hcp site, with the F atom positioned
slightly off from a top Ni atom.
Trajectories from the dynamical scattering of HF with a kinetic energy of 2.0 eV show a
large number of chemisorbed molecules (sticking probability 85%). Analysis of the trajec-
tories shows that the impact angle θ when a molecule first approaches the surface (labeled
point I) has an influence on the probability of chemisorption. A large θ (H down) for an
incoming molecule is more probable to lead to scattered molecules since the lighter H atom
rebounds off the surface before the F atom reaches the surface. Analysis of the trajectories
indicates that chemisorption at the u and v coordinates of the calculated DIMER transition
states are actually less likely than for molecules where the F atom approaches the surface
closer to the hollow sites. With the F atom approaching the top position, it experiences a
steeper repulsion, and is more likely to rebound from the surface upon impact (labeled point
II). If this rebounding motion occurs, the molecule may still chemisorb to the surface for
certain ranges of θ and r at point II.
Our data points were fed into a NN to fit a six-dimensional PES of HF on Ni(111)
within the frozen surface approximation. The PES is qualitatively sound and reproduce the
static TSs structurally well with errors in the energy of 33 meV and 111 meV, of which the
latter falls short of chemical accuracy. For using the NN PES for classical MD simulations
the fit has to be improved with more data points, but this first approach shows that we
reach semi-quantitative agreement even with a limited amount of data points. Therefore
we are optimistic that we can describe liquid HF on the Ni surface in the future, with an
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In this chapter, I will discuss the results of this work in the order of the included pa-
pers. Throughout, I will put the findings in the papers in the greater context of the
Simons process and mechanistic considerations related to it. The focus has been on
the structure and electrochemical formation of NixFy, as these features are key to a fu-
ture understanding of the fluorination of any organic molecules. The overall approach
to the problem, by using known compounds as a starting point for NixFy models, has
been shown to provide theoretical explanations of several observed phenomena, such
as onset potentials and anodic passivation in Simons cells. Furthermore, because
the models are rooted in well-known compounds, the results could also be relevant
for wider scientific communities concerned with e.g. electrochemistry in non-aqueous
electrolytes or magnetic materials.
The growing consensus is that the NixFy film contains nickel centers of oxidation
state +III or higher. NiF2 is stable and not known to undergo any fluorination
reactions with organic molecules on its own. The best candidate for a structurally
known and reactive crystalline nickel fluoride is NiF3. emva et al. have shown that
the compound undergoes fluorination with perfluoropropene and even fluorinates Xe
to XeF4.
35 However, due to insufficient crystallinity, its crystal structure could not
be completely determined, but, based on their diffractogram, the authors suggested
a rhombohedral structure analogous to CoF3.
196 Furthermore, discrepancies exist
regarding the oxidation states of Ni in NiF3, where a mixed valence of Ni
2+ and
Ni4+ is a possibility, other than the Ni3+ configuration, as was indicated by X-ray
absorption spectroscopy measurements by Hector et al.197 In Paper A, we perform
calculations with the HSE06 hybrid functional on the series of magnetic 3d metal
trifluorides MF3, from M = Ti to M = Ni. This is done to understand the properties
of NiF3 in the context of the better characterized transition metal trifluorides. In
a test of the predicative abilities of our methods, trends in band gap and magnetic
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CHAPTER 4. SUMMARY
structure are reproduced for these trifluorides, M = Ti− Co.
The calculated electronic properties of NiF3 are similar to FeF3 and CoF3. For
NiF3, we find an electronic structure without mixed valence character. Structural
distortions from the R3¯c space group (which does not allow for mixed valence) to the
lower-symmetry R3¯ (which allows for mixed valence, like in PtF3)
198 or C2/c (which
allows for Jahn-Teller distortion, like in MnF3)
199 leads to relaxation to an FeF3-like
trivalent structure, using the PBE+U functional. Note that the calculated trivalent
ground state should be viewed as the ground state with the applied DFT methods and
their limitations, and the purpose is not to strictly dismiss a mixed valence phase.
One possibility is an increase in mixed valence character in the solid at elevated
temperatures. The aforementioned X-ray absorption spectroscopy experiment was






Figure 4.1: Left: Spin-polarized density of states plot of the antiferromagnetic phase of
NiF3. α and β states are plotted upwards and downwards, respectively. The gray filled area
refers to the total density of states. Red and blue lines refer to Ni3+ centers of α and β
majority spin. Right: Isosurface of the magnetization density, ρα − ρβ , (isovalue 0.005 Å3)
where the colors match the spins in the plot. Each Ni3+ center couples antiferromagnetically
with six neighbors. Calculated with HSE06.
Fig. 4.1 depicts the DOS for NiF3, calculated with the HSE06 functional. The
electronic band gap is 3.28 eV and has a charge-transfer character, with the valence
bands localized on the fluoride ions and the conduction bands on nickel. Like for
FeF3 and CoF3, the ground state configuration of the d electrons is of the high-spin
type. There is considerable hybridization between nickel eg orbitals and fluoride 2p
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orbitals, which decreases the local spin magnetic moment at Ni centers to 2.3 µB and
indicates some covalent character in the NiF bonds. This hybridization is visible in
the eg peak around 5.6 eV in DOS plot. The Ni3+F bond length is 1.88 Å from
the structures optimized with the PBE+U functional.
An antiferromagnetic ground state is found with a Néel temperature of 853 K
using a collinear Heisenberg model for the spin coupling constants and a mean field
theory treatment of the spin coupling. Note that these models typically overestimate
critical temperatures, not seldom by as much as twice the experimental value (see
Section 2.4). Nevertheless, this is an indication of strong magnetic coupling, which
is predicted by the Goodenough-Kanamori rules for superexchange coupling.150 The
calculated Heisenberg model coupling constants J (see eq. (2.63)) are 9.8 meV using
the HSE06 functional. This amounts to non-negligible energies differences between
magnetic phases, especially for centers with higher coordination numbers and more
couplings, and stresses the need for a careful assessment of spin configurations of Ni3+
ions in any further NixFy models.
The superexchange coupling may be understood by studying the magnetization
density, i.e. the difference between spin densities, ρα − ρβ. An iso-surface of the
magnetization density is plotted in Fig. 4.1. As expected, most of the magnetization
density is localized on the Ni3+ centers (gray spheres). However, according to the su-
perexchange coupling mechanism, the antiparallelly coupling metal centers on both
sides of an F ion induce a magnetic multipole moment at the diamagnetic F ion,
which enables the relatively strong AFM coupling.150 For the ideal case of a 180◦
NiFNi angle, this would means a simple magnetic dipole moment is induced in the
direction of the bonds. In the NiF3 structure, the angle is smaller (146
◦), meaning the
induced magnetic moment has a more complex shape, which is reflected in the mag-
netization density at the F ions (green spheres). Note that the total magnetization
of an F ion is zero.
With a better understanding of the bulk properties of NiF3, I will now shift the
focus towards various surface systems, in order to acquire a better understanding
of the NixFy film. Cyclovoltammetry experiments on Simons cells have shown some
inconsistencies, where adsorbates on the metallic Ni surface may play a role in the
passivation of the anode at low and intermediate potentials.18,2224 Dimitrov et al.
reported that extensively cleaned Ni anodes show anodic current at cell potentials
as low as 0.1 V.18 On the other hand, if the anode has been previously used, the
peak is absent. One possible explanation for these findings is a facile oxidation of the
metallic Ni surface occurring already at low potentials during the polarization of the
cell. A likely end product is a passivating NiF2 film which covers the Ni surface. This
is consistent with the sum reaction
Ni + 2HF→ NiF2 + H2 (4.1)
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having a change in standard Gibbs free energy of 552 meV, revealing an exergonic
process, at least for the bulk compounds.200
Figure 4.2: Left: Structures of anode and cathode interfaces. The adsorption starts
with an initial state (IS) and ends in a final state (FS). For the anode, the solvated F
is highlighted in light green, and for the cathode, the solvated H+ is highlighted in black.
Right: Half-cell reaction energies from the reaction depicted on the left. The point of zero
charge (pzc) is the calculated electrode potential without an external voltage (V = 0).
Calculated with PBE-D3(BJ).
DFT models for atomistic-scale electrode interfaces have been developed in recent
years, based on various H2O/metal systems.
181,189,190,192,193,201203 However, no stud-
ies have been reported with HF as the electrolyte. Paper B considers the electrolytic
splitting of HF as adsorptions of H+ and F ions on Ni cathodes and anodes, respec-
tively. Both reactions are modeled at the atomistic scale using the PBE functional
with D3(BJ) dispersion correction, and interfaces are constructed to resemble the
electric double layer structure at electrodes. Structures used at depicted in Fig. 4.2
Solvent effects are considered explicitly, by including a layer of HF over a Ni(111)
surface, where the H+ and F ions are solvated by the HF molecules. Through the
capacitor model described in Section 2.6.2, potential-dependent reaction energies of
both half-cell reactions are calculated. Already in the absence of a cell potential, the
half-cell adsorption energies are 2.51 eV (cathode) and +0.73 eV (anode), as pre-
sented in Fig. 4.2. By summing the half-cell reaction energies, we find an exothermic
total reaction with a reaction energy of 1.78 eV. This means that the facile initial
fluorination at even minimal cell polarization is plausible. Interestingly, the results
suggest that, at this point, the reaction is energetically driven by the cathode reaction.
As already discussed, anodic current at low potentials most likely results in the for-
mation of a NiF2 film. From the absence of current in the CV experiments at inter-
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mediate cell potentials (0.5-3 V), the NiF2 film likely passivizes the anode, preventing
further corrosion of the Ni material. Hackerman et al. employed cyclovoltammetry
techniques to study the potential-dependent corrosion in anhydrous HF of various
transition and main-group metals as anode material, and found that resistance to
corrosion was a distinct property of Ni in this system.204 Several other metals (e.g.
Fe, Co and Cu) also resisted corrosion but did not feature any anodic peaks at higher
potentials, characteristic for Ni anodes, in the measured potential window until 10 V
vs. a Hg/Hg2F2 reference electrode.
In Paper C, we aim to characterize the anodic peak with an onset at cell poten-
tials around 3 V, as observed in Simons cells.8,18,2224 The assumption is made that,
until the onset of current, the Ni anode is covered with NiF2. We approximate the
surface structure of the film as crystalline surfaces of NiF2 and calculate the surface
energies (see Section 2.5) of the five low-index surfaces using the HSE06 functional.
The PBE+U functional is used for structure optimizations. The (110), (100) and
(101) surfaces form a set of more stable surfaces (0.62-0.73 J/m2) whereas the (001)
and (111) surfaces are significantly higher in energy (0.95-1.13 J/m2, depending on
termination). Huesges et al. and Kaawar et al. performed hybrid functional calcu-
lations on the low-index surfaces of the structurally analogous rutile crystals MgF2
and ZnF2, respectively, and found same orderings in surface energy, also characteriz-
ing the (110), (100) and (101) surfaces as lower in energy.205,206 The surface energy
calculations of NiF2 require the energy of the bulk crystal (see eq. (2.68)). Therefore,
in the paper, we also include the calculated band gap of 5.9 eV of bulk NiF2 at the
HSE06 level. This is in good agreement with the experimental electronic band gap of
about 5 eV.207
From the five surfaces in hand, NixFy models are constructed with the addition
or removal of F at the uppermost surface layers, corresponding to oxidation or
reduction of surface Ni2+ ions. From stoichiometric fluorine coverages of the NiF2
surface, addition (removal) of surface fluorine atoms yield Ni3+ (Ni+) centers. In
Fig. 4.3, structures of the (110) and (100) surfaces are depicted. Stoichiometric
fluorine coverages are included as well as the higher coverage yielding coordinatively
saturated Ni3+ centers. The newly formed NiF bond length is 1.74 Å for (110) and
1.73 Å for (100), smaller than the calculated 1.88 Å for bulk NiF3, which is attributed
to the exposed terminal F ion. From Bader analysis, the oxidized Ni centers have
localized spin magnetic moments 2.2 µB. Similar to bulk NiF3, there is a significant
localization of magnetization density on the terminal F ions: 0.5 µB and 0.4 µB for
(110) and (100). Addition of the magnetic moments give values close to the formal
oxidation state of high-spin Ni3+, +III.
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Figure 4.3: Left: Structures of the NiF2 (110) and (100) surfaces with stoichiometric
(Ni2+) and higher fluorine coverages (Ni3+). For the stoichiometric surfaces, the adsorption
site of F is marked with a red circle. For the oxidized surfaces, the formed Ni3+ site is
marked. Right: Potential-dependent surface energies calculated according to eq. (2.68) for
all NiF2 surfaces. The surface oxidation state is given by the slope of the curve. Ni
+: γ′ > 0,
Ni2+: γ′ = 0, Ni3+: γ′ < 0. The label a marks the point where the oxidized (111) surface
becomes the most stable one. Label b marks where all oxidized surfaces become more
stable than any stoichiometric ones. Calculated with the HSE06 functional using structures
optimized with the PBE+U functional.
Using ab initio thermodynamics164,165,208 for surface coverages and the computa-
tional hydrogen electrode method177,180 for the electrochemical potentials of F ad-
sorbates, potential-dependent surface energies γ may be calculated for surfaces with
different fluorine coverages (i.e. different surface Ni oxidation states). The methodol-
ogy is described in Sections 2.5 and 2.6.1. The potential-dependent surface energies of
the five investigated surfaces are plotted in Fig. 4.3. Stoichiometric surfaces only in-
clude Ni2+ centers, why γ is independent of the potential. Non-stoichiometric surfaces
are characterized by their slope, γ′ = dγ/dV , where oxidized surfaces are stabilized
by the anodic potential (γ′ < 0). As expected, reduced Ni+ surfaces (γ′ > 0) are
never more stable than stoichiometric ones. At V = 0 V vs. CHE, the stoichiomet-
ric surfaces (110), (100) and (101) are predicted to dominate. By studying crossing
points of γ for oxidized surfaces at higher V , the model proposes necessary potentials
needed to thermodynamically stabilize surface Ni3+ centers over Ni2+. At 2.7 V, the
oxidized (111) surface becomes the most stable. However, this surface is less likely
to be formed, since the parent stoichiometric (111) surface is improbable in the NiF2
film, due to its high surface energy (see above). The onset potential for the oxida-
tion of Ni2+ is found to be around 3.1 V, since, at this point, all oxidized surfaces
become more stable than the stoichiometric ones. At potentials above 3.5 V, γ turns
negative for all oxidized surfaces. Although the model is inappropriate for an explicit
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description of structural changes to the film, the negative surface energy indicates
that an increase in surface area is likely, which may be interpreted as a break-up of
the underlying NiF2 crystal to enable further fluorination.
Finally, Paper D considers the fluorination of metallic Ni by HF, but in a non-
electrochemical mechanism, since this could be a further path towards the passivation
of Ni. The purpose of the study is two-fold: The first point of interest is the mecha-
nism of the HF adsorption itself, including e.g. activation barriers. The second point
is the evaluation of a potential energy surface fitting procedure for an HF/Ni surface
system, which could be used in future molecular dynamics simulations. I have already
mentioned the exergonic standard Gibbs free energy for the formation of NiF2 from
Ni and HF.200 Furthermore, Totir et al. have reported that Ni surfaces in contact
with HF are spontaneously fluorinated, leading to a nickel fluoride film which was
proposed to be NiF2.
209 Exposure to gaseous HF lead to thicker films, but also liquid
anhydrous HF was found to fluorinate Ni, forming very thin nickel fluoride films. A
crucial step for the understanding is the initial adsorption of an HF molecule on a Ni
surface, including reaction intermediates, activation barriers and chemisorbed H and
F atoms.
In the paper, we consider the adsorption of a single HF molecule on a Ni(111)
surface, employing DFT with the vdW-DF functional. For a more intuitive expres-
sion of the potential energy surface, it is beneficial to represent the six dimensions as
molecular coordinates: x, y, z, r, θ and φ (see Paper D, Fig. 1 for the definition).
Chemisorption is found to be exothermic with reaction paths over two different tran-
sition states, centered over an fcc or an hcp site. The transition states are acquired
by a saddle point search using the DIMER algorithm.210 Frequency calculations show
that these transition states are first order, by yielding one imaginary frequency.
Fig. 4.4 shows the reaction energy versus the molecule in vacuum. The activation
barrier is ca. 510 meV for both transition states. The impact angles (θ) of the transi-
tion states are 127.7◦ and 128.4◦, which allows both atoms to efficiently chemisorb if
the HF bond length (r) is elongated (see Fig. 4.4). Furthermore, there are physisorp-
tion minima of 181 meV at both hollow sites. Considering a molecule in the vacuum
phase, the calculated zero-point energy amounts to 235 meV. This lowers the acti-
vation barriers to two surmountable values of ca. 275 meV. For comparison, in two
DFT studies on the first chemisorption step of H2O on Ni(111) and CH4 on Ni(111),
the activation barriers were calculated to 670 meV and 1010 meV, respectively.211,212
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Figure 4.4: Left: Minimal energy path towards chemisorption of HF on Ni(111). The
reference state is an HF molecule in vacuum (not drawn). The vibrational zero-point energy
(235 meV) of HF in vacuum is depicted as a dashed line. Two energetically and structurally
similar paths are found, where the molecule is situated over either an fcc or an hcp hollow site.
Physisorption intermediates are found, with the H end of the molecule pointing towards the
surface. Transition states are calculated with the DIMER method and show one imaginary
vibrational frequency. Chemisorbed structures are characterized by H and F atoms adsorbed
at hollow sites. Right: Potential energy surface of the r (HF distance) and z (HFsurface
distance) degrees of freedom. The remaining coordinates, u, v, θ and φ are kept at the
values of the fcc transition state (depicted to the left). The potential energy surface is
fitted using a neural network algorithm with around 65000 single point DFT calculations
(vdW-DF functional) as input.
In addition to these reaction steps, the adsorption is modeled as a molecular
beam experiment using ab initio molecular dynamics. With a kinetic energy of 2.0
eV and a vibrational zero-point energy 235 meV, 85 % of the trajectories lead to
chemisorption. In the remaining trajectories, the molecule is scattered back from the
surface towards the vacuum. The high probability for chemisorption is consistent with
the low activation barrier above and the much larger provided kinetic plus vibrational
energy. Through analysis of the trajectories at different points during the simulation,
molecules approaching the surface with the center of mass (largely centered on F)
close to a top site are more likely to scatter back, compared to the hollow sites, which
reflects the more repulsive potential at the top site. If the molecule is repelled by
the surface, i.e. if it starts moving back towards the vacuum, only impact angles (θ)
close to the transition state
Furthermore, the data points from the trajectories are fed into a neural network
algorithm in order to fit a six-dimensional potential energy surface for the adsorption
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processes of HF on Ni(111). An example two-dimensional cut is shown in Fig. 4.4,
where the fitted energy is plotted versus r and z (the HFNi surface distance). The
remaining four dimensions are set according to the fcc site transition state (Fig. 4.4,
left). After a physisorption minimum at r ≈ 0.95 Å, z ≈ 3 Å, elongation of the HF
bond increases the energy until r ≈ 1.4 Å, after which the curve flattens, indicating a
bond breaking. This matches the r and z parameters of the DIMER transition state
very well (see the arrow in the plot). The fitted energy for the fcc transition state (547
meV) matches the DFT energy (514 meV) well. However, for the hcp transition state,
although the structural parameters are well described, the fitted energy (506 meV)
deviates more from the reference DFT calculation (617 meV) by a larger amount.
Hence, the fit is considered to be semi-quantitatively correct.
To improve the quality of the fit, more calculation points are required. Since
the neural network potential is built entirely on ab initio calculated data points, it
is capable of describing the reactive events necessary for the chemisorption of HF,
unlike classical force-field methods. For further studies involving a Ni(111)liquid HF
interface, a feasible calculation setup is to treat the NiHF degrees of freedom with
neural network potentials, while using well established classical force fields for the HF
HF interactions,213,214 since these do not involve bond breaking. This would enable
affordable molecular dynamics simulations on larger supercells and longer simulation
times, while allowing HF bond breakages on Ni(111).
The work presented is the first reported quantum-chemical study on the NixFy film
which occurs in electrochemical fluorination reaction in the Simons process. In the
computational hydrogen electrode scheme, thermodynamical arguments were used to
characterize the typical anodic peak in cyclovoltammetry experiments as the faradaic
oxidation of a surface NiF2 film, from Ni
2+ to Ni3+. The model employed is quite
general, and may be use to calculate redox potentials of surface of other nickel fluo-
rides, such as NiF3 or Ni2F5, or even other metal fluorides, such as cobalt fluorides or
copper fluorides. Furthermore, secondary effects on the surfaces from the HF solvent
may, in future work, be included thermodynamically, where one might expect some
degree of stabilization of unsaturated surface Ni centers (e.g. Ni2+) by coordination
of HF.
Due to the explicit treatment of electron transfers and atomistic surface structures,
the capacitor model for the reaction is capable of describing also kinetic effects. Also
this method is extendable to different surfaces of Ni, where a more detailed look
into the fluorination of e.g. stepped Ni surfaces would be of interest. In addition,
the effects of higher fluorine coverages on the HF or F adsorption on Ni are highly
interesting for an explicit description of the low cell potential film formation and
subsequent passivation of the Ni anode.
Future considerations for the topic involve the mechanism for the fluorination
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reaction of organic molecules by the NixFy film. Sartori and Ignatiev, with cowork-
ers, reported side product in Simons cells due to competing isomerization reactions,
or only partial fluorination of the organic molecules.21,26,27 The observations were
explained by assumptions on the structure of the film. For instance, two reactive flu-
orinating nickel centers (Ni3+ or Ni4+) in close proximity at the surface were assumed
to enhance isomerization side reactions.21 The fundamental parts in such model sys-
tems are a plausible representation of the NixFy surface structure, an organic molecule
(possibly with a functional group) and an explicit, or possibly implicit, treatment of
the HF solvent. Quantum-chemical methods could, in principle, suffice in the reaction
modeling between the named chemical species. However, the limitations still lie at
the uncertainty regarding the structure of the NixFy film. For this, I consider further
studies on the NixFy film structure necessary.
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