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ABSTRACT 
In this paper we introduce two properties for ideals of polynomials between Banach spaces and show 
how useful they are to deal with several a priori different problems. By investigating these properties 
we obtain, among other esults, new polynomial characterizations of/2~ spaces and characterizations 
of Banach spaces whose duals are isomorphic to ~1 (F). 
1. INTRODUCTION, NOTATIONS AND BACKGROUND 
The concept of operator ideals goes back to Grothendieck [10] and its natural 
extension to polynomials and multilinear mappings is credited to Pietsch [16]. 
For references on operator ideals we refer to the book by Pietsch [15]. In this 
paper we identify two properties concerning ideals of polynomials between Banach 
spaces and by exploring these properties we give an unified treatment to some 
questions that (until now) are being investigated separately. Among other results, 
we prove new polynomial characterizations of C~-spaces and spaces whose duals 
are isomorphic to ~1 (F), extending results of Lewis and Stegall [ 11 ], Stegall [ 17], 
Stegall and Retherford [ 18] and Cilia, D'Anna and Gutirrrez [5,6]. 
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Throughout this paper E, E1 . . . . .  En, F, G, G1 .. . . .  Gn, H will stand for (real or 
complex) Banach spaces, E' denotes the topological dual of E and BE represents 
the closed unit ball of E. The symbol K will represent the field of all scalars and N 
denotes the set of all natural numbers. Given a natural number n >~ 1, the Banach 
space of all continuous n-linear mappings from E1 x ... x En into F endowed with 
the sup norm will be denoted by Z;(E1 . . . . .  E,  ;F) and (ifn/> 2) the Banach space of 
all continuous n-homogeneous polynomials P from E into F with the sup norm is 
denoted by 7~(~E; F). For the general theory of polynomials/multilinear mappings 
we refer to [8] and [14]. 
Ideals of multilinear functionals were introduced by Pietsch [16] and, as far as 
we know, ideals of polynomials appeared for the first time in Braunss [3]. 
Definition 1. An ideal of multilinear mappings A4 is a subclass of the class of 
all continuous multilinear mappings between Banach spaces uch that for all n and 
E1 .. . . .  En, the components AA(E1 . . . . .  En; F) =/2(E1 . . . . .  En; F) fq.AA satisfy: 
(i) .A,4(E1 . . . . .  E~; F) is a linear subspace of£(E1 . . . . .  En; F) which contains the 
n-linear mappings of finite type. 
(ii) I fA  ~ Ad(E1 . . . . .  E~; F), uj ~ £(Gj; Ej) for j = 1 . . . . .  n and <p c £(F; H), 
then ~o  A o (Ul . . . . .  u~) 6 3A(G1 . . . . .  Gn; H). 
When there exists 11. [[~ :Ad --+ [0, oe[ satisfying 
(i') 11.1] ~4 restricted to AA (El . . . . .  En; F) is a norm (respectively, quasi-norm) for 
all E1 . . . . .  En, F and all natural numbers n, 
(ii I) IIA :K n --+ K; A(Xl . . . . .  Xn) = Xl"" "xn [[M= 1 for all n, 
(iii I) i fA E M(E1 .. . . .  E~; F), uj ~ £(Gj; Ej) for j = 1 . . . . .  n and ~0 6 £(F;  H), 
then 
[[~p o A o (Ul . . . . .  Un) []~4 ~< [[~P [[IIA[[~4 []U111"" HUn 11, 
Ad is called a normed (respectively, quasi-normed) ideal of multilinear 
mappings. 
Fixed an ideal of multilinear mappings M and n 6 N, the class ~4~ = 
~Jel ..... En,F Ad(EI . . . . .  En; F) is called an ideal of n-linear mappings. 
An ideal of (homogeneous)polynomials Q i  a subclass of the class of all 
continuous homogeneous polynomials between Banach spaces such that for all 
n ~ N and all Banach spaces E, F, the components Q(~E; F) = 7~(~E; F) Yl Q 
satisfy: 
(i) Q(nE; F) is a linear subspace of P(nE; F) which contains the polynomials of 
finite type. 
(ii) If P c Q(nE;F) ,  ~01 c £ (G;E)  and q~2 c £(F;H),  then ~02o P o~01 c 
Q(nG; H). 
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When there exists 1[. [I Q : Q --+ [0, oo[ satisfying 
(i') II.IIQ restricted to Q(nE; F) is a norm (respectively, quasi-norm) for all 
Banach spaces E and F and all n, 
(ii') l IP :K-+ K; P(x) =x~llQ = 1 for all n, 
(iii') i f P  6 Q(nE; F), u ~ £(G; E) and q) 6 £(F;  H), then 
II~ o P oullQ ~ II~IIIIPIIQIlull n, 
Q is called a normed (respectively quasi-normed) ideal of polynomials. 
Fixed a (normed) ideal of polynomials Q and n 6 N, the class 
= U Q(~E; F) G 
E,F 
is called a (normed) ideal of n-homogeneous polynomials. In particular, Q1 is an 
operator ideal. 
If 34 is an ideal of multilinear mappings and Q is an ideal of polynomials, we 
write 34(E; F) and Q(E; F) instead of Ad(1E; F) and Q(1E; F). 
Now we introduce two concepts that play a fundamental role in this paper: 
Definition 2. Let Q be an ideal of polynomials. Given n 6 N, E and F, 
A 
(i) Q is closed under differentiation forn, E and F (Q is (n, E, F)-cud) if alP(a) 
Q(E; F) for every a 6 E and P ~ Q(nE; F), where dP(a) is the differential of 
the polynomial P at the point a. 
(ii) Q is closed for scalar multiplication for n, E and F (Q is (n, E, F)-csm) if 
~oP ~ Q(n+IE; F) for every ~o c E' and P ~ Q(~E; F). 
When (i) and/or (ii) holds for every n, E and F we will say that Q is cud and/or 
csm. 
2. PREL IMINARY RESULTS 
If T is a multilinear mapping and P is the polynomial generated by T, we write 
A 
P = T. Conversely, for the (unique) symmetric n-linear mapping associated to an 
v 
n-homogeneous polynomial P we use the symbol p. 
For i = 1 . . . . .  n, let us represent by 
qj~n) :£(E1 . . . . .  E~; F) ---> JC(Ei; £(E1, .[!]., En; F)) 
the canonical isometric isomorphism defined by 
qj{n) (T) (x i) (Xl, .[(]., Xn) ~- T (xl . . . . .  Xn), 
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where the notation .[!1. means that the ith coordinate is not involved. Obviously, 
if E~ . . . . .  En and T is symmetric, then ~}~)(T) = ~>(T)  regardless of the i 
and j.  
From now on, i fZ is an operator ideal and T : E --+ F belongs to Z, we will write 
T •37(E; F). 
Starting with an operator ideal, there are two classical methods to create ideals 
of polynomials: 
• Factorization method. If 37 is an operator ideal, an n-linear mapping T • 
£(E1 . . . . .  E~; F) is said to be of type £(Z) (T • £(Z)(E1 . . . . .  En; F)) if there 
are Banach spaces G1 . . . . .  Gn, linear operators uj • Z(Ej, G j), j = 1 . . . . .  n, 
and B • £(G1 . . . . .  Gn; F) such that T = B o (Ul . . . . .  un). 
A continuous n-homogeneous polynomial P • p(nE; F) is of type Pc(z) 
(P • PL(zl(nE; F)) if there exist a Banach space G, a linear operator 
T • Z(E; G) and Q • P(~G; F) such that P = Q o T. The class Pc(z) := 
U~, E, F PL(z) (nE; F) is called ideal of polynomials generated by the factor- 
ization method on Z. It can be proved that P • PL(z)(nE; F) if and only if 
v 
P • £(Z)(~E; F) (see [2]). 
• Linearization method. If Z is an operator ideal, T • £(E1 . . . . .  En; F) is of 
type [Z] if ~}n)(T) • Z(Ei; £(E1, .[!1., E~; F)) for every i = 1 . . . . .  n. We say 
v 
that P • P(nE; F) is of type P[zl (P • P[zI(nE; F)) if p is of type [2"]. The 
class P[zl := U,,E,F P[z](~E; F) is called ideal of polynomials generated by 
the linearization method on Z. 
It is well known that for every n, E and F, n . PL(z)( E, F) C P[z](nE; F) for 
every operator ideal 37 (see [2, Proposition 4.6(b)] and PL(z> (~E; F) = P[z] (hE; F) 
for every closed injective operator ideal Z (see [4] or [9]). 
Lemma 1. I f  Z is an operator ideal, then PL(z) and P[z] are cud and csm. 
Proof. 
• P[z] is cud. 
In fact, if P E P[zI(nE; F), then qsln) v •(n-1 (p ) :E  @ E; F) belongs to 37. Fix 
0 ~ a e E and define 6a :/2(n-lE; F) ---> F by 6a(B) = B(an-1). For every x • E, 
v v v 
(p)(x)) (p)(x)(a._l) = p(x, an_ 5 = 1 dP(a)(x), 
n 
showing that dP(a) = n(3a o ,~n)(/~)) 6 Z(E; F). 
• PL(z) is cud. 
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Given P • 7")c(z)(nE; F),  let B e/2(G1 . . . . .  Gn; F) and uj • "I(E; G j), j = 
V 
1 . . . . .  n, be such that p = B o (Ul . . . . .  un). Fix 0 # a • E and define Ta : Gn ~ F 
by Ta(y) = B(ul(a)  . . . . .  Un-l(a), y). For every x • E, 
., P(a n-l ,  x) = - dP(a) (x) ,  Ta(un(x)) = B(Ul(a), .. Un-l(a),un(x))  = v 1 
rl 
A 
showing that dP(a)  = n(Ta o un) • Z(E; F). 
• 7)c(z) is csm. 
Let P e 7)L(z)(~E; F) and ~p • E'. Taking u e 2-(E; G) and Q • 7)(nG; F) such 
V V 
that P = Q o u, we have that p = Q o (u . . . . .  u). Define B • £ (G . . . . .  G, ]K; F) by 
V 
B(yl . . . . .  Yn, )~) = )~Q(yl . . . . .  yn) and A • £(n+lE;  F) by A = B o (u . . . . .  u, ~o). 
Since u and 9 are in 27, A is of  type £(2-). Moreover, 
A 
A(x) = A(x . . . . .  x) = B(u(x)  . . . . .  u(x), 9(x))  
V 
= 9(x )Q(u(x )  . . . . .  u(x)) = 9(x)Q(u(x) )  = 9(x)P(x) ,  
A 
showing that A = ~oP. By [2, Proposition 4.3] it follows that 9P • 7:'c(z)(n+lE; F), 
completing the proof that 7~L(z) is csm. 
• 7~[z] is csm. 
Let P • 7)[z] (nE; F) and ~0 6 E'.  By [2, Proposition 4.5] we have that the operator 
V 
P:E  --~ 7)(~-1E; F), P(x ) (y )=p(x ,y  . . . . .  y), is in 2-. We will prove that the 
operator 9P : E--+ 7")(hE; F) given by 
9P(x) (y )  = (gP)V(x, y . . . . .  y) 
is in 2- as well. Define two linear operators Ul, u2 • £(E;  7)(hE; F)) by 
ul(x)(y)  = ~o(x)P(y) and u2(x)(y) = 9(y) f i (x) (y) .  
From 
~pP(x)(y) = (gP)V(x, y . . . . .  y) 
1 n v 
-- n + 19(x )P (y )  + ~o(y)P (x ,  y . . . . .  y) 
1 n 
-- n + 1 ~°(x)P(y) + - f f -~o(y)~P(x)(y),  
1 U n U we have that 9P  = ~ 1 + ~ 2. Since ul(.) = ~0(.)P, rp E E'  and P • 7~(nE; F), 
it is obvious that u i has finite rank, hence belongs to 2-. Now consider the operator 
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U:P(n-IE; F) ~ 79(nE; F) given by U(Q)(y) = q)(y)Q(y). For all x,y E E, 
U(ff(x))(y) = ~o(y)-fi(x)(y) = u2(x)(y), proving that u2 = U o ft. But P is in Z, 
so u2 lies in Z, which proves that the operator ~oP is also in Z. Finally, [2, 
Proposition 4.5] yields that q)P is of type P[zl, so 7~[z] is csm. [] 
The following simple results will be useful in the next sections. 
Proposition 1. I f  Z1, Z2 are operator ideals and 
(2.1) ZI(E;F) CZ2(E;F) foreveryF, 
then 
7)L(Z,)(mE; F) C 79£(z2)(mE; F) and 79[zll(mE; F) C 79[z2](mE; F) 
for every F and every m. 
Proofi If P c 79£CZl)(mE; F), then P = Q o u, with Q ~ 79(mG; F) and u E 
ZI(E; G). From (2.1), we have u ~ Z2(E; G) and thus P c 79c(z2) (mE; F). The other 
case is similar. [] 
Proposition 2. Let Qo, Q1 and Q2 be ideals of polynomials such that Qo(nE; F) M 
Q1 (hE; F) C Q2(nE; F)for some natural n and some Banach spaces E and F. I f  
Q2 is cudand Qo and QI are csm, then Qo(E; F) M QI(E; F) C Q2(E; F). 
Proofi If T c Qo(E; F) M QI(E; F), chose ~o ~ £(E; K), q~ 5~ 0, a E E such that 
~o(a) = 1 and consider the following n-homogeneous polynomial: 
P(x) = T(x)q)(x) n-1. 
Since Qo and Qa are csm, P ~ Qo(nE; F) M QI(nE; F) C Q2(nE; F). Since Q2 is 
cud, dP(a) ~ Q2(E; F) and thus 
1 n-1  
-T  + T(a)q) c Q2(E; F). 
n n 
But it is clear that q) ~ Q2(E; K) and thus we obtain T c Q2(E; F). [] 
We say that an operator ideal Z has the Dvoretzky-Rogers Property (DRP) if 
E(E; E) =Z(E;  E) ¢~ dimE < oQ. 
An interesting consequence ofLemma 1 and Proposition 2 is the following: 
Proposition 3. I f  Z has the DRP and n ~ N, then 
7)[z](nE; E) = 7)(nE; E) ¢'~ dimE < 
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and 
7)£(z)(nE; E) = 79(nE; E) ¢~ dimE < cxz. 
3. EXTRAPOLATION-TYPE THEOREMS 
If 1/r <. 1/ql -}-"'-t- 1/qn, an n-linear mapping A 6/2(El . . . . .  En; F) is absolutely 
(r; ql . . . . .  qn)-summing if ( A (x) . . . . .  x]) ) j~=l ~ g.r ( F) whenever 
sup  q) x j  < (30, 
~°eeE~ j=l 
k=l , . . . ,n .  
If nr ~> q, a continuous n-homogeneous polynomial P e 79(hE; F) is said to be 
v 
absolutely (r; q)-summing if P is absolutely (r; q . . . . .  q)-summing. An n-homo- 
geneous polynomial P e 7)(hE; F) is said to be r-dominated if it is absolutely 
(r /n; r)-summing. 
The following Pietsch-type domination theorem, due to Matos [ 13], justifies the 
terminology "dominated". 
Theorem 1. An n-homogeneous polynomial P e 7)(hE; F) is r-dominated if and 
only if there are C >~ 0 and a regular probability measure IX on the BoreI a-algebra 
on BE,, with the weak star topology, such that 
Ilecx)ll <, c I~(x)l r dtz(~o) , for all x e E. 
For the sake of simplicity, we shall denote the space of all r-dominated n- 
homogeneous polynomials from E into F by 7:'d,r(nE; F). Denoting the ideal of 
absolutely r-summing operators by Fir, note that lir(E; F) = 79d,r(1E; F). It is 
well known that the ideal of r-dominated polynomials is exactly 5oc(nr) (cf. [2, 
Proposition 6.4] or the proof of [6, Theorem 5]). 
The following result is due to Maurey and can be found in [19, p. 226]: 
Theorem 2 (Extrapolation theorem). Let E be a Banach space and let 1 <. q <. 2. 
Suppose that for some number p, with 0 < p < q we have 
lip(E; F) = l[q(E; F) 
for all Banach spaces F. Then, for all Banach spaces F and for all numbers p such 
that 0 < p < q we have 
lip(E; F) = Hq(E; F). 
We can extend the Maurey Extrapolation Theorem as follows: 
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Theorem 3. Let E be a Banach space and let t <<. q <<. 2. Suppose that for some 
natural n and some number p, with 0 < p < q, we have 
(3 .1)  7")d,p(nE; F) =79d,q(nE; F) foral lBanachspaces F. 
Then, for all Banach spaces F, all numbers p such that 0 < p < q and all natural 
m, we have 
7")d,p(mE; F) = TAd,q(mE; F) and 79[Yip](mE; F) = 7")[riq](mE; F). 
Analogously, i f  for some natural n and some number p, 0 < p < q, we have 
(3.2) 7P[Ylp](nE; F) = 7P[ITq](nE; F) for all Banach spaces F, 
then, for all Banach spaces F, all numbers p such that 0 < p < q and all natural 
m, we have 
~P[1-Ip](mE; F) = ~i)[YIq](mE; F) and 79d,p(mE; F) = ~Pd,q(mE; F). 
Proofi Firstly, we shall observe that Lemma 1 asserts that the ideals involved are 
csm and cud. From (3.1) and/or (3.2), by applying Proposition 2 we obtain 
l ip(E; F) = liq(E; F) 
for some p such that 0 < p < q and all Banach spaces F. By invoking Theorem 2, 
we conclude that Up(E; F) = l-Iq(E; F) for all p such that 0 < p < q and all 
Banach spaces F. Call on Proposition 1and the proof is done. [] 
4. CHARACTERIZATIONS OF £o~-SPACES 
The concept of £p-spaces, introduced by Lindenstrauss and Pelczynski, n the sem- 
inal paper [12] "Absolutely summing operators in £p-spaces and their applications" 
is a natural tool for a good understanding of several properties of operators between 
Banach spaces. Since then, characterizations of £p-spaces have been vastly studied. 
In this section we will give new characterizations of £oo-spaces related to the work 
of Stegall and Retherford [ 1 8]. 
Let us recall the definition of integral polynomials, due to Cilia, D'Anna and 
Guti6rrez [5,6]. An m-homogeneous polynomial P : E ~ F is said to be integral if 
there exists C >/0 such that 
n 
i=1 
n 
<~ C sup Xi) ¢Pi 
~EBEI i=1 
for every natural n, every (Xi)in=l in E and all (fPJ)j=l in the dual of F. 
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Analogously, an m-linear mapping T : E1 x ... x Em -+ F is said to be integral 
if there exists C >/0 such that 
n 
. . . . .  
i= I  
~<C sup 
k=l,...,m 
n 
Z[1/Zl (X~l)) " " " #fm(y}m)) ]~i 
i=1 
for every natural n, every (x}k))~_ 1 in E~, k = 1 . . . . .  m, and all (g0j)j= 1 in the dual 
of F. It is not hard to see that the classes of all integral polynomials 79j and all 
integral multilinear mappings £:r are ideals. To simplify notation we write ,7(E; F) 
instead of 79j (1 E; F). Easily, J (E;  F) coincides with the Grothendieck integral 
operators as defined, for instance, in [7, p. 232]. 
Lemma 2. I f  either 79d, l(mE; F) C 79j (mE; F) or 79[Iqll(mE; F) C 79j (mE; F), or 
79[rill(mE; F) C 79[j](mE; F), or 79d,1 (mE; F) C 79[j](mE; F)for some m, then 
FI,(E; F) C J (E ;  F). 
Proof. The part 79d, l(mE; F) C 79j(mE; F) ~ I-II(E; F) C J (E ;  F) is proved, 
using tensor products, in [5]. Here we give a different and non-tensorial proof. Since 
79a,1 and 79[nl1 are csm and 79[j1 is cud, we just need to verify that ;or is cud. An 
adequate handling of the polarization formula allows us to conclude that (details 
can be found in [5, Proposition 2.4]) 
V 
P e 79j(mE; F) ¢¢~ P e £j(mE; F). 
Hence, if P c 79j(mE; F), then 
n 
Z ~i (JO(X} 1) . . . . .  x}m))) 
i=1 
C sup 
~kEBEI 
k=l,...,m i=1 
Choosing (x}l))n=l = (a, a . . . . .  a) . . . . .  (x}m-1))~= 1  (a, a . . . . .  a), we have 
/z 
~-~. ¢fli v (P(a . . . . .  a,x}m))) 
i=1 
n 
~< C sup Z[~tl (a) . . .~m_l(a)~m(x}m))]q) i  
~k~Bu i=1 
k=l,...,m 
= CIlall m-I sup ~p(x m))~oi ,
~cB E, 
thus p(aV . . . . .  a, .) = nl dP(a) is an integral operator, showing that 79j is cud. [] 
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A result due to Stegall and Retherford [18] states that a Banach space E is an 
£oo-space if and only if Iql(E; F) C J (E ;  F) for every F. In a recent paper, Cilia, 
D'Anna and Guti6rrez [5] extend the characterization f Stegall and Retherford 
by showing that a Banach space E is an £o~-space if and only if 7~a,i(~E; F) C 
7)j(nE; F) for some (every) n e N and every F. But, as it can be seen in the next 
result, we can push a little further: 
Theorem 4. Let E be a Banach space. The following are equivalent: 
(i) E is an £c~-space; 
(ii) For every (some) n e N and every F, we have 79d, l("E; F) C 79c(g>(nE; F); 
(iii) For every (some) n e N and every F, we have 79~,1(nE; F) C 79[j](~E; F); 
(iv) For every (some) n e N and every F, 79[nl](nE; F) C P[jI(nE; F); 
(v) For every (some) n e N and every F, we have Pd, I(~E; F) C 79j(~E; F). 
Proof. If E is an/2o~-space, from [18], we have FII(E; F) C J (E; F), for every 
Banach space F and Proposition 1furnishes 79d, 1 (nE; F) C 79c(j) (hE; F) for every 
n and every F. Hence (i) ~ (ii) is done. 
In order to prove (ii) ~ (i) we just need to observe that 7~c(z)("E; F) C 
79[z](nE; F) for all Z and all n. We thus have 7)a,l(nE; F) C 7")L(j)(~E; F) C 
7)[jl(nE; F) for every F and hence (by Lemma 2) 
I-[ 1 (E; F) C J (E ;  F) for every F, 
and so E is an £~-space. 
(ii) ~ (iii) is clear, since 79c(j)(nE; F) C 79[j](nE; F). (iii) ~ (i) follows from 
Lemma 2. 
For the proof of (i) ~ (iv), if E is an £~-space, then 1-II(E; F) c J (E ;  F) for 
every F and hence from Proposition 1we deduce 79[NI1(nE; F) C T'[jI(nE; F) for 
every n and every F. 
For (iv) ~ (i), we call on Lemma 2, obtain I-II(E; F) C if(E; F) for every F and 
hence E is an £o~-space. 
Since 79c(s)(nE; F) C T's(nE; F) [5, Corollary 2.7] it is clear that (ii) =~ (v). 
We obtain (v) ~ (i) by invoking Lemma 2. [] 
Remark 1. It is worth remarking, for example, that 7)d,l(nE; F) and 7)[FI1](nE; F) 
are different spaces, in general, and then our results are different from the pre- 
vious characterizations given in [5]. In [2, Proposition 6.4(b)] one can find a 
2-homogeneous polynomial P e 7)[i-i1] (2•2; K )  which is not 1-dominated. 
5. SPACES WHOSE DUALS ARE ISOMORPHIC TO ~I(F) 
Let us recall the concepts of compact and nuclear polynomials. A polynomial 
P : E ~ F is said to be compact if P(B~) is relatively compact in F. The space 
of all compact m-homogeneous polynomials from E into F will be denoted by 
79~(mE; F). For the compact operators from E into F we use the symbol/C(E; F). 
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We say that P ~ 79(mE; F) is nuclear if it is possible to find (~oi) c E r and (yi) c F 
so that 
Px = E[q)i(x)]myi for all x 6 e and E IIg°illmllYill < ~"  
i= l  i=1 
The space of all nuclear m-homogeneous polynomials from E into F is denoted by 
~Ar(mE; F). For the linear case we write N'(E; F). The relation between uclear, 
compact operators (polynomials), and Banach spaces whose duals are isomorphic 
to el(F) is given by the following results: 
Theorem 5 (Lewis and Stegall [11] / Stegall [17]). Given a Banach space E, the 
following assertions are equivalent: 
(i) E r is isomorphic to el(F) for some F. 
(ii) For every Banach space F, we have lql(E; F) C N'(E; F). 
(iii) For every Banach space F, 171(E; F)N K;(E; F) C N'(E; F). 
Theorem 6 (Cilia, D'Anna and Guti6rrez [6]). Given a Banach space E, the 
following assertions are equivalent: 
(i) U is isomorphic to gl(F) for some F. 
(ii) For all natural m and every Banach space F, we have 7Pd, l(mE; F) C 
PAr(mE; F). 
(iii) There is a natural m such that for every F we have P~, 1 (mE; F) C PAr(mE; F). 
(iv) There is a natural m such that for every F we have 7) ~, 1 (mE; F) N 7~; (mE; F) C 
PAr(mE; F). 
Our results will show that it is possible to give a considerably onger list of 
characterizations of Banach spaces whose duals are isomorphic to el(F) and also 
present new arguments for the proofs of each assertion of Theorem 6. 
Theorem 7. Given a Banach space E, the following assertions are equivalent: 
(viii) 
(i) U is isomorphic to £l(F) for some F. 
(ii) For every (some) n c N and every F, we have 7)d,l(mE; F) C 7)E(Ar) (mE; F). 
(iii) For every (some) n ~ N and every F, we have Pa,1 (mE; F) C PAr(mE; F). 
(iv) For every (some) n ~ N and every F, we have Pd, 1 (mE; F) C P[Zq (mE; F). 
(v) For every (some) n ~ N and every F, we have T'[nll(mE; F) C P[Ar](mE; F). 
(vi) For every (some) n ~ N and every F we have 79d,l(mE; F) n 79pC(mE; F) C 
79Ar(mE; F). 
(vii) For every (some) n ~ N and every F, we have T'[nll(mE; F) n P[~Cl(mE; F) C 
P[Ar] (mE; F). 
For every (some) n c N and every F, we have 7)~, 1 (mE; F) n PC(~C) (mE; F) C 
7)z;(Ar) (mE; F). 
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(ix) For every (some) n ~ N and every F, we have ;od, 1 (mE; F) N ;OL(~c) (mE; F) C 
;O[NI ( mE; F). 
(x) For every (some)n ~ N and every F, we have ;od,1 (mE; F)A ;OLOC)(mE; F) C 
;ON(mE; F). 
Proof. (i) ~ (ii) is a consequence of Theorem 5 and Proposition 1. 
A direct computation gives ;O£(A/)(mE; F) C ;ON'(mE; F) (details can be found 
in [6, Proposition 4]) and so it is easy to see that (ii) ~ (iii). It is easy to check 
that the ideal of nuclear polynomials is cud and from Lemma 1 we know that the 
ideal of dominated polynomials is csm (these facts will be used several times in 
the present proof). Hence, by Proposition 2, (iii) implies I-I1 (E; F) c N'(E; F) and 
consequently we obtain (i). 
(ii) ~ (iv) holds because Pc(X)(mE; F) C ;O[A;] (mE; F). 
In order to prove (iv) ~ (i), it suffices to show that ;od, l(mE; F) C ;O[Aq (mE; F) 
(with m fixed) implies rll (E; F) C N'(E; F). But Lemma 1 asserts that ;o[zq is cud 
and then Proposition 2 furnishes rI1 (E; F) C N'(E; F). 
(i) ~ (v) is due to Theorem 5 and Proposition 1. For the proof of (v) ~ (i) it 
suffices to recall that ;o[np] and ;o[z;] are cud and csm and call on Proposition 2 and 
Theorem 5. 
(iii) ~ (vi) is trivial. Since the ideal of compact polynomials is csm, (vi) implies 
Ill (E; F) n E(E; F) C N'(E; F) for every F and thus we obtain (i). 
In order to prove (i) ~ (vii) we observe that (i) implies FII(E; F) n E(E; F) C 
N'(E; F) for every F. An easy consequence of Proposition 1 implies (vii). 
(vii) ~ (i). From Lemma 1 and Proposition 2 we have I-II(E; F) n E(E; F) C 
N'(E; F) and from Theorem 5 we obtain (i). 
(ii) ~ (viii) is obvious, the proof that (viii) ~ (ix) is straightforward and (ix) 
(i) is a consequence of Proposition 2 and Theorem 5. 
(vi) ~ (x) is obvious. 
(x) ~ (i) by Proposition 2, since ;oN is cud. [] 
Final remark. Since K~ is closed and injective, ;oc(x:) = P[lCl. If ;ow(nE; F) de- 
notes the n-homogeneous polynomials from E into F which are weakly continuous 
on bounded sets, from [ 1, Theorem 2.9] we have that ;o[lc] (hE; F) = ;ow (hE; F) for 
all n, E and F. So, ;oc(x:) = ;o[xz] = ;ow, making the last assertions of Theorem 7 
more interesting. 
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