tinued fraction approximation and a version of Rauzy induction, and thus are guided by the dynamics of the system. Definition 1. Let 0 < α < 1 be an irrational number and T = T α be the rotation on R/Z defined by T α y = y + α mod 1. Let P 0 be the set [0, 1 − α[ and P 1 the set [1 − α, 1[; let x be a point in [0, 1[. The Sturmian coding of the rotation T α , denoted by U (α, x), is the sequence u n , n ≥ 0, defined by u n = 0 whenever T n α x ∈ P 0 , u n = 1 otherwise. Our main result is the following theorem: Theorem 1. Let α = [0; a 1 + 1, a 2 , . . . , a n , . . .], α n = [0; a n , .
.
.],
with the usual notation for the standard continued fraction approximation; let x 1 = x 1−α − 1, and then
if y n is an integer and n is odd , sup(−y n + 1, 0) if y n is an integer and n is even.
for all n, with W 0 = 0, W 1 = 10 a 1 , Z 1 = 0 e 1 and the convention a
when the e n are not ultimately zero,
when e n = 0 for every n ≥ N ≥ 2, and
when e n = 0 for every n ≥ 1, which corresponds to the case x = 1 − α.
The digits e n have a nice arithmetic interpretation: this is the wellknown algorithm of Ostrowski [OST] , which gives an approximation of x by multiples of α, and was used for example in [SOS] , [KEA] or [SID-VER] . We have the following relation:
Preliminaries
Definition 2. A Sturmian sequence is a sequence on the finite alphabet {0, 1} which contains exactly n + 1 different factors of length n.
Let T be as defined above; by abuse of notation, we shall identify it with the same transformation on the fundamental domain [0, 1[; then T α is an exchange of two intervals, with one discontinuity, at the point 1 − α. Hence the sequence U (α, x) defined above is a natural coding in this setting; this sequence is also called the positive P -name of the point x under the transformation T α .
We check that this sequence is also defined by u n = [(n+1)α+x]−[nα+x] for any n ≥ 0. It is proved in [HED-MOR] that any Sturmian sequence is either some U (α, x), for an irrational α, or the similar quantity obtained by taking the intervals open on the left and closed on the right. This last quantity can be computed by the same reasoning as in Theorem 1, with the necessary changes in the definition of e n .
The symmetric Rauzy induction.
We suppose first that α < 1/2. We begin by a renormalization so that the picture will be more symmetric with respect to the point 1 − α; at the same time, to make computations a little simpler, we make the length of one of the intervals equal to one: we apply to every point the affine map y → 
and α 2 = {1/α 1 } (α 1 is irrational as α is, and is in ]0, 1[ ).
As x 1 is not necessarily in J, let e 1 be the smallest natural integer e such that x 1 + eα 1 ∈ J; set x 1 = x 1 + e 1 α 1 . So we have x 1 = T e 1 1 x 1 , and, if e 1 is not zero, then
hence the P -name of x 1 is a string of e 1 zeros followed by the P -name of T
If x < 0 then e 1 is the smallest integer such that x + e 1 α 1 ≥ −α 1 α 2 , while if x ≥ 0 then e 1 = 0, hence e 1 is the maximum of [−x/α 1 − α 2 ] + 1 and 0, except that the first argument must be replaced by
We now make what is called the symmetric Rauzy induction:
Lemma 1 
P r o o f. We compute t and R:
Suppose we know v and we want to find u; T n 1 y will be in J for n = 0,
y), which are the return times of y to J for all positive k. Moreover,
y is in Q 0 ⊂ P 0 , and, by the last paragraph,
y is in Q 1 ⊂ P 1 , and so, again by the last paragraph, T
From this analysis, it results that u t k (y) = v k for all k; when two consecutive t k (y) differ by more than 1, then they differ by a 1 + 1, v k = 1, and the digits u t k (y)+1 , . . . , u t k (y)+a 1 are all equal to 0. For short, we say that u is deduced from v by the substitution σ a 1 defined above.
Symbolic dynamics of trajectories
Lemma 2. With the notations of Theorem 1, if τ 0 = 1, τ 1 = 0, and
if n is odd,
P r o o f. Now we consider the mapping R on J, and apply to every point the affine map y → −y/α 1 . Then, applying this mapping to the expression of R we have found, we see that R becomes the map T 2 , defined above. As Q 0 becomes P 2 1 and Q 1 becomes P 2 0 , the Q-names under R are the images of the P 2 -names under T 2 by the map τ . Note that α 2 is still irrational. So we get
where
We can now iterate this process: we repeat the previous construction with T 1 , α 1 , x 1 replaced by T 2 , α 2 , x 2 and all semi-open intervals [a, b[ replaced by ]a, b], and vice-versa; this gives us a 2 as in the previous case, and the induction interval will be ]−1 + a 2 α 2 , α 2 ]; e 2 will again be the smallest integer e such that x 2 + eα 2 falls into the induction interval; the change in the boundaries gives a slightly different exact value of e 2 , as the formula with the integral part plus one is now valid all the time; then we define x 2 , α 3 , x 3 , and T 3 which is defined like T 1 , with semi-open intervals of the form [a, b[. So we have, for n ≥ 1, the recursion formula we claim, with
and the e n as defined in Theorem 1. We check that these formulas define the a n and α n as stated in Theorem 1.
Arithmetic and combinatorics
Lemma 3. Let b n = 0 and i n = 1 for n even, b n = 1 and i n = 0 for n odd , σ 0 0 = 0, σ 0 1 = 10, σ 1 0 = 01, σ 1 1 = 1. If the sequence e n is not ultimately identical to zero, then
).
P r o o f. As the a n are all strictly positive, the recursion formulas allow us, if we know the first letter of V (x n+2 , T n+2 ), to know at least two letters of V (x n , T n ), and hence at least 2 n/2 letters of V (x 1 , T 1 ). Hence the result.
Lemma 4. With the same notations as before, if e n = 0 for every n ≥ N , then
Suppose that e n = 0 for every n ≥ N . This is the case if and only if x belongs to the non-positive orbit of 0; this is the only moment where we need to know that the intervals are open on the left, as there could be two possible codings; in this case, for some i ≥ 0 independent of n, u i . . . u i+n−1 is the unique factor of length n which has two extensions on the left. Then x n+1 = −x n /α n , and x n is in the induction interval, for all n ≥ N ; this ensures that |x N | ≤ α N . . . α N +n for n arbitrarily large, hence x N = 0, and so x n = 0 for every n ≥ N . Moreover, the first digit of V (0, T n ) is zero for n even and is one for n odd.
Proof of Theorem 1. We reformulate our results, in a more constructive way; with the notations of Lemma 3, let W n be the word
. The recursion giving the W n has to be made precise a little. Let U n be σ
(1). Then we have
2n+1 . This proves the theorem for the case α < 1/2.
If α > 1/2, we can apply the same algorithm, except that at the beginning a 1 = e 1 = 0 and α 1 > 1; the first induction is then trivial as J = [−1, α 1 [, and, after the renormalization y → −y/α 1 , we are in the same situation as when we have started from an α < 1/2; hence Theorem 1 is proved in that case also.
Some particular cases. As our method put x = 1 − α in the centre of the picture, there is an explicit formula for U (α, 1 − α) (see the last formula in Theorem 1). To get U (α, 0), the easiest way is to use the fact that 0 = T (1 − α), hence
If we choose α = φ = ( √ 5 − 1)/2, then, with our notations, a 1 = 0 and a n = 1 for every n ≥ 2. The famous Fibonacci sequence F , defined as the fixed point of the substitution 0 → 01, 1 → 0, is in fact τ U (φ, φ); hence our algorithm gives
which is a non-standard way to build that sequence, but we can check that the two constructions give the same sequence.
Proof of Proposition 1. We may write x n = −α n x n+1 − e n , hence
; now, it is well known that, as a n α n + α n α n+1 = 1, and α n+1 ≤ 1, we have α n α n+1 ≤ 1/2; hence we get the assertion of the proposition.
It is well known that the product α 1 . . . α n is closely related to the best approximation of α 1 ; if p n /q n is the nth convergent of α 1 , we have
We finish by investigating what are all possible sequences e n for x in [0, 1[:
The sequences e n of Theorem 1, for every x ∈ [0, 1[, are all the sequences of integers such that 0 ≤ e n ≤ a n and e n = a n if e n−1 = 0. P r o o f. We have 0 ≤ e n ≤ a n ; and, if e n = 0, then x n < −α n α n+1 (≤ if n is even) and e n ≥ 1, hence x n+1 > −1 + α n+1 (≥ if n is even), which means exactly that e n+1 = a n+1 . Now, the map f n (y) = −(y + e n α n )/α n is a decreasing linear map on the a n + 1 intervals of constancy of e n , and so this map, which associates x n+1 to x n , is surjective on its intervals of continuity; hence the previous markovian condition on the sequence e n is the only one (see Figure 2 ). 5. Additional remarks. Instead of using the symmetric Rauzy induction, one can use the original Rauzy induction, namely: the induction on the largest admissible interval containing 0 (see [RAU3] for a formal definition). This process leads to a different algorithm to compute the Sturmian sequence U (α, x) (see [ARN-FIS] ). Such an algorithm is related to a numeration system which is dual to the one obtained in Theorem 1. For more details on the arithmetic and adic properties of this numeration system see [SID-VER] .
With the previous notations, the expansion of the real number x in this numeration system [SID-VER] is x = ∞ n=0 α 1 . . . α n b n (with 0 ≤ b n ≤ a n and the Markov condition: b n = a n implies b n+1 = 0).
Given this expansion of x, the sequence U (α, x) can be explicitly computed using the sequences (b n ), (a n ) and the two substitutions τ 0 and τ 1 defined by τ 0 0 = 0, τ 0 1 = 10, τ 1 0 = 10, τ 1 1 = 1.
