In the statistical literature there are proposed many test measures to determine the independence of two qualitative variables in contingency tables, in particular in two-way contingency tables larger than 2 × 2. For statistical analysis, three of the so-called "chisquared tests"-the 3 test, test and || test-were selected. These tests were compared with a logarithmic minimum test, which is the author's proposal. Critical values for the tests were determined with the Monte Carlo method. To compare the tests, an appropriate measure of untruthfulness of 0 was used and the power of the tests was calculated.
Introduction
Independence tests are probably one of the most commonly used statistical tools.
Test data are arranged in the form of contingency tables (CTs), in particular × CTs. The (Pearson's) 2 test and the log likelihood ratio 2 test are the best-known and the most commonly used. Garside and Mack (1976) numerically compared the sizes of the 2 test and some of its corrected versions. The authors noted that, although the corrected versions are conservative in nature, the 2 test has the size closest to the nominal level α. For small CTs (not applicable to the 22 case) with small sample sizes, Lawal and Uptong (1984) suggested a modification to the 2 test to make the size closer to the nominal level α. There are numerous publications on CTs and the 2 test of independence-e.g. Meng and Chapman (1966) ; Diaconis and Efron (1985) ; Albert (1990) ; Andrés et al. (1995) -where the 2 test statistics are interpreted from various angles.
Information about approximations of 2 and 2 can be found in Cochran (1952) ; Cochran (1954) ; Koehler and Larntz (1980) ; and Cressie and Read (1989) . The 2 and 2 tests provide consistent and asymptotically unbiased tests of independence (Haberman, 1981) . These test statistics belong to the power divergence statistics (PDS) family (Cressie and Read, 1984) .
The Fisher exact test (Fisher, 1922 ) is also popular. It was independently developed by Irwin (1935) and is also known as the Fisher-Irwin (FI) test. The FI test is most commonly applied to 22 CTs, because it can be computationally time-consuming for tables larger than 22. Campbell (2007) recommended the use of the 2 test for large sample sizes and the FI test for small sample sizes.
Some authors have argued that the FI test is conservative, i.e. that its actual rejection rate is below the nominal significance level (Liddell and Douglas, 1976; D'Agostino et al., 1988) . Lydersen et al. (2009) recommended that the FI test should practically never be used. Berry and Mielke (1988) used Monte Carlo methods to assess how two asymptotic 2 tests, two asymptotic G 2 tests and a recently developed nonasymptotic 2 test fit the models specified by the null hypotheses of independence and homogeneity. The results of the study indicate that the nonasymptotic 2 test is superior in overall performance to the other analyzed tests. Lawal and Uptong (1990) compared the PDS with modified 2 test statistics (Lawal and Uptong, 1984) by means of the statistical power. Cohen and Nee (1990) used Monte Carlo methods and calculated the statistical power using the Rao F-test in CTs. Davis (1993) described a generalized chi-square approximation to the distribution of the 2 test statistics for testing independence in CTs. The new method consistently yields an estimated p-value approximate to the exact result. Yenigün et al. (2011) carried out a simulation study to observe the empirical power performance of the maximal correlation test and compared it with 2 and 2 independence tests. When the underlying continuous variables are uncorrelated but dependent, the authors pointed out some cases for which the maximal correlation test appears to be more powerful. In the paper by Sulewski (2013) a || test, which is a modification of the 2 test for k w CTs, was proposed. The || test was compared with the PDS for selected sizes of a CT larger than 2 × 2 in terms of their power (Sulewski, 2016) . Yu (2014) allows the margins to be random and compares the power of the 2 , the Bayes factor and the FI tests. Shan and Wilding (2015) extend the unconditional approach based on estimation and maximization to designs with a fixed total sum. The procedures based on the 2 , Yates's corrected and 2 test statistics are evaluated with regard to actual type I error rates and powers. Lipsitz et al. (2015) Lin et al. (2015) explore the accuracy of the 2 and 2 tests through an extensive simulation study and then propose bootstrap versions that appear to work better than the asymptotic tests in terms of adhering to the nominal level for small to large sample sizes as well as extreme cell frequencies. The proposed bootstrap tests are more convenient than the FI test, which is also often criticized for being too conservative. Amiri and Modarres (2017) proposed a bootstrap test statistic that provides more accurate inference for small sample sizes.
In this paper we propose the new logarithmic minimum statistic (LMS) for × CTs and compare it with six other statistics. The first is the well-known and commonly used 2 test statistic (Pearson, 1904) . The second and third are the 2 test statistic (Cressie and Read, 1984) and the Neyman modified 2 test statistic (Cressie and Read, 1984) , which together with the 2 statistic represent the PDS. The fourth is the || statistic (Sulewski, 2013) . The fifth is the 3 statistic (Amiri and von Rosen, 2011) , and the sixth is the test (Amiri and Modarres, 2017) . Critical values were determined by means of the Monte Carlo simulation method. For the above test statistics, the power of the tests (PoT) was determined.
To calculate the PoT, we generate × CTs. At the same time, an appropriate measure of untruthfulness of H0 (MoU) for six probability scenarios was defined.
At the end of the paper, three examples are presented and discussed.
This article is organized as follows. Section 2 describes four variants of the presentation of CTs. Section 3 presents the new LMS and six other test statistics.
Section 4 is devoted to CT modelling and presents six probability scenarios with a data flow parameter. Section 5 presents the measure of untruthfulness of 0 (MoU) for the probability scenarios in question. The power of the considered tests is determined in section 6, and three examples are presented in section 7.
Variants of presentation of CTs
Let , be two features of the same object and let them have respectively levels 1 , … , , 1 , … , . Testing these two features for independence with an appropriately arranged CT is probably one of the most common tasks performed by statisticians.
Nowadays there are four major variants of the presentation of CTs, each of which serves a specific purpose. These are detailed below:
 TP Variant (theoretical probabilities). Cells contain probabilities intrinsic to the phenomenon under investigation. The exact values of these probabilities are unknown to the investigator. In further sections of this paper CTs will be first simulated with the Monte Carlo method, and then we will apply the CT variant filled with probabilities arbitrarily set by the Monte Carlo experimenter.
 EC Variant (experimental counts). Cells contain counts observed on a sample drawn from the general population subject to investigation.
] =1 =1 (4) Formula (4) shows that ≠ 0 and ≠ 0 for each = 1, … ; = 1, . . , . For this reason, the sample size cannot be too small to obtain the power of the test for different scenarios. Details appear in the following section.
It is well-understood that resampling must reflect the null hypothesis. It is essential to resample the CT, assuming that = + + holds. When testing the independence of two categorical variables, Amiri and von Rosen (2011) and Lin et al. (2015) use the expectation of cells under the null hypothesis:
Amiri and von Rosen (2011) The above test statistics 1 − 7 were selected for the Monte Carlo study.
Modeling how CTs are generated
Let us treat CT as a mathematical expression of a certain phenomenon being considered. This phenomenon makes features and mutually dependent in a statistical sense. Saying this, we have in mind that there is an intrinsic mechanism behind this phenomenon. This mechanism not only makes the phenomenon occur, but also determines the probabilities of particular , combinations.
Figuratively speaking, the phenomenon fills cells of the relevant CT. Let us consider the tables shown below:
and take them as the "progenitors" of all possible × CTs.
Continuing this line of reasoning, we have to develop a scenario for a CT's offspring. A simple scenario that offers a prospect of wide applicability is one in which portions of probability equal to flow between cells of × . We can also conceptualize an advanced scenario where a is divided into two sub-portions that may flow independently between cells. In this and further sections we focus only on six scenarios related to 2 × 3, 3 × 3 CTs. These scenarios are listed in Tables   1-2 and denoted by numbers from I to VI. One may, of course, anticipate a variety of modifications of these, as is common in statistics. The scenarios appear to be fundamental, so the corresponding PoT will be determined for further comparisons just for these scenarios. 
In all of the above scenarios the inflow/outflow portion | | ≤ 1/( ). Scenarios may locally mutate, for example, by transposition of rows or columns.
The scenarios put forward here are very simple equal-portion scenarios. Of course, the real-life scenarios according to which particular CTs are generated may be similar to those presented above, as is typical for relations between theory and real life. The simple Exponential and Gaussian distributions turned out to be indispensable in practice. Table 3 n n n I a a n n n n n n n a n n n n n n n P To enable the wide applicability of the probabilistic model, its flexibility and ability to estimate have to be equilibrated. The ability to estimate means the effectiveness of estimation of parameters. Flexibility is mainly determined by the number of parameters embedded in a model (but also by the places which parameters occupy in a model formula). Increasing flexibility results in decreasing ability to estimate. Obviously one can add 1 , 2 to the model (and even 3 ) for good measure, but in this way an ineffective "sample glutton" will be created. Since the statistical inference method put forward in this paper is oriented rather towards small samples, the author is confident that a oneparameter model achieves the equilibrium.
Measure of untruthfulness of H0
As we have already stated in section 2, certain classes of feature are ascribed to rows and certain classes of feature Y are ascribed to columns. Pearson's , Tschuprow's , Cramer's , the corrected contingency , and Goodman and Kruskal's .
Sulewski (2017) 
,  Variation of Squares test statistic (Marcotorchino, 1984) 
. 
Determining the power of the test
In this paper an algorithm generating two-way CTs using the bar method is applied. The bar method is similar to generating random numbers that follow the multinomial distribution. Details of the bar method applied to two-way and threeway CTs may be found in Sulewski and Motyka (2015) and Sulewski (2018) respectively.
Different scenarios determine different intervals of achievable MoU values. Statistics (2), (3) and (4) can be calculated when * ≠ 0 for each = 1, … ; = 1, . . , . The PoT is not calculated for the maximum MoU value under a given scenario (see Table 4 ) because in this case * = 0 for any = 1, … ; = 1, . . , . We need the minimal sample size for each particular scenario to guarantee * ≠ 0 for each = 1, … ; = 1, . . , . Example 3, based on real data, shows how to use statistic (4) when the CT has zero cells.
An algorithm calculating the critical value of test and the PoT is presented in Sulewski (2017) and Sulewski (2018) . Tables 5-7 show sizes and powers of tests for 2 × 3 CTs, scenarios I-III and sample size . Tables 8-10 show sizes and powers of tests for 3 × 3 CTs, scenarios IV-VI and sample size . Tables 11 and 13 . In these cases 0 does not hold and the sample MoU, i.e. the measure of untruthfulness of H0, is equal to 0.248 (2 × 3) and 0.091 (3 × 3).
Critical values for ( = 1, … ,7) tests were determined with the Monte Carlo method for = 0.05, 0.1, = 100 (2 × 3), = 300 (3 × 3). These critical values and values of test statistics are presented in Tables 12 and 14 . and are the preferred tests at = 0.05 because they reject 0 , whereas the other tests uphold 0 . LMS, and |χ| are the preferred tests at = 0.1. Example 2. This example is described by means of the following algorithm:
Step 1. Set a sample size , number of rows , number of columns , significance level .
Step 2. Set theoretical probabilities ( = 1, … , ; = 1, … , ).
Step 3. Calculate the for the ( = 1, … , ; = 1, … , ) set in Step 2.
Step 4. Set critical values ( = 1, … ,7) for ( = 1, … ,7) tests equal to those given in Tables 12, 14 and 18.
Step 5. Set initial values of a counter of rejected hypotheses = 0 ( = 1, … ,7).
Step 6. Repeat the following steps times:
Step 6.1. Generate a × CT according to the bar method.
Step 6.2. Calculate values of test statistics ( = 1, … ,7).
Step 6.3. If > ( = 1, … ,7) then = + 1.
Step 7. Calculate rejection probabilities * = / ( = 1, … ,7) (Tables 15,   19) Specific values were set in this example: for a 2 × 3 CT ( = 100, = 0.248), for a 3 × 3 CT ( = 300, = 0.091). Example 3 (real data). We consider the dataset given by Koch and Edwards (1988) to study the performance of the proposed method with real data (Table   16 ). This table compares a treatment for rheumatoid arthritis with a placebo. The outcome reflects whether individuals show no improvement, some improvement, or marked improvement. We cannot select the 2 , and statistics here because of the zero cell in Table 17 . For the analyzed real data we can use a modified version of LMS, which is very similar to the original version (4). It is defined as
+ 0.00001] =1 =1 Table 16 shows that adding 0.00001 to the logarithmic value does not affect the size and power of the tests. Values of test statistics and critical values are presented in Table 18 . Table 19 presents values of rejection probabilities * ( = 1, … , 10 6 ) as defined in Example 2. , and | | are the preferred tests at = 0.05 because they reject 0 , whereas the 2 and 3 tests uphold 0 . All of the tests reject 0 at = 0.1.
The test wins against other tests under 2 × 3 CT with real data for = 0.05, 0.1 and = 0.4032. 
Conclusion
The Example 1 is characterized by stronger dependency between features than
Example 2. Example 1 shows that all of the tests reject 0 , except the test.
The rejection probability estimated from = 1 000 000 repetitions takes the highest values for the 3 , 2 and 2 tests. Example 2 shows that and are the preferred tests. They reject 0 , whereas the other tests uphold this hypothesis.
The rejection probability takes the highest values for the P and tests.
Example 3 presents a strong dependency between features. The , and | | tests reject 0 , whereas the 2 and 3 tests uphold this hypothesis. The rejection probability takes the highest values for the LMS and BP tests.
The paper shows that and are more effective than the other tests considered, as they detect dependency even for low MoU values. However, it should be emphasized that the test is simpler than the test.
