Real-world environments are extremely rich in visual information. At any given 24 moment in time, only a fraction of this information is available to the eyes and the 25 brain, rendering naturalistic vision a collection of incomplete snapshots. Previous 26 research suggests that in order to successfully contextualize this fragmented 27 information, the visual system sorts inputs according to spatial schemata, that is 28 knowledge about the typical composition of the visual world. Here, we used a large 29 set of different natural scene fragments to investigate whether this sorting mechanism 30 can operate across the diverse visual environments encountered during real-world 31 vision. We recorded brain activity using electroencephalography (EEG) while 32 participants viewed incomplete scene fragments at fixation. Using representational 33 similarity analysis on the EEG data, we tracked the fragments' cortical 34 representations across time. We found that the fragments' typical vertical location 35 within the environment (top or bottom) predicted their cortical representations, 36 indexing a sorting of information according to spatial schemata. The fragments' 37 cortical representations were most strongly organized by their vertical location at 38 around 200ms after image onset, suggesting rapid perceptual sorting of information 39 according to spatial schemata. Our results identify a cortical sorting process that 40 allows the visual system to efficiently contextualize fragmented inputs. By 41 demonstrating this sorting across a wide range of visually diverse scenes, our study 42 suggests a contextualization mechanism suitable for complex and variable real-world 43 environments. 44 3 45
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fragmented visual inputs with their place in the schema: as a result, fragmented visual 73 information should be sorted according to its typical location within the environment. 74
This sorting may help to efficiently contextualize visual inputs. 75
A recent study showed that incomplete inputs -fragments of natural scenes -76 are indeed sorted according to their typical location in real-world environments 77 (Kaiser et al., 2019c) : In the occipital place area and after 200ms of vision, 78 representations of scene fragments were organized by their typical vertical location 79 in the world. For instance, fragments that typically appear in the upper part of a scene 80 (e.g., a house roof or the ceiling of a room) were represented more similarly to each 81 other than to fragments that typically appear in the lower part of a scene (e.g., a lawn 82 or the room's floor). No such organization was found for the fragments' horizontal 83 location, for which clear schemata are missing (Mandler & Parker, 1976) . 84
As a critical limitation, our previous study (Kaiser et al., 2019c) only comprised 85 six different scenes. However, for this mechanism to be useful in the real world, it has 86 to operate across huge amounts of vastly different scenes encountered in our 87 everyday lives. We therefore set out to replicate our findings across a larger and more 88 diverse set of scene images. Here, we used a set of 210 indoor and outdoor scenes, 89 which we split into 4 position-specific fragments each, yielding 840 unique scene 90 fragments ( Figure 1a ). During an EEG experiment, participants viewed each fragment 91 centrally and in isolation ( Figure 1b ). Using representational similarity analysis (RSA; 92 Kriegeskorte et al., 2018) , we then tracked the fragments' cortical representations 93 across time. As the key result, we found that most prominently after 200ms of visual 94 processing, the fragments' cortical representations were organized by their vertical 95 location within the full scene. We conclude that the visual system uses scene 96 6 schemata to sort inputs according to their typical location within the environment, 97 supporting the contextualization of fragmented visual information. 98 7 99
Materials and Methods 100 101
Participants 102 Twenty healthy adults (mean age 27.3, SD = 4.6; 12 female) participated in the 103 study. The sample size was identical to the sample size of our previous EEG study 104 (Kaiser et al., 2019c) . All participants had normal or corrected-to-normal vision. 105
Participants provided informed consent and received monetary reimbursement or 106 course credits. All procedures were approved by the ethical committee of Freie 107
Universität Berlin and were in accordance with the Declaration of Helsinki. 108
109
Stimuli 110
Stimuli were 210 natural scene photographs, taken from an online resource 111 (Konkle et al., 2010) . Half of the stimuli depicted outdoor scenes (bridges, camping 112 sites, historical buildings, houses, natural environments, streets, and waterfronts) and 113 half of the stimuli depicted indoor scenes (bathrooms, bedrooms, churches, 114 classrooms, dining rooms, kitchens, and living rooms). To create position-specific 115 fragments, each scene was split along the vertical and horizontal axes (Figure 1a ), 116 yielding four fragments of equal size for each scene and 840 fragments in total. The 117 full stimulus set is available on OSF (doi.org/10.17605/OSF.IO/D7P8G). During the 118 experiment, these fragments were presented individually and in the center of the 119 screen (5.5° by 5.5° visual angle). Participants were not shown the full scene images 120 prior to the experiment. During the experiment, participants briefly viewed the individual scene 133 fragments, all presented in the same central location ( Figure 1b ). Each of the 840 134 fragments was shown twice during the experiment, yielding 1,680 trials. Trial order 135 was randomized separately for the first and second half of trials, so that every 136 fragment appeared once in the first half of the experiment and once in the second 137 half. On each trial, a single fragment appeared for 200ms and participants were asked 138 to categorize the fragment as either stemming from an indoor scene or an outdoor 139 scene using two keyboard buttons. After every response, the fixation cross turned 140 red or green for 300ms, indicating response correctness. Trials were separated by an 141 inter-trial interval varying randomly between 1,300ms and 1,500ms. Participants 142 performed the categorization task well (93% correct responses, SE=1%; 769ms 143 9 average response time, SE=36ms), with no differences in accuracy or response time 144 between fragments stemming from the top versus the bottom or from the left versus 145 the right (all t[19]<1.89, p>0.07). Further, participants were instructed to maintain 146 central fixation throughout the experiment, and to only blink after they had given a 147 response. Stimulus presentation was controlled using the Psychtoolbox (Brainard, 148 1997) . 149 150 EEG recording and preprocessing 151 EEG signals were recorded using an EASYCAP 64-electrode system and a 152
Brainvision actiCHamp amplifier. Electrodes were arranged in accordance with the 153 10-10 system. EEG data were recorded at 1000Hz sampling rate and filtered online 154 between 0.03Hz and 100Hz. All electrodes were referenced online to the Fz electrode. For these GLMs, the neural RDMs and predictor RDMs were vectorized by selecting 205 all lower off-diagonal elements -the rest of the entries, including the diagonal, were 206 discarded. Values for the neural RDMs were z-scored. Estimating this GLM yielded 207 three beta weights for each time point and participant. We subsequently tested these 208 beta weights across participants against zero, which reveal whether the fragments' 209 vertical location, horizontal location, and their category significantly explained the 210 neural organization at each time point. 211
We additionally performed two control analyses. In the first control analysis, 212
we assessed if the location-based organization in the fragments' neural 213 representations can be explained by simple visual features. To do so, we used the 214 fragments' similarity in image space to predict their neural organization. We 12 computed the fragments' image similarity by correlating their pixel values. We then 216 constructed a pixel RDM that contained the fragments' pairwise dissimilarity (1-217 correlation) in pixel values. To control for image similarity, we ran a GLM in which we 218 predicted neural RDMs as a function of the pixel RDM. In another, second GLM, we 219 then modelled the residuals of the first model using the vertical location, horizontal 220 location, and category predictors (see above). This two-stage approach allowed us 221 to quantify how much vertical and horizontal location information as well as category 222 information remained unaccounted for by the fragments' pixel similarity. 223
In the second control analysis, we aimed at eliminating visual and conceptual 224 features that are common to either indoor or outdoor scenes (e.g., the top fragments 225 from outdoor scenes often show blue skies). We thus constructed RDMs for 226 horizontal and vertical location information which only contained comparisons across 227 indoor and outdoor scenes. These RDMs were constructed in the same way as 228 explained above, but now all comparisons within the same scene type (e.g., 229
comparisons of different indoor scene fragments) were removed. We then repeated 230 the original GLM analysis (see above) with these restricted RDMs, allowing us to see 231 if the organization according to vertical location persists when only between-category 232 comparisons are considered. 233 234
Statistical testing 235
To test whether GLM beta weights were significantly greater than zero, we used a 236 threshold-free cluster enhancement procedure (Smith and Nichols, 2009 ) and 237 multiple-comparison correction based on a sign-permutation test (with null 238 distributions created from 10,000 bootstrapping iterations), as implemented in 239 13 CoSMoMVPA (Oosterhof et al., 2016) . The resulting statistical maps were thresholded 240 at z>1.64 (i.e., pcorr<.05). For all peaks in the time series, we additionally report results 241 of conventional one-sided t-tests against zero. To estimate the robustness of peak 242 latencies we performed a bootstrapping analysis. In this analysis, we created 1000 243 samples of 20 randomly chosen datasets each (with possible repetitions). For each 244 random sample, we computed the peak latency (i.e., the highest beta estimate in the 245 average time course). We then computed a confidence interval (ci) by selecting the 246 central 95% of the distribution across the 1000 random samples. Given the clear two-247 peak structure in vertical location information, we performed the bootstrapping 248 analysis separately for the early and late peaks, by splitting the data for each random 249 sample along the minimum beta value between 100ms and 200ms. 250 Results 255
256
To model the fragments' cortical representations across time, we ran a GLM 257 analysis with three predictors capturing the fragments' vertical and horizontal 258 locations within the full scene and the full scene's category (Figure 2a ). This analysis 259 revealed three key insights. First, the fragments' cortical organization was explained 260 by their vertical location within the scene (Figure 2b) [190ms, 210ms] ). This suggests that 263 fragmented scene information is sorted by its typical origin within the visual world. 264
Second, the fragments' horizontal location did not significantly predict their neural 265 organization, suggesting that the more rigid real-world location along the vertical axis 266 is more strongly reflected in cortical signals. Third, the fragments' category (i.e., 267 whether a fragment stems from an indoor or an outdoor scene) was also reflected in 268 their neural organization, from 90ms to 800ms (peaking at 330ms, peak t[19]=3.06, After removing the fragments' pixel similarity from the neural RDM, we still 318 found significant vertical location information (Figure 3b) horizontal location information. This shows that controlling for simple visual features 322 cannot explain the fragments' neural organization by vertical location. Category 323 information was still present in the neural data, but now emerged only later, between 324 260ms and 640ms as well as between 720ms and 730ms (peaking at 450ms, peak 325 .23, p=0.002, pcorr<0.05, ci=[260ms, 720ms] ). This result suggests that during 326 early visual processing vertical location information remains prominent, even if during 327 this time no category information can be observed in the neural data. 328
In the second control analysis, we more explicitly tested whether the sorting 329 of fragmented information is independent of visual category information by testing if 330 the sorting generalized across indoor and outdoor scenes. In this analysis, we 331 restricted our models to comparisons between indoor and outdoor scenes (i.e., all 332 comparisons within the same scene category were removed from all RDMs). The 333 comparisons between indoor and outdoor scenes share fewer visual and conceptual 334
properties than the comparisons of scenes from the same category (Figure 4a ): For 335 example, two fragments from the upper part of outdoor scenes often share both 336 visual properties (e.g., they tend to be blue-colored) and conceptual content (e.g., 337 they tend to contain the same objects, such as clouds of tree tops). 338 339 340 Figure 4 . Controlling for similarity within scene category. a) In this analysis, we 341 removed all comparisons between the fragments of the same category from the 342 18 neural and predictor RDMs. This allowed us to control for visual and conceptual 343 features shared by fragments stemming from the same location (e.g., fragments from 344 the upper part of outdoor scenes often contain skies and clouds). d) Removing the 345 same-category comparisons did not abolish vertical location information, which 346 remained significant between 80ms and 210ms. This indicates that the sorting of 347 fragments according to their vertical location in the world is flexible with regards to 348 visual and conceptual attributes shared by the scenes of the same category. 349
Significance markers denote pcorr<0. 05 Together, our results suggest that fragmented information is sorted according 361 to its typical vertical location in the world, providing a mechanism for the 362 contextualization of incomplete visual information. Even when controlling for visual 363 and conceptual scene attributes, this mechanism can operate rapidly and most 364 strongly determines the cortical organization after 200ms of visual processing. During natural vision the brain is constantly faced with incomplete snapshots 370 of the world from which it needs to infer the structure of the whole scene. Here, we 371
show that in order to meet this challenge, the visual system rapidly contextualizes 372 incoming information according to its typical place in the world: after 200ms of 373 processing, fragmented scene information is sorted according to its real-world 374 location. By using a large stimulus set (comprising 840 unique fragments) we provide 375 compelling evidence that this mechanism supports spatial contextualization across 376 diverse visual environments. analyzed, suggesting that the sorting of information according to real-world locations 383 is determined by more complex scene properties, rather than low-level visual 384 features. This is consistent with previous fMRI results which demonstrated a vertical 385 location organization in the occipital place area, but not in early visual cortex (Kaiser 386 et al., 2019c) . However, we additionally found a very rapid onset of vertical location 387 information with the first peak shortly after 100ms, which suggests that the visual 
