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Resumo
Sejam A uma PI-álgebra associativa sobre um corpo F de característica zero e
{cn(A)} a sequência de codimensões de A. Neste trabalho vamos estudar o comporta-
mento destas sequências. Regev mostrou que a sequência de codimensões é exponenci-
almente limitada. O nosso objetivo principal é apresentar os resultados obtidos por A.





cn(A), sempre existe e é um inteiro. Daremos uma maneira explícita
de calcular este expoente. Usaremos a teoria de representações do grupo simétrico para
obtermos os resultados.
Abstract
Let A be an associative algebra over a ﬁeld F of characteristic zero satisfying a
polynomial identity (PI-algebra), and {cn(A)} be the sequence of codimensions of the A.
In this paper we study the behavior of these sequences. Regev showed that a sequence
is exponentially codimensions limited. Our main goal is to show the results obtained
by A. Giambruno and M. Zaicev in [4], where they prove that the PI-exponent of A,




cn(A), exists and is an integer. We will give an explicit way
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Introdução
Sejam F um corpo de característica zero e F 〈X〉 a álgebra associativa livre de posto
enumerável no conjunto X = {x1, x2, . . .}. Consideraremos F 〈X〉 não unitária e todas
as álgebra do texto associativas e não comutativas (exceto menção contrária) . Diremos
que uma F -álgebra A é uma PI-álgebra se existe um polinômio não nulo f (x1, . . . , xn) ∈
F 〈X〉 tal que, f(a1, . . . , an) = 0, para quaisquer a1, . . . , an ∈ A. Denotaremos por Id(A)
o conjunto de todas identidades polinomiais de A. Chamaremos um ideal I de F 〈X〉 de
T -ideal, se I é invariante por EndF (F 〈X〉). Para cada T -ideal I, existe álgebra A tal
que I = Id (A). Denotaremos por var (I) ou var (A) o conjunto de todas as álgebras
associativas que tem I como identidades polinomiais.
Seja G um grupo qualquer. Uma álgebra A é dita G-graduada, se A pode ser escrita
como soma direta de subespaços A =
.
+g∈G A(g) tais que para todo g, h ∈ G, A(g)A(h) ⊆
A(gh). Dentre as álgebras G-graduadas consideradas no texto, enfatizaremos as álgebras





, se A = A(0)
.
+ A(1) é soma direta de subespaços
A(0), A(1) e satisfaz: A(0)A(1)
.
+ A(1)A(0) ⊆ A(1) e A(0)A(0) .+ A(1)A(1) ⊆ A(0). Observe
que toda álgebra admite uma graduação trivial, onde A(0) = A, A(1) = 0. Um exemplo
importante de superalgebra é a álgebra de Grassmann G = G(0)
.
+ G(1) de dimensão
inﬁnita gerada pelo conjunto {e1, e2, . . . | eiej = −ejei, i, j = 1, 2, . . .}, onde G(0) e G(1)
são os subespaços gerados pelos monômios em ei de comprimento par e os monômios de
comprimento ímpar, respectivamente. A superalgebra G (A) = G(0)⊗A(0) .+ G(1)⊗A(1)
é chamada envolvente de Grassmann da álgebra A, em que A é uma superalgebra.
É bem conhecido que, se A é uma superalgebra simples de dimensão ﬁnita sobre
um corpo algebricamente fechado de característica zero , então A é isomorfa a uma das
seguintes superalgebras: Mk(F ), Mk(F
.
+ cF ) e Mk,l(F ), em que c2 = 1. E toda supe-
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ralgebra A de dimensão ﬁnita sobre um corpo algebricamente fechado de característica
zero é escrita como A = A1⊕ . . .⊕An
.
+ J (A), em que J = J (A) é o radical de Jacobson
de A e A1, . . . , An são superalgebras simples.
Uma álgebra A é dita verbalmente prima se para quaisquer T -ideais I1 e I2 de F 〈X〉
tais que I1I2 ⊆ I implica que I1 ⊆ I ou I2 ⊆ I, onde I é um T -ideal primo de F 〈X〉.
A. R. Kemer caracterizou todas as álgebras verbalmente primas sobre um corpo de
característica zero: F , F 〈X〉, Mk (F ), Mk (G), Mk,l (G) (k ≥ l), em que G = G0
.
+ G1 é






) ∣∣∣∣∣ P ∈Mk(G0), Q ∈Mk×l(G1), R ∈Ml×k(G1) e S ∈Ml(G0)
}
.
Outro fato conhecido é que, sobre corpos de característica zero, todo polinômio
não-nulo f ∈ F 〈X〉 é equivalente a um conjunto ﬁnito de polinômios multilineares.
Denotaremos por Pn o F -espaço vetorial dos polinômios multilineares de grau n. Existe
um isomorﬁsmo de FSn-módulos à esquerda entre Pn e a álgebra FSn, em que Sn é o
grupo simétrico sobre o conjunto {1, . . . , n}. Assim, o quociente Pn/Pn ∩ Id (A) tem
uma estrutura de FSn-módulo à esquerda. Deﬁnimos a n-ésima codimensão de A por
cn (A) = dimF (Pn/Pn ∩ Id (A)). Se A for uma PI-álgebra, então cn (A) < n! para algum
n. Se A for nilpotente, então cn (A) = 0, a partir de um certo n0..
Em [6] A. Regev em 1972, provou que se A é uma PI-álgebra, então existem cons-
tantes α, β tais que cn (A) ≤ αβn, ou seja, a sequência de codimensões de A é exponen-
cialmente limitada.





Na década de 1980, S. A. Amitsur conjecturou que o PI-expoente de uma PI-álgebra
existe e é um inteiro não negativo.
Este trabalho foi baseado em [3] e [4], tendo com objetivo principal apresentar re-
sultados demonstrados por A. Giambruno e M. Zaicev, onde eles deram uma resposta
positiva para a conjectura de Amitsur, provando que se A é uma PI-álgebra sobre um
corpo de característica zero, o PI-expoente de A, sempre existe e é um inteiro não
negativo. Além disso, eles dão uma maneira explícita de calcular este expoente, mais
precisamente, por um teorema bem conhecido de Kemer, dada qualquer PI-álgebra A
existe uma superalgebra de dimensão ﬁnita B, cuja sua envolvente de Grassmann G(B)
satisfaz as mesmas identidades de A. Então exp(A) = exp(G(B)) = dim(C(0) + C(1)),
onde C(0) + C(1) é uma subálgebra Z2-graduada semissimples maximal de B. Para de-
monstrar estes resultados recorremos a Teoria de Young de representações do grupo
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simétrico e a PI-teoria.
O PI-expoente das álgebras verbalmente primas, tem os seguintes valores: exp (Mk (F )) =
k2, exp (Mk (G)) = 2k2 e exp (Mk,l (G)) = (k + l)
2.
Este trabalho está estruturado em quatro Capítulos. No Capítulo 1 apresentare-
mos alguns conceitos, exemplos e resultados da teoria de PI-álgebras sobre um corpo
de característica zero e da teoria de módulos e anéis que servirão como base para os
Capítulos seguintes. Falaremos de anéis, álgebras simples e semissimples.
No Capítulo 2 apresentaremos alguns resultados principais da teoria de represen-
tações de grupos ﬁnitos. Falaremos da teoria de Young de representações do grupo
simétrico.
NoCapítulo 3 estudaremos o comportamento exponencial da sequência de codimen-
sões cn(A) de uma PI-álgebra A sobre um corpo de característica zero. Falaremos de
álgebras graduadas, álgebras verbalmente primas, envolvente de Grassmann e daremos
algumas propriedades importantes destas álgebras.
No Capítulo 4 deﬁniremos o PI-expoente de uma PI-álgebra sobre um corpo F
de característica zero. Em seguida mostraremos os resultados demonstrados por A.
Giambruno e M. Zaicev em [3] e [4], que é nosso objetivo.
1
Identidades Polinomiais e PI-Álgebra
Neste Capítulo daremos alguns conceitos básicos e resultados importantes da teoria
de álgebras que satisfazem identidades polinomiais (PI-álgebras). Falaremos de T -
ideais, variedades de álgebras, polinômios homogêneos e multilineares. Daremos alguns
resultados importantes de identidades polinomiais de álgebras sobre um corpo base F .
Apresentaremos conceitos e resultados de anéis e álgebras simples e semissimples. Du-
rante todo Capítulo, vamos considerar álgebras associativas e não comutativas (exceto
menção contrária) e F um corpo de característica zero.
1.1 Álgebras
Deﬁnição 1.1. Sejam F um corpo e A um F -espaço vetorial no qual é deﬁnido um
produto bilinear sobre F . Suponha que para todo c ∈ F e quaisquer x, y, z ∈ A, tem-se:
1. (x+y)z=xz + yz
2. z(x+y)=zx + zy
3. (cx)y= c(xy)= x(cy).
Então A é uma F -álgebra.
Observação 1.2. Toda álgebra com relação à soma e ao produto é um anel.
A dimensão da F -álgebra é a sua dimensão como F -espaço. Se a dimensão é ﬁnita,
A chama-se álgebra de dimensão ﬁnita.
A seguir daremos alguns exemplos de álgebras.
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Exemplo 1.3. Seja Mn(F ) o espaço vetorial das matrizes n × n com entradas em F .
Munido do produto usual de matrizes Mn(F ) é uma álgebra com unidade, que é exata-
mente a matriz identidade In×n. Destacaremos nesta álgebra as matrizes unitárias Eij,
com 1 ≤ i, j ≤ n, onde Eij é a matriz cuja única entrada não nula é na i-ésima linha e
j-ésima coluna. Não é difícil veriﬁcar que as matrizes unitárias formam uma base para
Mn(F ), donde dimMn(F ) = n2.
Generalizando, se A é uma F -álgebra e se considerarmos o espaço vetorial Mn(A) de
todas as matrizes n × n com entradas em A, deﬁnindo um produto em Mn(A) análogo
ao produto usual em Mn(F ), obtemos assim uma estrutura de F -álgebra em Mn(A).
Exemplo 1.4. Seja V um F -espaço vetorial. Então EndF (V ), o conjunto das transfor-
mações F -lineares de V munido da composição de funções, é uma F -álgebra com unidade
(operador identidade).
Exemplo 1.5. Um corpo F possui naturalmente uma estrutura de espaço vetorial sobre
si mesmo. Seja K uma extensão do corpo F , então K também possui uma estrutura
de F -espaço vetorial. Não é difícil ver que, visto desta forma, F e K são F -álgebras
comutativas, com unidade, cujos produtos são exatamente os produtos dos corpos F e K,
respectivamente.
Exemplo 1.6. Sejam G um grupo e F um corpo. Denotamos por FG = F [G] o conjunto
de todas as somas formais ﬁnitas
∑




































Assim munido destas operações temos que FG é uma F -álgebra associativa, unitária
com unidade 1F1G, onde G (visto em FG) forma uma base para FG. Disto, segue que
dimFFG = |G|. A álgebra FG é dita de álgebra de grupo sobre F . A álgebra FG é
comutativa se, e somente se, G é comutativo.
A álgebra FSn construída à partir de Sn, o grupo das permutações de n elementos,
será bastante útil para nosso trabalho.
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onde P,Q,R, S são matrizes k × k, k × l, l × k e l × l, respectivamente com k ≥ l > 0, é
uma F -álgebra associativa, unitária, não comutativa de dimensão (k + l)2, com produto
usual de matriz em bloco.
Exemplo 1.8. Seja G um grupo de ordem 2 gerado por c. O F -espaço vetorial Mn(F +
cF ) com entradas na álgebra de grupo F + cF é uma F -álgebra de dimensão 2n2.
Deﬁnição 1.9. Um subespaço B da álgebra A é chamado subálgebra se é fechado com
respeito a multiplicação, ou seja, b1 · b2 ∈ B para quaisquer b1, b2 ∈ B. Dizemos também
que um subespaço I de A é um ideal à esquerda (à direita) de A, se ax ∈ I (xa ∈ I)
para quaisquer x ∈ I e a ∈ A respectivamente. Se I é um ideal à esquerda e à direita
simultaneamente, dizemos que I é um ideal bilateral de A.
Exemplo 1.10. (Centro de uma Álgebra) Seja A uma álgebra. O conjunto Z(A) =
{a ∈ A | ax = xa,∀x ∈ A} é uma subálgebra de A que chamamos de centro de A.
Sabemos da álgebra linear que, ﬁxado n ∈ N as únicas matrizes que comutam com todas
as matrizes, são as matrizes escalares. Temos então que Z(Mn(F )) = {λIn×n | λ ∈ F}.
Deﬁnição 1.11. Sejam A1 e A2 F-álgebras. Uma transformação linear Φ : A1 → A2 é
um homomorﬁsmo de F -álgebras se:
Φ(ab) = Φ(a)Φ(b), ∀a, b ∈ A1.
Diremos que Φ é um isomorﬁsmo de F -álgebras se Φ é um homomorﬁsmo bijetivo
de F -álgebras, neste caso, também dizemos que A1 e A2 são álgebras isomorfas. Se
Φ : A1 → A1 é um homomorﬁsmo, dizemos que Φ é um endomorﬁsmo.
Exemplo 1.12. Seja A uma F -álgebra. Então Mn(F )⊗A ∼= Mn(A) como álgebras. De
fato, a transformação linear assim deﬁnida
ϕ : Mn(F )⊗ A → Mn(A)
Eij ⊗ a 7→ aEij
é um isomorﬁsmo de álgebras, onde {Eij, i, j = 1, . . . , n} são as matrizes elementares
que formam uma base para o espaço vetorial Mn(F ) e a ∈ A.
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Observação 1.13. Assim como na teoria de grupos e de anéis o teorema do homomor-
ﬁsmo também é válido para álgebras, ou seja, para um homomorﬁsmo Φ : A1 → A2
temos
Ker(Φ) = {a1 ∈ A1,Φ(a1) = 0},
temos que o quociente A1
Ker(Φ)
é isomorfo a imagem Im(Φ) = {Φ(a)| a ∈ A1}.
Note que a álgebra quociente A1
Ker(Φ)
está bem deﬁnida, pois Ker(Φ) é um ideal
bilateral de A1.
Deﬁnição 1.14. Seja A uma álgebra sobre F .
(i) A é associativa se (ab)c = a(bc) para todo a, b e c ∈ A.
(ii) A é comutativa se ab = ba, para todo a, b ∈ A.
(iii) A é unitária se A tem unidade, ou seja, se existe 1 ∈ A tal que 1a = a1 = a,
∀a ∈ A.
Deﬁnição 1.15. Seja A uma F -álgebra. Dizemos que:
(i) Um elemento a ∈ A chama-se nil (ou nilpotente) se existe n ∈ N tal que an = 0. Se
todos elementos de A são nilpotentes, dizemos que A é nil. Se existe n ∈ N tal que para
todo a ∈ A, tem-se an = 0, então A chama-se nil de grau limitado. O menor natural n
com esta propriedade é chamado de nil expoente de A.
(ii) Uma álgebra A chama-se nilpotente, se existe n ∈ N tal que a1 . . . an = 0 para todo
a1, . . . , an ∈ A. Neste caso, dizemos que o menor natural n com esta propriedade é o
índice (ou grau) de nilpotência de A.
Deﬁnição 1.16. Seja ϑ uma classe de F -álgebras e A ∈ ϑ uma F -álgebra gerada por
um conjunto X. A F -álgebra A é chamada uma F -álgebra livre na classe ϑ livremente
gerada pelo conjunto X, se para qualquer álgebra B ∈ ϑ, qualquer aplicação ψ : X → B
pode ser estendida a um homomorﬁsmo de álgebras ϕ : A→ B. A cardinalidade |X| do
conjunto X é chamado posto de A.
Exemplo 1.17. Para qualquer conjunto X a álgebra polinomial F [X] é livre na classe
de todas álgebras associativas, comutativas e unitárias.
Exemplo 1.18. Seja X = {x1, . . . , xn, . . . } um conjunto inﬁnito enumerável. Cha-
maremos os elementos de X de variáveis ou indeterminadas. Uma palavra de
X é uma sequência xi1 · · ·xin, com n ∈ N. A palavra xi1 · · ·xis, em que s = 0, é
a palavra vazia que denotaremos por 1. Geralmente, iremos considerar s ≥ 1 (salvo
menção contrária). Chamaremos de monômios o produto de um escalar por uma
palavra em X, ou seja, αxi1 · · ·xin onde α ∈ F e xi1 , . . . , xin ∈ X. Diremos que
dois monômios αxi1 · · ·xin = βxj1 · · ·xjm se, e somente se, α = β ∈ F , n = m e
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it = jt, para todo t. O produto de dois monômios é dado por justaposição deﬁnida por
(xi1 · · ·xim)(xj1 · · ·xjn) = xi1 · · ·xim · xj1 · · ·xjn , xik , xjl ∈ X.
O F -espaço vetorial F 〈X〉 = {∑(i) αixi1 . . . xin| αi ∈ F, n ≥ 1} é uma F -álgebra,
não comutativa, associativa e sem unidade. Os elementos de F 〈X〉 são chamados
de polinômios, ou seja, somas formais de monômios. Se f ∈ F 〈X〉, escreveremos
f = f(x1, . . . , xn) =
n∑
i=1
αiwi para indicar que x1, . . . , xn ∈ X são as únicas inde-
terminadas que aparecem em f , em que αi ∈ F e wi são palavras que dependem de
x1, . . . , xn.
De agora em diante vamos considerar a álgebra livre F 〈X〉 associativa, não comu-
tativa, não unitária de posto enumerável no conjunto X = {x1, x2, . . . } (salvo menção
contrária).
Observação 1.19. No caso em que considerarmos a palavra vazia, então vamos obter
a álgebra livre associativa, não comutativa, unitária, cuja identidade é a palavra vazia
(monômio de comprimento nulo).
1.2 Identidades Polinomiais
Nesta seção daremos algumas deﬁnições e exemplos de álgebras que satisfazem iden-
tidades polinomiais.
Deﬁnição 1.20. Seja A uma F -álgebra e f = f(x1, . . . , xn) ∈ F 〈X〉. Dizemos que f ≡ 0
é uma identidade polinomial de A se f(a1, . . . , an) = 0 para todos a1, . . . , an ∈ A.
Vamos denotar por Id(A) o conjunto de todas identidades polinomiais de uma F -
álgebra A.
Deﬁnição 1.21. Se A satisfaz uma identidade polinomial não trivial f ≡ 0, dizemos
que A é uma PI-álgebra.
Deﬁnição 1.22. Duas PI-álgebras A e B são ditas PI-equivalentes se Id(A) = Id(B).
Sejam A uma álgebra e a, b ∈ A deﬁnimos [a, b] = ab − ba o comutador de Lie de a
e b. De um modo geral, deﬁnimos o comutador de comprimento n [a1, . . . , an−1, an] =
[[a1, . . . , an−1], an] para ai ∈ A.
A seguir daremos alguns exemplos de PI-álgebras.
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Exemplo 1.23. Se A é uma álgebra comutativa, então A é uma PI-álgebra que satisfaz
a identidade [x, y] ≡ 0.
Exemplo 1.24. Qualquer álgebra nilpotente é uma PI-álgebra. De fato temos que An =
0, para algum n ≥ 1, então x1 . . . xn ≡ 0 é uma identidade polinomial de A.
Exemplo 1.25. Seja A uma álgebra nil de grau limitado, ou seja, existe um inteiro
n ≥ 1 tal que an = 0, para todo a ∈ A. Então o polinômio xn ≡ 0 é uma identidade
polinomial de A.
Exemplo 1.26. Seja A uma álgebra associativa de dimensão ﬁnita e seja dimA < n.
Então A satisfaz a identidade Standard de posto n
Stn(x1, . . . , xn) =
∑
σ∈Sn
(sign σ) xσ(1) · · ·xσ(n) = 0
onde Sn é o grupo simétrico de grau n. A álgebra A também satisfaz a identidade de
Capelli de posto n
Capn(x1, . . . , xn; y1, . . . , yn+1) =
∑
σ∈Sn
(sign σ) y1xσ(1)y2 . . . ynxσ(n)yn+1 = 0.
A seguir daremos um exemplo de PI-álgebra que será importante para os nossos
estudos adiante.
Exemplo 1.27. Seja G a álgebra de Grassmann (ou álgebra exterior) não unitária em
um espaço vetorial de dimensão enumerável sobre um corpo de charF 6= 2. A álgebra
G pode ser construída da seguinte forma. Seja F 〈X〉 a álgebra livre associativa de posto
enumerável em X = {x1, x2, . . . }. Se I é um ideal bilateral de F 〈X〉 gerado pelo conjunto
de polinômios {xixj + xjxi|i, j ≥ 1}, então G = F 〈X〉I . E escrevemos ei = xi + I ∈ G
para cada i = 1, 2, . . . . Como charF 6= 2 temos que e2i = 0. Então G é gerado por:
G = 〈e1, e2, . . . |eiej = −ejei, ∀ i, j ≥ 1〉.
Não é difícil veriﬁcar que o conjunto B = {ei1 . . . eik |1 ≤ i1 < · · · < iik} é uma
F -base para a álgebra de Grassmann não unitária. É conveniente escrever G como soma
direta dos seguintes subespaços vetoriais:
G(0) = span{ei1 . . . ei2k |1 ≤ i1 < · · · < i2k, k > 0}
G(1) = span{ei1 . . . ei2k+1|1 ≤ i1 < · · · < i2k+1, k ≥ 0}
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onde G(0) é o espaço gerado por todos monômios de comprimento par e G(1) é o es-
paço gerado por todos os monômios de comprimento ímpar. Segue de eiej = −ejei que
(ei1 . . . eim).(ej1 . . . ejk) = (−1)mk(ej1 . . . ejk).(ei1 . . . eim) para quaisquer m, k ∈ N. Pode-
mos concluir que ax = xa para quaisquer a ∈ G(0) e x ∈ G e bc = −cb para quaisquer
b, c ∈ G(1).
Agora faremos considerações importantes acerca desta álgebra:
1. G(0)G(0) +G(1)G(1) ⊆ G(0)
2. G(0)G(1) +G(1)G(0) ⊆ G(1)
3. G(0) = Z(G)
4. O primeiro e terceiro item, nos dão que G(0) é uma subálgebra de G.
5. G satisfaz a identidade polinomial [x, y, z] = [[x, y], z] ≡ 0. De fato como G(0) =
Z(G), é claro que qualquer comutador de dois elementos de G pertence a G(0),
ou seja, é uma combinação linear de monômios eis de comprimento par. Assim
[[G,G], G] = 0.
Note que propriedades importantes de álgebras são expressas em linguagem de iden-
tidades polinomiais. Nos exemplos dados acima podemos perceber isto. De fato, vimos
por exemplo que uma álgebra A é nil de grau limitado, se existe um n ∈ N tal que
xn ≡ 0 é uma identidade para A.
1.3 T-ideais e Variedades de Álgebras
Nesta seção introduzimos os conceitos de T-ideal e de variedade de álgebras. Vamos
mostrar que o conjunto de identidades polinomiais Id(A) é um T-ideal. Além disso exi-
bimos algumas propriedades importantes de álgebras que serão utilizadas ao longo do
texto.
Uma identidade de uma álgebra A pode ainda ser uma identidade para outras álge-
bras diferentes. Por isso, dado um conjunto de polinômios S, vamos considerar a classe
de todas álgebras que satisfazem as identidades de S. Isto leva a noção de variedades de
álgebras.
Proposição 1.28. Dada uma álgebra A, considere Id(A) = {f ∈ F 〈X〉 | f ≡ 0 em A}
o conjunto de identidades polinomiais de A. O conjunto Id(A) é um ideal bilateral de
F 〈X〉 e é fechado sob todos endomorﬁsmos de F 〈X〉.
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Demonstração: Não é difícil ver que o conjunto Id(A) é um ideal bilateral de F 〈X〉.
Além disso, Id(A) é fechado sob endomorﬁsmos de F 〈X〉. De fato, sejam
f = f(x1, . . . , xn) ∈ Id(A), g1, . . . , gn ∈ F 〈X〉 e ϕ ∈ End(F 〈X〉), tal que
ϕ : F 〈X〉 → F 〈X〉
xi 7→ gi.
Segue que
ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)) = f(g1, . . . , gn) =
= f(g1(xi1 , . . . , xin), . . . , gn(xi1 , . . . , xin)).
Note que f(g1(xi1 , . . . , xim), . . . , gn(xi1 , . . . , xim)) = 0 em A, pois para quaisquer
a1, . . . , am ∈ A, temos gi(a1, . . . , am) ∈ A, ∀i = 1, . . . ,m e como f ∈ Id(A), então
f(g1, . . . , gn) ∈ Id(A). Portanto ϕ(Id(A)) ⊆ Id(A).
Temos que um ideal com esta propriedade é chamado de T-ideal.
Deﬁnição 1.29. Um ideal I de F 〈X〉 é um T-ideal se ϕ(I) ⊆ I para todo endomorﬁsmo
ϕ de F 〈X〉.
Disto, segue que o conjunto Id(A) é um T-ideal de F 〈X〉. Por outro lado não é
difícil veriﬁcar que todo T-ideal de F 〈X〉 é de fato deste tipo.
Lema 1. Seja I um T-ideal. Então I = Id(F 〈X〉
I
).
Demonstração:(⊆) Seja f(x1, . . . , xn) ∈ I. Considere n elementos quaisquer g¯1, g¯2, . . . , g¯n ∈
F 〈X〉
I




(⊇) Seja f(x1, . . . , xn) ∈ Id(F 〈X〉I ). Como x¯1, . . . , x¯n ∈ F 〈X〉I , temos 0¯ = f(x¯1, . . . , x¯n) =
f(x1, . . . , xn). Então f(x1, . . . , xn) ∈ I.
Deﬁnição 1.30. Seja A uma álgebra e S ⊆ A. O ideal gerado por S é o menor ideal de
A que contém S.
Observe que o ideal gerado por S existe, pois é a interseção de todos os ideais de A
que contém S.
Deﬁnição 1.31. Seja S ⊆ F 〈X〉. O T-ideal gerado por S é o menor T-ideal que contém
S. Denotaremos ele por 〈S〉T .
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Deﬁnição 1.32. Seja S um conjunto de polinômios em F 〈X〉 e f ∈ F 〈X〉. Dizemos
que f é uma consequência dos polinômios em S, se f ∈ 〈S〉T , ou seja, f pertence ao
T-ideal gerado pelo conjunto S.
Exemplo 1.33. Se A é uma F -álgebra comutativa e unitária, então Id(A) = 〈[x1, x2]〉T .
Exemplo 1.34. Seja G a álgebra de Grassmann sobre um corpo F de char 6= 2. Então
Id(G) = 〈[x1, x2, x3]〉T . Ver [7].
Deﬁnição 1.35. Dois conjuntos de polinômios são equivalentes se eles geram o mesmo
T-ideal.
Vimos que qualquer álgebra A determina um T-ideal de F 〈X〉. Por outro lado várias
álgebras podem corresponder a um mesmo T-ideal, como o ideal de suas identidades.
Deﬁnição 1.36. Dado um conjunto não vazio S ⊆ F 〈X〉, a classe de todas as álgebras
A tais que f ≡ 0 em A para todo f ∈ S é chamada de variedade ν = ν(S) determinada
por S.
Diremos que ν é uma variedade trivial se Id(ν) = (0). Uma variedade ν é chamada
não trivial se S 6= 0 e ν é dita própria se ela não é trivial e contém uma álgebra não-
nula.
Note que se ν é a variedade determinada pelo conjunto S e 〈S〉T é o T-ideal de F 〈X〉
gerado por S, então ν(S) = ν(〈S〉T ) e 〈S〉T = ∩A∈νId(A). Sendo assim escrevemos
〈S〉T = Id(ν). Quando existe uma álgebra A tal que Id(A) = Id(ν), denotaremos por
ν = var(A), e diremos que ν é a variedade gerada pela álgebra A.
Deﬁnição 1.37. A variedade ν˜ é chamada de subvariedade de ν se ν˜ ⊆ ν.
Exemplo 1.38. A classe de todas as álgebras comutativas formam uma variedade pró-
pria, com S = {[x, y]}.
Exemplo 1.39. A classe de todas as álgebras nil de grau limitado por n, formam uma
variedade própria com S = {xn}.
Exemplo 1.40. A classe de todas as álgebras associativas é também uma variedade
deﬁnida pelo polinômio nulo.
O teorema abaixo mostra que há uma correspondência biunívoca entre T-ideais e
variedades.
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Teorema 1.41. Existe uma correspondência bijetiva ϕ entre T-ideais de F 〈X〉 e varie-
dades de álgebras. Para quaisquer dois T-ideais I1, I2 a inclusão I1 ⊂ I2 é equivalente a
ϕ(I1) ⊃ ϕ(I2).
Demonstração: Para cada T-ideal I, seja V = ϕ(I) a variedade determinada pelo
conjunto de polinômios I. É óbvio que ϕ é sobrejetiva, pela própria deﬁnição. Agora
sejam I1 6= I2 e ϕ(Ii) = Vi, i = 1, 2. Então existe um polinômio f = f(x1, . . . , xn) que
está em I1\I2 (ou em I2\I1). Suponha que f ∈ I1\I2, então f(x1, . . . , xn) ≡ 0 é uma
identidade polinomial para V1 e não é uma identidade para a álgebra relativamente livre
F 〈X〉
I2
∈ V2, pois Id(F 〈X〉I2 ) = I2. segue que V1 6= V2. Logo ϕ é injetiva. E assim mostramos
que ϕ é bijetiva. Agora veja que, V1 ⊃ V2 se, e somente se, toda identidade polinomial
de V1 é também uma identidade para V2, isto é, Id(V1) ⊂ Id(V2).
1.4 Polinômios Homogêneos e Multilineares
O estudo das identidades polinomiais de uma dada álgebra sobre um corpo base F
inﬁnito, pode ser reduzido ao estudo de polinômios homogêneos ou polinômios multili-
neares no caso em que o corpo base é de característica zero.




n ⊕ F (2)n ⊕ . . .
onde, para todo k ≥ 1, F (k)n é o subsespaço gerado por todos monômios de grau k.
Desde de que F (i)n F
(j)
n ⊆ F (i+j)n , para todo i, j ≥ 1, dizemos que Fn é graduada pelo grau
ou que ela tem estrutura de álgebra graduada. As F (i)n são chamadas de componentes
homogêneas de Fn. Similarmente, introduzimos uma multigraduação em Fn, segue que
para todo k ≥ 1 escrevemos:
F (k)n = ⊕i1+···+in=kF (i1,...,in)n
onde F (i1,...,in)n é o subespaço gerado pelos polinômios de grau i1 em x1, . . . , in em xn.
Além disso F (i1,...,in)n F
(j1,...,jn)
n ⊆ F (i1+j1,...,in+jn)n e dizemos que Fn é multigraduada.
Deﬁnição 1.42. Um polinômio f pertencente a F (k)n para algum k ≥ 1, é chamado
homogêneo de grau k. Se f pertence à algum F (i1,...,in)n ele é chamadomultihomogêneo
de multigrau (i1, . . . , in). Também dizemos que o polinômio f é homogêneo na variável
xi, se xi aparece com o mesmo grau em todo monômio de f .
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Exemplo 1.43. O polinômio







é multihomogêneo de multigrau (1,2,1).
Exemplo 1.44. O polinômio
f(x1, x2) = x1x
2
2 + x2x1
é homogêneo em x1 com degx1 = 1.





onde f (i1,...,in) ∈ F (i1,...,in)n é uma combinação linear de todos monômios em f onde x1
aparece com grau i1, . . . , xn aparece com grau in. Os polinômios f (i1,...,in) que são não
nulos, são chamados de componentesmultihomogêneas de f com multigrau (i1, . . . , in).
Exemplo 1.45.
f(x1, x2) = x1x2 + x
2
2x1 + 5x2x1
= x1x2 + 5x2x1︸ ︷︷ ︸+x22x1︸︷︷︸
= f (1,1) + f (1,2).
Observação 1.46. Uma propriedade importante de T-ideais é que se F é um corpo
inﬁnito, eles são homogêneos com respeito a multigraduação acima.
Teorema 1.47. Seja F um corpo inﬁnito. Se f ≡ 0 é um identidade polinomial para
uma álgebra A, então toda componente multihomogênea de f é ainda uma identidade
polinomial para A.
Demonstração: Note que para toda variável xt, 1 ≤ t ≤ n, podemos decompor f =∑m
i=0 fi, onde fi é uma combinação linear de todos monômios de f em que x1 aparece
com grau i e m = degx1f .
Como F é um corpo inﬁnito, existem m+ 1 elementos distintos em F : α0, . . . , αm. Por
outro lado, como fi é homogêneo em x1, temos fi(αx1, . . . , xn) = αifi(x1, . . . , xn), ∀α ∈
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F . Então f(αx1, . . . , xn) =
m∑
i=0
αifi(x1, . . . , xn).
Como f é uma identidade para A, temos que
f(αjx1, . . . , xn) =
m∑
i=0
αijfi(x1, . . . , xn) ≡ 0 (1.1)
em A, para todo i = 0, . . . ,m e j = 1, . . . , n+ 1.
Assim obtemos um sistema homogêneo com m+1 variáveis f0, . . . , fm. Agora vamos
escrever a matriz de Vandermonde associada a este sistema
∆ =

1 1 . . . 1










Vamos denotar fi(a1, . . . , an) = f¯i para todo a1, . . . , an ∈ A, então de 1.1 temos que
(f¯0 . . . f¯m)∆ = 0.
Como o determinante det(∆) =
∏
0≤i<j≤m(αj − αi) é diferente de zero, pois escolhemos
todos α′s distintos, então ∆ admite inversa. Segue que f0 ≡ 0, . . . , fm ≡ 0 são identidades
de A.
Por um argumento de indução sobre t, mostramos que para toda variável xt, fi ≡
0 para todo i ≥ 0. Portanto toda componente multihomogênea de f é ainda uma
identidade polinomial para A.
Corolário 1.48. Sobre um corpo inﬁnito todo T-ideal é gerado por seus polinômios
multihomogêneos.
Deﬁnição 1.49. Se um polinômio f(x1, . . . , xn) é multihomogêneo com multigrau (1, . . . , 1)
dizemos que f é multilinear de grau n nas variáveis x1, . . . , xn.
Exemplo 1.50. Os polinômios Standard e Capelli de posto n
Stn(x1, . . . , xn) =
∑
σ∈Sn(−1)σ xσ(1) · · ·xσ(n)
Capn(x1, . . . , xn; y1, . . . , yn+1) =
∑
σ∈Sn
(−1)σ y1xσ(1)y2 · · · ynxσ(n)yn+1
respectivamente, são multilineares de grau n.
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Denote por Pn o espaço de todos polinômios multilineares de grau n nas variáveis
x1, . . . , xn. Uma base para Pn é o conjunto das palavras
{xσ(1)xσ(2) . . . xσ(n) | σ ∈ Sn}.
Logo, a dimensão de Pn é n!.
Desde que em um polinômio multilinear f(x1, . . . , xn) ∈ Pn cada variável aparece em
cada monômio com grau 1, ﬁca claro que tal polinômio é sempre da forma
f(x1, . . . , xn) =
∑
σ∈Sn
ασxσ(1) . . . xσ(n)
, onde ασ ∈ F e Sn é o grupo simétrico em {1, . . . , n}.




αiy1, x2, . . . , xn) =
k∑
i=1
αif(yi, x2, . . . , xn)
onde αi ∈ F , yi, xi ∈ X.
Proposição 1.52. Seja A uma F -álgebra gerada como espaço vetorial pelo conjunto B
sobre F , e seja f ∈ Pn. Então, f é uma identidade de A se, e somente se, f(b1, . . . , bn) =
0 para qualquer sequência de elementos b1, . . . , bn ∈ B.
Demonstração:(⇒) Como f é uma identidade de A, então f(a1, . . . , an) = 0 para
quaisquer a1, . . . , an ∈ A. Em particular, para os elementos de B.
(⇐) Temos que qualquer elemento de A pode ser escrito como combinação linear ﬁnita






uji elementos de A, onde α
(i)
ji
∈ F , uji ∈ B
com i = 1, . . . , n. Então, desde que f = f(x1, . . . , xn) é linear em cada variável, pela
Observação 1.51





























αj1 · · ·αjn0 = 0
Portanto, f é uma identidade de A.
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Teorema 1.53. Se charF = 0, todo polinômio não nulo f ∈ F 〈X〉 é equivalente a um
conjunto ﬁnito de polinômios multilineares.
Demonstração: Ver [2] seção 1.3, página 8.
Corolário 1.54. Se charF = 0, todo T-ideal é gerado por polinômios multilineares.
1.5 Tipos Especiais de Identidades Polinomiais
Nesta seção vamos caracterizar, expor resultados e dar exemplos de polinômios e
identidades polinomiais que nos darão suporte para provarmos resultados importantes
nos Capítulos adiante.
Vamos considerar F um corpo de característica zero.
Sejam A uma F -álgebra e C uma F -álgebra comutativa e considere a F -álgebra
A ⊗F C. Algumas das identidades polinomiais de A podem ainda ser identidades para
A⊗F C.
Proposição 1.55. Sejam A uma F -álgebra, C uma F -álgebra comutativa não nilpotente
e F um corpo de característica zero. Então Id(A⊗F C) = Id(A).
Demonstração:(⊆) Seja f um polinômio multilinear em Id(A⊗F C). Como C é uma
álgebra comutativa não nilpotente, existem c1, . . . , cn ∈ C tais que c1 · · · cn 6= 0. Então,
para quaisquer a1, . . . , an ∈ A temos
0 = f(a1 ⊗ c1, . . . , an ⊗ cn) =
∑
σ∈Sn




ασ(a1 · · · an)⊗ (c1 · · · cn) = f(a1, . . . , an)⊗ c1 · · · cn.
Segue que f ∈ Id(A). Portanto Id(A⊗F C) ⊆ Id(A).
(⊇) Considere as bases BA e BC para A e C respectivamente. Então B = {a ⊗ c, a ∈
BA, c ∈ BC} é uma base para A⊗F C. Agora, seja f um polinômio multilinear em Id(A).
Se a1, . . . , an ∈ BA e c1, . . . , cn ∈ BC , temos
f(a1 ⊗ c1, . . . , an ⊗ cn) = f(a1, . . . , an)⊗ c1 · · · cn = 0⊗ c1 · · · cn = 0.
Segue que f ∈ Id(A⊗ C). Portanto Id(A) ⊆ Id(A⊗F C)
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Corolário 1.56. Sejam F um corpo de característica zero e K uma extensão do corpo
F . Então as identidades polinomiais de A coincidem com as identidades da F -álgebra
A⊗F K consideradas sobre o corpo F .
Mas do que isso, também podemos assumir que em algum sentido que, as identidades
polinomiais de A sobre F coincidem com as identidades de A ⊗F K consideradas sobre
K.
Sejam F um corpo de característica zero, K uma extensão de F e A uma F -álgebra.
Note que deﬁnindo o seguinte produto λ(a ⊗ k) := a ⊗ (λk), ∀λ ∈ K, a ∈ A e k ∈ K,
podemos dar a A¯ = A⊗F K uma estrutura de K-álgebra.
Proposição 1.57. Sejam A uma PI-álgebra sobre um corpo F e F ⊆ K uma extensão
do corpo. Então
IdF (A)⊗F K = IdK(A⊗F K),
onde IdF (A) é o ideal das identidades de A consideradas sobre o corpo F e IdK(A⊗FK)
é o ideal das identidades de A⊗F K consideradas sobre o corpo K.
Demonstração: Não é difícil veriﬁcar que Id(A)F ⊗F K ⊆ IdK(A ⊗F K). Seja agora
f(x1, . . . , xm) =
∑r
i=1 kiMi ∈ Id(A ⊗F K) onde os M ′is são monômios distintos no
alfabeto X e ki ∈ K. Seja b1, . . . , bn, . . . uma base do espaço vetorial K sobre F e seja
ki = Σαijbj, αij ∈ F para todo i = 1, . . . , r. Então












Para quaisquer a1, . . . , am ∈ A temos






αijMi(a1, . . . , am))⊗ bj.
Desde que os b′js são linearmente independentes sobre F , segue que
∑r
i=1 αijMi é uma
identidade polinomial para A para todo j = 1, . . . , n. Consequentemente IdK(A⊗FK) ⊆
IdF (A)⊗K.
Agora vamos deﬁnir polinômio alternado e descrever algumas de suas propriedades.
Deﬁnição 1.58. Seja f = f(x1, . . . , xn, y1, . . . , yt) ∈ F 〈X〉 linear nas variáveis x1, . . . , xn.
Dizemos que f é alternado em x1, . . . , xn, se para todos 1 ≤ i < j ≤ n,
f(x1, . . . , xi, . . . , xj, . . . , xn, y1, . . . , yt) = −f(x1, . . . , xj, . . . , xi, . . . , xn, y1, . . . , yt).
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Segue diretamente da deﬁnição que, se f = f(x1, . . . , xn, y1, . . . , yt) é um polinômio
linear em cada uma das variáveis x1, . . . , xn e alternado nestas variáveis, então para
quaisquer 1 ≤ i < j ≤ n, o polinômio f torna-se nulo quando substituirmos xi por xj.
Observação 1.59. Além disso escrevendo qualquer permutação σ de Sn como o produto
de transposições temos que, se f(x1, . . . , xn, y1, . . . , yt) é alternado em x1, . . . , xn, então,
f(xσ(1), . . . , xσ(n), y1, . . . , yt) = (−1)σf(x1, . . . , xn, y1, . . . , yt).
De fato, se f = f(x1, . . . , xn, y1, . . . , yt) é um polinômio linear em cada variável x1, . . . , xn
e alternado nestas variáveis, tomando um monômio αxi1 . . . xik . . . xit . . . xin em f , então
o monômio xi1 . . . xit . . . xik . . . xin aparece em f com coeﬁciente −α. Assim, por um pro-
cesso de indução, para qualquer σ ∈ Sn o monômio u1xσ(1)u2xσ(2) · · ·unxσ(n)un+1 aparece
em f com coeﬁciente (−1)σα, onde α é o coeﬁciente do monômio u1x1u2x2 · · ·unxnun+1
e ui ∈ F 〈X〉 são monômios em y1, . . . , yt possivelmente vazios.
No caso em que f é alternado em n variáveis dizemos que f é n-alternado, e se f é
alternado em todas variáveis, dizemos simplesmente que f é alternado.
Proposição 1.60. Seja f = f(x1, . . . , xn, y1, . . . , yt) um polinômio alternado em x1, . . . , xn
e seja A uma F -álgebra. Se a1, . . . , an ∈ A são elementos linearmentes dependentes sobre
F , então f(a1, . . . , an, b1, . . . , bt) = 0 para todos b1, . . . , bt ∈ A.
Demonstração: Pela hipótese, um dos ais, digamos a1 pode ser escrito como combina-
ção linear dos outros, a1 =
∑n
i=2 αiai, αi ∈ F . Então,
f(a1, . . . , an, b1, . . . , bt) = f(
n∑
i=2




αif(ai, a2, . . . , an, b1, . . . , bt) = 0.
Desde que f é alternado em x1, . . . , xn e em cada termo f(ai, a2, . . . , an, b1, . . . , bt) duas
variáveis coincidem, daí segue o resultado.
Corolário 1.61. Seja A uma F -álgebra com dimA < n e f um polinômio alternado em
x1, . . . , xn. Então f ≡ 0 é uma identidade em A.
Exemplo 1.62. Os polinômios Capn(x1, . . . , xn; y1, . . . , yn+1) e Stn(x1, . . . , xn) deﬁnidos
no Exemplo 1.26, são alternados em x1, . . . , xn.
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Vamos mostrar adiante que todo polinômio que é alternado em x1, . . . , xn, pode
ser escrito como combinação linear de polinômios obtidos por substituições dos yis no
polinômio Capelli.
Nas seguintes deﬁnição e proposição vamos considerar que a álgebra livre F 〈X〉 seja
unitária, ou seja, vamos também considerar o monômio vazio.
Deﬁnição 1.63. Uma álgebra A satisfaz a identidade Capelli de posto n, se A satisfaz
todo polinômio obtido de
Capn(x1, . . . , xn; y1, . . . , yn+1)
substituindo as variáveis yi por 1 de todas as maneiras possíveis.
Assim, note que existem 2n+1 polinômios.




αw1,...,wn+1Capn(x1, . . . , xn;w1, . . . , wn+1)
é uma combinação linear de polinômios Capelli, onde w1, . . . , wn+1 são adequados monô-
mios (possivelmente vazios) em F 〈X〉.
Demonstração: Tome um monômio qualquer βw1x1w2x2 . . . xnwn+1 de f , onde os wis
são monômios obtidos das variáveis restantes que aparecem em f . pela Observação 1.59,
para toda permutação σ ∈ Sn, o monômio w1xσ(1)w2xσ(2) . . . xσ(n)wn+1 aparece em f com
coeﬁciente (−1)σβ. Segue que Capn(x1, . . . , xn;w1, . . . , wn+1) é um somando de f com
coeﬁciente ±β e f é uma combinação linear de tais polinômios.
Pela proposição acima, se uma álgebra A satisfaz a identidade Capelli de posto n,
então ela satisfaz todo polinômio alternado em n variáveis.
O polinômio Capn(x1, . . . , xn; 1, . . . , 1) obtido substituindo todos os yis por 1 nos dá
o polinômio Standard, e este têm algumas propriedades importantes. A seguir vamos
dar algumas destas propriedades.
Primeiro vamos denotar por f(x1, . . . , xˆi, . . . , xn) = f(x1, . . . , xi−1, xi+1, . . . , xn).
Proposição 1.65. 1. Se f(x1, . . . , xn) é um polinômio alternado de grau n, então
f = αStn(x1, . . . , xn) para algum α ∈ F .
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2. Stn+1(x1, . . . , xn+1) =
∑n+1
i=1 (−1)i+1xiStn(x1, . . . , xˆi, . . . , xn+1). Por isso se Stn ≡
0 é uma identidade para uma álgebra A, Stn+1 ≡ 0 é também uma identidade para
A.
Demonstração: Ver [2], Seção 1.5, página 14.
1.6 Módulos, Anéis Semissimples e Radical de Jacob-
son
Nesta seção apresentaremos deﬁnições, exemplos e resultados importantes sobre R-
módulos (módulo sobre um anel R), anéis e álgebras simples e semissimples e radical de
Jacobson. Vamos considerar em todo trabalho R-módulos à esquerda, lembrando que
todos resultados são válidos para R-módulos à direita.
Deﬁnição 1.66. Seja R um anel. Um conjunto (M,+) com operação binária + deﬁnida
nele, chama-se R-módulo à esquerda (módulo sobre R) se:
1. (M,+) é um grupo abeliano;
2. para quaisquer m ∈M e r ∈ R existe um único rm ∈M ;
3. (r1 + r2)m = r1m+ r2m para quaisquer m ∈M e r1, r2 ∈ R;
4. r(m1 +m2) = rm1 + rm2 para quaisquer m1,m2 ∈M e r ∈ R;
5. (r1r2)m = r1(r2m) para quaisquer m ∈M e r1, r2 ∈ R.
Se R é um anel unitário, então um R- módulo chama-se unitário com unidade 1R,
se 1Rm = m para qualquer m ∈M .
Exemplo 1.67. Se R = F é um corpo, a deﬁnição de R-módulo unitário coincide com
a deﬁnição de espaço vetorial. Assim uma F -álgebra é um F -módulo.
Exemplo 1.68. Sejam V = V (n, F ) (espaço vetorial sobre o corpo F de dimensão n)
e R = Mat(n, F ) (anel das matrizes quadradas n × n sobre o corpo F ). Deﬁna uma
multiplicação R×V → V da seguinte maneira: B ·v ∈ V , para todo B ∈ R = Mat(n, F )
e para todo v ∈ V . Assim, temos que V é um Mat(n, F )-módulo à esquerda.
Observação 1.69. Temos que Mat(n, F ) ∼= EndF (V (n, F )).
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Deﬁnição 1.70. Seja M um R-módulo. Um submódulo N de M é um subgrupo de M
tal que r · n ∈ N , para todo r ∈ R e n ∈ N .
Deﬁnição 1.71. Sejam R um anel e M , N R-módulos à esquerda. Então a aplicação
ϕ : M → N chama-se homomorﬁsmo de R-módulos à esquerda se:
1. ϕ é homomorﬁsmo de grupos abelianos;
2. ϕ(r ·m) = rϕ(m), para quaisquer m ∈M e r ∈ R.
Exemplo 1.72. Sejam V e W F -espaços vetoriais. Temos que homomorﬁsmos de F -
módulos são transformações lineares de V em W .
Note que todo anel (álgebra) R é um R-módulo sobre si mesmo. Chamaremos tal
módulo de módulo regular à esquerda, o qual denotaremos porRR-módulo.
Deﬁnição 1.73. Um R-módulo à esquerda M 6= 0 diz-se simples se não possui submó-
dulos próprios (submódulos diferentes de 0 e M).
Exemplo 1.74. Seja R = Mat(n, F ) o anel de matrizes. Note que M1 = Mn×1(F ) e
M2 = M1×n(F ) são R-módulos simples à esquerda e à direita, respectivamente.
Observação 1.75. Um subconjunto I ⊆ R de um anel é um R-módulo regular à esquerda
se, e somente se, I é um ideal à esquerda de R. Além disso, um ideal à esquerda é
minimal se, e somente se, ele é simples como R-módulo regular à esquerda.
A partir de agora, vamos considerar somente R-módulos à esquerda. Portanto, omi-
tiremos a palavra à esquerda, ﬁcando assim subentendido.
Deﬁnição 1.76. Um R-módulo é semissimples se ele é uma soma direta ﬁnita de
R-módulos simples.
Exemplo 1.77. Seja V um espaço vetorial (F -módulo). Então, para qualquer subespaço
U de V , existe um subespaço W de V tal que V = U ⊕W . Portanto, V é um F -módulo
semissimples.
Note que todo módulo simples é semissimples.
Deﬁnição 1.78. Um anel R chama-se simples se não possui ideais bilaterais próprios.
Deﬁnição 1.79. Um anel R é semissimples à esquerda se ele é semissimples como
R-módulo regular à esquerda.
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Exemplo 1.80. Seja D 6= 0 um anel (álgebra) de divisão. Temos que D é simples e
Mn(D) é simples.
Proposição 1.81. Seja R um anel unitário. R é semissimples à esquerda se, e somente
se, R é semissimples à direita.
Demonstração:Ver [10], Seção 8.3, página 563.
Deﬁnição 1.82. Sejam R um anel e M um R-módulo. O anulador de M em R é
dado por AnnR(M) = {r ∈ R | rm = 0,∀m ∈M}.
Diremos que M é um R-módulo ﬁel se AnnR(M) = (0).
Não é difícil veriﬁcar que AnnR(M) é um ideal bilateral de R.
Deﬁnição 1.83. O radical de Jacobson, o qual denotaremos por J , de um anel R é
a interseção dos anuladores de todos os R-módulos simples.
Sabemos que interseção de ideias é um ideal. Logo o radical de Jacobson J é um
ideal bilateral de R. Se R for unitário então J(R) 6= R.
Observação 1.84. O radical de Jacobson de uma álgebra A coincide com o radical de
Jacobson de A como anel.
Teorema 1.85. Se A é uma álgebra de dimensão ﬁnita, então o radical de Jacobson de
A é o maior ideal nilpotente de A.
Demonstração: Ver [10], Seção 8.3, página 546.
Teorema 1.86. Um anel R é semissimples se, e somente se, ele é artiniano à esquerda
e J(R) = 0.
Demonstração:Ver [10], Seção 8.3, página 555.
Agora, vamos expor alguns resultados importantes sobre módulos e anéis semissim-
ples. A maioria das demonstrações será omitida. O leitor interessado poderá consultar
[10].
Proposição 1.87. 1. Todo submódulo e todo módulo quociente de um módulo M se-
missimples é semissimples.
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2. Se R é um anel semissimples, então todo R-módulo M é um módulo semissimples.
3. Se I é um ideal bilateral em um anel semissimples R, então o anel quociente R/I
é também um anel semissimples.
Demonstração:Ver [10], Seção 8.3, página 553.
Corolário 1.88. 1. Um R-módulo ﬁnitamente gerado semissimples é uma soma di-
reta ﬁnita de módulos simples. Em particular, um anel semissimples R é uma soma
direta de um número ﬁnito de ideais minimais à esquerda.
2. Uma soma direta R = R1 ⊕ · · · ⊕ Rn de anéis semissimples R1, . . . , Rn é também
um anel semissimples.
Demonstração:Ver [10], Seção 8.3,página 554.
Vimos que se R é um anel semissimples, então R é uma soma direta de ideais mini-
mais, ou seja, R = ⊕nj=1Ij em que Ij são ideais à esquerda minimais de R.
Teorema 1.89. (Wedderburn-Artin) Se R é um anel semissimples então R é iso-
morfo à uma soma direta de um número ﬁnito de anéis de matrizes sobre anéis de
divisão, ou seja,
R ' ⊕ki=1Mni(Di),
onde cada Di é um anel de divisão. Alem disso, Mni(Di) ∼= ⊕nij=1Mij onde Mij são
ideais minimais à esquerda de R. A coleção de pares (ni, Di) e o número k são deﬁnidos
unicamente por R (salvo permutação e isomorﬁsmo). O anel R tem exatamente k ideais
simples à esquerda não isomorfos.
Demonstração:Ver [10], Seção 8.3, página 562.
Pelo Teorema acima, segue que todo anel semissimples é soma direta ﬁnita de ideais
minimais bilaterais, onde estes são simples e semissimples como anéis, pois são isomorfos
à Mni(Di).
Deﬁnição 1.90. Uma álgebra A é simples se não possui ideias bilaterais próprios e
A2 6= 0.
Deﬁnição 1.91. Uma álgebra A é semissimples à esquerda se ela é uma soma direta
de ideais à esquerda minimais.
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Exemplo 1.92. As álgebras Mn(F ) e Mk,l(F ) são simples, pois não possuem ideais
bilaterais próprios.
Deﬁnição 1.93. Seja R um anel, um elemento e 6= 0 em R diz-se idempotente se
e2 = e.
Exemplo 1.94. Se R é um anel unitário, então 1R é idempotente.
Observação 1.95. Se R é um anel semissimples então todo ideal I à esquerda de R é
da forma I = Re, onde e é idempotente.
Teorema 1.96. SejaM um R-módulo semissimples e seja µ = {Mi | i ∈ I} um conjunto
completo de representantes das classes de isomorﬁsmos dos submódulos simples de M .
Seja M = ⊕j∈JPj, onde Pj são submódulos simples. Então deﬁnimos componente de
Wedderburn
Ai = ⊕Pj∼=MiPj,
para todo i ∈ I. Assim, temos que:
1. M = ⊕i∈IAi;
2. ∀i ∈ I, Ai é um submódulo de M , onde Ai é uma soma de todos os submódulos
simples de M isomorfos a Mi.
Demonstração:
1. Como M = ⊕j∈JPj, então M = ⊕i∈IAi.
2. Pela forma que M foi deﬁnido, é fácil ver que Ai é um submódulo de M . Vamos
provar que todo submódulo Q isomorfo a Mi está contido em Ai = ⊕Pj∼=MiPj.
Note que Q ≤ M = ⊕j∈JPj = Ai ⊕ M˜ , onde M˜ = ⊕l∈IAl, com l 6= i. Então todo
q ∈ Q pode ser escrito como q = ∑j∈J pj, onde pj ∈ Pj.
Vamos considerar a projeção
pij : Q→ Pj
q 7→ pj
para todo j ∈ J tal que Pj 6⊆ Ai. Como Q ∼= Mi e Pj 6∼= Mi, pois Pj 6⊆ Ai, então
Q 6∼= Pj. Temos que Q e Pj são módulos simples, e pij não é um isomorﬁsmo, então
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pij = 0. Isso signiﬁca que pj = 0 para todo j ∈ J tal que Pj 6⊆ Ai.
Seja










pij = 0. Logo Q ≤ Ai.
Portanto a soma de todos submódulos simples isomorfos a Mi está contido em
Ai.
Teorema 1.97. Seja R um anel semissimples e seja {Ai | i ∈ I} conjunto de compo-
nentes de Wedderburn de RR (módulo regular à esquerda), então:
1. | I |= k <∞ e R = ⊕ki=1Ai.
2. Todo Ai é um ideal bilateral de R.
3. Se i1 6= i2 então Ai1Ai2 = {0}.
4. Todo Ai é um anel artiniano simples.
Demonstração:Ver [10], Seção 8.3, página 565.
Existe uma ligação entre o teorema acima e o Teorema 1.89. Note que, se considerar-
mosRR-módulo regular à esquerda, então pelo Teorema 1.89, segue que Ai ∼= Mni(Di).
O teorema a seguir é fundamental para a teoria de representação de grupos que será
apresentada no próximo Capítulo.
Teorema 1.98. Maschke Sejam G um grupo ﬁnito e F um corpo cuja característica
não divide a ordem de G. Então FG é semissimples.
Demonstração: Ver [9], Capítulo 1, página 4.
2
Sn-Representações
Neste Capítulo vamos expor alguns resultados da teoria de representações de grupo,
no qual restringiremos ao grupo simétrico Sn. Na terceira seção vamos introduzir uma
ação do grupo simétrico no espaço dos polinômios multiliniares em n variáveis, que será
denotado por Pn. Desta ação obtemos um isomorﬁsmo de FSn-módulos à esquerda entre
a álgebra de grupo FSn e Pn. Na última seção provaremos alguns resultados técnicos
sobre a estrutura de polinômios do tipo eTλf , onde f ∈ Pn, λ é uma partição de n e Tλ
é uma tabela de Young do tipo λ. Em todo Capítulo F será um corpo de característica
zero, G um grupo ﬁnito e A uma álgebra unitária.
2.1 Representações de Grupos
Iremos recordar nesta seção algumas deﬁnições básicas e resultados da teoria de
representações de grupos ﬁnitos sobre um corpo F .
Deﬁnição 2.1. Sejam A uma F -álgebra unitária com unidade 1A e V um espaço vetorial
sobre F . Então uma F -representação de A é um homomorﬁsmo de F -álgebras:
ϕ : A→ EndF (V )
1. ϕ(a+ b) = ϕ(a) + ϕ(b)
2. ϕ(ab) = ϕ(a)ϕ(b)
3. ϕ(1A) = id
4. ϕ(λa) = λϕ(a), λ ∈ F, a ∈ A.
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Se dimF (V ) = n é ﬁnita, dizemos que n é o grau da F -representação ϕ.
Deﬁnição 2.2. Sejam G um grupo, V um F -espaço vetorial. Vamos denotar por GL(V )
o grupo das transformações lineares invertíveis de V . Um homomorﬁsmo de grupos
ψ : G→ GL(V ) é chamado de uma F -representação de G com espaço de representação
V .
Se dimF (V ) = n <∞, dizemos que n é o grau da F -representação ψ.
Deﬁnição 2.3. Seja A uma F -álgebra. Duas representações ϕ : A → EndF (V ) e
ψ : A → EndF (W ) em que V,W são F -espaços vetoriais, dizem-se equivalentes, se
existe um isomorﬁsmo de F -espaços τ : V → W tal que ∀a ∈ A, temos ψ(a)τ = τϕ(a).
, ou seja, ψ(a) = τϕ(a)τ−1, para todo a ∈ A.
Deﬁnição 2.4. Sejam f : G → GL(V ) e h : G → GL(W ) duas representações de um
grupo G. Elas dizem-se equivalentes se existe um isomorﬁsmo de F -espaços τ : V →
W tal que ∀g ∈ G, h(g)τ = τf(g).
Como espaços de mesma dimensão são isomorfos, então para um espaço V com
dimF (V ) = n <∞, vamos denotar GL(V ) = GL(n, F ).
Vamos considerar a álgebra de grupo FG deﬁnida anteriormente. Existe uma bijeção
natural entre as representações do grupo G e as representações da álgebra FG.
Seja ϕ : G→ GL(V ) uma F -representação de G, podemos estender ϕ à FG. Vamos
obter







αgϕ(g), então ψ é uma F -representação de FG.
Reciprocamente, se ψ : FG → EndF (V ) é uma F -representação de FG, podemos
restringir ψ a G pela aplicação ϕ : G→ GL(V ) de tal modo que ϕ(g) = ϕ(1Fg), onde g ∈
G.
2.2 Representações e FG-módulos
Seja M um FG-módulo. Podemos ver M como F -módulo, ou seja, um F -espaço
vetorial. Primeiro note que ∀λ ∈ F, ∀m ∈ M λm = (λ1G)m, com 1G ∈ G. Agora para
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todo ξ ∈ FG, deﬁnimos a aplicação
ϕξ : M →M
m 7→ ξm.
Então ϕξ ∈ EndF (M). De fato, para λ ∈ F temos ϕξ(λm) = ϕξ((λ1G)m) = (ξλ1G)m =
λ(ξm) = λϕξ(m), e a aplicação
ϕ : FG → EndF (M)
ξ 7→ ϕξ
é um homomorﬁsmo de F -álgebras, ou seja, ϕ é uma representação de FG com espaço
de representação M .
Portanto, cada FG-módulo M é associado a uma representação de FG. Por outro
lado, dado ϕ : FG→ EndF (M) uma representação de FG com espaço de representação
M , podemos dar a M uma estrutura de FG-módulo, deﬁnindo para quaisquer m ∈ M ,
ξ ∈ FG, ξm := (ϕ(ξ))(m).
Observação 2.5. Temos as seguintes correspondências:
FG-módulos↔ representação de FG↔ representação de G.
Assim quando o corpo F é ﬁxo, vamos denotar FG-módulos também por G-módulos.
Observação 2.6. Seja G um grupo. Duas representações f : G → GL(V ) e
h : G → GL(W ) em que V,W são F -espaços vetoriais, são equivalentes, ou seja,
f ∼ g se, e somente se, V e W são isomorfos como FG-módulos.
Exemplo 2.7. Sejam FG a álgebra de grupo e o FG-módulo regular M = FGFG, a
F -representação σ de G (ou de FG) subordinado a M é a seguinte:










σ(x) : M →M
ξ 7→ xξ.
A aplicação σ é chamada de F -representação regular (à esquerda).
Considerando a hipótese do teorema de Maschke, podemos aplicar todos os resulta-
dos que sabemos para a álgebra semissimples FG. Em particular, seguem as seguintes
aﬁrmações:
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(1) Todo FG-módulo é semissimples, ou seja, é uma soma direta de FG-módulos simples,
onde todo FG-módulo simples é isomorfo a um ideal à esquerda minimal de FG.
(2) Seja {M1, . . . ,Mk} um conjunto completo de representantes das classes de isomor-
ﬁsmo de FG-módulos simples. Então FG =
k⊕
i=1
Ai, onde A′is são as componentes
de Wedderburn deﬁnidas no Capítulo anterior, ou seja, Ai =
⊕
Pj∼=Mi
Pj, i = 1, . . . , k.
Deﬁnição 2.8. Seja M um FG-módulo e seja f : G → GL(M) F -representação asso-
ciada a M .
• Se M é semissimples, f diz-se completamente redutível;
• Se M é simples, f diz-se irredutível;
• Se M não é simples, f diz-se redutível.
Como consequência do teorema de Wedderburn e sob a hipótese do teorema de Mas-
chke, segue que
FG ∼= Mn1(D(1))⊕ · · · ⊕Mnk(D(k))
onde D(1), . . . , D(k) são álgebras de divisão de dimensão ﬁnita sobre um corpo F . Acerca
deste resultado, podemos classiﬁcar todas as representações irredutíveis de G: M é um
G- módulo irredutível se, e somente se, M é um Mni(D
(i))-módulo irredutível, para
algum i. Por outro lado Mni(D




(i)ej1. Lembrando que Ai ∼= Mni(Di) para i = 1, . . . , k.
Observação 2.9. Visto isto, toda F -representação de G é completamente redutível e
o número de F -representações irredutíveis não equivalentes de G é igual ao número de
componentes simples na decomposição de Wedderburn da álgebra de grupo FG.
A decomposição de FG pode ser formulada em termos de representações por meio da
representação regular. Da decomposição de FG dada acima, segue que a representação
regular tem a seguinte decomposição, que também é uma decomposição da álgebra de
grupo FG:
FG ∼= n1M1 ⊕ . . .⊕ nkMk




(i)ej1, é um ideal à esquerda minimal de Mni(D
(i)). Note que ni = dimMi
é o grau da representação Mi.
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Observação 2.10. Vimos que todo ideal unilateral de FG é gerado por um elemento
idempotente. Além disso, todo ideal bilateral é gerado por um idempotente central. Di-
zemos que um idempotente é minimal (central) se ele gera um ideal minimal (bilateral),
respectivamente.
Proposição 2.11. ( [2], proposição 2.1.7) Se M é uma representação irredutível de G,
então M ∼= Mi, um ideal minimal à esquerda de Mni(D(i)), para algum i = 1, . . . , k. Por
isso, existe um elemento idempotente minimal e ∈ FG tal que M ∼= FGe.
Deﬁnição 2.12. Um corpo F é um corpo de decomposição ou split de um grupo G
ﬁnito se a álgebra de grupo FG é isomorfo à uma soma direta de anéis de matrizes sobre
F , isto é, FG ∼= ⊕ki=1Mni(F ) .
De agora em diante vamos considerar a álgebra de grupo FG split.
Teorema 2.13. Sejam G um grupo ﬁnito e F um corpo tal que FG seja semissimples
e split. Seja µ = {M1, . . . ,Mk} um conjunto completo das classes de isomorﬁsmos de





2) Todo Mi aparece como fator de decomposição do módulo regular FGFG com multipli-
cidade ni;
3) k = número das classes de conjugação de G.
Demonstração: A demonstração pode ser encontrada em [10].
Segue do teorema acima nas condições consideradas, que o número de representações
irredutíveis não equivalentes de G é igual ao número de classes de conjugação de G.
Deﬁnição 2.14. Seja ϕ : G→ GL(V ) uma representação de G de grau ﬁnito. A função
χϕ : G→ F
: g 7→ χϕ(g) = trϕ(g)
é chamada de caracter de ϕ e dimV = degχϕ é chamado o grau do caracter χϕ.
Se ϕ for uma representação irredutível dizemos que χϕ é um caracter irredutível de
G.
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Exemplo 2.15. Se ϕ : G→ F ∗ é uma representação linear (de grau 1). Então χϕ(g) =
ϕ(g),∀g ∈ G.
Lema 2.16. 1) Sejam f, g representações equivalentes de G. Então χg = χf .
2) Caracteres são constantes nas classes de conjugação do grupo.
Demonstração:
1) Se ϕ, ψ são representações equivalentes de G, existe P ∈ GL(n, F ) tal que:
ϕ(a) = P−1ψ(a)P , ∀ a ∈ G. Então, usando o fato que tr(AB) = tr(BA) e cha-
mando A = P−1, B = ψ(a)P , temos que
tr(ϕ(a)) = tr(P−1ψ(a)P ) = tr(ψ(a)PP−1) = tr(ψ(a)).
Portanto os caracteres são iguais.
2) Seja ϕ uma representação de G. Como ϕ é um homomorﬁsmo de grupo, segue que
ϕ(h−1gh) = ϕ(h−1)ϕ(g)ϕ(h), ∀g, h ∈ G. Logo por um raciocínio análogo ao que
ﬁzemos na demonstração acima, temos
tr(ϕ(h−1gh)) = tr(ϕ(h−1)ϕ(g)ϕ(h)) = tr(ϕ(g)ϕ(h)ϕ(h−1)) = tr(ϕ(g)).
Portanto, caracteres são constantes nas classes de conjugação do grupo G.
Agora consideremos Irr(FG) = {χ1, . . . , χr} o conjunto dos caracteres irredutíveis
não equivalentes de um grupo G.
Corolário 2.17. 1. Todo caracter de FG é uma combinação linear de Irr(FG) com
coeﬁcientes inteiros não-negativos.
2. Inversamente, toda combinação linear de Irr(FG) com coeﬁcientes inteiros não-
negativos não todos nulos é um caracter de FG.
Demonstração: A demonstração pode ser encontrada em [10].
Pelo Teorema 2.13, para um grupo G, a ordem do conjunto Irr(G) é igual ao número
das classes de conjugação de G e
∑
χ∈Irr(G)
χ(1)2 =| G |, onde χ(1) é o grau do caracter χ.
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Exemplo 2.18. O grupo simétrico S3 tem exatamente três classes de conjugação e
|S3| = 6. Assim, temos três caracteres irredutíveis de graus 1, 1 e 2. Logo,
12 + 12 + 22 = 6 = |S3|.
Deﬁnição 2.19. Uma função de classe sobre um grupo G é uma função f : G → F
que é constante sobre as classes de conjugação de G, ou seja, g ∼ g1 ⇒ f(g) = f(g1).
Denotamos por CF(G) o conjunto das funções de classes de G.
Vimos que os caracteres são constantes nas classes de conjugação de um grupo,





−1) para χ, ψ ∈ CF(G). Uma proporiedade básica deste produto é que
os caracteres irredutíveis do grupo G formam uma base ortonormal de CF(G).
Teorema 2.20. Sejam M e M
′
dois R-módulos e χ e χ
′
seus respectivos caracteres. Se
M ∼= M ′ então χ = χ′.
Demonstração:Ver [9], página 17, Capítulo 2.
Pelo teorema de Maschke temos que FG é semissimples, ou seja, FG = ⊕ki=1FGei










em que χi é um caracter irredutível.
Demonstração:Ver [9], página 19, Capítulo 2.
Na proposição seguinte daremos propriedades básicas dos caracteres de um grupo G.
Proposição 2.22. Seja F um corpo algebricamente fechado tal que charF = 0 e seja µ =
{M1 . . .Mk} um conjunto completo de representações irredutíveis não-equivalentes de G
com caracteres χ1, . . . , χk, respectivamente. Seja ρ : G→ GL(M) uma representação de







(2) (χρ, χi) = mi, ∀i = 1, . . . , k;




(4) χρ é irredutível se, e somente se, (χρ, χρ) = 1;
(5) Se ρ′ é outra F -representação de G, então ρ′ ∼ ρ⇔ χρ = χρ′ .
Demonstração:A demonstração pode ser encontrada em [9].
2.3 Sn-representações e Tabelas de Young
Nesta seção vamos descrever a teoria de representação do grupo simétrico Sn so-
bre um corpo F de característica zero. Vamos também estabelecer alguns conceitos
importantes da teoria de Young. Por um resultado clássico, temos que Q é um corpo
de decomposição para Sn, então qualquer corpo de característica zero é corpo de de-
composição para Sn, ver [8]. Assim, a álgebra de grupo FSn tem uma decomposição
em componentes simples, que são álgebras de matrizes sobre F . Em toda seção vamos
considerar o corpo F sendo o corpo dos racionais Q.
Deﬁnição 2.23. Seja n ≥ 1 um inteiro. Uma partição λ de n é uma sequência ﬁnita
de inteiros λ = (λ1, . . . , λr) tais que λ1 ≥ . . . ≥ λr > 0 e
r∑
i=1
λi = n. Neste caso,
escrevemos λ ` n e |λ| = r.
Antes de enunciar o próximo resultado, vamos relembrar alguns fatos básicos sobre
permutações. Sabemos que as classes de conjugação de Sn são indexadas pelas partições
de n. Se σ ∈ Sn, decompomos σ em produto de ciclos disjuntos, incluindo 1-ciclo. Esta
decomposição é única se exigirmos que σ = pi1pi2 . . . pir, onde pi1, . . . , pir são ciclos de
comprimentos λ1 ≥ . . . ≥ λr ≥ 1, respectivamente. Então a partição λ = (λ1, . . . , λr)
determina unicamente a classe de conjugação de σ, pois duas permutações são conjugadas
em Sn se, e somente se, possuem a mesma estrutura ciclíca.
Desta maneira, os caracteres irredutíveis de Sn são indexados pelas partições de n,
já que são funções de classes. Sendo assim, denote por χλ o Sn-caracter irredutível
correspondente à partição λ ` n. Usamos a notação dλ = χλ(1) para o grau de χλ.
Deﬁnição 2.24. Dizemos que um elemento e é idempotente essencial se ele satisfaz
e2 = γe, para algum γ ∈ Q, γ 6= 0.
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No próximo resultado determinamos um elemento idempotente essencial central
usando o Teorema 2.21.
Lema 2.25. O elemento eλ =
∑
σ∈Sn χλ(σ)σ é um idempotente essencial central da
álgebra FSn.
Demonstração: Note que χλ(σ−1) = χλ(σ) para todo σ ∈ Sn e λ ` n, pois σ e σ−1












elemento idempotente visto no teorema 2.21, em que dλ é o grau do caracter irredutível
χλ associado à partição λ ` n. Logo









Portanto o elemento eλ é um idempotente essencial. Agora resta mostrar que é central.
Para isto é suﬁciente veriﬁcar que eλ comuta com todos elementos de Sn. Seja τ ∈ Sn




















já que χλ(τ−1piτ) = χλ(pi). Portanto eλ é idempotente essencial central.
Proposição 2.26. ( [2],proposição 2.2.2) Seja F um corpo de característica zero e n ≥ 1.
Então existe uma correspondência bijetiva entre Sn-caracteres irredutíveis e partições de
n. Seja {χλ | λ ` n} um conjunto completo de caracteres irredutíveis de Sn e seja dλ o








onde Iλ = FSneλ, eλ =
∑
σ∈Sn χλ(σ)σ é o elemento unidade de Iλ
∼= Mdλ(F ).
Deﬁnição 2.27. Se λ = (λ1, . . . , λr) ` n, o diagrama de Young associado à λ é o
subconjunto ﬁnito de Z× Z deﬁnido como
Dλ = {(i, j) ∈ Z× Z|i = 1, . . . , r; j = 1, . . . , λi}.
Em outras palavras, o diagrama de Young Dλ consiste de n boxes distribuidos em
r linhas, de modo que a primeira coordenada i (linha indexada) aumenta de cima para
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baixo e a segunda coordenada j (coluna indexada) aumenta da esquerda para a direita
e o número de boxes na i-ésima linha é exatamente λi.
Exemplo 2.28. Seja λ = (4, 2, 2, 1) partição de n = 9. Então
D(4,2,2,1) =
em que D(4,2,2,1) = D(4,22,1).
Deﬁnição 2.29. Para uma partição λ ` n, vamos denotar por λ′ a partição conjugada
de λ. Então λ′ = (λ′1, . . . , λ
′
s) é a partição tal que λ
′
1, . . . , λ
′
s, são os comprimentos das
colunas de Dλ, com s = λ1.
Observe que o diagrama Dλ′ é obtido de Dλ trocando as linhas pelas colunas.
Exemplo 2.30. Pelo exemplo anterior temos λ′ = (4, 3, 1, 1). Então Dλ′ seria:
D(4,3,1,1) =
em que D(4,3,1,1) = D(4,3,12).
Deﬁnição 2.31. Seja λ ` n. Uma tabela de Young Tλ do diagrama Dλ é um pre-
enchimento dos boxes de Dλ com os inteiros 1, . . ., n. Dizemos também que Tλ é uma
tabela do tipo λ. Vamos escrever Tλ = Dλ(aij) onde aij é o inteiro no box (i, j).
Note que existem n! tabelas distintas do tipo λ.
Deﬁnição 2.32. Uma tabela Tλ do tipo λ é standard, se os inteiros em cada linha
e em cada coluna de Tλ aumentam da esquerda para a direita e de cima para baixo,
respectivamente.
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é standard. Em que T(4,4,1) = T(42,1).
Existe uma relação entre tabelas standard e o grau dos Sn-caracteres irredutíveis.
Teorema 2.34. ( [2],teorema 2.2.6) Dada uma partição λ ` n, o número de tabelas
standard do tipo λ é igual a dλ, o grau de χλ, o caráter irredutível correspondente à λ.
O inteiro dλ pode ser calculado pela conhecida fórmula do gancho. A ﬁm de
explicitá-la introduziremos mais algumas deﬁnições. Dado um diagrama Dλ, λ ` n,
identiﬁcamos um box de Dλ com o correspondente ponto (i, j).
Exemplo 2.35. O terceiro box da primeira linha tem coordenada (1, 3).
Deﬁnição 2.36. Para qualquer box (i, j) ∈ Dλ, deﬁnimos o número de gancho com
extremidades em (i, j) como
hi,j = λi + λ
′
j − i− j + 1
onde λ′ = (λ′1, . . . , λ
′
s) é a partição conjugada de λ.
Note que hij conta com os números dos boxes no "gancho"com extremidades em
(i, j), ou seja, os boxes à direita e abaixo de (i, j) junto com o box (i, j). No exemplo
seguinte temos uma tabela de Young com os boxes preenchidos com seus respectivos
números de gancho.
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Exemplo 2.37. Considere a seguinte tabela, cujo preenchimento dos boxes são os seus














onde o produto percorre todos os boxes de Dλ.
Vale destacar que, conforme mencionamos anteriormente dλ é exatamente o número
de tabelas standard do tipo λ.
Deﬁnição 2.39. O estabilizador de linhas de Tλ é
RTλ = Sλ1(a11, a12, · · · , a1λ1)× · · · × Sλr(ar1, ar2, · · · , arλr),
onde Sλi(ai1, ai2, . . . , aiλi) denota o grupo simétrico agindo nos inteiros ai1, ai2, . . ., aiλi.
Por isso, RTλ é um subgrupo de Sn consistindo de todas as permutações estabilizando as
linhas de Tλ.
Deﬁnição 2.40. O estabilizador de colunas de Tλ é
CTλ = Sλ′1(a11, a21, · · · , aλ′11)× · · · × Sλ′s(a1s, a2s, · · · , aλ′ss),
onde λ′ = (λ′1, . . . , λ
′
s) é uma partição conjugada de λ e λ1 = s. Por isso, CTλ é um
subgrupo de Sn consistindo de todas as permutações estabilizando as colunas de Tλ.






Obtemos os respectivos estabilizadores de linhas e colunas:
RT(2,1) = S2(1, 2)× S1(3) = {(1)(2)(3), (12)(3)}
CT(2,1) = S2(1, 3)× S1(2) = {(1)(3)(2), (13)(2)}
Fixando uma partição λ ` n e uma tabela de Young Tλ, podemos usar estes subgru-
pos para deﬁnir o seguinte elemento de FSn.








onde (−1)τ é o sinal da permutação τ .
Pode-se mostrar que e2Tλ = aeTλ , onde a =
n!
dλ







= (1)(2)(3) + (12)− (13)− (12)(13)
= (1)(2)(3) + (12)− (13)− (132).
Exemplo 2.44. Seja λ = (1n) ` n. Para λ obtemos somente uma tabela standard. Pelo
Teorema 2.34, dλ = 1. Temos também que CTλ ∼= Sn(1, 2, . . . , n) e RTλ ∼= εn, em que εn







Dada uma partição λ ` n, o grupo simétrico Sn age no conjunto de tabelas de Young do
tipo λ da seguinte maneira: se σ ∈ Sn e Tλ = Dλ(aij), então σTλ = Dλ(σ(aij)).

















Esta ação tem algumas propriedades:
1. RσTλ = σRTλσ
−1;
2. CσTλ = σCTλσ
−1;
3. σeTλσ
−1 = eσTλ .
Agora vamos apresentar alguns resultados importantes acerca deste elemento eTλ .
Proposição 2.46. ( [2], proposição 2.2.13) Para toda tabela de Young Tλ do tipo λ ` n,
o elemento eTλ é um idempotente essencial minimal de FSn e FSneTλ é um ideal à
esquerda minimal de FSn com caracter χλ. Se Tλ e T ∗λ são tabelas de Young de mesmo
tipo λ, então eTλ e eT ∗λ são conjugados em FSn para algum σ ∈ Sn, ou seja, eσTλ =
σeTλσ
−1 = eT ∗λ .
A proposição acima nos diz que para quaisquer duas tabelas Tλ, T ∗λ do mesmo tipo
λ, temos que FSneTλ ∼= FSneT ∗λ , ou seja, os FSn-módulos minimais gerados por eTλ e
eT ∗λ são isomorfos.
Observe que, se σ ∈ RTλ ∩ CTλ então eσTλ = eTλ e FSneσTλ = FSneTλ . Além disso,
cada tabela standard Tλ corresponde ao FSn-módulo simples FSneTλ . Se Tλ e T
∗
λ são duas
tabelas standard distintas, então os módulos simples correspondentes FSneTλ ∼= FSneT ∗λ ,
mas não coincidem. Agora, se λ 6= µ então FSneTλ 6∼= FSneTµ . As tabelas standard
fornecem uma lista completa de somandos diretos simples de componentes Iλ.
Note que se e2Tλ = aeTλ , então
eTλ
a
é um elemento idempotente que gera o mesmo




Proposição 2.47. ( [2], proposição 2.2.14) Se T1, . . ., Tdλ são todas tabelas standard







A seguir daremos dois resultados importantes, que servirão de ferramenta para a
demonstração de resultados que utilizaremos na prova do teorema principal, no Capítulo
4.
No próximo teorema, damos uma decomposição em Sn+1-módulos irredutíveis de
qualquer Sn-módulo induzido até S(n+1). Note que o grupo Sn pode ser imerso em Sn+1,
ou seja, ele pode ser visto como o subgrupo de todas as permutações ﬁxando o inteiro
n+ 1. Sendo assim, denote por Mλ um Sn-módulo irredutível correspondente à partição
λ ` n. Denotamos por Mλ ↑ Sn+1 a indução de Mλ em Sn+1. Então Mλ é considerado
como Sn+1-módulo.
Agora, seja Mµ um Sn+1-módulo irredutível correspondente à partição µ ` n + 1, e
seja Sn ≤ Sn+1. Denotamos porMµ ↓ Sn a restrição deMµ a Sn. EntãoMµ é considerado
como Sn-módulo.
Teorema 2.48 (Branching rule). ( [2], teorema 2.3.1) Considere o grupo Sn imerso
em Sn+1 como o subgrupo ﬁxando o inteiro n+ 1. Então:
1) Se λ ` n, então




onde λ+ é o conjunto de todas as partições de n + 1 cujo diagrama é obtido de Dλ
adicionando um box;
2) Se µ ` n+ 1, então




onde µ− é o conjunto de todas as partições de n cujo diagrama é obtido de Dµ reti-
rando um box.
Observação 2.49. Note que podemos imergir o grupo Sn×Sm em Sn+m deﬁnindo uma
ação de Sm em {n + 1, . . . , n + m}. Lembre-se que, se M é um Sn-módulo e N é um
Sm-módulo, então M ⊗F N tem uma estrutura de Sn × Sm-módulo.
Deﬁnição 2.50. SeM é um Sn-módulo e N um Sm-módulo, então o produto tensorial
externo de M e N é deﬁnido como
M⊗ˆN = (M ⊗N) ↑ Sn+m.
Considere as seguintes partições λ ` n, µ ` m e γ ` n+m. Agora vamos exibir um
algoritmo chamado de Regra de Littlewood-Richardson. O algoritmo mostra como
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obter o diagrama associado à partição γ = λ⊗̂µ. O diagrama da partição γ é construído
à partir dos diagramas correspondentes as partições λ e µ. A regra de Littlewood-
Richardson é a seguinte: considere Tµ = Dµ(aij) em que os aij ′s são símbolos. Então
1. Adicione para Dλ todos os boxes com os símbolos a1j. Após a adição, nenhuma
linha da nova tabela pode ter mais boxes que a linha anterior.
2. Em seguida, adicione todos os boxes com os símbolos a2j, de acordo com a mesma
regra, e assim por diante, até todos os boxes com os símbolos serem adicionados.
3. Esses acréscimos devem ser tais que para todos i, se y < j, então aiy aparece em
uma coluna posterior que aij, e para todo j, se x < i, então axj aparece em uma
linha anterior à de aij.
2.4 Sn-ação em Polinômios Multilineares
Nesta seção vamos dar alguns resultados importantes sobre Sn-módulos irredutíveis.
Também introduzimos a ação do grupo simétrico Sn no espaço dos polinômios multiline-
ares Pn em n variáveis ﬁxadas. Assim, obtemos um isomorﬁsmo de FSn-módulos entre
a álgebra de grupo FSn e Pn.
Lema 2.51. Seja M um Sn-módulo irredutível com caracter χ(M) = χλ, λ ` n. Então
M pode ser gerado como um Sn-módulo por um elemento do tipo eTλf para algum f ∈M
e alguma tabela de Young Tλ do tipo λ. Além disso, para qualquer tabela de Young T ∗λ
do tipo λ, existe f ′ ∈M tal que M = FSneT ∗λf ′.
Demonstração: Considere FSn =
⊕
µ`n
Iµ, onde Iµ = FSneµ é um ideal bilateral de FSn
correspondente à partição µ, em que eµ é um elemento idempotente central. Vimos pela
Proposição 2.47 que Iµ = FSneµ = ⊕dµi=1FSneTi , onde T1, . . . , Tµ são tabelas standard do
tipo µ.
Como os elementos idempotentes são ortogonais, temos eλeµ = 0 para λ 6= µ. Assim,
0 6= M = FSnM = ⊕µ`nIµM . Por hipótese M é irredutível com caracter χ(M) = χλ,
então M = IλM = ⊕dλi=1FSneTiM . Pela irredutibilidade de M , existe uma única tabela
standard Tλ tal que M = FSneTλM . Se 0 6= eTλf ∈M , novamente pela irredutibilidade
de M , segue que FSneTλf = M .
Agora suponha que T ∗λ é outra tabela de Young do mesmo tipo λ, vimos pela Pro-
posição 2.46, que eTλ = σeT ∗λσ
−1 para algum σ ∈ Sn. Tomando f ′ = σ−1f , segue que
M = FSneTλf = FSnσeT ∗λσ






O lema anterior diz que, dada uma partição λ ` n e uma tabela de Young do tipo λ,
qualquer Sn-módulo irredutível M tal que χ(M) = χλ pode ser gerado por um elemento
do tipo eTλf para algum f ∈M .
Pela deﬁnição de RTλ , para qualquer σ ∈ RTλ temos que σeTλf = eTλf, ou seja, eTλf
















Observação 2.52. O elemento idempotente essencial eTλ é invariante por multiplicação
de qualquer σ ∈ RTλ.
A partir de agora vamos considerar A uma PI-álgebra e Id(A) seu T -ideal de iden-
tidades. Sabemos que se F é um corpo de característica zero, o conjunto Id(A) é deter-
minado por seus polinômios multilineares.
Vimos na Seção 1.4 que Pn é o espaço de todos os polinômios multilineares de grau
n nas variáveis x1, . . . , xn, cuja base é dada pelo conjunto das palavras
{xσ(1)xσ(2) . . . xσ(n) | σ ∈ Sn}.
Observação 2.53. Pn é um FSn-módulo à esquerda ou simplesmente Sn-módulo à es-
querda. Vamos considerar o seguinte produto bilinear
FSn × Pn → Pn
(σ, f) 7→ σf
onde σf(x1, . . . , xn) = f(xσ(1), . . . , xσ(n)) para toda σ ∈ Sn e para todo f ∈ Pn. Assim,
Pn munido deste produto é um FSn-módulo.
Vamos considerar a seguinte aplicação:





ασxσ(1) . . . xσ(n)
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tal que ϕ(a) = a(x1 · · ·xn), para todo a ∈ FSn. É possível veriﬁcar que ϕ é um isomor-
ﬁsmo de FSn-módulo à esquerda. Assim, temos uma correspondência biunívoca entre
FSn e Pn. Diante deste isomorﬁsmo podemos tratar os elementos de FSn como polinô-
mios em Pn e vice-versa.
Além disso, como T -ideais são invariantes por permutações de variáveis temos
σf(x1, x2, . . . , xn) = f(xσ(1), xσ(2), . . . , xσn) ∈ Pn ∩ Id(A),
para todo f ∈ Pn ∩ Id(A) e para toda σ ∈ Sn. Logo, Pn ∩ Id(A) é um Sn-submódulo à
esquerda de Pn. E assim o quociente Pn(A) =
Pn
Pn ∩ Id(A) é um Sn-módulo à esquerda.
Se F 〈X〉 é uma álgebra livre de posto enumerável em X = {x1, x2, . . .}, então Pn(A) é




. Neste caso para V = var(A) também escrevemos Pn(V ) = Pn(A).
Deﬁnição 2.54. O Sn-caracter de Pn(A) =
Pn
Pn ∩ Id(A) é chamado de cocaracter de
A, e é denotado por χn(A), para n ≥ 1 .





onde χλ é o Sn-caracter irredutível associado à partição λ ` n e mλ ≥ 0 é a correspon-
dente multiplicidade. Escrevendo Pn(A) como soma direta de submódulos irredutíveis,
mλ é exatamente o número de submódulos isomorfos à Mλ nesta decomposição.
Teorema 2.55. Seja A uma PI-álgebra com cocaracter χn(A). Para uma partição
µ ` n, a multiplicidade mµ é igual a zero se, e somente se, para qualquer tabela de
Young Tµ do tipo µ e para qualquer polinômio f = f(x1, . . . , xn) ∈ Pn, a álgebra A
satisfaz a identidade eTµf ≡ 0.





onde Iλ = FSneλ é um ideal bilateral de FSn.
Considere Pn ∼= Q⊕ J , onde Q = Pn ∩ Id(A) e J ∼= Pn
Pn ∩ Id(A) . Fixe uma partição
µ ` n. Seja Mµ um FSn-módulo irredutível correspondente à partição µ. Segue que
mµ = 0 se, e somente se, Mµ não aparece na decomposição de J ∼= Pn
Pn ∩ Id(A) .
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Para a decomposição do módulo J temos a seguinte aﬁrmação, J ⊆ FSne¯1 ⊕ · · · ⊕
FSne¯ν , onde e¯i, com i = 1, . . . , ν, são elementos idempotentes minimais centrais corres-
pondentes a algumas partições λ 6= µ, deﬁnidos no Lema 2.25.
Seja Iµ = FSneµ, onde eµ é idempotente minimal central. Então
IµJ ⊆ FSneµ(FSne¯1 ⊕ · · · ⊕ FSne¯ν) = FSneµFSne¯1 ⊕ · · · ⊕ FSneµFSne¯ν = 0,
pois os elementos idempotentes são ortogonais, ou seja, eµe¯i = 0 para todo i = 1, . . . , ν.
Logo mµ = 0 se, e somente se, IµJ = 0.
Como IµJ = 0, então Iµ(
Pn
Pn ∩ Id(A)) = (0), ou seja, IµPn ⊆ Pn ∩ Id(A) = Q. Pela






FSneTi,µ)Pn ⊆ Q. Portanto,
eTµf ∈ Q para qualquer f ∈ Pn e para qualquer tabela Tµ.
Teorema 2.56. Para qualquer polinômio multilinear f ∈ Pn, existe um conjunto ﬁnito
de polinômios g1, . . . , gr ∈ Pn e partições λ1, . . . , λr de n tais que
FSnf = FSneT1g1 + · · ·+ FSneTrgr.
Demonstração: Escreva M = FSnf . Como pelo teorema de Maschke todo FSn-
módulo é semissimples, vamos decompor M = M1 ⊕ . . . ⊕Mr em uma soma de FSn-
módulos irredutíveis. Pelo Lema 2.51 existe g1 ∈ M1, . . . , gr ∈ Mr e tabelas de Young
T1, . . . , Tr tais que, FSnf = FSneT1g1 ⊕ · · · ⊕ FSneTrgr.
2.5 Sn-Representações e Ganchos
Nesta seção mostraremos como obter polinômios simétricos e alternados através de
tabelas de Young contidas em ganchos. Mas antes disto relembraremos algumas deﬁni-
ções e daremos mais alguns resultados úteis.
Sejam λ ` n eDλ o correspondente diagrama de Young. Para λ = (λ1, λ2, . . . , λk) ` n
e µ = (µ1, µ2, . . . , µt) ` m, dizemos que λ ≥ µ se, e somente se, k ≥ t e λi ≥ µi, ∀i.
Portanto se λ ≥ µ signiﬁca que Dµ é um subdiagrama de Dλ. Temos que se λ =
(λ1, λ2, . . . , λk) ` n então h(λ) = k é a altura de λ e l(λ) = λ1 é o comprimento de λ.
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o correspondente elemento idempotente essencial de FSn, onde RTλ é um subgrupo de
Sn que estabiliza as linhas de Tλ e CTλ é um subgrupo que estabiliza as colunas de Tλ.
Lema 2.57. Sejam H um subgrupo de CTλ , M um FSn-módulo e eTλu 6= 0 para algum





Demonstração: Escreva CTλ = a1H ∪ a2H ∪ · · · ∪ amH, onde a1 = 1, a2, . . . , am são re-
presentantes em um tranversal à esquerda deH em CTλ . Denotaremos r =
∑
σ∈H(−1)σσ.













 (a1reTλu± · · · ± amreTλu) = 0,
uma contradição, desde que e2Tλ = γeTλ para algum inteiro γ 6= 0 e eTλu 6= 0.
De modo análogo e fazendo algumas modiﬁcações do argumento anterior provamos
o seguinte lema.
Lema 2.58. Sejam H um subgrupo de RTλ , M um FSn-módulo e eTλu 6= 0 para algum






 eTλu 6= 0.
De agora em diante vamos considerar λ ` n e Tλ uma tabela associada à λ.
Deﬁnição 2.59. Dizemos que um polinômio multilinear f = f(x1, . . . , xn) corresponde
à Tλ, se f = eTλf0 para algum polinômio multilinear f0 ∈ Pn.
Observação 2.60. Se f 6= 0 é um polinômio correspondente à tabela Tλ então FSnf é
um Sn-módulo irredutível. Temos que FSneTλ é um FSn-módulo irredutível.
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Deﬁnição 2.61. Dados os inteiros l, d, t ≥ 0 deﬁnimos a partição
h(d, l, t) = (l + t, . . . , l + t︸ ︷︷ ︸
d
, l, . . . , l︸ ︷︷ ︸
t
).
O diagrama associado a partição h(d, l, t) é dado pelo gancho abaixo





Assim, o gancho inﬁnito pode ser dado como o conjunto de todos diagramas cuja
forma encontra-se na região em forma de gancho, dado na ﬁgura abaixo.
O inteiro d é chamado de braço e l de pé do gancho. Dizemos que uma partição
λ = (λ1, . . . , λr) encontra-se no gancho H(d, l) e escrevemos λ ∈ H(d, l), se o diagrama
de Young Dλ correspondente está contido em H(d, l), o que signiﬁca que λd+1 ≤ l.




χ(M) ⊆ H(d, l) quando λ ∈ H(d, l) para toda partição λ tal que mλ 6= 0.
Os dois lemas seguintes apresentam propriedades importantes dos ganchos. Eles nos
mostram como obter polinômios simétricos e alternados em certas variáveis a partir de
tabelas de Young.
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Lema 2.63. Seja λ ` n tal que λ ≥ h(d, l, t) para alguns l, d, t, e seja f(x1, . . . , xn) um
polinômio multilinear correspondente à uma tabela Tλ. Então existe r ∈ FSn tal que
rf 6= 0 e um subconjunto Y de {x1, . . . , xn} tal que:
1. Y = Y1 ∪ · · · ∪ Yd, rf é simétrico em cada conjunto de variáveis Yj, j = 1, . . . , d, e
|Yj| = t+ l;
2. rf pode ser decomposto em uma soma de polinômios multilineares rf = f1 + f2 +
· · ·+fk tais que para todo fj existe uma partição Y = Y ′1 ∪· · ·∪Y ′t+l com |Y ′i | = d,
e fj é alternado em cada conjunto de variáveis Y
′
i , i = 1, . . . , t+ d.
Demonstração: Por hipótese, a tabela Tλ contém uma tabela retangular T0 com d
linhas e t + l colunas. Sejam Nj, (j = 1, . . . , d) o conjunto dos inteiros na j-ésima
linha de T0, N
′
i , (i = 1, . . . , t + l), o conjunto dos inteiros na i-ésima coluna de T0 e
N = N1 ∪ · · · ∪ Nd. Sejam H = {σ ∈ RTλ| σ(i) = i para todo i /∈ N}, o conjunto que










Sejam Yj = {xs| s ∈ Nj} e Zi = {xs| s ∈ N ′i}.
Pode se mostrar que o elemento g = rf é simétrico nas variáveis de Yj para cada j.
De fato, tome β ∈ H















r0f = rf = g.
Denotamos por τ = βσ ∈ H, para toda permutação σ ∈ H.
Por outro lado, para cada β ∈ CTλ temos










 = (−1)β (r0f) ,
em que βτ = β˜. Então o polinômio r0f é alternado nas variáveis de cada Zi. Logo para
todo σ ∈ H o elemento σr0f é alternado nas variáveis de cada Y ′i = σ(Zi) para todo
i = 1, . . . , t + l. Portanto, rf é o polinômio desejado e pelo Lema 4.10, obtemos que rf
é não-nulo.
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Lema 2.64. Seja f(x1, . . . , xn) um polinômio multilinear correspondente à tabela de
Young Tλ e suponha que λ ≥ h(d, l, t). Então para algum r ∈ FSn, rf 6= 0 e existe um
subconjunto Y de {x1, . . . , xn} tal que:
1. Y = Y1 ∪ · · · ∪ Yl, rf é alternado em cada conjunto de variáveis Yj, j = 1, . . . , l, e
|Yj| = t+ d;
2. rf pode ser decomposto em uma soma de polinômios multilineares rf = f1+· · ·+fk
tal que para todo fj existe uma partição Y = Y
′
1 ∪ · · · ∪ Y ′t+d, com |Y ′i | = l e fj
é simétrico em cada conjunto de variáveis Y
′
i , i = 1, . . . , t+ l.
Demonstração: Como no lema anterior, Tλ contém uma tabela retangular T0 com
d + t linhas e l colunas. Sejam Nj, (j = 1, . . . , l) um conjunto de inteiros na j-ésima
coluna de T0, N
′
i , (i = 1, . . . , t + d), o conjunto de inteiros na i-ésima linha de T0 e
N = N1 ∪ · · · ∪Nl. Denote por H = {σ ∈ CTλ| σ(i) = i, para todo i 6∈ N}, o conjunto







Sejam Yj = {xs| s ∈ Nj} e Zi = {xs|s ∈ N ′i}. pela Observação 2.52, o elemento f = eTλf0
com f0 ∈ Pn, é simétrico nas variáveis de Zi. consequentemente, para todo σ ∈ H o
polinômio σf é simétrico nas variáveis de Y
′
i = σ(Zi). Isto implica a segunda parte do
lema. Além disto, o polinômio rf é não-nulo pelo Lema 4.9, é alternado nas variáveis de
Yj para todo j = 1, . . . , l.
Observação 2.65. Seja Y = {y1, . . . , yn} um conjunto de variáveis. Observe que se f

















Sequência de Codimensões de Álgebras e Álgebras
Graduadas
Neste capítulo falaremos de álgebras graduadas, álgebras verbalmente primas, en-
volvente de Grassmann e daremos algumas propriedades importantes destas álgebras.
Vamos também estudar o comportamento da sequência de codimensões cn(A) de A. Em
todo Capítulo F denotará um corpo de característica zero e A uma PI-álgebra.
3.1 Codimensões de uma Álgebra
Considere Pn o conjunto de todos os polinômios multilineares de F 〈X〉 nas variáveis
x1, . . . , xn. Como vimos na Seção 2.4, o conjunto {xσ(1)xσ(2) · · ·xσ(n)|σ ∈ Sn} é uma base
de Pn como espaço vetorial. Assim dimPn = n!. Se A é uma álgebra sobre um corpo de
característica zero, vimos que o estudo de Id(A) é equivalente ao estudo de Pn ∩ Id(A)
para todo n ≥ 1. Vimos ainda, como Pn e Pn ∩ Id(A) são FSn-módulos então PnPn∩Id(A)
também é um FSn-módulo, a partir de agora o denotaremos por Pn(A).
Deﬁnição 3.1. O inteiro não-negativo
cn(A) = dimPn(A) = dim
Pn
Pn ∩ Id(A)
é chamado a n-ésima codimensão da álgebra A. Se ν é uma variedade de álgebras e
ν = var(A), então deﬁnimos cn(ν) = cn(A).
Temos que cn(A) = n!− dim(Pn ∩ Id(A)) ≤ n!.
Observação 3.2. A é uma PI-álgebra se, e somente se, para algum n ∈ N , dim(Pn ∩
Id(A)) ≥ 1.
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Observe que se cm(A) < m!, para algum m ∈ N , então existe 0 6= f(x1, . . . , xm) ∈
Pm ∩ Id(A), e assim, f(x1, . . . , xm)xm+1 · · · xn ∈ Pn ∩ Id(A). Logo cn(A) < n! para todo
n ≥ m.
Exemplo 3.3. Seja A uma álgebra nilpotente de grau m. Assim a1 · · · am = 0 para
quaisquer a1, . . . , am ∈ A. Segue que x1 · · ·xm ∈ Id(A), e assim x1 · · ·xn ∈ Id(A) para
todo n ≥ m. Portanto Pn ∩ Id(A) = Pn e daí cn(A) = 0 para todo n ≥ m.
Sejam F um corpo de característica zero, K uma extensão de F e A uma F -álgebra.
Na Seção 1.5 vimos que, deﬁnindo o seguinte produto λ(a⊗ k) := a⊗ (λk), ∀λ ∈ K, a ∈
A e k ∈ K, podemos dar a A¯ = A ⊗F K uma estrutura de K-álgebra. Temos pela
Proposição 1.57 que Id(A)F ⊗F K = IdK(A⊗F K), e assim podemos considerar álgebras
sobre corpos algebricamente fechados, pois é suﬁciente tomar K o fecho algébrico de F
e como vimos as identidades serão as mesmas.
O teorema seguinte nos diz que a sequência de codimensões de A sobre F coincide
com a sequência de codimensões de A¯ sobre K.
Teorema 3.4. Se A é uma F -álgebra e K é uma extensão de F , então
cKn (A¯) = c
F
n (A), n = 1, 2, . . .
Demonstração: Ver [2], seção 4.1, página 93.
Para ﬁnalizar esta seção apresentaremos alguns conceitos e resultados fundamentais
para demonstrar o teorema de Regev, que nos mostra que se A é uma PI-álgebra então
sua sequência de codimensões é exponencialmente limitada.
Deﬁnição 3.5. Sejam d, n ∈ N tais que 2 ≤ d ≤ n. Uma permutação σ ∈ Sn é d-ruim
se existe 1 ≤ i1 < · · · < id ≤ n tal que σ(i1) > · · · > σ(id). No caso em que σ não
é d-ruim dizemos que σ é d-boa. Chamamos um monômio xσ(1)xσ(2) · · ·xσ(n) de d-ruim
(respectivamente de d-bom) se σ é uma permutação d-ruim (respectivamente d-boa).
Exemplo 3.6. A permutação identidade é d-boa para d = 2 e todo n ≥ 2.
Lema 3.7. O número total de d-boas permutações em Sn não excede (d− 1)2n.
Demonstração: Ver [2], seção 4.2, página 94.
Teorema 3.8. (Regev) Se uma álgebra A satisfaz uma identidade de grau d ≥ 1, então
cn(A) ≤ (d− 1)2n.
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Demonstração: Podemos assumir que A satisfaz uma identidade multilinear de grau d
da forma
x1 · · ·xd −
∑
σ∈Sd, σ 6=1
ασxσ(1) · · ·xσ(d) ≡ 0. (3.1)
Aﬁrmamos que o espaço Pn
Pn∩Id(A) é gerado por monômios d-bons xpi(1) · · ·xpi(n). Suponha
por absurdo, que existe um monômio xρ(1) · · ·xρ(n) = f multilinear d-ruim que não é
combinação linear módulo (Pn∩Id(A)) de monômios d-bons em Pn, sendo este, minimal
na ordem lexicográﬁca. Como ρ é uma permutação d-ruim, existem 1 ≤ j1 < · · · < jd ≤ n
tais que ρ(j1) > · · · > ρ(jd). Agora vamos denotar por a0 = xρ(1) · · ·xρ(j1−1), a1 =
xρ(j1) · · ·xρ(j2−1), . . . , ad = xρ(jd) · · ·xρ(n). Então a1 > · · · > ad pela ordem lexicográﬁca
de monômios, e assim,
a0aσ(1) · · · aσ(d) < a0a1 · · · ad = f
para qualquer σ ∈ Sd, σ 6= 1. Pela minimalidade de f , segue que qualquer monômio
a0aσ(1) · · · aσ(d) com σ 6= 1 é uma combinação linear módulo (Pn ∩ Id(A)) de monômios
d-bons xpi(1) · · ·xpi(n). Mas então, desde que
f = a0a1 · · · ad =
∑
σ∈Sd, σ 6=1
ασa0aσ(1) · · · aσ(d) (modPn ∩ Id(A)),
obtemos que f é uma combinação linear módulo (Pn ∩ Id(A)) de monômios d-bons, o
que é uma contradição. Portanto temos que o espaço Pn
Pn∩Id(A) é gerado por monômios
d-bons. Pelo Lema 3.7, cn(A) é limitada por (d− 1)2n.
3.2 Álgebras G-Graduadas
Nesta seção falaremos de álgebras graduadas por um grupo qualquer e daremos
alguns exemplos. Vamos considerar A uma F -álgebra e G um grupo qualquer.
Deﬁnição 3.9. A álgebra A é G-graduada se A pode ser escrita como soma direta de
subespaços A = ⊕g∈GA(g), tais que para todo g, h ∈ G, A(g)A(h) ⊆ A(gh).
Pela deﬁnição é claro que, qualquer a ∈ A pode ser escrito unicamente como uma
soma ﬁnita a =
∑
g∈G ag com ag ∈ A(g). Os subespaços A(g) são chamados de componen-
tes homogêneas de A. Um elemento a ∈ A é homogêneo se a ∈ A(g) para algum g ∈ G.
Um subespaço B ⊆ A é graduado ou homogêneo se B = ⊕g∈G(B∩A(g)). Por outro lado,
B é graduado se para qualquer b ∈ B, b = ∑g∈G bg implica que bg ∈ B, ∀ g ∈ G.
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Exemplo 3.10. Qualquer álgebra A pode ser graduada por um grupo G deﬁnindo A(e) =
A e A(g) = 0 para qualquer g 6= e, onde e denota o elemento neutro de G. Tal graduação
é chamada graduação trivial.
Exemplo 3.11. Seja A = F 〈X〉 a álgebra associativa livre, não unitária gerada por X.
Deﬁna A(n) = 0 se n ≤ 0 e A(n) = spanF{m ∈ F 〈X〉;m é monômio de grau total n}, se
n > 0. Então A = ⊕n∈ZA(n) é uma Z-graduação de F 〈X〉.
Se Xk = {x1, . . . , xk} é um conjunto ﬁnito, então A = F 〈Xk〉, a álgebra associativa
livre de posto k, pode ser graduada pelo grupo Zk = Z ⊕ · · · ⊕ Z deﬁnindo A(n1,...,nk) =
{f ∈ F 〈Xk〉 | degxif = ni, i = 1, . . . , k}. Assim f ∈ A(n1,...,nk) é multihomogêneo.
Exemplo 3.12. A álgebra de grupo A = FG é naturalmente graduada por G deﬁnindo
A(g) = span{g}.
Sejam G um grupo ﬁnito e X um conjunto inﬁnito e enumerável. Se X = ∪g∈GXg
é uma decomposição de X como uma união disjunta, onde Xg = {x(g)1 , x(g)2 , . . . }, di-
zemos que as indeterminadas de Xg possuem grau homogêneo g. O grau homogêneo
de um monômio x(g1)i1 . . . x
(gt)
it
∈ F 〈X〉 é deﬁnido por g1 . . . gt. Denote por F 〈X〉(g) o
subespaço de F 〈X〉 gerado por todos monômios com grau homogêneo g. Note que
F 〈X〉(g)F 〈X〉(h) ⊆ F 〈X〉(gh),∀g, h ∈ G. Assim, F 〈X〉 = ⊕g∈GF 〈X〉(g) determina uma
G-graduação em F 〈X〉. Esta álgebra é denotada por F 〈X〉gr e denominada a álgebra
livre G-graduada de posto enumerável sobre F . Temos também que os elementos de
F 〈X〉gr são chamados de polinômios G-graduados.
Deﬁnição 3.13. Sejam A = ⊕g∈GA(g) e B = ⊕g∈GB(g) álgebras G-graduadas. Dizemos
que a aplicação ψ : A→ B é homomorﬁsmo de álgebras G-graduadas se ψ(A(g)) ⊆ B(g)
para todo g ∈ G.
Observação 3.14. Um isomorﬁsmo de álgebras G-graduadas é um homomorﬁmo de
álgebras G-graduadas bijetivo.
A álgebra F 〈X〉gr têm a seguinte proporiedade universal: se A é uma álgebra G-
graduada e ϕ : X → A é uma aplicação satisfazendo ϕ(Xg) ⊆ A(g), para todo g ∈ G,
então ϕ pode ser extendida unicamente até um homomorﬁsmo ϕ¯ : F 〈X〉gr → A de
álgebras G-graduadas.
Deﬁnição 3.15. Seja A = ⊕g∈GA(g) uma álgebra G-graduada.
1. Dizemos que um polinômio G-graduado f(x(g1)1 , . . . , x
(gn)
n ) ∈ F 〈X〉gr é uma identi-
dade G-graduada de A, se f(a(g1)1 , . . . , a
(gn)
n ) = 0 para todo a
(g1)
1 ∈ A(g1), . . . , a(gn)n ∈
A(gn). Assim, escrevemos f ≡ 0 em A.
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2. O conjunto Id(gr)(A) = {f ∈ F 〈X〉gr|f ≡ 0 em A} é dito o ideal de identidades
G-graduadas de A.
Observação 3.16. As identidades polinomiais ordinárias não graduadas podem ser con-
sideradas como graduadas. Assim Id(A) ⊆ Idgr(A).
Agora vamos denotar por Endgr(F 〈X〉) o conjunto de todos endomorﬁsmos G-
graduados φ de F 〈X〉gr, ou seja, endomorﬁsmos φ de F 〈X〉gr tais que φ(F 〈X〉(g)) ⊆
F 〈X〉(g) para todo g ∈ G.
Deﬁnição 3.17. Dizemos que um ideal I da álgebra livre G-graduada F 〈X〉gr é um TG-
ideal, se φ(I) ⊆ I, para todo φ ∈ Endgr(F 〈X〉), ou seja, I é um ideal invariante sob
todos os endomorﬁmos φ de F 〈X〉gr que preservam a G-graduação.
Note que, ﬁxada uma álgebra G-graduada A = ⊕g∈GA(g), temos que Id(gr)(A) é um
TG-ideal de A.
3.3 Superalgebra e Envolvente de Grassmann
Dentre as álgebras G-graduadas se destacam as Z2-graduadas, também denominadas
superalgebras.
Deﬁnição 3.18. Uma F -álgebra A é dita superalgebra (ou álgebra Z2-graduada) se
A = A(0)
.
+ A(1), é uma soma direta de subespaços tais que, os subespaços A(0) e A(1)
satisfazem
A(0)A(0) + A(1)A(1) ⊆ A(0) e A(0)A(1) + A(1)A(0) ⊆ A(1).
Note que A(0) é uma F -subálgebra. Os subespaços A(0) e A(1) são chamados de
componentes par e ímpar, respectivamente. Os elementos de A(0) são homogêneos de
grau 0 e os elementos de A(1) são homogêneos de grau 1.
Exemplo 3.19. Toda álgebra admite uma Z2-graduação trivial.
Exemplo 3.20. A álgebra de Grassmann deﬁnida no Exemplo 1.27 é uma superalgebra
com graduação canônica, dada por G = G(0)
.
+ G(1).
Exemplo 3.21. A álgebra A = Mn(F ) é Z2-graduada, com graduação trivial A = A(0) =
Mn(F ), A
(1) = 0.
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Exemplo 3.22. Considere A = Mn(F ) e k ≥ l > 0 dois inteiros tais que k + l = n,












Onde P ∈ Mk(F ), Q ∈ Mk×l(F ), R ∈ Ml×k(F ), S ∈ Ml(F ). A álgebra de matrizes
Mn(F ) dotada desta graduação é chamada de álgebra de matrizes Mk,l(F ).
Exemplo 3.23. Considere G um grupo de ordem 2 e c o seu gerador, onde G ∼= Z2. A
álgebra de grupo FG é uma superalgebra com a seguinte Z2-graduação:
(F, cF ).
Exemplo 3.24. A álgebra A = Mn(F + cF ) é Z2-graduada com graduação A(0) =
Mn(F ), A
(1) = cMn(F ).
As superalgebras Mn(F ), Mk,l(F ) e Mn(F ⊕ cF ) são particularmente muito impor-
tantes para o nosso trabalho. No Capítulo 4 vamos determinar o PI-expoente destas
álgebras.
Deﬁnição 3.25. Uma superalgebra A é dita simples se não possui ideais graduados não
triviais e A2 6= 0.
Observação 3.26. Se A é simples como álgebra, então A é simples como superalgebra.
Exemplo 3.27. Como álgebras de matrizes são simples, então as superalgebras Mn(F )
e Mk,l(F ) são simples.
Exemplo 3.28. A álgebra Mn(F + cF ) é uma álgebra semissimples e uma superalgebra
simples.
Os teoremas seguintes nos dão uma descrição das superalgebras simples de dimensão
ﬁnita sobre um corpo algebricamente fechado F de caracteristica zero.
Teorema 3.29. Seja A uma superalgebra simples de dimensão ﬁnita sobre um corpo alge-
bricamente fechado F de característica zero. Então A é isomorfo a uma das
superalgebras Mn(F ),Mk,l(F ), e Mn(F + cF ), c2 = 1.
Demonstração: Ver [2], seção 3.5, página 75.
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Note que as superalgebras simples de dimensão ﬁnita são unitárias e a unidade
pertence à parte par da graduação. Consequentemente, as álgebras semissimples de
dimensão ﬁnita são unitárias.
Teorema 3.30. Sejam A uma superalgebra de dimensão ﬁnita sobre um corpo algebri-
camente fechado F de característica zero e J(A) seu radical de Jacobson. Então existe
uma F -subálgebra graduada semissimples maximal B ⊆ A tal que A = B + J(A). Além
disso B é uma soma direta ﬁnita de superalgebras simples isomorfas a uma das seguintes
superalgebras: Mk(F ) ou Mk,l(F ) com k ≥ l > 0 ou Mn(F + cF ), c2 = 1.
Demonstração: Ver [2], seção 3.5, página 77.
A subálgebra graduada semissimples B da superalgebra A é maximal quando não
existe uma subálgebra graduada semissimples B
′
de A tal que B
′
é maior que B, isto é,
B
′ % B. Assim, para alguma subálgebra graduada semissimples maximal B, temos que
B + J(A) coincide com toda superalgebra A de dimensão ﬁnita.
Vamos considerar a seguinte aplicação:
ϕ : A → A
a0 + a1 7→ a0 − a1,
onde a0 ∈ A(0) e a1 ∈ A(1).
Observe que ϕ é um homomorﬁsmo de álgebras em que A = A(0)
.
+ A(1) é uma
álgebra Z2-graduada, e ϕ2 = ϕ. Então ϕ é um automorﬁsmo da álgebra A de ordem 2.
Vamos mostrar que o radical de Jacobson J(A) de uma superalgebra A de dimensão
ﬁnita sobre um corpo de característica zero é Z2-graduado. Para isso, vamos considerar
o automorﬁsmo deﬁnido acima.
Proposição 3.31. O radical de Jacobson J(A) é Z2-graduado se, e somente se, ϕ(J(A)) ⊆
J(A).
Demonstração: Suponha que J(A) é Z2-graduado. Então para todo elemento a ∈ J(A)
temos a = a0 + a1, onde os elementos homogêneos a0, a1 ∈ J(A). Logo a0 − a1 =
ϕ(a0 + a1) ∈ J(A) e, assim, temos que ϕ(J(A)) ⊆ J(A).
Suponha agora que ϕ(J(A)) ⊆ J(A). Segue que ϕ(a) = a0 − a1 ∈ J(A) e a = a0 + a1 ∈
J(A). Então a0 =
a+ϕ(a)
2
∈ J(A) e a1 = a−ϕ(a)2 ∈ J(A).
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Proposição 3.32. O radical de Jacobson J(A) é Z2-graduado.
Demonstração: Como ϕ é um automorﬁsmo e J(A) é um ideal bilateral de A, temos
que ϕ(J(A)) é um ideal bilateral de A. Para uma superalgebra A de dimensão ﬁnita,
o J(A) é o maior ideal nilpotente. Logo, ϕ(J(A)) também é nilpotente. Portanto
ϕ(J(A)) ⊆ J(A). Pela proposição 3.32, segue que J(A) é Z2-graduado.
Seja X = Y ∪Z a união de dois conjuntos disjuntos enumeráveis de indeterminadas
Y = {y1, y2, . . . } e Z = {z1, z2, . . . }. A álgebra associativa livre F 〈X〉 = F 〈Y, Z〉
sobre F tem uma Z2-graduação natural F 〈Y, Z〉(0) ⊕ F 〈Y, Z〉(1), onde F 〈Y, Z〉(0) (resp.
F 〈Y, Z〉(1)) é o subespaço de F 〈Y, Z〉 gerado por todos os monômios nas variáveis X
tendo um número par (resp. ímpar) de variáveis Z.
Deﬁnição 3.33. F 〈Y, Z〉 é chamada superalgebra livre em Y e Z sobre F .
Lembremos que um polinômio f(y1, . . . , yn, z1, . . . , zm) ∈ F 〈Y, Z〉 é um identidade
Z2-graduada da superalgebra A se f(a1, . . . , an, b1, . . . , bm) ≡ 0 para todo a1, . . . , an ∈
A(0), b1, . . . , bm ∈ A(1).
Deﬁnição 3.34. Um ideal graduado I = I(0) ⊕ I(1) de F 〈Y, Z〉 é chamado de T2-ideal
se ϕ(I) ⊆ I para todo endomorﬁsmo graduado ϕ de F 〈Y, Z〉.
Note que Idgr(A) é um T2-ideal de F 〈Y, Z〉, isto é, um ideal fechado por todos
endomorﬁsmos de F 〈Y, Z〉 que preservam a Z2-graduação.
Agora vamos denotar Pn1,n2 o espaço dos polinômios multilineares graduados em
y1, . . . , yn1 , z1, . . . , zn2 . Os grupos simétricos Sn1 e Sn2 agem independentemente sobre
Pn1,n2 , isto é, Sn1 age sobre y1, . . . , yn1 e Sn2 age sobre z1, . . . , zn2 .
Sejam M1 um Sn1-módulo irredutível e M2 um Sn2-módulo irredutível, pela Obse-
ravação 2.49, temos que M1 ⊗M2 é um Sn1 × Sn2-módulo irredutível. Pela deﬁnição de
produto externo 2.50, temos queM1⊗ˆM2 = (M1⊗M2) ↑ Sn1+n2 . Então, considerando os
polinômios multilineares graduados que dependem das variáveis y1, . . . , yn1 , z1, . . . , zn2
de grau n, temos que eles formam um subespaço em Pn.
Deﬁnição 3.35. Dado um conjunto não vazio S = S(0)∪S(1), S(0) ⊆ F 〈Y, Z〉(0), S(1) ⊆
F 〈Y, Z〉(1), a classe de todas as superalgebras A(0) +A(1) tais que f ≡ 0 em A para todo
f ∈ S é chamado de supervariedade determinada por S.
Analogamente ao que ocorre com PI-álgebras, o estudo das identidades Z2-graduadas
de uma superalgebra A sobre um corpo de característica zero se reduz ao estudo das iden-
tidades multilineares Z2-graduadas. Da mesma forma podemos obter todos resultados
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feitos no Capítulo 1 sobre polinômios multilineares relativos à álgebra associativa livre
F 〈X〉 para a álgebra F 〈Y, Z〉.
Observação 3.36. Dada qualquer superalgebra A pode-se formar uma nova superalgebra
com a ajuda da álgebra de Grassmann G deﬁnida no primeiro Capítulo G = G(0) +G(1).
Deﬁnição 3.37. Seja A = A(0) +A(1) uma superalgebra e G a álgebra de Grassmann. A
álgebra G(A) = (A(0) ⊗G(0)) + (A(1) ⊗G(1)) é chamada a envolvente de Grassmann
de A.
Observe que a envolvente de Grassamann C = G(A) tem uma Z2-graduação natural,
onde C(0) = A(0) ⊗G(0) e C(1) = A(1) ⊗G(1).
Se A possui uma graduação trivial, temos que G(A) = A⊗G(0). Neste caso, Id(A) =
Id(A⊗G(0)), já que G(0) é uma álgebra comutativa e não nilpotente.
Exemplo 3.38. Vimos queMn(F ) possui graduação trivial, então G(Mn(F )) = Mn(F )⊗
G(0) ∼= Mn(G(0)).
Exemplo 3.39. G(Mn(F + cF )) = G(0) ⊗ Mn(F ) + G(1) ⊗ cMn(F ) ∼= Mk(G) como
álgebras (onde c2 = 1).







Exemplo 3.41. G(Mk,l(F )) = G(0) ⊗Mk,l(F )(0) + G(1) ⊗Mk,l(F )(1) ∼= Mk,l(G) como
álgebras.
Os resultados seguintes mostram a importância da envolvente de Grassmann de
superálgebras.
Seja V uma variedade de álgebras. Denote por V ∗ a classe de todas superalgebras
A = A(0)
.
+ A(1) tal que G(A) ∈ V .
Teorema 3.42. Para qualquer variedade de álgebras V a classe V ∗ é uma supervarie-
dade.
Demonstração: Ver [2], seção 3.7, página 82.
O teorema seguinte é fundamental para a teoria de PI-álgebras. Este resultado será
útil para calcular o PI-expoente de uma PI-álgebra qualquer, como veremos no Capítulo
4.
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Teorema 3.43. (Kemer) Para qualquer variedade própria ν existe uma superalgebra
de dimensão ﬁnita A = A(0)
.
+ A(1) tal que ν = var(G(A)).
Demonstração: Ver [5].
4
O PI-expoente de uma álgebra
Neste Capítulo vamos deﬁnir o PI-expoente de uma PI-álgebra A sobre um corpo
de característica zero. Provaremos a conjectura de Amitsur que diz, que para qualquer
PI-álgebra o PI-expoente, o qual denotaremos por exp(A), existe e é um inteiro não
negativo. Este inteiro vai ser deﬁnido na Seção 4.2, pela estrutura de algumas superal-
gebras de dimensão ﬁnita relacionadas a A. Apresentaremos uma maneira explícita de
calcular este expoente e calcularemos o PI-expoente de algumas álgebras. Em todo
o Capítulo vamos considerar G sendo a álgebra de Grassmann e G(B) a envolvente
de Grassmann de uma superalgebra B sobre um corpo F de caracterítica zero. Todas
dimensões e bases consideradas de agora em diante serão sobre um corpo base F .
4.1 PI-expoente
Seja A uma PI-álgebra sobre um corpo F de característica zero e seja {cn(A)}n≥1
sua sequência de codimensões. Vimos que se A é uma álgebra nilpotente, ou seja,
x1 · · ·xN ≡ 0 é uma identidade polinomial de A para algum N ≥ 1, então cn(A) = 0
para qualquer n ≥ N . Mas se A não é uma álgebra nilpotente então cn(A) 6= 0 para
todo n ≥ 1 e pelo Teorema 3.8, temos que cn(A) é exponencialmente limitada, ou
seja, 1 ≤ cn(A) ≤ an para alguma constante a. Por isso a sequência da n-ésima raiz
n
√
cn(A), n = 1, 2, . . . , é limitada e assim podemos considerar seus limites inferior e
superior.
Deﬁnição 4.1. Seja A uma PI-álgebra. Então





O PI-expoente de uma álgebra 61
é chamado de expoente inferior de A, e





é chamado de expoente superior de A.
Para uma sequência limitada arbitrária os seus limites inferior e superior podem
não coincidir. No caso em que estes limites coincidem, podemos deﬁnir o expoente ou
PI-expoente de A. A partir de agora diremos simplesmente o expoente de A.






Se o expoente existe então exp(A) = exp(A). No caso em que V = V ar(A) é uma
variedade de álgebras gerada por A, escrevemos exp(V ) = exp(A) e chamamos exp(A)
o expoente da variedade V.
Teorema 4.3. Seja A uma álgebra de dimensão ﬁnita dimA = d. Então cn(A) ≤ dn.
Demonstração: Ver [2], seção 6.1, página 145.
Como consequência do Teorema 4.3 para uma álgebra associativa temos o seguinte co-
rolário.
Corolário 4.4. Se dimA = d <∞, então exp(A) ≤ d.
Demonstração: Pelo teorema acima n
√
cn(A) ≤ d para todo n ≥ 1. Aplicando o lim sup
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4.2 Um candidato para PI-expoente
A partir de agora vamos considerar F um corpo algebricamente fechado de carac-
terística zero e A = A(0)
.
+ A(1) uma superalgebra, isto é, uma álgebra Z2-graduada
de dimensão ﬁnita sobre F . Ao longo desta seção vamos deﬁnir um inteiro relacionado
à estrutura de A. Nas seções seguintes vamos provar que este inteiro coincide com o
expoente de uma PI-álgebra A qualquer sobre um corpo de característica zero.
Seja A uma superalgebra de dimensão ﬁnita sobre F . Pelo Teorema 3.30, A =
B + J onde B é uma subálgebra maximal semissimples Z2-graduada de A, ou seja,
B = A1⊕· · ·⊕Ar em que A1, . . . , Ar são subálgebras simples homogêneas Z2-graduadas






i , e J = J(A) é o radical de Jacobson de
A que também é Z2-graduado, como vimos na Proposição 3.32. Vamos ﬁxar as seguintes
notações m = dimA e q é o grau de nilpotência de J , ou seja, Jq = 0.
Consideremos todos os produtos do tipo
B1JB2J . . . JBk 6= 0, (4.1)
onde B1, . . . , Bk são distintas subálgebras retiradas do conjunto {A1, . . . , Ar}. E sejam
p(0) = dim(B
(0)
1 ⊕ · · · ⊕B(0)k ),
p(1) = dim(B
(1)
1 ⊕ · · · ⊕B(1)k ).
Agora denotaremos por p o valor máximo de p(0) + p(1) onde B1, . . . , Bk satisfaz (4.1).
Lema 4.5. Sejam B1, . . . , Bt subálgebras não necessariamente distintas do conjunto
{A1, . . . , Ar}. Se
B1JB2J . . . JBt 6= 0 (4.2)
então a dim(B(0)1 + · · ·+B(0)t ) + dim(B(1)1 + · · ·+B(1)t ) ≤ p.
Demonstração: Se no produto (4.2) alguma subálgebra Bi aparece mais do que uma
vez, e como JBiJ ⊆ J , pois J é um ideal bilateral de A, então podemos reduzir este
produto até obter um produto não nulo do tipo (4.2) com todos Bis distintos. Mas
então, como p é o máximo das dimensões de todas somas diretas das subálgebras Bis
distintas retiradas do conjunto {A1, . . . , Ar}, onde o produto (4.2) é satisfeito, obtemos
o resultado desejado.
O lema seguinte nos dá condições para que um polinômio multilinear associado à
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uma tabela de Young seja uma identidade para a envolvente de Grassmann G(A) =
(G(0) ⊗ A(0))⊕ (G(1) ⊗ A(1)) de uma superalgebra A.
Lema 4.6. Seja f um polinômio multilinear correspondente à tabela Tλ, e seja C uma
PI-álgebra. Então f ∈ Id(C) se, e somente se, af ∈ Id(C) para um elemento arbitrário
a ∈ FSn tal que af 6= 0.
Demonstração: (⇒) É imediato.
(⇐) Suponha que af ∈ Id(C) para algum a ∈ FSn com af 6= 0. Então (0) 6= FSnaf ⊆
FSnf e FSnaf ⊆ Id(C). Como FSnf é FSn-módulo irredutível então FSnaf = FSnf .
Logo f ∈ Id(C).
Lema 4.7. Seja λ ≥ h(d, l, t) onde d + l > p e t > (d + l)m + q. Se f é um polinômio
multilinear correspondente à tabela Tλ, então f ∈ Id(G(A)).
Demonstração: Vamos considerar uma superalgebra D1 = P1 + J de A, onde P1 =
B1 ⊕ · · · ⊕ Bk tais que B1, . . . , Bk ∈ {A1, . . . , Ar}, e P1 = P (0)1 ⊕ P (1)1 é uma superalge-
bra semissimples que satisfaz a seguinte condição: dimP (0)1 ≤ d − 1. Pelo Lema 2.63,
existe r1 ∈ FSn e um conjunto de variáveis Y = Y1 ∪ · · · ∪ Yd, tal que o polinômio
r1f 6= 0 é simétrico em cada conjunto Yj para qualquer j, e há também uma decompo-
sição r1f = f1 + f2 + . . . , onde f1, f2, . . . são polinômios alternados em subconjuntos
disjuntos adequados de Y. Suponha que existe alguma substituição em r1f dando um
valor não nulo em G(A). Então pelo menos um dos somandos fi deve ter uma avaliação
não nula. Suponha que seja f1, então pelo Lema 2.63, o conjunto Y pode ser particionado
como Y = Y
′
1 ∪ · · · ∪ Y ′t+l com |Y ′i | = d e f1 é alternado nas variáveis de cada conjunto
Y
′










′ ⊗ g1 e y′2 = c′ ⊗ g2, onde c′ ∈ P (0)1 , g1, g2 ∈ G(0). Como os elementos de G(0)




2, obtemos que f1 será
nulo nestas substituições.
Por outro lado, como a dimP (0)1 ≤ d− 1, a ﬁm de obter um valor não nulo em r1f ,
precisamos substituir no máximo d − 1 elementos do tipo c′ ⊗ g, c′ ∈ P (0)1 , g ∈ G(0) em
cada conjunto de variáveis Y
′
i . Isto signiﬁca que para obtermos um valor diferente de zero
precisamos substituir em r1f ao menos t + l elementos do tipo c ⊗ g, c ∈ P (1)1 , g ∈ G(1)
ou c ∈ J, g ∈ G nas variáveis de Y , pois temos t + l conjuntos de ordem d, em que f1
é alternado nas variáveis de cada conjunto. Mas Jq = 0. Por isso, devemos substituir
ao menos l + t − (q − 1) = l + t − q + 1 > dm elementos do tipo c ⊗ g com c ∈ P (1)1
e g ∈ G(1). A desigualdade acima é obtida usando a hipótese do teorema. Logo, para
algum 1 ≤ i ≤ d, vamos substituir mais que m variáveis em Yj com elementos c⊗g, onde
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c é um elemento da base de P (1)1 , e g ∈ G1. Desde que m ≥ dimD(1)1 ≥ dimP (1)1 , então
existem ao menos duas variáveis y1, y2 ∈ Yj tomando valores c ⊗ g1 e c ⊗ g2 respectiva-
mente, onde c ∈ P (1)1 , g1, g2 ∈ G(1). Mas como r1f é simétrico em y1, y2, e os elementos
de G(1) anticomutam entre si, obtemos que o valor correspondente a essas substituições
deve ser nulo. Concluímos que r1f ∈ Id(G(D1)) e pelo Lema 4.6, f ∈ Id(G(D1)).
Agora vamos considerar outra subálgebra D2 = P2 +J de A, onde P2 = B1⊕· · ·⊕Bk
tais que B1, . . . , Bk ∈ {A1, . . . , Ar}, e P2 = P (0)2 ⊕ P (1)2 é uma superalgebra semissimples
que satisfaz a seguinte condição: dimP (1)2 ≤ l − 1. Pelo Lema 2.64, existe r2 ∈ FSn e
um conjunto de variáveis Y para r2f , tais que Y = Y1 ∪ · · · ∪ Yl, r2f é alternado em
cada Yj, j = 1, . . . , l, e r2f = f1 + f2 + . . . , onde para qualquer fi existe uma partição
Y = Y
′
1 ∪ · · · ∪ Y ′t+d em subconjuntos simétricos de ordem l. Por um raciocínio análogo
ao que ﬁzemos acima, se f1 6= 0 para alguma substituição, então devemos substituir não
menos que t+ d− q + 1 > lm variáveis de Y por alguns c⊗ g, c ∈ P (0)2 , g ∈ G(0).
Desde que m ≥ dimD(0)2 ≥ dimP (O)2 , então existe ao menos duas variáveis y1, y2
do mesmo conjunto Yj que serão substituídas pelos elementos c ⊗ g1, c ⊗ g2 respecti-
vamente, onde g1, g2 ∈ G(0) e c é um elemento da base de P (0)2 . Como r2f é alter-
nado em Yj, segue que r2f deve ser nulo nestas substituições. E assim concluímos que
r2f ∈ Id(G(D2)) e novamente pelo Lema 4.6, temos f ∈ Id(G(D2)). Assim, mostramos
que f ∈ Id(G(D1)) ∩ Id(G(D2)).
Queremos mostrar que f ∈ Id(G(A)). Para isso ﬁxe uma base homogênea C =
C(0)∪C(1), que é uma união disjunta de bases homogêneas de B e de J respectivamente,
onde B = A1 ⊕ · · · ⊕ Ar. Agora para mostrar que f é uma identidade de G(A) é su-
ﬁciente mostrar que f se anula em todos os elementos do tipo c ⊗ g, c′ ⊗ g′ , c ∈ C(0),
c
′ ∈ C(1), g ∈ G(0), g′ ∈ G(1).
Sejam c1, . . . , cs elementos distintos da base de C ∩ B e considere s > p. Então,
qualquer produto de elementos de A contendo todos os c1, . . . , cs e talvez outros ele-
mentos de A é igual a zero, como resulta do Lema 4.5. De fato, podemos tomar
c1, . . . , cs ∈ B1, . . . , Bs respectivamente, onde B1, . . . , Bs ∈ {A1, . . . , Ar} não são necessa-
riamente distintas. Assim dim(B1+· · ·+Bs) ≥ s > p, e com isso obtemos um produto do
tipo (4.2) nulo. Por isso, se substituirmos c1⊗g1, . . . , cs⊗gs em vez de algumas variáveis
em f , o resultado da avaliação de f em G(A) será nulo. Portanto, dada qualquer subál-
gebra Z2-graduada semissimples P = P (0) +P (1) de A com dimP (0) +dimP (1) ≤ p, é suﬁ-
ciente provar que f se anula nos elementos do tipo c1⊗g1, . . . , cs⊗gs, e1⊗h1, e2⊗h2, . . . ,
onde c1, . . . , cs são elementos da base de C ∩ P , e e1, e2 · · · ∈ J, gi, hj ∈ G, são todos
elementos homogêneos. Mas, por hipótese temos que dimP (0) + dimP (1) ≤ p < l + d
então dimP (0) ≤ d− 1 ou dimP (1) ≤ l − 1. Vamos analisar os dois casos.
Note que se ocorre o primeiro caso, ou seja, que dimP (0) ≤ d− 1, então a subálgebra
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Pˆ = P + J de A é do tipo D1 e pelo que vimos f é nulo nestas substituições. Agora se
ocorre que dimP (1) ≤ l − 1, então temos uma substituição de uma subálgebra do tipo
D2, que por sinal f também se anula nestas substituições. Portanto em todos os casos
f ∈ Id(G(A)).
Recordemos a decomposição Pn ∼= FSn = ⊕λ`nIλ da álgebra de grupo FSn em seus
ideais bilaterais minimais Iλ. Pelo lema acima temos o seguinte corolário.
Corolário 4.8. Sejam l + d = p + 1 e t = 2(m + 1)m + 1 onde m = dimA. Então
⊕λ≥h(d,l,t)Iλ ⊆ Id(G(A)).
Demonstração: Seja λ ≥ h(d, l, t). Desde que 2m + 1 ≥ 2p + 1 > p + 1 e q ≤ m onde
Jq = 0, temos t = (2m+1)m+m+1 > (2m+1)m+q > (p+1)m+q = (l+d)m+q. Pelo
Lema 4.7, para qualquer tabela Tλ, FSneTλ ⊆ Id(G(A)). Segue que Iλ = FSneTλFSn ⊆
Id(G(A)). Portanto ⊕λ≥h(d,l,t)Iλ ⊆ Id(G(A)).
A seguir daremos dois resultados importantes, que serão fundamentais para demons-
trarmos adiante que cn(G(A)) é limitada superiormente.
Lembre-se que para toda partição λ ` n, dλ = χλ(1) é o grau do Sn-caracter irre-
dutível associado a λ. O próximo resultado segue da fórmula do gancho para dλ e do
Teorema 2.48.
Lema 4.9. Seja λ ` n, µ ` n′ , tal que µ ≤ λ. Se n− n′ ≤ c então dµ ≤ dλ ≤ ncdµ.
Demonstração: Primeiro note que é suﬁciente mostrarmos para c = 1, de fato, note
que se tivermos n
′
= n− 1, n′′ = n− 2 e λ ` n, µ ` n′ e η ` n′′ temos dµ ≤ dλ, dη ≤ dµ





onde hij é o comprimento do (i, j)-gancho de Dλ.
Como vimos é suﬁciente provar o lema para o caso c = 1, por isso podemos assumir
que n
′
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Portanto uma das desigualdades é satisfeita.
Para obtermos a outra desigualdade, vamos usar a segunda condição da regra de
Branching do Teorema 2.48. Vamos mostrar que dµ ≤ dλ.
Seja Sn−1 ≤ Sn e tome χλ o caracter irredutível de Sn associado à partição λ ` n.
Considere a restrição de χλ a Sn−1, então χλ ↓Sn−1∼=
∑
µ∈λ−
φµ, onde φµ são todos os
caracteres irredutíveis associados as partições µ ` n− 1, e λ− é o conjunto das partições
de n − 1 cujo diagrama é obtido a partir de Dλ retirando um box. Agora tome o grau
destes caracteres, então









E assim obtemos que dµ ≤ dλ para toda partição µ ∈ λ−, ou seja, para toda partição
µ ` n− 1, µ ≤ λ. Logo, a outra desigualdade é satisfeita.




dλ ≤ Cnr(d+ l)n.
Além disso, para algumas constantes a, b temos a seguinte igualdade assintótica
dh(d,l,k) 'n→∞ anb(d+ l)n
onde h(d, l, k) ` n.
Demonstração: Ver [2], seção 6.2, página 149.
Proposição 4.11. Seja A uma superalgebra de dimensão ﬁnita e seja p = max(p(0)+p(1))
como deﬁnido anteriormente em (4.2) no Lema 4.5. Então existem constantes C1, r1 > 0
dependendo apenas da dim A tais que cn(G(A)) ≤ C1nr1pn.
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Suponha que λ ` n é tal que λ ≥ h(d, l, t) com l + d = p + 1 e t = 2(m + 1)m + 1 onde
m = dimA. Então pelo Corolário 4.8, mλ = 0 para este λ, então Iλ ⊆ Id(G(A)). Segue
que qualquer diagrama Dλ com mλ 6= 0 em (4.3) encontra-se na união de alguns ganchos
inﬁnitos H(d, l), com l+d = p e um quadrado S×S onde S = 2(m+1)m+1+m = t+m
é uma constante que não depende de n, (veja a ﬁgura abaixo).
De fato, seja λ = (λ1, λ2, . . . ) e suponha primeiro que λi > t+m para algum i. Seja
d o maior inteiro tal que λd > t + m. Se d > p então λ ≥ h(p + 1, 0, t) e temos uma
contradição pelo Corolário 4.8, pois d+ l = p+ 1 + 0 = p+ 1 e t = 2(m+ 1)m+ 1 então
mλ = 0, o que é um absurdo, pois estamos supondo mλ 6= 0. Portanto d ≤ p.
Se λt+m+1 ≥ p− d+ 1 então o diagrama Dλ contém um subdiagrama Dµ, onde
µ = (t+m+ 1, . . . , t+m+ 1︸ ︷︷ ︸
d
, p− d+ 1, . . . , p− d+ 1︸ ︷︷ ︸
t+m+1−d
)
Desde que t + m + 1 − (p − d + 1) ≥ t e t + m + 1 − d ≥ t não é difícil veriﬁcar
que µ ≥ h(d, p − d + 1, t), então Dµ ⊇ Dh(d,p−d+1,t), e pelo Corolário 4.8 chegamos
num absurdo, pois d + p − d + 1 = p + 1 e t = 2(m + 1)m + 1 então mλ = 0. Logo
λt+m+1 < p−d+ 1 < p−d então λ está contido em H(d, p−d)∪ (S×S) como desejado.
Agora suponha que não existe maior inteiro d tal que λd > t + m. Assim podemos
assumir que λ1 ≤ t + m. Agora observe que λt+m+1 ≤ p, pois caso contrário teríamos
λ ≥ h(0, p+1, t) e novamente pelo Corolário 4.8 temos uma contradição, pois d+l = p+1
e t = 2(m + 1)m + 1 então mλ = 0. Logo λt+m+1 ≤ p, e isto nos diz que λ está contido
no gancho H(0, p) ∪ S × S e segue o desejado.
A propriedade acima provada diz que se mλ 6= 0, então o diagrama Dλ contém um
subdiagrama Dµ tal que Dµ ⊆ H(d, p − d) e, se λ ` n, µ ` n′ e µ ≤ λ temos que
n−n′ ≤ T = S2. Pelo Lema 4.9 dλ ≤ nTdµ. Denote por P o conjunto de todas partições
λ ` n tais que mλ 6= 0 em (4.3). Temos ainda que A. Berele e A. Regev em [1] mostraram
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que mλ é polinomialmente limitado, ou seja, existe k > 0 tal que mλ ≤ nk para toda

























′ ≤ nk+TCnrpnn(p+ 1).
Então cn(G(A)) ≤ C1nr1pn onde C1 = (p + 1)C, r1 = k + T + r + 1. Logo cn(G(A)) é
limitada superiormente.
4.3 Identidades e Identidades Graduadas
Nesta seção vamos explorar as relações entre as identidades multilineares graduadas
de uma superalgebra A e de sua envolvente de Grassmann G(A).
Vamos considerar a álgebra livre Z2-graduada F 〈X〉 deﬁnida no Capítulo 3, onde o
conjunto X = Y ∪Z, em que Y = {y1, y2, . . . } e Z = {z1, z2, . . . } são conjuntos disjuntos
enumeráveis. Considere F 〈Y, Z〉(0) o subespaço de F 〈Y, Z〉 gerado por todos os monômios
em X de grau par nas variáveis de Z e F 〈Y, Z〉(1) é o subespaço gerado por todos os
monômios de grau ímpar nas variáveis de Z. Então F 〈X〉 = F 〈Y, Z〉(0) .+ F 〈Y, Z〉(1).
Seja Pn1,n2 , n1, n2 ≥ 0 o espaço de todos os polinômios multilineares de F 〈Y, Z〉
nas variáveis y1, . . . , yn1 , z1, . . . , zn2 . A interseção Pn1,n2 ∩ Id(gr)(A) consiste de todas
identidades multilineares graduadas da superalgebra A, tendo grau n1 nas variáveis pares
e grau n2 nas variáveis ímpares. Deﬁnimos o seguinte isomorﬁsmo de espaços vetoriais,
∼: Pn1,n2 → Pn1,n2





ασ,W w0zσ(1)w1 . . . wn2−1zσ(n2)wn2 ,
com W = (w0, w1, . . . , wn2), onde w0, w1, . . . , wn2 são monômios possivelmente vazios em
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(−1)σασ,W w0zσ(1)w1 . . . wn2−1zσ(n2)wn2 .
Os grupos simétricos Sn1 e Sn2 agem de forma independente à esquerda sobre o
espaço Pn1,n2 , onde Sn1 permuta as variáveis y1, . . . , yn1 e Sn2 permuta as variáveis
z1, . . . , zn2 . Assim, sejam R1 = FSn1 , R2 = FSn2 as álgebras de grupos correspon-
dentes. Consideremos M1 um Sn1-módulo irredutível e M2 um Sn2-módulo irredutível.
Para b =
∑




Lema 4.12. Sejam a ∈ R1, b ∈ R2, f ∈ Pn1,n2 . Então:
1. f ≡ 0 é uma identidade graduada de G(A) se, e somente se, f˜ ≡ 0 é uma identidade
graduada de A;
2. b˜f = b˜f˜ , a˜f = af˜ , ˜˜b = b, ˜˜f = f ;
3. f é alternado em algumas variáveis z1, . . . , zm se, e somente se, f˜ é simétrico em
z1, . . . , zm.
Demonstração:
1. Sejam u1, . . . , un1 ∈ A(0), v1, . . . , vn2 ∈ A(1), elementos arbitrários homogêneos de
A e g1, . . . , gn1 ∈ G(0), h1, . . . , hn2 ∈ G(1) elementos arbitrários de G. Fixemos um
monômio pertencente a Pn1,n2
w = w0(y1, . . . , yn1)zσ(1) . . . zσn2wn2(y1, . . . , yn1)
e calculemos seu valor nos elementos, u1 ⊗ g1, . . . , un1 ⊗ gn1 , v1 ⊗ h1, . . . , vn2 ⊗
hn2 de G(A). Desde que os elementos g1, . . . , gn1 encontram-se no centro de G e
h1, . . . , hn2 ∈ G(1) anti-comutam entre si, obtemos
w(u1 ⊗ g1, . . . , vn2 ⊗ hn2) =
w0(u1, . . . , un1)vσ(1) . . . vσ(n2)wm(u1, . . . , un1)⊗ g1 . . . gn1hσ(1) . . . hσ(n2) =
(−1)σw0(u1, . . . , un1)vσ(1) . . . vσ(n2)wm(u1, . . . , un1)⊗ g1 . . . gn1h1 . . . hn2 .
Desta igualdade e pelo isomorﬁsmo visto acima, segue que
f(u1 ⊗ g1, . . . , un1 ⊗ gn1 , v1 ⊗ h1, . . . , vn2 ⊗ hn2) =
f˜(u1, . . . , un1 , v1, . . . , vn2)⊗ g1 . . . gn1h1 . . . hn2 = 0
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se, e somente se, f˜(u1, . . . , un1 , v1, . . . , vn2) = 0, pois podemos escolher g1, hj ∈ G
tais que g1 . . . gn1h1 . . . hn2 6= 0. Portanto concluímos que f é uma identidade de
G(A) se, e somente se, f˜ ≡ 0 em A.




ασ,W w0zσ(1)w1 · · ·wn2−1zσ(n2)wn2
e b =
∑











































(−1)σασ,W w0zσ(1)w1 . . . wn2−1zσ(n2)wn2












ασ,W w0zσ(1)w1 . . . wn2−1zσ(n2)wn2 = f.
As outras aﬁrmações no item (2) seguem de forma análoga.
3. Para demonstrar a última parte do lema observamos que, se f é alternado nas va-
riáveis z1, . . . , zm, temos τ(f(z1, . . . , zm, . . . )) = (−1)τf(z1, . . . , zm, . . . ), para toda
τ ∈ Sm. Sejam τ ∈ Sm uma permutação que age nas variáveis z1, . . . , zm, e
τ˜ ∈ Sn2 tais que τ˜(zi) = τ(zi) para todo i = 1, . . . ,m e τ˜(zj) = zj para todo
O PI-expoente de uma álgebra 71
j = m+ 1, . . . , n2. Assim, (−1)τ = (−1)τ˜ . Note que
τf(z1, . . . , zm, zm+1, . . . , zn2 , y1, . . . , yn1) =
f(zτ(1), . . . , zτ(m), zm+1, . . . , zn2 , y1, . . . , yn1) =
f(zτ˜(1), . . . , zτ˜(m), zτ˜(m+1), . . . , zτ˜(n2), y1, . . . , yn1) =





ασ,W w0zσ(1)w1 · · ·wn2−1zσ(n2)wn2 . Aplicando τ˜ em f e















(−1)τ˜ασ˜,W w0zσ˜(1)w1 · · ·wn2−1zσ˜(n2)wn2 ,
tais que τ˜σ = σ˜ e σ = τ˜−1σ˜. Assim, obtemos que os coeﬁcientes ατ˜−1σ˜,W =

























(−1)σ˜ασ˜,W w0zσ˜(1)w1 · · ·wn2−1zσ˜(n2)wn2 = f˜ .
Portanto f˜ é simétrico em z1, . . . , zm.
Analogamente, se f˜ é simétrico nas variáveis z1, . . . , zm, então f é alternado
nas variáveis z1, . . . , zm.
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No lema seguinte construímos polinômios multilineares associados a tabelas de Young
que não são identidades para a envolvente de Grassmann de alguma superalgebra sobre
um corpo F .
Lema 4.13. Seja B = B(0) + B(1) uma álgebra Z2-graduada sobre F e d = dimB(0),
l = dimB(1). Seja f(y1, . . . , ydr, z1, . . . , zls) ∈ Pdr,ls um polinômio que é alternado em r
subconjuntos disjuntos de variáveis {yi1, . . . , yid} ⊆ {y1, . . . , ydr}, 1 ≤ i ≤ r, e simétrico
em s subconjuntos disjuntos de variáveis {zi1, . . . , zil} ⊆ {z1, . . . , yls}, 1 ≤ i ≤ s. Se f /∈
Idgr(G(B)), então existem elementos idempotentes eTλ ∈ FSdr e eTµ ∈ FSls associados
as partições λ = (rd), µ = (ls) respectivamente, tais que eTλeTµf /∈ Idgr(G(B)), onde eTλ
age sobre y1, . . . , ydr e eTµ age sobre z1, . . . , zls.
Demonstração: Sejam n1 = dr e n2 = ls tais que f ∈ Pn1,n2 . Considere o FSn1-
módulo à esquerda gerado por f ∈ Pn1,n2 e sua decomposição em soma direta de FSn1-
submódulos irredutíveis. Desde que f /∈ Idgr(G(B)), existe uma tabela de Young Tλ, λ `
n1, tal que eTλf 6≡ 0 em G(B). Vamos considerar a ação de eTλ sobre as variáveis
y1, . . . , yn1 . Se λ1 ≥ r + 1 então eTλf é simétrico em pelo menos r + 1 variáveis entre





















 f . Pelo Teorema 2.63 temos que o polinômio f ′ = f1+· · ·+fk,



















Note que pela Observação 2.65 cada parcela
∑
σ∈RTλ
σfi é nula. Portanto o polinômio
eTλf = 0 em F 〈Y, Z〉. O que é uma contradição, pois eTλf 6≡ 0 em G(B).
Vamos assumir agora que h(Tλ) ≥ d + 1, onde h(Tλ) é altura do diagrama de λ.
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o polinômio e2f é alternado em algumas d+ 1 variáveis y
′
is, então também o polinômio
e2f˜ é alternado nas mesmas variáveis. Visto que dimB(0) = d, segue que e2f˜ ∈ Idgr(B).
Consequentemente eTλ f˜ ≡ 0 é também uma identidade graduada de B. Pelo Lema 4.12,
temos e˜Tλ f˜ = eTλ
˜˜
f = eTλf ≡ 0, é uma indentidade graduada de G(B).
Como n1 = dr, concluimos que eTλf /∈ Idgr(G(B)) apenas se Dλ o diagrama corres-
pondente à λ é um retângulo de d linhas e r colunas, isto é, λ = (rd).
Agora, considere o FSn2-submódulo à esquerda de Pn1,n2 gerado por f. De forma aná-
loga ao que ﬁzemos acima, existe uma tabela de Young Tµ com µ ` n2 tal que eTµf 6≡ 0
em G(B). Vamos considerar a ação de eTµ em f sobre as variáveis z1, . . . , zn2 .
Suponha primeiro que h(Tµ) ≥ s + 1 e escreva, como antes, eTµ = e1e2 onde
e1 =
∑
σ∈RTµ σ, e2 =
∑
τ∈CTµ (−1)ττ. Neste caso a ação de e2 em f ∈ Pn1,n2 nos dá
um polinômio alternado em pelo menos s + 1 variáveis z
′
is. Mas todas as variáveis
{z1, . . . , zn2} em f são divididas em s subconjuntos simétricos disjuntos. Novamente
pela Observação 2.65, temos que o polinômio e2f = 0 em F 〈Y, Z〉 e eTµf também é nulo.
Se por outro lado l(Tµ) ≥ l+1, então g = eTµf é simétrico em l+1 variáveis z′is. Pelo
Lema 4.12, g˜ é alternado nas mesmas l + 1 variáveis ímpares. Desde que dimB(1) = l,
temos que g˜ ∈ Idgr(B) então ˜˜g = g = eTµf ∈ Idgr(G(B)), é uma identidade graduada
de G(B).
Logo, eTµf /∈ Idgr(G(B)) somente se Dµ é um retangulo com s linhas e l colunas,
isto é, µ = (ls). Provamos que se f /∈ Idgr(G(B)) implica eTλeTµf /∈ Idgr(G(B)), onde
Dλ e Dµ são dois retângulos de tamanho r × d e l × s respectivamente.
4.4 superalgebras simples e suas envolventes de Gras-
smann
Nesta seção vamos exibir condições para que a envolvente de Grassmann de uma
superalgebra simples sobre um corpo algebricamente fechado não satisfaça identidades
correspondentes à tabelas de Young.
Lema 4.14. Seja B = B(0) + B(1) uma superalgebra simples sobre um corpo algebrica-
mente fechado F, onde d = dimB(0), l = dimB(1). Então para qualquer inteiro positivo t
existe uma partição λ tal que h(d, l, 2t− s) ≤ λ ≤ h(d, l, 2t), s = dimB, e uma tabela de
Young Tλ tal que G(B) não satisfaz uma identidade f ≡ 0 correspondente à Tλ (isto é:
Iλ 6⊆ Id(G(B))).
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Demonstração: Pelo Teorema 3.29, B é isomorfa a Mn,m(F ) com n ≥ m ≥ 0 ou a
Mn(F + cF ) onde c2 = 1.
Suponha primeiro que B ∼= Mn,m(F ). Por hipótese temos d = dimB(0), l = dimB(1),
então dimB = (n+m)2 = l+d. Desde que B é a álgebra de (n+m)×(n+m)-matrizes so-
bre F , para todo t ≥ 1 existe um polinômio multilinear f = f(x11, . . . , x1d+l, . . . , x2t1 , . . . , x2td+l)
em 2t(d + l) variáveis tal que f é alternado nas variáveis xi1, . . . , x
i
d+l para todo i =
1, . . . , 2t e f /∈ Id(B) (ver [2], teorema 5.7.4). Esta referência nos mostra que existe
um polinômio central de Mn,m(F ), que não é uma identidade polinomial com 2(n+m)2
variáveis. Seja E uma base homogênea da álgebra Z2-gradauada B. Então |E| = d + l
e, para todo i, precisamos substituir todos os elementos de E nas variáveis xi1, . . . , x
i
d+l,
a ﬁm de obter um valor não-nulo para f . As variáveis xij com j = 1, . . . , d+ l, devem ser
substituídas por elementos diferentes. Vamos considerar as variáveis que serão substituí-
das por elementos pares (ímpares) de E como variáveis pares (ímpares) respectivamente.
Isto signiﬁca que após reordenarmos e renomearmos todas as variáveis de f , podemos
dizer que
f = f(y11, . . . , y
1
d, . . . , y
2t




1 , . . . , z
1
l , . . . , z
2t
1 , . . . , z
2t
l )
não é uma identidade graduada de B onde yji são variáveis pares e z
j
i são variáveis
ímpares. Pelo Lema 4.12, f˜ não é uma identidade graduada de G(B). Além disso para
cada i = 1, . . . , 2t, desde que f é alternado em yi1, . . . , y
i
d e em z
i
1, . . . , z
i
l , o polinômio f˜
é alternado nas variáveis yi1, . . . , y
i
d e simétrico nas variáveis z
i
1, . . . , z
i
l .
Sejam n1 = 2td, n2 = 2tl. Então f˜ ∈ Pn1,n2 e pelo Lema 4.13 existem eTλˆ ∈ R1 =
FSn1 , eTµˆ ∈ R2 = FSn2 , λˆ = ((2t)d), µˆ = (l2t) tais que g = eTλˆeTµˆ f˜ 6≡ 0 em G(B).
Se l = 0 então g = eTλˆ f˜ = eTλˆf é a não-identidade desejada, desde que λˆ = ((2t)
d) =
h(d, 0, 2t). Portanto, podemos assumir que l > 0.
SejaM o R1⊗R2 submódulo de Pn1,n2 gerado por g. EntãoM é isomorfo ao produto
tensorial M1 ⊗M2 onde M1 = R1eTλˆ , M2 = R2eTµˆ . Se escrevermos n = n1 + n2, então
Pn1,n2 ⊆ Pn. Vamos considerar M¯ o FSn-submódulo de Pn gerado por M. Seja
M¯ = M¯1 ⊕ · · · ⊕ M¯k
sua decomposição em FSn-módulos irredutíveis. Além disso M¯ ∼= (M1 ⊗M2) ↑ FSn =
M1⊗ˆM2. Usando análise combinatória e aplicando a regra de Littlewood-Richardson
(ver [1]), podemos obter que todo M¯i é associado ao diagrama de Young Dλ, tal que
h(d, l, 2t − s) ≤ λ ≤ h(d, l, 2t), onde s = max(l, d). Portanto, λ ≥ h(d, l, 2t − s) para
s = dimB. Uma vez que M¯ não está contido no T -ideal de identidades ordinárias (não
graduadas) de G(B), segue que para algum polinômio multilinear u ∈ M¯ e alguma tabela
Tλ, devemos ter eTλu 6≡ 0 em G(B). Assim completamos a prova do lema para o caso
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B = Mn,m(F ).
O próximo caso vamos considerar B = Mn(F + cF ), B(0) = Mn(F ), B(1) = cMn(F )




1, . . . , x
1
d, . . . , x
2t
1 , . . . , x
2t
d )
um polinômio multilinear que é alternado nas variáveis xi1, . . . , x
i
d, i = 1, . . . , 2t e f0 /∈
Id(Mn(F )). Além disso f0 é um polinômio central. Se deﬁnirmos,
f = f0(y
1
1, . . . , y
1
d, . . . , y
2t




1 , . . . , z
1
l , . . . , z
2t
1 , . . . , z
2t
l ),
obtemos que f não é uma identidade graduada de B. Portanto f˜ não é uma identidade
de G(B). Utilizando os mesmos argumentos para o polinômio f como no caso anterior
completamos a prova.
Lema 4.15. Seja B = B(0) + B(1) uma superalgebra simples de dimensão ﬁnita so-
bre um corpo algebricamente fechado F. Se B = Mn,m(F ), então para qualquer elemento
homogêneo não-nulo b ∈ B e para qualquer matriz unitária Eij, existem elementos homo-
gêneos a1, d1 ∈ B tais que a1bd1 = Eij. Se B = Mn(F + cF ), c2 = 1, podemos encontar
elementos homogêneos a1, a2, d1, d2 ∈ B = Mn(F + cF ) tais que a1bd1 = Eij ∈ B(0) e
a2bd2 = cEij ∈ B(1).
Demonstração: Primeiro suponha que B = Mn,m(F ), tome b ∈ B, b 6= 0, então
b =
∑n





















Para o caso em que B = Mn(F + cF ), podemos determinar elementos a1, d1 ∈
Mn(F + cF ) tais que a1bd1 = Eij.
Tome b ∈ B, com b 6= 0, então b =
n∑
σ,τ=1
(δστ + cγστ )Eστ 6= 0. Observamos que se b é
homogêneo então para alguns α, β temos δ2αβ − γ2αβ 6= 0.
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Considerando os seguintes elementos a1 =
Eiα(δαβ−cγαβ)
δ2αβ−γ2αβ























E consequentemente, podemos determinar elementos a2, d2 ∈ Mn(F + cF ) tais que
a2bd2 = cEij, onde a2 = a1 e d2 = cd1.
Observação 4.16. Temos que o conjunto {Eij | i, j = 1, . . . , n + m} forma uma base
para a superalgebra B = Mn,m(F ) e o conjunto {Eij, cEij | i, j = 1, . . . , n} forma uma
base para a superalgebra B = Mn(F + cF ).
Se A é uma álgebra Z2-graduada de dimensão ﬁnita sobre F , então A = B + J,
B = A1 ⊕ · · · ⊕ Ar onde A1, . . . , Ar são subálgebras Z2-graduadas simples de A e J é o
radical de Jacobson de A. Como vimos antes, consideremos um produto não-nulo
B1JB2J . . . JBk 6= 0 (4.4)
onde B1, . . . , Bk são subálgebras distintas do conjunto {A1, . . . , Ar}.
Lema 4.17. Seja A uma álgebra Z2-graduada de dimensão ﬁnita sobre um corpo al-
gebricamente fechado F . Suponha que B1JB2J . . . JBk 6= 0. Sejam f1, . . . , fk polinô-
mios multilineares em conjuntos distintos de variáveis tais que para todo i = 1, . . . , k,
fi /∈ Id(G(Bi)). Então o polinômio multilinear
u1f1v1w1u2f2v2w2 . . . wk−1ukfkvk
onde u1, v1, w1, . . . , wk−1, uk, vk são novas variáveis, não é um identidade de G(A).
Demonstração: Por (4.4) existem elementos homogêneos b1 ∈ B1, . . . , bk ∈ Bk, e1, . . . , ek−1 ∈
J tais que:
b1e1b2e2 . . . ek−1bk 6= 0. (4.5)
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em A. Como as álgebras Bi, i = 1, . . . , k são superalgebras simples de dimensão ﬁnita,
então pelo Teorema 3.29 estas álgebras são tais que Bi ∼= Msi(F ), Bi ∼= Msi,ti(F ) ou
Bi ∼= Msi(F + cF ). Então podemos escolher os elementos b′is como sendo as matri-
zes elementares Eij no caso em que B = Ms(F ) ou B = Ms,t(F ), e Eij ou cEij no
caso em que B = Ms(F + cF ), que por sua vez formam uma base para estas álge-
bras. Para todo i = 1, . . . , k, escreva fi = fi(xi1, . . . , x
i
ni
). Uma vez que fi não é uma
identidade de G(Bi), existem elementos homogêneos x¯i1, . . . , x¯
i
ni
∈ Bi, gij ∈ G tais que
fi(x¯
i
1 ⊗ gi1, . . . , x¯ini ⊗ gini) 6= 0.
Suponha que xij seja uma variável par no polinômio fi se x¯
i
j ∈ B(0)i e xij seja uma
variável ímpar no caso em que x¯ij ∈ B(1)i . A partir do polinômio fi vamos obter assim




1 ⊗ gi1, . . . , x¯ini ⊗ gini) = f˜i(x¯i1, . . . , x¯ini)⊗ gi1 . . . gini .
Desde que fi 6∈ Id(G(Bi)) segue que f˜i(x¯i1, . . . , x¯ini) = b¯i 6= 0, para algum b¯i ∈ Bi. Temos
que b¯i é um elemento homogêneo com respeito a Z2-graduação. Pelo Lema 4.15, pode-
mos escolher elementos homogêneos ai, di ∈ Bi tais que aib¯idi = bi. Assim o polinômio
uif˜ivi assume o valor bi avaliando ui, xi1, . . . , x
i
ni






i, ti elementos de G de mesmo grau homogêneo que ai, di, ei na Z2-graduação,
respectivamente. Então para i = 1, . . . , k − 1, obtemos
(ai ⊗ hi)fi(x¯i1 ⊗ gi1, . . . , x¯ini ⊗ gini)(di ⊗ h
′
i)(ei ⊗ ti) =
(ai ⊗ hi)(f˜i(x¯i1, . . . , x¯ini)⊗ gi1 . . . gini)(di ⊗ h
′
i)(ei ⊗ ti) =
aif˜i(x¯
i





ei ⊗ higi1 . . . ginih
′
iti = biei ⊗ higi1 . . . ginih
′
iti.
De forma análoga para i = k obtemos










⊗hkgk1 . . . gknkh
′
k = bk ⊗ hkgk1 . . . gknkh
′
k.





i ∈ G tais que
h1g
1












2t2 . . . tk−1hkg
k





k 6= 0. (4.6)
Consequentemente, por (4.5) e (4.6) o polinômio u1f1v1w1u2f2v2w2 . . . wk−1ukfkvk as-
sume um valor não-nulo em ui = ai ⊗ hi, vi = di ⊗ h′i, wi = ei ⊗ ti, xji = x¯ji ⊗ gji , pois
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depois da substituição obtemos o seguinte produto:









2t2 . . . tk−1hkg
k






que é não-nulo. E assim completamos a prova.
4.5 Colando tabelas de Young
Sejam λ1 ` n1, λ2 ` n2, . . . , λk ` nk partições dadas e suponha que elas satisfazem
as seguintes condições
h(di, li, ti − si) ≤ λi ≤ h(di, li, ti), i = 1, . . . , k, (4.7)
e
ti − si ≥ ti+1 + li+1, ti+1 + di+1, i = 1, . . . , k − 1. (4.8)
Sejam D1 = Dλ1 , D2 = Dλ2 , . . . , Dk = Dλk os correspondentes diagramas de Young.
Por (4.7), o comprimento das primeiras di linhas de Di é maior que li + ti − si e menor
que li + ti. De modo análogo, o comprimento das primeiras li colunas (se li > 0) é maior
que di + ti − si e não maior que di + ti. A desigualdade (4.8) signiﬁca que se colarmos
as primeiras linhas de Di+1 à (di + 1)-ésima linha de Di e a segunda linha de Di+1 à
(di + 2)-ésima linha de Di e assim por diante, então vamos obter como resultado um
novo diagrama de Young DiFDi+1 com ni + ni+1 boxes.
Considere o diagrama Dλ = D1FD2F . . .FDk obtido pela "colagem"dos
D1, D2, . . . , Dk como segue abaixo (veja a ﬁgura). Note que, λ ≤ h(d, l, t) onde
l = l1 + · · · + lk, d = d1 + · · · + dk e t ≥ t1 + l1 − l, t1 + d1 − d. Por outro lado,
λ ≥ h(d, l, tk − sk).
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Seja agora T1, . . . , Tk quaisquer tabelas de Young associadas à λ1, . . . , λk respectiva-
mente. Se λ1, . . . , λk satisfazem (4.7) e (4.8) acima, podemos colar as tabelas de uma
forma semelhante: se αuv é a entrada aparecendo na posição (u, v) de Ti, escrevemos
Ti = Di(αuv). Para todo i = 2, . . . , k adicionamos agora n1 + · · · + ni−1 à todas as
entradas de Ti, obtendo desta maneira uma nova tabela Di(αuv + n1 + · · · + ni−1). Se
T1 = D1(αuv), T2 = D2(βuv), . . . , Tk = Dk(γuv), deﬁnimos então
Tλ = T1FT2F . . .FTk
= D1(αuv)FD2(βuv + n1)F . . .FDk(γuv + n1 + · · ·+ nk−1).
É evidente que a tabela assim obtida tem como entradas os números distintos
1, 2, . . . , n, onde n = n1 + · · ·+ nk.
Deﬁna N1 = {1, . . . , n1} e para 2 ≤ i ≤ k, Ni = {n1 + . . . ni−1 + 1, . . . , n1 + · · ·+ni}.
Assim, N = {1, . . . , n} é a união disjunta N = N1∪· · ·∪Nk. Para i = 1, . . . , k, tomamos
Sni como o grupo de permutação agindo sobre o conjunto Ni, de modo que podemos con-
siderar as álgebras de grupo FSn1 , . . . , FSnk imersas em FSn, FSn1⊗· · ·⊗FSnk ⊆ FSn.
Precisamos relacionar o elemento idempotente essencial eTλ à eT1 , . . . , eTk , isto será
feito no lema seguinte.
Lema 4.18. Suponha que λ1, . . . , λk satisfazem as condições (4.7) e (4.8) e sejam
T1, . . . , Tk as tabelas de Young correspondentes. Se Tλ = T1F . . .FTk, então
eTλ = eT1 · · · eTk + b
onde b é uma combinação linear de elementos σ ∈ Sn tais que σ(Ni) 6⊆ Ni para algum
1 ≤ i ≤ k.
Demonstração: Seja E = {σ ∈ Sn| σ(Ni) ⊆ Ni para todo i = 1, . . . , k}. Claro que
E ∼= Sn1 × · · · × Snk , Sni age sobre Ni para todo i = 1, . . . , nk. Precisamos veriﬁcar que
eTλ − eT1 . . . eTk =
∑
σ∈Sn\E






onde RTλ é um subgrupo de Sn das permutações nas linhas de Tλ e CTλ é o subgrupo
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das permutações nas colunas de Tλ. Denote por R = RTλ ∩ E, C = CTλ ∩ E e
Ri = {σ ∈ RTλ | σ(x) = x, ∀x ∈ N\Ni},
Ci = {σ ∈ CTλ | σ(x) = x, ∀x ∈ N\Ni}.













e w contém todos os termos restantes do lado direito de (4.9). Vamos mostrar que
u = eT1 . . . eTk e w é uma combinação linear de σ /∈ E.
Primeiramente note que qualquer σ ∈ R tem uma decomposição única σ = σ1 . . . σk
onde σi ∈ Ri, i = 1, . . . , k.
Por outro lado, se σ1, . . . , σk são algumas permutações de R1, . . . , Rk respectiva-
mente, então σ = σ1 . . . σk encontra-se em R. De fato, σi ∈ RTλ para todo i = 1, . . . , k,























(−1)τ1...τkτ1 . . . τk =
∑
τ1∈C1,...,τk∈Ck












Desde que, se ai ∈ FSni e aj ∈ FSnj , então aiaj = ajai, para quaisquer 1 ≤ i, j ≤ k tais











































= eT1 . . . eTk .


















Tome τ ∈ CTλ\E e σ ∈ RTλ . Então para este τ existe i tal que τ(x) ∈ Nj para algum
x ∈ Ni, com j < i. Suponha que x encontra-se na m-ésima linha de Tλ. Então como
τ ∈ CTλ , τ(x) ﬁca na mesma coluna que x, então τ(x) encontra-se em uma linha superior
(digamos n-ésima linha) de Tλ, desde que τ(x) ∈ Nj e j < i. Pela construção de Tλ
todas as entradas da q-ésima linha pertencem N1 ∪ · · · ∪ Nj. Assim στ(x) = σ(τ(x)) ∈
N1 ∪ · · · ∪Nj, então στ(x) /∈ Ni para todo σ ∈ RTλ . Logo στ /∈ E.
Por outro lado, se τ ∈ CTλ ∩ E e σ ∈ RTλ\E, então στ /∈ E visto que E é um
subgrupo de Sn e τ ∈ E. Deste modo, temos w =
∑
σ˜ /∈E ασ˜σ˜ e assim completamos a
prova.
4.6 Calculando o limite inferior da cn(G(A)).
Nesta seção vamos determinar um limite inferior para a sequência de codimensões
da envolvente de Grassmann G(A) de uma superalgebra A de dimensão ﬁnita sobre
um corpo algebricamente fechado F de característica zero. Como antes, vamos assumir
sempre que quando o grupo simétrico Sn age sobre um polinômio multilinear em m ≥ n
variáveis, ele age apenas nas primeiras n variáveis.
Lema 4.19. Seja A uma álgebra Z2-graduada de dimensão ﬁnita sobre um corpo F
algebricamente fechado com radical de Jacobson J. Sejam B1, . . . , Bk distintas subálgebras
Z2-graduadas simples de A tais que B1JB2 . . . JBk 6= 0 e sejam d = dim(B(0)1 ⊕· · ·⊕B(0)k ),
l = dim(B
(1)
1 ⊕· · ·⊕B(1)k ). Então, para qualquer inteiro positivo t ≥ 2 dimA existe λ ` n
tal que h(d, l, 2t − s) ≤ λ ≤ h(d, l, 2t), s = 4 dimA, e para alguma tabela Tλ, eTλf /∈
Id(G(A)) para algum polinômio multilinear f com n ≤ degf ≤ n+ 3 dimA.
Demonstração: Denotemos por di = dimB
(0)
i , li = dimB
(1)
i , para i = 1, . . . , k. Então
d = d1 + · · · + dk, l = l1 + · · · + lk. Pelo Lema 4.14, temos que, para qualquer inteiro
ti, existem uma partição λi tal que h(di, li, 2ti − si) ≤ λi ≤ h(di, li, 2ti), onde di, li ≤
si = dimBi, e uma tabela Ti correspondente à λi, tal que gi /∈ Id(G(Bi)) para algum
polinômio multilinear gi correspondente à Ti, com i = 1, . . . , k.
Escolhemos t1, . . . , tk pela seguinte regra. Seja t1 = t ≥ 2 dimA arbitrário. Denote
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qi = si−1 +max {li, di}, i = 2, . . . , k, e seja q′i = qi se qi é par e q′i = qi + 1 se qi é ímpar.
Então deﬁna 2ti+1 = 2ti − q′i+1, i = 1, . . . , k − 1. Segue que
2ti − si = 2ti+1 + q′i+1 − si ≥ 2ti+1 +max{li+1, di+1}.
Pelas escolhas feitas acima, vejamos que λ1, . . . , λk satisfazem as desigualdades (4.7) e
(4.8) com t1, . . . , tk substituídos por 2t1, . . . , 2tk, respectivamente.
Agora colamos as tabelas T1, . . . , Tk correspondentes as partições λ1, . . . , λk res-
pectivamente, como mostrado na seção anterior. Obtemos assim uma tabela Tλ =
T1F . . .FTk associada à particão λ, satisfazendo h(d, l, 2tk − sk) ≤ λ ≤ h(d, l, u) para
todo u ≥ 2t1 + l1 − l, 2t1 + d1 − d. Podemos agora calcular
2t1 − 2tk =
k−1∑
i=1





i+1) ≤ k +
k−1∑
i=1




≤ k + 2dim(B1 ⊕ · · · ⊕Bk) ≤ 3dimA.
Por isso, 2tk − sk ≥ 2t− 3 dimA− sk ≥ 2t− 4 dimA. Então, λ satisfaz as desigualdades
h(l, d, 2t − 4 dimA) ≤ λ ≤ h(d, l, 2t), pois 2t ≥ 2t1 + l1 − l e 2t ≥ 2t1 + d1 − d, já que
l1 ≤ l, d1 ≤ d e t = t1.
Para todo i = 1, . . . , k, seja Ti a tabela correspondente à λi tal que gi /∈ Id(G(Bi)),
para algum polinômio multilinear correspondente à Ti (ver Lema 4.14) e seja ni = deg gi.
Escreva n = n1+· · ·+nk e seja {1, . . . , n} = N1∪· · ·∪Nk, onde os N ′i s são deﬁnidos como
na seção anterior. Para todo i = 1, . . . , k, denotemos por fi o polinômio multilinear gi
escrito nas novas variáveis do conjunto {xj| j ∈ Ni}, ou seja, f1 = g1(x1, . . . , xn1), f2 =
g2(xn1+1, . . . , xn1+n2), . . . , fk = gk(xn1+···+nr−1+1 , . . . , xn1+···+nr−1+nk).
Agora construímos o seguinte polinômio multilinear
f = u1f1v1w1u2f2v2w2 . . . wk−1ukfkvk,
obtido pela colagem das tabelas Ti, onde ui, vi, wi são novas variáveis. Pelo Lema 4.17
f /∈ Id(G(A)), segue que f é não-nulo em algumas substituições θ(wi) = w¯i, θ(ui) = u¯i,
θ(vi) = v¯i, θ(xi) = x¯i onde w¯1, . . . , w¯k−1 ∈ J⊗G, u¯i, v¯i ∈ Bi⊗G e x¯j ∈ Bi⊗G se j ∈ Ni.
Tal que θ(f) 66= 0. Note que degf = n + 3k − 1 ≤ n + 3 dimA, e assim obtemos o grau
desejado.
Para completar a prova do lema devemos mostrar que eTλf /∈ Id(G(A)). De fato,
considere para o polinômio eTλf a mesma substituição θ. Então pelo Lema 4.18
eTλf = (eT1 . . . eTkf) + (bf)
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e assim,
θ(eTλf) = θ(eT1 · · · eTkf) + θ(bf),
onde b é uma combinação linear de elementos σ ∈ Sn que "embaralham"os conjuntos




algum µi ∈ Q, µi 6= 0 e como fi é um polinômio multilinear correspondente à Ti, então
fi = eTif
′
i para algum f
′




i = µifi. Como
cada eTi age independentemente em fi, segue que θ(eT1 . . . eTkf) = µ1 · · ·µkθ(f) 6= 0,
pois µi 6= 0 para todo i = 1, . . . , k e θ(f) 6= 0.
Por outro lado, precisamos mostrar que o elemento θ(bf) é igual a zero em G(A).
Seja σ ∈ Sn tal que σ(Ni) 6⊂ Ni para algum 1 ≤ i ≤ k. Então σ(j) ∈ Nq para algum
j ∈ Ni, q 6= i. Isto signiﬁca que θ(σfi) pertence à G(Bq). Temos que
θ(σf) = u¯1θ(σf1)v¯1w¯1 · · · θ(σfk)v¯k = 0,
desde que u¯iθ(σfi) ∈ G(Bi)G(Bq) ⊆ BiBq ⊗G = 0, i 6= q. Portanto, θ(bf) = 0 em G(A)
e assim completamos a prova.
Como resultado do lema anterior temos a seguinte proposição. Vamos mostrar que
cn(G(A)) de uma álgebra A de dimensão ﬁnita sobre um corpo algebricamente fechado
é limitada inferiormente.
Proposição 4.20. Seja A uma álgebra de dimensão ﬁnita sobre um corpo algebricamente
fechado de característica zero. Seja p = max (p(0) + p(1)) como deﬁnido em (4.1).
Então existem constantes C2, r2 > 0 dependendo somente da dimA tais que cn(G(A)) ≥
C2n
r2pn, para n suﬁcientemente grande.
Demonstração: Recorde que A = A1⊕ · · ·⊕Ar + J onde A1, . . . , Ar são superalgebras
simples, e p = max dimF (B1 ⊕ · · · ⊕ Bk), onde B1, . . . , Bk são superalgebras distintas
do conjunto {A1, . . . , Ar} com B1JB2J . . . JBk 6= 0. Sejam
d = dim(B
(0)
1 ⊕ · · · ⊕B(0)k ) , l = dim(B(1)1 ⊕ · · · ⊕B(1)k )
e m = dimA. Para qualquer N > 5m2 + 3m, ao dividir N − dl − 3m por 2p obtemos
N = 2tp+dl+3m+r, para algum t > 2m e 0 ≤ r < 2p, onde t é o quociente e r é o resto
da divisão. Notemos que de fato ocorre t > 2m, pois N−dl−3m ≥ N−m2−3m > 4m2
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Considere as partições
h(d, l, 2t) = (l + 2t, . . . , l + 2t︸ ︷︷ ︸
d
, l, . . . , l︸ ︷︷ ︸
2t
),
do número |h(d, l, 2t)| = d(l + 2t) + 2tl = dl + 2t(d+ l) = dl + 2tp, e h(d, l, 2t− 4m) do
número |h(d, l, 2t− 4m)| = 2tp+ dl − 4mp.
Pelo Lema 4.19, existem n com 2tp+ dl− 4mp ≤ n ≤ 2tp+ dl, e uma partição λ ` n
com h(d, l, 2t − 4m) ≤ λ ≤ h(d, l, 2t), tal que eTλf /∈ Id(G(A)), para alguma tabela Tλ
e um polinômio multilinear f com n ≤ degf = c ≤ n + 3m. Temos que c ≤ N , pois
c ≤ n+ 3m ≤ 2tp+ dl + 3m = N − r ≤ N , (r ≥ 0).
Agora construímos o polinômio f
′
= fxc+1 · · ·xN , onde xc+1, . . . , xN são novas variá-
veis distintas em f . Pelo prova do Lema 4.17 e pelo Lema 4.19, existe uma substituição
em eTλf tal que θ(eTλf) = a ⊗ g, com a ∈ B1JB2J . . . JBk 6= 0 e 0 6= g ∈ G. Vamos
considerar as mesmas substituições θ para variáveis x1, . . . , xc do polinômio f , e para
xc+1 = 1B ⊗ gc+1, . . . , xN = 1B ⊗ gN , gi ∈ G(0). Esta substituição para o polinômio eTλf ′
nos dá o resultado
θ(eTλf
′
) = θ(eTλf)θ(xc+1 · · ·xN) = (a⊗g)(1B⊗gc+1) · · · (1B⊗gN) = a⊗ggc+1 · · · gN 6= 0,
pois podemos escolher gi de forma que ggc+1 · · · gN 6= 0. Assim, temos que eTλf ′ 6∈
Id(G(A)). Então FSneTλf









onde Iµ é o ideal bilateral de FSN correspondente a µ. Por isso, existe µ ≥ λ e uma
tabela Tµ tal que FSNeTµf




mµdµ ≥ dµ ≥ dh(d,l,2t−4m),
pois temos µ ` N , λ ` n e µ ≥ λ ≥ h(d, l, 2t−4m), consequentemente dµ ≥ dh(d,l,2t−4m).
Note que, N− | h(d, l, 2t − 4m) |= 2tp + dl + 3m + r − (2tp − 4mp + dl) = 4mp +
3m + r < 4m2 + 3m + 2p < 4m2 + 3m + 2m = 4m2 + 5m. Como h(d, l, 2t− 4m) ≤ µ e
N − |h(d, l, 2t− 4m)| < 4m2 + 5m, pelo Lema 4.9
dh(d,l,2t−4m) ≤ dµ ≤ N4m2+5mdh(d,l,2t−4m).
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E pelo Lema 4.10 obtemos a seguinte igualdade assintótica,
dh(d,l,2t−4m) 'N→∞ aN b(d+ l)N = aN bpN
para algumas constantes a, b. Agora relacionando estes dois resultados, temos que a




mµdµ ≥ dµ ≥ dh(d,l,2t−4m)
' aN bpN .
Portanto cN(G(A)) ≥ C2N r2pN , para algumas constantes C2, r2 dependendo de m,
onde C2 = a, r2 = b.
Observação 4.21. No Lema 4.5 mostramos que cn(G(A)) é limitada superiormente e
no Lema 4.20 que é limitada inferiormente.
4.7 Resultado principal. Existência do PI-expoente.
Nesta seção vamos provar o resultado principal do trabalho. Provaremos que o expo-
ente de qualquer PI-ágebra sobre um corpo de característica zero coincide com o inteiro
deﬁnido em (4.2), e vamos calcular o expoente de algumas álgebras importantes.
Teorema 4.22. Seja A uma PI-álgebra sobre qualquer corpo F de característica zero.
Então exp(A) existe e é um inteiro.
Demonstração: Se K é uma extensão do corpo F , pelo Teorema 3.4 temos cn(A) =
cKn (A ⊗F K). Portanto podemos assumir sem perda de generalidade que F é um corpo
algebricamente fechado, pois assim teremos cn(A) = cF¯n (A ⊗F F¯ ), onde F¯ é o fecho
algébrico de F . pelo Teorema 3.43 existe uma superalgebra de dimensão ﬁnita B sobre
F tal que Id(A) = Id(G(B)). Então cn(A) = cn(G(B)) para todo n ≥ 1. pelas
Proposições 4.11 e 4.20 temos que cn(G(B)) é limitada inferiormente e superiormente,
ou seja, existem constantes C1, C2, r1, r2 que dependem somente da dimensão de B tais
que C2nr2pn ≤ cn(G(B)) ≤ C1nr1pn. Agora, aplicando em ambos lados das desigualdade
n






cn(G(B)) = p. Mas isto corresponde ao
PI-expoente de G(B). Portanto o expoente de A existe e é um inteiro.
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Observe que expoente da envolvente de Grassmann de uma álgebra de dimensão
ﬁnita sobre um corpo algebricamente fechado é igual ao inteiro deﬁnido em 4.1.
A seguir vamos calcular o expoente para algumas álgebras importantes.
Uma álgebra A é dita verbalmente prima, se ela gera uma variedade prima, isto é, se
Id(A) é verbalmente primo, ou seja, para quaisquer T -ideais I1, I2 o fato I1I2 ⊆ Id(A)
implica que I1 ⊆ Id(A) ou I2 ⊆ Id(A). É conhecido que as álgebras F 〈X〉 , Mk(F ),
Mk(G) e Mk,l(G), l, k > 0 são verbalmentes primas.
A.R.Kemer em [5], caracterizou os T -ideais verbalmente primos sobre um corpo
de característica zero, e provou que o estudo de T -ideais verbalmente primos pode ser
reduzido a T -ideais de identidades das álgebras verbalmente primas deﬁnidas acima.
Observação 4.23. 1. Seja A uma álgebra de dimensão ﬁnita sobre F. Então A pode
ser considerada como uma álgebra com Z2-graduação trivial. Neste caso
G(A) = A⊗G(0) + 0⊗G(1) = A⊗G(0).
Então Id(A) = Id(G(A)), uma vez que G(0) = Z(G) é uma álgebra comutativa,
não nilpotente sobre F . Segue que cn(A) = cn(G(A))⇒ exp(A) = exp(G(A)).
2. Se A = A1 ⊕ · · · ⊕ Ar é uma superalgebra semissimples de dimensão ﬁnita então
J(A) = 0, onde A1, . . . , Ar são superalgebras simples. Para que a equação (4.1)
seja setisfeita, temos que r = 1. Assim exp(A) = max1≤i≤r{dimFAi}.
3. Se A é uma superalgebra simples de dimensão ﬁnita, o PI-expoente exp(G(A)) =
dimFA.
Vamos calcular o PI-expoente das álgebras verbalmentes primas.
Exemplo 4.24. exp(Mk(F )) = exp(G(Mk(F ))) = exp(Mk(G(0))) = dim(Mk(F )) = k2,
onde Mk(F ) é uma superalgebra simples.
Exemplo 4.25. Mk(G) = Mk(F )⊗G(0) +Mk(F )⊗G(1) é a envolvente de Grassmann da
superalgebra Mn(F + cF ), com c2 = 1. Assim, exp(Mk(G)) = dim(Mk(F ) + cMk(F )) =
2k2.
Exemplo 4.26. Particularmente no Exemplo 4.25, para o caso em que k = 1, temos
exp(M1(G)) = exp(G) = 2.
Exemplo 4.27. Mk,l(G) ∼= M (0)k,l (F ) ⊗ G(0) + M (1)k,l (F ) ⊗ G(1) é a envolvente de Gras-
smann da superalgebra simples Mk,l(F ) com graduação (M
(0)
k,l (F ), M
(1)
k,l (F )). Assim,
exp(Mk,l(G)) = dimM
(0)
k,l (F ) + dimM
(1)
k,l (F ) = (k + l)
2, pois Mk,l(F ) é uma superalgebra
simples.
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Exemplo 4.28. Seja
UT (d1, . . . , dm) =

Md1 (F ) B12 · · · B1m










a11 a12 · · · a1dj








em que akt ∈ F para qualquer k = 1, . . . , di, t = 1, . . . , dj e i < j. A álgebra














+ . . .
.
+ B(m−1)m
é um ideal bilateral e nilpotente de UT (d1, . . . , dm).
Corolário 4.29. exp (UT (d1, . . . , dm)) = d21 + . . .+ d
2
m.
Demonstração: B = UT (d1, . . . , dm) ∼= Md1 (F ) ⊕ . . . ⊕Mdm (F )
.
+ J (B). Considere
qi = d1 + . . .+ di e observe que o seguinte produto:
eq1,q1eq1,q1+1eq1+1,q2eq2,q2+1 · · · eqm−1,qm−1+1eqm−1+1,qm 6= 0
é não nulo, em que eq1,q1 ∈ Mq1(F ), eqi,qi+1 ∈ J, ∀ i = 1, . . . ,m − 1, eqi−1+1,qi ∈
Mdi(F ), ∀ i = 1, . . . ,m. Logo,
d1
2 + . . .+ dm
2 = dimF (Md1 (F )⊕ . . .⊕Mdm (F )) = exp (B) .
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