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Abstract
We identify the ballistically and diffusively rescaled limit distribution of the second class
particle position in a wide range of asymmetric and symmetric interacting particle systems
with established hydrodynamic behavior, respectively (including zero-range, misanthrope
and many other models). The initial condition is a step profile which, in some classical
cases of asymmetric models, gives rise to a rarefaction fan scenario. We also point out a
model with non-concave, non-convex hydrodynamics, where the rescaled second class par-
ticle distribution has both continuous and discrete counterparts. The results follow from a
substantial generalization of P. A. Ferrari and C. Kipnis’ arguments (“Second class particles
in the rarefaction fan”, Ann. Inst. H. Poincaré, 31, 1995) for the totally asymmetric simple
exclusion process. The main novelty is the introduction of a signed coupling measure as
initial data, which nevertheless results in a proper probability initial distribution for the
site of the second class particle and makes the extension possible. We also reveal in full
generality a very interesting invariance property of the one-site marginal distribution of the
process underneath the second class particle which in particular proves the intrinsicality of
our choice for the initial distribution. Finally, we give a lower estimate on the probability of
survival of a second class particle-antiparticle pair.
Keywords. second class particle, limit distribution, rarefaction fan, shock, hydrodynamic limit,
collision probability.
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1 Introduction
This paper studies the behavior of second class particles in a wide class of one-dimensional attrac-
tive particle systems. The evolution of such particles can be obtained by coupling two systems (of
first class particles) coordinate-wise in such a manner that their initial configurations only differ
at finitely many places. Second class particles interact with the underlying process and perform
highly nontrivial motion which is only partially understood in general. In asymmetric models they
are known, in first order, to follow the characteristic lines of the limiting hydrodynamic equation
of the density. In three classical cases: translation-invariant stationary, rarefaction fan, and shock
scenario this results in a law of large numbers with the characteristic velocity, a random admissi-
ble characteristic velocity of the rarefaction fan, and the speed of the shock, respectively. These
make the second class particle a relevant microscopic object that captures macroscopic properties
of the ambient system. Fluctuations show superdiffusive scaling for translation-invariant station-
ary, rarefaction fan, deterministic shock initial data and diffusive scaling for random shock initial
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data. Many of the previous properties have been proven rigorously for the most-studied totally
asymmetric simple exclusion process (TASEP) and in some cases for other processes as well.
However, they are conjectured to hold in a wide range of particle systems. Second class particles
in symmetric systems have not been much explored, in some simple cases diffusive behavior is
known.
We build on the seminal paper [18] by P. A. Ferrari and C. Kipnis which made use of a
translation argument to investigate the second class particle of the TASEP starting from the
rarefaction fan. Their argument compares a step initial product Bernoulli distribution with its
translated version and notices that the joint realization of these two can be understood as a
coupled initial distribution with possibly a second class particle at the origin. This program
crucially relied on the fact that the second class particle of simple exclusion is a uniquely defined
object as it can only conceive by coupling a process of zero particles with one of one particle
at the site of the second class particle. When dealing with systems of more choices for one
site occupation numbers, the second class particle stops being a uniquely determined object.
Stochastic domination of the natural measures associated with attractive models still holds but
the actual realization of a coupled pair has some details to fix besides its marginals. In particular,
it is not clear whether two models with slightly different densities can be coupled using zero or
one second class particles per site only, or more than one of them on a site have to be assumed
with positive probability. Actually, this latter is the case for popular stationary distributions as
the ones of Geometric or Poisson marginals (e.g., for zero-range processes).
First, we build up a natural initial distribution (µˆ̺, λ) for the second class particle in step
initial configurations (with different densities ̺ 6= λ on the left and right) which allows for an
extension of P. A. Ferrari and C. Kipnis’ arguments. Our construction works even when coupling
with zero or one second class particles only fails. This is where the main novelty of the paper lies:
to force zero or one second class particles with the correct one-site marginals for the coupled pair,
one has to introduce negative weights in the coupling measure. As it turns out negative weights
only belong to configurations without a second class particle, and this non-physical coupling
measure always assigns positive weights to states with a second class particle. By normalizing on
these states only, the proper probability distribution µˆ̺, λ a.s. has then the second class particle,
which will also turn out to be canonical in many sense.
Under the initial distribution µˆ̺, λ we connect the displacement of the second class particle
to easier quantities of the ambient system. Using recent results of hydrodynamics we can then
proceed to prove limit distribution results on the rescaled position of the second class particle.
Both asymmetric and symmetric systems are handled under the natural scaling that fits the
respective scenario. The limit distributions then relate to the solution of the hydrodynamic
equation with step initial condition. There are two particular and interesting instances, to the
best of our knowledge not much explored in the literature, of second class particle-behavior:
(i) in asymmetric models with non-concave and non-convex hydrodynamic flux, shocks and
rarefaction fans can coexist and the limit distribution of the second class particle reflects
this fact by developing both continuous and discrete components at the same time; and
(ii) central limit theorem for the second class particle is pointed out in a symmetric system
where, as opposed to simple symmetric exclusion, it is not a simple random walker.
As a by-product of our arguments we are able to relate the one-site marginal of the first
class particles at the site of the second class particle to the distribution of a model without the
second class particle. Under certain initial distributions this results in a time-stationary one-site
marginal – a quite unexpected result. Finally, we push the arguments, in line with [18], to give
a lower estimate on the survival probability of a second class particle-antiparticle pair in general
models.
Earlier results. A review and several open problems appeared in [16, 23] many of which are
completely solved by the present paper. A law of large numbers for the position of the second
class particle of exclusion and zero range processes with shock initial condition was obtained
by F. Rezakhanlou [32]. Note that his initial setup of the second class particle slightly differs
from ours. As described above, in case of the rarefaction fan (and for the TASEP) the first and
fundamental paper was [18]. T. Mountford and H. Guiol [29] then sharpened [18] by proving that
the convergence takes place almost surely. Recently P. Gonçalves has translated the results of [18]
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for the totally asymmetric constant rate zero-range process in [22] via a direct coupling between
exclusion and zero-range. P. A. Ferrari, P. Gonçalves and J. B. Martin [17] have very elegant
arguments on collision probabilities in exclusion processes. Many results on the behavior of the
second class particle in the TASEP have been reproven by P. A. Ferrari and L. P. R. Pimentel
[20] and by P. A. Ferrari, J. B. Martin and L. P. R. Pimentel [19], translating the problem into
one of competition interfaces in last passage percolation. E. Cator and S. Dobrynin [13] have
studied Hammersley’s process in continuous space in which limit theorems were obtained for the
second class particle starting from the rarefaction fan. D. Romik and P. Śniady [33] pointed
out an elegant algebraic connection between the motion of second class particles in a variant
of the TASEP and an evolution, so-called “jeu de taquin”, defined on infinite Young tableaux
through which the distributional limit was proved. TASEP equipped with higher order particles
(like third, fourth, etc. class particles), known as the multi-type TASEP, was investigated in [1]
by G. Amir, O. Angel and B. Valkó, where the joint distribution of the speeds of higher order
particles were also identified. This in particular includes collision probabilities and the formation
of convoys. Analytic formulæ were obtained by C. A. Tracy and H. Widom [37] for the second
class particle starting from the rarefaction fan of the ASEP.
Organization of the paper. We start with discussing initial distributions in Subsection 2.1 which
form a crucially important part of our arguments. We then proceed with describing the dynamics
in Section 2.2 with additional requirements in Section 5. The second class particle, our main
object, is introduced in Section 2.3. We early on state the main results of this paper in Section
3 for which the precise hydrodynamic statements we need are postponed to Section 6 due to
organizational purposes. Remarks on the initial distribution (Section 4.1), the fundamental
identity behind our results (Section 4.2), and a theorem on the background distribution of the
site of the second class particle (Section 4.3) are also slightly postponed. We outline and discuss
several examples of models in Section 7. Proofs follow in Section 8.
2 Models
2.1 State space and initial distribution
The model class we investigate originates in the work of Cocozza-Thivent [14], extensions and
several examples we cover first appeared in the papers [6, 36]. We consider general, near-
est neighbor stochastic interacting particle systems ω : = (ω(t))t≥0 =
(
(ωi(t))i∈Z
)
t≥0 on the
configuration space Ω := IZ with I = {ωmin, ωmin + 1, . . . , ωmax − 1, ωmax} ⊂ Z such that
−∞ ≤ ωmin < ωmax ≤ +∞. In particular I can as well be an infinite subset of Z. The quantity
ωi(t) denotes the number of (signed) first class particles sitting at the ith lattice point at time
t ∈ R+0 . We adopt this interpretation even if ωi(t) happens to be negative.
Our main object of investigation is the second class particle which comes up from couplings
of systems of first class particles. In particular it lives in the space Ω × Ω, so before describing
the dynamics of the above systems the appropriate choice of the initial measure on Ω×Ω will be
discussed. This measure to be defined later turns out to be canonical and is indeed one of the
crucial points of this paper.
We start with a general assumption on one-site marginals which will be the basis of building
product initial distributions of configurations in Ω and of coupled pairs of configurations in Ω×Ω.
Assumption 1. Let ν : = (ν̺)̺∈D be a family of probability measures on I, where D is a bounded
subset of [ωmin, ωmax] that satisfies the following properties:
• it is parametrized by its mean, that is ̺ =∑y∈I y · ν̺({y}) holds for every ̺ ∈ D; and
• for each ̺ > λ, where ̺, λ ∈ D, the measure ν̺ stochastically dominates νλ, that is νλ({z :
z ≤ y}) ≥ ν̺({z : z ≤ y}) holds for every y ∈ I.
This assumption is very mild, for e.g. any deterministic marginals of the form ν̺(x) = 1{x =
̺} satisfy it with a ̺ ∈ D : = [ωmin, ωmax]∩Z. We will present a more general set of measures in
Section 5 that also satisfies the above assumption.
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In the sequel, we will refer to D as the set of densities. With ̺, λ ∈ D, we define the product
distribution
σ
̺, λ : =
0⊗
i=−∞
ν̺ ⊗
+∞⊗
i=1
νλ (2.1)
on Ω. Whenever ̺ 6= λ this will be called the microscopic Riemannian density profile or simply
the step initial condition.
Next, we turn to special distributions on Ω× Ω. Fix two densities ̺ > λ of D and we define
the measure νˆ̺, λ on I × I as
νˆ̺, λ(x, y) =
1
̺− λ
(
νλ({z : z ≤ y})− ν̺({z : z ≤ y})) · 1{x = y + 1}, (2.2)
where x, y ∈ I. It is an easy exercise to check that this indeed defines a probability distribution.
We will comment on its origin later in Section 4.1. Notice that ω0 = η0 +1 holds νˆ̺, λ-a.s. for its
two marginals. By a slight abuse of notation we also set
ν̺, ̺(x, y) : = ν̺(x) · 1{x = y}, and νλ, λ(x, y) : = νλ(x) · 1{x = y} (2.3)
as diagonal measures on I×I. We can now define the initial probability distribution as a site-wise
product coupling measure on the space Ω× Ω:
µˆ
̺, λ : =
−1⊗
i=−∞
ν̺, ̺ ⊗ νˆ̺, λ ⊗
∞⊗
i=1
νλ, λ. (2.4)
Later, we will start a coupled pair of systems of first class particles under the initial distribution
µˆ
̺, λ, and we denote the associated probability and expectation by Pˆ and Eˆ, respectively. Though
the precise notion of the second class particle will be defined in Subsection 2.3, here we notice in
advance that Pˆ a.s. has a second class particle that initially starts from the origin.
2.2 Dynamics of the models
A continuous time Markov jump dynamics is attached on top of the configuration space Ω that
allows the particles to execute right as well as left jumps with respective instantaneous rates p
and q. Formally, with the Kronecker symbol (δi)j = 1{i = j} (1{ · } stands for the indicator
function throughout the article), the transitions are of the form
ω
p(ωi, ωi+1)−−−−−−−−→ ω − δi + δi+1 ∈ Ω; ω q(ωi, ωi+1)−−−−−−−−→ ω + δi − δi+1 ∈ Ω, (2.5)
where p, q : I ×I → R+0 are given deterministic functions. Conditioned on a given configuration,
the above steps take place independently for each i ∈ Z with the above respective rates. Through-
out the article we assume non-degeneracy for the rates, that is for every i ∈ Z: p(ωi, ωi+1) > 0
(q(ωi, ωi+1) > 0) if and only if ωmin < ωi and ωi+1 < ωmax (ωmin < ωi+1 and ωi < ωmax). This
also makes sure that the process a.s. keeps the state space Ω. Sometimes we will let one of the
left or right jump rates be zero (totally asymmetric case).
Now, the (formal) infinitesimal generator G of our Markov process acts on a cylinder function
ϕ : Ω→ R (one that depends only on a finite number of coordinates of ω ∈ Ω) as(G ϕ)(ω) =∑
j∈Z
p(ωj , ωj+1) ·
(
ϕ(ω − δj + δj+1)− ϕ(ω)
)
+
∑
j∈Z
q(ωj , ωj+1) ·
(
ϕ(ω + δj − δj+1)− ϕ(ω)
)
.
(2.6)
If p and q are bounded functions on I2 then the above Markov process can be constructed on
Ω in an appropriate manner having generator G (see [28, Chapter 1]). In other cases, existence
of the dynamics can only be established by posing further (growth) conditions on the rates (see
[2], [10] and further references therein). Within the scope of this article we do not intend to deal
with this issue in general, though we will discuss some models with unbounded rates in Section
7. From now on we assume that the processes can be constructed with appropriate initial data in
Ω with the above dynamics. In the next subsection we introduce the attractiveness assumption
which will further tighten the model class.
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2.3 Second class particles
Pick two configurations ω and η both in Ω aligning them coordinate-wise. Then one can define
the number ni = |ωi − ηi| and the sign si = 1{ωi − ηi > 0} − 1{ωi − ηi < 0} of signed second
class particles at position i ∈ Z in the configuration pair (ω, η). In particular, if
ω = η + δ0 (ω = η − δ0), (2.7)
then we say that a single positive (negative) second class particle is placed at the origin in (ω,η).
To allow second class particles evolve in time we use the basic, “particle-to-particle”, coupling,
that is for each time t > 0 and lattice point i ∈ Z, a hop to the right can occur in both systems:(
ω,η
) −→ (ω − δi + δi+1, η − δi + δi+1) ∈ Ω× Ω
with rate min
(
p(ωi, ωi+1), p(ηi, ηi+1)
)
; while “compensating” right jumps occur according to the
following rules with respective rates:(
ω − δi + δi+1, η
) (
ω, η − δi + δi+1
)
(
ω,η
) (
p(ωi, ωi+1)− p(ηi, ηi+1)
)+ (
p(ωi, ωi+1)− p(ηi, ηi+1)
)− .
Here ( · )+ and ( · )− denote the positive and negative part function, respectively. The coupling
tables for the left jumps can be obtained analogously. Note that a second class particle can
hop only if a compensating step occurs. Also notice that under the basic coupling the marginal
processes, that is (ω(t))t≥0 and (η(t))t≥0, follow the same stochastic evolution rules (2.5). Now,
recall the following notion from [28, Definition 2.3, pp. 72].
Definition 1 (Attractiveness). We say that the dynamics defined by the infinitesimal generator
G of (2.6) is attractive, if the initial dominance η(0) ≤ ω(0) implies the one η(t) ≤ ω(t) for all
times t > 0 under the basic coupling.
From now on we will always assume that the processes we consider are attractive. It is not
hard to see that this is equivalent to saying that the rate p (q) is monotone non-decreasing
(non-increasing) in its first and monotone non-increasing (non-decreasing) in its second variable.
In attractive processes, the above basic coupling tables reveal some extra properties for the
second class particles. In particular, having initial configurations as in (2.7), a.s. there will always
be a single second class particle in the system, the position of which will be denoted by Q(t) at
time t. More generally, one can see that the total number
∑
j∈Z |ωj(t)− ηj(t)| =
∑
j∈Z nj of
(positive and negative) second class particles is non-increasing in time.
3 Main results
The results below heavily rely on the hydrodynamic description of particle systems. For the time
being we skip the rather technical details of hydrodynamic limit theory. We refer to Subsections
6.1 and 6.2 which are devoted to the precise definitions and statements on hydrodynamics where
all the missing elements are fully expounded. Our first two results concern the limit distribution
of the position of the second class particle.
Theorem 1 (Speed of the second class particle in asymmetric models). Suppose Assumption 1.
Then start a second class particle at the origin from the product coupling measure µˆ̺, λ (̺ 6= λ)
(see (2.4)), where the underlying model of first class particles ω can either be
• any attractive process with bounded one site occupation numbers (−∞ < ωmin, ωmax < +∞)
and we have no further assumptions on the measure ν; or
• a misanthrope process with bounded rate functions (but not necessarily bounded occupa-
tions). In this case ν is restricted to be a stationary marginal.
Then we have the limit
lim
N→∞
Pˆ
{
Q(Nt)
N
≤ x
}
=
̺− u(x, t)
̺− λ (3.1)
for every x ∈ R that is a continuity point of u( · , t), where u ∈ R × R+0 is the unique entropy
solution of the conservation law ∂tu + ∂xG(u) = 0 with step initial datum u(0, x) = ̺1{x ≤
0}+ λ1{x > 0} and hydrodynamic flux function G.
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Next a couple of comments. First, we underline that for systems with bounded occupation
numbers the limit (3.1) holds for any choice of marginal distribution ν satisfying Assumption 1.
On the other hand, we note that the misanthrope family of processes forms a large and impor-
tant part of attractive particle systems. The rate functions of these satisfy further combinatorial
identities which enable one to give a full description of the translation invariant stationary dis-
tributions. The corresponding results will be recapitulated in Section 5 (see Theorem 6).
The hydrodynamic flux G (which will be defined later in (6.2) in Section 6) roughly speaking
describes the average signed rate of jumping particles across a bond in stationarity. In some
models strict concavity or convexity of G has been established and it is then well understood that
the Riemann (or step) initial condition (̺1{x ≤ 0}+ λ1{x > 0}) develops shock or rarefaction
fan solutions depending on the order of ̺ and λ and on concavity or convexity ofG. In a shock, the
limiting probability (3.1) is of 0-1 form which means convergence of the scaled second class particle
position to the deterministic velocity of the shock. In a rarefaction fan we have convergence to a
random velocity. This randomness is uniform for the totally asymmetric simple exclusion process,
as u is a linear function of its first – spatial – argument which has been first observed by P. A.
Ferrari and C. Kipnis [18] but this distribution might vary with other models. We highlight that
there are attractive models with product-form stationary distributions but with non-concave,
non-convex hydrodynamic fluxes. In the associated conservation laws coexistence of shocks and
rarefaction fans is possible, in which cases our result shows that the limit distribution of the
velocity of the second class particle is mixed with a discrete mass and a continuous counterpart
(see for e.g. the 2-type model of Section 7).
Our arguments are general enough to include symmetric models as well which have interesting
consequences for the second class particle in this case. The analogous result follows, and we will
illustrate its significance with the symmetric zero range processes at the end of Section 7. See
the definition of a gradient process and the related quantity d in Section 6.2.
Theorem 2 (Speed of the second class particle in symmetric models). Suppose −∞ < ωmin,
Assumption 1 and let ω be a symmetric gradient process which is attractive. Then we have the
limit
lim
N→∞
Pˆ
{
Q(Nt)√
N
≤ x
}
=
̺− u(x, t)
̺− λ (3.2)
for every continuity point x ∈ R of u( · , t) provided that Eσ̺, ̺ ω0(t)2 < +∞ holds for every
t ≥ 0, where u ∈ R×R+0 is the unique weak solution to the parabolic partial differential equation
∂tu = 12 ∆d(u) with step initial datum u(0, x) = ̺1{x ≤ 0}+λ1{x > 0} and diffusivity coefficient
d.
Symmetric gradient processes and their hydrodynamic properties (diffusivity) will be rigor-
ously discussed in Subsection 6.2.
Finally, we focus on the interaction of two second class particles of opposite charges dropped
into the system initially. Denote by N (t) the total number of second class particles present in
the system at time t. For the long-time behavior of N we have the following result.
Theorem 3 (Collision probability of second class particles). Assume that ωmin and ωmax are
finite numbers. Let (ωˆ, ηˆ) be any pair of attractive systems starting from the deterministic initial
configurations
ωˆ0 = ηˆ0 − δ0 + δ1, ηˆ0 = ωmax 1{i ≤ 0}+ ωmin 1{i > 0}
and evolving according to the basic coupling. Then
Pˆ
{N (t) = 2 for all t ≥ 0} ≥ G¯(1)
p(ωmax, ωmin)
= : C0, (3.3)
where G¯(1) = lim supN→+∞Eηˆ0 [p(ηˆ0(N), ηˆ1(N)) − q(ηˆ0(N), ηˆ1(N))], while Pˆ denotes the asso-
ciated probability of (ωˆ(t), ηˆ(t))t≥0.
In particular, if the dynamics is totally asymmetric (q ≡ 0) then C0 > 0 holds. On the
other hand, considering one of the misanthrope processes (described by Theorem 6) we have
G¯(1) = G(u(0, 1)) provided that 0 is a continuity point of u( · , 1), where G is the hydrodynamic
flux (defined in (6.2)) and u is the unique entropy solution to ∂tu+ ∂xG(u) = 0 with step initial
datum (ωmax 1{x ≤ 0}+ ωmin 1{x > 0}).
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The previous assertion tells that two second class particles of distinct charges initially placed
at lattice points 0 and 1 will never meet with positive probability provided that the constant
C0 of (3.3) is positive. For the asymmetric simple exclusion process with I = {0, 1} and rate
functions p(ωi, ωi+1) = p¯ · ωi · (1− ωi+1) and q(ωi, ωi+1) = (1− p¯) · ωi+1 · (1− ωi) (i ∈ Z), where
p¯ ∈ (12 , 1], we recover the result [18, Theorem 2], if p¯ = 1. Indeed, we know exactly from [17,
Theorem 2.3] that for each p¯ ∈ (12 , 1]
Pˆ
{N (t) = 2 for all t ≥ 0} = 2p¯− 1
3p¯
(3.4)
for which (3.3), C0 being
2p¯−1
4p¯ , gives a non-sharp lower bound. Formula (3.4) was also derived
from a more general model, known as the multi-type (T)ASEP speed process, in [1, Theorem
1.12].
4 Additional results
In this section we state additional results, following from very general coupling arguments, that
give further insight to phenomena under the initial distribution (2.4). We first indicate where
this initial distribution comes from. Then an intermediate step towards main Theorems 1 and
2, without any reference to hydrodynamics, is shown. Finally, we proceed with an invariance
property of the model at the site of the second class particle.
4.1 The distribution νˆ̺, λ
The following will demonstrate why the measure (2.4) serves as a natural choice for initial dis-
tribution.
Proposition 1. Suppose that Assumption 1 holds and let ̺ − 1 ≤ λ < ̺, where ̺, λ ∈ D are
fixed. Then there exists a joint probability measure ν̺, λ with ν̺ and νλ as respective marginals
and with ν̺, λ({(x, y) : x− y ∈ {0, 1}}) = 1 if and only if
ν̺({z : z ≤ y}) ≥ νλ({z : z ≤ y − 1}) (4.1)
holds for every y ∈ I. In this case νˆ̺, λ can be obtained as
νˆ̺, λ( · ) = ν̺, λ( · ∣∣ω0 = η0 + 1) = ν̺, λ( · ∩ {(x, y) : x = y + 1})
ν̺, λ({(x, y) : x = y + 1}) , (4.2)
where 0 < ν̺, λ({(x, y) : x = y + 1}) = ̺− λ ≤ 1.
Under the narrower assumptions of Proposition 1, we can set up another measure, namely
µ
̺, λ : =
−1⊗
i=−∞
ν̺, ̺ ⊗ ν̺, λ ⊗
∞⊗
i=1
νλ, λ,
which we can call the unconditional version of µˆ̺, λ, since this latter can be obtained from µ̺, λ
by conditioning on the existence of a single second class particle at the origin.
Some, but not all, interacting particle systems have translation-invariant product stationary
distributions. For those with product measures, it seems natural to choose the marginals ν̺ and
νλ to be these stationary marginals. As two classical examples, the product of Geometric and
Poisson distributions on ZZ
+
0 are stationary for zero-range processes with constant and linear
rate functions, respectively, to be discussed in Section 7 in more details. Notice, as the following
Proposition 2 also demonstrates, that the additional requirement (4.1) of Proposition 1 might be
too restrictive in some cases where ν̺, λ, hence µ̺, λ, might not exist as a probability measure.
Proposition 2. The family of Geometric as well as Poisson distributions can be parametrized
to fulfill Assumption 1 but there do not exist different densities ̺, λ for which (4.1) would hold
for every x ≥ 0 simultaneously.
Nevertheless, our main results (Section 3) and our techniques do not require the existence of
the measure µ̺, λ, in particular that of ν̺, λ, and we do not need to assume (4.1). In fact we do
not necessarily need to start with stationary marginals.
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4.2 The distribution of the second class particle
We spell out our fundamental result which will combine with hydrodynamics (to be explicated
in Section 6) to give the main Theorems 1 and 2. It connects the law of the displacement of a
single second class particle with that of a (first class) particle occupation variable. Fix ̺ > λ,
and recall the initial distributions (2.1) for a single model and (2.4) for a pair with the second
class particle.
Theorem 4 (Displacement distribution of the second class particle). Suppose that a family of
measures ν fulfills Assumption 1. Then for any n ∈ Z and t ∈ R+0 we have
Pˆ{Q(t) ≤ n} = ̺−Eσ̺, λ ωn+1(t)
̺− λ . (4.3)
Note that ν does not have to be related to the stationary distributions of ω or of (ωˆ, ηˆ) in any
way. Also observe that Theorem 4 holds regardless of whether the family of measures ν satisfy
the property detailed in Proposition 1 above.
Furthermore, notice that we had no further assumptions on the rates p and q, hence both
asymmetric and symmetric processes are included in the above assertion. Indeed, a careful
overview of our technique (see the proof of Theorem 4) reveals that (4.3) also holds for those
models with long range jumps or with (non-)finite range dependent rates.
A rather classical result immediately follows from Theorem 4, namely the quantity Eσ̺, λ ωn(t)
has uniform lower and upper bounds λ and ̺, respectively, in the space (n, t) ∈ Z × R+0 . Also
observe that for each fixed t ∈ R+0 , the function n 7→ Eσ̺, λ ωn(t) is monotone non-increasing in
n ∈ Z.
4.3 The site of the second class particle
Simple exclusion is special in many ways. One of its simplifying feature is due to ωmax = ωmin+1:
there is no choice for the configuration at the site of the second class particle. We deterministically
have ωQ(t)(t) = 1 and ηQ(t)(t) = 0 for all t ≥ 0. There are more options when ωmax > ωmin + 1,
and the next theorem gives an interesting result on the siteQ(t) of the second class particle in such
models. We take any function ϕ : I → R for which either condition ϕ ≥ 0, or∑y∈I |ϕ(y)| < +∞
holds. Then we define Φ(x) =
∑x
y=ωmin ϕ(y) and further assume Eσ̺, ̺ Φ(ω0(t)) < +∞.
Theorem 5 (Background as seen from the position of the second class particle). Suppose that a
family of measures ν fulfills Assumption 1. Then we have the identity:
Eˆϕ
(
ωˆQ(t)(t)
)
=
Eσ̺, ̺ Φ(ω0(t))−Eσλ, λ Φ(ω0(t))
̺− λ . (4.4)
In plain words, this theorem tells that the law of ωˆQ(t)(t) for a t ≥ 0, i.e. the particle occupation
number at the position of the second class particle, can fully be captured by that of ω0(t) of ω
starting from σ̺, ̺ and then σλ, λ. In particular, if σ̺, ̺ and σλ, λ are stationary distributions
for the dynamics (2.6) then the background marginal one-site process (ωˆQ(t)(t), ηˆQ(t)(t))t≥0, as
seen from the position of the lone second class particle, is stationary. This can be thought of as
another fact proving the intrinsicality of the marginal νˆ̺, λ. Notice though that Theorem 5 does
not say anything about the distribution of any site other than that of the second class particle,
those are in general not stationary. A few very special cases of joint stationary distributions seen
by the second class particle are described in [15, 5, 8] and references therein.
5 The misanthrope family
In this section we briefly discuss a special class of attractive particle systems called the misan-
thrope family where our main results naturally apply. We again underline that there is a much
larger class of processes (and initial measures) that we also cover.
First, define the Gibbs measures as
Γθ(x) : =
1
Z(θ)
· exp ( θ · x+ E(x) ) (x ∈ I), (5.1)
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where θ ∈ R is a generic real parameter, which is often referred to as the chemical potential;
E : I → R is any function with appropriate asymptotic growth; finally, the statistical- or partition
sum is Z(θ) =
∑
y∈I exp
(
θ · y + E(y)).
It is known that the above defined Gibbs measures satisfy Assumption 1 (see [10, Appendix
A] and also [11]). For the sake of completeness we restate this result below.
Proposition 3. Assume that Γ :=
(
Γθ
)
θ∈Dc forms a bunch of probability measures with finite
variance, where Dc is some open set of the reals. Then Γ satisfies Assumption 1. In particular,
there is a bijection between the parameters θ ∈ Dc and the densities ̺ = ̺(θ) ∈ R; and for
θ(λ) < θ(̺), or equivalently for λ < ̺, the measure Γθ(̺) stochastically dominates Γθ(λ).
Due to the bijection claimed in the previous assertion we will change freely between the
representations of the measure (5.1) either by the chemical potential θ = θ(̺) or by the density
̺ = ̺(θ).
We emphasize that Γ̺ is not necessarily a stationary marginal of the dynamics (2.6) in general.
Following ideas of Cocozza-Thivent [14], for attractive systems, where Γ̺ is indeed stationary, a
nice characterization theorem was established by M. Balázs et al., which we recall in the following.
Theorem 6 (M. Balázs et al.). Let
E(x) =
0∑
y=x+1
log(f(y)) −
x∑
z=1
log(f(z)) (x ∈ I),
where f : Z→ R+ is such that f(x) = 1 whenever x ∈ Z\I, and is monotone non-decreasing on
I\{ωmin}. (The empty sum is as usual defined to be zero.) Suppose furthermore that:
• there are symmetric functions sp, sq : I × I → R+0 such that
p(ωi, ωi+1) = sp(ωi, ωi+1 + 1) · f(ωi) (ω ∈ Ω);
q(ωi, ωi+1) = sq(ωi + 1, ωi+1) · f(ωi+1) (ω ∈ Ω),
(5.2)
where sp(ωmin, · ) ≡ sp( · , ωmax) ≡ sq( · , ωmin) ≡ sq(ωmax, · ) ≡ 0 holds whenever ωmin or
ωmax is finite, otherwise they are non-zero except when p or q is set to be zero (totally
asymmetric case);
• for any ω ∈ Ω and i ∈ Z:
p(ωi, ωi+1) + p(ωi+1, ωi+2) + p(ωi+2, ωi) + q(ωi, ωi+1) + q(ωi+1, ωi+2) + q(ωi+2, ωi)
= p(ωi, ωi+2) + p(ωi+2, ωi+1) + p(ωi+1, ωi) + q(ωi, ωi+2) + q(ωi+2, ωi+1) + q(ωi+1, ωi).
(5.3)
Then the density parametrized product measure Γ̺ : =
⊗+∞
i=−∞ Γ
̺ is extremal among the trans-
lation-invariant stationary distributions of the process with rates p, q and infinitesimal generator
G of (2.6).
Remark 1. The conditions of Theorem 6 originate a wide range of attractive models which we
call the misanthrope family of processes throughout the article. We will discuss some in Section
7.
Remark 2. We underline that neither (5.2) nor (5.3) is a requirement for any of our results in
Section 4.
Remark 3. The stationarity part of Theorem 6 has been carried out thoroughly in [12], in
which all the extremal translation-invariant stationary distributions were covered by examining
the convergence region of the partition sum Z. For the ergodicity we will briefly comment on how
Lemmas 7.2 and 7.3 of [10] established for the bricklayers’ process can be modified to be handy
for any process. First, it is not hard to see that Lemma 7.2 can be extended to the cases when
(in any order) a positive and a negative second class particle start from next to each other. This
results in that the probability of them colliding before any given time is (strictly) positive. Here
the only required property of the underlying process is the continuity of its semigroup. Then in
9
Lemma 7.3 ergodicity is carried out by showing that any invariant L2 function ψ w.r.t. Γθ(̺) is
constant. Now, by using (the extended version of) Lemma 7.2 it can be easily pointed out that
adding (+1,−1) (or (−1,+1)) to adjacent occupation numbers, whenever this change keeps the
state space, does not modify the value of an invariant ψ. It follows that interchanging any two
adjacent sites does not change the value of ψ under Γθ(̺). The argument is then completed by
the application of the Hewitt–Savage 0-1 law.
Finally, in the above particular case (5.1), consider the measure νˆ̺, λ of (2.2) that is:
νˆ̺, λ(x, y) =
1
̺− λ
y∑
z=ωmin
(
Γθ(λ)(z)− Γθ(̺)(z)) · 1{x = y + 1}
=
θ(̺)− θ(λ)
̺− λ ·
ωmax∑
z=y+1
Γθ(̺)(z)− Γθ(λ)(z)
θ(̺)− θ(λ) · 1{x = y + 1}
for x, y ∈ I. Now, fixing ̺ and taking the limit as λ ↑ ̺ we obtain
(νˆ̺)′(x, y) : = θ′(̺) ·
ωmax∑
z=y+1
(z − ̺) · Γθ(̺)(z) · 1{x = y + 1} (x, y ∈ I),
where it is easy to see that θ′(̺) = 1
Var(ω0)
for ω0 distributed as Γθ(̺). (The empty sum is defined
to be zero.) Observe that this probability measure (νˆ̺)′ is just the marginal at the origin of the
initial distribution that was used in [12, Theorem 2.2] to start a single second class particle from
that position. Thus our treatment is in correspondence with results from [12]. As a side remark
we mention without details that via a second order Taylor expansion as λ ↑ ̺ one can formally
recover the covariance formula in [12, Theorem 2.2] directly from (4.3). Bounding the error terms
that arise is straightforward when |I| < +∞, making this argument rigorous.
6 Hydrodynamics
This section is devoted to briefly recall the main notions and results from hydrodynamics of asym-
metric and symmetric particle systems as well. Some of the results below use the misanthrope
class (see the previous Section 5) while others are more general.
6.1 Hydrodynamics of asymmetric models
The idea behind the hydrodynamic limit for asymmetric systems is that, in hyperbolic scaling (i.e.
same scale for space and time), the rescaled microscopic average density of interacting particles
behaves as a deterministic density field obeying the conservation law
∂tu+ ∂xG(u) = 0
u( · , 0) = v(·)
}
(6.1)
where u = u(x, t) is the (macroscopic) density with initial condition v(·). The function G is
called the hydrodynamic flux and is
G(̺) = Epi̺
[
p(ω0, ω1)− q(ω0, ω1)
]
. (6.2)
Here Epi̺ denotes the expectation w.r.t. the extremal stationary distribution pi̺ for a density ̺.
The rescaled empirical measure of a sequence of random configurations (ωN )N∈N is defined
as
αN
(
ω
N , dx
)
=
1
N
∑
j∈Z
ωNj 1
{
j/N ∈ dx} (N ∈ N).
A deterministic bounded Borel measurable function v on R is the density profile of (ωN )N∈N, if
αN (ωN , dx) converges to v(x) dx as N → +∞ for all x ∈ R, in probability as a random object,
and in the topology of vague convergence as a measure, meaning that
lim
N→+∞
PN
(∣∣∣∣ 1N
∑
j∈Z
ψ
(
j/N
) · ωNj −
∫
x∈R
ψ(x) · v(x) dx
∣∣∣∣ > ε
)
= 0
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is required to hold for each ε > 0 and with all continuous test function ψ : R → R of compact
support.
Definition 2 (Hydrodynamic limit). A sequence of processes (ωN (t))t≥0 (N ∈ N), all generated
by G of (2.6) with random initial configurations ωN0 (N ∈ N) exhibits a hydrodynamic limit u,
if (ωN (Nt))N∈N has density profile u( · , t) for every t ≥ 0, where u is a (weak) solution to the
problem (6.1).
We note that the hydrodynamic limit just defined is also referred to as the weak conservation
of local equilibrium (cf. [25, Chapter 4]). Finally, we introduce one more notation: for a fixed
n ∈ Z denote by τn the shift operator which acts on a configuration ω ∈ Ω as (τnω)(i) = ωi+n
(i ∈ Z) and on a measure κ : Ω→ [0, 1] as τnκ(ω) = κ(τnω), respectively.
In the following, we will make the choice σ̺, λ of (2.1) as a common initial distribution for
the sequence of processes to be rescaled in the hydrodynamic limit. It follows that the limiting
process has the Riemannian (step) initial density profile
v(x) =
{
̺, if x ≤ 0,
λ, if x > 0.
(6.3)
Under Assumption 1 and mild assumptions on the flux function G there exists a unique entropy
solution u to the problem (6.1) with (6.3) as initial condition. It is also known that for each
t ≥ 0, this weak solution is continuous apart from a finite set of jump discontinuities (shocks),
where we define u( · , t) to be left-continuous. For concepts and results in hyperbolic conservation
laws, which were omitted here, we refer to [3] and further references therein (see also [24]).
In what follows some exact results on hydrodynamics will be collected concerning the above
setting. The first general result is from [31], valid in the misanthrope framework of Section 5 (see
Theorem 6).
Theorem 7 (F. Rezakhanlou). Take any process from the misanthrope family equipped with
bounded rates. Set the initial measure σ̺, λ to be of stationary marginals. Then (ωN (t))t≥0,N∈N
exhibits a hydrodynamic limit u, where u is the unique entropy solution to (6.1) with hydrodynamic
flux G (6.2) and with initial datum (6.3). In addition, the limit
lim
N→+∞
Eσ̺, λ
[
1
N
∑
j∈Z
ψ(j/N) · ϕ(τjω(Nt))
]
=
∫
x∈R
ψ(x) · E
Γu(x,t)
ϕ(ω) dx (6.4)
also holds for every continuous ψ of compact support and any cylinder function ϕ : Ω→ R.
In the above result we are much restricted for the marginals of the initial measure to be chosen
properly. However, this was far more generalized by C. Bahadoran et. al. in [3] for systems of
bounded particle numbers per site. In particular, this result does not require the special algebraic
structure of Section 5.
Theorem 8 (C. Bahadoran, H. Guiol, K. Ravishankar and E. Saada). Suppose that Assumption
1 holds and that both ωmin and ωmax are finite. Then (ωN (t))t≥0 exhibits a hydrodynamic limit
u for every σ̺, λ of (2.1) with some Lipschitz continuous hydrodynamic flux G, where u is the
unique entropy solution to (6.1) with initial datum (6.3).
Remark 4. We refer to [3] for the detailed definition of G in the general case. Indeed, the
previous assertion holds in even more general context as well as with sharper conclusions, for
details consult [3] and [4].
Remark 5. Thanks to the step initial condition, by [3, Remark 2., pp. 1347], we can extend
Theorem 1 for those unbounded systems described in Theorem 6 where the rates are bounded.
We understand from informal communications that these results can further be generalized to
models with unbounded rates as well.
Our ultimate goal would be to conclude that the rescaled quantity Eσ̺, λ ω[Nx](Nt) also
converges, where [ · ] denotes the integer part function. This, however, does not appear to be
an immediate consequence of the above theorems. But C. Landim [26] has elaborated a set
of assumptions under which this consequence eventually holds (note also [25, Proposition 0.6,
Chapter 6]). We are going to recapitulate this result below to be formulated in our special
context with sharper conclusions, outlining its proof in Section 8.
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Proposition 4. Suppose that the process with infinitesimal generator (2.6) exhibits a density
parametrized, stochastically ordered and continuous family (pi̺)̺∈R of translation-invariant sta-
tionary distributions, where R ⊂ R is such that ̺min < ̺max ∈ R. Fix a cylinder function
ϕ : Ω → R, being either bounded or monotone non-decreasing, such that Epi̺max |ϕ| (ω) < +∞.
Assume furthermore that the convergence
lim
N→+∞
Eτ[Nε]σ̺, λ
[
1
N
∑
j∈Z
ψ(j/N) · ϕ(τjωε,N (Nt))
]
=
∫
x∈R
ψ(x) · E
piu
ε(x,t) ϕ(ω) dx (6.5)
takes place for every ε ∈ R and continuous ψ : R → R of compact support with some uniformly
bounded family of functions (uε)ε∈R for which uε : R × R+0 → [̺min, ̺max] is monotone non-
increasing for each fixed t ∈ R+0 and for every continuity point x ∈ R of u0( · , t): limε→0 uε(x, t) =
u0(x, t). Then we have
lim
N→+∞
Eσ̺, λ ϕ
(
τ[Nx]ω(Nt)
)
= E
piu
0(x,t) ϕ(ω) (6.6)
for every continuity point x of u0( · , t).
By continuity of the set (pi̺)̺∈R we mean that if ̺n → ̺ as n→ +∞, where ̺n, ̺ ∈ R, then
pi
̺n → pi̺ in the weak sense. Furthermore, the monotonicity of ϕ preserves the coordinate-wise
order of configurations ω,η ∈ Ω, that is if ω ≥ η then ϕ(ω) ≥ ϕ(η). The convergence in (6.6) is
also called the conservation of local equilibrium (cf. [25, Chapter 1]).
6.2 Hydrodynamics of symmetric models
In our context, being symmetric means q(ωi, ωi+1) = p(ωi+1, ωi) for each ω ∈ Ω. Note that
attractiveness is still up, that is p is required to be monotone non-increasing (non-decreasing) in
its first (second) variable. We say that a symmetric attractive process is gradient if there exists
a cylinder function g : Ω→ R for which
p(ωi, ωi+1)− p(ωi+1, ωi) = g(τiω)− g(τi+1ω) (6.7)
holds for every i ∈ Z and ω ∈ Ω (recall the shift operator τ after Definition 2). Usually it is
more convenient and simpler to deal with attractive gradient systems. For such systems the key
quantity turns out to be the diffusivity coefficient d which is defined to be d(̺) = Epi̺ g(ω),
where pi̺ is a stationary distribution of the process with density ̺. Note the difference between
d and the hydrodynamic flux G (6.2) being its hyperbolic counterpart.
The concepts of hydrodynamics of the previous subsection can be exactly repeated here,
except that this time the relevant scaling is diffusive instead of hyperbolic. Hence the macroscopic
behavior of the density field is described by a parabolic partial differential equation of the form
∂tu =
1
2
∆d(u)
u( · , 0) = v(·)

 (6.8)
where v is the step function defined in (6.3). In general it is not so obvious for (6.8) to have a
unique bounded (classical or weak) solution due to the discontinuity of v and the smoothness of
d. We skip investigating this issue by assuming that there always exists a unique weak solution
to (6.8). The hydrodynamic limit of gradient systems is well known (see [25], [35, Chapter 8] and
many references therein, particularly [21] and [27]) and methods partially extend to non-gradient
systems [30] as well.
7 Particular examples
We have selected some particular models in order to demonstrate the versatility of our results.
Our general framework contains several well studied examples like the (totally) asymmetric simple
exclusion process or the class of zero-range processes. We first list asymmetric and then symmetric
processes with additional descriptions. Once for all we fix two reals p¯, q¯ for which 0 ≤ p¯ < q¯ ≤ 1
and p¯+ q¯ = 1 hold.
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Generalized exclusion processes Many systems with bounded occupations lie in this class
but we only illustrate two of them.
The first one is the 2-type model of [9], which is a totally asymmetric process with I =
{−1, 0,+1} and rates
p(0, 0) = c, p(0,−1) = p(+1, 0) = 1
2
, p(+1,−1) = 1 (7.1)
and q ≡ 0. The dynamics consists of the following simple rules: two adjacent holes can pro-
duce an antiparticle-particle pair (creation), (anti)particles can hop to the (negative) positive
direction (exclusion), and when a particle meets an antiparticle they can annihilate each other
(annihilation). The process is attractive if and only if c ≤ 12 and lies in the range of Theorem 6.
The hydrodynamic behavior, but not the second class particles, of the model has been thor-
oughly investigated by M. Balázs, A. L. Nagy, B. Tóth and I. Tóth [9]. In that article the
hydrodynamic flux G was explicitly calculated, which turned out to be neither concave nor con-
vex in some region of the parameter space. Hence the entropy solution of the hydrodynamic
equation can produce various mixtures of rarefaction fans and shock waves. By (3.1) it implies
that the limit distribution of the second class particle can have both continuous and discrete parts
which will be demonstrated in the following. Using the results of [9] we can basically evaluate
(3.1) of Theorem 1 in each case but we highlight only two of them below. For sake of simplicity
we let ̺ = 1 and λ = −1.
Concave flux In the region 116 ≤ c ≤ 12 : the hydrodynamic flux G is concave [9]. In particular
for c = 116 , Figure 1 demonstrates how the one parameter family of limit distributions of the
second class particle evolves in time as t ∈ [0, 1]. We notice that for all t > 0 the cumulative
distribution function FQt is continuous but has a vertical “slope” at the origin. Thus its density
is unbounded around zero.
Figure 1. The limit distribution of second class particle when c = 116 , the hydrodynamic flux G
being (non-strictly) concave. In particular, a vertical slice of the surface gives a limit distribution
FQt ( · ) : = limN→+∞ Pˆ{ 1NQ(Nt) ≤ ·} for a fixed t.
Non-convex flux In the region 0 < c < 116 : the hydrodynamic flux G is neither concave nor
convex [9]. As a particular example, for c = 1324 the model can develop a (non-linear) rarefaction
fan – shock – rarefaction fan profile in the hydrodynamic limit. The second class particle then
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may stick into the shock with probability vmax : = 12
√
1−16c
1−4c or it follows a continuously chosen
characteristics in one of the regions of the rarefaction fan. Figure 2 demonstrates this behavior
as t ∈ [0, 1].
Figure 2. The limit distribution of the second class particle in the case of c = 1324 when
the hydrodynamic flux G is neither concave nor convex. A vertical slice of the surface gives a
particular limit distribution.
Relying again on [9] we finally note that one can explicitly calculate the estimate of Theorem 3:
the collision of two second class particles starting from the rarefaction fan has at least probability
C0 = G(0) =
√
c
1+2
√
c
∈ (0, 1
2+
√
2
] in this model.
Another example we highlight is the K-exclusion process, where K is any positive integer.
Set I = {0, 1, . . . ,K − 1,K} and let the rates be
p(ωi, ωi+1) = p¯ · 1{ωi > 0;ωi+1 < K}, q(ωi, ωi+1) = q¯ · 1{ωi+1 > 0;ωi < K}.
In particular for K = 1 we obtain the asymmetric simple exclusion process with the family of
Bernoulli product measures as extremal translation-invariant stationary distributions which work
well for Assumption 1 and thus recover the result of [18]. For K > 1 much less is known (the
assumptions of Theorem 6 cease to hold). In particular, it is not known whether its density
parametrized translation-invariant extremal stationary distributions span the range [0,K]. They
are proved to exist for some closed parameter setR ⊂ [0,K] (see [3, Corollary 2.1]). The structure
of these measures is also unknown. The model, however, exhibits a hydrodynamic limit resulting
in a conservation law with a concave flux G (see Theorem 8 and also [34]). For G only some
qualitative properties have been established (see [34]). Nevertheless, one can still apply Theorem
1 with any product initial distribution that satisfies Assumption 1.
Zero range processes Let ωmin = 0 and ωmax = +∞. The jump rates are defined as
p(ωi, ωi+1) = p¯ · f(ωi) and q(ωi, ωi+1) = q¯ · f(ωi+1), where f : Z+ → R+ is a monotone non-
decreasing function with at most linear growth and with f(0) = 0. This family satisfies all the
assumptions of Theorem 6, hence hydrodynamics follows via Theorem 7. For sake of brevity we
only spell out two totally asymmetric examples (p¯ = 1). The hydrodynamic flux is then given by
G(̺) = exp(θ(̺)). The two most well-known special cases we consider are the ones of constant
and linear rates: f(x) = 1{x > 0} and f(x) = x, respectively. In the former case the extremal
translation-invariant stationary distributions are of product form with geometric site-marginals
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while in the latter the Poisson distribution takes over this role. G(̺) is ̺ · (1 + ̺)−1 and ̺,
respectively.
A straightforward computation then shows (see [24, Section 2.2, pp. 30–36]), that for the
totally asymmetric constant rate zero-range process, (3.1) takes the form:
lim
N→+∞
Pˆ
{
Q(Nt)
N
≤ x
}
=


0 if (1 + ̺)2 ≤ t
x
;
̺+1
̺−λ − 1̺−λ
√
t
x
if (1 + λ)2 ≤ t
x
< (1 + ̺)2;
1 if (1 + λ)2 > t
x
.
Due to Remark 5 we in fact get this law for the limit velocity of the second class particle no
matter how we choose, still under Assumption 1, the initial marginals of (2.1).
The totally asymmetric linear rate zero-range process is a much easier story (system of in-
dependent walkers). In that case Q is a unit rate Poisson process in agreement with the unique
entropy solution of the transport equation ∂tu + ∂xu = 0, being u(x, t) = u0(x − t). No novelty
here, of course.
Deposition models Now, let ωmin = −∞ and ωmax = +∞. The generalized bricklayers’
process is defined to have rates:
p(ωi, ωi+1) = p¯ · (f(ωi) + f(−ωi+1)); q(ωi, ωi+1) = q¯ · (f(−ωi) + f(ωi+1)),
where f : Z → R+ is any monotone non-decreasing function, also having the property that
f(x) ·f(1−x) = 1 for all x ∈ Z. This family was first introduced and investigated in [5]. For rates
growing at most exponentially, existence of dynamics was showed in the totally asymmetric case
[10]. However, results concerning hydrodynamics have not been established yet for unbounded
rates, and so Theorem 1 is conditional in this case.
In particular, we obtain the totally asymmetric exponential bricklayers’ process if we set p¯ = 1
and f(x) = exp(β(x − 1/2)) (x ∈ Z), where β is a fixed positive real. Then Theorem 6 shows
that the product of discrete Gaussian distributions, defined as
Γθ(̺)(x) =
1
Z(θ(̺))
· exp (− β · (x− θ(̺)/β)2/2) (x ∈ Z),
where ̺ ∈ R, θ ∈ R and Z(θ(̺)) =∑y∈Z exp (−β · (y− θ(̺)/β)2/2), is stationary. This measure
enjoys the remarkable property that
Γθ(̺)(x) = Γθ(̺)−β(x − 1) = Γθ(̺−1)(x− 1) (̺ ∈ R, x ∈ Z).
This fact indeed implies that the discrete Gaussian satisfies even condition (4.1) of Proposition
1. Articles [5, 7, 8] made also good use of the previous identity for exploring special random
walking shock-like product distributions that also include the second class particle. Finally, if
we use Γθ(̺) and Γθ(λ) as initial marginals with ̺ = λ + 1 ∈ R, then the measure νˆ̺, λ gets a
particularly simple form, namely νˆ̺, λ(x, y) = Γθ(λ)(y) · 1{x = y + 1}.
Symmetric exclusion processes One of the most studied gradient processes is the simple
symmetric exclusion process with I = {0, 1} and with rates p(ωi, ωi+1) = q(ωi+1, ωi) = ωi · (1 −
ωi+1). In this case it is straightforward that the motion of the second class particle is a simple
symmetric random walk. Hence its scaling results in the normal distribution. Our machinery
implies this very simple fact and is clearly an overshoot for this case.
Nevertheless, the scaling limit of the second class particle in our scenario becomes far less
trivial for more sophisticated symmetric models like the next one. Let I = {−1, 0,+1} and
define the non-vanishing rates as
p(0, 0) = q(0, 0) = c, p(+1,−1) = q(−1,+1) = 2,
p(0,−1) = q(−1, 0) = p(+1, 0) = q(0,+1) = 1
with 0 < c ≤ 1. Note the essential difference between this and the simple symmetric exclusion
process from before. We remark that this model is the symmetrized version of the 2-type model
of [9] we discussed earlier (see (7.1)).
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The above defined symmetric processes both enjoy product-form stationary distributions by
Theorem 6. Their common gradient function is g(ω) = ω0 that is the macroscopic behavior is
described by the homogeneous heat equation ∂tu = 12 ∆u in both cases. Hence
lim
N→+∞
Pˆ
{
Q(Nt)√
N
≤ x
}
= Φ
(
x√
t
)
,
where Φ denotes the cumulative distribution function of a standard normal variable.
Symmetric zero-range processes Let ωmin = 0 and ωmax = +∞. Then define the rates as
p(ωi, ωi+1) = f(ωi) and q(ωi, ωi+1) = f(ωi+1) with a common, monotone non-decreasing function
f : Z+ → R+ such that f(0) = 0. In this case the gradient condition (see (6.7)) works with g = f .
And so the macroscopic equation reads as ∂tu = 12∆d(u), where d(̺) = EΓ̺ f(ω) and Γ
̺ can
be read off from Theorem 6. We highlight the constant and the linear rate case, that is when
f(x) = 1{x > 0} and f(x) = x, respectively. In the latter case we get normal behavior for Q,
while in the former case
∂tu =
1
2
∂x
(
1
(1 + u)2
∂xu
)
(7.2)
has to be solved. By change of variables one can deduce and then easily verify that the unique
Figure 3. The limit distribution of second class particle at t = 1 in constant rate symmetric
zero-range process with λ = 0 and ̺ = 3.
bounded classical solution of (7.2) with initial condition (6.3) is u(x, t) =
(
h−1
)′(
x/
√
t
) − 1,
where
h(y) =
y
1 + ̺
+
(
1
1 + λ
− 1
1 + ̺
)
· (ϕ(y) + y ·Φ(y)) (y ∈ R),
ϕ and Φ denote the probability density function and the cumulative distribution function of
a standard normal variable, while h−1 is the inverse function of h. This gives that the limit
distribution function of (3.2) is of the form:
Ft(x) : = lim
N→∞
Pˆ
{
Q(Nt)√
N
≤ x
}
=
̺+ 1
̺− λ −
1
̺− λ ·
1
h′
(
h−1
(
x/
√
t
)) ,
thus its density function is
ft(x) : =
d
dx
Ft(x) =
1√
t
· 1
(1 + ̺) · (1 + λ) ·
ϕ
(
h−1
(
x/
√
t
))
(
h′
(
h−1
(
x/
√
t
)))3 .
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Observe that the limit distribution has always zero expectation though the position of the second
class particle is not a martingale. Furthermore, Ft is positively skewed and that it has negative
mode as well as median implying that the second class particle is more likely to have a negative
speed. In other words, it locally sees more first class particles before him rather than behind him
which seems an unexpected phenomenon. An illustration can be found in Figure 3.
8 Proofs
We first prove the fundamental results of Section 4.
Proof of Proposition 1 Assume that ̺ − 1 ≤ λ < ̺ are given, where ̺, λ ∈ D. To be able to
construct a joint probability measure ν̺, λ with the corresponding marginal distributions ν̺ and
νλ in such a way that ν̺, λ({(x, y) : x − y ∈ {0, 1}}) = 1 also holds we must certainly have that
ν̺, λ(x, y) = 0 whenever x−y 6∈ {0, 1}. For sake of simplicity the only non-vanishing probabilities
are denoted by
cy,y := ν̺, λ({(y, y)}) and cy+1,y := ν̺, λ({(y + 1, y)}),
where y ∈ I (cωmax+1,ωmax is defined to be zero).
For the marginals to match we have the following constraints:
cy,y + cy,y−1 = ν̺({y}) and cy,y + cy+1,y = νλ({y}),
which implies that cy+1,y = cy,y−1 + νλ({y})− ν̺({y}). It then follows by recursion that
cy+1,y = νλ({z : z ≤ y})− ν̺({z : z ≤ y}), (8.1)
hence we obtain that
cy,y = ν̺({z : z ≤ y})− νλ({z : z ≤ y − 1}) (8.2)
holds for every y ∈ I. Since the last two expressions must be non-negative, these provide the
stochastic dominance in Assumption 1 and the condition (4.1), respectively.
Finally, the identity
∑
y∈I cy+1,y = ̺− λ proves (4.2). 
Proof of Proposition 2 First, in the geometric case, let 0 < p < p′ ≤ 1,
ν̺({n}) := p · (1− p)n and νλ({n}) := p′ · (1 − p′)n (0 ≤ n ∈ Z)
be the weights of the Geometric distributions with mean ̺ := 1/p − 1 and λ := 1/p′ − 1,
respectively. It is an obvious fact that ν̺ stochastically dominates νλ, that is Assumption 1
holds. But condition (4.1) is violated, since the inequality
0 ≤ ν̺({n : n ≤ y})− νλ({n : n ≤ y − 1})
=
y∑
n=0
p · (1− p)n −
y−1∑
n=0
p′ · (1− p′)n
= (1 − p′)y
[
1− (1− p′)
(
1− p
1− p′
)y+1]
cannot hold for all 0 ≤ y ∈ Z simultaneously.
In the Poisson case, let 0 ≤ λ < ̺ < +∞,
ν̺({n}) := exp(−̺) · ̺
n
n!
and νλ({n}) := exp(−λ) · λ
n
n!
(n ∈ Z+)
be the weights of the corresponding Poisson distributions. The cumulative distribution functions
are of the form
ν̺({n : n ≤ y}) = 1
y!
∫ +∞
̺
sy exp(−s) ds (y ∈ Z+)
17
via integration by parts. This shows the validity of Assumption 1 as well. Condition (4.1),
however, does not hold, since the following inequality cannot hold for all 0 ≤ y ∈ Z:
0 ≤ ν̺({n : n ≤ y})− νλ({n : n ≤ y − 1})
=
1
y!
[∫ +∞
̺
sy exp(−s) ds−
∫ +∞
λ
y · sy−1 exp(−s) ds
]
= exp(−λ) · λ
y
y!
[
1−
∫ ̺
λ
( s
λ
)y
exp(λ− s) ds
]
,
where at the last inequality we took advantage of the integration by parts formula. 
Next, we define the notion of particle current that we will need subsequently. Denote by S
the set of half integers, that is S : = Z+ 12 =
{
i+ 12 : i ∈ Z
}
. For each ω ∈ Ω we assign a height
configuration
h =
(
. . . , h− 32 , h− 12 , h 12 , h 32 , . . .
) ∈ ZS
such that ωi = hk − kk+1 holds for k = i − 12 ∈ S. Thus the negative discrete gradient of h
provides the system ω. Reversing this gives the heights as a function of ω:
hk =


h 1
2
−
k− 12∑
i=1
ωi if
1
2
< k ∈ S;
h 1
2
+
0∑
i=k+ 12
ωi if
1
2
> k ∈ S,
(8.3)
except for a constant simultaneous shift in all of the height values. We fix this integration constant
by postulating h 1
2
(0) to be zero initially. Then, the dynamics (2.5) translates to
h
p(ωi, ωi+1)−−−−−−−−→ h+ δi+ 12 , h
q(ωi, ωi+1)−−−−−−−−→ h− δi+ 12 .
Equivalently, h 1
2
(t)− h 1
2
(0) denotes the number of signed particle hops that occurred above the
bond [0, 1] until time t ≥ 0. In a similar fashion, one can think of hk(t) as the signed particle
current through the space-time line (12 , 0)→ (k, t), where k ∈ S and t ∈ R+.
Proof of Theorem 4 Fix t ≥ 0, n ∈ Z and let k = n+ 12 . We start two processes ω and η with
respective initial distributions σ̺, λ and τ1σ̺, λ, where recall (2.1) and that
τ1σ
̺, λ =
−1⊗
i=−∞
ν̺ ⊗
+∞⊗
i=0
νλ, (8.4)
which is just the left-shifted version of σ̺, λ. The corresponding height functions are denoted by
h and g.
Closely following [18], we will compute the following quantity in two different ways:
Eσ̺, λ hk(t) − Eτ1σ̺, λ gk(t). (8.5)
Define the possibly signed site-marginal
ν¯̺, λ(x, y) =


ν̺({z : z ≤ y})− νλ({z : z ≤ y − 1}) if x = y;
νλ({z : z ≤ y})− ν̺({z : z ≤ y}) if x = y + 1;
0 otherwise
(8.6)
on I × I, and the possibly signed product measure
µ¯ : =
−1⊗
i=−∞
ν̺, ̺ ⊗ ν¯̺, λ ⊗
+∞⊗
i=1
νλ, λ,
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with ν̺, ̺, νλ, λ defined in (2.3). Note that the marginal ν¯̺, λ is the one we have just elaborated
in (8.1)–(8.2). Proposition 1 tells that a coupling is possible with zero or one discrepancy if and
only if ν¯̺, λ is a probability measure (see (4.1)). This does not need to be the case, ν¯̺, λ, hence
µ¯, might put negative mass for some initial configuration pairs. But thanks to Assumption 1, it
may only put negative mass on coinciding initial configurations, that is when ω(0) ≡ η(0). In
other words, ν¯̺, λ(y, y) can possibly be negative but ν¯̺, λ(y + 1, y) cannot.
The formal computations in the proof of Proposition 1 still work and show that ν¯̺, λ has
respective first and second marginals ν̺ and νλ. Therefore
Eσ̺, λ hk(t)−Eτ1σ̺, λ gk(t)
=
∑
x∈I
Eσ̺, λ [hk(t) |ω0(0) = x] · ν̺(x) −
∑
y∈I
Eτ1σ̺, λ [gk(t) | η0(0) = y] · ν̺(y)
=
∑
x,y∈I
{
Eσ̺, λ [hk(t) |ω0(0) = x]−Eτ1σ̺, λ [gk(t) | η0(0) = y]
}
· ν¯̺, λ(x, y)
=
∑
y∈I
{
Eσ̺, λ [hk(t) |ω0(0) = y]−Eτ1σ̺, λ [gk(t) | η0(0) = y]
}
· ν¯̺, λ(y, y)
+
∑
y∈I
{
Eσ̺, λ [hk(t) |ω0(0) = y + 1]−Eτ1σ̺, λ [gk(t) | η0(0) = y]
}
· ν¯̺, λ(y + 1, y).
In the first to last line the conditional initial distributions agree for ω and η, hence so do the
expectations and we get zero. In the last line the mass ν¯̺, λ(y + 1, y) is non-negative, and we
replace this mass via (2.2):
Eσ̺, λ hk(t)−Eτ1σ̺, λ gk(t)
=
∑
y∈I
{
Eσ̺, λ [hk(t) |ω0(0) = y + 1]−Eτ1σ̺, λ [gk(t) | η0(0) = y]
}
· ν¯̺, λ(y + 1, y)
=
∑
y∈I
{
Eσ̺, λ [hk(t) |ω0(0) = y + 1]−Eτ1σ̺, λ [gk(t) | η0(0) = y]
}
· νˆ̺, λ(y + 1, y) · (̺− λ).
As νˆ̺, λ is a proper probability distribution, at this moment we can reunify the conditional
expectations at the last display to obtain
Eσ̺, λ hk(t)−Eτ1σ̺, λ gk(t)
=
∑
y∈I
Eˆ[hˆk(t)− gˆk(t) | ωˆ0(0) = y + 1, ηˆ0(0) = y] · νˆ̺, λ(y + 1, y) · (̺− λ)
= (̺− λ) · Eˆ[hˆk(t)− gˆk(t)]
with Eˆ denoting the measure with initial distribution µˆ̺, λ of (2.4) and following the basic
coupling for evolution. Finally, notice that under the basic coupling with only one initial second
class particle at the origin we have hˆk(t)− gˆk(t) = 1{Q(t) > n} a.s., thus
Eσ̺, λ hk(t)−Eτ1σ̺, λ gk(t) = (̺− λ) · Pˆ{Q(t) > n}. (8.7)
Next, the second way of computing (8.5). We notice that starting ω in distribution σ̺, λ,
letting it evolve according to its dynamics (2.5), and then defining
ηi(s) : = ωi+1(s) for all i ∈ Z and 0 ≤ s ≤ t
gives another joint realization with an implied expectation and with the corresponding joint
initial measure in which the marginal distributions of ω and η are the same as before. Notice
that the height functions in this coupling satisfy
gk(t) = gk(t)− g− 12 (t) + g− 12 (t)− g− 12 (0) + g− 12 (0)
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=

−
k− 12∑
i=0
ηi(t), if k > −12 ,
0, if k = −1
2
,
−1∑
i=k+ 12
ηi(t), if k < −12


+ g− 12 (t)− g− 12 (0) + g 12 (0) + η0(0)
=


−
k+ 12∑
i=1
ωi(t), if k > −12 ,
0, if k = −1
2
,
0∑
i=k+ 32
ωi(t), if k < −12


+ h 1
2
(t)− h 1
2
(0) + 0 + ω1(0)
= hk+1(t)− h 1
2
(t) + h 1
2
(t)− h 1
2
(0) + ω1(0)
= hk(t)− ωk+ 12 (t) + ω1(0),
where we used (8.3), h 1
2
(0) = g 1
2
(0) = 0, and the fact that the heights g− 12 and h 12 change at the
same time under this coupling. Thus
Eσ̺, λ hk(t)−Eτ1σ̺, λ gk(t) = Eσ̺, λ ωn+1(t)−Eσ̺, λ ω1(0) = Eσ̺, λ ωn+1(t)− λ.
Together with (8.7) we arrive to the desired identity
Pˆ{Q(t) > n} = Eσ̺, λ ωn+1(t)− λ
̺− λ ,
which finishes the proof. 
Proof of Theorem 5 We prove formula (4.4) in a somewhat similar fashion as we did for (4.3)
before. But instead of using again the height functions we are going to work with the occupation
numbers directly. Let ω be a process starting from σ̺, λ and evolving according to (2.6). Then
fix t ≥ 0, recall (2.1) and that for some ϕ : I → R and x ∈ I: Φ(x) =∑xy=ωmin ϕ(y), and define
An : = Eσ̺, λ [Φ(ωn(t))] −Eσ̺, λ [Φ(ωn+1(t))]
for every n ∈ Z. Now, by translation invariance we have
An = Eσ̺, λ [Φ(ωˆn(t))] −Eτ1σ̺, λ [Φ(ηˆn(t))]
in which η evolves according to the same dynamics (2.6) as ω but starts from τ1σ̺, λ instead
(see (8.4)). For this latter quantity one can apply the same coupling technique we worked out in
the previous proof. It then follows that
An =
∑
x∈I
Eσ̺, λ [Φ(ωn(t)) |ω0(0) = x] · ν̺(x)−
∑
y∈I
Eτ1σ̺, λ [Φ(ηn(t)) | η0(0) = y] · νλ(y)
=
∑
x,y∈I
{
Eσ̺, λ [Φ(ωn(t)) |ω0(0) = x]−Eτ1σ̺, λ [Φ(ηn(t)) | η0(0) = y]
}
· ν¯̺, λ(x, y)
=
∑
y∈I
{
Eσ̺, λ [Φ(ωn(t)) |ω0(0) = y]−Eτ1σ̺, λ [Φ(ηn(t)) | η0(0) = y]
}
· ν¯̺, λ(y, y)
+
∑
y∈I
{
Eσ̺, λ [Φ(ωn(t)) |ω0(0) = y + 1]−Eτ1σ̺, λ [Φ(ηn(t)) | η0(0) = y]
}
· ν¯̺, λ(y + 1, y),
where we used that the joint measure ν¯̺, λ, defined in (8.6), has respective marginals ν̺ and νλ.
As before we can take advantage of the fact that the last but one sum in the previous display
vanishes and that ν¯̺, λ(y + 1, y) = νˆ̺, λ(y + 1, y) · (̺− λ) so
An =
∑
y∈I
Eˆ[Φ(ωˆn(t))− Φ(ηˆn(t)) | ωˆ0(0) = y + 1, ηˆ0(0) = y] · νˆ̺, λ(y + 1, y) · (̺− λ)
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= (̺− λ) · Eˆ[1{Q(t) = n} · ϕ(ωˆn(t))]
using again that νˆ is a proper probability distribution and
Φ(ωˆn(t)) − Φ(ηˆn(t)) = 1{Q(t) = n} · ϕ(ωˆn(t))
a.s. under the basic coupling.
Thus we obtained the identity Eˆ[1{Q(t) = n} ·ϕ(ωˆQ(t)(t))] = 1̺−λ ·An for every n ∈ Z. Now,
summing these equations up as n runs from −L to L for some L ∈ Z+, we arrive to
Eˆ[1{Q(t) ∈ [−L,L]} · ϕ(ωˆQ(t)(t))] = 1
̺− λ ·
(
Eσ̺, λ Φ(ω−L(t)) −Eσ̺, λ Φ(ωL+1(t))
)
. (8.8)
Notice that Eσ̺, λ Φ(ω±L(t)) equals to Eτ±Lσ̺, λ Φ(ω0(t)) for all L ∈ Z+ due to the translation
invariant property of the rates.
First, assume that ϕ ≥ 0 and Eσ̺, ̺ Φ(ω0(t)) < +∞ hold. Since the measures τ±Lσ̺, λ
are dominated by σ̺, ̺ for every L ∈ N0 and Φ is monotone non-decreasing, it then follows by
attractiveness that each of the above expectations of Φ(ω0(t)) is finite. Let M be a positive real
and define ΦM to be Φ∧M . It is easy to see that ΦM and Φ−ΦM are non-negative and monotone
non-decreasing functions as well. Hence
∣∣Eτ±Lσ̺, λ Φ(ω0(t))−Eσ̺, ̺ Φ(ω0(t))∣∣
≤ ∣∣Eτ±Lσ̺, λ ΦM (ω0(t)) −Eσ̺, ̺ ΦM (ω0(t))∣∣+ 2 ·Eσ̺, (̺Φ− ΦM )(ω0(t)),
using again the attractiveness property of ω. At this point M can be made large enough for
the last quantity to be small, independently of L. Also, note that the measures τLσ̺, λ con-
verge weakly to σ̺, ̺ and to σλ, λ as L → ±∞, respectively. Now, due to a finite speed of
propagation of information (implied by construction of the dynamics), and taking advantage
of that ΦM is bounded, it follows that limL→+∞EτLσ̺, λ ΦM (ω0(t)) = Eσ̺, ̺ ΦM (ω0(t)) and
limL→−∞EτLσ̺, λ ΦM (ω0(t)) = Eσλ, λ ΦM (ω0(t)). What we have just proved implies that the
right-hand side of (8.8) is bounded hence the left-hand side converges to Eˆϕ
(
ωˆQ(t)(t)
)
by mono-
tone convergence, and so we get the desired formula (4.4).
On the other hand, assume that ϕ is absolutely summable:
∑
y∈I |ϕ(y)| < +∞. It follows
that ϕ as well as Φ are bounded functions. By dominated convergence the left-hand side of (8.8)
converges to Eˆϕ
(
ωˆQ(t)(t)
)
as L → +∞, while the convergence of the right-hand side follows
directly from finite information propagation velocity and the weak limit of τ±Lσ̺, λ as L→ +∞.
We remark that the way we obtained (4.4) could have been used to obtain (4.3) as well. For
historical reasons in the previous case we followed the approach that was inherited from [18]. 
Proof of Proposition 4 Basically, we will follow the lines of [26, pp. 1791–1792]. Fix a t ∈ R+
and let x ∈ R be a continuity point of u0( · , t). Furthermore, let ϕ : Ω→ R be a monotone non-
decreasing cylinder function for which (6.5) holds. Note that the measure τjσ̺, λ is stochastically
dominated by τkσ̺, λ for every j ≥ k. Then by attractiveness we have
Eτ[Nε]σ̺, λ ϕ(τkω(Nt)) ≤ Eσ̺, λ ϕ
(
τ[Nx]ω(Nt)
) ≤ Eτ[Nε]σ̺, λ ϕ(τjω(Nt))
for every j ≥ [Nx]− [Nε] ≥ k, where ε ∈ R. Now, let ε+ > 0 and ε− < 0. Then
1
|[Nε−]|+ 1
∑
k : [Nx]−|[Nε−]|≤k≤[Nx]
Eτ[Nε−]σ
̺, λ ϕ(τjω(Nt))
≤ Eσ̺, λ ϕ
(
τ[Nx]ω(Nt)
) ≤ 1
[Nε+] + 1
∑
j : [Nx]≤j≤[Nx]+[Nε+]
Eτ[Nε+]σ
̺, λ ϕ(τjω(Nt)).
Taking the limit inferior then the superior as N → +∞ and using assumption (6.5) we obtain
that
1
|ε−|
∫
z :x−|ε−|≤z≤x
E
piu
ε− (z,t) ϕ(ω) dz
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≤ lim inf
N→+∞
Eσ̺, λ ϕ
(
τ[Nx]ω(Nt)
) ≤ lim sup
N→+∞
Eσ̺, λ ϕ
(
τ[Nx]ω(Nt)
)
≤ 1
ε+
∫
y :x≤y≤x+ε+
E
piu
ε+ (y,t) ϕ(ω) dy.
Since (pi̺)̺∈R is an ordered family of measures and uε− as well as uε+ are monotone non-increasing
functions it follows that
E
piu
ε− (x,t) ϕ(ω) ≤ lim inf
N→+∞
Eσ̺, λ ϕ
(
τ[Nx]ω(Nt)
) ≤ lim sup
N→+∞
Eσ̺, λ ϕ
(
τ[Nx]ω(Nt)
)
≤ E
piu
ε+ (x,t) ϕ(ω).
Without loss of generality we can assume that ϕ ≥ 0. Now, let M ∈ R+ and define ϕM = ϕ∧M .
Then
∣∣E
piu
ε± (x,t) ϕ(ω)−Epiu0(x,t) ϕ(ω)
∣∣
≤ ∣∣E
piu
ε± (x,t) ϕM (ω)−Epiu0(x,t) ϕM (ω)
∣∣+ 2Epi̺max (ϕ− ϕM)(ω)
by stochastic dominance of the measures (pi̺)̺∈R. Note that the last quantity in the previous
display can be made arbitrarily small by choosing M to be large enough while the first one
vanishes as ε→ 0 by weak convergence. This results in the desired limit (6.6).
Since any bounded cylinder function can be written as the difference of two monotone cylinder
functions we have finished the proof. 
Now, we can turn to the proofs of the main results (see Section 3).
Proof of Theorem 1 First, assume that our attractive process has bounded occupation num-
bers. Hence we can apply Theorem 8. Let us mention that the density parametrized ergodic (or
extremal) set of stationary distributions have been proved to exist and form a continuous and
stochastically ordered family of measures with a closed parameter set R of [ωmin, ωmax] contain-
ing ωmin and ωmax (see [3, Section 3, Proposition 3.1]). So for applying Proposition 4 we only
need to take care of the limit (6.5) when ϕ(ω) = ω0. Without loss of generality one can assume
that ωmin ≥ 0 and that the compact support of ψ has (at most) unit Lebesgue measure. Then
we have
Eτ[Nε]σ̺, λ
∣∣∣∣ 1N
∑
j∈Z
ψ(j/N) · ωε,Nj (Nt)−
∫
x∈R
ψ(x) · uε(x, t) dx
∣∣∣∣
≤ ε+ ωmax ·max
x∈R
|ψ(x)| ·PN
(∣∣∣∣ 1N
∑
j∈Z
ψ(j/N) · ωε,Nj (Nt)−
∫
x∈R
ψ(x) · uε(x, t) dx
∣∣∣∣ > ε
)
,
where ε > 0 can be chosen arbitrarily. Now, taking the limit as N → +∞ we get (6.5). Finally,
we can conclude using (4.3).
On the other hand, considering one of the processes of the misanthrope family with bounded
rates one can apply Theorem 7. So we have in hand both the set of product-form extremal
stationary distributions and the convergence result (6.4) (see also [31, Section 7]). Hence, we can
directly apply Proposition 4 with ϕ(ω) = ω0 and the desired limit (3.1) can be obtained via (4.3)
again.
In both cases the monotonicity, boundedness and convergence of the entropy solutions (uε)ε∈R
come from the classical results of hyperbolic conservation laws (see [24] and further references
therein). 
Proof of Theorem 2 By shifting the whole system upwards we can assume, without loss of
generality, that ωmin = 0. Now, we are going to handle both the finite and infinite settings.
Attractiveness and the fact ωn(t) ≥ 0 imply that supn∈ZEσ̺, λ ωn(t)2 can be estimated from
above by Eσ̺, ̺ ω0(t)2 which is supposed to be finite for every fixed t ≥ 0. It follows that for
each t ≥ 0, the sequence (
1
N
∑
j∈Z
ψ(j/N) · ωε,Nj (N2t)
)
N∈Z+
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is bounded in L2 for every ε ∈ R, where ωε,N starts from τ[Nε]σ̺, λ and ψ is a given continuous
function of compact support. Hence the conservation of local equilibrium of gradient processes
implies (6.5) for ϕ(ω) = ω0. Since the time scaling played no role in (the proof of) Proposition
4, one can save this result to the diffusive case as well, resulting in the desired convergence (3.2).

Proof of Theorem 3 Without loss of generality we can assume that ωmin = 0 while ωmax is
some fixed positive integer. We start the process ηˆ from initial configuration ηˆ(0) = ωmax 1{i ≤
0}. For sake of brevity we let r¯ : = p(ηˆ0(0), ηˆ1(0)), which is positive by the non-degeneracy of the
rates. In what follows, we will work with the height function g of ηˆ (see its definition in (8.3)).
Since the initial configuration ηˆ0 of ηˆ can change only due to a jump performed by a particle
from the origin to lattice point 1, it follows that in a small time interval [0, ε] we should only
take into account two events: ηˆ(ε) = ηˆ0 occurring with probability 1− ε · r¯ (up to first order in
ε) and ηˆ(ε) = ηˆ0 − δ0 + δ1 which in turn occurs with rate ε · r¯. All the other moves are of order
o(ε) in probability. Putting the above together we arrive to
d
dt
Eηˆ0 g 12 (t) = limε↓0
Eηˆ0 g 12 (t+ ε)−Eηˆ0 g 12 (t)
ε
= r¯ · lim
ε↓0
(
Eηˆ0
{
E[g 1
2
(t+ ε) | ηˆ(ε) = ηˆ0 − δ0 + δ1]−E[g 12 (t+ ε) | ηˆ(ε) = ηˆ0]
})
= r¯ ·
(
1 +Eωˆ0 h 12 (t)−Eηˆ0 g 12 (t)
)
(8.9)
by the Markov property, where h is the height function of ωˆ that starts from ωˆ0 = ηˆ0 − δ0 + δ1.
Along the way we have also used the fact that g 1
2
(t) counts exactly how many (signed) particle
jumps occurred above the bond [0, 1] until time t ≥ 0. Also recall that g 1
2
(0) (and h 1
2
(0)) is set
to be zero by choice. ((8.9) is also known as the Kolmogorov forward equation.)
We now couple the processes ωˆ and ηˆ coordinate-wise, employing the basic coupling with
deterministic initial configurations ωˆ0 and ηˆ0, respectively. Notice that there are two second
class particles in the system (ωˆ, ηˆ): a negative and a positive starting from positions 0 and 1,
respectively. It then follows that under this coupling
1+h 1
2
(t)− g 1
2
(t) =
+∞∑
j=1
(
ωˆj(t)− ηˆj(t)
)
=
+∞∑
j=1
sj(t) ·nj(t) ≤ 1{N (s) = 2 for all 0 ≤ s ≤ t} (8.10)
holds a.s. On the other hand
d
dt
Eηˆ0 g 12 (t) = limε↓0
Eηˆ0
[
g 1
2
(t+ ε)− g 1
2
(t)
]
ε
= lim
ε↓0
Eηˆ0
[
ε · p(ηˆ0(t), ηˆ1(t))− ε · q(ηˆ0(t), ηˆ1(t))
]
ε
= Eηˆ0 [p(ηˆ0(t), ηˆ1(t))− q(ηˆ0(t), ηˆ1(t))], (8.11)
using again the Markov property and that g 1
2
can change only if a particle attempts to jump
either from 0 to 1 or from 1 to 0. ((8.11) is sometimes called the Kolmogorov backward equation.)
Putting (8.9) and (8.11) together and using the estimate (8.10) we arrive to
1
r¯
Eηˆ0 [p(ηˆ0(t), ηˆ1(t)) − q(ηˆ0(t), ηˆ1(t))] ≤ Pˆ
{N (s) = 2 for all 0 ≤ s ≤ t}.
Now, taking the limit superior as t → +∞ we obtain the desired inequality (3.3) by monotone
convergence.
In the totally asymmetric case, it is easy to see that there must exist a subsequence (tm)+∞m=1 for
which lim
m→+∞
Eηˆ0 p(ηˆ0(tm), ηˆ1(tm)) > 0, since otherwise we would have limt→+∞
p(ηˆ0(t), ηˆ1(t)) = 0
a.s. by dominated convergence, implying that the probability of the event {ηˆ0(t) = 0 or ηˆ1(t) =
ωmax} tends to 1 as t→ +∞. But this obviously cannot happen.
Finally, for a misanthrope process (i.e. the rates of which satisfy the conditions of Theorem
6) we can apply Theorem 7 and then Proposition 4. The proof is then completed by choosing
the cylinder function ϕ(ω) to be p(ω0, ω1)− q(ω0, ω1) (ω ∈ Ω) in (6.4). 
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