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Abstract
Graphical models with pairwise correlations be-
tween variables are widely used to model op-
timization problems in machine learning and
other fields. The structures of these opti-
mization problems can be encoded as potential
functions attached on the vertices of the input
graph. Then maximum a posterior (MAP) esti-
mation is equivalent to maximizing or minimiz-
ing the energy function, i.e. sum of the poten-
tial functions. We show that if the potentials
are nonnegative, then maximizing the energy
admits efficient polynomial-time approximation
schemes (EPTAS) on planar graphs, bounded-
local-treewidth graphs, H-minor-free graphs and
bounded-crossing-number graphs. Our EPTAS
can be applied to various significant optimiza-
tion problems in machine learning, data mining,
computer vision, combinatorial optimization and
statistical physics. We also prove that approxi-
mation algorithm does not exist for minimization
even if the potentials are nonnegative and the in-
put graph is planar. Our method is a simple ex-
tension of Baker’s Technique and consequently
it also generalizes a series of related works pro-
posed over the last three decades.
1. Introduction
1.1. The Model
Graphical models with pairwise potentials are widely used
for research of machine learning. Its maximum a poste-
rior (MAP) estimation plays a key role for many learning-
as-optimization tasks. The structures of several signifi-
cant optimization problems in machine learning and some
other fields can be encoded as potential functions attached
on the vertices and edges of a graph whose vertices rep-
resent variables and edges represent correlations between
the variables. Formally, the input graph is denoted by
G(V,E) where V denotes the set of vertices and E de-
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notes the set of edges. Each vertex i ∈ V represents a
variable σi ∈ [q] that can take q different values and is at-
tached by a vertex potential function ψi : [q] → R. Each
edge (i, j) ∈ E is attached by an edge potential function
ψij : [q] × [q] → R which takes the values of σi and σj
as inputs. A joint value assignment σ ∈ [q]V is called
a configuration. The energy function E(σ) is defined as
E(σ) =
∑
i∈V ψi(σi)+
∑
(i,j)∈E ψij(σi, σj). The follow-
ing well-known optimization problems can be reduced to
finding a configuration σ maximizing or minimizing E(σ).
MAP Estimation: Maximum a posterior (MAP) estima-
tion on graphical models is a fundamental problem in ma-
chine learning. Given a pairwise Markov random field,
the Gibbs measure of configuration σ ∈ [q]V is usu-
ally defined as P (σ) = 1Z exp(−E(σ)) where Z =∑
σ∈[q]V exp(−E(σ)) is the partition function. The goal
of MAP estimation is finding the configuration σ that max-
imizes P (σ). This is equivalent to minimizing the en-
ergy function E(σ). The definition of Gibbs measure
follows the convention of statistical physics. In many
cases, we also let P (σ) = 1Z exp(E(σ)) where Z =∑
σ∈[q]V exp(E(σ)), then MAP estimation is equivalent to
maximizing the energy function. This problem is exactly
solvable if the input graph is an acyclic graph. In general,
it is NP-hard and few provable approximation bounds have
been achieved.
Correlation Clustering: Correlation clustering, motivated
by document clustering and agnostic learning, provides a
method for partitioning data points into clusters based on
their similarities. It has been commonly used in machine
learning and data mining. The model originally proposed
in (Bansal et al., 2004) is a complete graph Kn whose ver-
tices represent data points. Each edge has weight either +1
(similar) or −1 (different) to measure the similarity of two
vertices. The solutions consists of two scenarios: maxi-
mizing agreements (maximizes sum of positive weights in
clusters plus sum of absolute values of negative weights
between clusters) or minimizing disagreements (minimizes
sum of absolute values of negative weights in clusters plus
sum of positive weights between clusters). Both of them
are NP-complete. In (Bansal et al., 2004), a PTAS is given
for maximizing agreements and a constant factor approx-
imation algorithm is given. For general graphs G(V,E)
with real-valued weights w : E → R, an O(log n)-
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approximation is given for minimizing disagreements and a
0.7664-approximation is given for maximizing agreements
in (Charikar et al., 2003). It is also proved that maximizing
agreements is APX-hard and minimizing disagreements is
APX-hard on complete graphs. Later in (Swamy, 2004),
a 0.766-approximation algorithm is given for maximizing
agreements via semidefinite programming. The approxi-
mation ratio 0.766 also holds for q-clustering variant where
the number of clusters is at most q. Let ψi = 0. If wij > 0,
we set ψij = wij if σi = σj and ψij = 0 otherwise. If
wij < 0, we set ψij = −wij if σi 6= σj and ψij = 0 oth-
erwise. Then maximizing agreements for q-clustering is
equivalent to maximizing the energy function. Minimizing
disagreements for q-clustering can be reduced to minimiz-
ing the energy function via a similar reduction.
MAX Graph-cuts: Given an undirected graph G(V,E,w)
where w : E → R+ assign a nonnegative weight wij to
each edge (i, j) ∈ E. The goal of MAX-CUT problem is
dividing the vertices of G into two sets S and S¯ such that
the value
∑
(i,j)∈C(S,S¯) wij is maximum where C(S, S¯)
is the set of cut edges between S and S¯. Its directed-
graph version is MAX-DICUT problem whose input is a
directed graph G and whose goal is dividing the vertices
of G into two sets S and S¯ such that the total weight of
the directed cut
∑
i∈S,j∈S¯,(i,j)∈E wij is maximum. Let
ψi = 0. For MAX-CUT, we let ψij(σi, σj) = wij if
σi 6= σj and ψij(σi, σj) = 0 otherwise. For MAX-
DICUT, we let ψij(σi, σj) = wij if σi = 1 ∧ σj = 0
and ψij(σi, σj) = 0 otherwise. Then computing the max-
imum cuts is equivalent to maximizing the corresponding
energy function. The best known approximation ratio for
MAX-CUT is α = 2pi min0≤θ≤pi
θ
1−cos θ ≈ 0.878 discov-
ered in (Goemans & Williamson, 1995) using semidefinite
programming and randomized rounding. In (Khot et al.,
2007), it is shown that this is the best possible approx-
imation ratio for MAX-CUT if the unique game conjec-
ture (Khot, 2002; Khot & Vishnoi, 2005) is true. In (Bara-
hona et al., 1988), minimizing the number of vias (holes
on a printed circuit board) for very-large-scale-intergrated
(VLSI) circuit design is reduced to computing MAX-CUT.
Statistical Physics: Spin system is a theoretical model for
studying properties like ferromagnetism and phase transi-
tion. Edwards-Anderson model is a widely accepted de-
scription of the spin systems. The input graph is usually
a d-dimensional lattice graph Ld. Each vertex i in the lat-
tice is a Ising spin σi ∈ {−1,+1}. The energy functions
is E(σ) =
∑
(i,j)∈E Jijσiσj + B
∑
i∈V σi where Jij are
exchange couplings and the second part of the sum repre-
sents the external magnetic field. The interactions between
spins σi and σj is ferromagnetic if Jij > 0 and antifer-
romagnetic if Jij < 0. When Jij > 0 and B = 0, the
energy function becomes E(σ) =
∑
(i,j)∈E Jijσiσj =
C − 2∑(i,j)∈E,σi 6=σj Jij . Then computing the ground
state is equivalent to computing the maximum weighted
cut of the input graph. This problem is NP-hard even on
3-dimensional lattice graphs (Mezard & Montanari, 2009).
Techniques such as branch and bound methods, belief prop-
agation have been applied but few provable bounds have
been achieved.
Computer Vision: The theoretical models of statistical
physics are widely used in computer vision. The pixel val-
ues are analogous to states of atoms in a lattice-like spin
system. The ψi(·) part of the energy function measures
the disagreement between the label and observed value at
pixel i. The ψij(·, ·) part measures the pairwise smooth-
ness between pixel i and pixel j. The likelihood of a la-
bel configuration σ is measured by the probability P (σ) =
1
Z(β) exp(−βE(σ)) where β is a free parameter called in-
verse temperature and Z(β) =
∑
σ∈[q]V exp(−βE(σ)) is
the normalizing factor. The typical ψi(·) usually takes the
form ψi(σi) = (σi − pi)2 (Boykov et al., 2001) where
pi is the observed value of pixel i. The typical forms
of ψij(σi, σj) are (Boykov et al., 1998) generalized Potts
model that ψij(σi, σj) = wij · (1 − δ(σi, σj)) where
wij ≥ 0 is a weight coefficient and δ(x) = 1 when x = 0,
and δ(x) = 1 otherwise. Then computing the configura-
tion with maximum likelihood is equivalent to minimizing
the energy function. This method has been widely used in
various applications such as image restoration, image seg-
mentation, texture synthesis and stereo vision.
MAX 2-CSP: Constraint satisfaction problems (CSP) are
well investigated in artificial intelligence. A CSP is de-
fined as a tuple 〈X,Q,C〉 where X = {X1, . . . , Xn} is a
set of variables, Q = {Q1, . . . , Qn} is the set of respec-
tive value domains of X , C = {C1, . . . , Cm} is a set of
constraints. The variable Xi can take the values in domain
Qi. Each constraint C` is a function which takes a sub-
set S` ⊆ X of variables as inputs and returns a number
w` ≥ 0 representing the weight of C` if it is satisfied or 0
otherwise. The most extensively studied CSP is its boolean
version SAT. A MAX-CSP asks for a configuration of vari-
ables such that the number of satisfied constraints is maxi-
mum. If each constraint takes exactly two variables as in-
puts, this problem is called MAX 2-CSP. Although 2-SAT
can be decided in polynomial time, MAX-2SAT is APX-
hard (Ausiello, 1999). Given a MAX 2-CSP, we construct
a graph G(V,E) where each Xi corresponds to a vertex in
V and (i, j) ∈ E if ∃` s.t. S` = {Xi, Xj}. We set ψi = 0
and ψij as ψij(σi, σj) =
∑
`:S`={Xi,Xj} C`, then solving
this MAX 2-CSP is equivalent to maximizing the energy
function of G.
For each function ψij attached on edge (i, j) ∈ E, let αij
and αji be two constants satisfying αij + αji = 1. We set
fi = ψi +
∑
j∈N(i) αij · ψij , then computing the energy
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function E(σ) is equivalent to computing
∑
i∈V fi. We do
this because our approximation algorithm holds for fi ≥ 0,
which is necessary but not sufficient for ψi ≥ 0 and ψij ≥
0. By this transformation, our approximation algorithm can
be applied to a much larger domain of inputs that allows
some ψi and ψij to be negative. In this paper, we assume
that all fi are O(1)-time computable.
1.2. Main Results
A polynomial-time approximation scheme (PTAS) is an
algorithm A(I, ) which takes an instance I of an opti-
mization problem and a parameter  > 0 and runs in time
nO(f(1/)) which produces a solution that is at least (1− )
optimal for maximization and at most (1 + ) optimal for
minimization. A PTAS with running time f(1/) · nO(1) is
called an efficient polynomial time approximation scheme
(EPTAS). An EPTAS where f(1/) is polynomial in 1/ is
a fully polynomial time approximation scheme (FPTAS).
Our contributions are two-fold. One positive result of ef-
ficient approximation algorithm for maximizing
∑
i∈V fi
and one negative result of inapproximability property for
minimizing
∑
i∈V fi. The positive one is given as follows.
Theorem 1.1. If the functions fi derived from ψi and
ψij satisfies fi ≥ 0 for all i ∈ V , then comput-
ing maxσ∈[q]V
∑
i∈V fi admits EPTASs on planar graphs,
bounded-local-treewidth graphs, H-minor-free graphs and
bounded-crossing-number graphs.
The time complexity of our EPTAS is O
(
qO(
1
 ) · n
)
.
Then we have the following corollary.
Corollary 1.2. Given a fixed error 0 <  < 1, if the func-
tions fi derived from ψi and ψij satisfies fi ≥ 1 for all
i ∈ V , then computing the max-product can be approxi-
mated to at least
(
maxσ∈[q]V
∏
i∈V ψi
∏
(i,j)∈E ψij
)1−
with time complexity O
(
qO(
1
 ) · n
)
on planar graphs,
bounded-local-treewidth graphs, H-minor-free graphs and
bounded-crossing-number graphs.
To our knowledge, such provable bound for computing the
max-product have not been known for other methods such
as belief propagation and its variant versions.
By the reductions listed in Section 1.1, we also have the
following corollary.
Corollary 1.3. Computing MAX 2-CSP, MAX-CUT, MAX-
DICUT, MAX k-CUT, maximizing agreements for q-
clustering and computing the ground state of ferromagnetic
Edwards-Anderson model without external magnetic field
admits EPTASs on planar graphs, graphs with bounded lo-
cal treewidth, H-minor-free graphs and bounded-crossing-
number graphs.
On planar graphs, MAX-CUT is polynomial-time solv-
able (Hadlock, 1975). The PTAS for MAX-CUT on H-
minor-free graphs is given in (Demaine et al., 2005). MAX
k-CUT is a natural generalization of MAX-CUT. Given a
connected undirected graph G(V,E,w) where w : E →
R+ assigns a nonnegative weight wij to each edge (i, j) ∈
E, a k-cut is a set of edges E′ ⊆ E whose removal de-
composes the input graph into k disjoint subgraphs. The
goal of MAX k-CUT problem is computing such a set of
edges E′ that
∑
e∈E′ we is maximum. When k = 2, MAX
k-CUT problem is MAX-CUT. If k > ∆ where ∆ is the
maximum degree of G, the optimal solution is precisely
the sum of all the weights of the edges. Thus this prob-
lem is only interesting when k ≤ ∆. Choosing a set of
terminals S = {s1, . . . , sk} ⊆ V , the configuration of st
(1 ≤ t ≤ k) is fixed to t ∈ [q]. The vertices in graph
G′ = G\S are free variables. The functions attached on
(i, j) ∈ E are the same as those of MAX-CUT. Then com-
puting the MAX k-CUT for fixed S is equivalent to com-
puting maxσ∈[k]V (G′)
∑
(i,j)∈E ψij . By Theorem 1.1, we
have a EPTAS to compute MAX k-CUT for fixed S. There
are at most P (n, k) = n!(n−k)! ≤ nk possibilities for S,
which is polynomial if k is fixed. By enumerating all these
cases, we have a EPTAS for MAX k-CUT.
Unfortunately, we have the following inapproximability re-
sult for minimization.
Theorem 1.4. Even if fi ≥ 0 for all i ∈ V , there does not
always exist PTAS for minimizing the energy function even
on planar graph unless P = NP.
We construct a reduction from computing the chromatic
number to energy minimization. We let
fi =
{
wx if σi = x ∈ [q] and σi 6= σj for ∀(i, j) ∈ E
+∞ if σi = σj for any (i, j) ∈ E
where wx satisfies wx > n · wx−1. This is allowed be-
cause both G and the set of functions fi serve as inputs.
If the graph G is x-colorable, then the value of the min-
sum Smin = minσ
∑
i∈V fi must fall into the interval
[wx, wx ·n]. For any x, y ∈ [q], [wx, wx ·n] and [wy, wy ·n]
are pairwise disjoint. By four color theorem, any pla-
nar graph is 4-colorable. Furthermore, it is known that
3-coloring problem remains NP-complete even on planar
graph of degree 4 (Dailey, 1980). It implies that it is NP-
hard to approximate the chromatic number within approx-
imation ratio 4/3 even on planar graphs. Therefore if we
have a PTAS for computing the min-sum of fi on planar
graphs, then we have a polynomial time algorithm for com-
puting the chromatic number of planar graphs, which leads
to a contradiction. It implies that there also does not ex-
ist PTAS for computing the min-sum on other classes of
graphs we will discuss. Actually, this proof is not only
about PTAS. If we set wx > g(n) · n · wx−1, then there
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does not exist g(n)-approximation algorithm for minimiz-
ing the energy function. By enlarging the gaps between the
disjoint intervals, we can achieve stronger inapproximabil-
ity results.
1.3. Content Organization
This paper is organized as follows. In Section 2, we in-
troduce some basic concepts that will be used throughout
this paper. In Section 3, we gives a concise description of
Baker’s technique and an overview of the proof of Theo-
rem 1.1. In Section 4, we introduce graph decomposition
techniques for graph classes mentioned in Theorem 1.1.
Combining the content of Section 3 and Section 4 will give
a complete proof of Theorem 1.1.
2. Preliminaries
2.1. Planar graph
A graph G is a planar graph if it can be embedded into the
two-dimensional plane such that no pair of edges will cross
with each other. Given a planar graph, its planar embed-
ding can be generated in linear time. A planar graph is an
outerplanar graph if it has a planar embedding where all the
nodes are on the exterior face. Given a planar embedding
of a planar graph, a node is at level 1 if it is on the exte-
rior face. When all the level-1 nodes are deleted from the
planar embedding, the nodes on the exterior face are called
level-2 nodes. By this induction the level-k nodes can be
defined. A planar graph is a k-outerplanar graph if it has a
planar embedding with no nodes of level more than k.
2.2. Tree decomposition and treewidth
The concept of tree decomposition is defined to measure
the similarity between a graph and a tree.
Definition 2.1. A tree decomposition of an undirected
graph G(V,E) is a tuple ({Xi|i ∈ I}, T = (I, F )) where
{Xi|i ∈ I} is a family of subsets of V that each one
corresponds to a node of T . T is a tree such that (1)⋃
i∈I Xi = V , (2) for all edges {v, w} ∈ E, there exists an
i ∈ I with v ∈ Xi and w ∈ Xi, (3) for all i, j, k ∈ I: if j
is on the path from i to k in T , then Xi ∩Xk ⊆ Xj .
Each node of the tree decomposition T is called a bag. The
third property of tree decomposition guarantees that for ev-
ery v ∈ V , {Xi : v ∈ Xi, i ∈ I} induces a connected sub-
tree of T .
Definition 2.2. The treewidth of a tree decomposition
({Xi|i ∈ T}, T = (I, F )) is maxi∈I |Xi| − 1. The
treewidth of a graph G, denoted by tw(G), is the minimum
treewidth over all tree decompositions of G.
A tree decomposition of width equal to the treewidth is
called an optimal tree decomposition. Computing the
treewidth for graph G is NP-complete. But given a graph
G, deciding whether the treewidth of G is at most a fixed
constant k can be decided in linear time by Bodlaender’s
algorithm (Bodlaender, 1993). If the answer is yes, then
an optimal tree decomposition of G can be constructed in
linear time (but exponential in k). The following lemma
includes some well-known facts about treewidth.
Lemma 2.3. Let ({Xi|i ∈ I}, T = (I, F )) be a tree de-
composition of graphG. Then (1) IfX ⊆ V (G) is a clique,
then there is an i ∈ I thatX ⊆ Xi. (2) LetG,H be graphs
such that V (G)∩V (H) is a clique in bothG andH . Then it
holds that tw(G∪H) = max{tw(G), tw(H)}. (3) For any
X ⊆ V (G). Then tw(G) ≤ tw(G\X)+ |X|. (4) LetG,H
be graphs such that H ≤m G. Then tw(H) ≤ tw(G).
2.3. Local treewidth
The concept of local treewidth is first introduced by (Epp-
stein, 2000) as a generalization of treewidth. The local
treewidth of graph G is a function that maps an integer
r ∈ N to the maximum treewidth of the subgraph of G
induced by the r-neighborhood Nr(i) of any vertex i ∈ V ,
formally defined as follows.
Definition 2.4. The local treewidth of graph G(V,E) is
a function defined as ltwG(r) = max{tw(G[Nr(i)]) : i ∈
V } whereG[Nr(i)] is the subgraph ofG induced byNr(i).
Definition 2.5. A class C of graphs has bounded local
treewidth if there is a function f : N → N such that
ltwG(r) ≤ f(r) for all G ∈ C, r ∈ N. C has linear lo-
cal treewidth if there is a λ ∈ R such that ltwG(r) ≤ λ · r
for all G ∈ C, r ∈ N.
2.4. Graph minor
Given a graph G, if graph H can be reduced from a sub-
graph of G by a sequence of edge contractions, then H
is a minor of G, denoted by H ≤m G. We can see that
H ≤m G if and only if there is a mapping h : VH → 2VG
such that for all x ∈ VH the subgraph G[h(x)] of G in-
duced by h(x) is a connected, h(x) ∩ h(y) = ∅ for all
x 6= y ∈ VH and, for every (x, y) ∈ EH there exists an
edge (u, v) ∈ EG such that u ∈ h(x) and v ∈ h(y).
A class C of graphs is minor-closed if and only if for all
G ∈ C and H ≤m G we have H ∈ C. We say C is
nontrivial if C does not contain all the graphs. A class C
of graphs is H-minor-free if H m G for all G ∈ C.
Then we call H an excluded minor of C. Robertson and
Seymour’s Graph Minor Theorem (Robertson & Seymour,
2004), which solves Wagner’s conjecture, demonstrates
that the undirected graphs partially ordered by the graph
minor relationship form a well-quasi-ordering. This im-
plies that every minor-closed class of graphs can be char-
acterized by a finite set of forbidden minors.
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It is well known that the treewidth of a k × k grid is k,
so planar graphs do not have bounded treewidth. But pla-
nar graphs have bounded local treewidth. A k-outerplanar
graph has treewidth at most 3k−1 (Bodlaender, 1986). It is
also well known that graphs embeddable on bounded-genus
surface have bounded local treewidth (Eppstein, 2000).
The following theorem gives a precise characterization of
graphs with bounded local treewidth. The relationship of
these graph classes are shown in Figure 1.
Theorem 2.6. (Eppstein, 2000) Let F be a minor closed
family of graphs. Then F has bounded local treewidth iff.
F does not contain all apex graphs.
A graph is an apex graph if it has a vertex whose removal
results in a planar graph. Theorem 2.6 shows that a graph
G has bounded local treewidth iff. it is apex-minor-free.
Theorem 2.7. (Demaine & Hajiaghayi, 2004) Any apex-
minor-free graph has linear local treewidth.
Figure 1. The class of planar graphs is contained in the class of
bounded-local-treewidth graphs which is contained in the class of
H-minor-free graphs.
2.5. Clique sum
The clique-sum operation is a way of combining two
graphs by identifying their cliques. Suppose G1 and G2
are two graphs, W1 ⊆ V (G1) and W2 ⊆ V (G2) are two
cliques of the same size. The clique sum of G1 and G2,
denoted by G1 ⊕G2, is a graph by identifying W1 and W2
through a bijection h : W1 →W2, and then possibly delet-
ing some of the clique edges. The subgraph induced by
the clique vertices in G1 ⊕ G2 is called the join set. The
clique is called a k-sum if |W1| = |W2| = k, denoted by
G1 ⊕k G2. Since there are many possible bijections be-
tween vertices of W1 and W2, there are also many possible
results for G1 ⊕G2.
The clique-sum operation plays an important role in the
core of Robertson and Seymour’s graph minor theory. The
deep structural theorem (Robertson & Seymour, 2003) of
graph minor theory states that any H-minor-free graph can
be decomposed into a collection of graphs each of which
can be embedded into a bounded-genus surface by deleting
a bounded number of apex vertices where the number only
depends on V (H). These h-almost embedded graphs are
combined in a tree structure by clique-sum operations. The
clique-sum decomposition (Demaine et al., 2005; Grohe
et al., 2013) is a building block by which the approxima-
tion algorithms for H-minor-free graphs can be achieved.
2.6. Bounded-crossing-number graph
We follow the definition of graphs with bounded crossings
per edge in (Grigoriev & Bodlaender, 2007).
Definition 2.8. An embedding of a graphG on a surface S
of genus g is a good embedding if all vertices of the graph
are given as distinct points on S, no two edge crossings
locate at the same point on S and for any edge, no vertex
except the endpoints of the edge locate on the edge.
Definition 2.9. The crossing parameter ϕ of a graph G
embedded on a bounded-genus surface S is the minimum
over all good embeddings on S of the maximum over all
edges e of the number of edge crossings of e.
By the observation of (Grigoriev & Bodlaender, 2007), the
class of graphs with bounded crossing parameter is not
minor-closed. Therefore it generalizes the discussions on
H-minor-free graphs.
3. Baker’s Technique and Proof Sketch
Baker’s technique, created over three decades ago, is a
powerful tool for designing PTASs for NP-hard optimiza-
tion problems on planar graphs. Its journal version is pub-
lished in (Baker, 1994) that gives PTASs for many opti-
mization problems like maximum independent set, min-
imum vertex cover, minimum dominating set,minimum
edge dominating set, maximum triangle matching, maxi-
mum H-matching and maximum tile salvage. To compute
the maximum independent set (MIS) on a planar graph, it
decomposes the planar embedding into several disjoint k-
outerplanar graphs by removing all the vertices in layers
congruent to i (mod k + 1) for some 0 ≤ i ≤ k. Then
the maximum independent set on each k-outerplanar graph
can be computed by dynamic programming in 2O(k)n time.
The union of these maximum independent sets is a valid
maximum independent set of G. The pigeonhole principle
guarantees that there is at least one i s.t. the final solution is
at least k/(k+1) optimal. Therefore, let  = O(1/k), then
maximum independent set on planar graphs can be approx-
imated to (1 − ) optimal in 2O(k)kn time. In our model,
computing the maximum independent set of G is equiva-
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lent to computing maxσ∈[0,1]V
∑
i∈V fi by setting fi as
fi =

1, if σi = 1, and σj = 0 for ∀j that (i, j) ∈ E,
0, if σi = 0,
−∞, if σi = 1, and σj = 1 for ∃j that (i, j) ∈ E,
where σi = 1 means vertex i is in the independent set
and σi = 0 otherwise. If there is an edge (i, j) ∈ E and
σi = σj = 1, then fi = fj = −∞, which means the con-
figuration is invalid. Therefore if
∑
i∈V fi is maximized,
we have the maximum independent set of G. Other combi-
natorial optimization problems like minimum vertex cover
and minimum dominating set have similar encodings.
Then our task is extending Baker’s technique from these
specific potentials to a general version that allows fi to
be any set of nonnegative functions derived from pairwise
potentials. To do this, the following lemma is a building
block.
Lemma 3.1. Given a graph G(V,E) with treewidth
bounded by k, for any vertex set U ⊆ V and any set of
functions fi ≥ 0 derived from ψi and ψij defined on G,
maxσ∈[q]V
∑
i∈U fi and minσ∈[q]V
∑
i∈U fi can be com-
puted in O(qO(k)n) time.
The algorithm is a dynamic programming algorithm run-
ning on the tree decomposition of G(V,E), denoted by
DPG,F (U) where F = {fi : i ∈ V } is the set of po-
tentials attached on V .
We need to point out that our contribution is not inventing
the dynamic programming algorithm of Lemma 3.1 since
there is no intrinsic difference between standard treewidth
techniques such as junction tree algorithm. Our contribu-
tion is changing the optimization goal from maximizing
the sum of all potentials to maximizing the sum of poten-
tials attached on a subset of vertices, which is significant
for us to extend Baker’s technique. Since the procedure of
computation is different anyway, we elaborate the proof of
Lemma 3.1 as follows to clarify the details.
Proof of Lemma 3.1. Since the treewidth of G is bounded
by k, we use the algorithm of (Bodlaender, 1993) to con-
struct a tree decomposition T = (I, F ) rooted at r ∈ I
with treewidth k forG in linear time (but exponential in k).
For each i ∈ I , the subtree of T rooted at i is denoted by
Ti. The set of vertices in Ti is denoted by VTi . The config-
urations of bagXi where i ∈ I is denoted by σXi . Suppose
the child nodes of i ∈ I are i1, . . . , id ∈ I and the parent
node of i ∈ I is pi ∈ I .
The dynamic programming runs from the leaves to the root.
We enumerate the all the possible configurations of Xi −
Xpi for each bag Xi. For root r, Xr −Xpr = Xr. By the
definition of tree decomposition, Xix ∩Xiy ⊆ Xi for 1 ≤
x 6= y ≤ d. Therefore,Xit−Xi for 1 ≤ t ≤ d are pairwise
disjoint. Let SUi\pi(σi\pi) denote the max-sum of the fi
attached on vertices in (U ∩ VTi)− (Xpi ∪ ∂Xpi) with the
configurations of vertices in Xi−Xpi being fixed to σi\pi .
The set ∂Xpi denotes the vertices adjacent to vertices in
Xpi but not inXpi . Note that S
U
i\pi(σi\pi) does not include
the sum of fi attached on vertices in ∂Xpi . This is because
their values are not fixed when the configurations of Xpi
are not given. The value of SUi\pi(σi\pi) can be computed
by the following recurrence:
SUi\pi(σi\pi) = max{σit\i:1≤t≤d}
{
Γ
σi\pi
Xi−Xpi+
d∑
t=1
SUit\i(σit\i)
}
where Γ
σi\pi
Xi−Xpi is the sum of fi attached on vertices in
(U ∩ (Xi ∪ ∂Xi))− (Xpi ∪ ∂Xpi) when the configuration
of Xi −Xpi is fixed to σi\pi . Then maxσ∈[q]V
∑
i∈U fi =
maxσr\pr S
U
r\pr (σr\pr ). Note that this recursion only holds
for the set of fi derived from the energy functions, which
takes the form of fi = ψi +
∑
j∈N(i) αij · ψij . Since ψij
is pairwise so that we can enumerate all the possibilities of
each σit\i for each 1 ≤ t ≤ d respectively. The min-sum
can be computed in the same way. For each bag Xi, since
|Xi| ≤ k + 1 for all i ∈ I , σi\pi has at most qk+1 possi-
ble values. We compute SUi\pi(σi\pi) for each σi\pi at most
once. To compute SUi\pi(σi\pi), we need to know Xi ∩Xpi
and Xi ∩ ∂Xpi for each Xi. Given the tree decomposi-
tion, Xi ∩ Xpi can be preprocessed in O(kn) time if the
vertices in each Xi are stored in order or using data struc-
tures such as hash tables. Given Xi ∩Xpi , Xi ∩ ∂Xpi can
be computed in at most O(k2n) time. Therefore, the total
time complexity of our dynamic programming algorithm is
O(qO(k)n).
Similar to the original Baker’s technique, our approxima-
tion algorithm follows a divide-and-conquer style. The ver-
tices in the input graph G are labeled by numbers from 0
to k + 1. The vertices labeled by the same number belong
to the same level. The vertices of level i are only adja-
cent to vertices of level i − 1 (mod k + 2) and vertices
of level i + 1 (mod k + 2). Then we delete 0 or several
levels of vertices to decompose the input graph into several
disjoint subgraphs and use the dynamic programming algo-
rithm of Lemma 3.1 to compute a partial solution on each
subgraphs. Finally, we combine these partial solutions to
obtain a approximation of the optimal solution. For differ-
ent graph classes, the ways of vertex labeling are different.
Different ways of vertex labelling correspond to different
graph decomposition techniques, which will be specified in
Section 4 for all graph classes mentioned in Theorem 1.1.
More specifically, we decompose the input graph by delet-
ing all the edges and vertices (if exist) with labels ` that
i < ` < i+ ∆ (mod k+ 2) (0 ≤ i ≤ k+ 1) where ∆ ≥ 1
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is a constant depending on the input graph. It satisfies that
after the deletion G is decomposed into several subgraphs
whose treewidths are bounded by O(k). The subgraphs are
denoted by Gi1, . . . , G
i
t. The vertices adjacent to deleted
edges in subgraph Gij(V
i
j , E
i
j) (0 ≤ j ≤ t) are called
boundary nodes, denoted by Bij . The non-boundary nodes
are denoted by Aij = V
i
j −Bij . Then we useDPGij ,Fij (Aij)
to maximize the sum of potentials attached on vertices in
Aij while ignoring the values of the potentials attached on
vertices in Bij . Actually, after the edge deletion, the out-
puts of the potentials attached on vertices in Bij are un-
defined since they cannot read all the inputs. The config-
uration of vertices in Bij is only required for calculating
the values of potentials attached on vertices in ∂Bij ∩ Aij
where ∂Bij denotes the vertices adjacent to B
i
j . When the
sum of the potentials attached on Aij has been calculated
by DPGij ,Fij (Aij), the configuration of Bij is also fixed.
Suppose Ai =
⋃t
j=1A
i
j and B
i =
⋃t
j=1B
i
j . Let SAi =∑t
j=1 SAij where SAij is the sum of the potentials at-
tached of vertices in Aij calculated by DPGij ,Fij (Aij). Sim-
ilarly, let SBi =
∑t
j=1 SBij . Suppose SOPT is the opti-
mum of E(σ). By the pigeonhole principle, for at least
one i, at most ∆+1k+2 of SOPT is produced by potentials at-
tached on vertices on V − Ai. Therefore, it holds that
SAi =
∑t
j=1 SAij ≥
(
1− ∆+1k+2
)
· SOPT. Since fi ≥ 0
for all i ∈ V , thus we have S = SAi +SBi +S∆ ≥ SAi ≥(
1− ∆+1k+2
)
· SOPT where S is the solution computed by
our approximation algorithm and S∆ is the sum of poten-
tials attached on the vertices in V −Ai−Bi. Given a fixed
error 0 <  < 1, it needs to satisfy that ∆+1k+2 ≤ , which
implies k ≥ ⌈∆+1 − 2⌉ = O( 1 ).
As the running time of DPGij ,Fij (Aij) is O(qO(k)n) and
the dynamic programming for different i can be computed
in parallel, the time complexity for a fixed i is O(qO(k)n).
For each 0 ≤ i ≤ k + 1, we need to repeat the dynamic
programming. The total time complexity is O(qO(k)kn).
This completes the proof sketch of Theorem 1.1.
4. Graph Decompositions
4.1. Planar Graphs
For planar graphs, ∆ = 1. Given a planar embedding of
a planar graph G, we decompose it into several disjoint
(k + 2)-outerplanar subgraphs Gi1, . . . , G
i
t by deleting all
the edges between levels congruent to i (mod k + 2) and
i + 1 (mod k + 2) for some integer i that 0 ≤ i ≤ k + 1.
As we have proved in Section 3, the result is
(
1− ∆+1k+2
)
=
k
k+2 optimal.
4.2. Bounded-local-treewidth Graphs
For bounded-local-treewidth graphs, ∆ = 1. Choosing
any vertex v ∈ V as root, construct a BFS tree T rooted
at v. The layer of vertices is defined as its distance to
v. Moreover, the set of vertices from layer i to layer j
is denoted by LGv [i, j] = {u ∈ V |i ≤ dist(u, v) ≤ j}.
If i > j, LGv [i, j] = ∅. For any i ≤ j, LGv [i, j] has
bounded local treewidth. This is because if we obtain a mi-
nor H of G by contracting the subgraph of G induced by
LGv [0, i−1] to a single vertex v′, LGv [i, j] ⊆ LHv′ [1, j−i+1].
Since G is apex-minor-free, H is also apex-minor-free.
Therefore, H has bounded local treewidth. Then we have
tw(LGv [i, j]) = O(j − i + 1). It implies any subgraph in-
duced by consecutive k levels of vertices in T has treewidth
bounded by O(k). We delete all the edges between levels
congruent to i (mod k + 2) and i + 1 (mod k + 2) for
some integer i that 0 ≤ i ≤ k + 1. Then G is decom-
posed into several disjoint subgraphs Gi1, . . . , G
i
t. Hence
the result is
(
1− ∆+1k+2
)
= kk+2 optimal.
4.3. H-minor-free Graphs
For H-minor-free graphs, ∆ = 1. A graph H is a k-apex
graph of a graph G if G = H\A for some subset A of at
most k vertices which is called apices. The definition of
almost-embeddable graph is given as follows.
Definition 4.1. A graph G is almost-embeddable on a sur-
face Σ ifG can be written as the union of k+1 graphsG0∪
G1 ∪ . . . ∪Gk, satisfying the following conditions: (1) G0
has an embedding on Σ. (2) The graphs G1, G2, . . . , Gk
are pairwise disjoint, called vortices. (3) For each index
i ≥ 1, there is a disk Di inside some face Fi of G0, such
that Ui = V (G0) ∩ V (Gi) = V (G0) ∩Di. Moreover, the
disks Di are pairwise disjoint. (4) For each index i ≥ 1,
the subgraph Gi has pathwidth less than k. Moreover, Gi
has a path decomposition 〈X1i , X2i , . . . , Xrii 〉 with ri ≤ k,
such that vji ∈ Xji for 1 ≤ j ≤ ri, where v1i , v2i , . . . , vrii
are the vertices of Ui indexed in cyclic order around the
face Fi, clockwise or anti-clockwise.
Lemma 4.2. (Grohe, 2003) The class of all graphs almost
embeddable in a fixed surface S has linear local treewidth.
Definition 4.3. A graph G is h-almost-embeddable on a
surface Σ if H is a h-apex graph of a graph that is almost
embeddable on Σ.
Theorem 4.4. (Robertson & Seymour, 2003) For any
graph H , there is an integer h ≥ 0 depending only
on |V (H)| such that any H-minor-free graph is a h-
clique sum of a finite number of graphs that are h-almost-
embeddable on some surfaces on which H cannot be em-
bedded.
Theorem 4.4 says that any H-minor-free graph G can be
expressed as a “tree structure” of pieces, where each piece
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can be embedded on a surface on which H cannot be em-
bedded after deleting at most h apex vertices.
Theorem 4.5. (DeVos et al., 2004) For the clique-sum de-
composition of a H-minor-free graphs, written as G1 ⊕
. . . ⊕ Gt, the join set of each clique-sum operation be-
tween G1 ⊕ . . . ⊕ Gi−1 and Gi is a subset of the apices
of Gi. Moreover, each join set of the clique-sum decom-
position involving Gj contains at most three vertices of the
bounded-genus part of Gj .
The following theorem gives a polynomial-time algorithm
for computing the clique-sum decomposition with the ad-
ditional properties guaranteed by Theorem 4.5.
Theorem 4.6. (Demaine et al., 2005) For a fixed graphH ,
there is a constant cH such that, for any integer k ≥ 1 and
for every H-minor-free graph G, the vertices of G (or the
edges of G) can be partitioned into k + 1 sets such that
any k of the sets induce a graph of treewidth at most cHk.
Furthermore, such a partition can be found in polynomial
time.
Grohe et al. (Grohe et al., 2013) give a quadratic time al-
gorithm that is faster for computing the clique-sum decom-
position of H-minor-free graphs. When we describe our
approximation algorithm, we always assume that such a
clique-sum decomposition has already been given.
Definition 4.7. Graph class G has truly sublinear treewidth
with parameter λ where 0 < λ < 1, if for every η > 0,
there exists β > 0 such that for any graph G ∈ G and X ⊆
V (G) the condition tw(G\X) ≤ η yields that tw(G) ≤
η + β|X|λ.
Lemma 4.8. (Fomin et al., 2011) Let GH be a class of
graphs excluding a fixed graph H as a minor, then GH has
truly sublinear treewidth with λ = 12 .
Our algorithm leverages the graph decomposition tech-
nique in (Demaine et al., 2005). Suppose the clique-
sum decomposition of the input H-minor-free graph G is
G1 ⊕ . . . ⊕ Gt where each Gi (1 ≤ i ≤ t) is an h-almost
embeddable graph. The join set Ji of the i-th clique-sum
operation (G1 ⊕ . . . ⊕ Gi) ⊕ Gi+1 is a subset of the apex
set Xi+1 of Gi+1. Our approximation algorithm takes
the clique-sum decomposition as input, the apex set Xi
of each Gi is given as part of the input clique-sum de-
composition. By the definition of the h-almost embed-
dable graphs,Gi−Xi is almost embeddable on a bounded-
genus surface where Xi contains at most h vertices. By
lemma 4.2, Gi − Xi has bounded local treewidth. From
i = 1 to t, we choose a vertex vi ∈ Gi − Xi and con-
struct a BFS tree Ti of Gi − Xi rooted at vi. Each ver-
tex in u ∈ Gi − Xi is labeled by the distance between
u and vi modulo k + 2. After this step, we delete all
the edges between levels labeled by ` (mod k + 2) and
the adjacent levels labeled by ` + 1 (mod k + 2). Then
the Gi − Xi part is decomposed into several disjoint sub-
graphs with treewidth at most c(k + 2) for some constant
c > 0. Since Ji−1 ⊆ Xi, the vertices in Ji−1 has al-
ready been labeled in G1 ⊕ G2 ⊕ . . . ⊕ Gi−1. We label
the vertices in Xi\Ji−1 arbitrarily by the integers from 0
to k + 1. After the edge deletions, the obtained graphs G′i
are still H-minor-free for 1 ≤ i ≤ t. By (Fomin et al.,
2011), the treewidth of G′i is at most ck + β|Xi|1/2 ≤
ck + βh1/2 = O(k). It is known in (Demaine et al., 2004)
that tw(G ⊕ H) ≤ max{tw(G), tw(H)}, thus we have
tw(G′1 ⊕ G′2 ⊕ . . . ⊕ G′t) ≤ max{tw(G′1), . . . , tw(G′t)}.
This shows that any H-minor-free graph can be trans-
formed into a graph with treewidth bounded by O(k) by
deleting at most |E|/k edges. Given a clique-sum decom-
position, the vertex labeling and edge deletions can be fin-
ished in linear time. By a similar argument, we achieve the(
1− ∆+1k+2
)
= kk+2 optimal solution in O(q
O(k)kn) time.
4.4. Bounded-crossing-number Graphs
For bounded-crossing-number graphs, ∆ = ϕ + 1. We
obtain a planar graphG′ = (V ′, E′) by replacing each edge
crossing of G by a new vertex. Construct a breadth first
search tree T of G′, rooted at any v ∈ V ′. The level of a
vertex is defined as the distance from the vertex to the root
v of T .
For each level i (mod Λ) in T where Λ = (ϕ+ 1)(k+ 2),
we remove the levels from i + 1 (mod Λ) to i + ϕ (mod
Λ) of G′. Then G′ is decomposed into several subgraphs
Hi = {Hi1, . . . ,Hit}, where each Hij = (N ij , Eij) that 1 ≤
j ≤ t contains at least k + 2 − ϕ levels of G. Let V ij =
N ij ∩V and Gij = G[V ij ] that represents the subgraph of G
induced by V ij . Since the number of crossings per edge is
at most ϕ and ϕ consecutive levels of vertices are removed
from G′, thus after the removal all the subgraphs Gij are
disjoint with each other.
By an observation of (Grigoriev & Bodlaender, 2007), it
satisfies that tw(Gij) ≥ 2 · tw(Hij) + 1. Since Hij is
embeddable on a bounded-genus surface and it is well-
known that such graphs have linear local treewidth. Thus
we are able to deduce that each Gij has treewidth O(ϕk) =
O(k). Therefore, by a similar argument, we cab achieve a(
1− ∆+1k+2
)
= k−ϕk+2 optimal solution in O(q
O(k)kn) time.
5. Conclusion
In this paper, we give EPTAS for energy maximization on
planar graphs, bounded-local-treewidth graphs, H-minor-
free graphs and bounded-crossing-number graphs. We also
prove the inapproximability property for energy minimiza-
tion. A clearer characterization for the complexity of en-
ergy minimization can be left as future research.
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