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DISTINGUISHING ENDPOINT SETS FROM ERDŐS SPACE
DAVID S. LIPHAM
Abstract. We show that the set of all escaping endpoints of the Julia set
of exp(z) − 1 is not homeomorphic to Q ×X for any space X. In particular,
it is not homeomorphic to Erdős space E. Our proof demonstrates that the
complement of the escaping endpoint set in C is path-connected.
1. Introduction
For each a ∈ C we define fa(z) = ez + a. Let J(fa) denote the Julia set of fa,
and let I(fa) = {z ∈ C : |fna (z)| → ∞}. We say that a point z ∈ J(fa) is on a curve
if there exists an arc α : [−1, 1] ↪→ I(fa) such that α(0) = z. A point z0 ∈ J(fa) is
an endpoint if z0 is not on a curve and there is an arc α : [0, 1] ↪→ J(fa) such that
α(0) = z0 and α(t) ∈ I(fa) for all t ∈ (0, 1]. We denote the set of all endpoints by
E(fa). The focus of this paper is the topology of the escaping endpoint set
E˙(fa) := I(fa) ∩ E(fa)
when a is an attracting or parabolic parameter, i.e. when fa has an attracting or
parabolic periodic orbit. The conjugacy [11, Theorem 1.2] shows that E˙(fa) '
E˙(fb) whenever a and b are of this type. Thus we may focus on the particular
function f(z) = f−1(z) = ez − 1, which has parabolic fixed point z = 0. In this
case, J(f) can be written as a union of mutually separated rays (homeomorphic
images of [0,∞)) in the complex plane, and E˙(f) is the set of all endpoints of these
rays which escape to infinity under iteration of f .
In [9], the smaller set E˙Im(f) = {z ∈ E(f) : | Im(fn(z))| → ∞} was shown to be
homeomorphic to Erdős space
E := {x ∈ `2 : xn ∈ Q for all n < ω}.
In particular, E˙(f) contains a dense homeomorphic copy of E. The spaces E˙(f)
and E share many other topological properties; see [8, Section 4.3] for a summary.
The goal of this paper is to show that E˙(f) is not homeomorphic to E. Our main
result is:
Theorem 1. E˙(f) is not homeomorphic to Q×X for any topological space X.
Since E ' Q× E [4, Theorem 9.2], we immediately obtain:
Corollary 1. E˙(f) 6' E.
This answers [7, Question 1]. Another simple example of a first category Fσδ
cohesive almost zero-dimensional topological group is Q × Ec, where Ec := {x ∈
`2 : xn ∈ P for all n < ω}. Theorem 1 also implies that E˙(f) 6' Q× Ec.
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The proof of Theorem 1 will show:
Theorem 2. Each point of E˙(f) can be separated from ∞ by a simple closed curve
in (C \ J(f)) ∪ I(f).
This improves a consequence of [6, Corollary 3.2], namely that (C \ J(f))∪ I(f)
is a “spider’s web”. It also shows:
Corollary 2. C \ E˙(f) is path-connected.
By contrast, the path components of C \ E(f) consist of C \ J(f) and the indi-
vidual curves of J(f). Theorem 2 and Corollary 2 can be extended to all mappings
fa with a ∈ (−∞,−1].
2. Brushes and Jordan curves
The following is a purely topological lemma which will be used to prove Theorem
1. In the statement below and throughout the paper, P denotes the set of irrational
numbers, i.e. P = R \Q. A topological space is almost zero-dimensional if it has a
neighborhood basis of closed sets which are intersections of clopen sets.
Lemma 1. Let B be a closed subset of R× P of the form
B =
⋃
y∈Y
[ty,∞)× {y},
where Y ⊂ P and ty ∈ R. Let E = {〈ty, y〉 : y ∈ Y }. Suppose E˜ ⊂ E and E˜ ∪ {∞}
is connected. If there exists an open set U ⊂ R2 such that
• U ∩ E˜ 6= ∅,
• ∂U is a simple closed curve σ, and
• σ ∩ E ⊂ E˜,
then E˜ 6' Q×X for any topological space X.
Proof. Suppose E˜ and U have the stated properties. Since B is closed in R×Y and
Y ⊂ P, the space E is almost zero-dimensional (the sets E ∩ (−∞, t] ×W , where
t ∈ R and W is clopen in Y , form the required neighborhood basis for E). Observe
also that
A := {y ∈ Y : σ contains an arc in [ty,∞)× {y}}
is countable, so E˜ ∩ (R × A) is countable. Now we can apply [3, Theorem 4.7]
and the assumption that E˜ ∪ {∞} is connected to see that E˜ \ (R × A) ∪ {∞} is
connected. Supposing there is a space X and a homeomorphism h : Q ×X → E˜,
we will contradict this fact. Let V be the unbounded component of R \ σ. Then
τ := U ∩ E˜ ∩ V ∩ E˜ ∩ E˜ \ (R×A) 6= ∅.
Note that τ is a relatively closed subset of
σ ∩ E˜ \ (R×A) = σ ∩ E \ (R×A),
which is a Gδ-subset of E. And E is a Gδ-subset of R×P. Therefore τ is completely
metrizable. By the Baire Category Theorem there is an open rectangle (x1, x2) ×
(y1, y2) and q ∈ Q such that
∅ 6= τ ∩ ((x1, x2)× (y1, y2)) ⊂ h[{q} ×X].
DISTINGUISHING ENDPOINT SETS FROM ERDŐS SPACE 3
Let 〈ty, y〉 ∈ τ ∩ ((x1, x2) × (y1, y2)). Since y /∈ A, there exist x3 ∈ (ty, x2) and
y3 < y4 ∈ (y1, y2) ∩Q such that y ∈ (y3, y4) and {x3} × [y3, y4] ⊂ R2 \ σ. Without
loss of generality, assume {x3} × [y3, y4] ⊂ V . Since
〈ty, y〉 ∈ U ∩ E˜ ∩ ((x1, x3)× (y3, y4)),
and h[{q} ×X] is nowhere dense in E˜, there exists
z ∈ U ∩ E˜ ∩ ((x1, x3)× (y3, y4)) \ (h[{q} ×X] ∪ (R×A)).
Since z is an endpoint and B is closed in R× Y , we can find y5 < y6 ∈ (y3, y4)∩Q
and x4 > x1 such that z ∈ (x4,∞)× (y5, y6) and
({x4} × [y5, y6]) ∪ ([x4, x3]× {y5, y6}) ∩B = ∅.
See Figure 1.
x1 x2x3x4
y1
y2
y3
y4
y5
y6
ty
y
z
 
⇢ V
Figure 1. Construction of a clopen set in Lemma 1.
There exists a relatively clopen subset C of E˜ \ (R × A) such that z ∈ C and
h[{q} × X] ∩ C = ∅. This is true because z ∈ h[(Q \ {q}) × X]. Then U ∩ C ∩
([x4, x3] × [y5, y6]) is a non-empty bounded clopen subset of E˜ \ (R × A), which
contradicts the previously established fact that E˜ \ (R×A)∪{∞} is connected. 
3. Brush model of J(f)
We now develop a standard model of the Julia set J(f) which sits in the space
[0,∞)×Zω. Here Zω is the space of integer sequences s = s0s1s2 . . . in the product
(or lexicographic order) topology. Define F : [0,∞)× Zω → R× Zω by
〈t, s〉 7→ 〈F (t)− 2pi|s0|, σ(s)〉,
where F (t) = et − 1 and σ is the shift map on Zω; i.e.
σ(s0s1s2 . . .) = s1s2s3 . . . .
For each x = 〈t, s〉 ∈ [0,∞)× Zω put T (x) = t and s(x) = s. Let
J(F) = {x ∈ [0,∞)× Zω : T (Fn(x)) ≥ 0 for all n ≥ 0}.
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The action of F on J(F) captures the essential dynamics of f on J(f); see [11] and
[2, p.74]. We need a few additional lemmas related to this model.
Lemma 2 (Iterating between double squares). If k ≥ 5 and T (F2k2(x)) ≥ F k2(1),
then T (Fn(x)) ≥ F k(1) for all n ∈ [2(k − 1)2, 2k2].
Proof. Suppose k ≥ 5 and T (F2k2(x)) ≥ F k2(1). Let n ∈ [2(k − 1)2, 2k2]. Then
there exists i ≤ 4k− 2 such that n = 2k2− i. If T (Fn(x)) < F k2−i(1), then setting
y = Fn(x) we get
T (F2k2(x)) = T (F i(Fn(x))) = T (F i(y))
≤ F i(T (y))
= F i(T (Fn(x))) < F i(F k2−i(1)) = F k2(1),
contrary to the main assumption. Therefore
T (Fn(x)) ≥ F k2−i(1) > F k(1),
where we used the fact that k2 − i > k for all k ≥ 5 and i ≤ 4k − 2. 
Lemma 3 (Forward stretching). Let x, y ∈ J(F). If s(y) = s(x) and T (y) > T (x),
then for every n ≥ 1 we have
T (Fn(y)) ≥ Fn(T (y)− T (x)).
Proof. Suppose s(y) = s(x) and T (y) > T (x). Let ε = T (y) − T (x), and let
δ = T (Fn(y))− T (Fn(x)). Then δ > 0, so
T (y) ≤ T (x) + F−n(δ)
by [2, Observation 3.9]. Therefore δ ≥ Fn(ε). We have
T (Fn(y)) ≥ T (Fn(y))− T (Fn(x)) = δ ≥ Fn(ε) = Fn(T (y)− T (x)),
as desired. 
Lemma 2 guarantees that T (Fn(x))→∞ if the double square iterates T (F2k2(x))
increase at a sufficient rate. Lemma 3 will be used to verify that rate for certain
orbits in J(F).
Now let F−1 denote the inverse of F . So F−1(t) = ln(t+ 1) for t ≥ 0. For each
n ≥ 1, the n-fold composition of F−1 is denoted F−n.
Lemma 4 (Logarithmic orbit is subharmonic). F−n(1) < 3/n for all n ≥ 1.
Proof. The proof is by induction on n. If n = 1 then we have F−n(1) = F−1(1) =
ln(2) < 3 = 3/n. Now suppose the inequality holds for a given n. Then
F−(n+1)(1) = F−1(F−n(1)) < F−1(3/n) = ln( 3n + 1) <
3
n+1
by calculus. 
Lemma 4 implies that
∑∞
k=1 F
−k2(1) converges (to something less than pi2/2).
By contrast,
∑∞
k=1 F
−k(1) diverges.
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4. Proof of Theorem 1
We are now ready to prove Theorem 1.
Let S = {s ∈ Zω : there exists t ≥ 0 such that 〈t, s〉 ∈ J(F)}. For each s ∈ S
put ts = min{t ≥ 0 : 〈t, s〉 ∈ J(F)}. Then we have
J(F) =
⋃
s∈S
[ts,∞)× {s}.
It is also clear that J(F) is closed in [0,∞) × Zω. We will view J(F) as a subset
of R2 by identifying Zω with P, per [2, Observation 3.2]. So now J(F) is a brush
similar to B in Lemma 1. Let
I(F) = {x ∈ J(F) : T (Fn(x))→∞};
E(F) = {〈ts, s〉 : s ∈ S}; and
E˜(F) = I(F) ∩ E(F).
Then E˜(F) ' E˙(f) by the conjugacy [11, Theorem 9.1], and E˜(F) ∪ {∞} is con-
nected [2, Theorem 3.4]. Thus to reach the desired conclusion, by Lemma 1 we
only need to construct a simple closed curve σ ⊂ R2 such that if U is the bounded
component of R2 \ σ then:
• U ∩ E˜(F) 6= ∅, and
• σ ∩ J(F) ⊂ I(F) (in particular, σ ∩ E(F) ⊂ E˜(F)).
To that end, let V0 = (0, 1) × (−1, 1) and B0 = {V0}. We will assume that V0 ∩
E˜(F) 6= ∅, because otherwise we could begin with a larger rectangle (0, n)×(−n, n).
Suppose now that k ≥ 1 and Vk−1 and Bk−1 have been defined. Let
Xk = {x ∈ J(F) : T (F2k2(x)) < F k2(1)}.
There is a finite collection of boxes Bk such that for every B ∈ Bk:
(1) B = [a, b]× [c, d] for some a, b ∈ R and c, d ∈ Q with a < b and c < d,
(2) b− a = F−k2(1),
(3) d− c ≤ F−k2(1),
(4) if s, sˆ ∈ [c, d] ∩ Zω then s  2k2 = sˆ  2k2 (i.e. si = sˆi for all i < 2k2),
(5) B ∩B′ ⊂ R×Q for all B′ ∈ Bk with B′ 6= B,
(6) B ∩ Vk−1 = {a}× [c, d] ⊂ {b′}× [c′, d′] for a unique [a′, b′]× [c′, d′] ∈ Bk−1,
(7) {a} × [c, d] ∩ J(F) 6= ∅, and
(8) Xk ∩ ∂Vk−1 ⊂
⋃
Bk.
Let Vk be the interior of the closed region
⋃
Bk ∪ Vk−1. Note that Vk−1 ⊂ Vk.
Recursively define the Vk’s in this manner, and then let V =
⋃
k<ω Vk.
Claim 1. ∂V ∩ J(F) ⊂ I(F).
Proof. Let x ∈ ∂V ∩ J(F).
Case 1: There exists N such that x ∈ ∂VN . Then since x /∈ V we have x ∈ ∂Vk
for all k ≥ N . Therefore T (F2k2(x)) ≥ F k2(1) for all k ≥ N + 1 (otherwise, by
item (8) and x ∈ ∂Vk−1, we would have x ∈ Vk). By Lemma 2, T (Fn(x)) ≥ F k(1)
whenever n ≥ 2(k− 1)2 and k ≥ N +5. Since F k(1) increases to∞ as k →∞, this
proves x ∈ I(F).
Case 2: For all k we have x /∈ ∂Vk. Refer to Figure 2 for an illustration of our
proof that x ∈ I(F). For a contradiction, suppose x /∈ I(F). Then by the argument
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in Case 1, there exists j ≥ 1 such that T (F2j2(x)) < F j2(1). There is an open set
W containing x such that
T (F2j2(w)) < F j2(1)
for all w ∈W . Since x is not in the boundary of any single Vk, there are infinitely
many k’s such that W ∩ Vk \ Vk−1 6= ∅. The diameters of boxes in Bk converge
to 0 as k → ∞. Thus W contains some box B(k) ∈ Bk with k > j. Let w ∈
B(k) ∩W ∩ J(F). Consider the sequence of adjacent boxes leading up to B(k).
Let m be the largest integer less than j such that there is a box B(m) ∈ Bm in
the branch. Let B(i) ∈ Bi be the box in the branch of B(k) which immediately
follows B(m). There exists y ∈ B(m) ∩ B(i) ∩ J(F) by item (7). Since i ≥ j, by
item (4) we know that at least the first 2j2 coordinates of s(w) and s(y) agree. So
T (y) < T (w) implies T (F2j2(y)) < T (F2j2(w)) < F j2(1). Therefore i = j by item
(8), and we have B(i) = B(j) ∈ Bj . Let z be the point on the right edge of B(j)
such that s(z) = s(y). Then T (z)− T (y) = F−j2(1) by item (2). By Lemma 3 we
have T (F2j2(z)) ≥ F j2(1). Since s(z)  2j2 = s(w)  2j2 and T (z) ≤ T (w), this
implies T (F2j2(w)) ≥ F j2(1), a contradiction. 
w
B(k)
B(m)
B(i)
V0
first 2j2 coordinates agree
T (F2j2(w)) < F j2(1)
x
| {z }
F i
2
(1)
. . .
zy
W
Figure 2. Proof of Case 2 in Claim 1.
Claim 2. There is an arc
α : [0, 1] ↪→ ∂V ∩ [1,∞)× [−1, 1]
such that α(0) = 〈1,−1〉 and α(1) = 〈1, 1〉.
Proof. We will first define a uniformly Cauchy sequence of arcs
gk : [0, 1] ↪→ R2
such that gk(0) = 〈1,−1〉, gk(1) = 〈1, 1〉, and ∂Vk ∩ [1,∞) × [−1, 1] = gk[0, 1].
Define g0(t) = 〈1, 2t− 1〉. Now suppose k is given and gk−1 has been defined. For
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each δ, ε > 0 let hδ,ε : {0} × [0, ε]→ ([0, δ]× {0, ε})∪ ({δ} × [0, ε]) be the piecewise
linear homeomorphism
hδ,ε(〈0, s〉) =

〈 3δε s, 0〉 if s ∈ [0, ε3 ]
〈δ, 3(s− ε3 )〉 if s ∈ [ ε3 , 2ε3 ]
〈 3δε (ε− s), ε〉 if s ∈ [ 2ε3 , ε].
We define gk by gk(t) = gk−1(t) if gk−1(t) is not in any member of Bk. Otherwise
gk−1(t) is on the left edge of a box B = [a, b]× [c, d] ∈ Bk, and we define
gk(t) = hδ,ε(gk−1(t)− 〈a, c〉) + 〈a, c〉
where δ = b − a and ε = d − c. Then gk is well-defined by item (5), and gk is a
homeomorphism since Bk is finite. The sequence (gk) defined in this manner is as
desired. To see that it is uniformly Cauchy, fix ε > 0. There exists N such that∑∞
k=N 1/k2 < ε/5. By items (2) and (3), for every k we have
|gk(t)− gk−1(t)| = gk(t)− gk−1(t) ≤
√
2F−k
2
(1).
And F−k2(1) < 3/k2 by Lemma 4. Thus
|gk(t)− gk−1(t)| <
√
2(3/k2) < 5/k2
for all t ∈ [0, 1]. Thus for any i > j ≥ N and t ∈ [0, 1] we have
|gi(t)− gj(t)| ≤
i−1∑
k=j
|gk+1(t)− gk(t)| <
∞∑
k=N
5/k2 < ε.
Hence (gk) is uniformly Cauchy.
Let g : [0, 1]→ R2 be the pointwise limit of (gk). Then (gk) converges uniformly
to g, so g is continuous. Hence g[0, 1] is a locally connected continuum [10, Corollary
8.17]. By [10, Theorem 8.23] there is an arc α : [0, 1] ↪→ g[0, 1] ⊂ ∂V such that
α(0) = g(0) = 〈1,−1〉 and α(1) = g(1) = 〈1, 1〉. 
Let σ = ({0} × [−1, 1]) ∪ ([0, 1] × {−1, 1}) ∪ α[0, 1]. Then σ is a simple closed
curve, and by Claim 1 we have
σ ∩ J(F) ⊂ ∂V ∩ J(F) ⊂ I(F).
If U is the bounded component of R2 \ σ then V0 ⊂ U , hence U ∩ E˜(F) 6= ∅. Now
we can apply Lemma 1 to see that E˜(F) ' E˙(f) is not homeomorphic to any space
of the form Q×X.
This concludes the proof of Theorem 1.
As previously indicated, Corollary 1 follows from Theorem 1 because E ' Q×E
[4, Theorem 9.2].
Our proof of Theorem 1 clearly shows that there is a simple closed curve around
any point of E˜(F) that is contained in (R2 \J(F))∪I(F). By [2, Theorem 2.8], the
conjugacy in [11] between J(F) and J(f) can be extended to a homeomorphism of
R2 onto C, so Theorem 2 and Corollary 2 follow.
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