Abstract-In this paper, we explore whether information from firm-level data can improve forecasts of aggregate productivity growth. We generate firm-level productivity measures and aggregate them into time-series components that capture within-firm productivity and the productivity contribution of reallocation. We show that these components improve aggregate total factor productivity forecasts in a simple univariate setting, even when firm-level data are available with a time lag. Lagged firm-level information also improves aggregate productivity forecasts when we combine results from a variety of different multivariate forecasting models using Bayesian model averaging techniques.
I. Introduction
P OLICYMAKERS with an interest in the developments of output growth over the short to medium term implicitly need forecasts of trend productivity growth. The development of potential output, an important indicator for monetary policy, depends directly on trend productivity growth, as well as on demographic trends and capital deepening. Over shorter horizons, annual output growth also is correlated significantly with total factor productivity (TFP) growth. Indeed, analysts at central banks and other financial institutions spend considerable effort to improve measures and forecasts of productivity growth. Nonetheless, the practice of forecasting aggregate productivity has not progressed much in recent years.
The current practice of forecasting TFP at the macrolevel continues to be based on the representative firm view and thus needs to worry only about measurement at the aggregate level and does not need to consider firm-level heterogeneity, technology diffusion, shifts in market share, and appropriate aggregation methods. TFP enters macroeconometric models typically through a Cobb-Douglas production function with calibrated factor shares, which is used to estimate potential output. However, concrete applications differ as to how TFP is modeled. For instance, the Federal Reserve Board's model for the U.S. economy models it as a stochastic process with shocks to both its level and growth rate (see Roberts, 2001) . Trend TFP is then estimated conditional on the values of other trends that enter the calculation of potential output and eventually potential hours worked. The estimation tool is the Kalman filter as TFP is unobserved. Its trend is then extrapolated into the future, assuming no future shocks to the level or growth rate. 1 The practice is different at the European Central Bank, where the main concern is forecasting potential GDP (see Fagan, Henry, & Mestre, 2005) . The same framework, Cobb-Douglas production function with calibrated factor shares, is used to derive theoretically consistent first-order conditions that enter other equations in the model. In-sample trend TFP values are calculated by applying the Hodrick-Prescott filter to the residual of the production function. 2 Several factors complicate measurement and forecasting of productivity cycles and trends. First, the underlying links and direction of causality are not fully understood. For instance, in the RBC literature, movement of the productivity frontier is exogenous, and output follows as representative firms invest and households supply labor in response to changed opportunities. By contrast, co-movement of output and productivity-procyclical productivity-may be the result of a host of features of production technology, such as increasing returns to scale (Hall, 1990) , production externalities (Bartelsman, Caballero, & Lyons, 1994) , factor hoarding (Basu & Fernald, 1997) , or adjustment costs (Baily, Bartelsman, & Haltiwanger, 2001; Wolf, 2011) . Whatever the direction of causality, the correlation between annual TFP growth and output growth is high. 3 Further, fluctuations of productivity may reflect measurement error. Productivity is essentially the ratio of output to inputs, and if the numerator or the denominator is measured with error, these errors do not cancel but exacerbate each other. A vast literature exists to deal with productivity measurement issues (see the review of Hulten, 2001) . Nonetheless, even the most carefully measured indicators of TFP exhibit yearly growth rates that seem unstable or erratic, which makes forecasting exceedingly difficult. 4 This paper contributes to the productivity forecasting literature by exploring whether progress can be made by departing from the assumption of a representative firm and the notion that productivity is the outcome of a data-generating process 746 THE REVIEW OF ECONOMICS AND STATISTICS at the aggregate level. Instead, we look for guidance to heterogeneous firm models where aggregate productivity growth is the outcome of explicit innovative activity at the firm level and market allocation and selection processes. 5 Forecasting aggregate productivity movements thus requires theory and measurement of firm-level actions and productivity development, as well as theory and measurement of market selection and resource allocation. The main contributions on firm-level TFP measurement are Olley and Pakes (1996) , Levinsohn and Petrin (2003) , and a more recent study by Petrin and Levinsohn, (2012) . Work on allocation, selection, and productivity has been done by Hsieh and Klenow (2009) and Restuccia and Rogerson (2008) . The classical papers on aggregation of TFP are Domar (1961) and Hulten (1978) .
In our paper, we use information from firm-level data, which generally are available with a lag, in an attempt to improve forecasts of aggregate productivity growth. First, we generate firm-level estimates of productivity. Next, we aggregate information on the developments of estimated firm-level productivity and firm size into time-series components. These components summarize the contributions to aggregate productivity from growth at individual firms, reallocation across firms, and firm entry and exit, following the definition of a productivity decomposition. The main question we address in the paper is whether lagged components of productivity aggregated up from the microlevel improve the performance of macrolevel productivity forecasts. To our knowledge, our study is a novel attempt to connect micro-and macrolevel analysis whereby microlevel productivity estimates and productivity decompositions provide additional information to be used in making macroforecasts.
Our analysis is not an attempt to break new ground in methods for estimating firm-level productivity, for defining productivity decompositions, or for techniques of time-series forecasting. For estimating productivity at the firm level, we compute standard Solow residuals or use the methods developed by Olley and Pakes (1996) or Levinsohn and Petrin (2003) . For generating the so-called microaggregated components, we use existing productivity decompositions (Olley & Pakes, 1996; Baily et al., 2001; Petrin & Levinsohn, 2012) . For forecasting aggregate productivity, we use standard univariate methods, vector autoregressions (VAR), or Bayesian model average (BMA) forecasts of multiple VAR specifications. 5 Early models of the theoretical links between firm-level actions, reallocation, and aggregate dynamics are Hopenhayn (1992) and Ericson and Pakes (1995) . Weintraub, Benkard, and Van Roy (2011) provide conditions under which the equilibria of the previous two model classes are asymptotically equivalent. More recent studies model the joint distribution of size and productivity (Bartelsman, Haltiwanger, & Scarpetta, 2013; Bloom, 2009) or explain resource reallocation and productivity dispersion through innovation (Lentz & Mortensen, 2008) . For a survey on equilibrium models, see Luttmer (2010) . These models are useful because they provide the intuition for using microaggregated representations of the relationships among size, productivity, firms' decisions, and market selection to aid in macroforecasting.
The microaggregated components, even with a lag, may help to explain macrolevel productivity growth for several reasons. First, the "within" component that tracks productivity growth among individual firms is a weighted average of individual growth rates. It is the sole factor behind aggregate productivity dynamics in a representative-agent world. The within component can be expected to have forecasting power because it captures common behavior over the business cycle (such as factor hoarding) and steady factors at lower frequencies (such as technology diffusion). Second, the "between" component is designed to represent the underlying forces of reallocation of resources across firms. It captures mechanisms whereby market shares of firms shift in a way to increase aggregate productivity. Based on the findings of earlier work by Baily et al. (2001) and Basu, Fernald, and Campbell (2006) the between component may be expected to behave quite differently over the business cycle from the within component. Third, the net entry component captures the entry and exit at the fringe, as well as the rejuvenation of industries through high-growth start-up. A large net entry component implies that entrants' productivity is larger than that of exiters, possibly indicating new opportunities arising through technological breakthroughs. 6 The firm-level data set used in this study consists of a large yearly panel of Dutch manufacturing firms over 1978 to 2004 and is maintained by Statistics Netherlands (CBS). 7 Industry-level and macrodata are sourced from the EUK-LEMS database. In general, firm-level data become available with a lag relative to aggregate data.
The paper is organized as follows. Section II describes our data and the methodology used to forecast aggregate productivity growth. Section III presents our forecast results obtained using various productivity measures and forecasting techniques. Section IV concludes and discusses directions for future research.
II. Data and Methodology
The main premise of this paper is that information on the development of productivity and market share observed at the firm level can help forecast a given measure of aggregate productivity growth. We call the latter our forecast target or target measure of productivity. More specifically, the paper asks whether lagged components of a firm-level productivity decomposition improve forecasts of a target measure of aggregate productivity.
In order to answer this question, we break the problem down into discrete steps. The first step is to define a metric to assess whether adding lagged information from the firm level improves forecasts for our target measure of productivity. Next, we specify the methods used to forecast our target, with or without the use of firm-level information. The subsequent step is to present the productivity decomposition method that defines how aggregate productivity and its components are computed from firm-level information on inputs, outputs, and productivity. A final issue is measurement of productivity at the firm level.
Each of these steps may be done in a variety of ways. In this section, we present the generic methodology used for our main results. We also describe a variety of alternate specifications for each step, which are used to assess the robustness of our finding that firm-level information improves aggregate productivity forecasts. This section starts with a description of the data used in the various steps.
A. The data
Firm-level data. Our firm-level data set consists of balance sheet and income statement data on a large panel of Dutch manufacturing firms. The confidential data are available at Statistics Netherlands for qualified researchers. 8 In general, such firm-level data become available with a lag relative to aggregate data published by statistical agencies.
The firm-level data we use span the period 1978 through 2004. Longitudinal firm links have been made available by CBS, although some further work was needed to bridge a break in 1993. Scant information was available concerning mergers, acquisitions, and split-ups prior to the linking of business surveys with a comprehensive business register in 1993. The industry classification system changed in 1993, but a correspondence table allowed bridging the industry codes. 9 The firm-level panel contains information on employment, sales, payroll, intermediate materials, and energy purchases. Value added is computed as the sum of pretax profits and expenditures on capital and labor. Gross output is measured by the current value of sales. No capital stock information is available, so depreciation charges are used as a proxy. The raw firm-level data were cleaned by excluding outliers or any firm-year observations with item nonresponse for output or productive inputs. An observation was flagged as an outlier if the capital output ratio, the intermediate purchase to output ratio, or the wage was more than 1.5 times the corresponding interquartile range below (or above) the first (or third) quartile of that variable across firms in each year.
The EUKLEMS data. We use the March 2008 release of the EUKLEMS database for the Netherlands. This database is described by O'Mahony and Timmer (2009) and provides a country, industry, and time panel data set based on national accounts data and other sources for EU countries. The files contain 62 variables, including basic data and 8 See the website of Statistics Netherlands, www.cbs.nl, and look for the Centre for Policy Related Statistics. 9 We used this correspondence to compute deflator series for detailed manufacturing industries. growth accounting variables needed for productivity analysis. The data files are structured to follow an industry classification list that corresponds with the NACE list, which also is the industry classification used in our firm-level panel. 10 (For a detailed description of the variables, see O'Mahony & Timmer, 2009.) We use the following volume indices for our forecasts: gross output, gross value added, labor services, capital services, and TFP. Because no firm-level deflators are available, we use the following industry-level deflators: gross output price indices, gross value-added price indices, and intermediate input price indices. To deflate our estimated firm-level capital stock, we compute an implicit deflator as the ratio of the current value of capital services and the volume indices of capital services in every manufacturing industry. Figure 1 shows yearly TFP growth rates for selected countries, and figure 2 shows published TFP measures (labeled "EUKLEMS") and aggregate TFP computed from our firmlevel data (labeled "Microaggregated") for Netherlands manufacturing. We point out the following stylized facts. First, yearly growth rates of aggregate TFP are extremely volatile in all countries (figure 1). Second, microaggregated TFP growth rates are different from published TFP growth rates. 11 Third, 10 NACE-Classification of Economic Activities in the European Community.
B. Forecast Metric
11 Microaggregated TFP series are aggregated up from firm-level productivity estimates, while published aggregates are sourced from the EUKLEMS database (O'Mahony & Timmer, 2009 ). There are two sources of differences. First, TFP computed using aggregated outputs and inputs may differ from an aggregate of firm-level TFP, depending on aggregation methods used. Next, microaggregated inputs and outputs (aggregated from the firm-level data) may differ from the published aggregate inputs in the EUKLEMS database owing to statistical reconciliation methods used for the national accounts. while the microaggregated series is more volatile, it traces the dynamics of the published aggregate reasonably well (figure 2). Finally, figures 3 and 4 show that microaggregated dynamics are similar on the input and output side of the firm, suggesting that annual TFP growth based on firm-level data actually appears sensible despite its volatility.
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The large year-to-year swings in TFP growth suggest that a meaningful metric for comparing forecasts would quantify how they track average TFP growth over longer periods. In fact, it is standard practice in the productivity literature to compare average annual TFP growth for longer periods between countries or over time. (As an illustration, table 1 shows average yearly changes for five-year periods for several countries.) In our forecast exercises, we evaluate our forecasts in three-year rolling windows. 12 These forecast windows are useful because they give insight into the predictive content of the microaggregated components over different phases of the business cycle. A consequence of the considerable volatility of TFP is that time-series forecasts will have large forecast standard errors. To illustrate, we compute the forecast standard errors (RMSE) for AR(1) forecasts of average growth for the two target series shown in figure 2 for the 2001-2003 window. The RMSE between the forecast and the ex post actualization is quite large: 2% for the AR(1) forecast of published EUKLEMS aggregate productivity and 2.8% for the AR(1) forecast of microaggregated productivity growth. 13 The RMSE of forecasts of TFP using productivity components will depend on the forecast model used and generally will not be readily computable from estimates of model 12 The relatively long time span of the sample allowed us to evaluate results in four rolling forecast windows : 1998-2000, 1999-2001, 2000-2002, 2001-2003 . Netherlands manufacturing exhibited fast growth over the first forecast window (1998) (1999) (2000) . The second forecast window (1999) (2000) (2001) contains the turning point in the cycle with negative growth in 2001 but still strong activity over the entire three-year horizon. The remaining two windows were periods of downturns. See figure 3 for an illustration of these periods. 13 For an AR(1) forecast, the RMSE can be computed analytically from the estimated autocorrelation coefficient and regression standard error. Computation of the forecast standard error for our sum of component AR (1) forecasts requires simulation methods, as stated in appendix A.1. 
Each entry shows our forecast metric and the forecast RMSE (in parentheses). The metric is the percentage point deviation between the average growth of the given forecast (column) and the average HP-trend growth of the forecast target, Δτ HP s , over the given forecast window (row). The forecast target, Δτ A , is microaggregated TFP growth in manufacturing. The "Aggregate" column shows our metric, Δτ s denotes the average growth forecast over the window based on the sum of separate forecasts of the lagged microaggregated productivity components. The "Industry Components" column considers the average growth of the sum of separate forecasts of industry subgroups: nondurable consumer goods, intermediate goods, electrical machinery, and other investment goods industries, relative to the average of the HP-trend growth. All results are based on firm-level TFP measures estimated as in Levinsohn and Petrin (2003) . The estimation sample starts in 1978. The first entry in column 2 says that the average growth over 1998 to 2000 of the forecast of microaggregated TFP using microcomponents is 1.2 percentage points lower than the average HP-trend growth of microaggregated TFP over the forecast window. All other entries are to be read analogously. Standard errors of aggregate forecasts were calculated analytically. Standard errors of microaggregated and industry components forecasts were simulated using 10,000 draws. More details can be found in appendix A1.
parameters and standard errors. We simulate forecast RMSEs and compare the outcome for the models with and without inclusion of productivity components computed from firm-level data. However, the simulations rely on historical covariance patterns of the shocks to the various components and may fail to capture improvements at turning points. Further, because the volatility of the target TFP series is so large, small differences in the large RMSEs across specifications may not be very informative to compare the quality of forecasts with and without inclusion of firm-level information. In tables 2 and 4, we present the forecast RMSEs. In the remaining tables with multivariate forecasts, we will look only at measures of out-of-sample fit.
To better evaluate the performance of a forecast of a particular target measure of productivity, we define a fit metric that is the deviation of the forecast from a benchmark. The benchmark for our comparisons is the average growth of the Hodrick-Prescott trend (HP trend) of the target measure of TFP for a particular three-year window. 14 We compute the HP trend using the full ex post span of the target productivity measure, that is, including the ex post actualization in the years in the forecast window. To find out whether adding firm-level information helps, we compare the performance metric of a forecast of the target without adding firm-level information with the performance metric when a set of lagged microcomponents are included. In sum, in our tables we can compare the two metrics:
where Δτ A t+3 denotes the average growth forecast of the target aggregate time series over the three-year forecast window t + 1 to t + 3, Δτ M t+3 denotes the average growth forecast 14 The metric is thus equal to the deviation of the forecast growth from the actual target growth minus the deviation of the HP-trend growth from the actual target growth. using microaggregated components, and Δτ HP t+3 denotes the average growth of the Hodrick-Prescott trend of the target.
In all tables that show forecast results (tables 2, 4, 5, and 6), the metric for forecasts without firm-level information, Δτ A t+3 − Δτ HP t+3 , is shown in the last column. As equation (1) suggests, this is to be compared with the metric for forecasts using firm-level information, Δτ 
C. Forecasting Methods
In our forecast exercises, we need to specify the microaggregated components that aid in forecasting the target. The productivity decompositions we use have as a property that the components add up to microaggregated productivity:
In all our forecasting exercises, we want to compare forecasts of target productivity with and without inclusion of microaggregated components that are lagged one period. For the main results in table 2 the forecast target is productivity aggregated from the firm-level data. 15 We first estimate separate univariate autoregressions for all the components Δτ . Because firm-level data generally are available with a time lag, we generate the component forecasts for t+s, using only information through t−1, while for the aggregate forecast, information through t is used. Next, we sum the separate Δτ i t+s to get our forecast using microaggregated components:
Finally, we compare the metrics given in equation (1), that is, we compare how far Δτ Besides univariate autoregressions, we assess whether the components aid in forecasting aggregate productivity in multivariate vector autoregressions (VARs). The regressand is a vector of logarithmic differences of value added, capital, labor, and aggregate TFP. We denote the regressand by y t = (Δva t , Δk t , Δl t , Δτ A t ). The regressors include some of y t 's own lags. Our forecast of the target without using microinformation, Δτ A t , is derived from this aggregate VAR. To obtain a forecast of the target using firm-level information, we include as regressors the lagged components, Δτ i t−q . In short and using the generic notation VAR(p, q) for a VAR with p lags of y t and q lags of predetermined components 15 In other words, for table 2, the forecast target is the microaggregated productivity measure, so that Δτ 
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Δτ i t , we estimated VARs with the following pairs of p and q: (1, 2), (2, 1), (1, 1) . 16 In this setting we are able to explore many alternate specifications, not only for the VAR models but also for the decompositions or for estimation of firm-level productivity. Because we have many different forecast specifications, which may not be nested, we compute the BMA of the forecasts over the entire set of alternate specifications. The BMA of forecasts is computed for forecasts without micro-information and forecasts including the components. A comparison of these two, using our defined metric, will provide the answer to the main question of this paper.
We outline the Bayesian forecasting approach assuming we have retrieved a posterior distribution for the coefficients and error covariance matrix of a VAR. Denote them by β and V , respectively. A technical description of the estimation and forecasting can be found in appendix A.6 in the online supplement.
The predictive density p(y T +1 |y T , M) is defined as
where y T denotes the observation vector up to time T , y T +s denotes the forecast of the observation s-period ahead, V denotes the covariance matrix of shocks and β denotes the parameter matrix in the VAR, and M denotes the forecast model. The predictive density integrates the uncertainty about β and V and the intrinsic uncertainty about the value of the observation one period ahead. It is conditional on the history y T and M. We retrieved the joint posterior p(V , β|y T , M) and density value p(y T +s |V , β, M) from a customized Gibbs sampler. 17 After the Markov chain has converged, we used each element in the chain to generate a growth trajectory over the forecast period and computed the mean of these growth trajectories. 18 The mean value of these trajectories gives Δτ 
D. Productivity Decompositions
In table 2 we show results for forecasts targeting the sum of components of a particular productivity decomposition, namely, that given in Baily et al. (2001) . The decomposition provides a method of computing microaggregated productivity growth from firm-level observations on output, inputs, and productivity and allows decomposing the aggregate into within, between, entry, and exit contributions. These components are supposed to capture, respectively, average productivity growth at the firm level, the productivity effect of reallocation of resources between firms of differing productivity, and the productivity effect of entry and exit.
A variant of this decomposition, given by Olley and Pakes (1996) , is explored next. Further, both decompositions are augmented with refinements that model the push-and-pull process by which market shares and productivity evolve depending on a firm's position in the firm-level productivity distribution. Finally, we consider an alternate productivity aggregation and decomposition method proposed by Petrin and Levinsohn (2012) .
It should be noted that the various productivity decompositions not only define the components of aggregate productivity in slightly different ways, but also may change the definition (and actual empirical magnitude) of microaggregated productivity (see Petrin & Levinsohn, 2012) .
A long historical literature exists on aggregation of productivity (Gorman, 1959; Domar, 1961; Hulten, 1978; Basu & Fernald, 2002; Petrin & Levinsohn, 2012) . Our reading of this literature is not that there are correct or incorrect aggregation and decomposition methods, but that the method should fit the purpose for which it is used. For this paper, we are looking for productivity components aggregated up from the firm level that aid in forecasting productivity. In the most practical application of our work, the forecast target is published aggregate productivity in manufacturing. In this case, it is not required, and not empirically likely, that the microaggregated components (based on any productivity decomposition) will add up to the published target, Δτ 
where Δτ M t is the first difference in microaggregated (log) TFP level, τ it is the TFP level of firm i in period t, φ it is the market share of firm i in period t, τ is the moving average of aggregate productivity in time t given by τ = τ t−1 +τ t 2 , Δ is the difference operator, C denotes the set of continuers, E denotes the set of entrants, and X denotes the set of exiters in time t. The four terms in the previous equation are called within, between, entry, and exit terms.
In the second decomposition, inspired by Olley and Pakes (1996) , the second term, or between term, of equation (5) is split into two components as follows: 19
The idea of splitting the between component is to detail shifts of resources toward firms with higher-than-aggregate productivity into shifts toward firms with higher-than-average productivity and shifts weighted by the covariance between productivity and size.
The identity given by equation (5) and the variant replacing the between term with the components given by equation (6) provide ways to define aggregate productivity growth and split it into time-series components. Decomposition (5) provides three components (within, between, and a combined net-entry contribution). Decomposition (6) has a different between-component and an additional covariance term. We denote these components as Δτ i t , where i denotes the components of the decompositions given by equations (5) and (6).
For our forecasting exercises, we consider further variants of these decompositions by introducing two auxiliary equations. We use them to extract more signal from the distributions of φ it and τ it . Our empirical specifications draw on the literature on frontier productivity, both theoretical (Acemoglu, Aghion, & Zilibotti, 2006) , and empirical (Bartelsman, Haskel, & Martin, 2008) .
The pull effect is modeled using a firm's position relative to the frontier. The pull equation posits that individual productivity growth depends positively on the distance from the frontier; in other words, firms farther away are pulled more strongly toward the frontier. The push equation encapsulates the market selection mechanism whereby less efficient firms are crowded out of the market and more efficient firms gain market share. 20 The fitted values of Δτ it and φ it rather than actual firm-level data on productivity growth and market shares are then used to compute the components. If the push and pull concepts have a bite in our data set, the components computed with Δτ t and φ it should improve the forecasts. A description of how components using these equations are derived is given in detail in appendix A.3.
Finally, we consider forecasting using components as developed by Petrin and Levinsohn (2012) . They define aggregate productivity growth as the change in aggregate final demand minus the change in aggregate use of labor and capital inputs. Their decomposition includes a technical efficiency term, the contribution of input allocation across plants, and the contribution of changes in fixed and sunk costs at the firm level. 21 
E. Firm-Level TFP Measures
A final methodological issue is the estimation of productivity at the firm level. Productivity can be computed from 20 There is empirical evidence for such reallocation of resources across firms (e.g., recent work by Bernard, Jensen, and Schott, 2006) . 21 The technical efficiency term is equivalent to the within component in equation (5). The input reallocation term is calculated as a weighted average of the changes in inputs. The weights are given by the product of (1) the difference between the marginal revenue product and the marginal cost of each input, and (2) the Domar weight. The contribution of fixed costs is computed on a residual basis.
the data using an index number approach or as the residual from an estimated production function. The results in table 2 are based on components that use a productivity residual from a production function estimated with the Levinsohn and Petrin (2003) method. We also consider the forecast performance when the components are computed using firm-level productivity indexes (Solow residuals).
The main issue in estimating production functions is controlling for the endogeneity of primary inputs. Consider a Cobb-Douglas production function (indices i and t are dropped for simplification),
where y is log value-added, k is log capital, l is log labor, τ is log productivity, and ε is assumed to be an i.i.d. disturbance. τ is unobservable by the econometrician but known to the firm. Since τ is in the information set on which the firm conditions its optimal choices of inputs, there is a nonnegative correlation between input factors and τ. This will generate a bias in OLS parameters. This problem has been addressed by Olley and Pakes (1996) and modified by Levinsohn and Petrin (2003) (OP and LP, henceforth) . LP handles endogeneity by assuming that capital is predetermined: its level is chosen before production takes place. If this identification assumption is satisfied, the orthogonality of k to the innovation in τ can be used to identify β k . To solve the endogeneity problem with respect to freely variable labor, the method makes use of a proxy. LP and OP assume that the proxy is monotonic in τ. This identification assumption implies that the proxy can be used to invert out the unobserved productivity shock. The main difference between OP and LP is that the former uses investment, the latter uses intermediate material use as a proxy.
The estimated factor elasticities are shown in table 3 . We do not analyze production function parameters in detail but only note that estimated elasticities are in line with earlier findings in the literature. To keep the discussion tractable, we focus on value-added estimates in the reminder of the paper.
We calculated Solow residuals using the average share of factor costs in industry value added. To be consistent with the LP procedure, averages were calculated at the two-digit industry level and over time.
III. Results

A. Univariate Forecasts
Our main conclusion is that forecasts using lagged microaggregated components that convey information on within-firm productivity growth, reallocation, and net entry contributions, labeled Δτ Table 2 shows the forecast metric and the forecast RMSE (in parentheses) for all rolling forecast Firm-level panel 1978 -2004 . Columns 2-3: point estimates for log-capital and log-labor; column 4: χ 2 test statistic for the null of constant returns to scale; columns 5-6: bootstrapped standard errors for βk , βl ; column 7: number of firm-year observations. All estimates were computed using the method described in Levinsohn and Petrin (2003) . windows for our baseline specification. 22 The column labeled "Microcomponents" shows that the forecast metric, Δτ , is 3.1 percentage points lower than the HP trend for the period, and thus performs worse. These findings hold for all forecast windows. Our results imply that aggregate forecasts would have failed to detect most of the productivity acceleration in the late 1990s, whereas the majority of our specifications would have picked up most of it. 23 The RMSEs of the microaggregated components forecasts are lower than for the aggregate forecast in all windows, but show that confidence intervals of these forecasts remain quite large. Table 2 shows that using lagged components that describe the evolution of productivity and market shares improves aggregate productivity forecasts. However, maybe other components, Δτ i t+s , that add up to microaggregated productivity could improve forecasts as well. We investigate this issue by assessing whether contemporaneous contributions to aggregate productivity of manufacturing industry subgroups improve forecasts of the aggregate. Firm-level productivity estimates are aggregated into contributions to growth for four industry subgroups: nondurable consumer goods, intermediate goods, electrical machinery, and other investment goods industries. 24 Then we generate an aggregate forecast by summing the forecasts (using information through period t) from separate univariate autoregressive models for the manufacturing subgroups. 22 The baseline is based on decomposition (5), the market share measure based on input shares, and the actual value of firm-level input shares and productivity. Firm-level productivity was estimated using the LP approach. The forecast target is microaggregated productivity, that is, the sum of the components. 23 Using the decomposition method proposed by Petrin and Levinsohn (2012) , we found that their microaggregated components also aid in forecasting aggregate TFP growth. 24 See table 3 for classification details.
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The column labeled "Industry Components" in table 2 shows the forecast performance of industry subgroups for the forecast windows. We conclude that using information of industry-level TFP contributions (by summing the forecasts for each industry component) does not improve the forecast that use only aggregate information. Forecasts with contemporaneous industry components could not outperform lagged microaggregated component forecasts. This is an interesting result and suggests that the decompositions of aggregate productivity among incumbents and entrants and among within and between contributions are more informative about aggregate productivity than the productivity developments of industry subgoups.
This finding helps us to interpret the results of Hendry and Hubrich (2011) , who found that forecasts of inflation based on forecasts of subaggregates of the consumer price index performed worse than aggregate forecasts. Upon reflection, this was to be expected. Microlevel pricing behavior depends in an important way on expected aggregate prices, and the individual differences may cancel. In our forecast domain, feedback from the aggregate to individual productivity behavior likely is small. However, in our case, it was not a priori expected that using industry subaggregates would not improve the forecasts. If aggregate productivity were driven by distinct dynamics of technology that varied by industry, the industry subaggregates should have improved the aggregate forecast.
The results in table 2 also hold for other specifications used to compute and aggregate firm-level productivity into microaggregated components. Table 4 shows the forecast metric and forecast RMSE (in parentheses) for eight different specifications for the 1998-2001 forecast window. First, the components may be computed using either of the two accounting identities (or productivity decompositions) described by equations (5) and (6). Next, the firm-level market share measure that is used in the decomposition may be based on the firm's share of industry inputs or the firm's share of industry value added. Finally, the microaggregated Each entry shows our forecast metric and the forecast RMSE (in parentheses). The metric is the percentage point deviation between the average growth of the given forecast (column) and the average HP trend growth of the forecast target, Δτ HP s , for the given specification (row). The forecast target, Δτ A , is microaggregated TFP growth in manufacturing. The estimation sample is 1978-1997 and the forecast window is 1998-2000. See notes under table 2 for descriptions of the "Aggregate" and "Industry Components" columns. Columns dc1 and dc2 show the forecast metric for lagged microaggregated components according to equations (5) and (6), respectively. The specifications for "Actual/Fitted" in the rows are defined as follows: φ i : factor shares based on the weighted average of input factors; φ va : actual valueadded shares; Δτ: productivity growth; denotes fitted values from push and pull equations described in appendix A.3. The first entry in column 2 says that the lagged microcomponents forecast-from decomposition (5) and using observed productivity and input shares-is 1.2 percentage points lower than the average growth of the HP-trend of microaggregated TFP over the window 1998-2000. All other entries are to be read analogously. Standard errors of aggregate forecasts were calculated analytically. Standard errors of microaggregated and industry components forecasts were simulated using 10,000 draws. More details can be found in appendix A1.
components are generated using either fitted or actual values of firm-level market share and firm-level productivity, as described earlier. The aggregate TFP targets are built up from firm-level data and vary across only four specifications: for the two market share measures used for aggregation of the firm-level TFP and for whether actual or fitted data for Δτ it and φ it are used in aggregation. A more detailed description of our specification set can be found in appendix A.4.
For all the specifications and all the forecast windows-not shown here but available on request-summing the forecasts of the lagged components outperforms the forecast of the aggregate. 25 Further, contemporaneous industry subgroups do not seem to help in forecasting. Decomposition (6) proves to be more accurate than equation (5) in 75% of the specifications. This suggests that introducing information about the cross-section distribution can be useful. Using input shares in equations (5) and (6) yielded better forecasts in 80% of the specifications, whereas fitted values produced more accurate forecasts in 60% of the cases.
B. Multivariate Forecasts
The results presented above, while provocative, do not provide guidance to practitioners trying to improve productivity forecasts. First, multivariate VARs may be a better forecast method than univariate autoregressions. Second, the above univariate forecasts have as a target microaggregated productivity, computed using the firm-level data. In practice, 25 We find that using Solow-residuals instead of LP estimates to generate microaggregated components yielded more accurate forecasts than the aggregate in 53% of the cases. Computing Solow residuals using the share of input factors in industry-level value added does not control for the endogeneity of firms' input choices with respect to TFP shocks. It is therefore likely that Solow-residuals are inconsistent estimates of firm-level TFP shocks. Using the decomposition method proposed by Petrin and Levinsohn (2012) results in forecasts that outperform aggregate forecasts in 88% of the cases. Pooling all these specifications together implies a 78% success rate for microaggregated components. See appendix A.4 for more details. Each entry shows our forecast metric, namely, the percentage point-deviation between the average growth of the given forecast (column) and the average HP-trend growth of the forecast target, Δτ HP s , for the given forecast window (row). The forecast target, Δτ A t , is published TFP growth in manufacturing, from EUKLEMS. The "Aggregate" column shows our metric for forecasts without any microcomponents included. The "Industry Components" column shows our metric for forecasts with lagged industry productivity components added as predetermined variables. (See notes for table 2 for industry definitions.) The "Microaggregated Components" column shows our metric for forecasts with lagged components from productivity decompositions added as predetermined variables. Each entry is based on a weighted BMA forecast, calculated using all 24 VAR models for microaggregated component forecasts and three VAR models for the aggregate and industry component forecasts. The weights are based on the predictive Bayes factor of forecast models. See section IIIB for details. The specification set of microaggregated component VARs is spanned by three dimensions: two decompositions, four combinations of actual or fitted value-added shares and productivities, and three lag specifications for VAR models ((1,2),(2,1),(1,1) ). For instance, a VAR(1,2) includes the first lag of endogenous variables (growth rates of aggregate capital services, labor services, TFP, value added) and the first and second lags of predetermined variables. The aggregate and industry-component forecasts vary only by lag specifications. The estimation sample starts in 1978; the end varies according to the forecast window.
policymakers have as a target published aggregate TFP and use published aggregate information on labor and capital inputs as regressors.
To make our comparisons in a more realistic forecast environment, we change the forecasting methodology and the forecast target. Our main results, shown in table 5, compare forecasts of published aggregate TFP growth from the EUKLEMS database. To isolate the effects of changes in forecast methodology from changes in forecast target , table 6 shows equivalent results with microaggregated TFP as the forecast target. This approach allows us to assess how microaggregated components perform in a multivariate forecasting environment and how comparative results are affected when we switch the forecast target from microaggregated to published aggregate TFP growth. Given the forecast target, the tables are based on 24 different specifications of the VARs. 26 Based on the individual results from the VARs, we conclude the following. 27 First, given the forecast window, the decomposition method, and the lag order, we can always find a VAR including a variant of the microaggregated components that performs better than the VAR without microaggregated components. 28 However, given the forecast window, the decomposition method, and the lag order, there is always at least one variant of microcomponent-VARs that performs worse than the VAR without microaggregated components. This implies that since forecast results depend on which variant of the components is included in the estimation, selecting the best-performing microcomponent-VAR specification is critical. However, model selection is also 754 THE REVIEW OF ECONOMICS AND STATISTICS cumbersome because our performance metric in equation (1) ranks specifications differently from standard goodness-of-fit measures. These results carry over to the Bayesian forecasts of VARs.
Since we do not have strong priors as to which specification fits the data best, we compute the Bayesian model average (BMA) of forecasts over the 24 VAR specifications in a forecast window. The weights are based on each specification's predictive Bayes factor (PBF). Table 5 summarizes the result of model averaging when the forecast target is the published aggregate TFP. Our first conclusion is that the horse races between microcomponents and aggregates are tighter than in the classical univariate exercises. 29 Second, the industry component BMA forecasts never perform better than the microaggregated components forecasts. Third, BMA forecasts using microaggregated components are always better than aggregate forecasts (without microinformation), whether averaging over input or value-added shares or decompositions or over the entire set of specifications. It holds true even if some individual specifications perform worse than the aggregate forecast. 30 These conclusions also hold when the forecast target, Δτ A t , is microaggregated TFP instead of published TFP. Table 6 summarizes those results. The results are sensible given the BMA logic: every model is assessed by its performance. Since the weights of the forecasts are computed using their predictive likelihoods, specifications with less explanatory power are assigned smaller weights, whereas specifications with more explanatory power are assigned larger weights.
IV. Conclusion and Extensions
The aim of this paper is to construct aggregate productivity forecasts using lagged information on firm-level productivity and market share evolution. Our work builds on the literature on measuring and analyzing firm-level productivity. However, our question is not how to measure productivity at the firm level but rather how to apply these estimates in forecasting. To our knowledge, our study is a novel attempt to connect micro-and macrolevel analysis whereby empirical microlevel productivity estimates are used to build aggregates and forecasts.
We carried out several forecasting experiments for different specifications and models. The main result is that lagged firm-level information about within-firm productivity growth and the contribution of reallocation improve simple aggregate total factor productivity forecasts. We also find that adding disaggregate information from industry subgroups does not improve forecast performance. While the results are mixed for richer forecasting specifications, the paper shows, using BMA techniques, that the forecasts using lagged microlevel information are always better than the alternative using only macroinformation.
The paper points to a list of areas for future research. One natural extension is to search for better forecasting tools, for example, by exploring structural time-series forecasting models. These signal extraction techniques are relevant because they impose explicit structure on the dynamic behavior of trends, cycles, and irregular terms. As a consequence of the richer structure, we may expect them to capture observed dynamics better than simple autoregressive specifications. Another area for future work is choosing the optimal benchmark. The Hodrick-Prescott filter is known to perform poorly at the sample end points, leading to the development of other real-time filtering techniques in recent years. Some alternatives are based on univariate approaches (see Wildi, 1998 , for an early example) and others on multivariate approaches (see Stock & Watson, 2002 , for a dynamic factor modeling example).
Future research could also explore the use of other firmlevel data sets, such as AMADEUS or ORBIS, to perform a similar analysis. Although we have not yet tested their properties for productivity estimation and forecasting, the characteristics of these data suggest their use is limited. For instance, firms' time series are typically short; often only seven to eight yearly observations are present. Further, these data sets do not have information on firm entry and exit, an important component of aggregate productivity growth. Finally, coverage for small firms is poor mostly because item nonresponse is high, yet these firms may account for a sizable part of the reallocation component of aggregate productivity growth.
A further extension could be to explore whether aggregate productivity forecasts can be improved on using information from quarterly profit-and-loss statements or other accounting data. For instance, the Manufacturers Shipments, Inventories, and Orders (M3) survey collected by the U.S. Census Bureau provides monthly statistical data for manufacturing establishments with $500 million or more in annual shipments. If aggregate fluctuations are mostly due to movements in large firms, then it may be possible to improve on aggregate productivity forecasts using small samples of large firms that are available at a higher frequency or shorter lag.
