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Abstract
Traditional speech enhancement methods optimise signal-level
criteria such as signal-to-noise ratio, but such approaches are
sub-optimal for noise-robust speech recognition. Likelihood-
maximising (LIMA) frameworks on the other hand, optimise
the parameters of speech enhancement algorithms based on
state sequences generated by a speech recogniser for utterances
of known transcriptions. Previous applications of LIMA frame-
works have generated a set of global enhancement parameters
for all model states without taking in account the distribution of
model occurrence, making optimisation susceptible to favour-
ing frequently occurring models, in particular silence. In this
paper, we demonstrate the existence of highly disproportion-
ate phonetic distributions on two corpora with distinct speech
tasks, and propose to normalise the influence of each phone
based on a priori occurrence probabilities. Likelihood analy-
sis and speech recognition experiments verify this approach for
improving ASR performance in noisy environments.
Index Terms: Speech recognition, speech enhancement, opti-
mization methods
1. Introduction
A key challenge of deploying Automatic Speech Recogni-
tion (ASR) technology in real-world environments is the re-
quirement to perform well in the presence of background noise.
Since most ASR systems are trained for use in controlled en-
vironments, they generally fail to produce satisfactory perfor-
mance under more adverse conditions.
Speech enhancement algorithms aim to completely remove
or reduce the level of background noise, and is a classical ap-
proach for improving ASR accuracy in difficult environments.
Popular algorithms (e.g. filter-and-sum beamforming or spectral
subtraction) were designed primarily to improve intelligibility
and/or perceived quality of the speech signal without consider-
ing the effects such enhancement may have on other speech pro-
cessing systems such as ASR [1]. Recently, speech recognition
likelihoods have been used to optimise enhancement algorithms
specifically for ASR applications [1, 2, 3], and have shown
promising results. This approach is referred to as likelihood-
maximising (LIMA) speech enhancement.
Previous applications of LIMA frameworks have typically
taken a holistic approach to parameter estimation, optimis-
ing one set of parameters to be used for all Hidden Markov
Model (HMM) states (e.g. [1, 2, 3]). A less common approach
is to take the optimisation to the other extreme and generate a
set of enhancement parameters for each phone model [4]. The
latter approach is highly susceptible to over-fitting (a problem
common to LIMA applications [3]), requires considerable extra
processing to generate features based on each set of parameters,
and is heavily reliant on using phonetically balanced calibration
utterances. Due to these practical limitations, we limit our at-
tention to optimising a set of global enhancement parameters.
The holistic approach has the advantage of requiring opti-
misation and storage for only one set of enhancement parame-
ters, producing a weighted average of all models observed dur-
ing optimisation. This averaging over a number of models is
also the greatest shortfall of this approach, as it is susceptible
to favouring speech events which occur more frequently than
others in the calibration utterance. If the calibration utterance
is a poor reflection of the true distribution of models in the
speech task, the resulting set of parameters will remain to be
sub-optimal despite the likelihood maximisation.
In order to reduce the reliance on the contents of the cali-
bration utterance, we analyse the phonetic distributions of two
speech corpora, and propose two methods for normalising these
distributions based on prior knowledge. In one case, we ap-
ply global phonetic distribution normalisation to the gradient-
descent algorithm, and in the other we reduce the influence of
silence observations.
The rest of this paper is organised as follows. Section 2 de-
scribes LIMA speech enhancement applied to Mel-Filterbank
Noise Subtraction (MFNS). Section 3 analyses the phonetic dis-
tributions of the AVICAR [5] and AEICS [6] databases, and
proposes phonetic distribution normalisation to the gradient-
descent algorithm. Section 4 investigates the improvements in
likelihood maximisation performance with this approach, and
analyses the resulting ASR performance.
2. LIMA Mel-Filterbank Noise Subtraction
2.1. Mel-Filterbank Noise Subtraction
As per the work in [3], we apply the LIMA framework to
MFNS [7]. We have chosen this technique over Mel-scaled
multi-band spectral subtraction [2] as it is more computation-
ally efficient per iteration of gradient-descent optimisation [8].
In a noisy environment, speech S(f) is assumed to be cor-
rupted by uncorrelated additive background noise D(f) to pro-
duce corrupted speech Y (f):
Y
i(f) = Si(f) +Di(f) (1)
where frequency spectra for frame i are obtained using the
short-time Fourier transform. Using the Mel frequency
scale commonly used in Mel-Frequency Cepstral Coeffi-
cients (MFCC), the frequency spectrum is divided into a num-
ber of sub-bands with fkU and fkL being the upper and lower
cut-off frequencies for the kth Mel-filterbank. Using this defi-
nition, MFNS is described by:
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where EiY , EDˆ and E
i
Sˆ
are the energies of the kth Mel-
filterbank of the noisy speech, noise estimate and the clean
speech estimate respectively. Noise spectral magnitude esti-
mates |Dˆi(f)| are calculated using time-recursive averaging
with soft-decision speech activity detection as performed in [2].
The scaling factor β enforces a maximum level of signal energy
attenuation and ensures output filterbank energies remain posi-
tive. Filterbank-dependent subtraction factors αk are included
to compensate for estimation inaccuracies.
2.2. Likelihood-Maximisation
LIMA speech enhancement determines the set of enhance-
ment parameters which maximises the likelihood of the correct
acoustic event sequence as opposed to traditional signal-level
criteria such as maximising signal-to-noise ratio (SNR) or min-
imising speech distortion. This section demonstrates LIMA for
any speech enhancement technique with a set of enhancement
parameters, ξ. In this paper, this set is defined by:
ξ = [α1, α2, . . . , αK ]. (3)
Feature vectors in an ASR system with speech enhancement
are a function of both feature extraction and enhancement. The
recognition hypothesis produced by an optimal Bayes’ classifier
commonly used in ASR is given by:
wˆ = argmax
wǫW
P (O(ξ)|w)P (w) (4)
where O is the sequence of observed features, P (O|w) and
P (w) are the acoustic and language scores respectively, and
the dependence on the enhancement parameters ξ is explicitly
shown. The language score P (w) is not directly dependent
upon the speech enhancement parameters, and are therefore ig-
nored in the LIMA framework [1].
The optimal set of enhancement parameters ξ is calculated
such that it maximises the acoustic likelihood given a transcrip-
tion wC which is assumed to be known a priori:
ξˆ = argmax
ξ
P (O(ξ)|wC). (5)
For HMM-based ASR systems there are many state se-
quences which generate the correct word transcription wC . In
order to reduce computational complexity, it is assumed that
the most likely state sequence si contributes most to the to-
tal acoustic likelihood. The resulting maximum-likelihood es-
timate of the enhancement parameters ξ which optimises the
log-likelihood of the acoustic state sequence si is (from [1]):
ξˆ = arg max
ξ,s∈SC
{∑
i
log(P (oi(ξ)|si))
+
∑
i
log(P (si|si−1, wC))
}
. (6)
The first term in Eq. (6) determines the optimal set of en-
hancement parameters given a correct and constant state se-
quence si. The second term determines the optimal state si
given the correct word transcription wC and the previous state
si−1 (N.B. the enhancement parameters are constant). There-
fore, the state sequence si and the set of enhancement parame-
ters ξ are jointly optimised in an iterative manner. Optimisation
of the state sequence is achieved using Viterbi alignment and
the known transcription wC to generate a new state alignment
after each update of the enhancement parameters.
Since the second part of Eq. (6) optimises only the state
alignment, the optimisation of the set of enhancement parame-
ters for a given state sequence is defined as:
ξˆ = argmax
ξ
log(P (oi(ξ)|si)). (7)
A closed form solution to this optimisation problem does not
exist due to the complex signal processing involved in feature
extraction and speech enhancement. Therefore, non-linear op-
timisation approaches such as gradient-descent are required. In
order to use gradient-descent optimisation, it is required to de-
termine the gradient of the likelihood function:
L(ξ) =
∑
i
log(P (oi(ξ)|si)). (8)
Assuming the use of Gaussian Mixture Models (GMM),
calculation of the gradient and appropriate simplifications
(see [1] for full derivation) leads to the gradient function with
respect to each of the enhancement parameters:
∇ξL(ξ) = −
∑
i
M∑
m=1
χim(ξ)
∂oi(ξ)
∂ξ
Σ−1im(oi(ξ)− µim)
(9)
where χim(ξ) is the a posteriori probability of the mth mixture
component in state si given the observed feature vector oi(ξ).
The mean vector µ and covariance matrix Σ from the acoustic
model is required for each state i and mixture component m
in order to calculate the gradient; thus the LIMA framework is
tightly coupled with the ASR acoustic model. The remaining
term in Eq. (9) is the Jacobian matrix, ∂oi(ξ)
∂ξ
, which consists
of the partial derivatives of each feature with respect to each of
the enhancement parameters. The Jacobian is unique to each
speech enhancement technique; the full derivation of the Jaco-
bian elements for MFNS can be found in [8].
3. Phonetic Distribution Normalisation
3.1. Analysis of Phonetic Distributions
Prior to determining suitable phone model weighting functions,
the phonetic distributions of two in-car speech corpora were
analysed: the AVICAR [5] and AEICS [6] databases. For this
analysis, we used two distinctly different tasks: the phone num-
bers task (i.e. digit strings) of the AVICAR database, and the
commands task of the AEICS corpus.
To generate phonetic distributions, speech data from both
databases was force-aligned using Viterbi alignment as per
the LIMA framework. A speaker-independent acoustic model
was used for the ASR system, consisting of context-dependent,
shared 3-state triphone HMMs trained using the American En-
glish Wall Street Journal 1 corpus. These models consist of
39-dimensional MFCC – 13 MFCC (including C0) plus delta
and acceleration coefficients. Each HMM state was represented
using a 16-component GMM.
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Figure 1: Percentage of frame occurrences for each phone in
the AVICAR and AEICS databases.
The Viterbi alignment produces frame-by-frame phonetic
alignments which provide time-referenced probabilities for ob-
serving each phone in the database. The time-based phonetic
distributions of both databases are shown in Fig. 1. Analysis of
these distributions shows that both corpora exhibit a high pro-
portion of silence frames (over 50%) which dwarfs the other
30+ phones present. This is a result of silence occurring at
the beginning and end of every utterance (which would also
be true when processing ‘live’ speech). Consequently, the si-
lence models will dominate the optimisation process – this will
likely cause the resulting enhancement parameters to be very
good at reducing noise in silence periods, but will also likely
cause over-subtraction during periods of speech.
Closer examination of the non-silence phones shows that
both databases have similar proportions of some phones
(e.g. /ih/, /eh/, /n/ and /t/), but at the same time there are a num-
ber of phones not present in the AVICAR database that are ob-
served in the AEICS commands task (e.g. /aa/, /ae/, /d/ and /sh/),
and vice versa. This observation highlights that the phonetic
distribution will be different for each ASR task, and therefore it
may be beneficial to weight phones according to the task.
3.2. Phonetic Distribution Normalisation
The analysis in the previous section led to two main observa-
tions: (1) there are significant differences between phonetic
distributions for any two speech corpora, and (2) there is a
very large proportion of silence frames used during optimisa-
tion. In response to these observations, we propose to alleviate
any issues surrounding the optimisation inadvertently favour-
ing phones occurring freqently in the calibration utterance by
introducing a weighting function f(m) to the gradient update
equation for each frame i in the calibration utterance:
∇total = ∇total + f(m) · ∇i. (10)
where the value of the weighting function, f(m) is dependent
on the phone m present in frame i. In this section we propose a
weighting function for each of these two observations.
3.2.1. Weighting Function 1: Equalisation
To counteract any differences between speech recognition tasks,
and make the LIMA process suitable for any task, the following
normalisation function is proposed:
feq(m) =
1
P (m)
(11)
where P (m) is the probability of frame-based occurrence of
phone m in the speech recognition task. This weighting func-
tion, feq(m), equalises each phone such that it will have the
same influence on the optimsation in terms of the number of
frames. For the experiments in this paper, P (m) is taken as the
respective percentages shown in Fig. 1.
3.2.2. Weighting Function 2: Silence Reduction
To moderate the strong influence of silence frames seen in Fig. 1
whilst maintaining the influence of each of the non-silence
phones with respect to each other, the following weighting func-
tion is proposed:
fsil(m) =
{
1 m 6= silence
d m = silence
(12)
where d is an appropriate scaling value to reduce the influence
of the silence frames. In this work, we set d = 0.1 as this
reduces the overall influence of silence frames to the same level
as all other phones in the recognition task.
4. Experiments
4.1. Likelihood Analysis
Before performing ASR experiments, it is necessary to verify
the proposed phonetic distribution normalisation functions fur-
ther maximise the recognition likelihood. To achieve this, the
LIMA framework was applied to calibration utterances for each
speaker and in each noise condition for both databases. Fea-
tures for each calibration utterance were initially extracted using
MFNS with a default set of enhancement parameters (αk = 1),
and then force-alignment was performed using the known tran-
scription to generate the most likely state sequence si required
for optimisation. Gradient-descent optimisation was then per-
formed on each force-aligned state sequence. The enhancement
parameters αk were allowed to converge prior to further pro-
cessing and analysis. Utterances were processed using the fol-
lowing configurations:
• LIMA without normalisation (LIMA);
• LIMA with normalisation via feq(m) (EQ-LIMA);
• LIMA with normalisation via fsil(m) (SIL-LIMA).
For each configuration, the per frame acoustic likelihoods
for each phone were calculated from the calibration utterance
both before and after optimisation. Figure 2 shows for each
phone the per frame improvements in log-likelihood compared
to pre-optimisation for the AVICAR database; the same trends
were observed for the AEICS corpus.
Examining the improvements in log-likelihood, it can be
seen that both proposed phonetic distribution weighting func-
tions provide further improvements in log-likelihood compared
to the baseline LIMA framework. The improvements are almost
exclusive across all phones, with only silence suffering in both
cases. Comparing the two proposed normalisation methods, the
equalising function tends to produce greater improvements in
likelihood compared to reducing the influence of silence, but
there are also a number of instances where the reverse is true.
This likelihood analysis suggests that by introducing ap-
propriate weighting functions, greater maximisation of speech
recognition likelihoods (which is the objective of LIMA-based
speech enhancement) is possible. Ultimately this should lead to
to further improvements in speech recognition accuracy.
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Figure 2: Comparison of improvements in log-likelihoods post
optimisation when using phonetic distribution normalisation.
4.2. Speech Recognition Experiments
Given the improvement in recognition likelihoods demonstrated
by the normalisation functions, automatic speech recogni-
tion experiments were run on 38 speakers from the AVICAR
database according to a modified version of the evaluation pro-
tocol specified in [8].
The results of this experiment are detailed in Fig. 3,
where relative reductions in word error rates are presented –
calibration-based LIMA (LIMA) and MFNS (with α empiri-
cally optimised) are presented as reference points.
In the idle scenario (IDL) the EQ-LIMA system out per-
forms the other systems, which is consistent with the improve-
ments in log-likelihoods observed in Fig. 2. However for the
majority of the more noisy scenarios, SIL-LIMA, which only
re-weights the effects of “silence” frames performs better than
both EQ-LIMA and the baseline. This performance can be ex-
plained by considering that the ‘sil’ model under the SIL-LIMA
framework shows better log-likelihood improvements in Fig. 2,
coupled with the recollection that the number of ‘sil’ occur-
rences vastly out numbers the other phones (Fig. 1) – this has
the effect of making the performance of the ‘sil’ phone domi-
nate the overall system performance.
Finally we note that the different nature of noise sources in
the window up versus window down scenarios appears to affect
the EQ-LIMA system differently. In noisy scenarios with the
window up (where noise field is more diffuse) the EQ-LIMA
system degrades markedly, while with the window down, EQ-
LIMA suffers much less, and in the 35D scenario (35 mph with
windows down) outperforms the other systems. While no firm
hypothesis to explain this is offered, future developments may
be able to identify and exploit the underlying phenomenon.
Variations in the performance of the EQ-LIMA and SIL-
LIMA systems in different noise conditions, when the effects of
the ‘sil’ phone seems to dominate system performance, suggest
that incorporating a more aggressive weighting factor on the
‘sil’ phone as part of the general EQ-LIMA weighting regime
may lead to more robust overall system performance, and is po-
tential for further investigation.
5. Conclusion
Traditional likelihood-maximising frameworks blindly optimise
speech enhancement parameters for ASR applications without
taking into account the distribution of phones in the calibration
utterance or speech recognition task. This can lead to some
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Figure 3: Relative reduction in word error rate compared to
ASR without speech enhancement on the AVICAR database.
phones dominating the final set of parameters to the detriment
of all others, and ultimately speech recognition accuracy.
This paper presented two phonetic distribution normalisa-
tion functions which are applied to the gradient update function
in gradient-descent optimisation. The first function equalises
all phones based on the probability of occurrence based on the
speech recognition task, whilst the second reduces the influence
of silence frames which tend to dominate due to its presence at
the start and end of every calibration utterance. Both functions
showed the potential to further improve the speech recognition
likelihood which matches the criteria of the speech enhance-
ment approach. Speech recognition results also demonstrated
the ability for both normalisation functions to reduce word er-
ror rates compared to the conventional approach.
Future research directions are suggested in order to improve
on these normalisation approaches by taking into account varia-
tions in performance observed under different noise conditions.
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