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a b s t r a c t
The idea of σ-conservative and σ-coercive matrices for single sequences was introduced
and studied by Schaefer in 1972. The theory ofmatrix transformations for double sequences
has been recently developed by various authors. In this paper we study the concepts of
regularly σ-conservative and σ-coercive matrices for double sequences.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and background
A double sequence x = (xjk) is said to be Pringsheim’s convergent (or P-convergent) if for given  > 0 there exists an integer
N such that |xjk − `| < whenever j, k > N. We shall write this as
lim
j,k→∞ xjk = `, (1.1)
where j and k tending to infinity independent of each other (cf. [1]). We denote by c2, the space of P-convergent sequences.
A double sequence x is bounded if
‖x‖ = sup
j,k≥1
|xjk| < ∞.
Wedenote by `∞2 the space of bounded double sequences. Note that, in contrast to the case for single sequences, a convergent
double sequence need not be bounded. By c∞2 , we denote the space of double sequences which are bounded convergent.
A double sequence x = (xjk) is said to converge regularly if it converges in Pringsheim’s sense and, in addition, the following
finite limits exist:
lim
k→∞ xjk = `j, (j = 1, 2, 3, . . .), (1.2)
lim
j→∞ xjk = hk, (k = 1, 2, 3, . . .). (1.3)
We will consider the following linear spaces of double sequences x = (xjk) [2]:
cR2: the space of regularly convergent sequences;
cR
′
2 : the space of continuous linear functionals on cR2.
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Obviously, the regular convergence of x implies convergence in Pringsheim’s sense as well as boundedness of the terms
of x, but the converse implication fails.
Let σ be a one-to-onemapping from the setN of natural numbers into itself. A continuous linear functional ϕ on the space
`∞ of bounded single sequences is said to be an invariant mean or a σ-mean if and only if (i) ϕ(x) ≥ 0 when the sequence
x = (xk) has xk ≥ 0 for all k, (ii) ϕ(e) = 1, where e = (1, 1, 1, . . .), and (iii) ϕ(x) = ϕ((xσ(k))) for all x ∈ `∞.
Throughout this paper we consider the mapping σ which has no finite orbits, that is, σp(k) 6= k for all integer k ≥ 0
and p ≥ 1, where σp(k) denotes the pth iterate of σ at k. Note that a σ-mean extends the limit functional on the space c of
convergent single sequences in the sense that ϕ(x) = lim x for all x ∈ c, (see [3]). Consequently, c ⊂ Vσ the set of bounded
sequences all of whose σ-means are equal. We say that a sequence x = (xk) is σ-convergent if and only if x ∈ Vσ . Using this
concept, Schaefer [4] defined and characterized σ-conservative, σ-regular and σ-coercive matrices. If σ is translation then
Vσ is reduced to the set f of almost convergent sequences [5].
The idea of σ-convergence for double sequences has recently been introduced in [6]. A double sequence x = (xjk) of real
numbers is said to be σ-convergent to a number L if and only if x ∈ Vσ2 , where
Vσ2 = {x ∈ `∞2 : limp,q→∞ τpqst(x) = L uniformly in s, t; L = σ- lim x}
τpqst(x) = 1
pq
p−1∑
m=0
q−1∑
n=0
xσm(s),σn(t),
where the limit is taken in the Pringsheim sense. Let us denote by Vσ2 the space of σ-convergent double sequences x = (xjk).
For σ(n) = n+ 1, the set Vσ2 is reduced to the set f2 of almost convergent double sequences [7]. Note that c∞2 ⊂ Vσ2 ⊂ `∞2 .
Let λ,µ be two spaces of double sequences, converging with respect to linear convergence rules v1- lim and v2- lim,
respectively, and A = (amnjk) be a four dimensional matrix of real or complex numbers. Define the set
λ
(v2)
A :=
x = (xjk) : Ax =
(
v2 −
∑
j,k
amnjkxjk
)
m,n∈N
exists and Ax ∈ λ
 .
Then we say that A maps the space λ into the space µ if µ ⊂ λ(v2)A and denote the set of all four dimensional matrices,
mapping the space λ into the space µ, by (λ,µ).
A matrix A = (amnjk) is said to be σ-regular if Ax ∈ Vσ2 for x = (xjk) ∈ c∞2 with σ- lim Ax = lim x, and we denote this by
A ∈ (c∞2 , Vσ2 )reg (cf. [8]).
A matrix A = (amnjk) is said to be σ-multiplicative if Ax ∈ Vσ2 for x = (xjk) ∈ c∞2 with σ- lim Ax = α lim x, and we denote
this by A ∈ (c∞2 , Vσ2 )α, where α is a complex number. Note that if α = 1, then σ-multiplicative matrices are reduced to
σ-regular matrices, that is by σ-regular matrices we mean 1-multiplicative matrices. The class of σ-multiplicative matrices
was characterized by Mursaleen and Mohiuddine [9].
For matrix transformations of double sequences and related methods, we refer to Altay and Basar [10], Hamilton [11],
Patterson [12,13], Gökhan and Çolak [14,15], Mursaleen [16], Mursaleen and Edely [17], and Mursaleen and Savas [18],
Robinson [19], and Zeltser [20,21].
In [4], Schaefer defined and characterized σ-regular, σ-conservative and σ-coercive matrices for single sequences. In this
paper we define and characterize regularly σ-conservative and σ-coercive matrices for double sequences, which will fill up
a gap in the existing literature on double sequences.
Definition 1.1. A four dimensional matrix A = (amnjk) is said to be regularly σ-conservative if Ax ∈ V2σ for all x = (xjk) ∈ cR2.
A matrix A = (amnjk) is said to be σ-coercive if Ax ∈ Vσ2 for all x ∈ `∞2 .
2. Main results
In the following theorem we characterize regularly σ-conservative matrices for double sequences.
Theorem 2.1. A matrix A = (amnjk) is regularly σ-conservative if and only if
(i) ‖A‖ = supm,n
∑
j,k |amnjk| < ∞;
(ii) limp,q→∞ β(p, q, j, k, s, t) = ujk, for each j, k (uniformly in s, t);
(iii) limp,q→∞
∑
j,k β(p, q, j, k, s, t) = u, (uniformly in s, t);
(iv) limp,q→∞
∑
j β(p, q, j, k, s, t) = u0k, for each k (uniformly in s, t);
(v) limp,q→∞
∑
k β(p, q, j, k, s, t) = uj0, for each j (uniformly in s, t);
where
β(p, q, j, k, s, t) = 1
pq
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k.
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In this case,
∑
j,k ujk,
∑
j ujo and
∑
k uok are absolutely convergent, and the σ-limit of Ax is
`u+
∞∑
j=1
(`j − `)uj0 +
∞∑
k=1
(hk − `)u0k +
∞∑
j=1
∞∑
k=1
(xjk − `j − hk + `)ujk,
where ` = P- lim x.
Proof. Sufficiency. Let the conditions hold. Let p, q be any non-negative integers and x = (xjk) ∈ cR2. For every positive integers
s, t; write
Tpqst(x) = τpqst(Ax) = 1
pq
∞∑
j=1
∞∑
k=1
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,kxjk.
Then we have
|Tpqst(x)| ≤ 1
pq
∞∑
j=1
∞∑
k=1
p−1∑
m=0
q−1∑
n=0
|aσm(s),σn(t),j,k||xjk|
≤ ‖x‖
pq
{ ∞∑
j=1
∞∑
k=1
p−1∑
m=0
q−1∑
n=0
|aσm(s),σn(t),j,k|
}
≤ ‖A‖ · ‖x‖.
Since Tpqst is obviously linear on cR2, it follows that Tpqst ∈ cR′2 and
‖Tpqst‖ ≤ ‖A‖.
Now we define the sequences B(qr) = {b(qr)jk : j, k = 1, 2, 3, . . .}, B(q) = {b(q)jk }, C(r) = {c(r)jk } and C = {cjk} as follows.
For all j, k, q, r, we set
b(qr)jk =
{
1; if (j, k) = (q, r)
0; otherwise;
b(q)jk =
{
1; if j = q
0; otherwise;
c(r)jk =
{
1; if k = r
0; otherwise;
and
cjk = 1, for all j, k.
Therefore
Tpqst(C) = 1
pq
∞∑
j=1
∞∑
k=1
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k,
that is, limp,q Tpqst(C) exists uniformly in s, t and limp,q Tpqst(C) = u uniformly in s, t. Similarly limp,q Tpqst(B(j)) = uj0, uniformly
in s, t; limp,q Tpqst(C(k)) = u0k, uniformly in s, t; and limp,q Tpqst(B(jk)) = ujk, uniformly in s, t. Since {C, B(j), C(k) and B(jk) : j =
1, 2, . . . , k = 1, 2, . . .} is a fundamental set in cR2 (see Moricz [2]) and supp,q{|Tpqst(x)|} is finite for each x ∈ cR2, it follows that
lim
p,q
Tpqst(x) = Tst(x)
exists for all x ∈ cR2. Furthermore, ‖Tst‖ ≤ lim infp,q ‖Tpqst‖ ≤ ‖A‖ for each s, t and Tst ∈ cR′2 . Thus, each x ∈ cR2 has unique
representation
x = `C +
∞∑
j=1
(`j − `)B(j) +
∞∑
k=1
(hk − `)C(k) +
∞∑
j=1
∞∑
k=1
(xjk − `j − hk + `)B(jk),
and so
Tst(x) = `Tst(C)+
∞∑
j=1
(`j − `)Tst(B(j))+
∞∑
k=1
(hk − `)Tst(C(k))+
∞∑
j=1
∞∑
k=1
(xjk − `j − hk + `)Tst(B(jk))
Tst(x) = `u+
∞∑
j=1
(`j − `)uj0 +
∞∑
k=1
(hk − `)u0k +
∞∑
j=1
∞∑
k=1
(xjk − `j − hk + `)ujk.
Denote by L(x) the right hand side of the above expression which is independent of s, t. Now, we have to show that
limp,q Tpqst(x) = L(x) uniformly in s, t. Put Fpqst(x) = Tpqst(x) − L(x). Then Fpqst ∈ cR′2 , ‖Fpqst‖ ≤ 2‖A‖ for all p, q, s, t,
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limp,q Fpqst(C) = u uniformly in s, t, limp,q Fpqst(Bj) = uj0 uniformly in s, t for each j, limp,q Fpqst(Ck) = u0k uniformly in s, t
for each k and limp,q Fpqst(Bjk) = ujk uniformly in s, t for each j, k. Let J, K be arbitrary positive integers. Then
x = `C +
J∑
j=1
(`j − `)B(j) +
∞∑
j=J+1
(`j − `)B(j) +
K∑
k=1
(hk − `)C(k) +
∞∑
k=K+1
(hk − `)C(k)
+
J∑
j=1
K∑
k=1
(xjk − `j − hk + `)B(jk) +
∞∑
j=J+1
∞∑
k=K+1
(xjk − `j − hk + `)B(jk).
Now operating Fpqst on both sides, we have
Fpqst(x) = `Fpqst(C)+
J∑
j=1
(`j − `)Fpqst(B(j))+
∞∑
j=J+1
(`j − `)Fpqst(B(j))+
K∑
k=1
(hk − `)Fpqst(C(k))
+
∞∑
k=K+1
(hk − `)Fpqst(C(k))+
J∑
j=1
K∑
k=1
(xjk − `j − hk + `)Fpqst(B(jk))
+ Fpqst
( ∞∑
j=J+1
∞∑
k=K+1
(xjk − `j − hk + `)(B(jk))
)
. (2.1.1)
Now ∣∣∣∣∣Fpqst
( ∞∑
j=J+1
∞∑
k=K+1
(xjk − `j − hk + `)(B(jk))
)∣∣∣∣∣ ≤ 2‖A‖ supj≥J+1,k≥K+1{|xjk − `j − hk + `|},
for all p, q, s, t. After choosing fixed J, K large enough, it is easy to see that the absolute value of each term on the right hand
side of (2.1.1) can be made uniformly small for all sufficiently large p, q. Therefore limp,q Fpqst(x) = 0 uniformly in s, t; so that
limp,q Tpqst(x) = L(x). Hence Ax ∈ Vσ2 and the matrix A is regularly σ-conservative.
Necessity. Suppose that A is regularly σ-conservative. If x ∈ cR2, then Ax ∈ Vσ2 ⊂ `∞2 . It follows that ‖A‖ < +∞. Furthermore,
since AB(jk) = ujk, AC = u, AC(k) = u0k and AB(j) = uj0, respectively the conditions (ii), (iii), (iv) and (v) follow immediately.
This completes the proof of the theorem. 
In the next theoremwe characterizeσ-coercivematrices for double sequences. Firstwe prove the following lemmawhich
will be used in our next theorem. This lemma is a generalization of the lemma, by Schaefer [22].
Lemma 2.2. Let B(s, t) = (bpqjk(s, t)), s, t = 0, 1, 2, . . . be a sequence of infinite matrices such that
(i) ‖B(s, t)‖ < H < +∞ for all s, t; and
(ii) for each j, k limp,q bpqjk(s, t) = 0 uniformly in s, t.
Then
lim
p,q
∑
j
∑
k
bpqjk(s, t)xjk = 0 uniformly in s, t for each x ∈ `∞2 , (2.2.1)
if and only if
lim
p,q
∑
j
∑
k
|bpqjk(s, t)| = 0 uniformly in s, t. (2.2.2)
Proof. Let (2.2.2) hold and x ∈ `∞2 . Then, since∣∣∣∣∣∑
j
∑
k
bpqjk(s, t)xjk
∣∣∣∣∣ ≤ ‖x‖∑
j
∑
k
|bpqjk(s, t)|,
condition (2.2.1) holds clearly.
Conversely suppose that (2.2.1) holds but (2.2.2) does not hold.
Let
lim
p,q
∑
j
∑
k
|bpqjk(s, t)| = λ > 0 for all s, t.
For fixed s, t, let us write b(p, q, j, k) in place of bpqjk(s, t). Let for a given  > 0,
N() =
{
p, q ∈ N :∑
j
∑
k
|b(p, q, j, k)| > λ− 
}
.
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Then by (i) and (ii) there exist increasing sequences of integers pr, qr ∈ N(1/r) and jr, kr such that
∑
j≤jr−1
∑
k
|b(pr, qr, j, k)| < 1/r,∑
j>jr
∑
k
|b(pr, qr, j, k)| < 1/r,∑
j
∑
k≤kr−1
|b(pr, qr, j, k)| < 1/r,∑
j
∑
k>kr
|b(pr, qr, j, k)| < 1/r.
(∗)
Now define x ∈ `∞2 such that jr−1 < j < jr , kr−1 < k < kr ,
xjk =
{
1; if b(pr, qr, j, k) ≥ 0,
−1; if b(pr, qr, j, k) < 0.
Then for all pr, qr ∈ N(1/r),
∑
j
∑
k
b(pr, qr, j, k)xjk =
 ∑
j≤jr−1
∑
k
+ ∑
jr−1<j≤jr
∑
k
+∑
j>jr
∑
k
+∑
j
∑
k≤kr−1
+∑
j
∑
kr−1<k≤kr
+∑
j
∑
k>kr

× b(pr, qr, j, k)xjk
≥ ∑
jr−1<j≤jr
∑
k
b(pr, qr, j, k)xjk − ‖x‖
∑
j≤jr−1
∑
k
|b(pr, qr, j, k)|
+ ∑
j
∑
kr−1<k≤kr
b(pr, qr, j, k)xjk − ‖x‖
∑
j
∑
k≤kr−1
|b(pr, qr, j, k)|
− ‖x‖∑
j
∑
k≤kr−1
|b(pr, qr, j, k)| − ‖x‖
∑
j
∑
k>kr
|b(pr, qr, j, k)|
≥ ∑
jr−1<j≤jr
∑
k
b(pr, qr, j, k)xjk +
∑
j
∑
kr−1<k≤kr
b(pr, qr, j, k)xjk − 4/r
= ∑
jr−1<j≤jr
∑
k
|b(pr, qr, j, k)| +
∑
j
∑
kr−1<k≤kr
|b(pr, qr, j, k)| − 4/r
=
∑
j
∑
k
− ∑
j≤jr−1
∑
k
−∑
j>jr
∑
k
−∑
j
∑
k≤kr−1
−∑
j
∑
k>kr
 |b(pr, qr, j, k)| − 4/r
≥ ∑
j
∑
k
|b(pr, qr, j, k)| − 8/r.
Therefore
lim
r
∑
j
∑
k
b(pr, qr, j, k)xjk ≥ lim
r
∑
j
∑
k
|b(pr, qr, j, k)|
and (2.2.1) implies that
lim
p,q
∑
j
∑
k
|bpqjk(s, t)| = 0 uniformly in s, t.
This completes the proof of the lemma. 
Theorem 2.3. A matrix A = (amnjk) is σ-coercive if and only if
(i) ‖A‖ = supm,n
∑
j,k |amnjk| < ∞;
(ii) limp,q→∞ β(p, q, j, k, s, t) = ujk, for each j, k (uniformly in s, t);
(iii) limp,q→∞
∑∞
j=1
∑∞
k=1
1
pq
∣∣∣∑p−1m=0∑q−1n=0[aσm(s),σn(t),j,k − ujk]∣∣∣ = 0, uniformly in s, t.
In this case, the σ-limit of Ax is
∑∞
j=1
∑∞
k=1 ujkxjk for every x = (xjk) ∈ `∞2 .
Proof. Let the conditions hold. For any positive integers J, K
J∑
j=1
K∑
k=1
|ujk| =
J∑
j=1
K∑
k=1
lim
p,q
∣∣∣∣∣p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k
∣∣∣∣∣
/
pq
= lim
p,q
J∑
j=1
K∑
k=1
∣∣∣∣∣p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k
∣∣∣∣∣
/
pq
≤ lim sup
p,q
p−1∑
m=0
q−1∑
n=0
∞∑
j=1
∞∑
k=1
∣∣aσm(s),σn(t),j,k∣∣
/
pq ≤ ‖A‖.
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This shows that
∑∞
j=1
∑∞
k=1 |ujk| converges, and that
∑∞
j=1
∑∞
k=1 ujkxjk is defined for every x = (xjk) ∈ `∞2 .
Let x = (xjk) be any arbitrary bounded double sequence. For every positive integer p, q∥∥∥∥∥ ∞∑
j=1
∞∑
k=1
(
1
pq
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k − ujk
)
xjk
∥∥∥∥∥ =
∥∥∥∥∥ ∞∑
j=1
∞∑
k=1
[
p−1∑
m=0
q−1∑
n=0
[aσm(s),σn(t),j,k − ujk]
/
pq
]
xjk
∥∥∥∥∥
≤ sup
s,t
[∣∣∣∣∣ ∞∑
j=1
∞∑
k=1
[
p−1∑
m=0
q−1∑
n=0
[aσm(s),σn(t),j,k − ujk]
/
pq
]
xjk
∣∣∣∣∣
]
≤ ‖x‖ sup
s,t
[ ∞∑
j=1
∞∑
k=1
∣∣∣∣∣p−1∑
m=0
q−1∑
n=0
[aσm(s),σn(t),j,k − ujk]
∣∣∣∣∣
/
pq
]
.
Letting p, q →∞ and using condition (iii), we get
1
pq
∞∑
j=1
∞∑
k=1
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,kxjk −→
∞∑
j=1
∞∑
k=1
ujkxjk.
Hence Ax ∈ Vσ2 with σ-limit
∑∞
j=1
∑∞
k=1 ujkxjk.
Conversely, let A be σ-coercive matrix. This implies that A is regularly σ-conservative, then we have condition (i) and (ii)
from Theorem 2.1. Now we have to show that (iii) holds.
Suppose that for some s, t, we have
lim sup
p,q
∞∑
j=1
∞∑
k=1
∣∣∣∣∣p−1∑
m=0
q−1∑
n=0
[aσm(s),σn(t),j,k − ujk]
∣∣∣∣∣
/
pq = N > 0.
Since ‖A‖ is finite, therefore N is also finite. We observe that since ∑∞j=1∑∞k=1 |ujk| < +∞ and A is σ-coercive, the matrix
B = (bmnjk), where bmnjk = amnjk − ujk, is also σ-coercive matrix. By an argument similar to that of Theorem 2.1 in [23] for
single sequences, one can find x ∈ `∞2 for which Bx 6∈ Vσ2 . This contradiction implies the necessity of (iii).
Now, we use Lemma 2.2 to show that this convergence is uniform in s, t.
Let
hpqjk(s, t) =
p−1∑
m=0
q−1∑
n=0
[aσm(s),σn(t),j,k − ujk]
/
pq
and let H(s, t) be the matrix (hpqjk(s, t)). It is easy to see that ‖H(s, t)‖ ≤ 2‖A‖ for every s, t; and from condition (ii)
lim
p,q
hpqjk(s, t) = 0 for each j, k, uniformly in s, t.
For any x ∈ `∞2
lim
p,q
∞∑
j=1
∞∑
k=1
hpqjk(s, t)xjk = σ- lim Ax−
∞∑
j=1
∞∑
k=1
ujkxjk
and the limit exists uniformly in s, t, since Ax ∈ Vσ2 . Moreover, this limit is zero since∣∣∣∣∣ ∞∑
j=1
∞∑
k=1
hpqjk(s, t)xjk
∣∣∣∣∣ ≤ ‖x‖ ∞∑
j=1
∞∑
k=1
∣∣∣∣∣p−1∑
m=0
q−1∑
n=0
[aσm(s),σn(t),j,k − ujk]
∣∣∣∣∣
/
pq.
Hence
lim
p,q
∞∑
j=1
∞∑
k=1
∣∣hpqjk(s, t)∣∣ = 0 uniformly in s, t;
i.e. the condition (iii) holds.
This completes the proof of the theorem. 
Steinhaus type theorems were formulated by Maddox [24] as follows: Consider the class (λ,µ)1 of 1-multiplicative
matrices and ν be a sequence such that ν ⊃ λ. Then the result of the form (λ,µ)1 ∩ (ν,µ) = ∅ is called a theorem of
Steinhaus type, where ∅ denotes the empty set. Later Başar and Solak [25] gave a Steinhaus type theorem for almost regular
and almost coercive matrices. Recently, Başar [26] extended the definition to multiplicative matrices.
Theorem 2.4. The classes of σ-multiplicative and σ-coercive matrices are disjoint.
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Proof. Suppose that A = (amnjk) is a σ-multiplicative matrix, then σ- lim a = α = u; σ- lim ajk = 0 = ujk, for every j, k; where
α ∈ C. Now by condition (iii) of Theorem 2.3, we get
lim
p,q
∞∑
j=1
∞∑
k=1
∣∣∣∣∣p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k
∣∣∣∣∣ = 0. (∗∗)
Since ∣∣∣∣∣ 1pq
p−1∑
m=0
q−1∑
n=0
∞∑
j=1
∞∑
k=1
aσm(s),σn(t),j,k
∣∣∣∣∣ =
∣∣∣∣∣ ∞∑
j=1
∞∑
k=1
1
pq
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k
∣∣∣∣∣
≤
∞∑
j=1
∞∑
k=1
1
pq
∣∣∣∣∣p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k
∣∣∣∣∣ ,
the conditions σ- lim a = α and (∗∗) are incompatible.
This completes the proof of the theorem. 
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