Abstract-We develop space-time trellis coded (STC) schemes using continuous-phase modulation (CPM). We employ the Rimoldi model of CPM to create a decomposed model of STC-CPM. The decomposition separates the coding from the modulation. The space-time encoding and the inherent CPM encoding is combined into a single trellis encoder on the ring of integers modulo-p. This is followed by a bank of memoryless modulators. The model allows the search for good space-time codes to take into account the inherent encoding of the modulation.
I. INTRODUCTION
S PACE-TIME coding (STC) has been widely used to reduce the effects of multipath fading [1] , [2] . Most STC systems are based on linear modulations; however, it was shown in [3] - [6] that continuous phase modulation [7] (CPM) is a good alternative. Its constant envelope allows the use of lowcost power-efficient nonlinear amplifiers. The phase continuity implies that the modulation has memory or inherent coding and, therefore, a trellis representation.
Space-time code design with CPM has been investigated in [8] and [9] , where design rules and code constructions for specific forms of CPM are derived that guarantee full spatial diversity. Trellis code design rules are presented in [10] for general constant envelope space-time modulation. Interleaved externally encoded STC-CPM systems have been developed in [11] - [13] . A reduced complexity receiver for layered spacetime schemes with minimum-shift keying (MSK)-like modulations is presented in [14] .
In this paper, an STC-CPM system that exploits the Rimoldi model [15] of CPM is developed for M -ary modulation with M = p k m , where p and k m are positive integers. We assume a rational modulation index h = q/p, and form a decomposed model of STC-CPM. The resulting system consists of a convolutional encoder on the integer ring Z p [16] , [17] , followed by a bank of L t memoryless modulators, where L t is the number of transmit antennas. This can be seen as an extension of the work in [18] and [19] to multiple transmit antenna schemes. Decoding is accomplished using the Viterbi algorithm on the trellis of the encoder. The STC-CPM encoder could be used as the inner code of an interleaved iteratively decoded structure [11] - [13] . In [20] , serially concatenated CPM structures that utilize ring convolutional codes as the outer codes and CPM as the inner code are investigated for single thread systems.
The decomposition allows us to investigate code design for STC-CPM on an overall encoder trellis, which incorporates both the coding inherent to the modulation and that of the STC. For linearly modulated space-time trellis coded schemes, the code design criteria depend on ρL r [21] , [22] , where L r is the number of receive antennas and ρ is the minimum rank of the code word distance matrices with ρ ≤ L t . If ρL r ≤ 3, the rank and the minimum determinant [1] of the distance matrices are the appropriate criteria. If ρL r > 3, the minimum trace of the code word distance matrices or, equivalently, the minimum squared Euclidean distance (d 2 min ) between the transmitted signals is better used [21] , [22] . Directly analogous results apply to STC-CPM, if the signal distance matrix [9] is considered. 1 The rank, determinant and d [5] .
We give a brief overview of CPM in the following section. We then develop the STC-CPM system model. Simulated performance curves are presented and discussed in Section IV.
II. CONTINUOUS PHASE MODULATION
A CPM signal [7] , [15] can be described by
where
is the asymmetric carrier frequency, f c is the carrier frequency, E is the symbol energy, T is the symbol period, ψ o is the initial phase offset, 2 and the M -ary data sequence U has elements U n ∈ {0, 1, . . . , (M − 1)}. The information carrying or physical tilted phase is given bỹ
where h = q/p is the modulation index, W (t) is the sum of data independent terms, and q(t) is the phase function. Function q(t) is the integral of the instantaneous frequency response and has a duration of LT [15] . From (2), we see that the output of the modulator is specified by the vector
CPM can thus be represented by a pM L −1 state time-invariant phase trellis.
We may represent the M -ary (M = p k m ) input symbols in radix-p form as
where the subsymbols U j n are on Z p . We denote the jth subsymbol sequence as To avoid catastrophic codes in what follows, we use a precoder as in [18] and [23] to cancel the feedback term in C(D). The precoder generator matrix is given by
form the input to a time-invariant memoryless modulator that outputs s(t, X(D)). This encoder encodes the sequences
where I i is the (i × i) identity matrix. T (D) is cascaded with C(D) to create a feedback-free CPE (FF-CPE) with the generator matrix
III. STC-CPM
The proposed space-time coded CPM transmitter structure is shown in Fig. 1 . We let L t and L r denote the number of transmit antennas and receive antennas, respectively. We define the space-time encoder as a linear rate-k/l convolutional encoder on the integer ring Z p , where k, l are integers and l ≥ k. The space-time encoder is followed by a commutator that produces the input sequences for the L t FF-CPEs. The p-ary data sequence
The space-time encoder output is then
The commutator groups the STC output symbols into L t blocks, each containing k m p-ary symbols to form the input for the FF-CPEs. During the nth symbol interval of duration
where each subvectoȓ
consists of the k m coefficients of the radix-p expression of (6). A subvector forms one M -ary channel symbol. The output sequence of the ith FF-CPE may then be written as
The signal s i (t, X i (D)) is transmitted from the antenna i. The throughput of the overall system is (k log 2 (p)k m L t )/l bits per channel use. We can combine the L t feedback-free CPEs W (D) into a single encoder with the
During the nth symbol interval, the input to
We may combine Z L t (D) with the space-time encoder G(D) to obtain an encoder that incorporates the entire encoding process. If the rate-k/l space-time encoder is designed such that l = k m L t , G(D) can be directly cascaded with Z L t (D). The overall generator matrix is then
If l = k m L t , we must effectively move the commutator to follow the encoding as shown in Fig. 2 . To do this, we find the lowest common multiple of l and k m L t , such that rl = qk m L t , where r and q are integers. We convert G(D) to the rate-rk/rl matrix G r (D) and
. These may be directly cascaded to obtain the composite encoder 
and outputs an rl-symbol vector denoted c j every T k f -second interval, where
, and produces a qL t (k m L + 1)-symbol vector given by (18) and
We can easily find G r (D) and Z q L t (D) using the method in [18] . The overall encoder input during the interval jT k f ≤ t ≤ (j + 1)T k f is a j and its output is d j . During the nth symbol interval (T = T k f q ), the ith sampler selects the Lk m + 1-symbol vector X i,n , which is input into the ith memoryless modulator.
A. Overall Encoder Complexity
The number of states in the overall trellis is given by
where (D) merge in the overall trellis [18] , [23] . We now consider the number of states in the overall encoder for the special case of full response (L = 1) CPM, where n s ≤ p L t . We assume that the space-time encoder is rate-k/l and that l is a multiple of k m L t , such that l = qk m L t . Then, n s is equal to the number of possible combinations that the L t elements {c 
IV. SIMULATION RESULTS AND DISCUSSION
The simulations were run using a frame length of 130 symbols. Each receive antenna receives a faded superposition of the L t simultaneously transmitted signals corrupted by additive white Gaussian noise (AWGN). The fading is assumed to be slow Rayleigh flat fading, such that the L t L r fading gains are constant during a frame, but vary from frame to frame. The random fading gain between each transmit and receive antenna during a frame is modeled as an independent complex Gaussian random variable with zero mean and a variance of 1/2 per dimension. The AWGN noise component is an independent sample of a zero-mean complex Gaussian random process, with power spectral density N 0 . The receiver implements matched filtering and decodes on the overall trellis using the Viterbi algorithm. Perfect channel state information is assumed at the receiver. For simplicity, we restrict the simulations to continuous phase frequency shift keying (CPFSK), a full response CPM (L = 1) with a rectangular frequency pulse. ] with 4-ary CPFSK and L t = 2. This system has a throughput of 1 bit per channel use. The space-time encoder has M 3 states, and with L t = 2 and CPFSK, the variable n s = 1. The overall encoder with 4-ary CPFSK then has 64 states. The Euclidean distance of the scheme is 6.94 compared to 2 for delay diversity with 2-ary CPFSK (which has the same rank and throughput) and its frame error rate performance is significantly better as shown in Fig. 4 . The cost of the improvement is the number of states in the overall trellis, i.e., 64 compared to 4. The bit error rate performance (not shown) of the more complex code is worse than for delay diversity when L r = 1 and better when L r ≥ 2, this is attributable to the system having ρL r < 4 for L r = 1.
V. CONCLUSION
In this paper, we have developed an STC-CPM model that allows the space-time encoder and the continuous phase encoders to be simply combined into a single trellis encoder. This can easily be extended to incorporate external error correction encoding of the same form. The STC-CPM codes can be used as the inner code of an interleaved iteratively decoded system. The model makes it straightforward to calculate d 
