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Abstract
Lattice induced threshold function is a Boolean function determined by a particular linear combination of lattice
elements. We prove that every isotone Boolean function is a lattice induced threshold function and vice versa. We
also represent lattice valued up-sets on a finite Boolean lattice in the framework of cuts and lattice induced threshold
functions. In terms of closure systems we present necessary and sufficient conditions for a representation of lattice
valued up-sets on a finite Boolean lattice by linear combinations of elements of the co-domain lattice.
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1. Introduction
,,Threshold functions provide a simple but fundamental model for many questions investigated in
electrical engineering, artificial intelligence, game theory and many other areas.” (Quotation from [2].)
In [9], modeling neurons and political decisions are also mentioned, as application of classical threshold
functions. A classical threshold function is a Boolean function f : {0, 1}n → {0, 1} such that there exist real
numbers w1, . . . ,wn, t, fulfilling
f (x1, . . . , xn) = 1 if and only if
n∑
i=1
wi · xi ≥ t,
where wi is calledweight of xi, for i = 1, 2, . . . , n and t is a constant called the threshold value. In this paper
we define a new but related notion: the so called lattice induced threshold function and we investigate its
properties.
1.1. Historical background
For the historical as well as for the basic mathematical background we recommend the books [2, 9, 11].
Although the main results about classical threshold function are not algebraic, we can list some algebraic
papers from several areas of algebra. In [1] the authors reveal connection between classical threshold
functions and fundamental ideals of group-rings. Paper [6] determines the invariance groups of threshold
functions. Paper [5] proves that classical threshold functions cannot be characterized by a finite set of
standard or generalized constraints.
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1.2. Motivation
Isotone Boolean functions constitute clone; threshold functions are not closed under superposition,
see Theorem 9.2 in [2], so they do not constitute clone. It is easy to see that threshold functions with
positive weights and a threshold value are isotone. However, an isotone Boolean function is not necessarily
threshold, e.g. f = x · y∨w · z is isotone, but not a threshold function. Therefore, our aim was to generalize
threshold functions in the framework of lattice valued functions, in order to obtain a characterization of all
isotone Boolean functions and to represent them by particular linear combinations.
1.3. Outline
In Preliminaries, we present properties of closure operations, lattice valued functions, Boolean functions
and classical threshold functions. Part 2.5 of this section contains some new structure properties of induced
closure systems, including a particular canonical representation of lattice valued functions.
In Section 3 we define threshold functions induced by complete lattices; these are Boolean functions
determined by particular linear combination of lattice elements. We prove that every isotone Boolean
function is a lattice induced threshold function and vice versa.
In Section 4 we represent lattice valued up-sets on a finite Boolean lattice B in the framework of cuts and
lattice induced threshold functions. We construct a special lattice valued function β on B, whose co-domain
is a free distributive lattice. We prove that the cuts of any lattice valued function on B are contained in the
collection of cuts of β, and that all up-sets of B are cuts of β.
Section 5 is devoted to the representation of lattice valued up-sets on B by linear combination of elements
of the co-domain lattice. In terms of closure systems we present necessary and sufficient conditions for
such representation, as well as conditions for its existence.
2. Preliminaries
2.1. Order, lattices, closures
Our basic notion is an ordered set, poset, denoted by (P,≤), where ≤ is an order on a set P. If a poset is
a lattice, then it is denoted by (L,≤), with the meet and the join of a, b ∈ L being a ∧ b and a ∨ b respectively.
The bottom and the top of a poset, if they exist, are 0 and 1, respectively. If (P,≤) is a poset, then we denote
by
∧
M and
∨
M the meet and the join ofM ⊆ P respectively, if they exist. We deal with complete lattices
and free distributive lattices with n generators. We also use finite Boolean lattices, represented by all
n-tuples of 0 and 1, ordered componentwise, and denoted by ({0, 1}n,≤).
A closure system on A is a collection of subsets of A, closed under set intersection and containing A.
A mapping X 7→ X on a power set P(A) of a set A, is a closure operator on A, if it fulfills: X ⊆ X, X = X,
and X ⊆ Y =⇒ X ⊆ Y. A subset X of A fulfilling X = X is said to be closed under the corresponding closure
operator. We use the following known properties of closure systems and closure operators.
A closure system is a complete lattice under the set-inclusion.
The collection of all closed sets under the corresponding closure operator is a closure system.
If F is a closure system over A, then the mapping
X 7→
⋂
{Y ∈ F | X ⊆ Y}
is a closure operator.
The proof of the following technical lemma is straightforward.
2
Lemma 2.1. Let F be a closure system consisting of some up-sets on a poset (P,≤). For x ∈ P, denote
x =
⋂
{ f ∈ F | x ∈ f }. (1)
Then, for all x, y, z ∈ P, the following is true:
a) x ≤ y implies y ⊆ x.
b) x ∈ x.
c) ↑x ⊆ x.
d) If z ∈ x then z ⊆ x.
More details about posets, closures and lattices can be found in e.g., [4].
2.2. Lattice valued functions
Let B be a nonempty set and L a complete lattice. Every mapping µ : B → L is called a lattice valued
(L-valued) function on B.
Let p ∈ L. A cut set of an L-valued function µ : B → L (a p-cut) is a subset µp ⊆ B defined by:
x ∈ µp if and only if µ(x) ≥ p.
In other words, a p-cut of µ : B → L is the inverse image of the principal filter ↑p, generated by p ∈ L:
µp = µ
−1(↑p). (2)
It is obvious that for p, q ∈ L,
from p ≤ q it follows that µq ⊆ µp.
The collection µL = { f ⊆ B | f = µp, for some p ∈ L} of all cuts of µ : B → L is usually ordered by
set-inclusion. The following is known.
Lemma 2.2. If µ : B → L is an L-valued function on B, then the collection µL of all cuts of µ is a closure
system on B under the set-inclusion.
The following is a kind of a converse.
Proposition 2.3. Let F be a closure system over a set B. Then there is a lattice L and an L-valued function
µ : B → L, such that the collection µL of cuts of µ is F .
Proof. It is straightforward to check that a required lattice L is the collection F ordered dually to the
set-inclusion, and that µ : B → L can be defined as x in (1):
µ(x) =
⋂
{ f ∈ F | x ∈ f }. (3)
Remark 2.4. From the above proof, using the notation therein, one can straightforwardly deduce that for
every f ∈ F , the cut µ f coincides with f , i.e., that µ f = f .
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2.3. Boolean functions; threshold function
A Boolean function is a mapping f : {0, 1}n → {0, 1}, n ∈N.
The domain {0, 1}n of a Boolean function is usually ordered componentwise, with respect to the natural
order 0 ≤ 1 : (x1, x2, . . . , xn) ≤ (y1, y2, . . . , yn) if and only if for every i ∈ {1, . . . , n}, xi ≤ yi.
As it is known, the poset ({0, 1}n, ≤) is a Boolean lattice. Moreover, every finite Boolean lattice with n
atoms is isomorphic to this one.
Recall that a subset F of a poset (P, ≤ ) is an up-set (order semi-filter, semi-filter) on P if for all x ∈ F and
y ∈ P,
x ≤ y implies y ∈ F.
A Boolean function f : {0, 1}n → {0, 1} is isotone (order preserving, positive, as in [2]), if for every
x, y ∈ {0, 1}n, from x ≤ y, it follows that f (x) ≤ f (y).
The following is easy to check.
Lemma 2.5. The set F ⊆ {0, 1}n is an order semi-filter on ({0, 1}n, ≤) if and only if Boolean function f defined
by
f (x) = 1 if and only if x ∈ F
is isotone.
A threshold function is a Boolean function f : {0, 1}n → {0, 1} such that there exist real numbers
w1, . . . ,wn, t, fulfilling
f (x1, . . . , xn) = 1 if and only if
n∑
i=1
wi · xi ≥ t,
where wi is calledweight of xi, for i = 1, 2, . . . , n and t is a constant called the threshold value.
2.4. Lattice valued Boolean functions
A function f : {0, 1}n → L, where L is a complete lattice, is called a lattice valued (L-valued) Boolean
function.
For f : {0, 1}n → L and p ∈ L, a cut set (cut) fp is a subset of {0, 1}
n defined as above:
fp = {x ∈ {0, 1}
n | f (x) ≥ p}.
An L-valued Boolean function µ : B → L is called a lattice valued (L-valued) up-set, or a lattice valued
(L-valued) semi-filter on B if from x ≤ y it follows that µ(x) ≤ µ(y). This definition originates from the
research of lattice valued structures whose domains are ordered structures and lattices ([7]). The following
lemma is adapted version of a result from [7].
Lemma 2.6. Let B be a Boolean lattice and µ : B → L an L-valued Boolean function. Then µ is an L-valued
up-set on B if and only if all the cuts of µ are up-sets on B.
2.5. Canonical representation of lattice valued functions
We shall use the following properties of the collection of cuts (for proofs that are not presented, see [10]).
In this section B is a nonempty set, not necessarily equipped with operations or relations.
Let µ : B→ L be an L-valued Boolean function and (µL,≤) the poset with µL = {µp | p ∈ L} (the collection
of cuts of µ) and the order ≤ is the inverse of the set-inclusion: for µp, µq ∈ µL,
µp ≤ µq if and only if µq ⊆ µp.
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Lemma 2.7. (µL,≤) is a complete lattice and for every collection {µp | p ∈ L1}, L1 ⊆ L of cuts of µ, we have⋂
{µp | p ∈ L1} = µ∨(p|p∈L1). (4)
Given an L-valued Boolean function µ : B→ L, we define a relation ≈ on L: for p, q ∈ L
p ≈ q if and only if µp = µq. (5)
The following is straightforward by (2).
Lemma 2.8. The relation ≈ is an equivalence on L, and
p ≈ q if and only if ↑p ∩ µ(B) = ↑q ∩ µ(B), (6)
where µ(B) = {r ∈ L | r = µ(x) for some x ∈ B}.
We denote by L/≈ the collection of equivalence classes under ≈. By (4), supremum of each ≈-class
belongs to the class, as its greatest element:∨
[p]≈ ∈ [p]≈. (7)
In particular, we have that for every x ∈ B
µ(x) =
∨
[µ(x)]≈. (8)
Lemma 2.9. The mapping p 7→
∨
[p]≈ is a closure operator on L.
The quotient L/≈ can be ordered by the relation ≤L/≈ defined as follows:
[p]≈ ≤L/≈ [q]≈ if and only if ↑q ∩ µ(B) ⊆ ↑p ∩ µ(B).
The order ≤L/≈ of classes in L/≈ corresponds to the order of suprema of classes in L (we denote the order in
L by ≤L):
Proposition 2.10. The poset (L/≈,≤L/≈) is a complete lattice fulfilling:
(i) [p]≈ ≤L/≈ [q]≈ if and only if
∨
[p]≈ ≤L
∨
[q]≈.
(ii) The mapping [p]≈ 7→
∨
[p]≈ is an injection of L/≈ into L.
Corollary 2.11. The sub-poset (
∨
[p]≈,≤L) of L is a lattice isomorphic under
∨
[p]≈ 7→ [p]≈ with the lattice
(L/≈,≤L/≈).
Next we connect the lattice (L/≈,≤L/≈) (Proposition 2.10) and the lattice (µL,≤) of cuts of µ; recall that
the latter is ordered dually to inclusion.
Proposition 2.12. Let µ : B → L be an L-valued function on B. Its lattice of cuts (µL,≤) is isomorphic with
the lattice (L/≈,≤L/≈) of ≈-classes in L under the mapping µp 7→ [p]≈.
We introduce the mapping µ̂ : B → µL by the construction (3), i.e., by
µ̂(x) :=
⋂
{µp ∈ µL | x ∈ µp}. (9)
As in [10], we say that the lattice valued function µ̂ is the canonical representation of µ. Observe that
its cuts are of the form µ̂ f , f = µ f ∈ µL; hence, its collection of cuts is
µ̂µL = {F ⊆ B | F = µ̂ f , for some f ∈ µL}.
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Proposition 2.13. The lattices of cuts of a lattice valued function µ and of its canonical representation µ̂
coincide.
Proof. Indeed, for every cut µp of µ, for the corresponding cut µ̂µp of µ̂ we have that µ̂µp = µp.
Observe that the lattice valued function µ defined by (3) in the proof of Proposition 2.3, coincides with
its canonical representation, i.e., in this case we have µ = µ̂.
Using the above properties of cuts and of the corresponding lattices, we finally give a consequence
which is relevant to our present investigation.
Proposition 2.14. If µ : B → L is an L-valued function on B and µ(a) = µ(b) ∨ µ(c) for some a, b, c ∈ B, then
also for the canonical representation µ̂ of µ analogously holds µ̂(a) = µ̂(b) ∨ µ̂(c).
Proof. By Proposition 2.13, the lattices of cuts (µL,≤) and (µ̂µL ,≤) of µ and of its canonical representation
µ̂ respectively, coincide. The co-domain lattice of µ̂ is moreover (µL,≤). By Proposition 2.12, (µL,≤)
is isomorphic with the lattice (L/≈,≤L/≈) of ≈-classes in L, and the latter is isomorphic with the lattice
(
∨
[p]≈,≤L) of maximal elements of ≈-classes in L. But the last one is a sub-poset in L. Now, for every
x ∈ B, µ(x) is by (8) an element in the lattice (
∨
[p]≈,≤L) which is a sub-poset in L. Therefore, if the equality
µ(a) = µ(b) ∨ µ(c) holds in L, then it also holds in (
∨
[p]≈,≤L). Due to the mentioned lattice isomorphisms
we have the analogue equality also for µ̂.
We recall that the equality µ̂(a) = µ̂(b) ∨ µ̂(c) equivalently can be presented as µ̂(a) = µ̂(b) ∩ µ̂(c), since the
order in (µL,≤) is dual to set-inclusion; therefore the join in this lattice is actually the set intersection.
Remark 2.15. The opposite implication to the one in Proposition 2.14 does not hold in general. Indeed, let
B = {a, b, c, d}, and let L be the lattice given in Figure 1.
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Figure 1 Figure 2
{a, b, c, d}
{a, b} {a, c}
{a}
(F ,⊇)
We define an L-valued function µ : B → L as follows:
µ =
(
a b c d
1 p q s
)
.
The cuts of µ are:
µL = {µ1 = µr = {a}, µp = {a, b}, µq = {a, c}, µs = {a, b, c, d}}.
The lattice (µL,⊇) is depicted in Figure 2. The canonical representation of this lattice valued function is
µ̂ : B → µL and it is given by
µ̂ =
(
a b c d
{a} {a, b} {a, c} {a, b, c, d}
)
.
Now, observe that µ̂(a) = µ̂(b) ∨ µ̂(c). However, it is not true that µ(a) = µ(b) ∨ µ(c). 
6
3. Threshold functions induced by complete lattices
In this part we introduce threshold functions induced by complete lattices, and we use them for inves-
tigation of isotone Boolean functions and for their representation.
We deal with functions over the Boolean lattice ({0, 1}n,≤), and we use the complete lattice L in which
the bottom and the top are (also) denoted by 0 and 1 respectively; however, it is clear from the context
whether 0 (1) is a component in some (x1, . . . , xn) ∈ {0, 1}
n, or it is from L.
For x ∈ {0, 1}, and w ∈ L, we define a mapping L × {0, 1} into L denoted by ”·”, as follows:
w · x :=
{
w, if x = 1
0, if x = 0.
(10)
A function f : {0, 1}n → {0, 1} is a lattice induced threshold function, if there is a complete lattice L and
w1, . . . ,wn, t ∈ L, such that
f (x1, . . . , xn) = 1 if and only if
n∨
i=1
(wi · xi) ≥ t. (11)
Proposition 3.1. Every lattice induced threshold function is isotone.
Proof. Let L be a complete lattice and w1, . . . ,wn, t ∈ L, and f : {0, 1}
n → {0, 1} a lattice induced threshold
function.
Let (x1, x2, . . . , xn) ≤ (y1, y2, . . . , yn). Then, for every i, we have wi · xi ≤ wi · yi, by the definition (10).
Hence,
n∨
i=1
(wi · xi) ≤
n∨
i=1
(wi · yi).
Therefore, if f (x1, . . . , xn) = 1, then
n∨
i=1
(wi · xi) ≥ t, and hence
n∨
i=1
(wi · yi) ≥ t.
This implies f (y1, . . . , yn) = 1 and we obtain
f (x1, . . . , xn) ≤ f (y1, . . . , yn),
which proves that f is an isotone function.
Theorem 3.2. Every isotone Boolean function is a lattice induced threshold function.
Proof. We prove that for every n ∈N, there is a lattice L such that every isotone Boolean function is a lattice
induced threshold function over L.
Let n ∈N. We take L to be a free distributive lattice with n generators w1, w2, . . . , wn (the join and meet
of empty set of generators are also counted here, as the bottom and the top of L, respectively). Recall that
every element in a free distributive lattice can be uniquely represented in a ”conjunctive normal form” by
means of generators (i.e., every element is a meet of elements of the type
∨
i∈J w j, where J ⊆ {1, . . . , n},) see
e.g., [3].
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Therefore, for x, y ∈ L, if x =
∧p
k=1
∨
j∈Ik
w j and y =
∧l
k=1
∨
s∈Jk
ws, then x ≤ y if and only if for every
u ∈ {1, . . . , l} there is k ∈ {1, . . . , p} such that Ik ⊆ Ju. (*)
Let f : {0, 1}n → {0, 1} be an isotone Boolean function. Let F be the corresponding order semi-filter on
{0, 1}n (according to Lemma 2.5). Further, let m1,. . . ,mp be minimal elements of this semi-filter. Let I1,. . . ,Ip
be subsets of {1, 2, . . . , n}, i.e., sets of indices, such that i ∈ Ik if and only if i− th coordinate ofmk is equal to 1.
For the threshold t ∈ L associated to the given function f we take
t =
p∧
k=1
∨
j∈Ik
w j.
Now, we prove that
f (x1, . . . , xn) = 1 if and only if
n∨
i=1
(wi · xi) ≥ t. (12)
Indeed, from f (x1, . . . , xn) = 1, it follows that there is a minimal elementml in the corresponding semi-filter,
such that (x1, . . . , xn) ≥ ml. Hence,
n∨
i=1
(wi · xi) ≥
∨
j∈Il
w j ≥
p∧
k=1
∨
j∈Ik
w j = t.
Now we suppose that
n∨
i=1
(wi · xi) ≥
p∧
k=1
∨
j∈Ik
w j
for an ordered n-tuple (x1, . . . , xn). Let I ⊆ {1, . . .n} be the set of indices such that xi = 1 if and only if i ∈ I. We
prove that there is s ∈ {1, . . .p} such that Is ⊆ I. This follows directly from the above mentioned (*) property
of the free distributive lattice with n generators w1, . . . ,wn.
Now, it follows that (x1, . . . , xn) ≥ (y1, . . . , yn), where yi = 1 if and only if i ∈ Is. Therefore,
n∨
i=1
(wi · yi) ≥ t, and f (y1, . . . , yn) = 1.
This finally implies f (x1, . . . , xn) = 1.
Remark 3.3. In the previous proposition it is proved not only that every isotone n-ary Boolean function
is a lattice induced threshold function, but also that the corresponding lattice in each case can be the free
distributive lattice with n generators. 
4. Representation of lattice valued up-sets by cuts
To the end of the article, an arbitrary finite Boolean lattice is denoted by B and it is represented by
({0, 1}n,≤).
In this part, we represent lattice valued up-sets on B in the framework of cut sets and lattice induced
threshold functions.
Our main tool here is a particular lattice valued Boolean function, defined as follows.
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Let B = ({0, 1}n,≤), n ∈ N, LD a free distributive lattice with n generators w1, . . . ,wn and β : B → LD, an
LD-valued function on B defined in the following way: for x = (x1, . . . , xn) ∈ B
β(x) =
n∨
i=1
(wi · xi), (13)
where the function ” · ” is defined by (10). By the definition, β is uniquely (up to a permutation of generators
wi) determined by a finite Boolean lattice B = ({0, 1}
n,≤), i.e., by a positive integer n.
What we prove next is that β can be considered as the main representative of all lattice valued up-sets
on B, with respect to collections of cuts.
Theorem 4.1. Every up-set of a finite Boolean lattice B = ({0, 1}n,≤), n ∈N, is a cut of β.
Proof. Let B = ({0, 1}n,≤) be a finite Boolean lattice. By Theorem 3.2, every isotone Boolean function with
n variables is a lattice induced threshold function over a free distributive lattice LD with n generators. By
Lemma 2.5, every up-set on B is (as a characteristic function) an isotone Boolean function f : {0, 1}n → {0, 1}.
This means that there are elements w1, . . . ,wn ∈ LD (generators), such that
f (x1, . . . , xn) = 1 if and only if
n∨
i=1
(wi · xi) ≥ t, for some t ∈ LD.
Thereby, due to (13),
f (x1, . . . , xn) = 1 if and only if β(x) ≥ t if and only if x ∈ βt.
Hence the up-set whose characteristic function is f , coincides with the cut βt of β.
Due to Lemma 2.6, we have the following obvious consequence of Theorem 4.1.
Corollary 4.2. The LD-valued function β defined by (13) is an LD-valued up-set on B. Moreover, the
collection of cuts of every L-valued up-set on B (for any L) is contained in the collection of cuts of β.
5. Linear combinations
In the previous section, a technique for representing lattice valued up-sets on a finite Boolean algebra
by cuts of particular lattice valued functions is presented. Next we give a special name to the expression
by which these functions are formulated.
Let B = ({0, 1}n,≤) be a Boolean lattice, L a complete lattice, x = (x1, . . . , xn) ∈ B and w1, . . . ,wn ∈ L.
Further, let the binary function ”·” which maps L × {0, 1} into L be defined by (10). Then the term
n∨
i=1
(wi · xi), (14)
is a linear combination of elements w1, . . . ,wn from L. Obviously, if x = (x1, . . . , xn) is considered to be a
variable over B, then the expression (14) determines an L-valued function on B.
Let us mention that in the previous section, wherewe use the above expression (formula (13)), the lattice
is the free distributive one, LD, and wi are generators of LD. In the present definition, (14), wi are arbitrary
elements of the lattice L.
Observe also that in the case of formula (13), the corresponding LD-valued function is β and the following
is obviously true: the closure system consisting of all up-sets on B is a collection of cuts of β.
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Next we analyze the analogue problem taking an arbitrary lattice L instead of LD. Namely, we start
with a closure system F consisting of some up-sets on B = ({0, 1}n,≤), and we try to find a lattice L and
w1, . . . ,wn ∈ L, such that the family of cuts of the function (14) over this lattice (a linear combination of
elements from L) coincides with F .
The answer to the above problem is not generally positive, as shown by the following example.
First we advance a property of cuts, which is needed in the example.
Lemma 5.1. Let µ : B → L be a lattice valued up-set, such that its collection of cuts is F . If ↑a ∈ F and
µ(a) = p, then µp = ↑a.
Proof. Suppose that ↑a = µq, for q ∈ L. By µ(a) = p, and a ∈ µq, we have that p ≥ q and thus µp ⊆ µq. On the
other hand, suppose that b ∈ µq, i.e., that b ≥ a. Then, µ(b) ≥ µ(a) = p and b ∈ µp. Hence, µp = µq.
Example 5.2. Let B = ({0, 1}2,≤) be the four element Boolean lattice and
F = {{(1, 1)}, {(1, 1), (1, 0)}, {(1, 1), (1, 0), (0, 1)}, {(1, 1), (1, 0), (0, 1), (0, 0)}}
a closure system consisting of some up-sets on B.
We show that there is no lattice L, hence neither there is an L-valued function ν : B → L, such that there
are w1,w2 ∈ L fulfilling that for all x1, x2 ∈ {0, 1}
ν(x1, x2) = (w1 · x1) ∨ (w2 · x2)
and that the collections of cuts of ν is F .
Indeed, suppose that there is a lattice L and elements w1,w2 ∈ L, such that ν(x1, x2) = (w1 · x1) ∨ (w2 · x2),
for all x1, x2 ∈ {0, 1}.
Then, ν(0, 0) = 0 ∈ L1, ν(0, 1) = w2, ν(1, 0) = w1 and ν(1, 1) = w1 ∨ w2. Now, since the cuts of ν are
supposed to be elements fromF , and cuts are up-sets in B, we have that νw1∨w2 = {(1, 1)}, andw1∨w2 would
be the top element of the lattice L: otherwise the empty set would be a cut of this lattice valued function.
Further, by Lemma 5.1, νw1 = {(1, 1), (1, 0)}, νw2 = {(1, 1), (1, 0), (0, 1)} and ν0 = {(1, 1), (1, 0), (0, 1), (0, 0)}. Since
(1, 0) ∈ νw2 , we have that ν(1, 0) ≥ w2, i.e., w1 ≥ w2. Hence, w1 ∨ w2 = w1, which contradict the assumption
that νw1∨w2 , νw1 .
Hence, the up-sets from the collection F can not be represented as cuts of an L-valued function in the
form (14). 
According to the above analysis, first we deal with the following problem:
Find necessary and sufficient conditions under which a lattice valued up-set µ : B → L on a finite
Boolean lattice B = ({0, 1}n,≤) can be represented by the linear combination
µ(x) =
n∨
i=1
(wi · xi)
over L (x = (x1, . . . , xn) ∈ {0, 1}n,w1, . . . ,wn ∈ L).
Starting with finite lattices M and L with the bottom elements 0M and 0L respectively, we say that a
mapping µ : M → L is a 0–∨–homomorphism, if for all x, y ∈M
µ(x ∨ y) = µ(x) ∨ µ(y) and
µ(0M) = 0L.
In particular, if µmaps a Boolean lattice B = {0, 1}n into L, the condition that µ is a 0–∨–homomorphism
from B to L is equivalent with the following two conditions (observe that B is finite): for every collection A
of some atoms in B
(i) µ(
∨
A) =
∨
µ(A) and (ii) µ(0, . . . , 0) = 0. (15)
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Theorem 5.3. Let B = ({0, 1}n,≤) be a finite Boolean lattice and L an arbitrary complete lattice. Then an
L-valued up-set µ : {0, 1}n → L can be represented in the form
µ(x) =
n∨
i=1
(wi · xi)
for some elements w1, . . . ,wn ∈ L if and only if µ as a mapping from B to L is a 0–∨–homomorphism.
Proof. Let µ : {0, 1}n → L be a 0–∨–homomorphism from B = {0, 1}n to L. By our notation, ai is an atom in B,
namely ai = (0, . . . , 1, . . . , 0), where 1 is in the i-th place. Define wi = µ(ai). The mapping µ need not be an
injection, hence some of the elements wi and w j might coincide. Now, for the bottom element in B, i.e., if
x = (0, . . . , 0), by the assumption we have
µ(x) =
n∨
i=1
(wi · xi) = 0.
If J ⊆ {1, . . . , n} is a set of indices and x = (x1, . . . , xn) ∈ {0, 1}
n has 1 in places that corresponds to J, then by
(i) in (15),
µ(x) = µ(
∨
i∈J
ai) =
∨
i∈J
wi =
n∨
i=1
(wi · xi).
We prove the opposite implication by contraposition. Suppose that there are atoms {ai | i ∈ J}, for
J ⊆ {1, . . . , n} such that
µ(
∨
i∈J
ai) ,
∨
i∈J
µ(ai).
From
µ(x) =
n∨
i=1
(wi · xi),
we would have that µ(ai) = wi for all i ∈ J, and that
µ(
∨
i∈J
ai) =
∨
i∈J
wi,
which is not true by the assumption.
Next we analyze the same problem in the framework of families of cuts and canonical representations
of lattice valued Boolean functions (Section 2.2).
As in Lemma 2.1, if F is a closure system consisting of some up-sets on B = ({0, 1}n,≤), then for x ∈ P,
we define
x =
⋂
{ f ∈ F | x ∈ f }. (16)
Proposition 5.4. Let F be a closure system of some up-sets on B. If F is a family of cuts of an L-valued
up-set µ on B represented by a linear combination over L, then the following holds: for all x, y ∈ B
from x ⊆ y it follows that x ∨ y = x. (17)
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Proof. By assumption, a closure system F on B consisting of some up-sets on B is a collection of cuts of a
fuzzy set µ : {0, 1}n → L, for some lattice L, i.e., µL = F . We also assume that µ can be represented as a linear
combination over L.
Now, if µ̂ : B → F is the canonical representation of µ, then by (9), for every x ∈ B, µ̂(x) = x.
Suppose that there are x, y ∈ B such that x ⊆ y and x ∨ y , x. Then x and y are incomparable, since by
Lemma 2.1 a), x ≤ y would imply that y ⊆ x and thus y = x = x ∨ y. Similarly, from y ≤ x it would follow
that x ∨ y = x and x ∨ y = x.
Therefore, we have that µ̂(x) ∨ µ̂(y) = µ̂(x) ∩ µ̂(y) = x ∩ y = x , x ∨ y = µ̂(x ∨ y). Applying Proposition
2.14, by contraposition we obtain that µ(x) ∨ µ(y) , µ(x ∨ y). Now, by Theorem 5.3, µ is not representable
by a linear combination.
Example 5.5. Let us consider the family F from Example 5.2. We already proved that this family is not the
collection of cuts for a lattice valued function representable by a linear combination. If we define amapping
from B to F by (16), then the condition (17) from Proposition 5.4 is not satisfied. 
Theorem 5.6. Let F be a closure system of some up-sets on a Boolean algebra B and for x ∈ B, define x by
(16):
x =
⋂
{ f ∈ F | x ∈ f }.
The following conditions are equivalent:
(i) for all x, y ∈ B
from x ⊆ y it follows that x ∨ y = x.
(ii) for all x, y ∈ B, x ∨ y = x ∩ y.
(iii) There is a lattice L such thatF is a family of cuts of an L-valued up-set on Bwhich can be represented
as a linear combination over L.
Proof. (iii)→ (i) Proved in Proposition 5.4.
(i)→ (ii)
From x ∨ y ⊆ x and x ∨ y ⊆ y, it follows that x ∨ y ⊆ x ∩ y.
Suppose that z ∈ x ∩ y. Then, z ∈ x and z ∈ y. By Lemma 2.1 d), we have that z ⊆ x and z ⊆ y. Hence,
by (i), x ∨ z = z and y ∨ z = z. Applying (i) again (and x ∨ z ⊆ y ∨ z), we obtain x ∨ y ∨ z = x ∨ z = z. By
x∨ y ≤ x∨ y∨z, we have that x ∨ y ∨ z ⊆ x ∨ y. Hence, z ⊆ x ∨ y, and since by Lemma 2.1 b), z ∈ z, it follows
that z ∈ x ∨ y.
Therefore, x ∨ y ⊇ x ∩ y.
(ii)→ (i)
This implication follows directly, as a property of inclusion and set operations.
(ii)→ (iii)
We start from a Boolean algebra B and from F ⊆ P(B), which is closed under intersection and satisfying
also x ∨ y = x ∩ y, for x, y ∈ B.
Then we use Proposition 2.3 and formula (3) in order to construct a lattice valued function µ : B → F :
µ(x) =
⋂
{ f ∈ F | x ∈ f }.
As mentioned in Section 2.2, in this case µ coincides with its canonical representation µ̂, that is µ = µ̂.
In addition, we have that for every x ∈ B, µ(x) = x. Hence, by (ii),
µ(x ∨ y) = µ(x) ∩ µ(y).
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Further,
µ(0) = 0 = B ∈ F .
(B is the bottom element in F , since the latter is ordered dually to set-inclusion.)
Then by Theorem 5.3, we have that µ : {0, 1}n → F can be represented in the form
µ(x) =
n∨
i=1
(wi · xi)
for some elements w1, . . . ,wn ∈ F .
Now we are ready to solve the second problem related to representation of lattice valued up-sets by
linear combinations:
Given a lattice valued up-set µ : B → L on a finite Boolean lattice B = {0, 1}n, find a lattice L1 and a lattice
valued function ν : B → L1 defined by the formula
ν(x) =
n∨
i=1
(wi · xi)
where w1, . . . ,wn ∈ L1, such that the collections of cuts of µ and ν coincide.
Corollary 5.7. For a lattice valued up-set µ : B → L on a finite Boolean lattice B = {0, 1}n, there is a lattice L1
and a lattice valued function ν : B → L1 defined by the formula
ν(x) =
n∨
i=1
(wi · xi)
such that the collections of cuts of µ and ν coincide if and only if x ∨ y = x∩ y for x, y ∈ B, where the operator
¯ is defined by cuts of µ.
Proof. The ”only if” part follows from the (ii)→ (iii) from the previous theorem.
Suppose that there is a lattice valued up-set ν : B→ L1 is defined by the formula
ν(x) =
n∨
i=1
(wi · xi),
having the same cuts as the starting lattice valued function µ. Then, by Theorem 5.3, ν is a 0-∨-
homomorphism. Furthermore, by Proposition 2.14, the canonical lattice valued function is also 0-∨-
homomorphism, which is equivalent with condition x ∨ y = x ∩ y for x, y ∈ B.
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