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The rapid evolution of all sequencing technologies, described by the term Next
Generation Sequencing (NGS), have revolutionized metagenomic analysis. They constitute
a combination of high-throughput analytical protocols, coupled to delicate measuring
techniques, in order to potentially discover, properly assemble and map allelic sequences
to the correct genomes, achieving particularly high yields for only a fraction of the cost of
traditional processes (i.e., Sanger). From a bioinformatic perspective, this boils down to
many GB of data being generated from each single sequencing experiment, rendering
the management or even the storage, critical bottlenecks with respect to the overall
analytical endeavor. The enormous complexity is even more aggravated by the versatility
of the processing steps available, represented by the numerous bioinformatic tools that
are essential, for each analytical task, in order to fully unveil the genetic content of a
metagenomic dataset. These disparate tasks range from simple, nonetheless non-trivial,
quality control of raw data to exceptionally complex protein annotation procedures,
requesting a high level of expertise for their proper application or the neat implementation
of the whole workflow. Furthermore, a bioinformatic analysis of such scale, requires
grand computational resources, imposing as the sole realistic solution, the utilization of
cloud computing infrastructures. In this review article we discuss different, integrative,
bioinformatic solutions available, which address the aforementioned issues, by performing
a critical assessment of the available automated pipelines for data management, quality
control, and annotation of metagenomic data, embracing various, major sequencing
technologies and applications.
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INTRODUCTION
Metagenomics refers to the exhaustive study of a collection
of genetic material, encompassing various genomes from a
mixed community of organisms as defined from the National
Human Genome Research Institute (Talking Glossary of Genetic
Terms1). The definition embraces the cases where either the sam-
pling is conducted, in an environmental habitat, or the material
is collected from the tissue of a particular host organism, aim-
ing to unravel the complexity of the microbial species, which
are adapted to cooperate through symbiotic modes. The scrupu-
lous study of a metagenome (Handelsman et al., 1998) offers
insight concerning not only the phylogenetic properties of the
environmental niche itself, but also of its exceptionally abundant
arsenal of enzymes while, at the same time, provides us with a
“recipe” to recreate or even redesign them in vitro, for the sake
of various biotechnological applications. Genomic information
acquired from metagenomic sampling, has become a fundamen-
tal step for the elucidation of the taxonomic composition of the
niche together with each organism’s potent enzymatic capabili-
ties and is derived through the proper analysis of the chunks of
1http://www.genome.gov/glossary/index.cfm?id=503 [Accessed].
DNA sequences, i.e., the full documentation of the nucleotide
sequences that constitute the metagenome that are generated
from a metagenomic sequencing experiment. Sequencing tech-
niques have greatly evolved (Metzker, 2010b) the last decade and
exploiting a variety of high-throughput protocols, so as to achieve
exceptionally high yields for only a fraction of the cost of tra-
ditional processes (i.e., Sanger sequencing, Sanger et al., 1977).
This evolution has resulted in a massive outbreak of data that are
becoming increasingly hard to process due to their size and the
numerous different tools essential for each step of the analytical
endeavor. A thorough analysis of a metagenomic sample requests
certain successive bioinformatic tasks that comprise (i) quality
control, (ii) assembly, (iii) gene detection, (iv) gene annota-
tion, (v) taxonomic analysis, and (vi) comparative analysis, whilst
storing the generated results under a database-structured compu-
tational repository enabling advanced data management, process-
ing, mining, and meta-mining capabilities (Figure 1). Each stage
in this succession of bioinformatic tasks necessitates substantive
expertise concerning the apposite utilization of the given software
tool or algorithm, something that concerns either the mathemat-
ical concepts underlying the operation of a tool, or knowledge
about programming aspects of its implementation and perfor-
mance. The complexity of these tasks augments radically, with
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FIGURE 1 | Typical workflow for analysis of metagenomic sequencing data.
an increasing number of analyses. Recently, many bioinformatic
pipelines have emerged that aim to address these issues through
the provision of automated workflows and user friendly inter-
faces, in an effort to simplify the analytical procedure as much as
possible, and minimize the entry barrier concerning the familiar-
ization of the user with advanced programming or computational
techniques. Each of these integrative analysis pipelines encapsu-
lates a plethora of bioinformatic algorithms, seamlessly embed-
ded into a multi-tasking framework that can address all aspects
of a complete metagenomic analysis in an automated fashion.
In this review we perform an appraisal of the available solu-
tions of this kind for metagenomic purposes, by describing their
configuration and their particular operational features, together
with an assessment of their pros and cons, while we propose the
most appropriate ones for particular analytical tasks.
DATA ACQUISITION
There are numerous protocols available for environmental sam-
ple collection, metagenomic DNA extraction and amplifica-
tion with several commercial kits available on the market. The
sequencing of the acquired metagenomic DNA either with tradi-
tional sequencing techniques (Sanger sequencing) or with Next
Generation Sequencing (NGS) (Metzker, 2010a) methodologies
provides data in the form of small nucleotide sequences (reads)
that correspond to different amplified strands of the same DNA
molecule(s) each of which is randomly sheared into smaller pieces
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FIGURE 2 | Raw sequence reads in FASTA format.
(shotgun sequencing). The generated datasets consist of text files
in FASTA (Figure 2) or FASTQ (Figure 3) format containing, in
the case of a typical experiment, millions of such reads, which are
used for the assembly (partial or complete) of the DNA strand
from which they originated. These datasets correspond to data
files, which size can level, according to the depth of the sequencing
analysis and quality of the instrumentation, up to several GB, thus
rendering their proper processing, an elaborate, intensive task.
DEVELOPMENT OF ANALYTICAL WORKFLOWS
Despite the fact that the experimental implementation of a NGS
experiment comprises a painstaking and arduous procedure, its
output, namely the volumes of short sequence reads, in digitized
format, represents just the initial step, for the whole analyti-
cal process, setting a point where the plethora of available data
are totally illegible and non-comprehensible. In order to dig out
the information hidden in these datasets, one needs to define
elaborate, multi-step, bioinformatic analytical workflows that can
be performed either serially or in parallel with each other. As
such processing tasks are so profoundly versatile and compli-
cated in their logical structure and programmatic development,
that even an experienced team of programmers can only develop
a handful of them. In this respect, the intricate nature of the
various processing steps that need to be assembled together, in
order to form computational workflows appropriate for different
FIGURE 3 | Raw sequence reads in FASTQ format.
analytical tasks, strongly supports the formation of federated
computational infrastructures, representing repositories of soft-
ware services, that can be transparently, (namely without any
knowledge about their internal architecture), integrated in the
available workflows, or can compile new ones. The vision for the
creation of a suitable collaborative, environment, for a long list
of genomic sequence analysis tasks, representing an analog of a
virtual laboratory, relies on the extent of automation, easiness in
integration, transparency, and functional versatility it provides.
Beneath, follows a rough account of the main processing mod-
ules, incorporated in the workflows developed for metagenomic
analysis.
Quality control
The genomic (DNA) material, isolated from a metagenomic sam-
ple, is transformed through the complicated experimental DNA
sequencing protocols into short sequence reads of variable length,
according to the protocols and instrumentation applied (Mardis,
2008; Shendure and Ji, 2008). This base calling procedure, is sus-
ceptible to bias depending on a number of factors (Clark and
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FIGURE 4 | Distribution of quality scores of raw sequence reads from
FASTQC software. Taxonomic sorting of sequencing reads from MEGAN
software (rank level: “species”).
Whittam, 1992) such as G+C content and the actual location of
the base in the sequence. This bias is quantified by measuring the
probability of a base call to be false, providing an index of over-
all quality of the sequencing task. The computation of a quality
score (Phred) (Cox et al., 2010; Schmieder and Edwards, 2011) for
each sequenced base is now possible with this type of information
being handily accommodated in the FASTQ file format, which
represents a highly popular solution for genomic sequencing data
exchange and storage, bearing both sequence and correspond-
ing quality information (Cock et al., 2010). Several tools (Patel
and Jain, 2012; Davis et al., 2013; Yang et al., 2013) have been
developed that can utilize these scores and provide error probabil-
ity distributions (Figure 4) as well as utilize appropriate filtering
algorithms to trim sequences in a way that maintains only high
quality genomic sequences.
Assembly
The next data processing step is the utilization of reads to assem-
ble larger coherent sequence constructs (contigs) and, if possible,
constructs that contain multiple contigs (scaffolds) with reliable
connections between them. Each of these constructs originates
from a different DNA sequence, that can be part of or a genome
by itself and can be later investigated for the detection of open
reading frames (ORFs), that is genomic areas, containing gene
encoding sequences. The assembly task is so far, from the aspect
of computational load, the bottleneck for any sequencing project
whether the data corresponds to single cell genomes or metage-
nomic samples. The assembly of reads to contigs (and scaffolds) is
a very laborious task, requesting avidly memory processing power
resources, setting an important challenge, for which numerous
algorithms (Miller et al., 2010) have been developed to address
various performance issues stemming from it. Whereas there
are numerous algorithms (Miller et al., 2010) dedicated to the
assembly of NGS raw data, we can distinguish two discreet com-
putational approaches; mapping reads to a template genome and
de novo assembly. Assembly via mapping to a known genome as
reference can provide very reliable results for sequencing projects
dealing with single-cell samples as it can bypass performance
issues originating from sequence repeats, short length of reads,
low coverage of sequencing, etc. (Scheibye-Alsing et al., 2009). It
is mainly driven by the choice of the reference genome which has
to be as phylogenetically related to the sequenced sample as possi-
ble.De novo assembly is by far the most computationally intensive
task (Scheibye-Alsing et al., 2009) as it requires algorithms that
perform all possible comparisons between the millions of reads in
order to detect any overlaps between them; a method referred to
as overlay-layout-consensus (OLC). Although the de novo assem-
bly endeavor has been simplified by novel algorithms abandoning
the OLC method and exploiting mathematical concepts such as
de Bruijn graphs (Zerbino and Birney, 2008; Peng et al., 2011),
it still heavily depends on the quality of the sequencing protocol
(read length, sequencing depth, etc.). Nevertheless, because of the
immense diversity of the genomic content in a metagenomic sam-
ple, utilization of a reference genome is ruled out, making thus the
computationally intensive task of de novo assembly the sole prac-
tical alternative, at least at the first steps of an analytical effort,
when there is no prior knowledge about the sequences pertaining
the sample.
Open reading frame/gene detection
The functional patterns, which form the response of all living
organisms in an environmental niche as well as their symbi-
otic or competitive interactions, are encapsulated their genetic
code, where all necessary information for functions such as
nutrition, chemotaxis, adaptation to hostile environments and
proliferation, is encoded in the form of genes. In this sense, the
identification of genes within a genome, through apt mapping
of each gene to its sequence or sequences, is an indispensable
step, for its proper functional annotation and the decipherment
of the underlying regulatory mechanisms. Computationally, the
detection of genes inside a genome starts with the detection of
ORFs, after their evaluation whether they can be translated into
functional proteins (so that the respective nucleotide sequences
may be considered as candidate gene encoding ones). The algo-
rithms (Yok and Rosen, 2010) that perform this assessment,
use various methodologies for gene prediction either from the
area of machine-learning (Hoff et al., 2009; Zhu et al., 2010) or
not (Noguchi et al., 2008), whereas their underlying operational
features, are critically modified according to whether the gene
prediction targets prokaryotic or eukaryotic organisms.
Gene annotation
Even if all gene sequences of ametagenomic population are distin-
guished successfully, the abundance of information they contain
cannot be exploited without a proper annotation of their func-
tion. The most widespread method of annotating a gene sequence
is by measuring its homology (Altschul et al., 1990; Kent, 2002)
to already known genes taken from public databases (Apweiler
et al., 2004; Pruitt et al., 2005; Parasuraman, 2012; Benson et al.,
2014). However, as more than 99% of bacterial species cannot be
cultured in the lab (Rappe and Giovannoni, 2003; Sharon and
Banfield, 2013) and the quantity of metagenomic data that is
generated each year continuously expands, these methods are no
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FIGURE 5 | Taxonomic sorting of sequencing reads from MEGAN
software (rank level: “species”).
longer sufficient to predict the function of novel genes. Instead
new predictive approaches have emerged, becoming the standard
practice for this sort of analysis, such as Hidden Markov Models
techniques (Finn et al., 2011) and machine learning methodolo-
gies (Tian et al., 2004) that assess sequence similarity, exploiting
the whole area of the sequence, seeking profiles (Claudel-Renard
et al., 2003) or motives for any known gene with a given function-
ality, i.e., belong to the same Enzyme Commission (EC) number,
rather than prioritizing serial homology.
Taxonomic analysis (binning)
An environmental niche is composed by a broad range of different
microorganisms being constantly under evolutionary pressure,
which have developed biological interrelations between them, as
a means of symbiotic adaptation to the extreme conditions they
face. As the DNA extraction from a metagenomic sample gets
extracted as a whole, there is no way to separate and segregate
beforehand the collected DNA, according to the organism it orig-
inated from. Nonetheless this challengemay be addressed compu-
tationally, sorting raw sequencing reads taxonomically (Figure 5)
and phylogenetically (Weisburg et al., 1991; Retief, 2000; Darling
et al., 2014) and thus yield conclusive information about the pop-
ulation of the niche, which can be extended subsequently to the
assembled contigs and genes. This process is called taxonomic
binning (Droge andMchardy, 2012) and there are numerous tools
(Mohammed et al., 2011; Pati et al., 2011; Luo et al., 2014; Wang
et al., 2014) that rely on homology based or composition based
approaches (Rosen and Essinger, 2010).
Comparative integrative analysis
When different metagenomic datasets are brought together, their
overall diversity, which reflects the diversity in the correspond-
ing environmental niches, can be examined computationally. The
available tools (Huson et al., 2007; Markowitz et al., 2008; Meyer
et al., 2008) for this task incorporate algorithms that compare the
functional and taxonomical content of the different datasets and
examine if the detected differences are statistically significant.
Data management
Following the massive advances of NGS technologies, the gen-
erated data from each sequencing analytical job can now reach
the order of several gigabytes (GB) or even terabytes (TB) in
size(Richter and Sexton, 2009). Moreover if elaborate analyti-
cal workflows like the aforementioned are applied, they yield
similarly voluminous chunks of processed metadata (in some
cases even at a higher order of size e.g., gene annotation). Thus,
it is imperative for computational infrastructures, in the form
of repositories, to integrate in a single environment, numer-
ous algorithmic workflows that addressing versatile processing
tasks together with advanced relational database management
functionalities, in order to ensure easy data access, iterative com-
parative processing and integration of similar information from
other datasets. Such infrastructures are now feasible by exploiting
the potential of cloud computing (Schatz et al., 2010; Stein, 2010)
and provide not only the necessary disk space for large data man-
agement but also the appropriate processing capacity for heavy
duty bioinformatic tasks.
CURRENT SOLUTIONS
Each of the aforementioned tasks not only requests high process-
ing power and storage capacity but also an in depth knowledge of
regarding the proper application of computational methodolo-
gies from a broad spectrum of fields (information theory, signal
processing, systems theory, statistics, programming) along with
a yearlong experience in order to produce reliable results. This
is why, there is an earnest need for metagenomic analysis plat-
forms introducing automated, workflows for various processing
goals, integrating tools in the form of services, operative inside
processing pipelines. This has resulted into the development of
various pipelines (Almeida et al., 2004; Harrington et al., 2010;
Angiuoli et al., 2011) dedicated to the analysis of single organ-
ism genomic data. However, the exploitation of NGS technologies
in metagenomic analysis has set off the limitations of similar
solutions developed for single organism data, for the sake of
metagenomic projects. Therefore, for the purposes of this review
we will skip the reference to any single-genome tool and will only
appraise the most recent pipelines (i.e., frameworks that incorpo-
rate two or more tools in consecutive running order) developed
for the analysis of metagenomic sequencing datasets. We will also
omit pipelines (Schloss et al., 2009; Caporaso et al., 2010) ded-
icated solely to the analysis of 16s rDNA datasets as these are
targeting only phylogenetic studies (Weisburg et al., 1991; Woo
et al., 2008), or CAMERA (Seshadri et al., 2007) pipeline as it
is no longer supported starting from 1st of July 2014. We also
exclude MEGAN (Huson et al., 2007) because despite the fact
that it targets metagenomic data, it lacks critical tasks (BLASTX,
taxonomic and functional analysis) as part of an automated
pipeline.
The current bioinformatic arsenal of pipelines able to take
up the challenge of analyzing a metagenomic sequencing dataset
comprises the following tools (in alphabetical order): (i) CloVR-
metagenomics (Angiuoli et al., 2011), (ii) Galaxy platform
(metagenomics pipeline) (Giardine et al., 2005; Kosakovsky Pond
et al., 2009), (iii) IMG/M (Markowitz et al., 2008, 2014), (iv)
MetAMOS (Treangen et al., 2013), (v) MG-RAST (Aziz et al.,
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2008; Meyer et al., 2008), (vi) RAMMCAP (Li, 2009), and (vii)
SmashCommunity (Arumugam et al., 2010).
CloVR-METAGENOMICS
CloVR-metagenomics (CloVR: Cloud Virtual Resource) is a desk-
top application for automated sequence analysis, which requires
two different inputs; a set of fasta-formatted files (raw sequencing
data), and a tab-delimited metadata file which provides sample-
associated information for comparative analysis. Local installa-
tion requires a Virtual Machine (VM) player in order to boot
the appropriate VM image available by their website. For a cloud-
based instance, users can use the Amazon Cloud where they find
an available Amazon Machine Image (AMI) from the Request
Instances Wizard. The pipeline initiates by clustering redundant
sequence reads with UCLUST (Edgar, 2010) and uses BLAST
(Altschul et al., 1990) homology searches against COG (Tatusov
et al., 2000) and RefSeq (Pruitt et al., 2005) databases for func-
tional and taxonomic annotation respectively. The resulting data
from the two different analyses are transferred as input to the inte-
grated Metastats program for detection of differentially abundant
features (White et al., 2009). Finally integrated custom scripts in R
language (The R Project for Statistical Computing 2 ) are utilized in
order to normalize taxonomic or functional counts for clustering
and for visualization purposes. The main advantage of CloVR’s
setup is that it provides the user with the option of using local
resources or to access a cloud provider for additional computa-
tional capacity. A potential downside of the platform is the lack
of quality control, assembly and gene detection tools (which are
available only in the single-genome and 16S-rRNA versions of the
software) making it highly dependent on the read length of the
sequencing datasets.
GALAXY PLATFORM (METAGENOMICS PIPELINE)
Galaxy is an open-source, generic framework for the integration
of computational tools and databases into a cohesive collaborative
workspace, being developed primarily for data intensive biomed-
ical research. A free Galaxy public server (Galaxy 3) is available but
a user can download and install an instance on his/her server for
exploitation of local resources, tools and databases in order to cre-
ate custom workflows. Local installation requires only the down-
loading of the latest release and the initiation of the local instance
can be done by running the appropriate BASH (BASH—The
GNU Bourne-Again SHell 4) script (run.sh) included in the down-
loaded directory. A Galaxy workflow for metagenomic datasets
was published (Kosakovsky Pond et al., 2009) that requires as
input a single dataset of raw sequencing reads and performs an
automated series of analyses exploiting specific integrated tools.
Those analyses include: (i) quality control and filtering of the
reads (custom tool), (ii) text editing and data format converting
(custom tools), (iii) homology search against NCBI-nt database
(Megablast, Altschul et al., 1990), (iv) taxonomic analysis (cus-
tom tools), and (v) visualization of results (custom tools). The
biggest advantage of this platform is besides the rich collection of
2http://www.r-project.org/ [Accessed].
3https://usegalaxy.org/ [Accessed].
4http://tiswww.case.edu/php/chet/bash/bashtop.html [Accessed].
workflows it provides, the capability it offers, via its local instal-
lation, to each user to build customized workflows integrating
any customized tools of his/her choice (third party or propri-
etary) that can handle a very wide range of analytical tasks, while
simultaneously providing a very friendly user interface. However,
in order that a full local installation is achieved, sophisticated,
far from trivial, programming expertise rendering the solution
inappropriate for other than proficient users. Nevertheless, as
the platform becomes more and more popular, many scientific
groups develop their own tools and integrate them into new
workflows (Pilalis et al., 2012), rendering them available to the
relevant communities of users. These workflows provide auto-
mated metagenomic analyses that cover from sequence assembly
to protein annotation even enzymatic functional classification via
machine learning methodologies (Koutsandreas et al., 2013).
IMG/M
IMG/M is an experimental metagenome data management and
analysis system that provides a genome database from bacterial,
archaeal and selected eukaryotic organisms and a suite of tools
for data exploration and comparative data analysis. The data
exploration tools facilitate advanced search queries in assembled
sequence data for genes, for the contigs and scaffolds where they
originated from as well as their associated functional characteriza-
tions (COG, Pfam, Finn et al., 2014, etc.). The comparative data
analysis suite contains (i) profile-based selection tools, (ii) gene
neighborhood analysis tools, and (iii) multiple sequence align-
ment tools that can elucidate the gene content and phylogenetic
profile of any metagenomic sample. This platform constitutes a
very robust and user friendly system for publishing andmanaging
a user’s (meta) genome via its web server’s graphical user interface
(GUI) as well as performing further functional annotation on it,
while exploiting their cloud infrastructure. Nevertheless, the bur-
den of quality control of the raw reads as well as the assembly
task still befalls on the user. IMG/M is designed for assembled
metagenomes only with no supporting tools for the tasks up to
assembly. Local installation is not available and all users need to
have an IMG Account which can be requested from IMG website.
MetAMOS
MetAMOS is a metagenomic assembly and analysis pipeline that
accepts either raw sequence reads as input or already assem-
bled contigs. Installation requires downloading the latest ver-
sion and running a Python script (INSTALL.py) included in
the release, which automatically handles the whole process.
The modules of this pipeline make up a complete analytical
workflow that includes: (i) quality control using two different
tools (FASTX-Toolkit 5 , Babraham Bioinformatics - FastQC6 ),
(ii) sequence assembly to contigs with eight different assem-
bly methods exploiting four different assembly tools (Zerbino
and Birney, 2008; Peng et al., 2011; Treangen et al., 2011; Xie
et al., 2014) and to scaffolds with Bambus 2 (Koren et al.,
2011), (iii) assembly assessment using a short read aligner tool
(Langmead and Salzberg, 2012) and a sequence repeats detection
5http://hannonlab.cshl.edu/fastx_toolkit/index.html [Accessed].
6http://www.bioinformatics.babraham.ac.uk/projects/fastqc/ [Accessed].
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tool (Treangen et al., 2009), (iv) ORF/gene detection with three
different available tools (Rho et al., 2010; Zhu et al., 2010; Kelley
et al., 2012), (v) gene annotation with seven different available
tools (Altschul et al., 1990; Bo et al., 2010; Brady and Salzberg,
2011; Finn et al., 2011; Parks et al., 2011; Darling et al., 2014),
and (vi) result visualization using Krona (Ondov et al., 2011).
MetAMOS’s main strength is the large variety of tools that can
be integrated into the workflows, in order to enable a complete
automated analysis of any sort of metagenomic dataset, either it
constitutes raw sequencing reads or assembled contigs and scaf-
folds. However, the access to its rich collection of tools is seriously
hindered by the lack of a user friendly interface as all tasks must
be executed from the linux command line shell, whereas their
parameterization requests invocation of appropriate scripts.
MG-RAST
This pipeline supports both raw sequence reads datasets or
already assembled contigs, as input. Local installation is not avail-
able as it is offered as an online service for which the user must
register in order to upload metagenome datasets and to create
jobs. The modules of the automated pipeline comprise four main
tasks: (i) normalization of the data, (ii) parallel screening of the
sequences against public databases (Maidak et al., 2001; Wuyts
et al., 2002; Leplae et al., 2004; Overbeek et al., 2005; Desantis
et al., 2006; Meyer et al., 2009), with predetermined default search
parameters, for potential protein encoding genes and coding ele-
ments, (iii) computation of the resulting data in order to assign
functional annotations and taxonomic assignments, and (iv)
visualization of results via the integrated SEED Viewer. During
the implementation of the pipeline, all job-relevant resulting data
are incrementally stored in flat file and SQLite (SQLite 7) format
for optimal data management based on relational database tech-
nology. The results from the previous steps can be utilized for
comparative metagenomic analysis of the original dataset against
other metagenomes or complete genomes derived from the SEED
environment. What makes this platform attractive to the user is
that similar to IMG/M, it provides a user friendly GUI behind a
web server that makes the handling of the data and its analysis
as intuitive as possible. It also provides numerous tools both for
functional analysis and for comparative genomics and it can han-
dle both assembled and not assembled sequence data. The only
thing missing from the pipeline are the appropriate modules for
raw read quality control and assembly tasks but either than that
it constitutes an easy to use and well established functional and
taxonomic annotation system that fully exploits the potential of
public sequence databases.
RAMMCAP
RAMMCAP (RAMMCAP: Rapid Analysis of Multiple
Metagenomes with a Clustering and Annotation Pipeline)
is a metagenomic platform, which workflows enable a complete
metagenomic analysis, emphasizing in the programmatic opti-
mization so that the computational cost of the various processing
tasks, is minimized. Installation requires downloading the latest
version of the package which includes all the essential programs,
7http://www.sqlite.org/ [Accessed].
scripts, and databases. Each of the required programs of the
pipeline must then be compiled and installed separately in
order to be able to be called upon by the automated pipeline.
This pipeline, works with raw read datasets from one or more
metagenomic samples, whose sequences are clustered together
using CD-HIT (Fu et al., 2012) algorithm. Parallel to cluster-
ing the reads, an ORF detection task is implemented, on the
raw reads, using a local algorithm (ORF_finder) followed by
yet another clustering of the resulting protein sequences. For
the clustered and original amino-acid sequences, two parallel
workflows are run for similarity detection against Pfam, Tigrfam,
(Haft et al., 2001) (HMMER tool) and COG (RPS-BLAST tool)
databases generating the subsequent annotation. The final results
from (i) clustered raw reads, (ii) database results from clustered
protein sequences, and (iii) database results from unclustered
protein sequences are examined for statistical comparison of
the metagenomes and visualization of their differences. The
RAMMCAP pipeline was available as a web service via the
CAMERA framework but since the latter has been discontinued it
is now only available as a standalone tool for local installation. As
is the case with MetAMOS, RAMMCAP’s potential gets thwarted
by the lack of user friendliness toward the inexperienced user.
There is no GUI for the pipeline and its installation and run
require a user somewhat more inclined to (bio)informatics. The
lack of an integrated assembler also renders it highly depen-
dent to the sequencing read length when it comes to the ORF
detection tasks. Besides that it is considered a highly optimized
solution in regards to CPU processing and memory demands for
comparative metagenomic analysis.
SMASHCOMMUNITY
SmashCommunity can be considered as the metagenomic version
of its predecessor SmashCell (Harrington et al., 2010), a software
designed for the analysis of high-throughput single cell-amplified
microbial genomes. Installing SmashCommunity requires the
user to download the latest version of the package and to com-
pile/install it using the usual BASH commands (configure, make,
make install). Before installing the pipeline the user must also
install a list of prerequisite programs and databases that are essen-
tial to the various modules of the workflow. This is facilitated by
running the BASH scripts (e.g., install_dependencies.ubuntu.sh)
included in the release. The required input for this pipeline is
raw read datasets from 454 or Sanger sequencing technologies
(i.e., long read sequence data). The automated workflow includes
integrated tools for: (i) sequence assembly (Myers et al., 2000),
(ii) gene detection (Noguchi et al., 2008), (iii) phylogenetic
annotation of raw reads (Altschul et al., 1990; Wang et al., 2007;
Finn et al., 2011), (iv) functional annotation of detected genes
(Altschul et al., 1990; Powell et al., 2014), and (v)comparative
analysis (Retief, 2000). Each tool of this workflow is inte-
grated in the automated pipeline via a wrapper script written
in Perl 8 (Stajich et al., 2002) language for facilitating
the input/output (I/O) of data between different tasks.
SmashCommunity can be considered an “all-inclusive” bioinfor-
matic package but as with similar packages its greatest strength is
8http://www.perl.org/ [Accessed].
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also its greatest weakness. The numerous prerequisite tools that
make up the complete analytical pipeline need to be manually
installed beforehand by the user adding to the complexity of the
command-line only package. Plus the assembler’s restrictions are
passed through the rest of the pipeline making its performance
optimum only with long read sequencing data (an issue that will
soon be obsolete as even Illumina machines are increasing their
read length output with each new sequencer release). Despite
that, the most advanced user will find that it is a great solution
for the conduct of complete and fully automated metagenomic
analyses on a local server with dedicated resources.
DISCUSSION
In order to assess the potential of each metagenomic pipeline we
take into account the range of features each pipeline introduces
in order to offer an all-inclusive analysis, as well as the level of
complexity of its installation. The main features of a full metage-
nomic analytical workflow should include: (i) sequencing quality
control (ii) metagenomic assembly, (iii) ORF/gene detection, (iv)
functional annotation, (v) taxonomic analysis, (vi) compara-
tive analysis, and (vii) data management capabilities. From the
pipelines we examined, only MetAmos and SmashCommunity
included analytical tools for raw sequencing data whereas the
rest mainly focused on detecting and annotating putative gene
coding regions, as well as providing taxonomic characterization
for the generated metagenome. Assessing the complexity of an
installation is a fairly subjective matter, yet as “easy” we con-
sider the installation, where the user doesn’t have to perform
arduous compilation and dependencies’ installation tasks, since
those usually require a higher level of informatics expertise. For
example we consider complex for the inexperienced user, that
of RAMMCAP, as it requires a manual installation of each of
the integrated tools of the pipeline contrary of the installation of
MetAmos, which is handled automatically through the execution
of a Python script. The number of features that constitute each of
the above-mentioned pipelines are summarized in Table 1.
CONCLUSIONS
The field of Metagenomics holds the promise for the elucida-
tion of the genomic and taxonomic diversity of environmental
niches. The rapid advances in sequencing technologies and in the
development of algorithms for massive functional annotation of
the analyzed genomic content intensify the capabilities of metage-
nomic analysis, rendering it feasible for an ever-growing number
of projects. Powerful, fully automated bioinformatic pipelines
lower the entry barrier to the field, through the compilation of
numerous workflows, incorporating state-of-the-art algorithms
optimized for specific analytical tasks, adjusted also for integra-
tion of various datasets, by resolving compatibility issues between
them. There are pipelines focusing more on functional and tax-
onomic analysis, omitting the data-crunchy assembly part while
others offer complete solutions where the user simply inputs
the data from the sequencer machine and gets a fully anno-
tated genomic report. As expected from other areas of computer
science, a trade-off between user-friendliness and efficiency or
flexibility of performance is observed here too. The highest the
quality and the performance superiority of the workflows, the
more profound knowledge they request for their impeccable
installation and operation, thus minimizing their accessibility
by different scientific communities, short of these skills. On the
contrary, pipelines dedicated in resolving smaller, more specific
processing tasks, have matured so as to provide very intuitive
GUI-based solutions, often via a web server, accessible through
the Internet. The broad range of integrative analysis platforms
encompasses various pipelines, addressing the pressing need for
disparate, versatile, complex, processing tasks. The adopted strat-
egy for the development of efficient workflows, adjustable to
varying, yet very specific every time, processing needs, posits
on the modularity and transparency of the integrated code, that
is the autonomous character of these modules, together with
their easiness in integration and user-friendliness in their uti-
lization. Moreover, in order to optimize the computational cost
of such processing tasks, parallel processing designs are put for-
ward, aiming to maximally exploit, multi-processor configura-
tions. Among the examined suites of tools (Table 1), we believe,
based in our experience for a wide range of metagenomic anal-
ysis tasks, that SmashCommunity and MetAmos represent very
reliable pipelines, in terms of quality of results, reliability of oper-
ation and versatility of tools, for the most experienced users. For
those who are analyzing already assembled data for the task of
the functional analysis of their metagenome(s), we consider MG-
RAST and IMG/M as two very robust and intuitive pipelines.
Table 1 | Display of features of current bioinformatic pipelines for metagenomic data analysis.
Tasks
Pipeline Quality
control
Assembly Gene
detection
Functional
annotation
Taxonomic
analysis
Comparative
analysis
Data
management
CloVR-metagenomics
Galaxy platform*
IMG/M
MetAMOS
MG-RAST
RAMMCAP
SmashCommunity
*Refers to the metagenomic pipeline of Galaxy.
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These two aforementioned workflows not only provide tools for
a full analysis of any assembled metagenome, but also efficient
ways for dissemination of the generated results to the scientific
community through a secure database setup.
ACKNOWLEDGMENTS
The authors would like to thank Professor Anders Krogh,
Dr. Peter Menzel and Hanne Munkholm from University of
Copenhagen for providing access to their university server
for evaluation of numerous bioinformatic tools and platforms.
The work in this article, has been funded by the European
EU/FP7/KBBE-2010.3.5-04Microbial diversity and metagenomic
mining for biotechnological innovation, “Systematic screening
for novel hydrolases from hot environments” project HotZyme.
REFERENCES
Almeida, L. G., Paixao, R., Souza, R. C., Costa, G. C., Barrientos, F. J., Santos,
M. T., et al. (2004). A System for Automated Bacterial (genome) Integrated
Annotation–SABIA. Bioinformatics 20, 2832–2833. doi: 10.1093/bioinformat-
ics/bth273
Altschul, S. F., Gish, W., Miller, W., Myers, E. W., and Lipman, D. J. (1990). Basic
local alignment search tool. J. Mol. Biol. 215, 403–410. doi: 10.1016/S0022-
2836(05)80360-2
Angiuoli, S. V., Matalka, M., Gussman, A., Galens, K., Vangala, M., Riley, D. R.,
et al. (2011). CloVR: a virtual machine for automated and portable sequence
analysis from the desktop using cloud computing. BMC Bioinformatics 12:356.
doi: 10.1186/1471-2105-12-356
Apweiler, R., Bairoch, A., Wu, C. H., Barker, W. C., Boeckmann, B., Ferro, S., et al.
(2004). UniProt: the universal protein knowledgebase. Nucleic Acids Res. 32,
D115–D119. doi: 10.1093/nar/gkh131
Arumugam, M., Harrington, E. D., Foerstner, K. U., Raes, J., and Bork, P. (2010).
SmashCommunity: a metagenomic annotation and analysis tool. Bioinformatics
26, 2977–2978. doi: 10.1093/bioinformatics/btq536
Aziz, R. K., Bartels, D., Best, A. A., Dejongh, M., Disz, T., Edwards, R. A., et al.
(2008). The RAST Server: rapid annotations using subsystems technology. BMC
Genomics 9:75. doi: 10.1186/1471-2164-9-75
Benson, D. A., Clark, K., Karsch-Mizrachi, I., Lipman, D. J., Ostell, J., and Sayers, E.
W. (2014). GenBank. Nucleic Acids Res. 42, D32–D37. doi: 10.1093/nar/gkt1030
Bo, L., Gibbons, T., Ghodsi, M., and Pop, M. (2010). “MetaPhyler: taxonomic pro-
filing for metagenomic sequences,” in Bioinformatics and Biomedicine (BIBM),
2010 IEEE International Conference (Hong Kong), 95–100.
Brady, A., and Salzberg, S. (2011). PhymmBL expanded: confidence scores,
custom databases, parallelization and more. Nat. Methods 8, 367. doi:
10.1038/nmeth0511-367
Caporaso, J. G., Kuczynski, J., Stombaugh, J., Bittinger, K., Bushman, F. D., Costello,
E. K., et al. (2010). QIIME allows analysis of high-throughput community
sequencing data. Nat. Methods 7, 335–336. doi: 10.1038/nmeth.f.303
Clark, A. G., and Whittam, T. S. (1992). Sequencing errors and molecular evolu-
tionary analysis.Mol. Biol. Evol. 9, 744–752.
Claudel-Renard, C., Chevalet, C., Faraut, T., and Kahn, D. (2003). Enzyme-specific
profiles for genome annotation: PRIAM. Nucleic Acids Res. 31, 6633–6639. doi:
10.1093/nar/gkg847
Cock, P. J. A., Fields, C. J., Goto, N., Heuer,M. L., and Rice, P.M. (2010). The Sanger
FASTQ file format for sequences with quality scores, and the Solexa/Illumina
FASTQ variants. Nucleic Acids Res. 38, 1767–1771. doi: 10.1093/Nar/
Gkp1137
Cox, M. P., Peterson, D. A., and Biggs, P. J. (2010). SolexaQA: at-a-glance quality
assessment of Illumina second-generation sequencing data. BMCBioinformatics
11:485. doi: 10.1186/1471-2105-11-485
Darling, A. E., Jospin, G., Lowe, E., Matsen, F. A., Bik, H.M., and Eisen, J. A. (2014).
PhyloSift: phylogenetic analysis of genomes and metagenomes. PeerJ 2:e243.
doi: 10.7717/peerj.243
Davis, M. P. A., Van Dongen, S., Abreu-Goodger, C., Bartonicek, N.,
and Enright, A. J. (2013). Kraken: a set of tools for quality control
and analysis of high-throughput sequence data. Methods 63, 41–49. doi:
10.1016/j.ymeth.2013.06.027
Desantis, T. Z., Hugenholtz, P., Larsen, N., Rojas, M., Brodie, E. L., Keller, K.,
et al. (2006). Greengenes, a chimera-checked 16S rRNA gene database and
workbench compatible with ARB. Appl. Environ. Microbiol. 72, 5069–5072. doi:
10.1128/AEM.03006-05
Droge, J., and Mchardy, A. C. (2012). Taxonomic binning of metagenome sam-
ples generated by next-generation sequencing technologies. Brief Bioinform. 13,
646–655. doi: 10.1093/bib/bbs031
Edgar, R. C. (2010). Search and clustering orders of magnitude faster than BLAST.
Bioinformatics 26, 2460–2461. doi: 10.1093/bioinformatics/btq461
Finn, R. D., Bateman, A., Clements, J., Coggill, P., Eberhardt, R. Y., Eddy, S. R., et al.
(2014). Pfam: the protein families database. Nucleic Acids Res. 42, D222–D230.
doi: 10.1093/nar/gkt1223
Finn, R. D., Clements, J., and Eddy, S. R. (2011). HMMER web server: inter-
active sequence similarity searching. Nucleic Acids Res. 39, W29–W37. doi:
10.1093/nar/gkr367
Fu, L., Niu, B., Zhu, Z., Wu, S., and Li, W. (2012). CD-HIT: accelerated for clus-
tering the next-generation sequencing data. Bioinformatics 28, 3150–3152. doi:
10.1093/bioinformatics/bts565
Giardine, B., Riemer, C., Hardison, R. C., Burhans, R., Elnitski, L., Shah, P., et al.
(2005). Galaxy: a platform for interactive large-scale genome analysis. Genome
Res 15, 1451–1455. doi: 10.1101/gr.4086505
Haft, D. H., Loftus, B. J., Richardson, D. L., Yang, F., Eisen, J. A., Paulsen, I. T., et al.
(2001). TIGRFAMs: a protein family resource for the functional identification
of proteins. Nucleic Acids Res. 29, 41–43. doi: 10.1093/nar/29.1.41
Handelsman, J., Rondon,M. R., Brady, S. F., Clardy, J., and Goodman, R.M. (1998).
Molecular biological access to the chemistry of unknown soil microbes: a new
frontier for natural products. Chem. Biol. 5, R245–R249. doi: 10.1016/S1074-
5521(98)90108-9
Harrington, E. D., Arumugam, M., Raes, J., Bork, P., and Relman, D. A. (2010).
SmashCell: a software framework for the analysis of single-cell amplified
genome sequences. Bioinformatics 26, 2979–2980. doi: 10.1093/bioinformat-
ics/btq564
Hoff, K. J., Lingner, T., Meinicke, P., and Tech, M. (2009). Orphelia: predicting
genes in metagenomic sequencing reads. Nucleic Acids Res. 37, W101–W105.
doi: 10.1093/nar/gkp327
Huson, D. H., Auch, A. F., Qi, J., and Schuster, S. C. (2007). MEGAN
analysis of metagenomic data. Genome Res. 17, 377–386. doi: 10.1101/Gr.
5969107
Kelley, D. R., Liu, B., Delcher, A. L., Pop, M., and Salzberg, S. L. (2012). Gene pre-
diction with Glimmer for metagenomic sequences augmented by classification
and clustering. Nucleic Acids Res. 40, e9. doi: 10.1093/nar/gkr1067
Kent, W. J. (2002). BLAT–the BLAST-like alignment tool.Genome Res. 12, 656–664.
doi: 10.1101/gr.229202
Koren, S., Treangen, T. J., and Pop, M. (2011). Bambus 2: scaffolding metagenomes.
Bioinformatics 27, 2964–2971. doi: 10.1093/bioinformatics/btr520
Kosakovsky Pond, S., Wadhawan, S., Chiaromonte, F., Ananda, G., Chung, W. Y.,
Taylor, J., et al. (2009). Windshield splatter analysis with the Galaxy metage-
nomic pipeline. Genome Res. 19, 2144–2153. doi: 10.1101/gr.094508.109
Koutsandreas, T. G., Pilalis, E. D., and Chatziioannou, A. A. (2013). “Prediction
of enzymatic activity of proteins based on structural and functional domains,”
in Bioinformatics and Bioengineering (BIBE), 2013 IEEE 13th International
Conference (Chania), 1–3.
Langmead, B., and Salzberg, S. L. (2012). Fast gapped-read alignment with Bowtie
2. Nat. Methods 9, 357–359. doi: 10.1038/nmeth.1923
Leplae, R., Hebrant, A., Wodak, S. J., and Toussaint, A. (2004). ACLAME: a clas-
sification of mobile genetic elements. Nucleic Acids Res. 32, D45–D49. doi:
10.1093/nar/gkh084
Li,W. (2009). Analysis and comparison of very largemetagenomes with fast cluster-
ing and functional annotation. BMC Bioinformatics 10:359. doi: 10.1186/1471-
2105-10-359
Luo, C., Rodriguez, R. L., and Konstantinidis, K. T. (2014). MyTaxa: an advanced
taxonomic classifier for genomic andmetagenomic sequences.Nucleic Acids Res.
42:e73. doi: 10.1093/nar/gku169
Maidak, B. L., Cole, J. R., Lilburn, T. G., Parker, C. T. Jr., Saxman, P. R., Farris, R. J.,
et al. (2001). The RDP-II (Ribosomal Database Project). Nucleic Acids Res. 29,
173–174. doi: 10.1093/nar/29.1.173
Mardis, E. R. (2008). Next-generation DNA sequencing methods. Annu. Rev.
Genomics Hum. Genet. 9, 387–402. doi: 10.1146/annurev.genom.9.081307.
164359
www.frontiersin.org November 2014 | Volume 2 | Article 70 | 9
Ladoukakis et al. Integrative workflows for metagenomic analysis
Markowitz, V. M., Chen, I. M. A., Chu, K., Szeto, E., Palaniappan, K., Pillay, M.,
et al. (2014). IMG/M 4 version of the integrated metagenome comparative
analysis system. Nucleic Acids Res. 42, D568–D573. doi: 10.1093/Nar/Gkt919
Markowitz, V. M., Ivanova, N. N., Szeto, E., Palaniappan, K., Chu, K., Dalevi, D.,
et al. (2008). IMG/M: a data management and analysis system formetagenomes.
Nucleic Acids Res. 36, D534–D538. doi: 10.1093/Nar/Gkm869
Metzker, M. L. (2010a). Applications of next-generation sequencing sequenc-
ing technologies - the next generation. Nat. Rev. Genet. 11, 31–46. doi:
10.1038/Nrg2626
Metzker, M. L. (2010b). Sequencing technologies - the next generation. Nat. Rev.
Genet. 11, 31–46. doi: 10.1038/nrg2626
Meyer, F., Overbeek, R., and Rodriguez, A. (2009). FIGfams: yet another set of
protein families. Nucleic Acids Res. 37, 6643–6654. doi: 10.1093/nar/gkp698
Meyer, F., Paarmann, D., D’souza, M., Olson, R., Glass, E. M., Kubal, M., et al.
(2008). The metagenomics RAST server - a public resource for the automatic
phylogenetic and functional analysis of metagenomes. BMC Bioinformatics
9:386. doi: 10.1186/1471-2105-9-386
Miller, J. R., Koren, S., and Sutton, G. (2010). Assembly algorithms
for next-generation sequencing data. Genomics 95, 315–327. doi:
10.1016/j.ygeno.2010.03.001
Mohammed, M. H., Ghosh, T. S., Singh, N. K., and Mande, S. S. (2011). SPHINX–
an algorithm for taxonomic binning of metagenomic sequences. Bioinformatics
27, 22–30. doi: 10.1093/bioinformatics/btq608
Myers, E. W., Sutton, G. G., Delcher, A. L., Dew, I. M., Fasulo, D. P., Flanigan, M. J.,
et al. (2000). A whole-genome assembly of Drosophila. Science 287, 2196–2204.
doi: 10.1126/science.287.5461.2196
Noguchi, H., Taniguchi, T., and Itoh, T. (2008). MetaGeneAnnotator: detecting
species-specific patterns of ribosomal binding site for precise gene prediction
in anonymous prokaryotic and phage genomes. DNA Res. 15, 387–396. doi:
10.1093/dnares/dsn027
Ondov, B. D., Bergman, N. H., and Phillippy, A. M. (2011). Interactive metage-
nomic visualization in a Web browser. BMC Bioinformatics 12:385. doi:
10.1186/1471-2105-12-385
Overbeek, R., Begley, T., Butler, R. M., Choudhuri, J. V., Chuang, H. Y., Cohoon,
M., et al. (2005). The subsystems approach to genome annotation and its use
in the project to annotate 1000 genomes. Nucleic Acids Res. 33, 5691–5702. doi:
10.1093/nar/gki866
Parasuraman, S. (2012). Protein data bank. J. Pharmacol. Pharmacother. 3, 351–352.
doi: 10.4103/0976-500X.103704
Parks, D. H., Macdonald, N. J., and Beiko, R. G. (2011). Classifying short
genomic fragments from novel lineages using composition and homology. BMC
Bioinformatics 12:328. doi: 10.1186/1471-2105-12-328
Patel, R. K., and Jain, M. (2012). NGS QC Toolkit: a toolkit for quality control
of next generation sequencing data. PLoS ONE 7:e30619. doi: 10.1371/jour-
nal.pone.0030619
Pati, A., Heath, L. S., Kyrpides, N. C., and Ivanova, N. (2011). ClaMS: a
Classifier for Metagenomic Sequences. Stand. Genomic Sci. 5, 248–253. doi:
10.4056/sigs.2075298
Peng, Y., Leung, H. C., Yiu, S. M., and Chin, F. Y. (2011). Meta-IDBA: a
de Novo assembler for metagenomic data. Bioinformatics 27, i94–i101. doi:
10.1093/bioinformatics/btr216
Pilalis, E., Ladoukakis, E., Kolisis, F. N., and Chatziioannou, A. (2012). “A
galaxy workflow for the functional annotation of metagenomic samples,” in
Proceedings of the 7th Hellenic Conference on Artificial Intelligence: Theories and
Applications (Lamia: Springer-Verlag).
Powell, S., Forslund, K., Szklarczyk, D., Trachana, K., Roth, A., Huerta-Cepas, J.,
et al. (2014). eggNOG v4.0: nested orthology inference across 3686 organisms.
Nucleic Acids Res. 42, D231–D239. doi: 10.1093/nar/gkt1253
Pruitt, K. D., Tatusova, T., and Maglott, D. R. (2005). NCBI Reference Sequence
(RefSeq): a curated non-redundant sequence database of genomes, tran-
scripts and proteins. Nucleic Acids Res. 33, D501–D504. doi: 10.1093/nar/
gki025
Rappe, M. S., and Giovannoni, S. J. (2003). The uncultured microbial major-
ity. Annu. Rev. Microbiol. 57, 369–394. doi: 10.1146/annurev.micro.57.030502.
090759
Retief, J. D. (2000). Phylogenetic analysis using PHYLIP. Methods Mol. Biol. 132,
243–258. doi: 10.1385/1-59259-192-2:243
Rho, M., Tang, H., and Ye, Y. (2010). FragGeneScan: predicting genes in short and
error-prone reads. Nucleic Acids Res. 38:e191. doi: 10.1093/nar/gkq747
Richter, B. G., and Sexton, D. P. (2009). Managing and analyzing next-
generation sequence data. PLoS Comput. Biol. 5:e1000369. doi: 10.1371/jour-
nal.pcbi.1000369
Rosen, G. L., and Essinger, S. D. (2010). Comparison of statistical methods to clas-
sify environmental genomic fragments. IEEE Trans. Nanobioscience 9, 310–316.
doi: 10.1109/Tnb.2010.2081375
Sanger, F., Nicklen, S., and Coulson, A. R. (1977). DNA sequencing with chain-
terminating inhibitors. Proc. Natl. Acad. Sci. U.S.A. 74, 5463–5467. doi:
10.1073/pnas.74.12.5463
Schatz, M. C., Langmead, B., and Salzberg, S. L. (2010). Cloud comput-
ing and the DNA data race. Nat. Biotechnol. 28, 691–693. doi: 10.1038/
Nbt0710-691
Scheibye-Alsing, K., Hoffmann, S., Frankel, A., Jensen, P., Stadler, P. F., Mang,
Y., et al. (2009). Sequence assembly. Comput. Biol. Chem. 33, 121–136. doi:
10.1016/j.compbiolchem.2008.11.003
Schloss, P. D., Westcott, S. L., Ryabin, T., Hall, J. R., Hartmann, M., Hollister,
E. B., et al. (2009). Introducing mothur: open-source, platform-independent,
community-supported software for describing and comparing microbial
communities. Appl. Environ. Microbiol. 75, 7537–7541. doi: 10.1128/AEM.
01541-09
Schmieder, R., and Edwards, R. (2011). Quality control and preprocessing of
metagenomic datasets. Bioinformatics 27, 863–864. doi: 10.1093/bioinformat-
ics/btr026
Seshadri, R., Kravitz, S. A., Smarr, L., Gilna, P., and Frazier, M. (2007). CAMERA:
a community resource for metagenomics. PLoS Biol. 5:e75. doi: 10.1371/jour-
nal.pbio.0050075
Sharon, I., and Banfield, J. F. (2013). Genomes from metagenomics. Science 342,
1057–1058. doi: 10.1126/science.1247023
Shendure, J., and Ji, H. (2008). Next-generation DNA sequencing. Nat. Biotechnol.
26, 1135–1145. doi: 10.1038/nbt1486
Stajich, J. E., Block, D., Boulez, K., Brenner, S. E., Chervitz, S. A., Dagdigian, C.,
et al. (2002). The Bioperl toolkit: Perl modules for the life sciences. Genome Res.
12, 1611–1618. doi: 10.1101/gr.361602
Stein, L. D. (2010). The case for cloud computing in genome informatics. Genome
Biol. 11:207. doi: 10.1186/Gb-2010-11-5-207
Tatusov, R. L., Galperin, M. Y., Natale, D. A., and Koonin, E. V. (2000). The COG
database: a tool for genome-scale analysis of protein functions and evolution.
Nucleic Acids Res. 28, 33–36. doi: 10.1093/nar/28.1.33
Tian, W., Arakaki, A. K., and Skolnick, J. (2004). EFICAz: a comprehensive
approach for accurate genome-scale enzyme function inference. Nucleic Acids
Res. 32, 6226–6239. doi: 10.1093/nar/gkh956
Treangen, T. J., Darling, A. E., Achaz, G., Ragan, M. A., Messeguer, X., and
Rocha, E. P. (2009). A novel heuristic for local multiple alignment of inter-
spersed DNA repeats. IEEE/ACM Trans. Comput. Biol. Bioinform. 6, 180–189.
doi: 10.1109/TCBB.2009.9
Treangen, T. J., Koren, S., Sommer, D. D., Liu, B., Astrovskaya, I., Ondov,
B., et al. (2013). MetAMOS: a modular and open source metagenomic
assembly and analysis pipeline. Genome Biol. 14:R2. doi: 10.1186/gb-2013-
14-1-r2
Treangen, T. J., Sommer, D. D., Angly, F. E., Koren, S., and Pop, M. (2011). Next
generation sequence assembly with AMOS. Curr Protoc Bioinformatics Chapter
11, Unit 11.8. doi: 10.1002/0471250953.bi1108s33
Wang, Q., Garrity, G. M., Tiedje, J. M., and Cole, J. R. (2007). Naive Bayesian
classifier for rapid assignment of rRNA sequences into the new bacte-
rial taxonomy. Appl. Environ. Microbiol. 73, 5261–5267. doi: 10.1128/AEM.
00062-07
Wang, Y., Leung, H., Yiu, S., and Chin, F. (2014). MetaCluster-TA: taxonomic
annotation for metagenomic data based on assembly-assisted binning. BMC
Genomics 15(Suppl. 1):S12. doi: 10.1186/1471-2164-15-S1-S12
Weisburg, W. G., Barns, S. M., Pelletier, D. A., and Lane, D. J. (1991).
16S ribosomal DNA amplification for phylogenetic study. J. Bacteriol.
173, 697–703.
White, J. R., Nagarajan, N., and Pop, M. (2009). Statistical methods for detecting
differentially abundant features in clinical metagenomic samples. PLoS Comput.
Biol. 5:e1000352. doi: 10.1371/journal.pcbi.1000352
Woo, P. C., Lau, S. K., Teng, J. L., Tse, H., and Yuen, K. Y. (2008). Then and now:
use of 16S rDNA gene sequencing for bacterial identification and discovery of
novel bacteria in clinical microbiology laboratories. Clin. Microbiol. Infect. 14,
908–934. doi: 10.1111/j.1469-0691.2008.02070.x
Frontiers in Cell and Developmental Biology | Systems Biology November 2014 | Volume 2 | Article 70 | 10
Ladoukakis et al. Integrative workflows for metagenomic analysis
Wuyts, J., Van De Peer, Y., Winkelmans, T., and De Wachter, R. (2002). The
European database on small subunit ribosomal RNA. Nucleic Acids Res. 30,
183–185. doi: 10.1093/nar/30.1.183
Xie, Y., Wu, G., Tang, J., Luo, R., Patterson, J., Liu, S., et al. (2014).
SOAPdenovo-Trans: de novo transcriptome assembly with short RNA-Seq reads.
Bioinformatics 30, 1660–1666. doi: 10.1093/bioinformatics/btu077
Yang, X., Liu, D., Liu, F., Wu, J., Zou, J., Xiao, X., et al. (2013). HTQC: a fast quality
control toolkit for Illumina sequencing data. BMC Bioinformatics 14:33. doi:
10.1186/1471-2105-14-33
Yok, N., and Rosen, G. (2010). Benchmarking of gene prediction programs for
metagenomic data. Conf. Proc. IEEE Eng. Med. Biol. Soc. 2010, 6190–6193. doi:
10.1109/IEMBS.2010.5627744
Zerbino, D. R., and Birney, E. (2008). Velvet: algorithms for de novo short
read assembly using de Bruijn graphs. Genome Res. 18, 821–829. doi:
10.1101/gr.074492.107
Zhu, W., Lomsadze, A., and Borodovsky, M. (2010). Ab initio gene identification in
metagenomic sequences. Nucleic Acids Res. 38:e132. doi: 10.1093/nar/gkq275
Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.
Received: 01 September 2014; accepted: 05 November 2014; published online: 19
November 2014.
Citation: Ladoukakis E, Kolisis FN and Chatziioannou AA (2014) Integrative work-
flows for metagenomic analysis. Front. Cell Dev. Biol. 2:70. doi: 10.3389/fcell.
2014.00070
This article was submitted to Systems Biology, a section of the journal Frontiers in Cell
and Developmental Biology.
Copyright © 2014 Ladoukakis, Kolisis and Chatziioannou. This is an open-access
article distributed under the terms of the Creative Commons Attribution License
(CC BY). The use, distribution or reproduction in other forums is permitted, provided
the original author(s) or licensor are credited and that the original publication in this
journal is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.
www.frontiersin.org November 2014 | Volume 2 | Article 70 | 11
