Abstract. The research about harmonic analysis associated with Jacobi expansions carried out in [1] and [3] is continued in this paper. Given the operator J (α,β) = J (α,β) − I, where J (α,β) is the three-term recurrence relation for the normalized Jacobi polynomials and I is the identity operator, we define the corresponding Littlewood-Paley-Stein g (α,β) k -functions associated with it and we prove an equivalence of norms with weights for them. As a consequence, we deduce a result for Laplace type multipliers.
Introduction
We begin by setting some aspects of our context as in the previous papers [1, 3] . For α, β > −1, we take the sequences {a 
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Defining the Jacobi polynomials {P (α,β) n (x)} n≥0 through the Rodrigues' formula (see [20, p. 67 , eq. (4.3.1)])
it is well known that they are orthogonal on the interval [−1, 1] with respect to the measure dµ α,β (x) = (1 − x) α (1 + x) β dx.
Moreover, the sequence {p = (2n + α + β + 1) n! Γ(n + α + β + 1) 2 α+β+1 Γ(n + α + 1) Γ(n + β + 1) , n ≥ 1, and
,
is an orthonormal and complete system in L 2 ((−1, 1), dµ α,β ), and it satisfies that
Along this paper we will work with the operator
where I denotes the identity operator, instead of J (α,β) since the translated operator −J (α,β) is non-negative. In fact, the spectrum of J (α,β) is the interval [−1, 1], so that the spectrum of −J (α,β) is [0, 2]. This paper continues in a natural way the study of harmonic analysis associated with J (α,β) of [1] and [3] . In [1] we carried out an exhaustive analysis of the heat semigroup for J (α,β) and in [3] we investigated the Riesz transform. The main aim of this paper is to study another classical operator in harmonic analysis, the Littlewood-Paley-Stein g k -function.
For an appropriate sequence {f (n)} n∈N and t > 0, the heat semigroup associated with J (α,β) is defined by the identity
where
Then, the Littlewood-Paley-Stein g (α,β) k -functions in this context are given by
The history of g-functions goes back to the seminal paper by J. E. Littlewood and R. E. A. C. Paley [12] , published in 1936, where they introduced the g-function for the trigonometric Fourier series. The extension to the Fourier transform on R n was given by E. M. Stein in [17] more than twenty years later. He himself treated the question in a very abstract setting in [18] . In the last few years, there has been a deep research of these operators in different contexts and considering weights. For example, for the Hankel transform they were studied in [6] , for Jacobi expansions in [13] , for Laguerre expansions in [14] , for Hermite expansions in [19] , and for Fourier-Bessel expansions in [8] .
Our work on discrete harmonic analysis related to Jacobi polynomials pretends to be a generalization of the work in [7] for the discrete Laplacian
and in [5] in the case of ultraspherical expansions, which corresponds with the case α = β = λ − 1/2 of J (α,β) . In both cases the corresponding g k -functions were analysed (in [7] only for k = 1).
To present our main result we need to introduce some notation. A weight on N will be a strictly positive sequence w = {w(n)} n≥0 . We consider the weighted ℓ p -spaces
and we simply write ℓ p (N) when w(n) = 1 for all n ∈ N. Furthermore, we say that a weight w(n) belongs to the discrete Muckenhoupt
The main result of this paper is the following one.
Theorem 1.1. Let α, β ≥ −1/2, 1 < p < ∞, and w ∈ A p (N). Then,
where C 1 and C 2 are constants independent of f .
To prove this theorem we will start by showing that the second inequality in (3) implies the first one. After two appropriate reductions, the former will be deduced from the case (α, β) = (−1/2, −1/2) and k = 1 that we will obtain from discrete Calderón-Zygmund theory.
It is very common to define g k -functions in terms of the Poisson semigroup instead of the heat semigroup. In our case the Poisson semigroup can be defined by subordination through the identity
and then we have the g
The following result will be a consequence of Theorem 1.1.
We will prove this corollary by controlling the g (α,β) k -function by a finite sum of g (α,β) k -functions (see Lemma 4.2) . This fact will follow from the subordination identity (4) .
As an application of Theorem 1.1, we will prove the boundedness of some multipliers of Laplace type for the discrete Fourier-Jacobi series. As it is well known,
and
where the equality holds in
, dµ α,β ) and the Parseval's identity
Note that an obvious consequence of (6) is the useful relation
where F α,β is given by (5) and G α,β is defined in a similar way. Given a bounded function M defined on [0, 2], the multiplier associated with M is the operator, initially defined on ℓ 2 (N), by the identity
We say that T M is a Laplace type multiplier when
with a being a bounded function. From a spectral point of view, 
. . , and then form a subclass of Marcinkiewicz multipliers. For the operators T M we have the following result. Theorem 1.3. Let α, β ≥ −1/2, 1 < p < ∞, and w ∈ A p (N). Then,
where C is a constant independent of f .
From the identity,
we deduce the following corollary.
The rest of the paper is organized as follows. Section 2 contains the proof of Theorem 1.1 which relies on a transplantation theorem and the Calderón-Zygmund theory. The proofs of two propositions that are necessary to apply the Calderón-Zygmund theory are provided in Section 3. Section 4 and Section 5 contain the proofs of Corollary 1.2 and Theorem 1.3, respectively.
Proof of Theorem 1.1
We consider the Banach space B k = L 2 (0, ∞), t 2k−1 dt , with k ≥ 1, and the operator
Then, it is clear that
A first tool to prove Theorem 1.1 is the following result about the ℓ 2 -boundedness of the g
Proof. For a sequence f ∈ ℓ 2 (N), it is satisfied that
Then, by using (6), we have
and the proof is completed.
Now, let us see that
implies the reverse inequality
Polarising the identity (8), we have
and, obviously,
where w ′ = w −1/(p−1) and p ′ is the conjugate exponent of p; i.e., 1/p + 1/p ′ = 1. Note that w ∈ A p (N) implies w ′ ∈ A p ′ (N) and, by (9) ,
So, we obtain that
and taking the supremum over all f 1 ∈ ℓ p ′ (N) such that f 1 ℓ p ′ (N) ≤ 1, we conclude the inequality (10) .
In this way, we have reduced the proof of Theorem 1.1 to prove (9) . Now, we proceed with two new reductions. First, we are going to use a proper transplantation operator to deduce (9) from the case (α, β) = (−1/2, −1/2) for k ≥ 1. Finally, we will see how to obtain (9) for g (−1/2,−1/2) k with k > 1 from the case k = 1. These reductions in the proof are inspired by the work in [9] . For f ∈ ℓ 2 (N) we define the transplantation operator
This operator was analysed in [2] , where an extension of a classical result from R. Askey [4] was given. In fact, it was proved that
with weights w ∈ A p (N), and the analogous weak inequality from ℓ 1 (N, w) into ℓ 1,∞ (N, w) for weights in the A 1 (N) class. By a result due to Krivine (see [11, Theorem 1.f.14]), it is possible to give, in an obvious way, a vector-valued extension of the transplantation operator to the space B k , denoted by T γ,δ α,β , satisfying
with weights in A p (N).
In this way, we have
Indeed, we have
and, by using (7) and the identities
we deduce that
Applying a similar argument to the other composition the proof of (11) follows. Now, let us see that it is enough to analyse the g : N, w) . Now, using the identity
we have
.
Finally, to complete the proof of Theorem 1.1 we have to prove (9) for (α, β) = (−1/2, −1/2) and k = 1. This fact will be a consequence of the following propositions. Proposition 2.2. Let n, m ∈ N with n = m. Then,
Proposition 2.3. Let n, m ∈ N with n = m. Then,
The proof of these propositions is the most delicate part of the proof of Theorem 1.1, so it is postponed to the next section. Now, using the decomposition
we can apply (12) of Proposition 2.2, Proposition 2.3, and Lemma 2.1 to deduce from the Calderón-Zygmund theory the inequality
and (13) to obtain that
finishing the proof of Theorem 1.1.
Proof of Proposition 2.2 and Proposition 2.3
Denoting by T n the Chebyshev polynomials, we have
for n = 0 and where x = cos θ, and p
where I m denotes the Bessel function of imaginary argument of order m, implies
To simplify notation, we set K t (n) = e −t I n (t). We note that the proofs of Propositions 2.2 and 2.3 are similar to the one given in [7, Proposition 4] but we have included them for a self-contained exposition of the paper and to fix some details. 
The next identity is known as Schläfli's integral representation of Poisson type for modified Bessel functions (see [10, 
Integrating by parts once and twice in (18), we have, respectively, the identities
and (20)
Then from (16), using (18), (19) , and (20) with ν = n − 1, ν = n, and ν = n + 1, respectively, we deduce that for n ≥ 1
where in the last step, we have applied the change of variables s = 2u − 1 and r = 2v − 1, and
In a similar way and again for n ≥ 2, we obtain that
Hence,
Now, we prove that
By Minkowski's integral inequality, it is clear that
Similarly, we obtain that
≤ C and the proof of (22) is finished.
Finally, using (14) , (15) , (21), (22), and the identity
we conclude the proof of the proposition.
Proof of the Proposition 2.3. By using (14) , (15) , and (23), the proof will follow from the estimate
Using (16), we have
Integrating by parts three times in (18) gives
Then, using (18) , (19) , (20) , and (25) with ν = n − 1, ν = n, ν = n + 1, and ν = n + 2, respectively, (3) becomes
To estimate these inequalities we proceed as in the previous proposition. In fact, for n ≥ 4, (1 + z) 2n dz ≤ C n 4 .
We deduce (24) from the previous estimates for n ≥ 4. The remainder cases can be proved as (22) in the previous proposition and then, ∂ ∂t (K t (n + 1) − K t (n))
B1
≤ C, n = 1, 2, 3. 
