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Abstract
It is shown that any topological cone, with a base consisting of a metrizable Choquet simplex,
arises as the positive tracial cone of a simple stably projectionless C∗-algebra inductive limit
of certain speciﬁed non-unital algebras of matrix-valued functions over the interval [0,1].
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1. Introduction
The problem of classifying amenable C∗-algebras by means of K-theoretical invari-
ants was raised in an article by Elliott [2] (written in 1989) in which he showed that
a certain class of inductive limit algebras (approximately circle algebras of real rank
zero) admits such a classiﬁcation. Elliott suggested that his classiﬁcation theorem per-
haps covers all separable, amenable C∗-algebras of real rank zero, stable rank one, and
with torsion-free K-groups. This was the ﬁrst formulation of the Elliott conjecture. In
1993, Elliott and Evans [8] provided an important piece of evidence for the Elliott
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conjecture by showing that all irrational rotation C∗-algebras belong to the class covered
by Elliott’s classiﬁcation theorem.
The Elliott conjecture was later modiﬁed so as to cover all amenable, separable,
simple C∗-algebras (not necessarily of stable rank one and real rank zero). A more
explicit description of the Elliott invariant is as follows.
1. The K0-group, with its natural pre-order structure. (The positive cone, K+0 , consists
of the elements arising from projections in the matrix algebras over the algebra.)
2. The K1-group.
3. The pair (T+,) where T+ is the space of densely deﬁned, lower semicontinuous,
positive traces, with its natural structure of topological convex cone (this structure is
most easily introduced by identifying the traces with the positive tracial linear func-
tionals on the Pedersen ideal—the smallest dense two-sided ideal—and considering
the pointwise convex operations and the topology of pointwise convergence.); and
 is the subset of T+ with norm less than or equal to one.
4. The natural pairing of the cone of traces with the K0-group.
Furthermore, in his survey paper [4], Elliott pointed out that any amenable simple
C∗-algebra belongs to one of the following three exhaustive cases:
Case 1: K+0 = 0; T+ = 0.
Case 2: K+0 ∩ −K+0 = 0, K+0 − K+0 = K0 = 0; T+ = 0.
Case 3: K+0 = K0; T+ = 0.
There have been many classiﬁcation results for Cases (2) and (3) (see [13]). On the
other hand, the only isomorphism theorem for algebras in Case (1) was obtained very
recently, in Razak’s paper [12]; and the theorem is further generalized in the paper
[15] written by the present author.
In the present paper, we discuss the range of the invariant which is used to clas-
sify certain simple projectionless C∗-algebras in [12,15]. It is shown in the present
paper that any arbitrary topological cone, with a base consisting of a metrizable
Choquet simplex, arises as the invariant of some simple C∗-algebra inductive limit
of (single) building block algebras. The simplicity of that C∗-algebra inductive limit
relies on a family of simple but important maps which is introduced in Section 3
(the technique is perturbing every ﬁnite stage by adding a relatively small diagonal
block which is equal to the image of the previous stage algebra under a map in that
family).
The range of the invariant theorem in the present paper is the ﬁrst Effros–Handelman–
Shen type theorem (cf. [2]) associated with an isomorphism theorem ([15, Theorem
1.1]) for stably projectionless C∗-algebras. In [7,9], there are similar results (not asso-
ciated with any isomorphism theorem). The constructions of these authors rely on the
complicated structure of the ﬁbre at inﬁnity (i.e. the image C∗-algebras of the end point
homomorphisms, see Section 2 of the present paper or [9] for more details) of their
building block algebra. In our case, the ﬁbre at inﬁnity of our building block algebra
is simple (its spectrum has only a single point). It turns out that our construction is
more natural, and also perhaps easier to understand. Moreover, our construction deals
also with the non-stable information contained in the subset of traces with ﬁnite norm
at most equal to one.
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The proofs of the main results are based on Razak’s existence and uniqueness theo-
rems (cf. [12]) for maps between Razak’s building block algebras. The present author
has been able to simplify the proofs of both Razak’s existence and uniqueness theorems
by using a groupoid technique. This simpliﬁcation of these important basic techniques
is described in [14].
2. The building blocks
In [12], Razak considers a certain kind of non-unital matrix algebra over the closed
unit interval [0, 1]:
For a pair of natural numbers (n, n′) with n dividing n′ (n′ > n), let Mn(C) and
Mn′(C) denote the matrix algebras over C of orders n and n′, respectively. Let ho-
momorphisms 0 and 1, from Mn(C) to Mn′(C), have multiplicities n
′
n
− 1 and n′
n
,
respectively. (Up to unitary equivalence, the homomorphism 0 maps Mn(C) into di-
agonal block matrices in Mn′(C) with n
′
n
− 1 identical blocks and one zero block;
on the other hand, the homomorphism 1 yields matrices with n
′
n
identical blocks; in
particular, the homomorphism 1 is unital.) We deﬁne
A(n, n′) := {f ∈ Mn′(C[0, 1]) : f (0) = 0(c), f (1) = 1(c), c ∈ Mn(C)}.
The building block C∗-algebra A(n, n′) is stably projectionless because of the mul-
tiplicity difference of the endpoint homomorphisms. More precisely, for any projection
in the matrix algebra over A(n, n′) of any dimension, we know that the rank of the
ﬁbres of this projection is constant. On the other hand, by the construction of the
endpoint homomorphisms, there is a ratio (which is not equal to one) between the rank
at zero and the rank at one. The only possibility for that to happen is the rank of this
projection is constantly zero.
3. An invariant for C∗-algebras
In [15], the pair (T+,) has been shown to be an invariant of C∗-algebra inductive
limits of ﬁnite direct sums of building block algebras, where the space T+ is the
cone of densely deﬁned, lower semicontinuous, positive traces endowed with the weak
*-topology, and the set  is the subset of T+ with norm less than or equal to one.
More precisely, we have the following isomorphism theorem:
Theorem 3.1 (Isomorphism theorem). Let A and B be simple inductive limits of ﬁnite
direct sums of building block algebras. If (T+A,A) is isomorphic to (T+B,B), then
A is isomorphic to B.
In this paper we shall show the invariant (T+,) is complete. We formulate all
arguments concerning (T+A,A) in terms of its dual, the space Aff0 T+A of afﬁne
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continuous real-valued functions on T+A equipped with the strict pointwise order struc-
ture and the seminorm ‖ · ‖A induced by the set A (if A has only ﬁnite traces, then
the seminorm ‖ · ‖A is indeed a proper norm). The same approach has been used for
other classiﬁcation theorems; see for example [6,12].
When A is the building block algebra A(n, n′), we can identify Aff0 T+A with
a subspace of continuous real-valued functions over the interval [0, 1]. Given a real
number , deﬁne C[0, 1]() to be […] as
C[0, 1]() = {f ∈ C[0, 1] : (+ 1)f (0) = f (1)}.
Then, we have the following proposition ([12, Proposition 2.1]):
Proposition 3.1. Let A be the building block algebra A(n, n′). The afﬁne continu-
ous real-valued function space on the tracial cone T+A endowed with the A-norm,
(Aff0 T+A, ‖·‖A), is isometrically isomorphic to the normed space (C[0, 1]( n′n −1), ‖·‖)
endowed with the supremum norm.
4. An example of simple stably projectionless C∗-algebra
In this section, we construct a special example of a simple inductive limit of (single)
building block algebras. This example is very simple: namely, the endpoint multiplicity
ratios are the same at every ﬁnite stage. This example plays a crucial role in the
construction of a simple inductive limit algebra with arbitrary prescribed positive tracial
cone, the simplicity of which relies on the sequence of the connecting maps of the
example in this section; cf. ([15, Lemma 3.3]).
For any two (nonzero) natural numbers a and i, we consider the eigenvalue pattern
(cf. [14])  which maps t to the set (with multiplicity) which contains a + 1 copies
of t − j
i
, for 0j[t i] − 1 (where [x] denotes the smallest integer greater than or
equal to x) and a copies of t + j
i
, for 1j[i − t i].
Geometrically, the graph of this eigenvalue pattern is
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The multiplicities on the i lines below or equal to the diagonal are a + 1; on the
other hand, the multiplicities on the i − 1 lines above the diagonal are a.
By construction, this eigenvalue pattern is an abstract eigenvalue pattern
(cf. [14, Section 9] and [15, Section 3.1]) between two building block algebras hav-
ing endpoint multiplicity ratios both equal to (a : a + 1). (This eigenvalue pattern
is continuous at the points 1
i
, . . . , i−1
i
because for each j , the multiplicity change at
j
i
matches the endpoint multiplicity ratio (a : a + 1) of the building block algebra.)
Therefore, this eigenvalue pattern induces a *-homomorphism i from A(1, a + 1) to
A((a+ 1)i, (a+ 1)2i), since the total multiplicity of this eigenvalue pattern is (a+ 1)i.
(cf. [14, Theorem 9.1].)
One example of homomorphism having the above eigenvalue pattern is the
homomorphism which maps an element f in A(1, a + 1) to the element g(t) =
u∗(t)D(t)u(t) in A((a + 1)i, (a + 1)2i) where D(t) is the diagonal block matrix of
order (a + 1)2i with {f (s) : s ∈ (t)} as its diagonal blocks and u(t) is a suitable
unitary to make the function g(t) continuous at the points 1
i
, . . . , i−1
i
. For instance, in
the case a equal to 1 and i equal to 2, we may choose u(t) to be continuous on [0, 12 ]
with
u
(
1
2
)
=




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 0
0 1


and to be the identity on ( 12 , 1]. Then g(t) is continuous at 12 since
u∗
(
1
2
)


c 0 0 0
0 c 0 0
0 0 0 0
0 0 0 0

 0
0 ∗

, u
(
1
2
)
=




c 0 0 0
0 0 0 0
0 0 c 0
0 0 0 0

 0
0 ∗

.
Proposition 4.1. The inductive limit lim→(A((a + 1)i i!, (a + 1)i+1i!),i ) is simple.
Proof. By Tsang [15, Lemma 3.3], we must show that the images of a nonzero element
(in some ﬁnite stage algebra) generate all but ﬁnitely many of the later stage algebras
as closed two-sided ideals. Since the endpoint multiplicity ratios are the same for all
ﬁnite stages, we may assume that this nonzero element is at the ﬁrst stage; it sufﬁces
to show that the image of this nonzero element after some ﬁnite stage is nonzero at
each point of the interval [0, 1].
Since this element is nonzero, there is an open subinterval, of the interval [0, 1],
over which this element is nonzero. Let us denote the length of that subinterval by l.
The image of this element is then nonzero on the whole interval [0, 1] after [ 1
l
] + 1
steps ([x] denotes the integral part of x) by the construction of the eigenvalue patterns
of i , as desired. 
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5. The range of the invariant (T+,)
In this section, we show that any topological cone with a base consisting of a metriz-
able Choquet simplex arises as the invariant of a simple inductive limit
C∗-algebra of (single) building block algebras.
Lemma 5.1 (Lindenstrauss). For any given metrizable Choquet simplex S, the space
of afﬁne continuous real-valued functions on S together with the supremum-norm is
isometrically isomorphic to an inductive limit of a sequence of ﬁnite-dimensional spaces
(R⊕ · · · ⊕ R) with (canonical) order unit preserving maps.
Proof. Lindenstrauss showed that every metrizable Choquet simplex S is the pro-
jective limit of a sequence of ﬁnite-dimensional simplexes with afﬁne continuous
connecting maps (see for example [11]). This implies that the dual space of afﬁne
continuous real-valued functions on S is isometrically isomorphic to the inductive
limit of the dual (ﬁnite-dimensional) spaces on those simplexes. The induced con-
necting maps clearly preserve the canonical order units since they are the dual maps
of the afﬁne continuous connecting maps (restricted to the extreme points of those
simplexes). 
Lemma 5.2. Let there be given a sequence
(Rn1 , ‖ · ‖)→ (Rn2 , ‖ · ‖)→ · · · → lim→ ((R
ni , ‖ · ‖), i )
of ordered normed vector spaces with order unit preserving maps i : Rni → Rni+1 ,
i = 1, 2, 3, . . . , and a sequence of natural numbers {ai}∞i=1.
There exists a sequence of contractive maps (with respect to the supremum-norm on
C[0, 1](ai)) i : C[0, 1](ai)→ C[0, 1](ai+1), i = 1, 2, 3, . . . , such that
1. The inductive limit lim→(C[0, 1](ai), ‖ · ‖), of the sequence
(C[0, 1](a1), ‖ · ‖)→ (C[0, 1](a2), ‖ · ‖)→ · · · → lim→ ((C[0, 1](ai), ‖ · ‖),i )
is isometrically isomorphic to lim→(Rni , ‖ · ‖), i ).
2. The maps {i}∞i=1 preserve the sequence of order units {F(ai ,ni )}∞i=1 of{C[0, 1](ai)}∞i=1 where F(ai ,ni ) is the function which is equal to aiai+1 at 0, is equal
to 1 from 1
ni
to 1 and linear between 0 and 1
ni
.
As a consequence, for any order unit e1 in C[0, 1](a1), if we deﬁne ei to be the image
of e1 in C[0, 1](ai), then ei is an order unit of C[0, 1](ai). Furthermore, the norm
induced by the order unit ei is uniformly equivalent to the sup-norm on C[0, 1](ai) for
all i.
Proof. First, let us denote the space of continuous real-valued functions on the interval
[0, 1], having the same values at the endpoints 0 and 1, by C(T). For any natural
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numbers n and a, we deﬁne the following maps:
Sn : Rn → C(T)
(x1, x2, . . . , xn) →
n∑
i=1
xigi+1 + xng1,
where {gi}n+1i=1 is a partition of unit of the interval [0, 1] for which gi( i−1n ) equals to
1 and gi( j−1n ) equals to 0 for all j not equal to i,
n : C[0, 1](a) → Rn
f →
(
f
(
1
n
)
, f
(
2
n
)
, . . . , f (1)
)
,
a,n : C(T) → C[0, 1](a)
f → F(a,n)f,
da,n : C[0, 1](a) → C(T)
f → f
F(a,n)
.
By construction, the map n is a left inverse of the map Sn; and the maps a,n and
da,n are the inverses of each other. In other words, if we let i denote the composed
map ai+1,ni+1 ◦ Sni+1 ◦ i ◦ ni ◦ dai ,ni for all i = 1, 2, 3, . . . , we have the following
commutative diagram:
Moreover, every arrow in the above diagram is contractive; thus the sequence of
maps {i}∞i=1 satisﬁes the requirement of the lemma; clearly the map i maps F(ai ,ni )
to F(ai+1,ni+1) for all i.
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For the last assertion, we ﬁrst note that the statement is true for e1 = F(a1,n1) (and
hence ei = F(ai ,ni )) since the norm induced by ei is bounded below by aiai+1 ( 12 ) times
the supremum-norm and above by ai+1
ai
(2) times the supremum-norm for all i. For an
arbitrary order unit e1, there exist constants a and b such that aF(a1,n1)e1bF(a1,n1)
and the assertion now follows from the fact that the maps {i}∞i=1 preserve the order
units {F(ai ,ni )}∞i=1. 
For any two building block algebras having the same endpoint multiplicity ratios, say
A(n1, (a+1)n1) and A(n2, (a+1)n2), we note that their direct sum A(n1, (a+1)n1)⊕
A(n2, (a + 1)n2) is isomorphic to a sub-C∗-algebra of A(n1 + n2, (a + 1)(n1 + n2)).
Lemma 5.3. Let there be given a (nonzero) natural number a and a sequence of posi-
tive contractive maps {i}∞i=1 which map the normed space C[0, 1](a) (with supremum-
norm) to itself. Then there exist a sequence of natural numbers {ni}∞i=1 and a se-
quence of injective maps {i}∞i=1, with the map i mapping A(ni, (a + 1)ni) to
A(ni+1, (a + 1)ni+1) for all i, such that
1. the inductive limit lim→(A(ni, (a + 1)ni),i ) is simple, and
2. the inductive limits lim→((Aff0 T+A(ni, (a + 1)ni), ‖ · ‖A(ni ,(a+1)ni )),i∗) and
lim→((C[0, 1](a), ‖ · ‖),i )) are isomorphic.
Proof. We shall carry out the approximate intertwining argument (as in [4,5,12,15]).
Set n1 = 1, and deﬁne the sequence of natural numbers {ni}∞i=1 and the sequence of
maps {i}∞i=1 inductively as follows.
For any strictly positive real number  and ﬁnite subset F in C[0, 1](a), let us
denote the maximum of the supremum-norms of the functions in the ﬁnite set F by
M . For a chosen ni , we shall choose a natural number ni+1 and a map i : ﬁrst
we choose a natural number N satisfying the condition of Razak’s existence theorem
([12, Theorem 3.1]) to get a map ′i from A(ni, (a + 1)ni) to A(N, (a + 1)N); this
map induces a contractive map ′i∗ from the normed space (Aff0 T+A(ni, (a + 1)ni),
‖ · ‖A(ni ,(a+1)ni )) to the normed space (Aff0 T+A(N, (a + 1)N), ‖ · ‖A(N,(a+1)N)) with‖i (f ) − ′i∗(f )‖A(N,(a+1)N) 2 for all f in F ; at the same time, we may choose
N to be larger than 4M(a+1)ini . We can then take the natural number ni+1 to be
N+(a+1)ini and the map i to be ′i⊕i (where i is the map deﬁned in Section 4)
from A(ni, (a+1)ni) to A(N, (a+1)N)⊕A((a+1)ini, (a+1)2ini). As we mentioned
before the C∗-algebra A(N, (a + 1)N) ⊕ A((a + 1)ini, (a + 1)2ini) is isomorphic to
a sub-C∗-algebra of the C∗-algebra A(N + (a + 1)ini, (a + 1)(N + (a + 1)2ini)) =
A(ni+1, (a + 1)ni+1); so the map i is in fact a map with the range we want.
Let us check that the map i approximates the map i on the given ﬁnite set F
within . For f in F, by contractivity of the maps i and i ,
‖i (f )− i∗(f )‖

∣∣∣∣
∣∣∣∣i (f )− NN + (a + 1)ini 
′
i∗(f )
∣∣∣∣
∣∣∣∣+ (a + 1)iniN + (a + 1)ini ‖i∗(f )‖
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 (a + 1)ini
N + (a + 1)ini M +
N
N + (a + 1)ini

2
+ (a + 1)ini
N + (a + 1)ini M
<

2
+ 2M(a + 1)ini
N + (a + 1)ini
<

2
+ 2M(a + 1)ini
N
< 
(since N is greater than 4M(a+1)ini ) as desired.
By choosing a suitable ﬁnite subset Fi and a strictly positive number i at the ith
ﬁnite stage for every natural number i, we can construct an approximately intertwining;
hence the two inductive limits are isomorphic, as desired.
The injectivity of the maps {i}∞i=1 ensures that the maps {i}∞i=1 are all injective;
and the simplicity of the inductive limit, lim→(A(ni, (a + 1)ni,i ) follows by the
construction of the maps i (Proposition 4.1). 
Before we give the proof of the range of the invariant theorem, let us give another
formulation of the invariant (T+A,A). Let  be the norm map from T+A to [0,∞]
given by () = ‖‖. The map ought to be afﬁne lower semi-continuous; and it gives
another equivalent formulation of the invariant since the set A equals the set of traces
in T+A with image less than or equal to one under the map .
Theorem 5.1 (Range of the invariant). Let there be given a topological cone C, with
a base consisting of a metrizable Choquet simplex S, an afﬁne lower semicontinuous
map  from C to [0,∞] and a (nonzero) natural number a. There exist a sequence
of positive integers {ni}∞i=1 and a sequence of injective *-homomorphisms {i}∞i=1 with
the map i mapping A(ni, (a+1)ni) into A(ni+1, (a+1)ni+1) for i = 1, 2, 3, . . . such
that
1. the inductive limit A = lim→(A(ni, (a + 1)ni),i ) is simple,
2. the positive tracial cone T+A of the algebra A is isomorphic to C, and
3. the norm map on the positive tracial cone T+A is equal to the map  under the
isomorphism in 2. Hence, the subset A of traces with ﬁnite norm at most equal to
one is isomorphic to the set of elements in C with image less than or equal to one
under the map  (under the isomorphism in 2).
Proof. We shall ﬁrst consider the case that S is the set of elements in C with image
less than or equal to one under the map .
We consider the space of afﬁne continuous real-valued functions on C, Aff0 C;
the base S induces a norm ‖ · ‖S on Aff0 C, namely ‖f ‖S = sup{f (s) : s ∈ S}
for all f in Aff0 C. Since the simplex S is a base of the cone C, every element
of C is a scalar multiple of an element of S; hence there is a canonical isometric
isomorphism between (Aff0 C, ‖·‖S) and (Aff S, ‖·‖) (where ‖·‖ denotes the supremum-
norm). Applying Lemmas 5.1, 5.2, and 5.3, and we get the following approximately
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commutative diagram:
(Rn1 , ‖ · ‖) → (Rn2 , ‖ · ‖) → · · · → (Aff S, ‖ · ‖)
↑ ↘ ↑ ↓↑
(C[0, 1](a), ‖ · ‖) → (C[0, 1](a), ‖ · ‖) → · · · → lim→((C[0, 1](a), ‖ · ‖),i )
↑ ↘ ↑ ↓↑
(Aff0 T+A1, ‖ · ‖A1 ) → (Aff0 T+A2, ‖ · ‖A2 ) → · · · → lim→((Aff0 T+Ai, ‖ · ‖Ai ),i∗).
All the algebras Ai are of the form A(ni, (a + 1)ni) for some natural number ni
and so by Lemma 5.3, the C∗-algebra inductive limit A = lim→(Ai,i ) is simple. By
duality, there is a canonical isometric map from the order Banach space inductive limit
lim→((Aff0 T+Ai, ‖ · ‖Ai ),i∗) into the space (Aff0 T+A, ‖ · ‖A). We claim that this
canonical map is surjective and hence these spaces are isomorphic as Banach spaces.
We choose a positive element 	1 (with a lifting in the Pedersen ideal of A) in
Aff0 T+A1, and let 	i be the image 1i∗(	1) for i > 1. We consider the same diagram
but with the Ai norms replaced by the order unit norms ‖·‖	i in the bottom row. Since
the norms ‖ · ‖Ai and ‖ · ‖	i are uniformly equivalent (Lemma 5.2), it follows that the
norms ‖ · ‖	∞ and the inductive limit norm lim ‖ · ‖Ai (in lim→(Aff0 T+Ai, ‖ · ‖Ai ))
are also equivalent. Furthermore, if we restrict the traces on A to a ﬁnite stage Ai ,
then the Ai-norm and the 	i-norm are uniformly equivalent. It follows that on A
the norm of a trace (a priori possibly inﬁnite) and the 	∞-norm are equivalent. In
particular, every (lower semicontinuous extended real-valued) trace on A is bounded.
Since the C∗-algebra A is the C∗-algebra inductive limit lim→Ai and all the traces on
A are bounded, standard duality theory implies that the canonical isometric map from
the space (lim→ Aff0 T+Ai, ‖ · ‖Ai ) (which is isometrically isomorphic to the space
(Aff S, ‖ · ‖)) to the space (Aff T+A, ‖ · ‖A) is surjective, as desired.
For the general case, we note that every afﬁne lower semicontinuous map  : C →
[0,∞] is a pointwise limit of some increasing sequence of ﬁnite afﬁne continuous maps
([1, Corollary I.1.4]). This implies that  is a countable sum of ﬁnite afﬁne continuous
maps m (the differences of consecutive pairs of maps of that increasing sequence),
m = 1, 2, 3, . . . . By the previous argument for the bounded trace case, for each m,
we can obtain a sequence of algebras {Ami } = {Am(nmi , (a+ 1)nmi )}∞i=1 and a sequence
of connecting maps {mi }∞i=1 such that the positive tracial cone of each inductive limit
Am = lim→(Ami ,mi ) is isomorphic to C with norm map of the tracial cone equal
to m.
Let us consider the following sequence of building block algebras: {Ai}∞i=1 with
Ai equal to the diagonal block matrix algebra with A1i , A
2
i−1, . . . , A
i
1 as the diagonal
blocks from upper left corner to lower right corner consecutively:
Ai =


A1i
A2i−1 0
A3i−2
0
. . .
Ai1


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We also consider the following maps between the C∗-algebras Ai−1 and Ai :
i : Ai−1 → Ai


a1
a2 0
a3
0
. . .
ai−1

 →


1i (a1)
2i−1(a2) 0
3i−2(a3)
. . .
0 i−11 (ai−1)
0


By construction, the inductive limit lim→ (Ai,i+1) = A (which is isomorphic
to the diagonal block algebra with A1, A2, A3, . . . as its diagonal blocks) has tracial
cone isomorphic to C and the norm map of the tracial cone of the algebra A equals∑∞
m=1m = ; in order to get a simple inductive algebra, we only have to apply
Lemma 5.3 once again; and the resultant simple C∗-algebra inductive limit (of (single)
building block algebras having endpoint ratios (a : a + 1) with injective connecting
maps) has the required invariant, as desired. 
Remarks.
1. In the proof of the range of invariant theorem, Theorem 5.1, for the general case,
Lemma 5.3 can be used only once: when we get the C∗-algebra inductive limits Am
which has tracial norm map equal to m, we do not need the inductive limit to be
simple; after the diagonal block construction, we apply Lemma 5.3 once to yield a
simple inductive limit.
2. The diagonal block construction in the proof of the range of the invariant theorem
has been used to construct some simple approximately subhomogeneous C∗-algebras
in Cristian Ivanescu’s paper [10]; the present author would like to thank Cristian
Ivanescu for helpful discussions.
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