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Abstract
This dissertation concentrates on land use, both urban and rural, in United States. First, I focus on
land conservation and study how state fiscal incentives can affect private land conservation on the eastern
region of the country. Then, I move to urban uses of land and analyze how distance to certain amenities in
a city can affect residential and non-residential uses, using spatial econometric techniques. Finally, taking
advantage of the same methodology, I concentrate on conservation easements and estimate the probability
of different levels of public access and how certain variables affect these probabilities.
In the first chapter, I study the effect that state level incentives have on land conservation. Private
decisions about land conservation are crucial for preservation of endangered species as 80% of their habitats
are on private land. I study the efficacy of state tax breaks to promote private land conservation. I use the
Protected Area Dataset of United States and construct a county-year level panel of the flow of undeveloped
land protected per year. I use fixed effects panel estimations combined with optimal full matching to
improve balance on observable covariates between treated and control counties. Results show that, on
average, counties in a state with a tax break more than double the yearly flow of conservation after the
incentive is in place. These findings suggest that state tax breaks are an effective incentive to promote land
conservation.
In the second chapter, I concentrate on land use in an urban area and how spatial econometric techniques
can help explain land use decisions. I use a large geo-referenced data set and estimate the probability of
residential use for individual lots in the urban area. I specifically concentrate on the difficulties that this type
of data sets presents and how to overcome them. Spatial data sets pose challenges for discrete choice models
because the data are unlikely to be independently and identically distributed. A conditionally parametric
spatial probit model is amenable to very large data sets while imposing far less structure on the data than
conventional parametric models. I illustrate the approach using data on 474,170 individual lots in the City
of Chicago. The results suggest that simple functional forms are not appropriate for explaining the spatial
variation in residential land use across the entire city.
In the third chapter, I focus only on conservation easements in continental US. Conservation easements
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generally have a specified level of public access: open, restricted, or closed to the public. This chapter focuses
on these particular levels of public access and how location and other variables play a role in that decision. A
conditionally parametric multinomial logit model estimates how these variables affect the probability of each
level of access. By allowing coefficients to vary throughout space I find effects not capture by standard or
spatial logit models. Results show that effects not only differ by level of public access but also spatially. These
findings provide useful information for shaping regional policies that are able to address these differences
when promoting conservation for specific purposes that allow different levels of public access.
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Chapter 1
Introduction
This dissertation explores empirical models of land use and land conservation, concentrating on how
spatial factors and a tax break policy affect land use decisions in United States. First, I focus on land
conservation and study the effects of state tax break policies on the percentage of acres protected by a county.
Next, I concentrate on the advantages of applying a conditionally parametric model that incorporates spatial
interaction to a considerably large dataset of land use in Chicago. Finally, I use these findings to estimate a
similar model that focuses on how variables such as biodiversity and location affect the probability of levels
of public access on easements.
Land use is a widely study topic in the economic literature. In the urban framework, Van Thu¨nen
(1966) and Muth (1969,1971) took the first steps and studied how rent varies with location. Since then, this
field has grown substantially providing a variety of theoretical and empirical models to help explain land
use decisions and effects, in urban and rural settings. In recent years, spatial econometric techniques have
added more elements to help explaining land use patterns (Carrion-Flores and Irwin, 2004; Brady and Irwin,
2011; Klier and McMillen, 2008; McMillen and McDonald, 1999). Land conservation arises as a particularly
interesting land use because it commonly involves a more permanent decision. Even though many studies
focus on conservation determinants and location, there still are problems to explore. In this dissertation, I
concentrate on land conservation and apply econometric techniques to explain the effects of specific policies
and land use patterns of conservation purposes.
The first essay focus on the effect of state tax breaks on the decision of conservation. Acres conserved by
Land Trusts doubled between 2000 and 2010 (Land Trust Alliance Census, 2010). State tax breaks are one of
many incentives in place to promote private land conservation. Even though they have been used for almost
twenty years in some states, their actual effect on the amount of acres protected has not been measured yet.
It is important to evaluate particular policy effects as state resources are limited and they might be better
assigned if policies are not achieving their intended goals. To address this gap, I use county-level data to
estimate the effect of state income tax breaks on the percentage of land protected in each county, between
1990 and 2010. Using optimal matching and a panel fixed effect model, I study tax breaks that occur at
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different points in time. I concentrate on the eastern region of the continental US (East to the Mississippi
River) and compare percentage of acres protected in counties with a tax break against counties that have
not implemented this policy. Results show that the flow of acres protected per year more than doubled in
counties with a state tax break. Anticipatory effects are useful to see how the effect of the policy varies some
years before and after its implementation.
The second essay explores one of the most useful econometric techniques to incorporate spatial effects to a
micro-level dataset. Spatial AR and spatial error models are useful to account for spatial effects, but because
of the way they incorporate space, they require the inversion of an n×n weight matrix. Large datasets make
this difficult to accomplish and although possible in same cases, it could still be time consuming. Also, the
definition of the weight matrix implies using a specific criteria to determine how close observations are. This is
generally based on contiguity, which is harder to justify when using micro-level datasets. Furthermore, these
models tend to be sensitive to functional form misspecification and work better when the same functional
form holds throughout the sample area. A better alternative is to use a conditionally parametric model
that imposes little prior structure on the data and estimates a distribution of coefficients to show spatial
variation throughout space.
I estimate the probability of residential use of each building in Chicago using a conditionally parametric
probit model. I use a geo-referenced dataset of 474,170 observations and distance variables to explain how
these variables affect the probability of residential or commercial use. This technique provides a significant
increase in predictability compared to standard probit models and an interesting pattern of spatial effects
variation. Results suggest that a single parametric structure cannot explain the variations across the entire
city. With the conditionally parametric estimation, coefficients vary smoothly over space showing regional
effects and patterns.
The third essay moves further on land conservation decisions and analyzes the determinants of different
conservation purposes through the level of public access. First, a simple theoretical model considers the
problem of an agent that protects a particular area and chooses the the level of public access which maximizes
the utility function. I focus on different factors such as biodiversity, distance variables and demand-side
factors. Taking advantage of the findings in the first essay, I use a conditionally parametric multinomial
logit to estimate the probability of different levels of public access and how the afore mentioned variables
affect that decision. A parcel/area level dataset provides detailed information on conservation easements
and their specific access level. County census variables and spatial data complement the analysis. Results
show that effects vary across regions and levels of access. This highlights the importance of a regional policy
approach to deal with specific conservation goals.
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Chapter 2
Do State Tax Breaks for Land
Conservation Work?
2.1 Introduction
In recent years, many states have adopted incentives for private land conservation. This makes sense
considering that more than half of the species listed under the Endangered Species Act have at least 80% of
their habitat on private property (USFWS, 1997) (Parkhurst, 2002). Some states have implemented income
tax breaks for land conservation on the premise that this incentive can influence people’s behavior. However,
the loss of tax revenue presents a trade-off of these conservation policies. The question that follows is: do
these tax incentives affect the private land use decision and translate into more acres conserved?
Two aspects of the land conservation scenario are useful for this study. First, conservation tax incentives
are becoming more popular, yet only sixteen states have adopted these extra incentives. This presents an
opportunity to provide an estimation of the effect of these policies by using impact evaluation techniques.
Second, two categories of conservation are possible: fee simple and easement. This distinction provides more
information for the analysis. Given that some tax breaks only apply when land is conserved through an
easement, it is expected that an effective tax break will translate into more acres conserved in that category.
However, if the total amount of acres conserved remains the same, the tax break just decreased conservation
through fee simple in favor of conservation through easement.
To show how state income tax breaks affect the number of acres donated for conservation in different
states, I first estimate a panel fixed effect model. I use fixed effects by county and state to control for
idiosyncratic county and state characteristics that remain unchanged through time, along with year fixed
effects to account for specific shocks common to all states. I assume that treatment and control groups are
comparable except for unobservable characteristics that are invariant through time. I find that, in eastern
states, a tax incentive increases the flow of conservation per year per county. Using similar counties as a
control shows what conservation would have been like in the absence of the tax incentive. The key aspect is
for these two groups to be comparable in some characteristics that affect conservation, such as geography,
climate, and urban development. I concentrate the analysis on a county-year level balanced panel between
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1990 and 2010, for the eastern region of US.
A second approach improves the estimation by using observable characteristics to assure that treatment
and control groups are comparable. Characteristics like land value, the proportion of land cover in forest,
and population density can determine the proportion of land available for conservation. I use optimal full
matching (Rosenbaum, 1991) to create treatment and control groups that are balanced on certain covariates
of interest. This type of matching generates matched sets by optimally minimizing the distance between
covariates. The number of treated and control observations in each matched set is determined by the full
matching algorithm. Panel estimations after matching also show that states with tax breaks have increased
the number of acres protected.
I am able to study the effect of these policies due to a new dataset (PADUS Version 1.3). Recently, there
have been advances in collecting data with information regarding date of conservation for parcels. Knowing
if a certain parcel was conserved before or after the implementation of the tax break policy is the key to
measuring the impact of the incentive. The process of collecting information about date of conservation
is still in progress, but it is a starting point to opening the discussion on how to influence private land
conservation.
Some studies analyze policy effects on land conservation, such as, Anderson and King (2004), Anderson
(2005), Polyakov and Zhang (2008), Parker and Thurman (2011), Sundberg (2014), Suter et al. (2014). In
particular, the Parker and Thurman working paper (2015) concentrates on the effect of state tax incentives.
They develop an income tax calculator to quantify the after tax price of donating an easement and use a
state-level panel data to analyze how acres donated through easements grow as a result. However, there is
no study that analyzes the global effect of state tax breaks on the amount of acres protected.
I use the percentage of acres protected per year by county to measure land conservation. County bound-
aries, although subject to some change, are more permanent across time than parcel boundaries. This makes
it easier to analyze the change in acres protected in a particular area, before and after a tax break. Another
aspect to consider is that county size differ greatly across states. To account for this issue I use the per-
centage of acres protected instead of total acreage under conservation as the dependent variable. I consider
the flow of conservation, which represents the increment of acres that are protected each year, adding to the
total amount of acres permanently protected.
Finally, I generate placebo laws to test the results in two different ways. First, I test how the different
estimations perform under randomly generated placebo treatment. I find that fixed effect panel estimations
using either raw data or a matched sample show no effect of treatment. Second, I run a Monte Carlo
simulation to check robustness of standard errors clustering. I find that clustering standard errors by state
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reduces the rejection rate of the null hypothesis of no effect to what one expects, at a given significance level.
As an additional alternative to standard error correction, I collapse data to two effective periods, before
and after a tax break, and find that tax breaks increase the number of acres protected in counties with the
incentive.
2.2 A Brief Review of Conservation Tax Incentives
Land conservation has exponentially grown in the past years making government incentives much more
frequent and worthy of analysis. Federal incentives have existed for almost fifty years and are now reach-
ing the state level as well. The fact that only some of the states start have implemented tax breaks for
conservation in recent years allows the use of impact evaluation techniques to study the effect of these
policies.
Individuals have different ways of setting land aside for conservation: fee simple or easement. Under
fee simple, the landowner sells or donates the land to a Land Trust who then owns all the rights on that
particular parcel. A conservation easement is a legal agreement between a landlord and a land trust or
government agency to protect the conservation value of the land by limiting its use permanently. This legal
restriction generally allows the normal use of the land, in agriculture for example, and the construction of
new structures related to that use, but forbids any kind of development. The landlord can still sell the land
or pass it on to heirs, but the new owners will still be bound by the easement.
The distinction between fee simple and easement is important because some incentives only allow for tax
credit when the conservation is through an easement. Federal tax breaks apply only to easements, whereas
some state tax incentives apply to both, easement and fee simple. When the tax deduction only applies to
parcels with a conservation easement, considering just the increment in the amount of acres protected through
easement can be misleading. Analyzing both categories show if total conservation is actually increasing or
just changing from one to another.
Two federal incentives promote land conservation under easement. An income tax incentive allows
landlords to deduct the market fair price of their land, up to 50% of their adjusted gross income (100% for
farmers and ranchers), for as long as 16 years. This incentive started in 1964 when the government allowed
as a charitable deduction the value of certain wooded area with a scenic view near to a federal highway. It
was in 1969 when the Tax Reform Act ruled about those types of charitable donation deductions related to
conservation (Internal Revenue Code, Section 170 (f)). The law has been adjusted several times since then
until the last reform in 2006, when it was greatly expanded to reach the level of benefits known today. Estate
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taxes arise as another way to promote conservation. In 1997, a law established an estate tax exclusion of up
to 40% of the value of land where an easement for conservation have been placed, up to $ 500,000 (Internal
Revenue Code, Section 2031(c)).
The increasing interest in land conservation has encouraged many states to also offer some incentives.
State tax breaks arise as one of these strategies. Even though each state has some unique features, the
incentive usually consists of a state income tax deduction of part of the donated land value. Sixteen states
adopted these extra incentives between 1983 and 2011. The list of states includes: Arkansas, California,
Colorado, Connecticut, Delaware, Florida, Georgia, Iowa, Maryland, Massachusetts, Mississippi, New Mex-
ico, New York, North Carolina1, South Carolina, and Virginia. I present the date of implementation and
highlights of each state tax incentive on Table 2.1.
2.3 Data
I concentrate the study on the eastern region of the continental United States. I combine several datasets
and construct a county-year panel with the amount of acres protected between 1990 and 2010. I include
land cover characteristics, along with agriculture and population census variables.
The basic conservation dataset is the Protected Area Database of the United States (PADUS), Version 1.3,
developed by US Geological Survey Gap Analysis Program. This dataset includes maritime and terrestrial
protected areas in continental US, Alaska, Hawaii, and Puerto Rico. The key aspect of this dataset is that
it includes the date each parcel was protected. This specific feature allows me to reshape the data into a
panel to study conservation trends and policy effects.
PAD-US is a parcel/area level dataset with information on 30 attributes for 734,515 protected areas.
Attributes can be grouped in two sets. The first set of attributes provides identification information for
each area. It includes name of the organization that owns and manages the land, name of the area, source
of information and other identification features. The second set of attributes refers to some characteristics
of the protected area. Category refers to the way the land is conveyed for conservation. Areas can be
owned by Fee Simple or an Easement can be created to restrict development and enforce land conservation.
GIS Acres represents the size of the protected area, in acres, obtained from the geometry tool in arcGIS
software. Other attributes are the level of public access permitted in the protected area: Open, Restricted or
Closed (Access), and the level of intervention permitted for biodiversity conservation purposes (GAP Sts).
This Level of allowed intervention is coded from 1 to 4, from minimal intervention to no restrictions. The
last attribute in this set is Date Est, which records the date the area was protected. This is a new feature
1North Carolina have eliminated the tax credit program, effective January 2014
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incorporated in the last version of PADUS, and it is what makes the analysis on this paper possible.
PAD-US dataset has many advantages worth noticing, but at least one important weakness for the
purpose of this study. On the advantages side, it is the first comprehensive collection of protected areas in
US. It includes Fee Simple and Easements for lands held by national, state, and some local governments
and non-profit conservation organizations. The completeness of the dataset allows me to study the effect
of conservation incentives on the total amount of conservation, not just Fee Simple or Easements. Other
protected areas datasets include only one of these categories, concentrate only on some types of ownership,
or limit the analysis to one state. The main weakness of PAD-US dataset is the coverage of the date
of conservation attribute. As this is a new feature, its completeness is still in progress. The Datasets’
coordinators concentrate their efforts on first gathering the date of establishment for areas with minimal
and moderate management intervention, classified as GAP Status codes 1 and 2. They plan to extend this
coverage in future versions.
I restrict the analysis to continental US areas where the date of conservation has been recorded. Problems
in data collection result in overlaps of some areas that need to be addressed manually and exceed the scope
of this study. After combining Fee Simple and Easement layers, and discarding areas with no date of
conservation, I have information on 171, 017 protected areas. I do not include maritime protected areas.
The effect of a tax break is easier to interpret if the unit of observation is relatively permanent. Boundaries
of parcels and protected areas usually change over time, and tracking the same protected parcel over the
years is a hard task. A better approach considers a more permanent unit of observation where conservation
in a particular area can be compared at different points in time. County boundaries, although still subject
to some change, tend to be more stable. I overlay the US county shapefile on the combined fee and easement
PAD-US layers. Using the arcGIS intersect tool, I assign each protected area to a county and calculate
protected acreage (using the geometry tool) per parcel/area. Finally, I reshape the data to get a county-year
total of acres protected. The result is a balanced panel between 1990 and 2010.
Several land features and socio-economic characteristics can affect conservation. Population density
and urbanization can determine how much land is available to be protected. Areas near highly developed
regions would probably have a high development value, and restricting their development with a conservation
easement will be less appealing. Farm areas with higher agriculture value are more attractive for conservation,
specially since easements generally allow this type of land use. The primary type of vegetation in the area
can also be an important factor to consider. I combine land cover data, population census and agriculture
census data to create a set of covariates that are useful as controls variables .
Land Cover data is in raster format with a spatial resolution of 30 meters, that shows a 21-class scheme
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grouped in eight categories. I use 1992 land cover data, developed by Multi-Resolution Land characteristics
Consortium (partnership of US Geological Survey). The eight mentioned categories refer to distinctive
types of coverage: water, development, barren, forest, shrubland, non-natural woody, herbaceous upland,
planted/cultivated, and wetlands. I extract the information from the raster and create a new dataset where
the unit of observation is a county. Each county has information on the proportion of acres in each of the
21 types of coverage.
I also combine county level data from population census, agriculture census and presidential election
results. Population census data includes yearly information on unemployment rate (1990-2010) and poverty
rate (1997-2009), and decennial information on total population (1980-2010), urban and rural population
(1980-2000), population per square mile (1980-2010), total housing units (1980-2010) and median household
income measured at the end of 1979,1989,1999, and 2009. Next, I use the last four agriculture census: 1997,
2002, 2007, and 2012. They include information regarding average farm size, total number of farms, total
amount of acres on farms per county, and average value of land and buildings per farm and per acre. Finally,
I also include percentage of democratic and republican votes cast for president for every election between
1980 and 2008 to account for political views on conservation that can influence conservation trends.
2.4 Methodology
I use optimal matching and a panel fixed effect model to measure the effect of state tax break policies.
Optimal matching helps in making treatment and control groups comparable on observable variables. Panel
estimation allows me to study tax breaks that took place at different times during the period under analysis.
In recent years, empirical research on the causal effects of programs or policies has grown considerably.
Basically, these studies are interested in measuring the change in some outcome of interest, for subjects that
have been exposed to the program or policy. The well known problem is that the same subject can only
have one outcome: the subject is either exposed to the program or not. This poses some questions on how
to find a reliable control group that mimics the one treated so that the difference in outcomes between both
groups identifies the consequence of the program.
I am interested in measuring the effect of a state tax break for conservation on the flow of acres conserved
per year and by county. Difference-in-difference estimation is the most commonly used method in this type
of study. The key assumption is that what differentiates treatment and control groups is time-invariant
characteristics. In that sense, by comparing acres conserved in states with and without a tax break, before
and after the tax break was implemented, one is able to isolate the actual effect of the policy. In other words,
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this method is using a double difference: first, it calculates the difference within each group, before and after
the tax break, and second, takes the difference between those differences. This procedure removes permanent
differences between both groups as well as time trend differences not related to treatment. Formally:
δDID = (E[Yi|Si = 1, Ti = 1]− E[Yi|Si = 1, Ti = 0])
− (E[Yi|Si = 0, Ti = 1]− E[Yi|Si = 0, Ti = 0]),
where Yi are acres conserved in county i, Si = 1 if the county is in a state with a tax break and 0 otherwise,
and Ti refers to the time period: before or after the tax break.
I extend this model to a panel setting and estimate a two-way fixed effect panel model. Panel estimation
allows me to control for unobservable characteristics that are invariant through time. I include fixed effects
per county, state, and year. County and state fixed effects control for idiosyncratic characteristics that do
not change through time. This helps with the concern that tax break incentives may occur in states that
are different from the ones without a tax break. Year fixed effects control for specific shocks that affect all
counties and states. Finally, I control for some observable characteristics that may affect land conservation,
such as population density, proportion of forest, median income.
Formally:
Yit = α+ κc + γs + λt + δDit + it, (2.1)
where Yit is acres conserved in county i, at time t, κ, γs and λt are county, state and year fixed effects, and
Dit takes the value 1 to indicate that the county i is in a state that has a tax break, after the tax break is
in place.
Difference in Difference is a good approach when treatment and control groups are somehow similar on
observable characteristics. To improve comparability, I use matching methods to create two groups that are
similar on the observables of interest. Matching achieves this by comparing and matching treated and control
observations on specific covariates before any treatment takes place. This step eliminates the differences on
observables between groups and produces unbiased estimators of the effect of the policy on the treated group.
Propensity score matching is probably the most common approach for matching on observables (Rosen-
baum and Rubin, 1983). This method uses the covariates to estimate the probability of treatment for each
observation (logit estimation), and then matches observations with similar probabilities. Matching meth-
ods assume ”unconfoundedness” and common support of covariates. Unconfoundedness states that given
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observable characteristics, potential outcomes are independent of treatment assignment. Common support
states that treatment and control observations have similar covariate distributions that allow me to find a
match.
A problem that arises when matching directly on covariates is how to handle a large number of variables
to produce a multivariate matching. Propensity score matching addresses this issue by reducing many
covariates to a single number that shows the probability of receiving treatment. In this particular case,
one can think of propensity score as a way to relate county covariates to certain characteristics that those
counties have because they are in a particular state. In other words, it measures the distance between
counties by projecting them onto the state they are in. Another approach is to use Mahalanobis distance
matrices. These distance matrices follow the same idea of reducing many covariates to a single number,
but without considering the relationship to the treatment or assuming any functional form. Basically, a
Mahalanobis distance matrix measures similarities between covariates by calculating the distance of each
covariate in units of standard deviations. Formally (Rosenbaum 2010):
(Xk −Xl)T Σˆ−1(Xk −Xl)
where Xk and Xl are covariate matrices for treatment and control, and Σˆ is the covariance matrix of X.
As Rosenbaum (2010) pointed out, Mahalanobis distance matching works best when the data are normally
distributed. Because it uses standard deviations as a measure of distance, this is not the best approach when
the data has outliers or a long-tailed distribution. In those cases, the standard deviation will be inflated,
giving less weight to covariates with those distributions. This is an actual problem in my dataset, where
counties may have huge differences in covariates. As an example, a county in Illinois may greatly differ on
the amount of forest cover with respect to a county in Maryland. This will give that particular covariate a
smaller weight when calculating the distance matrix, and a mismatch on that covariate will be less penalized
compared to a mismatch on other covariates.
A rank-based Mahalanobis distance matrix is a plausible solution to this problem. The key aspect of this
distance matrix is that it uses the ranking of the values of each covariate and an adjusted covariance matrix
2 of these ranks to calculate the Mahalanobis distance matrix. This method solves the problem of extreme
outliers and long-tailed distributions. I use Propensity Score and Rank-based Mahalanobis measures to
calculate distance matrices that are used for matching.
The second decision to make is the type of matching that better adapts to the problem under analysis. I
2The adjusted covariance matrix consists of pre and postmultiplying the rank covariance matrix by a diagonal matrix where
the diagonal elements are the ratio between the standard deviation of tied ranks and the standard deviation of untied ranks
(Rosenbaum, 2010).
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use optimal full matching which allows the matching of one treated unit to multiple controls, as well as one
control to multiply treated units. Full matching produces matched sets that are as close as those produced
by pair matching or matching with variable number of controls, and often closer matches come out. It is the
optimal matching method that minimizes the weighted average distance (Rosenbaum, 1991). Applications
of this method can be found in Hansen (2004), Hansen and Klopfer (2006), Stuart and Green (2008), and
Heller et al (2009), to name a few.
Full matching minimizes the distance between all pairs within each matched set and across all data.
The number of treated and control units in each matched set will depend on the covariates’ similarities, the
number of treated and control units, and the full matching algorithm. 3 Following Rosenbaum (1991) and
Hansen (2004), for each pair {c, t}, with c ∈ C and t ∈ T , let dij ∈ [0,∞] be the corresponding distance for
the ij observation in the distance matrix, the full matching minimizes:
∑
i∈T,S(i)>0
∑
j∈C,S(i)=S(j)
dij
where S(i) is a mapping that defines the matched sets. An algorithm that explains how optimal full matching
works can be found in Hansen (2004) Appendix.
After matching, I estimate the treatment effect of state tax break policies by estimating equation 2.1
plus a fixed effect for matched sets. Formally:
Yit = α+ κi + γs + λt + δDit + ∆S(i) + βXit + it (2.2)
where ∆S(i) is a matched-set fixed effect and, as before, δ measures the average treatment effect. The
treatment effect δ is the result of taking an average of matched-set mean differences, weighted by the
number of observations and the ratio between treated and controls on each matched set.
Standard errors that come as a result of estimating equations 2.1 and 2.2 may be misleading. The error
terms it in a county-year panel may be serially correlated, affecting the efficiency of the estimator. Bertrand
et al. (2004) show how this problem affects difference-in-difference estimations and suggest different ways
to correct it. I adopt an arbitrary covariance matrix and cluster standard errors at the state level (Liang
and Zeger, 1986, Arellano 1987, Bertrand et al., 2004). As a robustness check, I used another approach and
show the results after collapsing the data to two effective periods: before and after tax breaks (Appendix
A).
3The minimum or maximum number of controls used in a matched set can also be specify, to avoid dropping observations
or matching with many controls.
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2.5 Results
I concentrate my analysis on the East Region of United States. I present results from a fixed effect panel
estimation using both raw data and a matched sample. All approaches show a positive and significant effect
of the implementation of a tax break policy. Matching estimation also improves balance between treated
and control groups. Finally, I include some other specifications to account for anticipatory effects and also
decompose the effect of tax breaks in future years.
I focus on the East Region of the continental US because most of the states with tax breaks are located
in this region. I work with a widely used comprehensive definition of eastern states that also includes the
first tier of states west of the Mississippi river (Figure 2.1). Twelve states implemented a tax break between
1990 and 2010: Arkansas (2009), Connecticut (1999), Delaware (2000), Florida (2009), Georgia (2006),
Iowa (2008), Maryland (2001), Mississippi (2003), New York (2007), North Carolina (1983), South Carolina
(2001), and Virginia (2000). Massachusetts put into effect a tax break in 2011 and it is treated as a control
state in this study. North Carolina had a tax break between 1983 and 2014, so it is always considered a
treated state. I use a balanced panel from 1990 to 2010, with a county-year unit of observation.
I present summary statistics by state for the outcome variable and some covariates (Table 2.2). I only
include: percentage of undeveloped acres protected, agriculture value per acre, population density and propor-
tion of forest, to get a rough idea of some key values. The average percentage of undeveloped acres protected
doubles for some states after treatment, but decrease for others. All other variables greatly differ between
particular states with a tax break and particular states without it. This is not necessarily a problem. The
crucial point is for treatment and control groups to be comparable as a whole.
2.5.1 Matching and Panel Estimation
Difference-in-Difference estimation is based on the assumption that both groups, treatment and control,
are comparable except for unobservable characteristics that are invariant through time. I first present results
for a fixed effect panel estimation. Then, I adjust comparability between groups using full matching and
re-estimate the panel model. I also include some specifications to consider lagged and anticipatory effects of
tax breaks.
Land Conservation for treated and control groups show similar trends before tax breaks start (Figure
2.2). Both trends show the same slope before 1999 and even during the first few years after that. By 2001,
five states have already implemented tax breaks. A bigger effect starts showing up around 2002 and the
difference between both groups grows around 2006. The last five tax breaks take place between 2006 and
2009 .
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Similarities in conservation trends show that treatment and control groups are comparable. One possible
concern is endogeneity of the tax break policy. States may have different reasons that make them more
inclined to pass a tax incentive bill. A state with higher conservation rates may pressure the local and
state government to expand fiscal incentives for land conservation. The opposite scenario is also possible.
A state with very low conservation rates, can try to persuade legislators to pass bill incentives to increase
conservation in the area. What helped the state level decision of adopting a tax break incentive may depend
on unobservable characteristics. Conservation trends that move at a similar pace reinforce the assumption
that lack or excess of conservation in a particular state is not driving the implementation of a tax break
policy.
Matching on observable characteristics can improve comparability between treated and control groups.
Even though comparability a priori is good, there is some room for improvement. I want to make sure that
the outcome of the control group mimics the potential outcome of the treated group, would it have not been
treated.
The decision of which specific variable to use for matching can have a considerable effect on the balance
between groups. There is a trade-off between balance and the final number of matched sets that will
depend on the variables used for matching and the distance matrix. Depending on the treated and control
samples, matching on some covariates can significantly reduce the number of matched sets. Variables that
differ significantly between groups are difficult to match. However, if those variables are important for
conservation, they cannot be left out.
I use a set of covariates to create two distance matrices using propensity score and rank-based mahalanobis
distance measures, respectively. I consider all variables at the same point in time, the year 1998, before any
tax break started. The set of covariates are: average rate of undeveloped land protected per year between
1990 and 1998, cumulative percentage of undeveloped land protected, percentage of farms, agriculture value
per acre, unemployment rate, median household income, population density, percentage of votes cast for
democrats in presidential election, and proportion of land covered in forest4. Forest areas are generally the
focus for conservation, providing clean air and wild habitat for different species.
The chosen covariates for matching influence conservation in different ways. One would expect that
counties with more acres in forest will also have more acres protected. Similarly, landowners can place an
easement on their farms and conserve that area, restricting development but with the possibility of keeping
the agriculture use of the area. The opposite will probably be true for highly populated areas. Including the
cumulative percentage of undeveloped land protected is a good baseline and helps matching counties that
4Proportion of forest correspond to the year 1992
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were alike in the amount of protection before treatment. However, it also assumes that counties with similar
percentages of land protected are also similar in their future conservation trends. Matching on the average
rate of undeveloped land protected can minimize this potential problem. I use proportion (or percentage)
of areas (farms, forest, acres protected) to account for county size.
I use full matching using a propensity score distance matrix with a caliper of 0.1 standard deviations.
From 421 treated and 775 control counties, this matching produces 165 matched pairs. It drops 1 treated and
9 control counties. The dropped treated county is Pickens (South Carolina), home of Table Rock State Park.
Forest cover approximately 77% of the county area. Dropped control counties are from Illinois (3), Kentucky
(2), Louisiana (1), Minnesota (1), New Hampshire (1), and Vermont (1). They show an extremely low or
extremely high rate of conservation between 1990 and 1998. They are also outliers in terms of percentage
of farms and proportion of forest.
Overall balance after matching gets significantly better. In particular, balance improves on percentage
of farms, proportion of land covered in forest and population density. (Figure 2.3). The first two variables
directly affect availability of land for conservation, and population density is a good measure of how much
developed there is in a county. The standardized differences that remain between means in treatment and
control groups are not significant (Hansen and Bowers, 2008). After matching, the new control group is a
better representation of the treatment group (Table 2.3).
Matching using rank-based mahalanobis distance matrix and a caliper of 3 standard deviations also
improves balance with respect to the original sample. Overall balance improves but it still shows some
imbalance on certain covariates (Figure 2.4). Specifically, percentage of farms and proportion of forest show
significant standardized differences in means.
This matching constructs 156 pairs, similar to the 165 pairs for propensity score, but drops many more
observations. It does not find a match for 133 treated and 327 control counties. Summary statistics show
that dropped treated counties have higher population density and lower agriculture value per acre. Control
counties are also in the lower range of agriculture value and show a low average rate of conservation per year
(Table 2.4).
After improving balance between treatment and control groups, I estimate the treatment effect. The first
specification follows equation 2.1. I use fixed effects by county, states and year to control for the effect of
county and state idiosyncratic characteristics that are constant through time, as well as any time shocks that
are common to all states. The second and third specifications follow equation 2.2. These also include fixed
effects for each matched set and an treatment term that averages the effect for the whole sample. The matrix
of covariates includes: percentage of farms, average farm size, agriculture value per acres, unemployment,
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median household income, population density and percentage of votes cast for democrats in presidential
elections. The dependent variable is the percentage of undeveloped land protected per year (Table 2.5).
Results are similar for all three specifications. Panel estimation without matching show that tax breaks
have a positive and significant effect on the amount of acres protected. Tax breaks increase the percentage
of undeveloped land protected in 0.0708 percentage points (Column 1) in counties with tax break. Both
matching estimations slightly increase the coefficient of interest. Rank-based mahalanobis matching shows
the highest effect of a tax break, but reduces the number of observations in almost one third. Also, the
balance between treatment and control was relatively poor. Propensity score matching improves balance of
the sample without dropping a large number of observations. It estimates an effect of a tax break of 0.0712
percentage points for treated counties (Column 2). A treated county protects on average at a rate of 0.06%
undeveloped land per year. All panel estimations suggest that after a tax break a treated county will more
than double the rate at which it protects undeveloped land, reaching between 0.13% and 0.14% per year.
Anticipatory Effects
A tax break policy may affect conservation rates differently at different points in time. Landowners may
react to a tax break a couple of years before it starts, and may have a dynamic response a few years after
its implementation. I present the results with this new specification and explain the effects in terms of the
amount of acres protected.
I consider both anticipatory and lagged effects to pinpoint differences in conservation rates per year before
and after tax breaks. On the one hand, the announcement of a tax break policy can hold conservation until
the policy is in effect. One can expect to see a negative effect one or two years before a tax break. On the
other hand, the implementation of the policy can affect the consequent years in different ways. It may take
a few years for landowners to understand the new incentives, which may delay the actual effect of the policy.
Or the effect could be higher in the first few years, compensating an anticipatory negative effect, and slowly
fading out in future years. Formally:
Yit = α+ κc + γs + λt +
m∑
τ=0
δ−τDi,t−τ +
q∑
τ=1
δ+τDi,t+τ + it, (2.3)
where
∑q
τ=1 δ+τDi,t+τ captures anticipatory effects, assuming the tax break have occurred τ years sooner,
and
∑m
τ=0 δ−τDi,t−τ captures lagged effects, as if the tax break occurred τ years later.
I estimate both effects using the second model from Table 2.5, column 2: full matching with a propensity
score distance matrix, and fixed effect panel estimation. I show two new specifications: one with only
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anticipatory effects and the other one with both, anticipatory and lagged effects.
The first specification (Table 2.6, column 2) shows a significant effect for the year of the tax break and a
year before. As expected, the rate of conservation for the previous year of a tax break decreases. Compared
to the conservation rate in treated counties, conservation decreases in 0.0295 percentage points. Once the
tax break is in place, treated counties protect 0.0755 percentage points more undeveloped land than before.
This increment represents the effect of tax breaks, net of the anticipatory effect.
The second specification includes anticipatory effects and also estimates how tax breaks affect conser-
vation in future years. Significant effects appear at the year of implementation and later in time, four and
seven years after. The effect for the year of the tax break is higher than previous specifications (0.0921
percentage points). The reason for this difference is that, by decomposing the lagged effect, one can see that
an increase in land conservation happens primarily during the first year of a tax break. The next significant
increases happen at years four and seven, 0.0243 and 0.0759 percentage points, respectively. This reinforces
the hypothesis that, after the first response to a tax break. it may take a while for landowners to learn
about the new incentive and decide to protect their land.
The question that follows is how much more land is protected as a result of a tax break incentive.
Percentage points show that the average conservation rate more than doubles after the tax break. But what
does this mean in terms of acres protected? I show conservation rates and the amount of acres protected on
an average treated county (Table 2.7).
Estimations show how tax breaks affect conservation on treated counties. An average treated county’s
undeveloped area represents almost 94% of its total area. This translates to approximately 420,000 acres.
Counties with a tax break protect, on average, 0.0654% of their undeveloped land the year before a tax
break (approximately 27, 500 acres). The rate of conservation for the year before a tax break is calculated
as an average for the calendar year before a treated county puts in place a tax break incentive. The first
estimation in Table 2.6 show an increase of 0.0709 percentage points that translate in a new conservation
rate of 0.1363% per year (Table 2.7, row 1). In terms of the amount of acres protected, this means that tax
breaks will result in 57, 000 acres protected every year on an average treated counties. This estimation does
not consider any anticipatory or lagged effects
Including anticipatory effects show how information on upcoming law changes can affect land conservation
decisions. Two years before tax breaks incentives start, treated counties protect land at a rate of 0.0937%.
This average is the rate of conservation at t− 2. At this time, treated counties protected on average 39, 000
acres per year. The second specification in Table 2.6 shows that the year before a tax break, i.e. t− 1, the
rate of land conservation decreases in −0.295 percentage points. One can observe on average 27, 000 acres
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protected that year, 12, 000 acres less compared to a year before. The yearly rate of conservation reaches
0.14% for the first year of a tax break, and the number of acres protected is on average 59, 000 (at t). This
shows the net effect for the first year of a tax break, probably higher compensating for some reduction due
to the anticipatory effect. After the decrease of conservation the year before, once the tax break is in place,
landowners who were waiting move forward and donate their land.
Lagged treatment dummies help clean the effect of treatment for the first year and decompose the effect
for future years after a tax break implementation. The third specification shows almost the same anticipatory
effects as before. The first year of a tax break, the effect is 0.092 percentage points (Table 2.7, row 5). This
translates into a new estimated conservation rate of almost 0.16% for the first year, an average of 66, 000
acres. Lagged effects appear four years after a tax break started, with an increase in the conservation rate of
0.0243 percentage points. At t+ 2, i.e., the third year after a tax break, treated counties protect on average
0.10% of the total stock of undeveloped land. The estimates forecast an increase in that rate, reaching
almost 0.13%. The number of acres protected per year at this point is almost 54, 000. At year seven (t+ 6),
the conservation rate increases again and reaches almost 0.23% (0.0759 percentage points more than the
conservation rate at t+ 5). Treated counties protect on average 95, 800 acres that year.
A back of the envelope calculation can help to quantify how much states give up in loss fiscal revenue.
States with a tax break allow a deduction from the state income tax that ranges between 25% and 50% of
the fair market value of the land donated. Land donors can input the dollar value of the donation as a tax
credit, i.e. the deduction is subtracted directly from the tax owed.
Two different scenarios produce a lower and upper bound for this calculation. I use the specification of
no anticipatory or lagged effects which conservatively estimates an average of 57, 000 acres protected in an
average treated county the year of a tax break. The average agriculture value per acre for the year of a tax
break is approximately 4, 000. I do not have the actual prices for land donated, but the agriculture value
per acre is a good approximation of the land market value. The first scenario considers the lower bound
deduction of 25% of the value of the land. This means that states with a tax break get $1, 000 less per acres
protected (4, 000 × 0.25). The second scenario considers an upper bound, with a deduction of 50% of the
land value. These states get on average $2, 000 less per acres protected (4, 000× 0.50).
Since in an average treated county landowners donate 57, 000 acres the year of a tax break, the average
deduction can range between $57 and $114 millions for the State (57, 000×4, 000×0.25 and 57, 000×4, 000×
0.5). Because some states have a tax credit limit per year, this deduction is sometimes carried over several
years. However, the total amount deducted in the end will still be the total amount presented here.
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2.5.2 Risk Set Matching
A second approach to matching uses the full panel instead of only data before any treatment for matching.
This is known as risk-set matching and it refers to matching observations that are ”at risk of receiving
treatment”, before they are treated (Rosenbaum, 2010). The theory of this type of matching is explained in
Li et al. (2001), and some applications include Wu et al. (2008), Rosenbaum and Silber (2009), Silber et al.
(2009), Nieuwbeerta et al. (2009).
I match treated county-year observations with control county-year observations. Control counties are
all observations that were never treated and if they were, I use only all years before treatment. Treated
counties are the ones with a tax break, but only the first year of treatment 5. This reduces the matching
set to 22, 161 observations, 421 treated and 21, 740 controls. Before dropping treated observations after the
first year of treatment, I calculate the average percentage of undeveloped land protected per year five years
in the future. I use this later as the dependent variable to measure the effect of the tax break incentive.
I use the same two methods to build two different distance matrices: propensity score and rank-based
mahalanobis. The set of covariates used to calculate distances for both methods includes: cumulative
percentage of undeveloped land protected the year before a tax break, agriculture value per acre, population
density and proportion of forest. Three other distance matrices work as penalties to avoid certain types
of matching. The first penalty matrix avoids matching counties with itself. The second penalty matrix
avoids matching a treated county with a control one from a later year. The third penalty matrix avoids
matching a treated county with a control county that will become treated in the next five years. The final
two distance matrices include the base propensity score or rank-based Mahalanobis distance matrix, with
the three penalty matrices.
Optimal full matching based on the propensity score results in better balanced treatment and control
groups. Some of the covariates show less standardized differences compared to the raw sample. There are
still some significant standardize differences in agriculture value per acres and proportion of forest, although
their values are not that high (Figure 2.5). Overall balance for the whole sample improves.
Using a rank-based Mahalanobis distance matrix improves balance relative to propensity score distance
matrix. The standardized difference in mean for agriculture value per acres is still significant, but the
other three covariates do not show significant standardize differences (Figure 2.6). Overall balance is better
compared to the raw sample and similar to the one achieved with propensity score matching.
After full matching both approaches yield similar results. Propensity score matching drops 33 treated
county-year observations and 1663 control county-year observations. It matches only 4 one-to-one pairs.
5After a tax break is in place, the treated county is always treated. Once that county-year observation is matched with a
control, it cannot be used anymore
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Rank-based mahalanobis drops 32 treated county-year observations and 1,682 control county-year observa-
tions. It forms 25 one-to-one pairs. The final number of observations is similar for both, 20,465 and 20,447
respectively. Finally, I estimate a modified version of equation 2.2, where the dependent variable is the
average percentage of undeveloped acres protected per year, during the five years that follow a tax break
incentive.
Results of risk set matching with panel estimation are similar for both, propensity score and rank-based
Mahalanobis (Table 2.8) . Using rank-based Mahalanobis distance matrix shows a higher effect of tax breaks
compared to propensity score matching. Including a a matrix of covariates improves the adjustment of the
model and slightly reduces the coefficient of interest. Results are comparable to the other matching approach.
Using a rank-based Mahalanobis distance matrix seems to be the better approach for risk set matching since
it improves balance and does not drop many observations.
2.5.3 Robustness checks
I expand the analysis to make sure results are robust to misspecification. First, I estimate the effect of
tax breaks with randomly generated placebo laws. Second, I test the robustness of standard error correction
using two different approaches: a Monte Carlo simulation for placebo laws and collapsing data into pre and
post treatment periods (Bertrand et at., 2004).
Placebo Laws
Placebo laws can be useful to check how the model performs. Randomly generated placebo tax breaks
should not show any effect on land conservation. I generate placebo laws for two samples and estimate
equations 2.1 and 2.2. I find no effect of this placebo laws on the yearly rate of conservation.
One way to check the robustness of results is to randomly assign treatment to treated and/or control
states and see how the model performs. Under this assumption, there is no reason to believe that this
placebo treatment will show any effect on land conservation. One would expect that previous estimations
show the actual effect of tax break laws, and that the increase in conservation is not just randomly explained
by the data itself. I choose two different sets of states and assign random treatment to check this hypothesis.
The first approach takes a sample of all the states in the sample that never had a tax break. This sample
consists of 18 states with no tax breaks between 1990 and 2010. I then randomly select five of those states
and assign a tax break law for a specific year. The year is also randomly selected between 1995 and 2005,
to ensure enough observations available after the placebo tax break. I replicate Table 2.5 and estimate a
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panel fixed effect model without matching (column 1) and with matching using propensity score and rank-
based Mahalanobis distance matrices (columns 2 and 3, respectively). Treated and control observations are
matched before the first tax break.
Results show no significant effects of placebo laws for the period 1990-2010 in control states (Table 2.9).
Panel estimation after matching using rank-based Mahalanobis distance matrix shows a negative effect,
significant at 10%. A possible explanation for this significant result is that Rank-Mahalanobis does not
achieve a good balance in the cumulative percentage of acres protected before a tax break. This seriously
compromises comparability between treatment and control groups. Also, it uses almost half the number of
observations, resulting in less reliable coefficients. Results from the other two estimations are not significant
strengthening the arguments in favor of matching with the propensity score distance matrix.
The second approach uses all states, treated and controls, but before any tax break starts. This sample
consists of a balanced panel of 30 states between 1990 and 1998. I exclude North Carolina from the sample
because its tax break started in 1983. Following the same steps mentioned before, I randomly assign placebo
laws to 10 states, for a specific year randomly selected between 1992 and 1995. I estimate the same three
specifications.
Results are similar, showing no significant effect of placebo tax break laws (Table 2.10). Rank-based
Mahalanobis estimation shows again a slightly significant effect. The same reasons apply here and the
aforementioned conclusions continue to be true.
Randomly assigned placebo laws show no effect on land conservation and support the selected model
specification. Matching using the propensity score distance matrix is the preferred estimation to measure
the effect of these tax breaks. The next step is to check if standard errors are robust and if coefficients are
as significant as expected.
Robustness of Standard Errors
First Approach: Monte Carlo and Placebo Laws
A Monte Carlo exercise with placebo laws can help to support the method selected for correcting serially
correlated errors. I follow Bertrand et al. (2004) and randomly select states with no tax break and assign
them treatment at random years. One expects to reject the null hypothesis of no effect around 5% of the
time, at a significance level of 5%.
I use the same two samples as before for this exercise. First I use a sample of all states that never had
a tax break (18 states, for the period 1990-2010). Then, I use a second sample of all states before any tax
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break started (30 states, for the period 1990-1998). I follow the same steps as before and randomly assign
placebo laws for specific years. For each sample, I run a Monte Carlo experiment of 200 simulations, where
I estimate equation 2.1 for 300 different placebo laws assignment.
Results are different depending on how standard errors are calculated. I report the average rejection rate
where the absolute value of the t-statistics is greater than 1.96 (Table 2.11). The first t-value corresponds
to uncorrected standard errors, ignoring serial correlation. It shows that 26% of the time the model finds an
effect of tax break laws, where in fact no such effect exists. After clustering standard errors by state, the
rejection rate drops to almost 7% (first row of Table 2.11). The second sample shows similar results. When
errors are not corrected, the rejection rate climbs to a 21%, while clustering standard errors by state shows
that 6.8% of the times placebo laws show no effect.
This approach shows that in this case, clustering standard errors by state helps correct the serial cor-
relation. Rejection rates of the null hypothesis of no effect drop to their expected values when standard
errors are clustered by state. This exercise reinforces the assumption that errors are serially correlated. The
variance-covariance matrix appears to be block diagonal by state.
Second Approach: Collapsing Data, Pre and Post Treatment
Collapsing data to two effective periods is straightforward when treatment happens at one point in time
for all treated observations. However, when treatment takes place at different times, this method may not
be possible for all the sample. In this particular case I reduce the sample and use as treated only states
that passed a tax break law between 1999 and 2001. Connecticut started the tax break incentive in 1999,
Delaware and Virginia in 2000 and finally Maryland and South Carolina in 2001. I drop observations on
that implemented a tax break after 2001 but before 2010: Mississippi (2003), Georgia (2006), New York
(2007), Iowa (2008), Arkansas (2009) and Florida (2009). North Carolina has had a tax break since 1983, so
it was also dropped from the analysis. All other states in the eastern region are considered control states.
I estimate two specifications. First I estimate a simple before and after difference-in-difference model.
I define acres protected before and after the tax break as follows: acres protected before is the average of
undeveloped land protected per year between 1991 and 1998, acres protected after corresponds to the average
of undeveloped land protected per year between 2002 and 2009. I use the same set of covariates as before,
at a specific point in time: 1998 and 2009. Second, I estimate the same model with a matched sample and
a fixed effect for matched groups. I match on observable characteristics before any tax break is in effect
(1998).
Results show a positive and significant effect of tax breaks. The coefficient of interest is different from
21
the one estimated with a panel model. This is reasonable because both samples are actually different. In
the difference-in-difference approach some states are left out. Furthermore, the dependent variable is a
difference in average before and after treatment. This removes the effect of an increasing conservation trend
and increases the difference before and after treatment. However, results are comparable to panel estimations
with standard errors clustered by state. The specific equations and tables can be found in Appendix A.
2.6 Concluding Remarks
This study is a general approach to measuring the effect of State Tax Breaks on the average percentage
of acres protected per year. It concentrates on an extended region, a comprehensive definition of eastern
states of the United States, which provides a big picture of the incentive’s effect. One should interpret the
results presented here as a first approach to quantify the overall effect of these policies. Other studies have
analyzed the effect of a state tax incentive at a smaller scale, but this exceeds the scope of this paper.
State tax breaks for conservation have a positive and significant effect when analyzing their effect on
the eastern states. All estimates show that implementing a tax break increases the rate at which counties
protect undeveloped areas. An average treated county protects undeveloped land at a rate of almost 0.14%
after a tax break starts. This suggests that the rate of conservation more than doubles for counties with
a tax break. In terms of acreage, this new rate represents an average area of approximately 57, 000 acres
protected every year.
Effects of a tax break are not uniform across all years. Considering anticipatory and lagged effects
shows how these incentives have a different effect at different times. A year before a tax break, the rate of
conservation decreases by 0.0292 percentage points, an average of 12, 000 fewer acres protected. The first
year of a tax break, the rate has a peak of 0.0921 percentage points and treated counties protect on average
66, 000 acres that year. Tax breaks have no significant effect for the next two years, showing again a positive
and significant effect four and seven years after they started.
Optimal full matching improves balance between covariates. Looking at raw data, treated and control
counties’ conservation trends are similar. Nevertheless, matching on observables helps to refine balance
between both groups, making them more comparable. Propensity Score matching shows better balance and
does not drop many observations, making it the preferred approach. Its results are robust when tested under
randomly generated placebo laws.
Although tax incentives lead to increases in conservation, an important trade-off also emerges. Further
analysis needs to explore how big these tax credits are in terms of lost tax revenue for the states implementing
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the deductions. A back of the envelope calculation shows the loss in revenue for states with a tax break is
between $1000 and $2000 per acre protected. This becomes an important issue when many of these states
are facing unbalanced budgets and increasing fiscal deficits. The efficient use of public resources is generating
much debate now. It is important to study if these policies actually accomplish the goal for which they were
designed, and to measure the real effect they have. This will help policy makers quantify the effect of the
use of state resources, and help decide how to target government spending according to their needs.
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2.7 Figures and Tables
Table 2.1: State Tax Incentives
State Year Type of Conservation
Arkansas 2009 Donation of conservation easements in wetland and riparian zones
California 2001* Donation of land, easement or water rights
Colorado 2007 Donation of a conservation easement
Connecticut 1999 Donation of land or conservation easement (corporate state tax)
Delaware 2000 Donation of land or easement
Florida 2009 Conservation easement
Georgia 2006 Donation of land or conservation easement
Iowa 2008 Donations of land or conservation easements
Maryland 2001 Conservation easement
Massachusetts 2011 Donation of land or conservation easement
Mississippi 2003 Conservation easement
New Mexico 2008 Donation of land or conservation easement
New York 2007 Conservation easement
North Carolina** 1983 Donation of land or conservation easement
South Carolina 2001 Donation of land for conservation
Virginia 2000 Donation of land or conservation easement
*Not in effect between 2002 and 2005
**Tax break suspended since 2014
Table 2.2: Summary Statistics
% Undeveloped Protected Ag. Value per Acre Population Density Proportion Forest
Control Treated Control Treated Control Treated Control Treated
State Mean Sd Mean Sd Mean Sd Mean Sd Mean Sd Mean Sd Mean Sd Mean Sd
AL 0.06 0.36 2092.95 621.71 124.26 103.06 0.64 0.17
AR 0.03 0.29 1564.67 607.91 41.05 36.92 0.40 0.30
CT 0.04 0.17 10121.48 4654.86 688.82 496.83 0.54 0.13
DE 0.02 0.07 5483.37 3206.75 517.28 462.13 0.20 0.05
FL 0.07 0.42 3913.99 3785.18 208.55 242.06 0.24 0.16
GA 0.03 0.29 2963.55 2051.39 251.76 515.42 0.57 0.21
IA 0.01 0.08 2182.37 792.58 52.80 55.09 0.10 0.09
IL 0.04 0.33 2657.44 1123.20 196.72 641.95 0.15 0.12
IN 0.03 0.36 2709.58 864.86 186.03 301.98 0.22 0.19
KY 0.03 0.21 2129.16 1066.05 128.12 250.51 0.50 0.23
LA 0.12 1.04 2202.70 3365.17 152.40 392.21 0.28 0.28
MA 0.01 0.06 11590.26 7481.76 702.42 562.76 0.45 0.23
MD 0.14 0.23 4567.58 2493.15 774.62 1636.18 0.33 0.17
ME 0.26 1.35 2045.21 987.41 86.75 88.48 0.67 0.16
MI 0.02 0.14 2361.37 1252.89 185.75 425.25 0.29 0.19
MN 0.03 0.15 1752.18 985.87 77.04 231.43 0.14 0.14
MO 0.02 0.12 1597.32 728.31 200.37 756.11 0.33 0.24
MS 0.08 0.46 1314.19 547.08 52.02 37.49 0.29 0.24
NC 0.01 0.08 3816.23 2164.77 249.77 316.21 0.54 0.28
NH 0.34 0.97 3514.79 1780.48 170.24 143.33 0.77 0.09
NJ 0.02 0.16 17694.39 23237.47 1879.78 2896.19 0.37 0.16
NY 0.07 0.41 6682.84 20031.88 508.85 1208.97 0.55 0.22
OH 0.04 0.52 3723.10 3260.63 518.68 722.84 0.33 0.20
PA 0.04 0.14 4192.39 4162.17 573.35 1649.82 0.61 0.21
RI 0.04 0.16 11648.49 6238.36 1135.98 575.19 0.37 0.21
SC 0.07 0.41 2384.89 1179.10 160.54 131.12 0.49 0.14
TN 0.02 0.14 2601.74 1084.68 148.75 236.35 0.59 0.26
VA 0.15 0.50 2617.03 3735.87 640.92 1353.71 0.56 0.21
VT 0.14 0.71 2216.21 757.00 68.96 58.85 0.70 0.19
WI 0.02 0.18 2222.14 1187.35 205.38 552.46 0.31 0.21
WV 0.04 0.43 1597.23 937.82 116.26 128.92 0.76 0.12
All Region 0.0456 0.419 0.0817 0.388 3008.54 5011.46 3446.79 7785.98 254.34 812.83 382.64 975.23 0.36 0.27 0.45 0.26
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Figure 2.1: Treated and Control States - Eastern Region
Figure 2.2: Land Conservation Trends
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Figure 2.3: Balance for matching using Propensity Score distance matrix
Standardized Differences
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Figure 2.4: Balance for matching using Rank-based Mahalanobis distance matrix
Standardized Differences
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Figure 2.5: Balance after Risk Set Matching using Propensity Score distance matrix
Standardized Differences
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Figure 2.6: Balance after Risk Set Matching using Rank-Based Mahalanobis distance matrix
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Table 2.3: Standardized Differences between Treatment and Control Groups after PS matching
taxbreak=0 taxbreak=1 std.diff z p-values
% undev. protected 0.0353 0.0404 0.0392 0.6471 0.518
cum. % undev. protected 3.5772 3.5056 -0.0084 -0.1274 0.899
% area in farms 34.7825 35.7276 0.0343 1.2985 0.194
ag. value per acre 2715.7565 2744.4064 0.0052 0.0778 0.938
unemployment 5.1865 5.1029 -0.0328 -0.5271 0.598
median HH income 35344.5432 35217.6800 -0.0136 -0.2038 0.839
pop. density 338.9842 342.7020 0.0043 0.0588 0.953
% votes democrats 47.5235 47.8591 0.0388 0.5733 0.566
proportion forest 0.4183 0.4217 0.0128 0.2320 0.817
Table 2.4: Summary Statistics for dropped counties (Rank-Based Mahalanobis)
Control Counties Treated Counties
Mean St. Dev Mean St. Dev
% undev. protected 0.0383 0.1607 0.0736 0.1980
cum. % undev. protected 4.6515 10.3429 6.2017 12.6157
% area in farms 47.3179 32.0176 21.9858 20.3905
ag. value per acre 2066.1676 2367.9407 1821.4782 1260.3562
unemployment 5.1899 2.6989 4.4910 2.5216
median HH income 34509.9058 7170.2785 33817.5143 7316.8940
pop. density 225.4311 987.7626 581.0174 1404.7501
% votes democrats 46.3752 8.1331 44.8820 9.8948
proportion forest 0.3193 0.2620 0.4544 0.2662
Table 2.5: Panel Estimation Results
Dependent variable:
Percentage of Undeveloped Acres Protected
No Matching Propensity Score Rank-Mahalanobis
treatment 0.07080∗∗ 0.07120∗∗∗ 0.08730∗∗∗
(0.02900) (0.02730) (0.03170)
% area in farms −0.00085 −0.00069 −0.00083
(0.00086) (0.00085) (0.00110)
ave. farm size 0.00025∗ 0.00024∗ 0.00014
(0.00014) (0.00013) (0.00017)
ag. value per acre −0.0000004 −0.000001 −0.000001
(0.0000005) (0.000001) (0.000001)
unemployment 0.00035 0.00027 0.00107
(0.00265) (0.00268) (0.00312)
median HH inc −0.0000001 0.0000002 0.000001
(0.000002) (0.000002) (0.000002)
pop. density 0.00001 −0.00006 −0.00003
(0.00009) (0.00005) (0.00007)
% votes democ 0.00159∗∗ 0.00185∗∗ 0.00106
(0.00077) (0.00075) (0.00076)
Observations 25,116 24,906 15,456
R2 0.08800 0.08890 0.09420
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Clustering standard errors by county or year does not change results
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Table 2.6: Anticipatory and Lagged Effects
Dependent variable:
Percentage of Undeveloped Acres Protected
No Anticipatory or Lagged Effects Only Anticipatory Effects Both Effects
treatment 0.07120∗∗∗ 0.07550∗∗ 0.09210∗
(0.02730) (0.03650) (0.05540)
% area in farms −0.00069 −0.00058 −0.00072
(0.00085) (0.00082) (0.00093)
ave. farm size 0.00024∗ 0.00025∗ 0.00024∗
(0.00013) (0.00013) (0.00013)
ag. value per acre −0.000001 −0.000001 −0.000001
(0.000001) (0.000001) (0.0000005)
unemployment 0.00027 0.00045 0.00076
(0.00268) (0.00265) (0.00264)
median HH inc 0.0000002 0.0000004 −0.0000001
(0.000002) (0.000002) (0.000002)
pop. density −0.00006 −0.00006 −0.00007
(0.00005) (0.00005) (0.00005)
% votes democ 0.00185∗∗ 0.00186∗∗ 0.00173∗
(0.00075) (0.00078) (0.00091)
t− 1 −0.02950∗ −0.02910∗
(0.01600) (0.01490)
t− 2 −0.03010 −0.02950
(0.06180) (0.06210)
t− 3 0.05090 0.05330
(0.06220) (0.06380)
t− 4 0.01860 0.01930
(0.02000) (0.02110)
t+ 1 −0.05540
(0.04090)
t+ 2 −0.00745
(0.04700)
t+ 3 0.02430∗
(0.01290)
t+ 4 0.02210
(0.02280)
t+ 5 −0.01150
(0.02910)
t+ 6 0.07590∗∗
(0.03790)
t+ 7 −0.02430
(0.01990)
Observations 24,906 24,906 24,906
R2 0.08890 0.08940 0.09020
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 2.7: Estimation of Acres Protected including Anticipatory and Lagged Effects
Mean Conservation Mean Estimated New Mean
Undeveloped Rate Acres Protected Coefficient Conservation Acres Protected
Acres Year Rate Before Tax Break Year Coeff. Rate After Tax Break
No anticipatory
or lagged effects 419610.72 t-1 0.0654 27438.93 t 0.0709 0.1362 57168.70
Only anticipatory 419610.72 t-2 0.0937 39303.55 t-1 -0.0295 0.0642 26929.82
effects t-1 0.0654 27438.93 t 0.0755 0.1409 59108.18
Both anticipatory 419610.72 t-2 0.0937 39303.55 t-1 -0.0291 0.0645 27075.55
and lagged t-1 0.0654 27438.93 t 0.0921 0.1575 66079.15
effects t+2 0.1036 43476.74 t+3 0.0243 0.1279 53686.26
t+5 0.1526 64037.95 t+6 0.0759 0.2285 95868.12
Table 2.8: Risk Set Matching and Panel Estimation
Dependent variable:
Average % of Undeveloped Acres Protected
during the next 5 years after Tax Breaks
Propensity Score Rank-Based Mahalanobis
(1) (2) (3) (4)
treatment 0.062∗∗ 0.061∗∗ 0.073∗∗∗ 0.071∗∗∗
(0.025) (0.024) (0.024) (0.025)
% area in farms −0.0002 −0.001
(0.001) (0.001)
ave. farm size 0.0003∗ 0.0004∗∗
(0.0002) (0.0002)
ag. value per acre −0.0001∗∗∗ −0.00000
(0.00001) (0.00000)
median HH inc −0.00000 −0.00000
(0.00000) (0.00000)
pop. density −0.0003∗∗ 0.0001
(0.0001) (0.0001)
unemployment −0.001 0.0002
(0.002) (0.002)
% votes democ 0.003∗∗∗ 0.003∗∗
(0.001) (0.001)
Observations 18,919 18,919 18,887 18,887
R2 0.381 0.407 0.380 0.384
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 2.9: Estimation with Placebo Laws - Sample of states with no tax break (control states)
Dependent variable:
Percentage of Undeveloped Acres Protected
No Matching PS Matching RM Matching
placebo treatment −0.00432 −0.01730 −0.02440∗
(0.01530) (0.01390) (0.01450)
% area in farms 0.00009 −0.00046 0.00012
(0.00066) (0.00072) (0.00114)
ave. farm size 0.00057∗∗∗ 0.00072∗∗∗ 0.00084
(0.00021) (0.00025) (0.00069)
ag. value per acre −0.0000004 0.000001 −0.000001
(0.000001) (0.000002) (0.000002)
unemployment 0.00484 0.00264 0.00655
(0.00304) (0.00296) (0.00495)
median HH inc −0.000003 −0.000003 −0.000003
(0.000003) (0.000003) (0.000003)
pop. density 0.00012 −0.00006 0.00015
(0.00025) (0.00011) (0.00016)
% votes democ 0.00212 0.00234∗ 0.00222∗∗
(0.00131) (0.00124) (0.00099)
Observations 16,275 15,771 7,623
R2 0.07250 0.07740 0.07250
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 2.10: Estimation with Placebo Laws - Sample of all states before any tax break
Dependent variable:
Percentage of Undeveloped Acres Protected
No Matching PS Matching RM Matching
placebo treatment 0.02820 0.02870 0.04370∗
(0.02610) (0.02630) (0.02500)
% area in farms −0.00655 −0.00690 −0.00992∗
(0.01290) (0.01300) (0.00516)
ave. farm size 0.00101∗ 0.00107∗ 0.00085
(0.00058) (0.00061) (0.00091)
ag. value per acre −0.00003 −0.00003 0.00001∗
(0.00002) (0.00002) (0.00001)
unemployment −0.00248 −0.00262 0.00041
(0.00417) (0.00420) (0.00441)
median HH inc 0.000003 0.000003 0.0000001
(0.000004) (0.000004) (0.000004)
pop. density 0.00005 0.00005 0.00007
(0.00009) (0.00009) (0.00008)
% votes democ −0.00209 −0.00209 0.00039
(0.00153) (0.00154) (0.00160)
Observations 10,476 10,368 5,886
R2 0.13200 0.13200 0.14700
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 2.11: Monte Carlo Simulation
Rejection Rate for Placebo Laws
Non-corrected St. Errors St. Errors clustered by state
States that never had Tax Break 0.2576 0.0730
(0.0262) (0.0161)
All states before first Tax Break 0.2142 0.0682
(0.0228) (0.0140)
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Chapter 3
A Conditionally Parametric Probit
Model of Micro-Data Land Use in
Chicago
This chapter is co-authored with Daniel P. McMillen, Journal of Regional Science, Vol. 55, No. 3, 2015, pp. 391-415
3.1 Introduction
Discrete choice models pose challenges for spatial data sets because most commonly used estimators are
derived under an assumption that the error terms are independently and identically distributed. In contrast,
the most frequently used spatial models (the spatial AR and spatial error models) imply both heteroskedas-
ticity and spatial autocorrelation. Either condition leads to inconsistent estimates in standard discrete choice
models. Several approaches have been proposed for obtaining consistent estimates of discrete choice models
using spatial data. McMillen (1992) proposed an approach for estimating spatial probit models using an EM
algorithm, while LeSage (2000) suggested a Bayesian approach. Pinkse and Slade (1998) developed a GMM
approach, which Klier and McMillen (2008) adapted to a simple linearized procedure that is better suited
to large data sets. Some additional studies using variants of these procedures include Smith and LeSage
(2004), Kakumu and Wago (2007), Wang and Kockelman (2009a, 2009b), and LeSage et al. (2011).
As is the case with any parametric model, the spatial AR and spatial error models can be sensitive to
functional form misspecification and are most effective when the base parametric specification is an accurate
representation of the base model throughout the sample area. The models require the specification of a
spatial weight matrix that describes the form of the spatial relationship between every pair of observations.
The estimated coefficient on the spatial lag variable implies the strength of a set of relationships that are
imposed before the model is estimated. Thus, the spatial AR and spatial lag models require a degree of
prior knowledge of the true model structure that is rarely achieved in practice.
In contrast, nonparametric estimation procedures impose little prior structure on the data. Although
estimates of fully nonparametric models can have high variance, the variance can be reduced significantly
under an assumption that a base parametric equation explains the data well within small geographic regions.
Commonly used approaches involve estimating a base parametric model at a set of target points, with weights
33
varying by a measure of distance from the target point.1 Under the CPAR approach, local spatial effects
are modeled using a flexible trend that varies over space. Thus, the CPAR approach is attractive when
the true functional form is more complex than assumed in the base specification or when other forms of
misspecification vary smoothly over space.
Applications of the CPAR approach to discrete choice models are feasible but far less common than is the
case for models with continuous dependent variables. Tibhirani and Hastie (1987) present the relevant theory.
Applications to spatial discrete choice models include Atkinson, et al. (2003); McMillen and McDonald
(2004); Wang, et al. (2011); and Wrenn and Sam (2014). In this paper, we illustrate the feasibility and
advantages of a CPAR probit model for an unusually large data set. As in McMillen and McDonald (2004),
Wang et al. (2011), and Wrenn and Sam (2014), our focus is on land use. Brady and Irwin emphasize
the need to ’confront the question of space’ in developing empirical models of land use. Our large data
set has 474,170 observations. In contrast, Atkinson, et al. (2003) have 830 observations and McMillen and
McDonald (2004) have 1,116 observations. The number of observations is larger in more recent studies
(42,589 in Wang, et al. (2011) and 18,048 in Wrenn and Sam (2014)) but still much smaller than the data
set used here. Moreover, our study is unique in the level of detail available for a model of land use within a
single city. Our data set includes every parcel within the City of Chicago.
Our solution to the computational challenges posed by such a large data set is to take advantage of the
smoothness implied by spatial CPAR models to interpolate the estimates over a small set of carefully chosen
target locations. Our interpolation procedure is based on an adaptive decision tree approach discussed in
Loader (1999), which efficiently chooses a small set of points to serve as targets for the CPAR estimates.
Only 378 target points are required for our data set of extremely densely located parcels. Despite the small
number of probit model estimates required, the estimates provide a significant increase in predictive ability
relative to a standard probit model. We demonstrate that seemingly complex nonparametric estimates can
be interpreted readily in a series of maps. The estimates reveal interesting spatial variation in the marginal
effects of the explanatory variables.
We conduct a series of Monte Carlo experiments to compare the performance of standard probit, the
Klier and McMillen’s (2008) linearized spatial probit model, and the CPAR model. Naturally, standard
probit works best when the functional form is specified correctly and the model does not include a spatial
lag of the dependent variable. Similarly, the spatial probit model has the lowest bias and variance when a
spatial AR model forms the basis for the underlying latent dependent variable. However, the CPAR model
1When the weights are based purely on geographic distance, the approach has come to be known as ’geographically weighted
regression’ (GWR), but this approach is simply a special case of a conditionally parametric (CPAR) model (Cleveland, 1994;
Cleveland, et al., 1992; Loader, 1999).
34
is less sensitive than either of the other two approaches to model misspecification, and as a result, it is much
more accurate when a linear function is assumed for a model that actually is nonlinear. The Monte Carlo
experiments also suggest that the CPAR estimates are not sensitive to the number of target points used
before interpolation.
3.2 Locally Weighted Log-Likelihood Estimation
For a continuous dependent variable, the CPAR regression model starts with the base parametric specification
yi = β(loi, lai)
′xi + ui (3.1)
where y is the dependent variable, x is a set of explanatory variables, and u is the error term. The coefficients,
β, are assumed to vary smoothly over space; the geographic coordinates for observation i are given by loi and
lai. A kernel weighting function specifies the weight given to observation j when estimating the coefficients
for any target location, including observation i. The weights, wj , might be specified using a two-dimensional
kernel in loj and laj , or they might be written as a univariate function of the straight-line distance between
observation j and the target site. After specifying the weighting function, the estimates of β at the target
location (lo, la) are found simply by weighted least squares:
βˆ(lo, la) = (
n∑
j=1
wjxjx
′
j)
−1
n∑
j=1
wjxjyj (3.2)
Versions of this approach in the urban economics and geography literature are based on Cleveland and
Devlin’s (1988) seminar study. The general approach was introduced to the urban literature by Meese
and Wallace (1991), while the special case of geographically weighted regression was first used in McMillen
(1996).
Tibshirani and Hastie (1987) and Fan et al. (1995) show that the locally weighted approach can be ex-
tended readily to the case of maximum likelihood estimators by weighting the log likelihood function by the
kernel weights, wj . The pseudo log-likelihood function for the target location (lo, la) is simply
∑n
j=1 wj lnLj .
For example, the pseudo log-likelihood function for the base regression model with independently and iden-
tically normally distributed errors is:
n∑
j=1
wj
(
lnφ
(
yi − β(lo, la)′xj
σ(lo, la)
)
− lnσ(lo, la)
)
(3.3)
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Maximizing equation (3) with respect to β(lo, la) leads directly to equation (2).
The pseudo log-likelihood approach extends readily to discrete choice models. All that is required is to
substitute the appropriate expression for lnLj . In our empirical application, we estimate locally weighted
versions of the standard probit model. The pseudo log-likelihood function is:
n∑
j=1
wj
[
yilnΦ
(
β(lo, la)′xj
)
+ (1− yj)ln
(
Φ(−β(lo, la)′xj)
)]
(3.4)
where y now represents a discrete variable and Φ is the standard normal distribution function.
Following White (1982), the covariance matrix for the estimated coefficients of a pseudo-likelihood model
is A−1BA−1, where A =
∑n
j=1 wj
∂2lnLj
∂β∂β and B =
∑n
j=1 w
2
j
∂lnLj
∂β
∂lnLj
∂β′ . For the probit model, the covariance
matrix for βˆ(lo, la) is
(
n∑
j=1
wj
φ2j
Φj(1− Φj)xjx
′
j
)−1( n∑
j=1
w2j
(
yj − β′xj
Φj(1− Φj)
)2
xjx
′
j
)(
n∑
j=1
wj
φ2j
Φj(1− Φj)xjx
′
j
)−1
(3.5)
where φ represents the standard normal density function. Thus, coefficients and standard error estimates
can be constructed easily using standard statistical software packages that have weight options for the
log-likelihood function.
Estimation time can be reduced significantly by estimating the model at a small set of carefully chosen
target points. In the empirical section of the paper, we use an adaptive decision tree approached presented
in Loader (1999, pp 215 - 217) to reduce the number of target points to a manageable number (378). We
use a modified Shepard algorithm (Franke and Neilson, 1980) to interpolate from the target points to the
actual data points. For each observation, we first find the 16 nearest target points. We then measure the
distance, di, between the observation and each of i = 1, ..., 16 target locations. The interpolated value is
then a weighted average of the values at the 16 target points: η =
∑16
i=1 wiηi∑16
i=1 wi
, where η represents the variable
to be interpolated, wi = (d
∗ − di)2/(d∗di), and d∗ = max(d1, d2, ..., d16).
3.3 Data
The primary data for this study were drawn from the 2010 assessment roll for Cook County, Illinois. The
data were obtained from the Cook County Assessor’s Office. The data set includes the address and property
class for every parcel in Cook County, which includes Chicago. Major property classes are divided into
nine classes: (1) unimproved land, (2) residential properties with 6 or fewer units, (3) residential properties
with more than 6 units (’multi-family’ properties), (4) properties owned by not-for-profit organizations, (5)
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commercial and industrial properties, and (6)-(9) various special ’incentive’ classes. In 2010, there were
825,420 property identification numbers (’pins’) in Chicago. The number of pins in each of the major classes
is (1) 33,139, (2) 728,541, (3) 11,529, (4) 316, (5) 50,508, and (6)-(9) 1,487.
The local likelihood function approach can be applied to multinomial logit models (McMillen and Mc-
Donald, 2004). However, for the purpose of this paper we have chosen to limit the analysis to Class 2
and Class 5 properties, which together account for 778,949 parcels, or 94.4% of all pins in Chicago. For
the remainder of the paper, we refer to Class 2 properties as ’residential’ and Class 5 properties as ’non-
residential’. As multiple-unit buildings have multiple pins, all with the same geographic coordinates, we
avoid double counting by including only one pin per property. The final data set includes 474,170 unique
property locations.
A geographic information system (GIS) program was used to measure the location of each property from
potentially important determinants of land use. Major variables include distances from the central business
district (or ’CBD’, taken to be the traditional center at the intersection of State and Madison Streets), Lake
Michigan, a stop on an elevated train line (the ’EL’), a fixed rail line, a major street (as defined by the GIS
program), a park, and a major highway. Descriptive statistics for these variables are shown in Table 3.1.
All distances are measured in straight-line miles.
3.4 Empirical Results
The base probit results are presented in the first panel of results in Table 3.2. The base model includes
controls for 76 community areas, which is a definition of neighborhoods developed by University of Chicago
sociologists in the 1930s and still in common use today. The pseudo−R2 is defined as 1−lnL(βˆ)/lnL(slopes =
0), where lnL(βˆ) is the value of the log-likelihood function evaluated at the probit estimates and lnL(slopes =
0) = n0ln(p0)+n1ln(p1) is the value at the sample proportions of non-residential and residential land. With
41,182 non-residential and 432,988 residential parcels, the value of lnL(slopes = 0) is 41, 182ln(0.08685) +
432, 988ln(0.91315) = −139, 970.4. The pseudo − R2 of 0.154 is reasonably good for a model with a large
number of observations and relatively few explanatory variables. The pseudo − R2 rises to 0.189 when
community area fixed effects are added to the model. Both versions of the standard probit model indicate
that the probability that a parcel is residential increases with the distance from the CBD, Lake Michigan, a
rail line, a major street, and a highway. The probability of residential land use declines with distance from
an EL stop and distance from a park. All estimated coefficients are highly significant.
Figure 3.1 shows the estimated probabilities of residential land use for each of the sample observations.
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Empty areas on the map include areas without residential, commercial, or industrial parcels such as parks,
forest preserves, Midway and O’Hare Airports, and the Lake Calumet area on the South Side, as well as
areas where the parcels were not successfully geocoded. The most salient feature of Figure 3.1 is the way
the locations with low probabilities of residential land use trace out the network of major streets in the city.
Chicago’s grid street structure still follows the initial survey lines for quarter sections that were laid out
before the city was founded in 1837. The quarter section boundaries occur at regular half-mile intervals. The
system of diagonal roads is also clearly evident in the map of probabilities, particularly on the Northwest
Side. It is also worth noting that the lower range of probabilities falls well below the default residential
probability of 91.3%, which is the sample proportion of residential parcels.
A spatial version of the standard probit model can be estimated under the assumption that the underlying
latent dependent variable follows a spatial AR model: y∗ = ρWy∗ + Xβ + u, which implies y∗ = (I −
ρW )−1(Xβ + u). Klier and McMillen (2008) propose a linearized version of Pinkse and Slade’s (1998)
GMM estimation procedure that makes estimation feasible for this model for very large samples. Although
linearization makes it possible to estimate the model without repeatedly inverting the (I − ρW ) matrix, it
still is necessary to specify the large, nxn spatial weight matrix. In a series of Monte Carlo experiments, Klier
and McMillen (2008) show that a single inversion of the matrix is sufficient to produce accurate coefficient
estimates.
We depart somewhat from conventional practice by imposing a block-diagonal structure on the spatial
weight matrix. A block diagonal structure has two advantages for this application. First, we found that it
significantly reduced estimation times to invert a series of relative small matrices rather than a single large
one. Second, it allows us to estimate separate values of ρ for each region represented along the diagonal
blocks of the matrix. Allowing the values of ρ to vary by region is one way of determining whether one of
the simplifying assumptions of a conventional spatial AR model -that ρ is constant over space- is met for
this specification of the model.2
We use community areas as the basis for the blocks. We use major streets to divide large community
areas into separate blocks, each with no more than 8,000 observations. The resulting spatial matrix has
a series of 100 blocks, which range from 37 to 7,972 observations, with an average of 4,742. We define a
separate spatial weight matrix for each block. The 100 distinct W matrices are based on first-order contiguity
matrices for the properties within each location.
The resulting estimates are shown in the third column of results in Table 3.2. The estimated value
2A spatial error model or spatial Durbin might also prove useful in this application. Our objective is not to find the single
best fitting parametric model, but to show that a commonly used model is misspecified since the estimated values of ρ vary
over space.
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of ρ is very close to zero and statistically insignificant. As a consequence, the estimated coefficients and
the pseudo − R2 are very close to their corresponding values from the standard probit model. However,
insignificance of ρ should not be interpreted as evidence that the standard probit model is correctly specified.
The model includes a highly restrictive assumption that all local spatial variation can be capture through a
single term, ρWy∗. An insignificant value for ρˆ may simply reflect a misspecified W matrix.
The block diagonal structure of W suggests a ready alternative to the restrictive assumption of a single
value of ρ for the entire city. Figure 3.2 shows the estimated values of ρ when separate linearized spatial
probit models are estimated for each of the 100 neighborhoods. Each bubble represents a neighborhood, and
dark shading indicates that the estimated coefficient is significantly different from zero. 20 of the estimated
values of ρ are significantly negative, 21 are significantly positive, and the remaining 59 are not statistically
different from zero. The results suggest that there is significant local variation in the probit models, but a
single global parametric specification is inappropriate.
The move from a single global parametric model to a set of 100 individual models illustrates the arbitrari-
ness of parametric spatial models. Although the use of neighborhoods to define sample areas is reasonable,
we easily could base the submarket definitions on census tracts, square mile or half-square mile tracts, or
clusters of neighborhoods. Estimating separate models for different areas of the city involves the implicit
assumption that the coefficients are constant within a subarea but change discretely at borders between ar-
eas. The conditionally parametric approach is much less arbitrary, allowing the coefficients to vary smoothly
over space and allowing the data to determine where departures from the standard probit model are needed.
We use a tri-cube kernel weight function with a 15% window size to estimate the CPAR version of the
probit model. Given a window size, Loader’s (1999) adaptive decision tree algorithm chooses an optimal
number and location of target points based on the density of the data. For a conditionally parametric model,
the data density is based on geographic coordinates: areas with a large number of observations will have
a more intensive coverage of target points. Figure 3.3 shows the location of the target points for the 15%
window. For reference, the figure also shows census tract boundaries.
After interpolation, the CPAR model implies a different set of coefficients for each property. Table 3.2
shows the average values of the coefficients, along with standard deviations. The difference in magnitudes
and even signs of the CPAR coefficients as compared with parametric models suggests that there is significant
variation in the coefficients across the city. At 0.274, the pseudo− R2 is much higher for the CPAR model
than for the parametric specification.
The predicted values from the CPAR probit estimates are shown in Figure 3.4. Although the large
area covered by the maps makes it hard to discern distinct differences between Figures 3.1 and 3.4, the
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CPAR model does appear to produce lower probabilities of residential land along major streets and higher
probabilities in interior regions of quarter sections. These patterns are confirmed in Figure 3.5, which shows
the difference between the CPAR and standard probit probabilities. A positive value means that the CPAR
estimates imply a greater probability of residential land use.
Figure 3.6 presents kernel density estimates of the distribution of estimated CPAR coefficients. Every
variable except distance from a major street and distance from a park has both positive and negative
coefficients. Some of the distributions are markedly skewed. For example, the distribution of coefficients
for distance from a rail line has a long right tail, while the distribution of distance from the park is highly
skewed to the left.
Figure 3.7 shows how the estimated coefficients vary across the city. The marginal probability estimates
are closely related to the coefficient estimates3 The marginal probability estimates for observation i are simply
∂pi(βˆ
′
ixi)
∂xi
= φ(βˆ′ixi)βˆi. These maps show that a single, simple functional form cannot adequately account for
the spatial variation in the marginal effects across the entire city. Marginal effects vary substantially across
the area. For example, the probability of residential land use rises with distance from Lake Michigan in
areas close to the shoreline on the North Side. In more distant locations west of the lake, marginal changes
in distance from Lake Michigan have virtually no effect on land use probabilities. Distance from a major
street has a much higher positive effect on the probability of residential land use in areas near the city center
than in more distant locations. Distance from an EL has a positive effect on residential probabilities in some
areas of the city, and is associated with a lower probability of residential land use in other areas.
Table 3.3 presents further evidence of the advantages of a flexible nonparametric model by comparing
the predictive performance of the models. The sample proportion residential serves as the standard of
comparison. If these sample proportions were used to randomly predict that y = 0 for 8.685% of the data
and that y = 1 for 91.315% of the observations, the predictions would be expected to be right 8.685% of
the time for the 8.685% of the data that is non-residential, or for 8.685% x 8.685% = 0.754% of the overall
sample. Similarly, the predictions would be right 91.315% of the time for the 91.315% of the sample that is
residential, or for 83.384% of the overall sample. The first row of Table 3.3 thus serves as the standard of
comparison, the goal being to have a higher proportion of the sample in the actual = 0, predicted = 0 and
actual = 1, predicted = 1 categories.
Based on these sample proportions, an observation is predicted to be in residential use if the estimated
3Marginal effects are somewhat problematic in any spatial model because ultimately all of the explanatory variables are
functions of only two variables, the geographic coordinates. However, as argued by LeSage et al. (2011, p. 2014), ”the
interpretation of effects arising from infinitesimally small changes in an explanatory variable on the dependent variable represents
a partial derivative. These measures should hold other factors fixed across the spatial sample of dependent variable values, and
one of the other factors that we wish to fix is location.”
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probability that y = 1 is greater than 91.315% and non-residential otherwise. Using this prediction rule,
standard probit provides accurate predictions of non-residential land use: 6.95% of the non-residential ob-
servations are predicted to have y = 0, whereas only 0.75% of these observations would be predicted to have
y = 0 given the base probabilities. However, a fairly large portion of the residential properties are wrongly
predicted to be non-residential. Adding community area fixed effects leads to significant improvements in
the predictive performance. Whereas a simple spatial AR model with a single estimated value of ρ offers
no increase in predictive ability over standard probit, estimating 100 separate spatial AR model leads to
significant predictive power. The CPAR models provide substantial improvements in predictive performance
over the versions of the probit models that do not take into account variations across community areas.
They do not offer significant improvements over fixed effect versions of the models.
This increase in predictive performance of CPAR models comes at a cost. Only 8 coefficients are estimated
in the standard probit model, while a single additional coefficient estimate implies a rich set of spatial
interactions in the spatial AR version of the model. A standard probit model with community area fixed
effects offers predictive performance comparable to a CPAR model with a small, 10% window size. CPAR
models implicitly use a much larger number of degrees of freedom to gain predictive accuracy.4 Moreover,
though not infeasible, hypothesis is more cumbersome in a nonparametric modeling framework. 5 A CPAR
model is most useful in situations where coefficients vary smoothly over space rather than discretely at zonal
boundaries. It also is useful when borders between discrete zones are not known a priori. Finally, maps
of spatially variation in coefficients can serve useful as a diagnostic tool of a more conventional parametric
model.
3.5 Monte Carlo
Although the estimated models of land use suggest that the CPAR approach offers significant advantages
over conventional parametric models, the flexibility of nonparametric estimation comes at the cost of higher
variance. In this section, we conduct a limited set of Monte Carlo experiments in order to assess the relative
performance of standard probit, the linearized spatial probit model, and CPAR estimation for two alternative
scenarios. The first scenario maintains the spatial AR model as the true model specification. The question
in this case is how much worse the CPAR model performs as compared with the correctly specified spatial
4Following Loader (1999), the number of degrees of freedom used in estimation by a linear estimator taking the form
yˆ = LY can be approximated as 2tr(L)− tr(L′L), where L is an nn matrix. In a linear regression model, L = X(X′X)−1X,
and tr(L) = tr(L′L) = k, where k is the number of explanatory variables in the model (including the intercept).
5McMillen and Redfearn (2010) discuss these issues in detail. In their application, a CPAR version of the linear regression
model is not a profligate user of degrees of freedom, and they show how results can be used to produce counterparts to standard
F-tests for exclusion restrictions.
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probit model. As an alternative, we consider another set of scenarios that are more favorable to the CPAR
approach. In the second scenario, the true model includes nonlinearity that is ignored in estimating the
model. The question in this case is the extent to which the CPAR approach outperforms parametric models
when the assumed model specification is incorrect.
We use Chicago’s census tracts (apart from O’Hare airport) as the basis for the data set. The data set has
861 observations, which is a suitable size for a Monte Carlo study, large enough to provide accurate results,
but not so large as to be excessively time consuming across multiple trials. We conduct 500 repetitions of
each experiment.
The base for the first set of experiments is the spatial AR model y∗ = (I − ρW )−1(β0 + β1x + u).
Alternatively, this model can be written as y∗i =
∑n
j=1 λij(β0 + β1xj + uj), where λij is an element of
(I − ρW )−1. This version of the model makes it clear that each value of the underlying latent variable is
a weighted average of all of the observations of x and u. The composite error term, ei ≡
∑n
j=1 λijuj , is
normally distributed with mean zero if u is distributed N(0, σ2), but it does not have constant variance
unless ρ = 0. The variance is given by var(ei) = σ
2
∑n
j=1 λ
2
ij . Defining s
2
i ≡
∑n
j=1 λ
2
ij , we have
pi = Prob(yi = 1) = Φ
∑n
j=1 λij(β0 + β1xj)
σsi
(3.6)
The spatial weight matrix is the row-standardized version of the first-order contiguity matrix implied by the
census tract map.
Following LeSage et al. (2011) (but using slightly different notation), the direct marginal effect of the
explanatory variable on the probability residential for observation i is:
∂pi
∂xi
= φ(ηi)
λii
σsi
β1 (3.7)
Where ηi ≡
∑n
j=1 λij(β0+β1xj)
σsi
. In addition, each pi is influenced indirectly by changes in all other values
of x. LeSage et al. (2011) define the indirect marginal effect of xj on pi as
∂pi
∂xj
= φ(ηi)
λij
σsi
β1. The total
effect of x on pi is the sum of the direct and indirect marginal effects:
∂pi
∂x
=
n∑
j=1
(ηi)
λij
σsi
β1 (3.8)
For the Monte Carlo experiments, we report the average direct marginal effect and the average total effects
across all i observations.
The explanatory variable is constructed to be correlated with distance from Chicago’s CBD, i.e., cor(x,DCBD) =
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0.9, where DCBD represents ’distance from the CBD’. The idea is to approximate a standard urban model
specification, but allowing for some local variation in x so that it is not a simple implicit function of the
geographic coordinates. Letting sx denote the standard deviation of the 861 values of x, the coefficients are
defined to be β0 = −x¯/sx and β1 = 1/sx. These values assure that E(β0 +β1x) = 0, which implies that half
the values of y = 1 on average, where y = I(y∗ > 0). Finally, σ is determined by the following formula:
σ2 =
[
var(
∑n
j=1 λij(β0 + β1xj))
s¯
](1− r2
r2
)
(3.9)
where r is the expected correlation between y∗ and (I − ρW )−1(β0 + β1x). We set r = 0.9 in the Monte
Carlo experiments.6 The errors, u, are drawn from a normal distribution with mean 0 and variance σ2.
As this set of Monte Carlo experiments matches the assumptions of the spatial probit model, we expect the
linearized spatial probit estimator to provide accurate estimates of the direct and total marginal probabilities.
To estimate the average direct effect, we use equation (7) to construct
θˆj =
1
n
n∑
i=1
θˆij ≡ 1
n
n∑
i=1
∂pˆij
∂xi
(3.10)
for each of the j = 1, ..., 500 Monte Carlo replications. We define the true value for each observation i, θi,
to be the value of ∂pi∂xi when the coefficients in equation (7) are set to their true values and the error terms
are set to zero. The true values can differ across Monte Carlo experiments because we draw separate values
of x for each experiment. The true value of the direct effect that is reported in the tables is the mean of
the 500 values of θi. We then define the root mean squared error (RMSE) of the direct marginal probability
estimates as:
RMSE =
√√√√ 1
500
500∑
j=1
{
1
n
n∑
i=1
(
θˆij − θi
)2}
(3.11)
Similarly, we use equation (8) to construct estimates of the total effect of each observation i for each
of the Monte Carlo experiments. Equation (11) again represents the RMSE for the total effect, with the
expressions for θi and θˆij replaced by the values implied by equation (8).
The results across 500 replications of experiments are shown in Table 3.4. Four values are assumed for
the value of the spatial correlation term, ρ = 0, 0.2, 0.4, and 0.6. As standard probit is the correct model
when ρ = 0, it is not surprising that its average estimated marginal probability is equal to the correct value
6In the standard linear regression model, var(y) = var(Xβ) + var(u) and the regression R2 is defined as var(Xβ)/var(y).
Thus, we can assure an average R2 across a series of Monte Carlo experiments by choosing var(u) such that σ2 = var(Xβ)(1−
R2)/R2. The term in brackets in equation (9) is the counterpart to var(Xβ) in this expression: the variance
∑n
j=1 λij(β0+β1xj)
divided by the average value of the square root of the variance for observation i.
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to three decimal places and that it has the lowest RMSE among the estimators. At 0.038, the RMSE for
the spatial probit model total effect is somewhat larger than the standard probit RMSE, while the RMSE
for the CPAR models range from 0.041 for the 75% window to 0.077 for the 25% window.
The own effect falls and the total effect increases as ρ increases. Standard probit understates the rise in
the total effect, leading to much higher RMSE for high values of ρ. In contrast, the spatial probit model
provides reasonably accurate estimates of both the total and own effects for each of the values of ρ, and its
RMSE remains moderate. The CPAR model performs significantly worse that the spatial probit model in
this situation in which the assumptions behind the spatial probit model are correct. The CPAR model’s
estimates of the total effects are somewhat worse but comparable to those of the standard probit model
when ρ > 0.
The spatial AR model involves very restrictive assumptions: that Xβ is specified correctly and that the
ρWy∗ term accurately accounts for all local spatial effects. The objective of the second set of Monte Carlo
experiments is to determine how well each of the models performs when the assumed model is actually
misspecified. We adapt McMillen’s (2012) linear spatial AR model Monte Carlo design to the case of probit
estimation. The base model is y∗i = 20− xi
(
(1−ψ) +ψθi
)
, where x again is the main explanatory variable,
with cor(x,DCBD) = .9. This base explanatory variable is then interacted with θi, which represents the
angle of the ray joining observation i and the CBD point. The parameter ψ controls the extent to which the
model differs from a simple linear function of x. For the Monte Carlo experiments, ψ = (0, .25, .50, .75, 1). As
before, we draw error terms from a N(0, σ2) distribution, with σ chosen provide an expected R2 of 0.80 for a
regression of y∗ on x and xθ. The dependent variable for the probit model is then defined as y = I(y∗ > 0).
The motivation for this set of experiments is to introduce spatial variation in the marginal effect of x on y,
a form of spatial variation that is known for the purpose of the Monte Carlo experiments, but which would
presumably be unknown to a researcher given the raw data set.
Figure 3.8 shows representative values of y∗ when ψ = 1. Figure 3.9 shows the corresponding values of
∂pi
∂xi
. There is no distinction between total and own effects in this set of experiments because there are no
indirect effect when the spatial AR term is absent. As the marginal probability now depends on θ, we present
average probabilities across four quartiles of θ. We incorporate model misspecification into the Monte Carlo
study by only including x as an explanatory variable, rather than x and xθ, as implied by the true model
structure.
Table 3.5 shows the results for 500 replications of the experiments. The CPAR estimates are nearly as
accurate as standard probit when ψ = 0, in which case standard probit is the correct model. The degree
of misspecification rises as ψ increases. Whereas the CPAR estimates remain accurate as ψ increases, the
44
RMSE rises significantly for standard probit and spatial probit. The RMSE for the spatial probit model is
consistently much higher than standard probit even though both models are misspecified when ψ > 0.
The Monte Carlo experiments illustrate the relative advantages of each of the estimators. Both standard
probit and the linearized spatial model provide accurate estimates when the assumed parametric structure
is correct. Their estimates are significantly biased when the parametric form is incorrectly assumed to
be linear. As the nonlinearity is correlated with location, the spatial AR model attempts to account for
the model misspecification by producing significant estimates of ρ (McMillen, 2012). The CPAR approach
accurately accounts for nonlinearity. However, it provides relatively inaccurate estimates when the spatial
AR model is the correct model structure. The crucial question facing the applied researcheris whether the
true model structure is known. If so, there is no need for a CPAR model; if not, the CPAR model can lead
to a significant reduction in bias.
Monte Carlo experiments also make it possible to determine the sensitivity of the CPAR results to the
number of target points used in estimation. For this sample of 861 data points, the number of targets points
is 79, 47, 31, and 23 as the window size is set at 25%, 50%, 75%, and 100%. Table 3.6 shows the results when
each of these sets of points is used as the targets for CPAR estimates with varying window sizes. We use
the spatial AR models as the basis for this set of Monte Carlo experiments because they include a situation
in which the nonparametric approach is less suitable than a parametric model. The results are shown in
Table 3.6. The estimated average marginal probabilities and the RMSE are remarkably consistent across
the sets of target points. Moreover, it is clear that variation in the window size or the number of target
points does not lead to any improvements in the ability of the model to predict marginal effects in the case
where a spatial AR model is more appropriate (i.e., when ρ = .40). CPAR estimates do not appear to be
highly sensitive to the number of target points used for interpolation in easy set of experiments.
3.6 Conclusion
Discrete choice models pose problems for spatial models because the error terms are typically heteroskedastic
and spatially autocorrelated. Parametric models can be efficient if the model specification is correct, but
the estimates are inconsistent if the model is misspecified. Nonparametric models are far less sensitive
to functional form misspecification. Conditionally parametric versions of the model avoid the ”curse of
dimensionality” by assuming a base parametric structure that is allowed to vary smoothly with changes in
a subset of the full list of explanatory variables. These models have enormous advantages for spatial data
sets because they simultaneously allow for local spatial effects and functional form misspecification that is
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related to location. They are appropriate for the common situation in which a parametric model fits the
data well within a small geographic region even though a global model specification does not fit the data
well throughout the sample area.
Our empirical application illustrates the advantages and feasibility of the approach for an unusually
detailed data set. Our original data set includes every parcel within Chicago, a city of nearly 3 million
people covering 227 square miles of land area. After restricting the data to commercial, industrial, and small
residential land uses, our final data set has nearly 500,000 observations. Despite this large sample size, the
smoothness of the CPAR approach results in only 122 weighted probit model estimates being needed to
provide separate coefficients for every observation, even for a relatively small window size of 15%. Relative
to standard probit, the CPAR model indicates much lower probabilities of residential land use along major
streets and significant spatial variation in the marginal effects of the explanatory variables.
A linearized spatial probit model is also feasible for large data sets. The spatial probit model does not
appear to be as appropriate as the CPAR model for our empirical example, however. When the model is
estimated using a block diagonal structure of the spatial weight matrix, the estimated value of ρ is close to zero
when a single value is estimated for the sample. Estimated values of ρ vary between significantly negative,
significantly positive, and insignificant when separate models are estimated for a set of 100 neighborhoods.
This result suggests that a single, simple parametric structure does not hold across the entire city, which in
turn suggests that the CPAR approach is more useful in this application.
The CPAR is feasible for large data sets because the approach implies that the probit coefficients vary
smoothly over space. This smoothness makes it possible to interpolate the coefficients over a small number of
well-chosen target points. Monte Carlo estimates suggest that the CPAR estimates are not highly sensitive
to the number of target points used in estimation. The Monte Carlo study suggests that the spatial probit
model provides accurate estimates when the assumed model structure is correct. CPAR has significant
advantages when the model is misspecified and the underlying spatial trend varies smoothly over space.
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3.7 Figures and Tables
Table 3.1: Descriptive Statistics
Variable Mean Std. Dev. Minimum Maximum
Residential Lot 0.913 0.282 0.000 1.000
Distance from CBD 8.170 3.128 0.024 17.006
Distance from Lake Michigan 4.724 2.442 0.005 12.321
Distance from EL Stop 1.352 1.113 0.001 6.265
Distance from Rail Line 0.427 0.293 0.001 1.997
Distance from Major Street 0.084 0.057 0.000 0.449
Distance from Park 0.247 0.155 0.000 2.999
Distance from Highway 1.396 0.994 0.011 4.809
Note:Number of observations: 474,170
Table 3.2: Probit Estimates for the Probability of Residential Land Use
Standard Probit Fixed Effects Spatial Probit CPAR Probit
Intercept -0.045 -0.436 -0.049 0.190
(0.010) (0.049) (0.008) (0.511)
Distance from CBD 0.104 0.124 0.104 0.083
(0.001) (0.007) (0.001) (0.071)
Distance from Lake Michigan 0.32 0.51 0.32 -0.001
(0.001) (0.008) (0.001) (0.104)
Distance from EL Stop -0.094 -0.147 -0.-093 -0.080
(0.004) (0.009) (0.003) (0.199)
Distance from Rail Line 0.452 0.557 0.454 0.677
(0.012) (0.015) (0.009) (0.532)
Distance from Major Street 9.595 10.070 9.635 12.503
(0.074) (0.077) (0.077) (4.249)
Distance from Park -0.890 -0.952 -0.893 -0.888
(0.019) (0.022) (0.015) (0.813)
Distance from Highway 0.012 0.122 0.011 -0.037
(0.003) (0.008) (0.002) (0.176)
ρ 0.002
(0.007)
Pseudo R-squared 0.154 0.189 0.154 0.255
Note. The number of observations is 474,170. The fixed effects probit model includes controls
for 76 community areas. The CPAR probit model is estimated using a 15% window and a tri-
cube kernel. Standard errors are in parentheses for the estimated coefficients for the standard
probit, fixed effects probit, and spatial probit models. For the CPAR probit model, standard
deviations are in parentheses following the means for the set of observation-specific coefficient
estimates.
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Table 3.3: Predictive Accuracy
Coefficients Pseudo R2 Actual = 0 Actual = 0 Actual = 1 Actual = 1
Predicted = 0 Predicted = 1 Predicted = 0 Predicted = 1
Base Probabilities 0 0.75 7.93 7.93 83.38
Standard Probit 8 0.15 6.95 31.95 1.74 59.36
Fixed Effects 84 0.19 7.12 29.8 1.57 61.52
Spatial Probit, Single ρ 9 0.15 6.95 31.9 1.74 59.42
Spatial Probit for each of 100 community areas 900 0.33 7.58 24.04 1.11 67.27
CPAR Window Size:
1% 1962 0.62 6.31 14.41 2.38 76.9
5% 486 0.35 6.95 23.76 1.73 67.55
10% 249 0.26 7.41 28.37 1.28 62.94
15% 181 0.22 7.48 29.52 1.21 61.8
25% 109 0.21 7.49 30.81 1.2 60.51
50% 58 0.18 7.25 31.24 1.43 60.08
75% 36 0.17 6.96 30.69 1.73 60.63
Note: Observations are predicted to be residential if the estimated probability is greater than the sample mean of 91.3%. The
implicit number of coefficients estimated in the CPAR models is calculated using the approximation 2tr(L)− tr(L′L), where L is
the nn matrix from the CPAR regression y = Ly + u.
Table 3.4: Monte Carlo Results for Average Marginal Probabilities
Latent Dependent Variable = (I − ρW )−1(Xβ + u)
True True Standard Spatial Probit Spatial Probit CPAR Window Size
ρ Own Effect Total Effect Probit Own Effect Total Effect 25% 50% 75%
0 0.349 0.349 0.349 0.348 0.348 0.350 0.349 0.349
(0.031) (0.046) (0.038) (0.077) (0.052) (0.041)
0.2 0.290 0.360 0.348 0.290 0.359 0.325 0.336 0.342
(0.064) (0.043) (0.040) (0.096) (0.76) (0.069)
0.4 0.228 0.369 0.344 0.229 0.367 0.296 0.320 0.334
(0.116) (0.041) (0.049) (0.142) (0.123) (0.119)
0.6 0.163 0.379 0.339 0.169 0.375 0.265 0.302 0.323
(0.167) (0.037) (0.063) (0.200) (0.176) (0.171)
Notes: Root mean standard errors are presented in parentheses below the means for 500 Monte Carlo
replications. Xβ = β0 + β1x , where β0 = −x¯/sx, β1 = 1/sx, and cor(x,DCBD) = .9.
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Table 3.5: Monte Carlo Results for Average Marginal Probabilities
Latent Dependent Variable = 20− x ∗ ((1− ψ) + ψ ∗ θ)
ψ True Standard Spatial Probit CPAR Window Size
Value Probit Total Effect 25% 50% 75%
θ ≤ 0.854
0 -0.09 -0.09 -0.059 -0.09 -0.09 -0.09
(0.039) (0.212) (0.043) (0.040) (0.040)
0.25 -0.089 -0.089 -0.073 -0.09 -0.09 -0.09
(0.047) (0.249) (0.043) (0.041) (0.042)
0.5 -0.088 -0.088 -0.081 -0.089 -0.089 -0.088
(0.060) (0.336) (0.042) (0.042) (0.045)
0.75 -0.085 -0.085 -0.095 -0.086 -0.087 -0.086
(0.069) (0.437) (0.042) (0.042) (0.048)
1 -0.077 -0.08 -0.132 -0.079 -0.082 -0.082
(0.068) (0.608) (0.043) (0.040) (0.048)
0.854 < θ ≤ 1.047
0 -0.117 -0.117 -0.08 -0.118 -0.118 -0.118
(0.044) (0.291) (0.049) (0.046) (0.045)
0.25 -0.118 -0.117 -0.105 -0.119 -0.118 -0.118
(0.046) (0.368) (0.050) (0.047) (0.047)
0.5 -0.118 -0.113 -0.12 -0.117 -0.117 -0.117
(0.051) (0.466) (0.050) (0.050) (0.053)
0.75 -0.117 -0.106 -0.137 -0.116 -0.115 -0.115
(0.058) (0.560) (0.050) (0.052) (0.059)
1 -0.115 -0.096 -0.149 -0.113 -0.112 -0.11
(0.065) (0.631) (0.050) (0.054) (0.064)
1.047 < θ ≤ 1.302
0 -0.113 -0.113 -0.073 -0.113 -0.113 -0.113
(0.044) (0.242) (0.049) (0.046) (0.045)
0.25 -0.115 -0.112 -0.09 -0.112 -0.113 -0.113
(0.050) (0.307) (0.051) (0.049) (0.048)
0.5 -0.116 -0.11 -0.095 -0.111 -0.112 -0.112
(0.061) (0.393) (0.053) (0.052) (0.053)
0.75 -0.116 -0.104 -0.099 -0.109 -0.11 -0.11
(0.076) (0.468) (0.055) (0.054) (0.057)
1 -0.116 -0.095 -0.105 -0.107 -0.108 -0.107
(0.090) (0.551) (0.056) (0.057) (0.062)
θ > 1.302
0 -0.115 -0.115 -0.078 -0.116 -0.115 -0.115
(0.046) (0.267) (0.050) (0.047) (0.046)
0.25 -0.136 -0.116 -0.101 -0.131 -0.127 -0.122
(0.065) (0.338) (0.057) (0.055) (0.058)
0.5 -0.153 -0.113 -0.111 -0.142 -0.137 -0.126
(0.097) (0.433) (0.064) (0.067) (0.078)
0.75 -0.166 -0.107 -0.12 -0.15 -0.143 -0.128
(0.128) (0.533) (0.071) (0.079) (0.098)
1 -0.172 -0.097 -0.113 -0.154 -0.147 -0.126
(0.151) (0.578) (0.076) (0.089) (0.115)
Notes. Root mean standard errors are presented in parentheses be-
low the means for 500 Monte Carlo replications. θ is the radius of
the angles of the rays drawn from each data point to the CBD. The
correlation between x and distance from the CBD is set to 0.90.
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Table 3.6: Variation in the Number of Target Points
ρ = 0, dy/dx = 0.349
Number of Target Points 79 47 31 23
Window = 25% 0.337 0.359 0.348 0.341
(0.043) (0.061) (0.053) (0.049)
Window = 50% 0.337 0.359 0.348 0.341
(0.040) (0.059) (0.049) (0.047)
Window = 75% 0.337 0.359 0.348 0.341
(0.036) (0.057) (0.048) (0.041)
Window = 100% 0.337 0.359 0.348 0.341
(0.033) (0.057) (0.044) (0.038)
ρ = 0.4, dy/dx = 0.369
Number of Target Points 79 47 31 23
Window = 25% 0.315 0.314 0.33 0.317
(0.125) (0.131) (0.123) (0.119)
Window = 50% 0.316 0.314 0.331 0.318
(0.124) (0.131) (0.121) (0.117)
Window = 75% 0.322 0.314 0.337 0.325
(0.123) (0.134) (0.119) (0.114)
Window = 100% 0.324 0.318 0.338 0.326
(0.121) (0.131) (0.116) (0.113)
Notes. The underlying latent dependent variable is (I −
ρW )−1(Xβ + u). Root mean standard errors are presented
in parentheses below the means for 500 Monte Carlo replica-
tions. Xβ = β0 + β1x, where β0 = −x¯/sx, β1 = 1/sx, and
cor(x,DCBD) = .9.
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Figure 3.1: Predicted Residential Probabilities from Standard Probit Model
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Figure 3.2: Estimated Values of Rho: Separate Spatial Probit Model for Each of 100 Neighborhoods
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Figure 3.3: Target Points for 15% Window
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Figure 3.4: Predicted Residential Probabilities from CPAR Probit Model
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Figure 3.5: Difference between CPAR and Standard Probit Probability Estimates
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Figure 3.6: CPAR Coefficient Densities - 25% Window
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Figure 3.7: Estimated Coefficients - 25% Window
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Figure 3.7 (cont.)
llllllllllll lllllll llll ll
llllllll llllllllll
l
lll
llllllllllllllllllllllll
lllllllll
llllllll
ll llllllllllllll llllllllllllll
llllllllllllllll llllll llll
lllllllllllll
lllllllll lllll llll
llllllllllllllllllll
lllllllllllllllllllll
llllllll lllllll llll
lllllllll
l
lll
lllllllllllll
ll lllll lllllllllllllll llllllllllllll l
lllllllll llllllllll llllllllllll
l
lll
llllllllllll
llllllllllllllllllllllllllllllllllllll
llll
lllllllllllllllll
llllllllllllllllllllllll
llllllll
ll
llllllllllllllll
llll l
llllll
ll l
lll ll
l
lllllll
lllll
llll
llll lll
llllllllllllllllllll
lllll llllll
lllllllll
ll llllllllll
lllll l
ll
llllllllllllllllllllllllllllllllllllllllllllllllllll
l
l
llll
llllllll
llllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllll llll
llllllllllllll
l
l
llllllllllllllllllllll
lllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllll
llllll llllll
lllllllllll llllll
lllllll
lllllllll l
llll
lllllllllllllllllllll
llllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllll
llllllllllllllllll
lllllllllllllllllllllllll
l lllllllllllllllllllllllll llllll l
llllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
l lllllllllllll lllllllllll l
llllllllll
llllllllllll
lllllllllllllllllllllll llllllllllllll
lllllllllllllllll lllllll l
lllllllllllllll
llllllll
lllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllll
lll
lllllllllllllll
llllllllllllllllllllll lllllllll
llllll lllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllll
lllllllllllll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllllll
lllllllllllllllllllllll lllllllllllllllllll
llllllllllllllll
lllllll lllll llllllllll l
lllllllllllllllll llll ll lllllllllllll
lllllllllllllllllllllll
llllllllllll
llllllll llllllllllllllllllllllllllllllll llll
llllllllllllllllllll
l
llllllllllllllllllllllllllllll
llllllll
lllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllll llllll l
ll llllllllllllllllllllllllllllllll llllll llllllllllll
lllll llllllllllllllllll lll
llllllllllllllllllllllllll
llllllllllllllllllllllll lllllllllll lllllllllllllll
llll llllllllllllllll lll
llllllllllllll llllll l
lllllllllllllllllllllllllllllllllllllllll
lll llllllllllll llllllllll
lllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllll
l lllllllll
lllllllllllllllllllllll
llllll llllllllllllllllllllll
llllllllllllllllllllllllllll
lll lllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllll llllllllllllllllll llllll
ll lllllllllllllll
lll llllllllllll lllllllll
lllllllllllllll lllll lllll lllllllllllllllllllll
lllllllllllllllllllllll
llllllll lllllllllllllll
lllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllll
llll
l
llllllllllllllllllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllllll lll llllllllllll
llllllllllllll
lllllllllllll
lllllllllllllllllllllllllllllll lllllllllllll
l lllllllll lllllllllll ll
lllllllllllllllllllll
llllllllllllllllllllllllllll lllllllll
llllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllll
lllll
llllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
llllllllllllllll lllllll
lllllllllllllllll llllllll llllllllll
lllllll
llllllllllllll
lllllllllll lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllllllll llll
llllllllllllllllllll
llllll
lllllllllllllllllllll
llllllllllllllllllllllllll
l
l
lll
llllllll
ll lllllllllllllllllll
lllllll lllllllllllllllllllllllllllllll lllllll
llllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllllll l
llllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll l
llllllllllllllllllll
llllllllllllllllllllll lllllllllllllllllll lllll
ll
llllllllllllllllll
llll
llllllllllll ll llllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllll
llllllllllllllllllllll l lll
ll
ll llllllllllllllllllllllllllllllll
l lllllllllllllllllllllllllllllll
lllllllllllllllllllll
llllllllll
llll
lllllll
l lllllllllllllllllllllllllllllll
llllll
llllllllllll
llllllllllllllllll
llllll
l
llllll
llllllllllllll
llllllllllllllllllllllllllllllllll
lllll
lllllllllllllll lllllllll
lllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllll
lll ll
lllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllllll ll
lllllllllllllllll lllllllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllll lllllllllllllllllllllllll lllllllllllllllllllllllll
llllllllllllllllllll l
lllllllllllllllllllllllllllll lllllllllllll
ll lllllll lllllllllllll
lllllllll ll lllllllllllllllllll
llllllllllllllllll l
llllllllllllllllllllll
lllllllllllllllllllllllllllllllll
llllllllllll lllll
ll llllll
llllllllllllll lllllllllllllll
llllllllll llllllllllllll lllllllllll l
lllll lllllllllllllllllllllllllllllll
lllll llllll lll
llllllllll l
llllllllllllll lllllllll llllllllllll
llllllllllllllll
lllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
lllllllllllllllll
llllllllllllllllllllllll
lllllllllllllll lllllll
ll
lll lllll
lllllll
lllllllllll
ll
l
llll
llllllllllllllllllllll
llll
lllllllllllllllllllll
llllllllllllllll lll
llllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllll
lllllll lllll llllllllllll ll
llllllllll llllllllllllllllllllllllllllllll
ll lllllllllllllllllllll
llllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lll
llllllllllllllllllllllll
lllll
llllllllllllllllllllll
ll
lllllllll
l
l
l
llllllllllll
l ll
l l
llllllllllll l
l l
l
ll ll lllllllllllllllllll
lllllllllllllllllll
lllllllllllllllllllll l
llllllllll
lllllllllllllllll
lll
lllll llllll llll
lllllllllllllllll
lllllllllllllllllllllllll ll
lllllllllllll
llllllllllllllllllll
lllllllllllllllllllllll lllll llll lllll llll
lllllllllllllllllllllll llllllllllllllllllllll
llllllll llllllllllllllllll lll llllllllllll
llllllllll llllll
llllllllllllllllllll lll
llllllll lllll llllllllllllllllllll
llllllll ll llllll ll
lllll
llllll
llll lllll llll llllllllllllllllllll
l lllllllllllll
llllllll
llllllllllllll
lllllllllllllll
lllllllll
llllllll llllllllllllllllll
lllll ll
lllll llll
lllllllllllllllllllllllllll
lllllllll
lllll lllllll
lllll ll
lllllllllll
l l
l
lll llllllllllllllllllllllll
lllllllllllllll lllllll
lll lllllllllllllllllllllll
llllllllllllll llllll ll
llllll llll
lll
lllllllllllllllllll
l
lll
lllllllllllllllll llllllllllllll llllllll
l
ll llll llll
llllllllllllllllllllllllllllllllllll
llllllllllllll
llllllllllllll
ll
llllllll
lll l
lllllll
ll
lllllll
lllllllll llllllllllll
llllllllllllll
l
l
lllllllllllllllll
llllllllllllllllllllll lllllllllllllllllllllllllllllllll
lllllllllll
lllllllllllllllllllll lllllll
lll ll
l
ll
llllllllll
llllllllllllllllllll
llll
llllllllllllllllllll
l
llllllllllllll llllllllllll llllll
l llllllllllllll lllllllllllllllll
lllllllllllllllll
llll
l
lllllllllllllllllllllllllllll
lllllllllllllllllllllll
l l
llllllll
llllllllllllllllllll
l
lll ll
lll
llllllllllll
ll
l
l
l
ll
llllllllll
lllllllllll
lllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllll lllllllllllllllllllllllllllllll
llllll
ll
l
lllllll llll llllll
lllllllllllllllllllllll lllllllll lll
lllllllllllllllll
llllllllllll
lllllllllllllllllllllllllllllll
llllllllllllllllll
llllll
ll l
llllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
llll llllll lllllllllllll
lllllllllllllllllllllllll llllllllll lllll llll
l llllllllllllllllllll
llllllllllll
llllllllllllllllllll
ll
lllllllll llllllll
lllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllllllllll llllllllll
lllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllll
ll
lllll l
llllllllllllllllllllllllllllllllllll lll l llll llll llllllllllllllllllllll llll
lllllllllllll llllllllllllllllllll
lllllllllll
llllllllllllllllllllllllllllll
lllllllllllllllllll lll
lllllllllllllllllll lllllll ll lllllll llllllll lllllll l
llllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllll
lllllll ll
l
lllllllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllll
ll
ll
l
l
lllllllllllllll
lllllll lllllllllllllllllllll
llll ll
lllllllllllllllllllllll ll
l
lllllllllllll
lllllllllllll llllllllllll
llllllll llll ll llllll
ll lllllllllllllllllllllllllllll lll lll lll llll l
lllllllll llllllllll
llllllllllllllllllllllllll
llllllllllllllllllllllllllll
lllllllllllll
llllllllll
llllllllllllllll lllllll
ll
lllll
lllllllllllllllll
llll ll lllllllllllll lllllllllllllllll
llllllllllllllllll
llllllllllllllll
llllllllllllllllllllllllll llll
llllllllll l
lll llll
l l
llllllllllllllllllll
l
llll ll llll l
l
llllllllllllllllllllllllllllllllllll llllllll
llllllllllllllllllllll ll llll llllllllll
llllllllllllllllllllll
lllllllllllllllllllllll
llllllllllll lllllllllllllllll
lllllllllllllllllllll
lllllll
llll lllllllllllllll
llllllllll
llllllllllllllll
lllllllllllllllllllllllllllllll
lllllllllllllllll
llllllllllllllllllllllllllll ll
lllllllllllllllll
lllllllllllll llllllllllllllllllll
lllllllll
llllll l
llllllllllllllllllllllllllll
llllll
lllllllllllllll
lllllllllllllllll
lllllllllll llllllllllll llll llllll
llllllllllllll
lllllllllllllllll ll
llllllllllllllllllllllllllllllllllllllllllll
llllllllllllllll
llllllll lll llllll l
llllllllllllllll
lll ll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllll llllllllll lll
llllllllllllllllllll
llllllllllllll
lllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
lllll llllllll
ll llllllllllllllllllllllllllllllll
lllllllllllll
llll
llllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllll
lllllllllllllllll
llllllllllll
llllllllllll
lllll ll
llllllllllllllllllll
lllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllll
llllllllllllllllllll l
llllllllllllllllll
llll llllll lllllllllllllllllllllllll
lllllllllllllllll l
llllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllll llllllll
llllllllllllllllllllllllllllllll
llllllllllll
llllllllllllll lllllll
lllllllllllllllll llllllllllllllllllll
llllllllllllllllllllll
lllllllllllllll lll
lllllllllllllllllll lllll lllllll
llll
llllllllllllllllllllllllllllllllll lllll
llllllllllllllllllllllllllll
lllllllllllllllllll
llllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
lllllllllllll
llllllllllllllllllll
lllllllll
llll
lllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllll
llllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllll
l llllllllllll
llllll
llllllllllllllllllll
lllllllllllllllllllllllll llllllllllllllllllll
llllllllllll lll
lllllllllllllllllllllllllllllllllllllllll
ll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllll
lllllllllll
llllll llllll
llllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllllll
lllllllllll
llllllllllll lllllllllll
lll
l lllllll llllllllll
l lllllllll
llllllllllllllllllllllllllll
llllll
llllllllllllllllllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllllllll llllll llllllllllllllllllllll
l llllll lllllllll
llllllllllllllllllllllllllll lll
lllllllllll ll
lllllllllllll lllllllllll
lllllll llllllllll llllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllllll
llll
llllllllllllllllllll l
llllllllll
llllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
lllllllllllllllll
lllllllllllllll
llllllllllllll llllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllll
lllllllllll
llllllllllllllllllllllllllllllllll
lll lllllllllllllllll
llll
llllll
lllllllll
l llllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllll
lllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
llllllllllll
l
lllllllllllllllllll
llllll
ll
ll
lllllll
llllllllllllllllll
llllll
lllllllllll llllllllllllllllll
l
lllllll
lll
llllllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
llllll
l
lllll
lllllllllllllllllllll
llllllllllllllllllll lllllllllllllllllllll
lll llllllllllllllllll l
lllllllllll l
llllllllllllllllllllllllllllllllllllllllllllll
lllllllllll
ll
ll
llll
lllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllll
llll
llll
lllllllllllllllllllllllllllllllllll
lllllll
llllllllllllllllllll ll
l llllllllll lllllllllllllllllllllllll l
lll lllllll llllll ll
lllllllllllllllllll
llll llllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllll
ll llllllllllllllllllllllllllllllllllll lll
ll
l
l
ll
llllllllllllllll
lllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllll llll
llllllllllllll
lllllllllllllll llllll
llllllll
llllllllll
lllllllllllll
lll
lllllllllllllllllllll
lll
l
l
ll
lllllllllll lllllllllllll
lllllllllllllll
lllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllll lllll llllllllllllllll lllll
lllll
l l
lllll
l
l
llllll
lllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllll
llllllllllllllllllllllllllllll
llllll
llllllllllll
l l
lllllllllllll
l
llllllllllllllllllllllllllllllllll
lllllllllllllllllll
ll
llllllllllll
llll
l
ll
[−0.173,−0.0438)
[−0.0438,−0.0216)
[−0.0216,−0.00885)
[−0.00885,−0.000113)
[−0.000113,0.013)
[0.013,0.0352)
[0.0352,0.0726)
[0.0726,0.188]
Distance from EL Stop
llllllllllll lllllll llll ll
llllllll llllllllll
l
lll
llllllllllllllllllllllll
lllllllll
llllllll
ll llllllllllllll llllllllllllll
llllllllllllllll llllll llll
lllllllllllll
lllllllll lllll llll
llllllllllllllllllll
lllllllllllllllllllll
llllllll lllllll llll
lllllllll
l
lll
lllllllllllll
ll lllll lllllllllllllll llllllllllllll l
lllllllll llllllllll llllllllllll
l
lll
llllllllllll
llllllllllllllllllllllllllllllllllllll
llll
lllllllllllllllll
llllllllllllllllllllllll
llllllll
ll
llllllllllllllll
llll l
llllll
ll l
lll ll
l
lllllll
lllll
llll
llll lll
llllllllllllllllllll
lllll llllll
lllllllll
ll llllllllll
lllll l
ll
llllllllllllllllllllllllllllllllllllllllllllllllllll
l
l
llll
llllllll
llllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllll llll
llllllllllllll
l
l
llllllllllllllllllllll
lllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllll
llllll llllll
lllllllllll llllll
lllllll
lllllllll l
llll
lllllllllllllllllllll
llllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllll
llllllllllllllllll
lllllllllllllllllllllllll
l lllllllllllllllllllllllll llllll l
llllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
l lllllllllllll lllllllllll l
llllllllll
llllllllllll
lllllllllllllllllllllll llllllllllllll
lllllllllllllllll lllllll l
lllllllllllllll
llllllll
lllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllll
lll
lllllllllllllll
llllllllllllllllllllll lllllllll
llllll lllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllll
lllllllllllll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllllll
lllllllllllllllllllllll lllllllllllllllllll
llllllllllllllll
lllllll lllll llllllllll l
lllllllllllllllll llll ll lllllllllllll
lllllllllllllllllllllll
llllllllllll
llllllll llllllllllllllllllllllllllllllll llll
llllllllllllllllllll
l
llllllllllllllllllllllllllllll
llllllll
lllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllll llllll l
ll llllllllllllllllllllllllllllllll llllll llllllllllll
lllll llllllllllllllllll lll
llllllllllllllllllllllllll
llllllllllllllllllllllll lllllllllll lllllllllllllll
llll llllllllllllllll lll
llllllllllllll llllll l
lllllllllllllllllllllllllllllllllllllllll
lll llllllllllll llllllllll
lllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllll
l lllllllll
lllllllllllllllllllllll
llllll llllllllllllllllllllll
llllllllllllllllllllllllllll
lll lllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllll llllllllllllllllll llllll
ll lllllllllllllll
lll llllllllllll lllllllll
lllllllllllllll lllll lllll lllllllllllllllllllll
lllllllllllllllllllllll
llllllll lllllllllllllll
lllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllll
llll
l
llllllllllllllllllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllllll lll llllllllllll
llllllllllllll
lllllllllllll
lllllllllllllllllllllllllllllll lllllllllllll
l lllllllll lllllllllll ll
lllllllllllllllllllll
llllllllllllllllllllllllllll lllllllll
llllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllll
lllll
llllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
llllllllllllllll lllllll
lllllllllllllllll llllllll llllllllll
lllllll
llllllllllllll
lllllllllll lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllllllll llll
llllllllllllllllllll
llllll
lllllllllllllllllllll
llllllllllllllllllllllllll
l
l
lll
llllllll
ll lllllllllllllllllll
lllllll lllllllllllllllllllllllllllllll lllllll
llllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllllll l
llllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll l
llllllllllllllllllll
llllllllllllllllllllll lllllllllllllllllll lllll
ll
llllllllllllllllll
llll
llllllllllll ll llllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllll
llllllllllllllllllllll l lll
ll
ll llllllllllllllllllllllllllllllll
l lllllllllllllllllllllllllllllll
lllllllllllllllllllll
llllllllll
llll
lllllll
l lllllllllllllllllllllllllllllll
llllll
llllllllllll
llllllllllllllllll
llllll
l
llllll
llllllllllllll
llllllllllllllllllllllllllllllllll
lllll
lllllllllllllll lllllllll
lllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllll
lll ll
lllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllllll ll
lllllllllllllllll lllllllllllllllllllllllll
llllllllllllllllllll
llllllllllllllllllllllllllllllllllllll lllllllllllllllllllllllll lllllllllllllllllllllllll
llllllllllllllllllll l
lllllllllllllllllllllllllllll lllllllllllll
ll lllllll lllllllllllll
lllllllll ll lllllllllllllllllll
llllllllllllllllll l
llllllllllllllllllllll
lllllllllllllllllllllllllllllllll
llllllllllll lllll
ll llllll
llllllllllllll lllllllllllllll
llllllllll llllllllllllll lllllllllll l
lllll lllllllllllllllllllllllllllllll
lllll llllll lll
llllllllll l
llllllllllllll lllllllll llllllllllll
llllllllllllllll
lllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
lllllllllllllllll
llllllllllllllllllllllll
lllllllllllllll lllllll
ll
lll lllll
lllllll
lllllllllll
ll
l
llll
llllllllllllllllllllll
llll
lllllllllllllllllllll
llllllllllllllll lll
llllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lllll
lllllll lllll llllllllllll ll
llllllllll llllllllllllllllllllllllllllllll
ll lllllllllllllllllllll
llllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lll
llllllllllllllllllllllll
lllll
llllllllllllllllllllll
ll
lllllllll
l
l
l
llllllllllll
l ll
l l
llllllllllll l
l l
l
ll ll lllllllllllllllllll
lllllllllllllllllll
lllllllllllllllllllll l
llllllllll
lllllllllllllllll
lll
lllll llllll llll
lllllllllllllllll
lllllllllllllllllllllllll ll
lllllllllllll
llllllllllllllllllll
lllllllllllllllllllllll lllll llll lllll llll
lllllllllllllllllllllll llllllllllllllllllllll
llllllll llllllllllllllllll lll llllllllllll
llllllllll llllll
llllllllllllllllllll lll
llllllll lllll llllllllllllllllllll
llllllll ll llllll ll
lllll
llllll
llll lllll llll llllllllllllllllllll
l lllllllllllll
llllllll
llllllllllllll
lllllllllllllll
lllllllll
llllllll llllllllllllllllll
lllll ll
lllll llll
lllllllllllllllllllllllllll
lllllllll
lllll lllllll
lllll ll
lllllllllll
l l
l
lll llllllllllllllllllllllll
lllllllllllllll lllllll
lll lllllllllllllllllllllll
llllllllllllll llllll ll
llllll llll
lll
lllllllllllllllllll
l
lll
lllllllllllllllll llllllllllllll llllllll
l
ll llll llll
llllllllllllllllllllllllllllllllllll
llllllllllllll
llllllllllllll
ll
llllllll
lll l
lllllll
ll
lllllll
lllllllll llllllllllll
llllllllllllll
l
l
lllllllllllllllll
llllllllllllllllllllll lllllllllllllllllllllllllllllllll
lllllllllll
lllllllllllllllllllll lllllll
lll ll
l
ll
llllllllll
llllllllllllllllllll
llll
llllllllllllllllllll
l
llllllllllllll llllllllllll llllll
l llllllllllllll lllllllllllllllll
lllllllllllllllll
llll
l
lllllllllllllllllllllllllllll
lllllllllllllllllllllll
l l
llllllll
llllllllllllllllllll
l
lll ll
lll
llllllllllll
ll
l
l
l
ll
llllllllll
lllllllllll
lllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllll
lllllllllllll lllllllllllllllllllllllllllllll
llllll
ll
l
lllllll llll llllll
lllllllllllllllllllllll lllllllll lll
lllllllllllllllll
llllllllllll
lllllllllllllllllllllllllllllll
llllllllllllllllll
llllll
ll l
llllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
llll llllll lllllllllllll
lllllllllllllllllllllllll llllllllll lllll llll
l llllllllllllllllllll
llllllllllll
llllllllllllllllllll
ll
lllllllll llllllll
lllllllllllllllllllll
lllllllllllllllllllll
lllllllllllllllllllllllllllll llllllllll
lllllllllllllllllllll
llllllllllllllllllllll
llllllllllllllllllll
ll
lllll l
llllllllllllllllllllllllllllllllllll lll l llll llll llllllllllllllllllllll llll
lllllllllllll llllllllllllllllllll
lllllllllll
llllllllllllllllllllllllllllll
lllllllllllllllllll lll
lllllllllllllllllll lllllll ll lllllll llllllll lllllll l
llllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllll
lllllll ll
l
lllllllllllllllllllllllllllllllllllllllllllllllllll
lllllllllllll
ll
ll
l
l
lllllllllllllll
lllllll lllllllllllllllllllll
llll ll
lllllllllllllllllllllll ll
l
lllllllllllll
lllllllllllll llllllllllll
llllllll llll ll llllll
ll lllllllllllllllllllllllllllll lll lll lll llll l
lllllllll llllllllll
llllllllllllllllllllllllll
llllllllllllllllllllllllllll
lllllllllllll
llllllllll
llllllllllllllll lllllll
ll
lllll
lllllllllllllllll
llll ll lllllllllllll lllllllllllllllll
llllllllllllllllll
llllllllllllllll
llllllllllllllllllllllllll llll
llllllllll l
lll llll
l l
llllllllllllllllllll
l
llll ll llll l
l
llllllllllllllllllllllllllllllllllll llllllll
llllllllllllllllllllll ll llll llllllllll
llllllllllllllllllllll
lllllllllllllllllllllll
llllllllllll lllllllllllllllll
lllllllllllllllllllll
lllllll
llll lllllllllllllll
llllllllll
llllllllllllllll
lllllllllllllllllllllllllllllll
lllllllllllllllll
llllllllllllllllllllllllllll ll
lllllllllllllllll
lllllllllllll llllllllllllllllllll
lllllllll
llllll l
llllllllllllllllllllllllllll
llllll
lllllllllllllll
lllllllllllllllll
lllllllllll llllllllllll llll llllll
llllllllllllll
lllllllllllllllll ll
llllllllllllllllllllllllllllllllllllllllllll
llllllllllllllll
llllllll lll llllll l
llllllllllllllll
lll ll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllll llllllllll lll
llllllllllllllllllll
llllllllllllll
lllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
lllll llllllll
ll llllllllllllllllllllllllllllllll
lllllllllllll
llll
llllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllll
lllllllllllllllll
llllllllllll
llllllllllll
lllll ll
llllllllllllllllllll
lllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllll
llllllllllllllllllll l
llllllllllllllllll
llll llllll lllllllllllllllllllllllll
lllllllllllllllll l
llllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllll llllllll
llllllllllllllllllllllllllllllll
llllllllllll
llllllllllllll lllllll
lllllllllllllllll llllllllllllllllllll
llllllllllllllllllllll
lllllllllllllll lll
lllllllllllllllllll lllll lllllll
llll
llllllllllllllllllllllllllllllllll lllll
llllllllllllllllllllllllllll
lllllllllllllllllll
llllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllll
lllllllllllll
llllllllllllllllllll
lllllllll
llll
lllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllll
llllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllll
l llllllllllll
llllll
llllllllllllllllllll
lllllllllllllllllllllllll llllllllllllllllllll
llllllllllll lll
lllllllllllllllllllllllllllllllllllllllll
ll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllll
lllllllllllllllll
lllllllllll
llllll llllll
llllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllllll
lllllllllll
llllllllllll lllllllllll
lll
l lllllll llllllllll
l lllllllll
llllllllllllllllllllllllllll
llllll
llllllllllllllllllllllllllllllll
llllllllllllllllllllllll
llllllllllllllllllllllll llllll llllllllllllllllllllll
l llllll lllllllll
llllllllllllllllllllllllllll lll
lllllllllll ll
lllllllllllll lllllllllll
lllllll llllllllll llllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllllllllllllll
llll
llllllllllllllllllll l
llllllllll
llllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
lllllllllllllllll
lllllllllllllll
llllllllllllll llllllllllllllllllllllllll
lllllllllllllllllllllllllllllllllllllllll
lllllllllll
llllllllllllllllllllllllllllllllll
lll lllllllllllllllll
llll
llllll
lllllllll
l llllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllll
lllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
llllllllllll
l
lllllllllllllllllll
llllll
ll
ll
lllllll
llllllllllllllllll
llllll
lllllllllll llllllllllllllllll
l
lllllll
lll
llllllllllllllllllllllll
llllllllllllllllllllllllllllllllllll
llllll
l
lllll
lllllllllllllllllllll
llllllllllllllllllll lllllllllllllllllllll
lll llllllllllllllllll l
lllllllllll l
llllllllllllllllllllllllllllllllllllllllllllll
lllllllllll
ll
ll
llll
lllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllll
llll
llll
lllllllllllllllllllllllllllllllllll
lllllll
llllllllllllllllllll ll
l llllllllll lllllllllllllllllllllllll l
lll lllllll llllll ll
lllllllllllllllllll
llll llllllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllllll
lllllllllllllllllllll
ll llllllllllllllllllllllllllllllllllll lll
ll
l
l
ll
llllllllllllllll
lllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllll
llllllllll llll
llllllllllllll
lllllllllllllll llllll
llllllll
llllllllll
lllllllllllll
lll
lllllllllllllllllllll
lll
l
l
ll
lllllllllll lllllllllllll
lllllllllllllll
lllllllllllllllllllllllllllllllllllllll
llllllllllllllllllll
lllllllllll lllll llllllllllllllll lllll
lllll
l l
lllll
l
l
llllll
lllllllllllllllllllllllllllllllllll
lllllllllllllllllllllllllll
llllllllllllllllllllllllllllll
llllll
llllllllllll
l l
lllllllllllll
l
llllllllllllllllllllllllllllllllll
lllllllllllllllllll
ll
llllllllllll
llll
l
ll
[−0.545,−0.322)
[−0.322,−0.194)
[−0.194,−0.151)
[−0.151,−0.103)
[−0.103,−0.0413)
[−0.0413,0.0245)
[0.0245,0.0817)
[0.0817,0.163]
Distance from Rail Line
58
Figure 3.7 (cont.)
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Figure 3.8: Predicted Residential Probabilities from Standard Probit Model
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Figure 3.9: Predicted Residential Probabilities from Standard Probit Model
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Chapter 4
The Determinants of Land
Conservation by Public Access: A
Conditionally Parametric Multinomial
Logit Approach
4.1 Introduction
Land conservation is one of many possible uses for land and is a widely studied topic in the land use
change literature. Sometimes conservation arises as a mutually exclusive use, as is the case of a highly
developed area versus a protected one. Other scenarios allow conservation and other less invasive uses to
coexist, such as conservation easements that allow some agriculture use. The level of interaction between
possible uses depends on public or private interests, other factors and land characteristics that can make
certain areas more suitable for a specific use or combination of uses.
Understanding which factors drive land conservation and how they interact is crucial. For example, soil
quality and high crop net returns can encourage intense agriculture use. Areas with high biodiversity and
environmental value but close to the urban fringe may face a bigger threat for development. In some cases,
specific factors like proximity to cities can have a favorable effect on areas used for recreation but a negative
impact if the main goal is preservation of certain species. It is important then to also examine how these
factors affecting land conservation have different effects when considering specific conservation purposes.
Protecting one particular area implies at the same time the decision of which particular purpose will be
the priority concern. Conservation hot-spots and well-mapped species regions are clearly sought for their
biodiversity richness and environmental benefits (Armsworth et al, 2004). Areas closer to cities deliver
certain recreational value that can be observed in a declining willingness to pay when the reserve is farther
away from population centers (Ruliffson et al., 2003; O¨nal and Yanprechaset, 2007; Ando and Shah, 2010).
Yet, little research have been done to identify these factors and their influence in the different purposes for
reserve-site location.
The conservation purpose and level of public access are strongly linked within an easement. The primary
conservation purpose of an easement also determines the level of public access that best suits that goal.
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Easements used for recreation definitely need open access to the public. Conservation of certain species may
require low human disturbance, with restricted or even closed access. Factors affecting conservation purpose
also affect the level of public access chosen.
This paper aims to analyze the different effects that certain variables known to influence conservation
decisions have on the level of public access allowed. A simple theoretical model considers the problem of an
agent that protects a particular area and chooses the level of public access that maximizes the utility function.
Variables affecting the utility function are basically related to environmental value, demand-side factors and
distance to points of interest. This theoretical framework translates into a discrete choice empirical model
that estimates the probability of the level of public access given a set of explanatory variables.
I use a conditionally parametric multinomial logit model to estimate the probability of different levels of
public access. This approach allows for spatial variation without imposing a functional form specification.
A standard multinomial logit although useful fails to show how the effect of a particular variable is different
throughout space. This distinction is useful as it can help developing regional policies specifically oriented
to achieve the desired social outcome.
Results show how the location of a protected area changes the effect of some of the factors affecting the
level of public access. The probability of restricted access is higher near cities in California but farther away
from cities in the rest of the country. Easements are more likely to be closed to the public the higher the
number of species per acre in the South, but the opposite is true for the northern region. In most of the
country, the bigger the easement, the higher the probability of it being closed to the public, with a stronger
effect in the Midwest.
4.2 Conceptual Framework
In this section I present a simple theoretical framework to analyze what affects the level of public access
allowed in conservation easements. I assume that agents making the decision maximize a utility function.
The variables that affect that utility can be summarized in three groups: biodiversity, distance variables,
and demand-side factors.
The land use change literature has studied different uses of land, how agents decide between them and
the factors that affect that decision. From classic theory that explains how rent varies with location (Van
Thu¨nen, 1966; Muth, 1971) to spatial econometric models (Carrion-Flores and Irwin, 2004; Brady and Irwin,
2011; Wrenn and Sam, 2014; Chakir and Parent, 2009), this literature has concentrated on a variety of factors
affecting land use. Costs and benefits for landowners, property taxes, location of parcels and distance to
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urbanized areas are just some of the most common variables driving land use change.
Land conservation arises as a particularly interesting land use because more often than not the decision
for conservation is permanent. Restricting the possibility of land use change for protected parcels certainly
emphasizes the importance of maximizing benefits or minimizing costs at the time of reserve-site selection.
The conservation planning literature has extensively studied how to maximize biodiversity protection in
an adapting environment (Pressey, 2007). It has focused on the importance of identifying which areas to
protect by also considering economical and social restrictions. It considers not only where to locate protected
areas from an ecological point of view, but also the important role that budget constraints, land costs and
opportunity costs play on conservation location (Adams et al. 2009).
Following that line, many authors have incorporated cost-benefit analysis to develop models that effi-
ciently locate protected areas. Ando et al. (1998) show how accounting for land prices increases efficiency in
either allocating a fixed budget or the coverage of biodiversity protected. Naidoo et al. (2006) focus on which
costs to consider, how to quantify them and why they are important. Newburn et al. (2005) also includes
the likelihood of land-use change as a variable that affects conservation planning. Development restrictions
and the threat of development have also become hot topics in this literature (Costello and Polasky, 2004;
Lovell and Sunding, 2001; Wu and Irwin, 2008).
Besides biodiversity and cost-benefit analysis, other factors should also be considered when studying the
location of protected areas. From a demand-side point of view, willingness to pay and distance to urban
areas influence the location of conservation. Ruliffson et al. (2003) develops a model that accounts for public
access and species protection when allocating a limited budget on conservation. O¨nal and Yanprechaset
(2007) incorporate population on cities near the reserve as an important factor to measure public access.
Ando and Shah (2010) analyze how the willingness to pay for protected areas and location of people reflects
on the location of single and multiple reserves. Distance to urban areas and population in those areas arise
then as a factor to consider when deciding where to locate conservation.
Proximity to other protected areas also affects the location decision. Agglomeration bonuses pose some
clear advantages in terms of biodiversity but they are not always the most efficient decision. Sometimes
fragmentation appears as a valuable option as well. Theoretical and empirical models have contributed to
this issue. Albers et al. (2008a) use a spatially-explicit game structure to explore conservation patterns
accounting for contiguity and land trusts location. Albers et al. (2008b) use a linear spatial econometric
model to study how public conservation can attract or repel private conservation. Considering spatial
correlation between areas is definitely an important factor when studying landscape layouts.
Apart from affecting conservation use, these factors also influence the particular use given to a protected
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area. Conservation easements can have a variety of qualified purposes to count as a charitable donation and
benefit from tax deductions. According to the Internal Revenue Code, those purposes are: ”...public outdoor
recreation or education; protection of a relatively natural habitat of fish, wildlife, plants, or similar ecosystem;
the preservation of open space including farmland and forest land either for public scenic enjoyment or
pursuant to governmental conservation policy; preservation of an historically important land area or certified
historic structure” (Rissman et al. 2007; Treasury Regulation §1.170A-14(d)(1)-(5) 2001).
It is interesting to see how these factors have different effects if one looks at a specific easement’s conser-
vation purpose. The decision of a particular purpose is closely related to the decision of the level of public
access allowed for the easement. One may think that easements used primarily for recreation will have
easy access to cities and highways. Biodiversity may need less human disruption, although some species
can still be found near urban areas. Even though these two decisions are linked, the level of public access
generally shows more accurately the true conservation purpose of an easement. This paper aims to explain
how factors that affect the decision of conservation can also affect differently depending on the level of public
access allowed.
Studies about specific conservation purposes are not common. Chan et al. (2006) concentrate on trade-
offs between conservation goals for biodiversity and the provision of ecosystem services. Rissman et al.
(2007) focus more on specific purposes and the level of development allowed. They conduct a survey of
easements managed by The Nature Conservancy and find that 80% of the easements protect core habitat for
species, 85% allow some residential or commercial use, and 46% is used as ranch, farm or forestry. However,
none of these studies investigate which factors affect the decision of conservation purpose of the level of
public access.
For this study, I use a simple model where an agent considers the aforementioned variables and chooses
a specific level of public access. An agent could be a Land Trust that works simultaneously with landowners
when deciding which areas to protect and how to implement that protection. The level of public access chosen
is closely linked to the main conservation purpose sought for the easement. To simplify which variables to
consider, I group them into three categories: biodiversity, demand-side factors affecting conservation and
distance to points of interest. These categories are not mutually exclusive but can help to have a big picture
of the three main factors that influence conservation purposes.
The agent chooses among k different levels of public access, each one giving certain social utility value.
If I can assume the utility function depends on the three groups of variables, the agent maximizes:
U = Uk(b,m, d) ∀k = 1, . . . ,K (4.1)
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where b are variables measuring biodiversity, m are demand-side variables, and d represents distance to
points of interest, such as urban areas. The agent chooses k such that:
Uk ≥ Uj , ∀j 6= k
4.3 Empirical Model
Based on the conceptual framework, I define specific variables that can be used in the estimation. I use a
conditionally parametric multinomial logit model to estimate the probability of each conservation purpose.
A tri-cube kernel function determines the weights that depend on distance.
I propose a social utility for each easement as a function of the observable variables already mentioned
and some other non-observable variables. The utility of choosing a particular level of public access is:
Uik = x
′
b,ikβb,k + x
′
m,ikβm,k + x
′
d,ikβd,k + ik ∀i = 1, . . . , N ∀k = 1, . . . ,K (4.2)
where x′b,ik is a vector of biodiversity variables, x
′
m,ik a vector of demand-side variables, and x
′
d,ik a vector
of distance variables, βb,k, βm,k, and βd,k are parameters to be estimated and ik represents unobservable
variables.
I use a multinomial logit to calculate the probability of an easement having a specific level of public
access k, given the observable and unobservable characteristics. The agent chooses the level of access that
maximizes the social utility function by comparing utilities for each of the different levels of access. If
yi = 1, . . . ,K is the level of public access chosen, then:
yi = j if Uij ≥ max Uik ∀j, k = 1, . . . ,K + 1
I use level of public access K + 1 as a reference alternative such that the agent considers utilities of each
level relative to the K + 1 level of public access:
y∗ik = Uik − Ui,k+1
Because proximity between easements may also play a role in the selection of a particular level of access,
including spatial interaction is useful. Spatial parametric models use a weight matrix with some measure
of ’closeness’ to account for space. This measure is generally based on contiguity, which may be difficult
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to justify when using parcel level data. They also require inverting an n × n weight matrix that could be
computationally challenging for large datasets. Some applications of spatial multinomial models to land use
are Chakir and Parent (2009), Carrion-Flores et. al (2009), Li et. al (2013), and Wang and Kochelman
(2009).
Locally weighted regression, which was introduced by Cleveland and Devlin (1988), is a successful non-
parametric procedure to account for space without imposing the structure of a functional form. Since
variances tend to be high in nonparametric models, a conditionally parametric approach is useful. This
assumes that a functional form is capable of explaining the data within small geographic areas using ob-
servations within a certain specified distance. It also avoids the problem of defining and inverting a large
n×n weight matrix while estimating at the same time a set of coefficients at particular target points. These
coefficients then vary throughout space, providing a better insight of the spatial effect of the explanatory
variables.
Based on Tibshirani and Hastie (1987) work, McMillen and McDonald (1999) extended the conditionally
parametric method to discrete choice models. They estimate a conditionally parametric multinomial logit
model of land use in Chicago after its zoning ordinance in 1920. Other applications using conditionally
parametric methods that also focus on land use include McMillen and McDonald (2004), Wang et al. (2011),
Wrenn and Sam (2014), and McMillen and Soppelsa (2015).
As is the case with all discrete choice models, I only observe yi which show the particular level of public
access k that gives the maximum social utility, then:
yi =

j if y∗ij = max{y∗ik, 0}
0 otherwise
I estimate a conditionally parametric multinomial logit where the parameters to be estimated depend on
geographic location. Formally:
yi = x
′
iβ(loi, lai) + i (4.3)
where yi is the dependent variable, xi is a set of explanatory variables previously grouped in three groups:
biodiversity, demand-side and distance, and i is the error term. The coefficients β depend on the geographic
coordinates, longitude and latitude, for observation i, and vary smoothly through space.
Kernel weights that depend on distance give more weight to nearby observations when estimating β. A
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tri-cube kernel is the most commonly used function:
ωij =
[
1−
(δij
di
)3]3
I(δij < di)
where ωij is the kernel weight between observations i and j, δij is the Euclidean distance between those two
observations, di is the distance of the qth nearest observation (q is the window size), and I is an indicator
function.
Following McMillen and McDonald (1999), locally weighted estimates for a multinomial logit model with
K + 1 alternatives are obtained by maximizing the pseudo log-likelihood function:
lnLi =
n∑
j=1
ωij
(
Ii0 log(P0i) + · · ·+ IiK log(PiK)
)
(4.4)
where Iik is a dummy variable indicating that level of public access k was chosen for observation i, and Pik is
the probability of choosing access k for observation i. Normalizing on the base alternative such that β0 = 0,
the probabilities are:
Pik =
exp(β′kxi)
1 +
K∑
m=1
exp(β′mxi)
(4.5)
4.4 Data
I use a parcel-level conservation dataset, in combination with county-level census variables. I use census
shapefiles to calculate distance variables. I also include a species occurrence dataset at the county level.
The basic dataset is the National Conservation Easement Dataset (NCED), an initiative of the U.S.
Endowment for Forestry and Communities. This dataset compiles information on conservation easements
throughout the United States. The most recent updated version (July 2016) contains 108, 810 easements
managed by Land Trusts and public agencies, covering 24, 557, 278 acres protected.
NCED is a parcel/area level dataset where the unit of observation is a conservation easement. Some
of the attributes included in this dataset are characteristics of the holder or manager of the easement,
intervention allowed, conservation purpose, duration and size of an easement. The main attribute for this
study is the level of public access, with 4 categories: open access, restricted access, closed and an unknown
access category.
The level of public access of a particular easement is the dependent variable in the model. From the
previous categories, I focus on 3 different possible levels of public access: (1) Restricted Access, (2) Closed
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Access, and (3) Open Access. I drop observations for which the level of public access is unknown.
I combine NCED dataset with county-level census variables (2010 population census and 2012 agriculture
census), and species occurrence data from the Biodiversity Information Serving Our Nation dataset (BISON,
2015). I overlay NCED dataset with county shapefiles (US Census TIGER, 2015) to assign a county geoid to
each easement. I find 118 observations without a matched county. The most common reason for this is some
county boundary issues (many observations were located on or near water). To overcome this issue, specific
counties could be assigned by hand to each of the 118 easements. However, the decision is to drop these
easements because of the lack of a matching county. This only occurs for a small number of observations
with a total area of approximately 1,200 acres (a small percentage in the total of acres protected). I restrict
the analysis to continental US.
The final dataset consists of 65, 500 easements grouped in 3 different levels of public access. The base
alternative for the multinomial logit model is ”Open Access”. Explanatory variables from census and biodi-
versity datasets can be grouped in three categories: biodiversity, demand-side factors, and distance variables.
Biodiversity is difficult to measure, especially when the area considered is the whole continental United
States. As a proxy for species richness I use the number of species observed in a particular county, adjusted
by the size of the county. This ranges between approximately 0 to almost 20 different species per acre.
Demand-side factors are generally measured by WTP, which is commonly find by surveying people in
the area. Once again, this is difficult to estimate when the study covers almost the whole country. One
way to have a proxy for this missing variable is to consider income and some distance variable that can
estimate how accesible the site is. This has of course many limitations, for example, it assumes that people
with higher income will be willing to pay more for a conservation site, which could not always be the case.
Nevertheless, it is still true that people on the lower end of the income distribution will probably have a
lower willingness to pay. I use the log of median household income, distance to the nearest city with at least
50,000 people, and population density.
Distance variables are also important factors explaining conservation purpose. On the one hand, one may
expect that places near a city are mostly used for recreation purposes and open to the public. On the other
hand, species preservation with restricted access may be more common in more remote areas, away from
cities and highways. I calculate distance to the nearest city, nearest highway, and rail lines to incorporate
distance factors.
I present summary statistics in Table 4.1. Approximately 85% of the easements are closed to the public.
Easements with open and restricted access are roughly 5,200 (8%), and 4,300 (6.5%) respectively. Distance
to the city ranges from less than a mile to approximately 81 miles, and distance to the highway can reach
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up to 187 miles. I use log of distances to account for non-linear marginal effects.
4.5 Results
A standard multinomial logit model shows how variables affect choices depending on the level of public
access. A conditionally parametric multinomial logit model also incorporates spatial effects, showing different
results depending on the location of the easement. Changing only one of the variables at a time shows
different distributions of estimated probabilities of levels of public access.
4.5.1 Standard Multinomial Logit Model
Multinomial logit estimation allows the effects of the explanatory variables to differ across the set of possible
values of the dependent variable (Table 4.2). For some explanatory variables, the probability of observing
restricted or closed access (versus open access) move in the same direction. For example, distance to the city
has a negative and significant effect on the level of public access chosen: increasing this distance increases
the probability of an easement being closed to the public or with restricted access. Increasing the number of
species per acre has the same effect resulting in increases in the probability of closed and restricted access.
Also, the lower the median income, the higher the probability of closed or restricted access. For other
variables, such as easement size, the direction of the effect depends on the value of the dependent variable.
Moving farther away from highways and rail lines increases the probability of having easements closed to
the public but does not have an effect on easements with restricted access. Easements in counties with lower
population density are also more likely to be closed to the public. Finally, the size of the easement increases
the likelihood of observing easements with closed access while reducing the probability of having easements
with restricted access.
While estimating different effects for different values of the dependent variable is interesting, it does not
tell the whole story of how covariates affect levels of public access. A standard multinomial logit model fails
to incorporate spatial effects that can also influence the estimated probabilities. A spatial multinomial logit
will include these spatial interactions. However, it still assumes that the spatial effect will be constant across
all locations. This assumption might not be reasonable when considering large geographical areas. A more
flexible approach allows of a particular covariate on each possible value of the y-variable to vary throughout
space.
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4.5.2 A Distribution of Coefficients
A conditionally parametric multinomial logit model (CPAR ML) allows spatial interactions to vary across
locations. This approach estimates a matrix of n × k coefficients for each value of the dependent variable.
Spatial variation is incorporated by allowing β(loi, lai) to vary throughout space. In this way, the probability
of a particular level of access differs depending on where the easement is located. This method proves to
be useful for large datasets because of its computational efficiency, and their assumptions hold even if the
functional form is not correctly specified. For my estimation, I use a window size of 25% which indicates that
only the closest 25% observations are given positive weights. These weights are calculated using a tri-cube
kernel function.
Coefficient means and standard deviations are presented as a summary to do a quick comparison with
the standard multinomial logit (Table 4.3). Signs of coefficients differ slightly compared to the standard
multinomial logit. For the CPAR ML model, the probability of observing closed and restricted access
decreases with the number of species per acre. Population density has a positive effect on the probability of
closed access, and the size of the easement also increases the probability of restricted access.
However, as mentioned before, CPAR models estimate a range of effects for the explanatory variables
versus estimating one single coefficient. It is then possible to obtain a distribution of βs. The densities of
coefficients for each level of access show all βs taking values that range from negative to positive (Figure
4.1). On the one hand, some coefficients present higher frequencies (for all levels of access) in either positive
or negative values. This indicates that the effect of that particular covariate is mainly positive or negative
for all types of access. On the other hand, higher frequencies could be positive for one level of access and
negative for other level of access.
Distance variables show mixed effects (across regions) for the probability of an easement’s access being
closed or restricted to the public. For most regions, distance to the city has a positive effect on the probability
of easements being restricted to the public, and a slightly positive effect on the probability of closed access.
That is, when moving farther away from cities, there is a higher probability of finding areas with restricted
access versus open and even closed access. Distance to a highway has a similar effect for both levels of access,
although reducing the distance to the highway line increases the probability for closed easements and the
opposite is true for restricted easements.
Population density and species per acre do not seem to have a high effect on any level of access vs
open access. When looking at the (geographical) distribution of coefficients both explanatory variables have
higher densities for both restricted and closed access around zero. Increasing the number of species has a
slightly higher effect on the probability of an easement being closed to the public. This result is expected
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considering that certain species require less disturbance from visitors. Also, decreasing population density
increases the probability of easements with closed access.
Easements located in counties with lower agriculture value per acre and lower median household income
have a higher probability of being closed to the public or have restricted access. In particular, in low income
counties, the probability for restricted access is higher compared to closed or open access.
Other variables have either positive or negative effects depending on the access type. The size of the
easement has a distinct effect. Smaller easements have a higher probability of restricted access, while bigger
easements are more likely to be closed to the public. Distance to the rail line also has a similar effect.
Moving farther away from rail lines increases the probability of observing easements with closed access.
One of the key advantages of using this methodology is in fact observing smooth changes and the effect of
location on coefficients’ variability. Maps provide a better picture to analyze how these effects differ widely
among observations and throughout space. I present four sets of maps, each one showing spatial variation in
the coefficients for a one covariate at a time, for each level of public access (Figures 4.2 to 4.5). I concentrate
on the four explanatory variables whose effects show the most variation: distance to city, distance to highway,
easement size, and number of species per acre.
Distance to the nearest city has a different effect depending on the region and level of public access.
Easements close to cities have a lower probability of having restricted or closed access in the Midwest,
Southeast and Northwest areas. The effect is the opposite in the West and Mid-Atlantic area, where
easements closer to cities have a higher probability of being closed to the public.
Distance to highway shows a different story. The effect on the probability of restricted access is positive
for almost the whole country. Getting farther away from highways increases the probability of finding
easements with restricted access, except in the southern states where no effect or a slightly negative effect
is found. When considering the probability of closed access the effect varies by region. This probability
increases in the East and decreases in the West.
The effect that the size of the easement has on the probability of closed or restricted access is interesting.
Bigger easements have a higher probability of being closed to the public in almost all US, with the probability
being even higher in the Midwest. Bigger easements are less likely to have restricted access in the Northwest
and Mid-Atlantic areas, versus being open to the public.
Finally, the effect of the number of species is similar on the probability of closed or restricted access.
Easements with more species per acre have a higher probability of being closed to the public in the southern
half of the country. The effect is reversed in the northern area, where a higher number of species per acre
decreases the probability of close access. The probability of restricted access presents the same pattern,
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although the effect in the Midwest and California is slightly negative.
4.5.3 Spatial Effects
Allowing the estimation of a distribution of coefficients also proves interesting to detect patterns across
the country. Effects vary across space, showing smooth changes between positive and negative effects for all
variables and levels of access. This is the critical advantage of using a CPAR ML model, as it shows a range
of effects that are not captured when estimating standard or spatial logit models.
To show these effects I use two approaches. I first concentrate on regional effects, how each covariate
has a different effect depending on the region. Then I change the focus and, conditioning on the region, I
explain how covariates affect different levels of public access. Extra maps are available in Appendix B.
Spatial Effects by Regions
In California, easements closer to the cities have a higher probability of being closed to the public or
have restricted access. This is somehow counter intuitive as easement closer to populated areas may be
more likely to have recreational purposes. However, some spots for species conservation are located near
cities, and access may be restricted or closed to prevent unwanted disturbance. As expected, the higher the
number of species per acre, the higher the probability of the easement being closed to the public.
The area around the Great Lakes and Midwest shows mainly positive effects for distance variables
except distance to rail line. Being close to a city or highway decreases the probability of an easement
having restricted or closed access versus being open to the public. Easement size has also a positive effect,
particularly around the Great Lakes area increasing the probability of closed access. On the contrary, the
number of species has a negative effect indicating that the higher the number of species per acre, the lower
the probability of restricted or closed access. Finally, easements in this area have a higher probability of
having restricted or closed access if they are located in counties with higher population density.
In the South, distance to the city, distance to rail line, and species per acre have a positive effect on the
probability of restricted or closed access. Distance to highway shows a mixed effect: negatively affecting
the probability of restricted access but positively affecting the probability of closed access in the Southeast.
Bigger easements have a higher probability of being closed to the public.
The Northeast region shows higher probabilities for restricted access for easements farther away from
highways and cities. Number of species per acre has a slightly positive effect on both levels of access:
restricted and closed. One variable that has a negative effect in all this region is median income. This
indicates that easements have a higher probability of being restricted or closed if they are located in counties
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with lower median household income. Finally, easement size presents a positive effect on the probability
of closed access, but the effect is slightly negative on the probability of restricted access. Once more, this
makes clear the importance of analyzing different levels of access, as not all variables have the same effect
on conservation as a whole.
Spatial Effects on Different Levels of Public Access
The probability of restricted access varies throughout space depending on which variables are considered.
Easements have a higher probability of having restricted access if they are near cities in the West, particularly
California, but farther away from cities in most of the rest of the country. Moving farther away from highways
also increases this probability in most of the country, except Maine and the South. These different patterns
also suggest that easements used for recreation that need to be opened to the public are probably located
near cities in most of the country except in California.
Small easements are mostly located around the Great Lakes, and some along the coasts (Figure 4.6).
The probability of restricted access decreases for smaller easements in the Great Lakes area, which suggests
a pattern where one can find few big easements with restricted access and many smaller protected areas
open to the public.
The number of species per acre on the probability of restricted access shows a negative to positive effect
when moving South and East. The more species per acre the less likely an easement is restricted to the
public in the Northwest and north of the Great Lakes, and the opposite is true for the South and East.
However, the distribution of the number of species per acre across the country follows a different pattern,
with a higher ratio of species per acre on the coasts. This highlights again the different spatial effects for a
particular variable.
The same variables affect the probability of closed access in a different manner. In the Mid-Atlantic
region, increasing the distance to cities lowers the probability of an easement being closed to the public.
Closed easements will be then located near cities in areas like greater Washington DC, Philadelphia and
New York city. Even though population density does not seem to have a big effect on this probability, the
fact that the area is highly densely populated may influence the decision of protecting areas with low or no
human disruption even close to big cities. On the contrary, distance to highway has a positive effect on the
East Coast: the farther away from the highway, the higher the probability of an easement being closed to
the public.
The effect of the size of the easement is positive in almost all the country. Bigger easements have a higher
probability of being closed, except in Maine and a small area in the Northwest. The effect is higher in the
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center of the Midwest and lowers when moving to the coasts. Since most small easements are located around
the Great Lakes area, one can predict that small easements will be open to the public and big easements
will be closed.
The number of species per acre has different effects in the north versus the south of the country. In the
north, with the exception of the New England region, the effect is negative. Easements with a higher number
of species per acres have a lower probability of being closed to the public. One may think of protected areas
in low density regions where even for open access easements human disturbance is not that common. In the
southern half, the higher the number of species, the higher the probability of closed access.
4.5.4 Shift in the Distribution of Estimated Probabilities
An interesting exercise is to calculate the change in the distribution of estimated probabilities for discrete
changes in one of the explanatory variables. I show these changes in distributions for changes in two
covariates: distance to city and easement size (Figures 4.8 and 4.9). Distribution of probabilities are also
different for the two different levels of access. Values chosen for this exercise depend on the densities of the
variable allowed to change.
Changing distance to city shows similar effects in the distribution of probabilities of restricted and closed
access. Moving away from the city shifts the distribution of estimated probabilities of restricted access to
the right and increases its variance. Probability of restricted access is close to zero for most of easements
close to the city. At 20 miles, this probability increases slightly for most easements. A similar scenario is
true for the probability of closed access. Moving away from the city slightly increases the probability for
closed access.
Easement size has some mixed results. The bigger the easement, the more likely it is to be closed to
the public. The distribution shifts to the right and the variance decreases when increasing the size of the
easement. At 1 acre, most of the easements have an estimated probability of closed access of 0.8, whereas
at 150 acres, this probability increases to 0.95. Changing the easement size does not seem to have an effect
on the probability of restricted access. The distribution remains unchanged for discrete changes of the size
of easements.
4.6 Conclusions
The level of public access is strongly linked to the specific conservation purpose of an easement. Open
access probably points to recreational areas such as parks. Restricted or closed areas will probably target
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species conservation or other purposes where human disruption needs to be avoided. This paper provides
some insights on how certain variables that affect conservation decisions also affect the level of public access
chosen. Furthermore, it focuses on how these variables show different spatial effects on the probability of
restricted and closed access.
A CPAR ML model presents two advantages with respect to standard or spatial multinomial models.
First, it incorporates space without using an n×n matrix that requires a satisfactory definition of neighboring
observations and needs to be inverted for the estimation. Second, by allowing the estimation of a distribution
of coefficients, one can observe a range of effects that vary smoothly throughout space.
Effects are different by region and by levels of public access. This variability in the results reinforces the
idea that a regional policy or program is more effective to promote conservation. Because certain factors
that affect conservation may have opposite effects in California and in the East Coast, generalization is not
useful. Understanding how these variables affect different levels of public access by regions is useful to design
incentive-based policies and redirect conservation programs.
An easement in California has a higher probability of being closed or having restricted access near cities.
While this may seem counter intuitive at first because one may expect to find accessible areas near cities,
the case of California shows some differences with the rest of the country. The highest density of species is
concentrated along the coast of the state, where also most of the cities are located. For species that require
less human intervention to thrive, easements need to have close or restricted public access.
The area around the Great Lakes concentrates most of the smaller conservation easements. Small ease-
ments have a higher probability of being open. Distance to the city decreases the probability of closed and
restricted access. The number of species also has a negative effect on these probabilities. One can think then
of a pattern where big easements with closed or restricted access are located farther away from cities. Smaller
easements, close to cities are open, and they are probably used for recreation and education purposes.
In the South, easements far away from cities have a higher probability of closed or restricted access. The
number of species per acre have a positive effect, increasing both probabilities, and bigger easements have a
higher probability of being closed to the public. Most of the easements located in this area are large, with
more species per acre in the Southeast. This leads to a landscape with big easements, relatively far away
from cities, with closed access and an increasing number of species per acre as we move to the East.
In the Northeast region, easements are small and serve as the habitat of a high number of species per
acre. The probability of closed access increases closer to cities (except in the northern part of the region).
The number of species does not have a strong effect on this probability. This is a densely populated area
where one can find big and small easements, with restricted access farther from cities, and closed access near
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cities around the Mid-Atlantic region.
The fact that coefficients vary throughout space and by level of public access highlights again the ad-
vantages of using a CPAR Multinomial Logit approach to estimate probabilities of different levels of access.
Further studies may concentrate on a particular region and deepen the analysis of these variables affect-
ing conservation and access levels. Also, policy makers focused on promoting conservation for recreational
purposes may find these findings useful to adapt incentive-based strategies regionally.
78
4.7 Figures and Tables
Table 4.1: Summary Statistics
Variables
Dependent Variable: Level of Public Access N
Open Access 5,220
Restricted Access 4,331
Closed 55,949
Right-hand Side Variables Mean St. Dev. Min Max
Distance to City (log) 2.240 0.722 −3.281 4.401
Distance to Highway (log) 2.306 1.328 −5.427 5.234
Distance to Rail Line (log) 0.982 1.237 −6.567 4.503
Species per Acre 0.360 0.551 0.0003 19.523
Income (log) 10.821 0.276 9.845 11.638
Pop. Density 322.332 804.306 0.300 69,467.500
Easement Size (log acres) 3.567 2.001 −9.546 12.788
Ag. Value per Acre 1,316.289 753.263 1 2,474
Note: N = 65,500
Table 4.2: Standard Multinomial Logit Model
Dependent variable: Level of Public Access
Restricted Closed
Constant 16.905∗∗∗ 21.083∗∗∗
(1.279) (0.966)
Distance to City (log) 0.128∗∗∗ 0.065∗∗∗
(0.032) (0.023)
Distance to Highway (log) 0.030 0.023∗
(0.018) (0.013)
Distance to Rail Line (log) −0.028 0.038∗∗∗
(0.018) (0.014)
Species per Acre 0.142∗∗ 0.259∗∗∗
(0.063) (0.048)
Income (log) −1.388∗∗∗ −1.801∗∗∗
(0.117) (0.089)
Pop. Density 0.00004 −0.0001∗∗
(0.00004) (0.00004)
Easement Size (log Acres) −0.048∗∗∗ 0.060∗∗∗
(0.011) (0.008)
Ag. Value per Acre −0.0004∗∗∗ 0.00002
(0.00003) (0.00002)
Observations 65,500
R2 0.168
Log Likelihood −28,110.730
LR Test 11,351.450∗∗∗ (df = 36)
Notes:
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Base Alternative: Easements Open to Public Access.
Fixed Effects by Census Regions
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Table 4.3: CPAR Multinomial Logit Model
Dependent variable: Level of Public Access
Restricted Closed
Constant 6.924 14.308
(4.668) (3.607)
Distance to City (log) 0.168 0.041
(0.110) (0.081)
Distance to Highway (log) 0.125 0.060
(0.064) (0.044)
Distance to Rail Line (log) 0.007 0.026
(0.063) (0.046)
Species per Acre -1.730 -1.635
(0.376) (0.261)
Income (log) -0.669 -1.154
(0.434) (0.335)
Pop. Density 0.001 0.001
(0.0004) (0.0003)
Easement Size (log acres) 0.010 0.207
(0.042) (0.030)
Ag. Value per Acre -0.0002 0.0002
(0.0001) (0.0001)
Notes:
Base Alternative: Easements Open to Public Access.
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Figure 4.1: CPAR Logit Estimated Coefficients
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Figure 4.2: Spatial Variation in the Estimated Coefficients for Distance to the Nearest City
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Figure 4.3: Spatial Variation in the Estimated Coefficients for Distance to the Highway
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Figure 4.4: Spatial Variation in the Estimated Coefficients for Easement Size (Log Acres)
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Figure 4.5: Spatial Variation in the Estimated Coefficients for Number of Species
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Figure 4.6: Distribution of Easements by Size
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Figure 4.7: Distribution of Easements by Species per Acre
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Figure 4.8: Shift in the Distribution of Level of Public Access - Distance to City
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Figure 4.9: Shift in the Distribution of Level of Public Access - Easement Size
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Appendix A
Difference in Difference Results from
Chapter 2
Collapsing data to two effective periods avoid the problem of serially correlated standard errors. I use
a sample of the original data and estimate the effect of five tax breaks that happen at a specific period in
time. I present the equations and some tables for difference-in-difference estimation.
Before and after difference-in-difference uses a double difference between treated and control groups,
before and after the treatment. I use a yearly average of acres protected per county, before and after the
period 1999-2001, where five states implemented a tax break incentive1. I define acres before as the average
percentage of acres protected in each county per year, during a period of 8 years between 1991 and 1998,
and acres after is the corresponding percentage of acres protected per year during a same-length period of
time between 2002 and 2009. Some counties do not show any conservation before the tax break, others do
not show conservation after it. In order to avoid positive or negative biases, I kept all observations: 178
treated and 775 control counties. I present summary statistics for both samples on Table A.1.
Table A.1: Summary Statistics - Two Period Data
Group undev prot Prop farm Ave farm agvalue unemploy medhhinc popdens dem
Control
Mean 0.039 0.461 176723 3311 7.55 40052 259 46.30
St. Dev. (0.141) (0.294) (136589) (5413) (3.62) (11096) (819) (9.54)
Treated
Mean 0.142 0.245 81131 3693 6.34 44995 604 46.63
St. Dev. (0.225) (0.161) (64806) (4259) (3.32) (15858) (1294) (11.19)
I estimate the following equation for a simple difference-in-difference model (Ashenfelter, 1978, Imbens
1The five states with a tax break in this period are: Connecticut (1999), Delaware (2000), Virginia (2000), Maryland (2001),
and South Carolina (2001). I dropped North Carolina (tax break in 1983), and states with a tax break after 2001 but before
2010: Mississippi (2003), Georgia (2006), New York (2007), Iowa (2008), Arkansas (2009) and Florida (2009)
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and Wooldridge 2009)
Yit = α+ γSs + λTt + τ(SsTt) + βXit + it
where Ss and Tt are group and time dummies, and (SsTt) is the post interaction term.
The second estimation uses a matched sample. I follow the same methods and use propensity score
and mahalanobis distance matrices. I matched on the following observable characteristics before treatment
(1998): proportion of acres in farms, agriculture value per acres, unemployment rate, median household
income, population density, percentage of votes for democrats in presidential election, proportion of land
covered in forest (1992), percentage of undeveloped land protected until 1998, and average percentage of
undeveloped land protected per year between 1991-1998. The estimated equation is:
Yi = α+ τDi + ∆S(i) + i
where Yi is the difference in % acres protected before and after treatment, in county i, and ∆S(i) is a
matched-set fixed effect
All specifications indicate that a tax break has a positive and significant effect on acres protected per
county (Table A.2). A tax break incentive increases the percentage of undeveloped land protected per county
by year in 0.103% (Propensity Score Matching).
Table A.2: Two-Period Difference-in-Difference Results
Dependent variable:
Difference in % of Undeveloped Acres Protected
DID PS RM
treatment 0.106∗∗∗ 0.103∗∗∗ 0.102∗∗∗
(0.018) (0.019) (0.016)
Constant 0.054∗ −0.058 0.074
(0.028) (0.055) (0.090)
Observations 953 934 318
R2 0.099 0.410 0.508
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Appendix B
Additional Maps to Chapter 4
Some extra maps help to have a better picture of how all variables affect different purposes. Some
variables have little or no effect in certain regions, but are still useful to understand spatial patterns.
Figure B.1: Spatial Variation in the Estimated Coefficients for Distance to Rail Line
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Figure B.2: Spatial Variation in the Estimated Coefficients for Median Income
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Figure B.3: Spatial Variation in the Estimated Coefficients for Population Density
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Figure B.4: Spatial Variation in the Estimated Coefficients for Agriculture Value
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