Abstract: Optical coherence tomography (OCT) is a noninvasive medical imaging modality, which provides highresolution transectional images of biological tissue. However, its potential is limited due to a relatively small field of view. To overcome this drawback, we describe a scheme for fully automated stitching of multiple 3D OCT volumes for panoramic imaging. The voxel displacements between two adjacent images are calculated by extending the Lucas-Kanade optical flow a lgorithm t o d ense volumetric i mages. A R ANSAC robust estimator is used to obtain rigid transformations out of the resulting flow v ectors. T he i mages a re t ransformed into the same coordinate frame and overlapping areas are blended. The accuracy of the proposed stitching scheme is evaluated on two datasets of 7 and 4 OCT volumes, respectively. By placing the specimens on a high-accuracy motorized translational stage, ground truth transformations are available. This results in a mean translational error between two adjacent volumes of 16.6 ± 0.8 µm (2.8 ± 0.13 voxels). To the author's knowledge, this is the first reported stitching of multiple 3D OCT volumes by using dense voxel information in the registration process. The achieved results are sufficient for providing high accuracy OCT panoramic images. Combined with a recently available high-speed 4D OCT, our method enables interactive stitching of hand-guided acquisitions.
Introduction
Optical coherence tomography (OCT) is an imaging modality, which provides high-accuracy cross-sectional information of light scattering biological tissue [8] . The low coherence of a broadband light source allows OCT to perceive microscopic structures in subcutaneous tissue. A major application is examination of the retinal layers in ophthalmology, but OCT is used in a variety of fields, e .g. i maging o f v essels, nerves, and other microstructures [15] . Recent advances have enabled the integration of OCT into surgical microscopes, endoscopes, and catheters [9, 17] . However, all of these applications suffer from the relatively small field of view, compared to other cross-sectional modalities (e.g. computed tomography, magnetic resonance imaging, sonography). Often, the structure of interest cannot be captured within a single OCT acquisition. Therefore, this paper deals with automatic stitching of several 3D OCT volumes to generate a single panorama.
The paper is structured as follows: After a short literature review regarding OCT stitching, our approach is presented. We describe the search for correspondences, the estimation of transformations, and how we produce the final volume. Finally, the accuracy is assessed on two different datasets and the validity of our stitching scheme is shown.
Related Work
Most of the work on registration of 3D OCT focused on 2D registration of planar projections of volumes. With common 2D methods, such as SIFT, the registration of en face or arbitrary projections has already been achieved [5] . Although these approaches consider multiple projections or have an additional depth alignment [14] , they do not take dense volumetric information into account.
Merging of 3D OCT volumes has also been achieved by using external navigation data for coarse alignment and additional microscopic images for fine aligment [3] . Using volumetric OCT data, 6 DoF pose estimation has recently been achieved with convolutional neural networks [6] . However, this approach relies on artificial markers in the OCT's field of view and does not focus on registration between the volumes. Also considering volumetric information, accurate registration of two OCT volumes has been done by extending SIFT to 3D [13] .
Materials and Methods

Image acquisition
In order to generate adjacent overlapping 3D OCT volumes with known displacements, two specimens are consecutively placed on a motorized linear stage (MZ812B, ThorLabs Inc., Newton, NJ, USA) with a repeatability of 1.5 µm and are captured by a swept-source OCT (OCS1300SS, ThorLabs Inc., lateral resolution 12 µm). The first specimen is a wooden board with metal spheres glued on it (named sphere board in the following) and the second specimen is a small piece of human temporal bone (see Fig. 1 ). The scan dimensions are equally set to 3 mm for each spatial direction with a resolution of 512 voxels. This results in isotropic voxels with an edge size of 6 µm. The sphere board specimen is captured 7 times and the temporal bone specimen 4 times, each with translations of 0.75 mm by the linear stage.
Extending Lucas-Kanade
For estimating voxel displacements between two adjacent and overlapping OCT volumes of the same object, the forward additive Lucas-Kanade optical flow method is used [1] . The extension of the algorithm to a third dimension in order to use it on dense 3D voxel data has already been achieved for ultrasonic volumes [12] and is shortly revised in the following. Optical flow is referred to as the parameters of a warp function
aligning a template volume ( ) onto an input volume ( ) with the voxel coordinates = (x, y, z) ⊺ . The template is a volume patch with a size of e.g. 7 × 7 × 7 voxels extracted from the first of the two volumes. Finding these parameters results in minimizing the sum of squared errors arg min
between the template and the warped input volume with respect to incremental parameter updates ∆ with ← + ∆ . This is repeated iteratively until convergence with ‖∆ ‖ < ε or until a maximum number of iterations is reached. Equation 2 is solved by linearizing with first-order Taylor series, which results in a least squares problem with closed form solution. It can be solved by derivation with respect to ∆ . For more details, please refer to [1] . Choosing a small window size for sampling the template generally relates to high accuracy, as details are not "smoothed out" when integrating the erros in Eq. 2. However, this has a negative effect on the robustness when undergoing large motions, where a large window size is preferred. To overcome this compromise, we are extending our 3D implementation of Lucas-Kanade with a pyramid approach inspired by [2] .
With our pyramidal approach, the window size is kept constantly small. A volume pyramid is created for each of two adjacent volumes by repeatedly Gaussian smoothing and subsampling by a factor of 2. The iterative minimization of Eq. 2 is started at the highest pyramid level with lowest resolution. After convergence, the result of this is multiplicated by the subsampling factor and used as initialization for the next pyramid level. Therefore, it is essential for the algorithm to be operated with sub-voxel accuarcy. To obtain intensities at non-integer voxel coordinates, we use multivariate linear interpolation.
Volume stitching
The final volume stitching is performed as follows. Prior to calculating the optical flow, we identify distinct, good to track volume keypoints by exploiting the Harris corner detector [7] , also extended to 3D. At the local maxima of the Harris response we calculate the optical flow as described above. For every flow vector, the matching error (given by evaluating Eq. 2 at found ) is used to keep the best 50 % matches.
The actual stitching is performed by transforming voxel coordinates of subsequent volumes into the coordinate frame of the first one and adding their voxel intensities. For this, we assume a rigid transformation between two volumes i and i+1, which is estimated by an outlier-robust RANSAC estimator [4] . This results in n − 1 transformation matrices i i+1 for n volumes.
After transforming all volumes, a blending of overlapping areas is performed. We find those areas by logical conjunction of all non-zero voxels before adding them together. The final voxel intensity is the mean of two overlapping intensities. Additionally, more elaborated blending can be done by linear interpolation of intensities at sub-voxel level.
Experimental results
With a window size of 5 × 5 × 5 voxels, 5 pyramid levels and ε = 1 · 10 −3 promising results can be achieved. The RANSAC confidence interval is initially set to 0.5 voxels, but dynamically increased by steps of 0.5 voxels, if not enough inliers are found. Qualitative results of the sphere board and temporal bone dataset are shown in Fig. 2 . For better visualization, the surfaces of the specimens have been reconstructed by using the marching cubes algorithm [11] . The resulting panoramic volumes are valid and reveal a high-resolution dense 3D acquisition of otherwise imperceptible objects (see Fig. 3 ). A small misalignment can be seen in the left third of the sphere-board. This can be explained by the planar, feature-less surface in this area. Due to placing the specimens on a motorized linear stage during OCT acquisition, ground truth transformation values are available. The sphere board dataset is shifted 0.75 mm in xdirection between each volume and the temporal bone dataset is shifted −0.75 mm in z-direction, respectively. To assess for accuracy and taking rotation errors into account, the center voxel coordinate c = (256, 256, 256)
⊺ is transformed by each estimated transformation i i+1 , resulting in ′ c = i −1 i+1 c . The error to ground truth is then defined as
Error values for each volume pair of the two datasets are listed in Tab 
Conclusion
We present an automated registration and stitching of 3D OCT volumes with voxel accuracy. Our stitching scheme is based on 3D optical flow and RANSAC estimation of rigid transformations between volumes. In contrast to previous approaches, we use dense volumetric information and concatenate any number of volumes. Stitching overcomes the disadvantages of small scan volumes by enabling the imaging of larger areas. Current state-of-the-art high-speed OCT devices can operate at 25 volumes per second [18] . To adapt to those volume rates for live stitching, future work aims on implementing the Harris corner detector and the Lucas-Kanade algorithm in a parallel manner on a GPGPU. We also consider on extending the algorithm to non-rigid transformations. This enables the tracking of soft tissue areas (e.g. vocal folds), which we have already achieved on stereo camera images [16] . The optical flow can also be used for volume of interest stabilization in 4D OCT [10] . 
