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MULTIDIMENSIONAL SELF-AFFINE SETS: NON-EMPTY
INTERIOR AND THE SET OF UNIQUENESS
KEVIN G. HARE AND NIKITA SIDOROV
Abstract. Let M be a d× d real contracting matrix. In this paper we
consider the self-affine iterated function system {Mv−u,Mv+u}, where
u is a cyclic vector. Our main result is as follows: if | detM | ≥ 2−1/d,
then the attractor AM has non-empty interior.
We also consider the set UM of points in AM which have a unique
address. We show that unless M belongs to a very special (non-generic)
class, the Hausdorff dimension of UM is positive. For this special class
the full description of UM is given as well.
This paper continues our work begun in [5, 6].
1. Non-empty interior
Let d ≥ 2 and M be a d × d real matrix whose eigenvalues are all less
than 1 in modulus. Denote by AM the attractor for the contracting self-affine
iterated function system (IFS) {Mv−u,Mv+u}, i.e., AM = {piM(a0a1 . . . ) |
an ∈ {±1}}, where
piM(a0a1 . . . ) =
∞∑
k=0
akM
ku.
If AM ∋ x = piM(a0a1 . . . ), then we call the sequence a0a1 · · · ∈ {±1}
N an
address of x. We assume our IFS to be non-degenerate, i.e., AM does not lie
in any (d − 1)-dimensional subspace of Rd (i.e., AM spans R
d). Let u ∈ Rd
be a cyclic vector for M , i.e., span{Mnu | n ≥ 0} = Rd.
Our main result is as follows.
Theorem 1.1. If
| detM | ≥ 2−1/d,
then the attractor AM has non-empty interior. In particular, this is the case
when each eigenvalue of M is greater than 2−1/d
2
in modulus.
Remark 1.2. Note that if | detM | < 1
2
, then AM is a null set (see [4]) and
therefore, has empty interior. It is an interesting question whether 2−1/d in
Theorem 1.1 can be replaced with a constant independent of d.
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Corollary 1.3. For an IFS {Mv+uj}
m
j=1 with m ≥ 2 the same claim holds,
provided the IFS is non-degenerate.
Proof. Clearly, the attractors are nested as m increases, so it suffices to
establish the claim for m = 2. This, in turn, follows from Theorem 1.1 via
an affine change of coordinates. 
The history of the problem is as follows. In [1] it was shown that for
M =
(
λ 0
0 µ
)
, if 0.953 < λ < µ < 1, then (0, 0) has a neighbourhood which
lies in AM . Their method was a modification of the one suggested in [4].
In [5] we improved their lower bound to 0.83. In [6] we proved analogous
results for all 2× 2 matrices M by using a similar approach as in [5] for the
matrices with real eigenvalues and a different one for the rest. This second
approach is the one we use in the current paper.
To prove Theorem 1.1, we need some auxiliary results. These are natural
generalizations of those from [6, Appendix] whose proofs had been provided
by V. Kleptsyn [7]. We use + for the Minkowski sum of two sets:
A+B = {a+ b | a ∈ A, b ∈ B}.
Lemma 1.4. Let γ be a path in Rn. Let γ′(t1, t2, · · · , tn−1) = γ1(t1) +
· · · + γn−1(tn−1) where the γi are paths in R
n. Let δ be the diameter of
γ([s1, s2]), and assume that there is no point in the interior of the surface
σ = {γ(s) + γ′(t) : s, t ∈ ∂([s1, s2] × [0, 1]
n−1)}. Then the sets γ(s1) +
γ′([0, 1]n−1) and γ(s2) + γ
′([0, 1]n−1) coincide outside a δ-neighbourhood of
γ([s1, s2]) + γ
′(∂([0, 1]n−1)).
Proof. Assume the contrary and let z be a point of the surface γ˜ := γ(s1)+
γ(t1) (for some t1 ∈ [0, 1]
n−1) that lies outside the δ-neighbourhood and
that does not belong to the surface γ(s2)+γ([0, 1]
n−1). By continuity, there
is a ε-neighbourhood of z that the latter surface does not intersect.
Now, by the Jordan-Brouwer separation theorem, in this neighbourhood
one can find two points “on different sides” with respect to γ˜.
This implies that one of these two points is in the interior of σ = {γ(s)+
γ′(t) : s, t ∈ ∂([s1, s2]× [0, 1]
n−1)}. 
Proposition 1.5. If γ1, γ2, · · · , γn be n paths in R
n whose span is Rn, then
γ1 + γ2 + · · ·+ γn has non-empty interior.
Proof. Let t = (t2, t3, . . . , tn), γ(t1) = γ1(t1) and γ̂(t) = (γ2(t2), γ3(t3), . . . , γn(tn)).
Consider the surface
ω := {γ(s) + γ̂(t) : (s, t) ∈ ∂([0, 1]× [0, 1]n−1)}.
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Let δ = δ(s1, s2) be the diameter of γ([s1, s2]) for s1, s2 ∈ [0, 1]. Clearly,
δ → 0 as s1 → s2. Pick s1 and s2 sufficiently close so the diameter of
γi([0, 1]) is greater than 2δ for all i. Hence there exists a point on the sur-
face γ(s1) + γ̂([0, 1]
n−1) that is not in the δ-neighbourhood of γ([s1, s2]) +
γ(∂([0, 1]n−1)). By Lemma 1.4, either there exists a point in the interior of
this surface, or γ(s1) + γ̂([0, 1]
n−1) and γ(s2) + γ̂([0, 1]
n−1) coincide outside
the δ-neighbourhood of γ([s1, s2]) + γ̂(∂([0, 1]
n−1)).
Taking s1 → s2 and assuming that there is never a point in the interior
gives that γ̂([0, 1]n−1) admits an arbitrarily small translation symmetry out-
side its endpoints. This in turn gives that γ̂([0, 1]n−1) is a n−1 dimensional
plane, and that γ([0, 1]) lies within this plane. Hence γ1, γ2, . . . , γn do not
span is Rn, a contradiction. 
We need two more results before we can get on with the proof of Theo-
rem 1.1.
Lemma 1.6. [11, Lemma 2.3] The set AM is connected if | detM | ≥
1
2
.
Lemma 1.7. [10, Lemma 4.1] Let Y be a topological space. Suppose f :
{m, p}N → Y is a continuous map such that
f([wm]) ∩ f([wp]) 6= ∅
for all w ∈ {m, p}∗. (Here m stands for −1 and p for 1.) Then the image
of f is path connected.
Here [i1 . . . ik] is the cylinder {{aj}
∞
j=1 ⊂ {p,m}
N | aj = ij , j = 1, . . . , k}.
Using f := piM and Y = R
d, we see that AM is the image of f . This gives
the following corollary.
Corollary 1.8. The set AM is path connected if | detM | ≥
1
2
.
Proof of Theorem 1.1. Let us first change the set of “digits” for this particu-
lar proof. Namely, consider the affine change of coordinates x 7→ 1
2
(
x+
∑∞
k=0M
ku
)
;
this change corresponds to ak 7→
1
2
(ak + 1) ∈ {0, 1}. Recall that u is chosen
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to be a cyclic vector. Thus, we have
A˜M = {piM(a0a1 . . . ) | ak ∈ {0, 1}}
=
{ ∞∑
k=0
akM
ku | ak ∈ {0, 1}
}
=
{ ∞∑
n=0
d−1∑
j=0
adn+jM
dn+ju | adn+j ∈ {0, 1}
}
=
{
d−1∑
j=0
M j
∞∑
n=0
adn+j(M
d)nu | adn+j ∈ {0, 1}
}
= A˜Md +M · A˜Md + · · ·+M
d−1 · A˜Md ,
where M ·X = {Mx : x ∈ X}. Now, if | detMd| ≥ 1
2
, then by Corollary 1.8,
the attractor A˜Md is path connected. We have u = piMd(1000 . . . ), whence
u ∈ A˜Md. Notice that
(1.1) span{Mnu | n ≥ 0} = span{Mnu | 0 ≤ n ≤ d− 1} = Rd,
since Mn is a linear combination of I,M, . . . ,Md−1 for all n ≥ d, in view of
the Cayley-Hamilton theorem.
Choose now any path γ in A˜Md which contains u. By (1.1), the paths
γ,Mγ, . . . ,Md−1γ span Rd as well, whence by Proposition 1.5, A˜M has non-
empty interior, and thus, so does AM . 
Remark 1.9. For d = 2, Theorem 1.1 implies that if both eigenvalues ofM
are greater than or equal to 2−1/4 ≈ 0.8409 in modulus, then AM has non-
empty interior. This is essentially [6, Theorem 1.1]. Notice, however, that for
M having real eigenvalues in [6, Theorem 1.1] contains better bounds, due
to a different proof. In particular, if M =
(
−λ 0
0 µ
)
with 0 < λ ≤ µ < 1,
then we have the same claim with λ ≥ 2−1/2 ≈ 0.7071, and this bound is
sharp if λ = µ.
2. The set of uniqueness
Let UM be the set of uniqueness for our IFS, i.e., the set of x ∈ AM each
of which has a unique address. We let UM denote the set of unique addresses
for AM , so UM = piM(UM). For d = 1 the set of uniqueness is a well studied
topic – see, e.g., [9] and references therein.
When d = 2, the following result holds:
Theorem 2.1. Let M be a contractive 2× 2 matrix which we assume to be
– after an appropriate change of coordinates - one of the following:
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(1) M =
(
λ 1
0 λ
)
. For any λ 6= 0, the set of uniqueness has positive
Hausdorff dimension. [6, Corollary 4.8].
(2) M =
(
λ1 0
0 λ2
)
. For any 0 < λ1 < λ2 < 1, the set of uniqueness has
positive Hausdorff dimension. [5, Corollary 4.3].
(3) M =
(
λ1 0
0 λ2
)
. For any −1 < λ1 < 0 < λ2 < 1 with |λ1| 6= |λ2|,
the set of uniqueness has positive Hausdorff dimension. [6, Corollary
4.5].
(4) M =
(
a b
−b a
)
with κ = a+bi. For any κ with arg(κ)/pi 6∈ Q the set
of uniqueness has positive Hausdorff dimension. [6, Section 4.3.1].
(5) M =
(
a b
−b a
)
with κ = a + bi. For any κ with arg(κ)/pi ∈ Q set
q > 0 minimal such that κq ∈ R and let β = |κ|−q. Then the set of
uniqueness UM is as follows:
(a) finite non-empty if β ∈ (1, G];
(b) infinite countable for β ∈ (G, β∗);
(c) an uncountable set of zero Hausdorff dimension if β = β∗; and
(d) a set of positive Hausdorff dimension for β ∈ (β∗,∞).
[6, Theorem 4.16].
(6) M =
(
−λ 0
0 λ
)
with 0 < λ < 1. Then we have the same claim as in
the previous item with β = λ−2. [6, Proposition 4.21]
Here G = 1+
√
5
2
and β∗ ≈ 1.7872 is the Komornik-Loreti constant intro-
duced in [8]. The Komornik-Loreti constant is defined as the unique solution
of the equation
∑∞
n=1mnx
−n+1 = 1, where m = (mn)
∞
1 is the Thue-Morse
sequence
m = 0110 1001 1001 0110 1001 0110 . . . ,
i.e., the fixed point of the substitution 0→ 01, 1→ 10.
The following result is straightforward.
Lemma 2.2. Let M be a block matrix, i.e.,
M =
(
M1 0
0 M2
)
.
Then UM ⊃ UMj for j ∈ {1, 2}.
Proof. Notice that
piM (a0a1a2 . . . ) =
(
piM1(a0a1 . . . )
piM2(a0a1 . . . )
)
.
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We see that if one of the two coordinates on the right hand side is unique,
then the left hand side must also be unique. 
Corollary 2.3. If dimH UM1 > 0 or dimH UM2 > 0, then dimH UM > 0.
Remark 2.4. Note that this claim is not if and only if. To see this, take,
for instance, M1 and M2 both 1× 1 real matrices with positive eigenvalues
λ ∈
(√
5−1
2
, 1
)
and µ ∈
(√
5−1
2
, 1
)
with λ 6= µ. Then dimH UM > 0 ([5,
Corollary 4.3]), whereas UM1 and UM2 are finite – see [2].
By converting a matrixM to Jordan normal form, this gives a rich family
of matrices for which dimH UM > 0. In particular, this allows us to prove
Theorem 2.5. Let M be a d× d matrix.
(1) If M has a non-trivial Jordan block, then dimH UM > 0.
(2) If M has an eigenvalue κ with arg(κ)/pi 6∈ Q, then dimH UM > 0.
(3) IfM has two eigenvalues κ1 and κ2 with |κ1| 6= |κ2|, then dimH UM >
0.
(4) LetM have only distinct simple eigenvalues, κ1, κ2, . . . , κd with arg(κj)/pi ∈
Q for all j. Assume further |κ1| = · · · = |κd|. Let q ∈ N be mini-
mal such that κqj ∈ R, 1 ≤ j ≤ d. If there exists j and k such that
κqjκ
q
k < 0, then put β = |κ1|
−2q, otherwise put β = |κ1|
−q. Then the
set of uniqueness UM is as follows:
(a) finite non-empty if β ∈ (1, G];
(b) infinite countable for β ∈ (G, β∗);
(c) an uncountable set of zero Hausdorff dimension if β = β∗; and
(d) a set of positive Hausdorff dimension for β ∈ (β∗,∞).
Some of these follow directly from Theorem 2.1 and Lemma 2.2. In Sec-
tion 3 we show the case of Jordan blocks of size greater than or equal to 3,
and Jordan blocks of complex eigenvalues. That is, we show Theorem 2.5 (1).
Theorem 2.5 (2) follows directly from Theorem 2.1 and Lemma 2.2. In Sec-
tion 4 we prove cases (3) and (4).
There is a natural correspondence between a 2× 2 real matrix
(
a b
−b a
)
and the 1×1 complex matrix
(
a+ bi
)
. For notational reasons, we will often
use this second form for a matrix or sub-matrix corresponding to a complex
eigenvalue of M .
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3. Jordan blocks
Lemma 3.1. Let
M =

κ 1 0
κ 1
. . .
. . .
κ 1
0 κ

with 0 < |κ| < 1. Then dimH UM > 0.
Proof. First, assume that κ ∈ R. Let
M ′ =
(
κ 1
0 κ
)
.
By [6, Lemma 3.1], we have:
piM(a0a1a2 . . . ) =

1
(k−1)!
dk−1
dκk−1
∑∞
j=0 ajκ
j
1
(k−2)!
dk−2
dκk−2
∑∞
j=0 ajκ
j
...
d
dκ
∑∞
j=0 ajκ
j∑∞
j=0 ajκ
j

and for M ′ we have
piM ′(a0a1a2 . . . ) =
(
d
dκ
∑∞
j=0 ajκ
j∑∞
j=0 ajκ
j
)
.
(Here we are assuming u our cyclic vector is
(
0 . . . 0 1
)T
.) Hence if
a0a1 · · · ∈ UM ′, then the last two coordinates of piM(a0a1 . . . ) form a unique
pair, whence a0a1 · · · ∈ UM . As dimH UM ′ > 0 from [6, Corollary 4.8], the
result follows.
Next assume that κ 6∈ R. If arg(κ)/pi 6∈ Q, then we can repeat the above
proof with M ′ =
(
κ
)
and [6, Section 4.3.1]. So assume that arg(κ/pi) ∈ Q.
From the techniques above, we see that it suffices to show the 2 × 2 case,
after which the result will follow. Let
M =
(
κ 1
0 κ
)
with 0 < |κ| < 1, arg(κ)/pi ∈ Q. Let (z1, z2) ∈ AM with z1, z2 ∈ C.
Let q > 0 be minimal such that κq ∈ R. Let
M ′ =
(
κq 1
0 κq
)
and consider the set F = {(a0a1a2a3a4 . . . )} where
aj =
 −1 if ℑ(κ
j) < 0
+1 if ℑ(κj) > 0
−1 or + 1 if ℑ(κj) = 0
for all j
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and let F = piM (F ). We note that ℑ(κ
j) = 0 if and only if q | j.
Let s = max(ℑ(z2) : (z1, z2) ∈ AM). We see that (z1, z2) ∈ F if and only
if ℑ(z2) = s. Furthermore, we see that there is a map ϕ from {±1}
N to F
given by
ϕ(b0b1b2 . . . ) = piM(b0a1a2 . . . aq−1b1aq+1 . . . ),
where a1, a2, a3, etc are chosen to as above. The map ϕ is one-to-one, and
moreover, it is clearly Ho¨lder continuous in the standard metric. This gives
us that if a point is unique in AM ′, then the corresponding point in F is
unique, from which the result follows. 
4. Complex eigenvalues
Lemma 4.1. Let κ1, κ2, . . . , κd be such that arg(κj)/pi ∈ Q. Let q > 0 be
minimal such that κqj ∈ R for all j.
M =

κ1 0
κ2
. . .
0 κd
 ,M ′ =

κq1 0
κq2
. . .
0 κqd
 .
We have dimH(UM ′) > 0 if and only if dimH(UM ) > 0.
Proof. Similarly to the proof of the complex part of Lemma 3.1, consider
the set F = {(a0a1a2a3a4 . . . )} where
aj =

−1 if ℑ(κj1) < 0
+1 if ℑ(κj1) > 0
−1 if ℑ(κj1) = 0 and ℑ(κ
j
2) < 0
+1 if ℑ(κj1) = 0 and ℑ(κ
j
2) > 0
...
...
−1 if ℑ(κj1) = ℑ(κ
j
2) = · · · = ℑ(κ
j
n) = 0 and ℑ(κ
j
n+1) < 0
+1 if ℑ(κj1) = ℑ(κ
j
2) = · · · = ℑ(κ
j
n) = 0 and ℑ(κ
j
n+1) > 0
...
...
−1 or + 1 if ℑ(κj1) = ℑ(κ
j
2) = · · · = ℑ(κ
j
d) = 0
for all j and let F = pi(F ). We note that ℑ(κj1) = · · · = ℑ(κ
j
d) = 0 if and
only if q | j.
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Put
s1 = max(ℑ(z1) : (z1, . . . , zd) ∈ A),
s2 = max(ℑ(z2) : (z1, . . . , zd) ∈ A,ℑ(z1) = s1),
s3 = max(ℑ(z3) : (z1, . . . , zd) ∈ A,ℑ(z1) = s1,ℑ(z2) = s2),
...
sd = max(ℑ(zd) : (z1, . . . , zd) ∈ A,ℑ(z1) = s1,ℑ(z2) = s2, . . . ,ℑ(zd−1) = sd−1).
We see that (z1, z2, . . . , zd) ∈ F if and only if ℑ(zj) = sj for j = 1, 2, . . . , d.
Furthermore, the map ψ : {±1}N → F defined by
ψ(b0b1 . . . ) = piM(b0a1a2 . . . aq−1b1ak+1ak+2 . . . ),
where the a1, a2, a3, etc are chosen as above, is one-to-one and Ho¨lder contin-
uous. This gives us that if a point is unique in AM ′, then the corresponding
point in F is unique. Moreover, dimH UM ′ > 0 implies dimH UM > 0.
For the other direction, assume that that x = piM(a0a1a2 . . . ) is in UM .
Consider the point piM ′(a0aqa2q . . . ) ∈ AM ′. If it is not a point of uniqueness,
then there exists a piM ′(b0bqb2q . . . ) = piM ′(a0aqa2q . . . ). But by construction
x = piM(b0a1a2 . . . aq−1bqaq+1 . . . ), a contradiction.
A similar argument can be used for the subsequence ajaq+ja2q+j . . . map-
ping to a simple linear transformation of UM ′, namely, M
jUM ′ .
Hence for any point of uniqueness in UM we have q maps into affine
copies of UM ′ , each one giving a point of uniqueness. If dimH UM > 0, then
one of these maps will also have have positive Hausdorff dimension, from
which the result follows. 
Now we are ready to conclude the proof of Theorem 2.5. Note first that
if |κ1| 6= |κ2|, then |κ
q
1| 6= |κ
q
2| with κ
q
1, κ
q
2 ∈ R. From this Theorem 2.5 (3)
follows from Theorem 2.1 (2) or (3).
If |κ1| = · · · = |κd| = λ, then M
′ = λqJ , where J is a d × d diagonal
matrix with −1 or 1 on the diagonal. If there exists j and k such that
κqjκ
q
k < 0, then J will contain both a −1 and a 1, and this will follow from
Theorem 2.1 (6). If no such j and k exists, then the result follows from [3,
Theorem 2].
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