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Introduction
A brief History of Tensor models
Tensor models provide a generalisation of matrix models, and were first developed to
study random geometries in any dimension.
Matrix models are probability distributions for square matrices, that are invariant
under unitary transformation. They where first introduced by Wishart for the statistical
analysis of large samples [65]. However, they later acquired another use when a relation
was discovered with random surfaces. Indeed, the perturbative expansion of matrix mod-
els evaluates their moments and partition functions as a sum over maps. Maps correspond
to graphs drawn on a surface, and thus procure triangulations of those surfaces. To each
map corresponds a weight given by the Feynman rules, forming a probability distribution
over maps. Therefore, from a matrix model arises a probability distribution over random
discretised surfaces. Furthermore, the size N of the matrix M ∈ MN(C) offers a new
small parameter, 1/N , according to which the perturbative series can be re-arranged [64].
This expansion in powers of 1/N happens to be indexed by the genus of the maps, and
maps of a given genus grows at a manageable rate with the number of vertices, can be
enumerated explicitly and form a summable family [13]. Moreover, the 1/N expansions
sorts the discretised surfaces according to their topology, and at large N , the contribution
of spheres dominates as the ones of higher-genus surfaces vanishes. The corresponding
series has a critical point at the boundary of its convergence domain, where the theory
reaches a phase which favours larger maps, leading to a continuum theory of random
planar surfaces, the Brownian map [43, 44], and allowing for the quantification of two
dimensional gravity[24].
Early work on tensor models started in the 1990’s, looking for a generalisation of
random matrices with tensors of rank higher than 2 [3, 26, 61]. Unfortunately, the progress
soon stalled while a 1/N expansion remained to be found. The interest for tensor models
was renewed two decades later, when invariant coloured tensor models were derived from
Group Field Theories.
Group Field Theories are quantum field theories based on a Lie-group manifold, first
introduced by Boulatov in 1992 [12], that were developed to provide a satisfactory, back-
ground independent, field theoretical formulation for Loop Quantum Gravity. The path
integral formulation of Loop Quantum Gravity writes as a sum over spin-foams, which
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are graphs bearing some additional data that ties to the geometry of space-time [50, 54].
Group field theories aim at building a theory that generates these spin-foam as the Feyn-
man graphs of a quantum field. As space-time geometry should arise from the field and
not precede it, the field must be background independent : it must not be based on a
space manifold like usual quantum fields encountered, for example, in electrodynamics.
In order to sow the necessary clues for the emergence of space-time geometry, the field is
based on the manifold of the Lorentz group, the rotation group or multiple copies of them
[55, 25, 51, 52]. By Fourier transformation, the field variables of a group field theory over
D copies of a compact Lie group have a tensor structure, and corresponding group field
theories are tensor models with additional data.
In 2009, R. Gurau introduced a coloured group field theory that tackles an issue
with the geometries generated by group field theories [27, 28]. Ordinary group field
theories generate graphs that triangulates manifolds and pseudo-manifolds but also highly
singular spaces [29]. Each D-valent vertex corresponds to a D-simplex, with half edges
corresponding to their boundary (D − 1)-simplices. Connecting two vertices by an edge
thus corresponds to the gluing of the D-simplices by identifying the corresponding (D−1)-
simplices. Unfortunately, usual group field theories do not contain enough structure to
forbid highly singular gluings. The coloured group field theories generates bipartite edge-
coloured graphs which are subjects to much stricter rules that forbid such unwanted
singularities.
The 1/N expansion for the coloured models was soon discovered [30, 34, 31] and models
without the geometric data of group field theories came into prominence under the name
of coloured tensor models [32]. The leading order of the 1/N expansion corresponds to a
family of graphs called melons [7], which triangulates the sphere SD while displaying a
tree-like structure [35]. This family of melonic graphs being summable, the nice properties
of the 1/N expansion of matrix models where recovered for coloured tensor models.
The last step toward modern invariant tensor models was to extend those results to
general, non-coloured, invariant tensor models [33, 8].
Recent Developments
The rise of invariant tensor models did not diminish the interest for Group Field
Theory, and the joint work on both subjects gave birth to the broad topic of Tensorial
Group Field Theory [53], which gather any field theory on a Lie group with non-local tensor
invariant interactions, regardless of the nature of the group, the presence or absence of
geometrical data, or the link to quantum gravity. In a sense, tensor models and the
simpler tensorial group field theories can be viewed as toy models, simplified versions of
quantum gravity theories which allow a deep and careful study of the graph expansion
and renormalisation properties. A broad survey of perturbative renormalisability has been
conducted [16] along with the non-perturbative study of renormalisation [4, 17].
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A key property of tensor models, the domination of (tree-like) melonic graphs, has
long been regarded as their main weakness. From the random geometry standpoint, they
seemed bound to generate branched polymers [32], and an effort to find tensor model
generating new, non melonic triangulations was started, with the first glimpse of results
arising from an enhanced quartic model [10] which mixes melonic and planar (matrix-like)
behaviours. Most recently, however, the melonic behaviour of tensor models caught the
attention of the Quantum Holography community, when A. Kitaev presented a model of
1 + 1 dimensional black hole based on the Sachdev-Ye model of a spin-fluid state [42, 60],
which also generates melonic graphs [56]. It was suggested in [66] that a tensor model
could replicate the asymptotic behaviour of the Sachdev-Ye-Kitaev model without its
quenched disorder, resulting in the creation of the Gurau-Witten tensor model [39].
In the present thesis, we focus on quartic tensor models, which are models restricted
to quartic invariant interaction terms T4, and their map expansions. The particularity of
the quartic models lies in the use of the Hubbard-Stratonovich intermediate field transfor-
mation. The intermediate field transformation is a well established trick which physicists
uses to decompose a 4-fields interaction into two 3-fields interactions, introducing a vir-
tual intermediate field to connect the new cubic interactions. For tensor models, it allows
to write the Feynman expansion as an expansion over maps, which display some advan-
tages over regular graphs. For example, in the map expansion, the melonic graphs, which
dominates the 1/N expansion, correspond to plane trees, which are easier to characterise.
Planarity is also easier to handle.
Furthermore, the intermediate field representation allowed to study quartic tensor
models constructively. As usual with field theories, the Feynman expansions of tensor
models diverge and most of the results on moments, cumulants and partition functions
are established term-by-term in the perturbation series but do not stand for the whole,
re-summed, function. The intermediate field formalism allows to write constructive, con-
vergent map expansions and establish results and bounds on the moments and partition
functions [36, 21, 22].
Plan of the thesis
The present thesis is divided into three parts.
The first part lays the foundations of quartic tensor models. The first chapter intro-
duces the basic notions of tensor and invariants, and defines tensor models as measures
for random tensors. This is followed by a quick overview of the basic properties of quartic
matrix models, invariant tensor models and tensor field theories. Chapter 2 introduces the
intermediate field representation and map expansions, the main tool we use for the study
of quartic tensor models. After presenting a bijection between bipartite coloured graphs
and multi-coloured maps, we introduce a re-writing of the tensor model as a multi-matrix
model which Feynman expansion writes in terms of maps. We use this map expansion
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to establish the main perturbative results on the cumulants of the tensor model. Finally,
we briefly study the properties of the intermediate field and its non-trivial vacuum, as
presented in [22].
The second part presents two constructive map expansions for tensors. In chapter
3, we introduce the main constructive notions which will be used in this thesis, along
with the two forest expansion formulas used in the following chapters. In chapter 4, we
perform a constructive expansion of the cumulants of the most general standard invariant
tensor model. This allows us to prove rigorously the perturbative results of chapter 2,
furthermore, we establish the Borel summability of the Feynman expansion. In chapter 5,
we introduce a constructive expansion for the simplest renormalisable tensor field theory
: the rank 3 quartic model with invert Laplacian covariance, using multiscale analysis
and an improved version of the Loop Vertex Expansion. This part summarises the work
published in [21] and [23].
The third part is an introduction to enhanced models. In chapter 6, we introduce
the enhanced invariant tensor model at any rank and discuss the behaviour of its map
expansion. In Chapter 7, we briefly introduce the field theory counterpart for the enhanced
model at rank 4 and discuss its renormalisation. This last part is based on the work
introduced in [10] and some yet unpublished collaboration with Vincent Lahoche.
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Part I
Foundations
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Chapter 1
Quartic tensor models
1.1 Introduction to random tensors
In this first section we introduce the basic definitions and properties of general tensors.
We define the notion of tensor invariants and introduce the notion of quartic tensor models
[8, 21] in all generality.
1.1.1 Tensors
Let us consider a Hermitian inner product space V of dimension N and {en|n =
1, . . . N} an orthonormal basis in V . The dual of V , V ∨ is identified with the complex
conjugate V¯ via the conjugate linear isomorphism,
z → z∨(·) = 〈z, ·〉 .
We denote en ≡ e∨n = 〈en, ·〉 the basis dual to en. Then,(∑
n
znen
)∨
(·) =
∑
n
zn〈en, ·〉 =
∑
n
(z∨)nen(·)⇒ (z∨)n = zn .
Covariant tensor
A covariant tensor of rank D is a multilinear form T : V ⊗D → C. We denote its
components in the tensor product basis by
Tn1...nD ≡ T(en1 , . . . , enD) , T =
∑
n1,...nD
Tn1...nD e
n1 ⊗ · · · ⊗ enD .
A priori Tn1...nD has no symmetry properties, hence its indices have a well defined position.
We call the position of an index its colour, and we denote D the set of colours {1, . . . D}.
A tensor can be seen as a multilinear map between vector spaces. There are in fact as
many choices as there are subsets C ⊂ D: for any such subset the tensor is a multilinear
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map T : V ⊗C → V¯ ⊗D\C:
T(z(c), c ∈ C) =
∑
nc,c∈C
Tn1...nD
∏
c∈C
[z(c)]n
c
.
We denote nC = (nc, c ∈ C) the indices with colours in C. The complementary indices
are then denoted nD\C = (nc, c /∈ C). In this notation the set of all the indices of the
tensor should be denoted nD = (n1, . . . nD). We will use whenever possible the shorthand
notation n ≡ nD. The matrix elements of the linear map (in the appropriate tensor
product basis) are
TnD\CnC ≡ Tn ≡ Tn1...nD with nc ∈ nC ∪ nD\C , ∀c .
Dual tensor
As we deal with complex inner product spaces, the dual tensor T∨ is defined by
T∨
(
(z(1))∨, . . . (z(D))∨
) ≡ T (z(1), . . . z(D)) .
Taking into account that∑
nD
Tn1...nD (z(1))n
1 . . . (z(D))nD =
∑
nD
Tn1...nD (z
(1)∨)n1 . . . (z
(D)∨)nD ,
we obtain the following expressions for the dual tensor and its components
T∨ =
∑
n1,...nD
Tn1...nD en1 ⊗ . . . enD , (T∨)n
1...nD = Tn1...nD .
The dual tensor is a conjugated multilinear map T∨ : V¯ ⊗D\C → V ⊗C with matrix elements
(T∨)n
CnD\C ≡ Tn1...nD with nc ∈ nC ∪ nD\C , ∀c .
From now on we denote T¯n1...nD ≡ Tn1...nD , and we identify T∨ = T¯. We write all the
indices in subscript, and we denote the contravariant indices with a bar. Indices are always
understood to be listed in increasing order of their colours. We denote δnCn¯C =
∏
c∈C δncn¯c
and TrC the partial trace over the indices nc, c ∈ C.
1.1.2 Tensor invariants
Definition
Under unitary base change, covariant tensors transform under the tensor product of
D fundamental representations of U(N): the group acts independently on each index of
the tensor. For U (1)...U (D) ∈ U(N),
T→ (U (1) ⊗ ...⊗ U (D))T, T¯→ T¯ (U (1)∗ ⊗ ...⊗ U (D)∗) .
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In components, it writes,
TaD →
∑
mD
U
(1)
a1m1 ...U
(D)
aDmD
TmD , T¯a¯D →
∑
mD
U¯
(1)
a¯1m¯1 ...U¯
(D)
a¯Dm¯D
T¯m¯D .
A trace invariant monomial is an invariant quantity under the action of the external
tensor product of D independent copies of the unitary group U(N) which is built by
contracting indices of a product of tensor entries.
Bipartite graphs
Trace invariant monomials can be graphically represented by bipartite edge-coloured
graphs.
Definition 1.1. A bipartite D-coloured graph is a graph G = (Vh,Vs, {Ec}c∈D) with ver-
tices v ∈ V an edges e ∈ E such that
• V is bipartite, it is the disjoint union of the set of hollow vertices Vh and the set
solid vertices Vs.
• E is D-coloured, it is the disjoint union of D subsets Ec, c ∈ D of edges of colour c.
• For each edge e ∈ E, e = (v, v¯) with v ∈ Vh and v¯ ∈ Vs.
• Each vertex is D-valent with all incident edges having distinct colours.
1
2
3
Figure 1.1: The only bipartite 3-coloured graph with two vertices.
For such graphs, we have
|Vh| = |Vs| = |Ec| ∀ c ∈ D .
The graphical representation of an invariant consist of representing each term T by a
hollow vertex, each T¯ by a solid vertex. Then whenever an index nc on a tensor term T
is identified with an index n¯c on a dual tensor term T¯, the two corresponding vertices are
connected by an edge of colour c.
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Quadratic and quartic invariants
The tensor and its dual can be composed as linear maps to yield a map from V ⊗C to
V ⊗C
[T¯ ·D\C T]n¯CnC =
∑
nD\C ,n¯D\C
T¯n¯1...n¯Dδn¯D\CnD\CTn1...nD .
The unique quadratic trace invariant is the (scalar) Hermitian pairing of T¯ and T
which writes:
T¯ ·D T =
∑
nDn¯D
T¯n¯1...n¯Dδn¯DnDTn1...nD ,
for rank D = 3, this invariant is represented by the two-vertices graph of Fig.1.1.
A connected quartic trace invariant VC for T is specified by a subset of indices C ⊂ D:
VC(T¯,T) = TrC
[ [
T¯ ·D\C T
] ·C [T¯ ·D\C T] ] , (1.1)
where we denoted ·C the product of operators from V ⊗C to V ⊗C. In components this
invariant writes:∑
n,n¯,m,m¯
(
T¯n¯ δn¯D\CnD\C Tn
)
δnCm¯Cδn¯CmC
(
T¯m¯ δm¯D\CmD\C Tm
)
.
Note that for any C ⊂ D, VC = VD\C.
D \ C
D \ C
C C
Figure 1.2: General structure of the connected quartic invariants.
1.1.3 Gaussian measure and tensor models
Gaussian measure
A random tensor model is a measure on the space of tensors. The models are built
from Gaussian measures, by adding extra perturbation terms. In the case of quartic
models, those terms are exponentials of quartic invariant polynomials.
A Gaussian measure µC is characterised by its covariance C, a rank 2D operator, as
〈TnT¯n¯〉µC = Cnn¯ .
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Whenever the inverse operator C−1 exists, the Gaussian measure can be expressed as
dµC(T) = Det C
−1 e−
∑
n,n¯ TnC
−1
nn¯T¯n¯
(∏
n
dT¯ndTn
2ıpi
)
,
Standard (invariant) tensor models are built from the standard Gaussian measure with
identity covariance C = 1, reducing the Gaussian measure to the exponential of the
quadratic tensor invariant T ·D T¯. Non invariant tensor models, such as those arising
from group field theories, use more complicated covariances such as inverse Laplacians
( 1|n|2 δnn¯) or projectors (e.g. δ(
∑
c n
c = 0) δn¯n).
Invariant quartic models
An invariant quartic tensor model is then the (invariant) perturbed Gaussian measure
for a random tensor:
dν = e−N
1−D∑
C∈Q
1
2
λCVC(T¯,T) dµ1(T¯,T) (1.2)
= e−
(
T¯·DT+N1−D
∑
C∈Q
1
2
λCVC(T¯,T)
) (∏
n
dT¯ndTn
2ıpi
)
,
where Q is some set of Cs and the coupling constants λC are complex numbers. The factor
1
2
accounts for the symmetry of the quartic invariance, and the factor N1−D will ensure
that the free energy is bounded by a polynomial bound NK at large N [33], as we will
see in Chapter 2. The argument of the exponential is called the action of the model.
S(T¯,T) = T¯ ·D T +N1−D
∑
C∈Q
1
2
λCVC(T¯,T) . (1.3)
As VC = VD\C, a same model can be represented with several choices of Q. This choice
makes no difference as for the definition of the model but will have important consequences
on the intermediate field representation.
The moment-generating function of the measure dν is defined as :
Z(J, J¯) =
∫
e
∑
n TnJ¯n+
∑
n¯ T¯n¯Jn¯ dν , (1.4)
and its cumulants are thus written :
κ(Tn1T¯n¯1 ...TnkT¯n¯k) =
∂(2k)
(
logZ(J, J¯)
)
∂J¯n1∂Jn¯1 ...∂J¯nk∂Jn¯k
∣∣∣∣∣
J=J¯=0
. (1.5)
1.2 Perturbative expansion
1.2.1 The Feynman expansion
As for any field theory, the moments of a tensor model can be perturbatively evaluated
using a Feynman graph expansion.
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The measure ν can be expanded in a power series as
dν = dµC(T¯,T)
∞∑
b=0
1
b!
[∑
C∈Q
−λC
2ND−1
VC(T¯,T)
]b
.
Therefore, the expected value of a polynomial P (T¯,T) can be evaluated as
〈P (T¯,T)〉ν ≈
∞∑
b=0
1
b!
〈
P (T¯,T)
[∑
C∈Q
−λC
2ND−1
VC(T¯,T)
]b〉
µC
. (1.6)
Remark that an illegitimate operation has been made while extracting the infinite sum-
mation from the expectation bracket.
Wick contractions
The Wick theorem states that for a Gaussian measure of covariance C, the expectation
of a product of p covariant and p contravariant tensor entries writes〈
p∏
k=1
TnkT¯n¯k
〉
µC
=
∑
σ∈Sp
p∏
k=1
Cnkn¯σ(k) ,
where Sp is the set of permutations over p elements. Graphically, if tensor entries are
represented by hollow and solid vertices, the sum runs over every ways to pair each
hollow vertex with a solid one.
Figure 1.3: The 6 possible pairings for 3 solid and 3 hollow vertices.
Furthermore, this allows us to re-write the Gaussian measure as a differential operator
[38]:
Corollary 1.1. Let µC be the normalised Gaussian measure of covariance C, then for
any function A(T¯,T),
〈A(T¯,T)〉µC =
[
e
∂
∂T
C ∂
∂T¯A(T¯,T)
]
T¯=T=0
.
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Feynman graphs
The expansion can be represented graphically as a Feynman graph expansion. We
label each interaction term and assign colour sets using,[∑
C∈Q
−λC
2ND−1
VC(T¯,T)
]b
=
∑
C(i)∈Q
∀i∈{1···b}
b∏
i=1
−λC(i)
2ND−1
VC(i)(T¯,T) .
We represent each interaction term by the corresponding bipartite D-coloured graph,
which we will call bubble, each bubble carries a label i ∈ {1 . . . b}. A polynomial P (T¯,T)
of degree 2k is represented as k isolated hollow vertices and k solid ones, labelled by
j ∈ {1 . . . k}. The contraction of tensor entries into covariance operation by the Wick
theorem is then represented with colour 0 edges connecting the corresponding hollow and
solid vertices. The resulting graph is a D + 1-coloured bipartite graph with 2k external
legs, with two sets of labels : each D-coloured bubble carries a label i and each external
leg carries a label j.
Definition 1.2. An external leg is a monovalent vertex which only incident edge is of
colour 0.
Each bubble being symmetric, exchanging simultaneously the covariant tensor entries
and the dual tensor entries of a bubble leaves (1.6) unchanged. Therefore, for a given
order b, there are 2b Wick pairings corresponding to a same given graph G, and which
contributions to (1.6) are equal.
The perturbative expansion of the expectation value of a polynomial of order 2k writes
as
〈P (T¯,T)〉ν ≈
∑
b∈N
1
b!
∑
G(b)
A(G) (1.7)
where the sum runs over all D + 1-coloured bipartite graphs with 2k external legs and
whith b connected D-coloured components.
The amplitude A(G) associated with a Feynman graph G is
A(G) =
∏
C∈Q
∏
BC⊂G
(
− λC
ND−1
∑
nB,n¯B,mB,m¯B
δ
n¯
D\C
B n
D\C
B
δnCBm¯CBδn¯CBmCB δm¯D\CB m
D\C
B
)
×
∏
e∈E0
Cnen¯e . (1.8)
where the B are the bubbles of G. The amplitude of a graph writes as a product of covari-
ances C, which indices are identified according to the structure of the quartic bubbles.
Denoting s(Gˆ) the number of different ways to label the bubbles of a D + 1-coloured
graph with unlabelled bubbles Gˆ, the Feynamnn expansion (1.7) writes as a sum over
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Figure 1.4: A connected 2-point Feynman graph for the rank-3 quartic tensor model.
Colour 0 edges are represented as dashed lines.
D + 1-coloured graphs with un-labelled bubbles and labelled external legs,
〈P (T¯,T)〉ν ≈
∑
G
A(Gˆ) ,
A(Gˆ) = 1
b(Gˆ)!
∑
labellings
A(Gˆ) = s(Gˆ)
b(Gˆ)!A(Gˆ)
Note that a connected graph Gˆ with 2k > 0 external legs bears no symmetry, therefore
s(Gˆ) = b(Gˆ)! and the above expression simplifies,
〈P (T¯,T)〉ν ≈
∑
Gˆ
A(Gˆ) .
Partition function and vacuum graphs
The partition function of the tensor model writes
Z =
∫
dν =
∫
e−N
1−D∑
C∈Q
1
2
λCVC(T¯,T) dµ1(T¯,T) .
It can be evaluated perturbatively using the same approximation as in (1.6),
Z ≈
∑
b∈N
1
b!
〈
P (T¯,T)
[∑
C∈Q
−λC
2ND−1
VC(T¯,T)
]b〉
µC
.
Its Feynman expansion writes as a sum over vacuum bipartite D+1-coloured graphs with
labelled bubbles.
Definition 1.3. A vacuum graph is a graph without external legs.
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1.2.2 Connected graphs
The free energy
The free energy is defined as the logarithm of the partition function
F = logZ ,
its Feynman expansion writes as a sum over all connected vacuum graphs.
Theorem 1.1. For a quantity X written as a weighted sum over all bipartite D + 1
coloured graphs
X =
∑
G
A(G) ,
and if the weight of any graph G factorises as the product of the weight of its connected
components K,
A(G) =
∏
K⊂G
A(K) .
Then the logarithm of X writes as the sum over connected graphs,
logX =
∑
connected Gc
A(Gc) .
Proof The exponential of a sum over connected graphs writes,
exp
( ∑
connected Gc
A(Gc)
)
=
∞∑
n=0
1
n!
(∑
Gc
A(Gc)
)n
=
∞∑
n=0
1
n!
 n∏
i=1
 ∑
connected Gc(i)
A(Gc(i))

=
∞∑
n=0
1
n!
 ∑
{Gc(i), 1≤i≤n}
n∏
i=1
A(Gc(i))
 .
The last line writes as a sum over graphs with n(G) = n connected components labelled
from 1 to n. As there are n! permutations of such labellings,∑
{Gc(i), 1≤i≤n}
A(Gc(i)) = n!
∑
G, n(G)=n
∏
K⊂G
A(K) ,
which leads to,
X = exp
( ∑
connected Gc
A(Gc)
)
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Cumulants
The cumulants of a tensor model are defined in (1.5) as derivatives of the generating
function
κ(Tn1T¯n¯1 ...TnkT¯n¯k) =
∂(2k)
(
logZ(J, J¯)
)
∂J¯n1∂Jn¯1 ...∂J¯nk∂Jn¯k
∣∣∣∣∣
J=J¯=0
.
The cumulant generating function, being the logarithm of the moment generating func-
tion, can be expanded over connected graphs as
logZ(J, J¯) =
∑
k,k′≥0
∑
Gc
k,k′
∏
e∈E0
Cnen¯e
k∏
p=1
J¯np
k′∏
p=1
Jn¯p
×
∏
B⊂Gc
(
− λC
ND−1
∑
nB,n¯B,mB,m¯B
δ
n¯
D\C
B n
D\C
B
δ
m¯
D\C
B m
D\C
B
δnCBm¯CBδn¯CBmCB
)
, (1.9)
where Gck,k′ are connected graphs with k external legs of the covariant type, labelled from
1 to k, and k′ of the dual type, labelled from 1 to k′.
The cumulants can then be approximated by evaluating the derivatives of (1.9), using
∂(2k)
∂J¯m1∂Jm¯1 ...∂J¯mk∂Jm¯k
k∏
d=1
J¯npJn¯p =
∑
pip¯i
k∏
d=1
δmpi(d)npδm¯p¯i(d)n¯p ,
where pi and p¯i runs over permutations of k elements, the cumulant of order 2k writes as
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
pip¯i
∑
Gck,k
∏
e∈E0
Cnen¯e
k∏
d=1
δmpi(d)npδm¯p¯i(d)n¯p
×
∏
B⊂Gc
(
− λC
ND−1
∑
nB,n¯B,mB,m¯B
δ
n¯
D\C
B n
D\C
B
δ
m¯
D\C
B m
D\C
B
δnCBm¯CBδn¯CBmCB
)
. (1.10)
pi and p¯i represents the possible permutations between the labelled tensor entries Tmi , T¯m¯i
with i ∈ {1 . . . k} and the external legs (also labelled) of the graph Gck,k.
1.3 Matrix Models
The simplest case of tensor models is for a rank D = 2, where tensors are simply
matrices. Tensor models where originally developed as a generalisation of random ma-
trix models, which had many successes in physics, notably to understand 2 dimensional
quantum gravity.
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The quartic matrix model
For D = 2, the dual matrices correspond to Hermitian conjugates
M¯n¯1n¯2 = M
∗
n¯2n¯1
and the invariant polynomials are merely traces of a product of matrices. The quadratic
invariant becomes
M¯ ·D M = Tr(M∗M) ,
and there is a unique connected quartic invariant,
V (M¯,M) = Tr1
[ [
M¯ ·2 M
] ·1 [M¯ ·2 M] ] = Tr(M∗MM∗M) .
The (invariant) quartic matrix model is the measure :
dν =
(∏
a,b
dMabdM
∗
ba
2ipi
)
e−Tr(M
∗M)− λ
2N
Tr (M∗M)2 , (1.11)
and the moment-generating function is
Z(J,J∗) =
∫
eTr MJ
∗+Tr M∗J dν .
The observables of the matrix model are the invariants Tr (M∗M)n, and their expec-
tations are derivatives of the moment generating function.
Feynman maps
The Feynman expansion of the quartic matrix model can be defined in terms of directed
maps.
Definition 1.4. A directed map is a quadruplet M = (H, σ, ,H) such that:
• H is a finite set of half-edges.
• σ is a permutation on H.
•  is an involution on H with no fixed point.
• H is a subset of H such that (H) = H \H.
Definition 1.5. For a directed map M = (H, σ, ,H),
1. A vertex is a cycles of the permutation σ. A cycle of length p is called p-valent.
2. A corner is a pair of half-edges (h, σ(h)). If v is a vertex and h ∈ v, then (h, σ(h))
is called a corner of the vertex v.
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3. A (directed) edge is a pair of half-edges (h, (h)), with h ∈ H.
Therefore, a directed map can be seen as a directed graph, which edges are composed
of two half-edges, directed from the one in H toward the one in H \H, and with a cyclic
ordering of the half-edges incident to each vertex. Note that a p-valent vertex also has p
corners.
The Feynman expansion of the k point function of the quartic tensor model is then
the sum over directed maps M = (H, σ, ,H) with arbitrary many 4-valent vertices and
k external legs, and with alternating direction of incident half-edges, where:
• H is the set of matrix entries.
• σ is composed of 4-valent vertices and k 1-valent vertices. The 4-valent vertices are
the interaction trace terms Tr(M∗M)2, the 1-valent are the external legs.
•  pairs half-edges together according to the Wick contractions.
• H is the set of matrice M entries. H \H is the set of conjugate matrices M∗.
• For h in a 4-valent vertex, if h ∈ H then σ(h) 6∈ H and vice-versa. Namely, each
corner is composed of a half edge h ∈ H and a half edge in h ∈ H \H .
The one to one correspondence between a directed map M = (H, σ, ,H) and a
2 + 1-coloured bipartite graph G = (Vh,Vs, {Ec}c∈D) is built as follows.
• The vertices and external legs of the coloured graph are half-edges of the map.
Vh ∪ Vhext = H, and Vs ∪ Vsext = H \H.
• For h ∈ Vs, σ(h) is the hollow vertex connected to h by an edge of colour 1. For
h ∈ Vh, σ(h) is the solid vertex connected to h by an edge of colour 2.
• For h ∈ H, (h) is the vertex connected to h by an edge of colour 0.
The bubbles, being 2-coloured bipartite graphs, are cycles of vertices and coloured
edges. The permutaion σ is built such that its cycles are the bubbles and external legs
of the coloured graph. This choice of σ is equivalent to choosing an orientation for the
bubbles, such that each edge of colour 1 is directed from a solid vertex (representing a
dual tensor entry) toward a hollow one. This orientation defines a cyclic ordering of the
hollow and solid vertices of the interaction bubbles.
Quartic bubbles are therefore contracted into 4-valent map vertices, hollow and solid
vertices of the bipartite coloured graph being half-edges of the map and their cyclic
ordering being preserved.
Therefore, in the map representation, interactions are represented by mere vertices
instead of bubbles. The edges of colour 0 becomes directed edges of the map, directed
from hollow to solid vertices.
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2 2
Figure 1.5: Contraction of the oriented bubble. The arrows on the coloured edges repre-
sent the permutation σ. The resulting graph is not coloured and the cyclic ordering of
half-edges is preserved.
The corners of the new map correspond to the edges of colour 1 and 2 of the 2 + 1-
coloured graph. Because of the bipartite nature of the coloured graphs, consecutive half
edges are of opposite direction, corners are composed of an outward half-edge h ∈ H = Vh
and an inward h′ ∈ H \H = Vs.
Note that a 2 + 1 graph with labelled quartic bubbles corresponds to a map with
labelled 4-valent map vertices.
Ribbon graphs
Ribbon graphs are a convenient way to represent directed maps with alternating di-
rection of the incident half-edges, and therefore the Feynman expansion of the quartic
matrix model.
Each corner of the ribbon vertices are represented as a coloured strand, of colour 1 or
2 according to the coloured edge of the corresponding 2 + 1-coloured graph.
1
2
1
2
2
11
2
Figure 1.6: Ribbon representation of a D = 2 quartic bubble.
The Wick contraction are then represented by ribbon edges, made of a strand of each
colour. The ribbon edges tie together the half-edges corresponding to matrix terms in the
interactions, just like 0-coloured edges connect hollow and full vertices in the 2+1-coloured
graphs.
The ribbon representation keeps track of the structure of the vertices and of the index
identifications. Open strands of ribbon graphs are called external faces and represent a
identification of the indices of corresponding colour on both ends. A closed strand, or
internal face, represents a free summation over an index, and contributes with a factor N
to the amplitude of the graph.
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Figure 1.7: Correspondence between a 2 + 1-coloured graph and a ribbon graph.
The 1/N expansion
The p-th moments of the quartic matrix model can be evaluated via a Feynman expan-
sion as a sum over ribbon graphs with p external legs. The partition function is evaluated
as a sum of ribbon graphs without external legs, of vacuum graphs and its logarithm, the
free energy, is then the sum over all connected vacuum graphs. For simplicity we shall
only consider the free energy,
log Z =
∑
G connected
1
|V (G)| ! AG
=
∑
G
1
|V (G)| !
∏
v∈V (G)
(
− λ
N
∑
nv ,n¯v ,mv ,m¯v
δm¯1vm1v δm¯2vn2vδn¯2vm2v δn¯1vn1v
)
×
∏
e∈E0
δn1e n¯1eδn2e n¯2e .
As there are no external legs, the ribbon graph G only has internal faces : closed strands
of colour 1 and 2. As the covariance is merely the identity for both colours, each face
corresponds to the trace of a product of identity operator. Finally as Trc1c = N , the
amplitude of a ribbon graph G reduces to,
AG = (−λ)|V (G)| N |F (G)|−|V (G)| ,
where V (G) is the set of ribbon vertices and F (G) is the set of faces of G.
As for quartic graphs |E| = 2|V |, we have, |F | − |V | = |F |+ |E| − |V |. This is Euler’s
characteristic
ω = 2− 2g
where g, the genus of the map, is defined as the genus of the lower genus surface on which
the ribbon graph can be drawn without crossings. We therefore have g ≥ 0, and the
Feynman expansion can be re-arranged as a power series in 1/N , where to each order
contribute the maps of a given genus,
log Z = N2
∑
g≥0
1
N2g
∑
G/g(G)=g
λ|V (G)|
|V (G)| ! .
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For large N , the contribution of non-planar maps is suppressed, and the free energy can
be expressed as a sum over all planar ribbon graphs,
N−2 log Z =
∑
G/g(G)=0
λ|V (G)|
|V (G)| ! + O(
1
N
) .
This nice characteristic generates a lot of interest for matrix models, which were notably
used to quantise 2 dimensional (Liouville) gravity [24, 64].
1.4 Invariant Tensor Models
The quartic invariant tensor model
For rank D ≥ 3 and a given set of interaction Q, the standard invariant tensor model
is defined with a single coupling parameter λ as,
dν = e−
λ
2ND−1
∑
C∈Q VC(T¯,T) dµ1(T¯,T) (1.12)
where dµ1 is the normalised Gaussian measure of identity covariance 1 =
⊗
c∈D 1c.
Feynman graph expansion
The free energy is evaluated perturbatively as a sum over connected D + 1-coloured
graphs. The amplitude (1.8) of a Feynman graph writes as
A(G) =
∏
C∈Q
∏
BC⊂G
(
− λ
ND−1
∑
nB,n¯B,mB,m¯B
δ
n¯
D\C
B n
D\C
B
δnCBm¯CBδn¯CBmCB δm¯D\CB m
D\C
B
)
×
∏
e∈E0
(
D∏
c=1
δncen¯ce
)
,
where, for an edge e = (v, v¯), v ∈ Vh v¯ ∈ Vs, ne = nv is the index of tensor entry Tnv
associated with the hollow vertex v and n¯e = n¯v¯ is the index of tensor entry T¯n¯v¯ associated
with the hollow vertex v¯. Up to a prefactor, the amplitude writes as traces of products of
identity operators, each contributing with a factor N to the graph amplitude. The notion
of faces used to compute the power of N for ribbon graph amplitudes in matrix models
can be extended to D + 1 coloured graphs.
Definition 1.6. Lets G be a bipartite D + 1-coloured graph with 2k external legs. The
faces of colour c of G are the connected 1+1-coloured subgraphs of G with edges of colours
0 and c.
Let Vext be the set of external legs of G.
• An internal face F is a face with no internal legs, F ∩ Vext = ∅.
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• An external face F is a face with internal legs, F ∩ Vext 6= ∅.
Denoting Fint the set of internal edges and B the set of D-coloured bubbles of a graph
G, the amplitudes writes
A(G) = (−λ)|B|N |Fint|−(D−1)|B|.
Cumulants
According to (1.10), the Feynman expansion of the cumulants writes as a sum over
connected D + 1 coloured graphs with 2k external edges as
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
pip¯i
∑
G
∏
e∈E0
(
D∏
c=1
δncen¯ce
)
k∏
d=1
δmpi(d)ndδm¯p¯i(d)n¯d
×
∏
B⊂G
(
− λ
ND−1
∑
nB,n¯B,mB,m¯B
δ
n¯
D\C
B n
D\C
B
δ
m¯
D\C
B m
D\C
B
δnCBm¯CBδn¯CBmCB
)
,
which, up to a prefactor, writes as a product of identity operators. Therefore, each
coloured index ncp from a covariant external leg p is identified through a product of δ’s
with the index of same colour n¯cτcG(p)
of a dual external leg τ cG(p). These pairings define a
D-uplet of permutations τDG over k elements (the pairs external legs).
Each internal face contributes with a factor N , and gathering the prefactors associated
with each bubble,
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
pip¯i
∑
G
(−λ)|B|N |Fint|−(D−1)|B|
k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τcG(p¯i(d))
.(1.13)
Representing covariant external legs as hollow vertices and dual legs as solid vertices, and
representing for each colour the different pairings by coloured edges between those vertices,
we define a D-coloured bipartite graph, with both hollow and solid vertices labelled from
1 to k. This graph is called the boundary graph ∂G of the Feynman graph G, and has
the structure of a (not necessarily connected) tensor invariant, with labelled vertices [32].
Such graph can be canonically associated with a D-uple of permutations τD∂G = (τ
c
∂G)c∈D.
For each colour c, τ c∂G(d) is the label of the hollow vertex connected to the solid vertex d
by an edge of colour c. In the later developments, the boundary graph and the associated
D-uple of permutations will often be identified, ∂G = τD∂G.
The index contraction term δmc
pi(d)
m¯c
τcG(p¯i(d))
ensures that a graph can only contribute to a
cumulant that has the same tensor invariant structure as its boundary graph. Therefore,
only cumulants with the index structure of a tensor invariant can be non-zero and the
cumulants can be rewritten as
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
pi,p¯i
∑
τD
K(τD)
k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τcp¯i(d)
, (1.14)
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with
K(τD) =
∑
G /
τDG =τ
D
(−λ)|B|N |Fint|−(D−1)|B|.
Further studies of the invariant tensor models are made much easier in the intermediate
field formalism, which will be introduced in Chapter 2.
1.5 Tensor Field Theories
We call field theory any tensor model built from a non-invariant Gaussian measure,
with a non trivial Hermitian covariance C 6= 1. The action (1.3) of such a model writes,
S(T¯,T) =
∑
nn¯
T¯n¯C
−1
n¯nTn + Sint(T¯,T) ,
where the interaction part of the action Sint regroups the quartic terms. As C is not
invariant under the unitary group, the quadratic part for the action is not a tensor invari-
ant. While we loose the nice properties of unitary invariance and the easy face-counting
computation of Feynman amplitudes, it allows the introduction of the notion of scale.
Scale is at the heart of all physics models and, through renormalisation, gives a new dy-
namics to statistical and quantum field theories. The most common choice of covariance
operator, inspired by quantum field theory, is
Cp¯p =
δp¯p
p¯ · p+m2
and correspond to the propagator of a scalar field of mass m. The tensor indices act as
momenta, and the tensor space abstractly becomes a discrete momentum space, which
can be defined independently of any direct position space.
Tensor field theories, defined directly with an abstract notion of momentum can appear
unnatural within the tensorial framework, where all quantities are usually constructed
from unitary invariance. However, they can also be related to scalar field theories on a
compact group manifold U(1)D [5, 15].
1.5.1 Tensor models as group field theories
A scalar field theory over the Abelian group manifold U(1)D is defined as a generating
functional,
Z[J, J¯ ] =
∫
e−S[ψ,ψ¯]+
∫
U(1)D
J¯ψ+
∫
U(1)D
ψ¯J dψdψ¯ ,
where the field ψ over U(1)4 is a smooth map ψ : U(1)4 → C, and the source terms J and
J¯ are both smooth maps from U(1)4 to C.
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The action S[ψ, ψ¯] split into a kinetic part and an interaction part: S[ψ, ψ¯] = Skin[ψ, ψ¯]+
Sint[ψ, ψ¯]. We choose the kinetic part as in [15],
Skin[ψ, ψ¯] =
∫
U(1)D
D∏
i=1
dgiψ¯(g1, . . . gD)
(
−
D∑
i=1
∆i +m
2
)
ψ(g1, . . . gD) ,
where ∆ is the Laplace-Beltrami operator and dg is the Haar measure over U(1). In
Fourier space, denoting Ψ~p, ~p = (p
1, . . . pD) the Fourier components of ψ, the kinetic part
of the action and the generating functional are
Skin[Ψ, Ψ¯] =
∑
~p∈ZD
(
~p 2 +m2
)
Ψ¯~pΨ~p ,
Z[J, J¯] =
∫ ∏
~p∈ZD
dΨ~p dΨ¯~p e
− Sint[Ψ,Ψ¯]− Skin[Ψ,Ψ¯] +
∑
~p J¯~pΨ~p + Ψ¯~pJ~p .
The Fourier field Ψ is a map from ZD to C and can be considered as the infinite size limit
of a rank D tensor.
In the framework of tensorial group field theories [53], the interaction part of the
action is built from tensor invariants, which, in Fourier space, follows the same definiton
as for invariant tensor models. The quartic invariants (1.1) writes:
VC(Ψ, Ψ¯) = TrC
[(
Ψ ·D\C Ψ¯
) ·C (Ψ ·D\C Ψ¯)] , (1.15)
In the direct space, these invariants can be written in terms of the group field ψ,
VC(ψ, ψ¯) =
∫
U(1)D
D∏
i=1
dgidg
′
idhidh
′
i ψ(g1, . . . gD)
× ψ¯(h1, . . . hD) ψ(g′1, . . . g′D) ψ¯(h′1, . . . h′D)
×
∏
c 6∈C
δ(gc − hc)δ(g′c − h′c)
∏
c∈C
δ(gc − g′c)δ(hc − h′c).
A quartic tensorial group field action can then be built using a linear combination of
quartic invariants as the interaction part :
Sint[Ψ, Ψ¯] =
∑
C
λCVC(Ψ, Ψ¯) .
1.5.2 Perturbative expansion
The Feynman expansion of tensor field theories is similar to the one of invariant
models, and according to (1.8), the amplitude of a graph writes
A(G) =
∏
C∈Q
∏
BC⊂G
(
−λC
∑
nB,n¯B,mB,m¯B
δ
n¯
D\C
B n
D\C
B
δnCBm¯CBδn¯CBmCB δm¯D\CB m
D\C
B
)
×
∏
e∈E0
Cnen¯e .
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However, as the covariance C is not the identity, Feynman amplitudes are not products
of traces of identity operator, and their amplitudes cannot be computed directly with a
face-counting technique. However, as the covariance C is diagonal, to each face of colour
c corresponds a single momentum, or index pcf that is summed over Z. For a graph G
with F faces, the amplitude can be written as
A(G) =
(∏
C
λ
|Bc|
C
)
AG , AG =
∑
{pf}∈ZF
1
P ({pf}) ,
where |BC| is the number of bubbles of type C in the graph. P , the product of all the
inverse covariances in G, is a polynomial in the face-momenta pf which structure depends
on the graph G. Depending on P , the sum over momenta can be divergent, in which case
the amplitudes need some regularisation, and the theory will require renormalisation.
1.5.3 Multi-scale analysis
Scale slices
The multi-scale analysis [58] consists in organising the momenta into scale slices, which
are analogous to the orders of magnitude for physical quantities. The goal is then to or-
ganise physical processes in quantum field theory, or merely summations over momentum
indices and parts of Feynman graphs for our tensor theories, according to the (momentum)
scale on which they happen. This leads to a finer understanding of the renormalisation
process, where local divergences arising from sub-graphs of higher scales are treated in-
dependently.
Let M be an integer with M > 1. We define the j-th momentum slice Sj as,
S1 =
{
p ∈ ZD, m2 + p · p ≤ M2}
Sj =
{
p ∈ ZD, M2j−2 < m2 + p · p ≤ M2j} ∀j > 1. (1.16)
Then, we decompose the covariance C over slices. Denoting Ix the characteristic
function of the set x, we define the following operators :
(Ij)n¯n = ISj(n) δn¯n , I≤f =
j∑
i=1
Ii .
The covariance of scale j is defined as,
Cj = IjC .
Note that this operator is bounded by
(Cj)nn¯ ≤M2−2j
∏
c∈D
δncn¯c I|nc|≤Mj . (1.17)
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where Ix is the characteristic function of the event x.
An overall cut-off can be chosen to renormalise the theory by choosing an upper bound
jmax for the momentum scale and replacing the covariance of the model by the regularised
covariance C≤jmax , defined as
C≤jmax = I≤jmaxC =
jmax∑
j=1
Cj
such that the momenta run over a finite set ∪j≤jmaxSj .
Amplitude decomposition
Using the shorthand notation
δB = δ
n¯
D\C
B n
D\C
B
δnCBm¯CBδn¯CBmCB δm¯D\CB m
D\C
B
,
the regularised amplitude of a graph G writes
AregG =
∑
{n}
∏
B⊂G
δB
∏
e∈E0
(C≤jmax)nen¯e
=
∑
{n}
∏
B⊂G
δB
∏
e∈E0
[
jmax∑
j=1
(Cj)nen¯e
]
=
∑
µ
AµG .
where µ = {je, e ∈ E0} ∈ {1 . . . jmax}|E0| is composed of a discrete scale index for each
colour 0 edge of G, and AµG is the corresponding amplitude,
AµG =
∑
{n}
∏
B⊂G
δB
∏
e∈E0
[
(Cje(µ))nen¯e
]
. (1.18)
The perturbative expansion thus writes as a sum over D + 1-coloured graphs with scale
attribution, i.e. to each edge of colour 0 is attributed a scale parameter j ≤ jmax.
High subgraphs
We define Gi as the subgraph of G obtained by deleting every color-0 edges of scale
attribution lower than i (bearing Cj, j < i), then every isolated bubbles. The high
subgraphs Gki , k ∈ {1...κ(i)} are the κ(i) connected components of Gi. Within a high
subgraph, every solid and hollow vertices may not be connected to a colour-0 edge. This
is analogous to the external legs of the full graph G as vertices without colour-0 edges can
be interpreted as bearing external edges (a colour-0 edge without covariance or scale and
connected to an external leg). This defines the internal and the external faces of a high
subgraph Gki .
From (1.17) and (1.18), one has the following theorem:
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Theorem 1.2. The amplitude AµG with scales indices µ admit the following uniform bound:
|AµG| ≤M2E
0(G)∏
i
κ(i)∏
k=1
Mω(G
k
i ), (1.19)
where, denoting E0, Fint, Fext the sets of internal colour 0 edges, internal and external
faces of a graph, the degree of divergence ω is defined by:
ω(Gki ) = −2|E0(Gki )|+ |Fint(Gki )| . (1.20)
Proof Using the bound (1.17) on the covariances,
AµG ≤
∑
{n}
∏
B⊂G
δB
∏
e∈E0
[
M2−2je
∏
c∈D
δncen¯ce I|nce|≤Mje
]
.
The contractions δ identify indices along the faces of the graph G such that only one
summation survives per face f ∈ Fint(G), therefore,
AµG ≤
∏
e∈E0(G)
M2−2je ×
∏
f∈Fint(G)
M jmin(f) ,
where
jmin(f) = min
e∈f
je .
The product over edges can be reorganised according to the high sub-graphs of G as
∏
e∈E0(G)
M−2je =
∏
e∈E0(G)
je∏
i=1
M−2 =
∏
i≥1
∏
l∈E0(∪κ(i)k=1Gki )
M−2 (1.21)
=
∏
i≥1
κ(i)∏
k=1
M−2|E
0(Gki )| .
and the product over faces can then be reorganised as
∏
f∈Fint(G)
M jmin(f) =
∏
i≥1
∏
f∈Fint(∪κ(i)k=1Gki )
M =
∏
i≥1
κ(i)∏
k=1
M |Fint(G
k
i )| . (1.22)
Finally, the contribution of the external faces has no sum and can be bounded indepen-
dently of M .
Gathering the bounds (1.21) and (1.22) proves equation (1.19).
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1.5.4 Renormalisation
Divergences
When the regularisation is lifted (jmax →∞), the amplitude of a Feynman graph G can
diverge if it contains some sub-graphs with a non-negative degree of divergence (1.20).
Therefore, a sub-graph with ω ≥ 0 is called a divergent sub-graph, while the conver-
gent sub-graphs (ω < 0) cannot generate divergences. These divergences occur when the
scale of a divergent sub-graph becomes large, then it contributes with an multiplicative
factor Mω > 1 to each scale i in (1.19).
Counter-terms
Such divergent sub-graphs therefore need to be renormalised, by adding a counter-
term to the initial action, of value equal to minus the amplitude of the sub-graph at a
given value of the external momenta, and of the same index structure as the boundary
graph of the divergent sub-graph. For a divergent graph G with 2k external edges and a
boundary graph ∂G, the counter-term writes,
δG(Ψ, Ψ¯) = −AregG
∣∣
Ψ1=Ψ¯1=...Ψk=Ψ¯k=0
V∂G(Ψ, Ψ¯) ,
where V∂G is the tensor invariant corresponding to the boundary graph ∂G. Note that, as
the amplitude depends on jmax, the counter-term δG and the renormalised action
Sren = S + δG ,
both depend on the regularisation scale jmax.
Renormalisability
For the renormalisation procedure to be carried out, we must have some control over
the number and nature of the divergence. A renormalisable theory must obey the following
conditions
• the degree of divergence must be bounded : For all k > 0, there is a finite integer
ωmax(k), such that, for any sub-graph Gk with 2k external edges, ω(Gk) ≤ ωmax(k).
• the number of external edges of a divergent sub-graph must be bounded : There is
a finite kmax such that, if k > kmax, ωmax(k) < 0.
The first condition forbids the appearance of arbitrarily strong divergences, which could
not be properly renormalised by finite (at a given jmax) counter-terms. The second con-
dition ensures that the theory keeps a finite number of interaction terms.
Tensor field theories can therefore be classified according to their renormalisation
properties.
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• a theory that satisfy both conditions, and which generates only a finite number of
different divergent (sub-)graphs is called super-renormalisable.
• a theory that satisfy both conditions, and which generates infinitely many different
divergent (sub-)graphs is called just-renormalisable.
• a theory that does not satisfy both conditions is called non-renormalisable.
Divergent degree
The study of renormalisability thus requires a close inspection of the properties of the
Feynman graphs and their divergent degree. Such a study will be conducted later, as it is
made easier with the help of the intermediate field formalism of chapter 2. For now, let us
use without proof the results of chapter 2. According to corollary 2.1, any bipartite D+1
coloured graph Gk with 2k external edges, |B| quartic D-coloured bubbles and 2|B| + k
colour-0 edges follows :
(D − 1)|B| − |Fint| ≥ −D + (D − 1)k + C(∂Gk) . (1.23)
where C(∂Gk) is the number of connected component of the boundary graph ∂Gk. Note
that, for a connected graph, the number of internal edges of colour 0 is related to the
number of bubbles by |E0| = 2|B|−k. Gathering (1.20) and (1.23), the divergence degree
satisfies,
ω(Gk) = 2k − 4|B|+ |Fint| ≤ (D − 5)|B|+D + (3−D)k − C(∂G) ,
which allows us to conclude that the quartic tensor field theory at rank D is,
• super-renormalisable forD ≤ 4. As the divergence degree decreases with the number
of bubbles, only a finite number of graphs can be divergent.
• just-renormalisable for D = 5. The divergent degree is bounded by ωmax(k) = 4−2k,
only graphs with at most 4 external legs can diverge. However, divergent sub-graphs
can be arbitrarily large, with arbitrarily many quartic bubbles.
• non-renormalisable for D ≥ 6. The divergent degree is not bounded, and larger
graphs can generate higher order divergences.
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Chapter 2
Intermediate field representation
The intermediate field representation is a convenient way to study the graph expansion
of quartic tensor models. It is a bijection that represents the usual Feynman graphs as
maps (graphs with a cyclic order of the edges incident to a vertex), which often makes
the study of their properties easier. If it can be considered as a purely graphical trans-
formation, it also corresponds to a rewriting of the partition function with a new field,
called the intermediate field.
2.1 Graphical representation
Each Feynman graph of a quartic model can be represented by an intermediate field
map using a graphical transformation where each bubble of the original graph becomes
an edge, and the vertices of the intermediate field map are made of the Wick contraction
edges of the original graph. For a given theory, there are several different intermediate
field representation, each corresponding to a given choice of the set of interactions Q.
Definition 2.1. A ciliated D-multicoloured map is a quadruplet M = (C, {HC}C⊂D, σ, )
such that:
• C is a finite set of cilia.
• H = ∪˙C⊂DHC is a finite set of multicoloured half-edges, HC is the set of half-edges
of colours C.
• σ is a permutation on H ∪ C.
•  is an involution on H with no fixed point, such that ∀C, (HC) = HC.
Using the similar definition of graph objects as for directed maps (Definition 1.5),
Definition 2.2. For a multicoloured map M = (C, {HC}C⊂D, σ, ),
1. A vertex is a cycle of the permutation σ. A cycle of length p is called p-valent.
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2. A corner is a pair of half-edges or cilia (h, σ(h)). If v is a vertex and h ∈ v, then
(h, σ(h)) is called a corner of the vertex v.
3. An multicoloured edge of colours C is a pair of half-edges (hC, (hC)) with hC ∈ HC.
A ciliated multicoloured map can be seen as a graph where
• Every edge carries a set of colours C ⊂ D.
• Every vertex has a cyclic ordering of the incident edges.
• Vertices can bear cilia, that behave as half-edges.
2.1.1 Graph to map transformation
C1 C1
C2
C2
Figure 2.1: This D + 1-coloured graph will be used as a example to illustrate the trans-
formation process.
Let G be a Feynman graph with interaction bubbles of type VC, C ∈ Q, Wick contrac-
tion edges of colour 0 and external legs. The colour 0 edges are directed from the hollow
vertices toward the solid ones. The intermediate field map M(G) is the edge coloured
map built from G by the following three steps transformation.
1. Each bubble of colours C of the original graph is replaced by a multicoloured edge
of colours C, each pair of solid and hollow vertices connected by edges of colours in
D \ C being contracted into a single vertex. The new (step 1)-vertices are trivalent,
with two half-edges of colour 0 and a multicoloured half-edge. The direction of the
colour 0 edges is preserved.
2. To each external leg of the covariant type is associated an external leg of the dual
type by following the unique path made of Wick contraction edges only (without
going through multicoloured edges). Then each pair of external legs is replaced by
a cilium. At this stage of the transformation, each (intermediate stage)-vertex of
the graph is connected to two colour-0 edges, therefore there is a unique way to
replace external legs by cilia. The colour-0 edges now form closed cycles, or loops.
By construction, there can be an arbitrary number of vertices and 0-colour edges
on each cycle, but only up to one cilium.
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C1
C2
Figure 2.2: The graph from Fig. 2.1 after the first transformation step.
C1 C2
Figure 2.3: The graph from Fig. 2.2 after the second transformation step.
3. Each cycle of colour-0 edges is replaced by a vertex of the intermediate field rep-
resentation map, also called a loop-vertex. The incident (multi)-coloured edges are
ordered on the loop-vertex according to their former position on the colour-0 loop.
The vertex is oriented clockwise according to the direction of the former colour 0
edges. Cilia are treated as regular half edges during the process, and colour 0 edges
become corners of the new map M(G).
C1 C2
Figure 2.4: The graph from Fig. 2.3 after the third and final transformation step. This
is the intermediate field map associated with the graph of Fig. 2.1
If the steps 2 and 3 are uniquely defined, the result of step 1 entirely depends on the
choice of Q. Replacing C ∈ Q by D\C does not change the model as the associated trace
invariant is the same, but, as it changes the set of (multi)-coloured edges and the pairing
of hollow and solid vertices into intermediate stage vertices, it modifies the structure of the
cycles of colour-0 edges and the pairing of external legs, leading to a completely different
intermediate field map.
The two most common choices of Q are
• ∀C ∈ Q, 1 ∈ C,
• ∀C ∈ Q, |C| ≤ |D|/2, if |C| = |D|/2 then 1 ∈ |C|.
Only the latter will be used in the following developments.
Once the set of interactions Q is chosen, the graph to map transformation defines a
one to one correspondence between
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D \ C
D \ C
C C
C
D \ C
C ∈ Q D \ C ∈ Q
Figure 2.5: Two different intermediate field maps arising from different choices of Q.
1. the bipartite D + 1-coloured graphs with 2k external legs, and which D-coloured
connected sub-graphs are quartic bubbles of type Q,
2. the multicoloured maps with edges of colours C ∈ Q and with k ciliated vertices,
each bearing a single cilium.
As quartic bubbles become edges of the map, graphs with labelled bubbles correspond to
maps with labelled edges. Cilia can be labelled according the label of the corresponding
dual external legs in the bipartite coloured graph.
The inverse transformation can be performed easily by replacing corner by directed
colour-0 edges, splitting the cilia into pairs of external edges, then replacing the multi-
coloured edges by quartic bubbles while being careful of placing hollow and solid vertices
according to the direction of the colour 0 edges.
Note that the intermediate field map representation is very different from the map
representation of matrix models developed in section 1.3. Here, the interaction bubbles
are represented as edges of the map, while they were represented as vertices of the matrix
map representation. The vertices of the intermediate field maps actually represent cycles
of colour 0 edges (often called loops in quantum field theory). The colour 0 edges, that were
still represented as edges of the matrix map, are therefore the corners of the intermediate
field maps.
This above construction is a bijection between edge-multicoloured maps and bipartite
D + 1-coloured graphs with external legs, which D-coloured connected components are
quartic bubbles. This restriction to quartic bubbles imposes a strict structure on the
graphs and forbids the use of the transformation for more general D+ 1-coloured graphs.
Notably, the Feynman graphs arising from tensor models with higher-order interactions
cannot be treated with this transformation. A generalised version of this transformation,
for graphs with higher-order bubbles, was consequently introduced in [11], using some
more involved stuffed Walsh maps instead of edge-coloured maps.
Multi-stranded graphs
Multi-stranded graphs are a convenient way to represent multicoloured maps that
keeps tracks of the tensor indices and their identifications. The 0-valent vertex is repre-
sented as a multi-stranded vertex, made of D concentric circular coloured strands, ordered
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from 1 to D, the innermost being of colour 1. Edges are represented as multicoloured
ribbon edges. The addition of an edge of colours C between two loop vertices opens the
strands of colours c ∈ C in both vertices and ties them together according the orientation
of the strands. Each edge is thus composed of 2|C| strands. In this representation, the
13
32
Figure 2.6: The multi-stranded representation of a ciliated 3-multicoloured map.
faces of a map are directly apparent. Internal faces are the closed lines of a multi-stranded
graph, while external faces are lines connecting two cilia. Not that the edges of the multi-
stranded graphs have the same structure as the corresponding D-coloured quartic bubbles,
the hollow and solid vertices and the colour-0 edges connecting them, being replaced by
D-stranded corners displaying explicitly their index contraction structure.
2.2 The intermediate field formula
The intermediate field transformation is not only a graphical correspondence between
bipartite coloured graphs and multicoloured maps. The intermediate field maps can
actually be obtained as a genuine Feynman expansion of some intermediate fields as
the moment-generating function of the quartic tensor models can be rewritten in terms of
a multi-matrix model, with matrices of different sizes, and which Feynman expansion is
directly written in terms of the multicoloured maps, allowing to perturbatively evaluate
the moments of the quartic tensor model directly in terms of intermediate field maps.
This re-writting of the moment-generating model is based on the Hubbard-Stratonovich
transformation [40, 63], which has been a well-established tool in many-body physics and
quantum field theory [47, 48], where it allows to decompose a 4 fields interaction into 3
fields interactions through the introduction of a new field, the intermediate field, which
gives its name to this chapter.
2.2.1 Transformation
Let us denote σCaCbC a N
|C| × N |C| Hermitian matrix with line and column indices of
colours in C, aC = (ac|c ∈ C), and let us denote 1D\C the identity matrix on the indices of
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colours D \ C. We define
A(σ) =
∑
C∈Q
i
√
λC
ND−1
1D\C ⊗ σC ,
[
A(σ)
]
nm
=
∑
C∈Q
i
√
λC
ND−1
δnD\CmD\C σ
C
nCmC .
Note that, as A(σ) is anti Hermitian, [1D+A(σ)]−1 is well defined for all λ ∈ C\(−∞, 0).
The intermediate field representation of the quartic tensor model µ (1.2) is:
Theorem 2.1. The moment-generating function of µ (1.4) with a set of interactions Q
is:
Z(J, J¯) =
∫
e
− TrD
[
log(1D+A(σ))
]
+
∑
nm J¯n
[
1
1D+A(σ)
]
nm
Jm
dµ1(σ) . (2.1)
where dµ1(σ) is the normalized Gaussian measure of identity covariance 1 over the Her-
mitian σ matrices.
dµ1(σ) =
∏
C∈Q
dµ1(σ
C) =
∏
C∈Q
e−
1
2
Tr(σC)2 [dσC] .
Proof
The Hubbard Stratonovich intermediate field representation relies on the observation
that, for any Hermitian matrix M,∫
eiTrMσ dµ1(σ) = e
− 1
2
TrM2 , (2.2)
where dµ1 is the standard Gaussian measure of covariance 1 over Hermitian matrices.
We will now apply this formula for the quartic interaction terms. We have:
e−
λC
2ND−1 TrC[[T¯·D\CT]·C [T¯·D\CT]]
=
∫
ei
√
λC
ND−1
∑
nC n¯C [T
∨·D\CT]n¯CnC σCn¯CnC dµ1(σ)
=
∫
ei
√
λC
ND−1
∑
nn¯ T¯n¯ [1D\C⊗σC]n¯n Tn dµ1(σ) .
The generating function is then:
Z(J, J¯) =
∫
e
−∑nn¯ T¯n¯[1D + i(∑C√ λCND−1 1D\C⊗σC
)]
n¯;n
Tn
× e
∑
n TnJ¯n+
∑
n¯ T¯n¯Jn¯
(∏
n
dTndT¯n
2ıpi
)∏
C∈Q
dµ1(σ
C).
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The integral over T and T¯ is now Gaussian with covariance(
1D + A(σ)
)−1
,
and as
det
(
1D + A(σ)
)−1
= e−TrD log(1
D+A(σ)) ,
a direct computation leads to eq. (2.1).
The intermediate field transformation rewrites the tensor model as a multi-matrix
model with a non-polynomial interaction term,
VIF (σ) = TrD
[
log
(
1D + A(σ)
)]
. (2.3)
In order to perform the Feynman expansion of the intermediate field theory, one must
perform a series expansion of the interaction.
2.2.2 Feynman expansion
The interaction term (2.3) for the intermediate field can be expanded as,
VIF (σ) =
∑
p≥1
(−1)p
p
TrD [A(σ)p]
=
∑
p≥1
1
p
( −i√
ND−1
)p
TrD
[∑
C∈Q
√
λC 1D\C ⊗ σC
]p
. (2.4)
According to the previous equation, the interaction part of the intermediate field action is
a sum of traces of arbitrarily long cycles of σ fields, each of arbitrary colours. Each term
comes with a square-root coupling constant
√
λC per corresponding field σC in the cycle.
In the Feynman expansion, this would translate in vertices of arbitrary valence and with
coupling constants associated with the edges instead of the vertices.
Therefore, it can be easily checked that the Feynman expansion of the 2k-point func-
tion computed with the intermediate field theory writes as a sum over all multicoloured
maps with k cilia ans colours in Q, as:
• Edges are multicoloured, they are associated with sets of colour C ∈ Q as they
correspond to Wick contractions of the matrix field σC.
• Vertices has cyclic ordering of the half-edges. Each vertex is indeed a trace of a
product of A(σ) operators.
• Vertices are of arbitrary valence, and with arbitrary colours of the half edges.
• The cilia are the pairs JJ¯ of sources as they appear in (2.1). As the source term in
(2.1) can be expanded in a similar way as the interaction term (2.4), ciliated vertices
can also have arbitrary valence.
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Note that there are p different rooted cycles of length p of A(σ) terms corresponding to
a single cyclically-ordered vertex. This contributes with a factor p in the map amplitude
for each non-ciliated vertex. Ciliated vertices are naturally rooted at the cilium and do
not bring symmetry factors.
1 2 12
=
1 2
6=
12
Figure 2.7: The symmetry for a bivalent vertex. The rotated non-ciliated vertex con-
tributes to the same map. This is no longer the case for a ciliated vertex.
Thus, the perturbative expansion writes in term of multicoloured maps Mv with
|V (Mv)| labelled vertices and k cilia as,
〈Tm1T¯m¯1 ...TmkT¯m¯k〉ν ≈
∑
Mv
1
|V (Mv)| !A(Mv) .
Moreover, the structure of the interaction terms in (2.4), with tensor product of identity
operators, shows that the Feynman maps display the same multi-stranded structure as
the maps obtained by the graphical intermediate-field transformation.
The amplitude associated with the Feynman maps of the intermediate field are com-
puted by multiplying the coupling constants λ, and counting the internal faces of the map.
Each edge of colours C bears a coupling λC and the faces are defined as for graphically
transformed tensor field Feynman graphs. Therefore, the amplitude associated with an
intermediate field theory map is the same as the one associated to the same map when
obtained from a direct tensor field graph by the graphical transformation.
A(Mv) =
∑
pip¯i
N |Fint(Mv)|
∏
C∈Q
( −λC
ND−1
)|EC(Mv)| k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τcM(p¯i(d))
,
where EC(M) is the set of edges of M of colours C and the D-uple of permutation
τ cM = ∂M is the boundary graph of M, which, for each colour, pairs the cilia (and
corresponding source terms) together according to the external faces of M.
Finally, the sum can be rearranged as a sum over maps with labelled edges. Denoting
respectively sv(M) and se(M) the number of different vertex labellings and edge labellings
of a map M with unlabelled edges and vertices, we have sv|V |! = se|E|! , therefore,∑
Mv
1
|V (Mv)| !A(Mv) =
∑
M
sv(M)
|V (Mv)| !A(M) =
∑
Me
1
|E(Mv)| !A(Me) ,
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where Me sums over maps with labelled edges. Therefore, the Feynman expansion of
the intermediate field theory is truly the intermediate field map representation of the
expansion of the tensor model.
For connected ciliated maps, sv = |V |! as the symmetry group of a map becomes
trivial, and the Feynman expansion of the cumulants can be written in terms of unlabelled
connected maps as,
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
Mconnected
A(M) .
Surprisingly, the intermediate field formalism was not originally introduced in the
random tensor framework for the nice properties of its perturbative map expansion, which
will be further discussed in the next section, but merely as a necessary step toward the
constructive study of tensor models through the loop vertex expansion [36], which will be
introduced in part two.
2.3 The perturbative expansion
Using Feynman expansion on the intermediate field theory, the partition function of a
quartic tensor model can be perturbatively approximated as a sum over all multicoloured
maps with no cilium. For a model with a single coupling constant λ,
logZ ≈
∑
M connected
1
|E|! (−λ)
|E|N |Fint|−(D−1)|E| .
The cumulants are evaluated as sums over ciliated connected (unlabelled) maps with the
proper boundary graph.
κ(Tm1T¯m¯1 ...TmkT¯m¯k) ≈
∑
pi,p¯i
∑
τD
K(τD)
k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τcp¯i(d)
,
with
K(τD) =
∑
M /∂M=τD
connected
(−λ)|E|N |Fint|−(D−1)|E| . (2.5)
In any case, the amplitude of a multicoloured map M can be written,
A(M) = (−λ)|E(M)|N−Ω(M) ,
where the exponent of 1/N is,
Ω(M) = (D − 1)|E(M)| − |Fint(M)| . (2.6)
For any number of cilia k, this exponent is bounded from below. The logarithm of the
partition function and the cumulants can therefore be expressed as power series in 1/N .
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2.3.1 A map glossary
In this subsection, we define the useful terms associated with maps.
• A leaf is a monovalent vertex.
• A bridge is an edge whose deletion transform a connected map into two connected
maps.
• A plane forest is a map which edges are all bridges.
• A plane tree is a simply connected map. i.e. a connected plane forest.
• LetM be a connected map, a spanning tree T ofM is a simply connected sub-map
of M, that contains every vertices of M, V (T ) = V (M).
• If an edge e ∈M is not a bridge, there is a spanning tree T ⊂M such that e 6∈ T .
e is called a loop edge.
2.3.2 The 1/N expansion
Bound on the exponent
We denote C(τD) the number of connected components of the D-coloured graph asso-
ciated with the D-uple of permutations τD, and 1Dk the D-uple of identity permutations
over k elements.
Theorem 2.2. For any D-uple τD of permutations over k elements, we define the minimal
exponent,
Ωmin(τ
D) = −D + (D − 1)k + C(τD) .
Then, with the exponent Ω defined in (2.6),
• For k > 0, for any connected multicoloured map M with ∂M = τD, Ω(M) ≥
Ωmin(τD) ≥ 0.
• For a connected vacuum map M, Ω(M) ≥ −D = Ωmin(∅).
• For k ≥ 0, if Ω(M) = Ωmin(∂M) then
– M is a plane tree,
– For e ∈ E(M), either e is mono-coloured (|C(e)| = 1) or all faces running
through e are external (each coloured strand in e belongs to an external face).
• For k = 0 (and ∂M = ∅) or k > 0 and ∂M = 1Dk , then Ω(M) = Ωmin(∂M) if and
only if M is a plane tree made solely of mono-coloured edges.
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Note that for k > 1, and a given ∂M, their might not be any map such that Ω(M) =
Ωmin(∂M).
Proof As for any connected map, |E| ≥ |V | − 1, in order to prove the first part of this
theorem, it is sufficient to bound the number of internal faces of a given map by,
Fint(M) ≤ 1 − (D − 1)k − C(∂M) + (D − 1)V (M) ,
which is established in the following lemma.
Lemma 2.1. The number of internal faces of a connected multicoloured map M with
V (M) vertices, k(∂M) cilia and E(M) edges is bounded by:
Fint(M) ≤ 1 − (D − 1)k(∂M) − C(∂M)
+ (D − 1)V (M) +
⌊
D
2
⌋
[E(M)− V (M) + 1] .
As E(M)− V (M) + 1 = 0 only for trees, Lemma 2.1 also proves that Ω(M) can be
equal to Ωmin(∂M) only if M is a tree.
Let T be a plane tree and e ∈ E(T ) an edge. For c ∈ C(e), either both strand of
colour c in e belong to external faces, or both they belong to the same internal face. Let
us assume that the strands of colour c belong to an internal face and that C \ {c} 6= ∅, we
define T ∗ the multicoloured map obtained by replacing e by an edge of colours C \ {c}.
Then Fint(T ∗) = Fint(T ) + 1, and Ω(T ) > Ω(T ∗) ≥ Ωmin(∂T ). The prescription Ω(T ) =
Ωmin(∂T ) is achievable only is all edges either are mono-coloured or do not contain strands
belonging to internal faces.
Finally, it can be easily shown that, for any tree T made solely of mono-coloured edges
and with ∂T = ∅ or ∂T = 1Dk , the number of internal faces is,
Fint(T ) = D + (D − 1)(|V (T )| − 1)−Dk .
Therefore, Ω(T ) = −D + Dk = Ωmin(∂T ) . Moreover, a tree T with a least one multi-
coloured edge (|C(e)| ≥ 2) would have a lower number of faces. Proving Lemma 2.1 will
achieve the proof of Theorem 2.2 .
Proof of lemma 2.1
In order to establish this bound, we first introduce a new coloured mapM∗ associated
toM which will allow us to keep track of the boundary ∂M while modifyingM. Starting
from M, for each cilium h, we introduce 2D half edges on the corner bearing the cilium
h, one at its left and one at its right for each colour c ∈ D (that is, for each colour c, one
half edge precedes h and the other succeeds h when turning around the vertex). We then
connect these new half edges into dashed edges following the edges of ∂M: if the external
strand of colour c starting at the cilium h ends at the cilium h′, we connect the half edge
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Figure 2.8: A map M with two cilia. For simplicity, only the colours 1 and 2 have been
represented.
of colour c following h with the half edge of colour c preceding h′. This construction is
represented in Figure 2.9.
Each of the external faces of M corresponds to an edge in the boundary graph ∂M,
hence M has exactly Dk(∂M) external faces. By construction M∗ has a new edge for
each external face ofM, which closes the external face ofM into an internal face ofM∗.
It follows that:
Fint(M∗) = Fint(M) +Dk(∂M) .
On the other hand, as the new dashed edges exactly follow the external faces of M,
it ensues that ∂M∗ = ∂M.
Figure 2.9: The map M∗ obtained from the map M in Fig. 2.8 by adding the dashed
edges.
The reason to introduce M∗ is the following. Below we will delete solid edges of M∗
(that is edges which belonged toM) and track the change in the number of internal faces
ofM∗ under these deletions. The crucial point is that these deletions modify the structure
of the internal faces ofM∗ but do not modify its external faces, hence the boundary graph
∂M∗ will remain unchanged. The introduction of M∗ allows us to modify a map while
keeping its boundary graph unchanged.
Let T be a spanning tree in M (with all the vertices but no loop edges) and let us
denote T ∗ the map made of T and all dashed edges of M∗. We have:
∂T ∗ = ∂M∗ = ∂M .
The map T ∗ can be obtained from M∗ by deleting E(M) − V (M) + 1 solid edges.
As there are at most bD/2c colours going through any of the solid edges, the deletion of
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such an edge inM∗ can either increase of decrease the number of faces by at most bD/2c,
hence:
Fint(M) +Dk(∂M) = Fint(M∗) ≤ Fint(T ∗) +
⌊
D
2
⌋
[E(M)− V (M) + 1] .
We call a leaf of T ∗ a vertex which becomes univalent when one erases all the dashed
edges. The leaves of T ∗ are the univalent vertices of T . In order to complete the proof of
Lemma 2.1, it is now enough to show that for any T ∗ we have:
Fint(T ∗) + C(∂T ∗) ≤ 1 + k(∂T ∗) + (D − 1)V (T ∗) . (2.7)
This bound is obtained by tracking the evolution of Fint(T ∗) + C(∂T ∗) under the
iterative deletion of the leaves. This deletion is somewhat involved, as it can change the
boundary graph.
A few remarks are in order before proceeding further.
• A cilium corresponds to a pair of black and white vertices of the boundary graph
∂T ∗. Those two vertices can belong to separate connected components of ∂T ∗.
• An external face can either connect two different cilia, or start and end at the same
cilium h. In the later case, the external face is said to be looped at the cilium h.
In Figure 2.9 we can identify two looped external strands.
Let us denote ` a leaf of T ∗ and let us denote Tˆ ∗ the tree obtained from T ∗ after
deleting ` as follows.
Deleting a non ciliated leaf. If ` has no cilium, deleting it simply means deleting the
vertex ` and the edge connecting it to the rest of T ∗. If the edge connecting ` to the rest
of T ∗ has color C, the deletion of ` erases all the faces of colours D \ C running trough `.
The boundary graph is unaltered by this deletion, therefore:
Fint(T ∗) = Fint(Tˆ ∗) + (D − |C|) , C(∂T ∗) = C(∂Tˆ ∗)⇒
Fint(T ∗) + C(∂T ∗) ≤ Fint(Tˆ ∗) + C(∂Tˆ ∗) + (D − 1) .
Deleting a ciliated leaf. If ` has a cilium h, deleting it consists in :
• Step 1. For all the external faces starting or ending at h that are not looped at
h, we cut the corresponding dashed edges into two half-edges. We then reconnect
the four dashed half edges into edges the other way around, respecting the colours.
This is represented in Figure 2.10 below. Observe that after performing this step,
all the external faces starting at h (and thus all external faces going trough `) are
looped.
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Figure 2.10: The first step of the deletion of a ciliated leaf : the dashed edges have been
reconnected in such way that all the external strands are looped at the cilium h.
• Step 2. The leaf now has only looped external strands and it is connected to the
rest of the T ∗ by a solid edge only. The cilium h represents a connected component
of the boundary graph consisting in a black and a white vertex connected by D
edges. We erase the vertex `, its cilium, h, and the edge connecting ` to the rest of
the map, as in Figure 2.11
Figure 2.11: The second step of the deletion of a ciliated leaf.
Boundary graph. Upon deleting a ciliated leaf, the boundary graph changes: ∂Tˆ ∗ 6=
∂T ∗. There are two cases, each divided in two sub cases:
• None of the external faces of T ∗ are looped at h. One needs to apply Step 1 for all
the colours and then Step 2. There are two sub cases:
– the solid and hollow vertices associated to h in ∂T ∗ belong to the same con-
nected component of ∂T ∗. Then, in the boundary graph, Step 1 creates at
least a new connected component, and Step 2 deletes exactly one connected
component. Thus:
C(∂T ∗) ≤ C(∂Tˆ ∗) .
– the solid and hollow vertices associated to h in ∂T ∗ belong to different con-
nected components of ∂T ∗. Then, in the boundary graph, Step 1 can not
decrease the number of connected components, and Step 2 deletes exactly one
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connected component. Thus:
C(∂T ∗) ≤ C(∂Tˆ ∗) + 1 .
• At least one external face of T ∗ is looped at h. There are two sub cases:
– not all the external faces are looped at h. The solid and hollow vertices as-
sociated to h in ∂T ∗ belong to the same connected component of ∂T ∗. One
must apply Step 1 at least once, and then step 2. As before, Step 1 creates at
least a new connected component, and Step 2 deletes exactly one connected
component, hence:
C(∂T ∗) ≤ C(∂Tˆ ∗) .
– all the external strands are looped at h. The black and white vertices associated
to h in ∂T ∗ belong to two different connected components of ∂T ∗, and one must
apply Step 2 directly. This decreases the number of connect components of the
boundary graph by 1:
C(∂T ∗) = C(∂Tˆ ∗) + 1 .
Internal faces. Let us denote eC the solid edge of colours C connecting ` to the rest of
T ∗. We have several cases:
• the external face of colour c ∈ C is looped at h. Then there is only one internal face
of colour c in T ∗ running through eC, which can not be erased by deleting `, hence:
F cint(T ∗) = F cint(Tˆ ∗) .
• the external face of colour c ∈ C is not looped at h. Then there are either one or
two internal faces of colour c in T ∗ running trough eC, hence the number of internal
faces of colour c can not decrease by more than one:
F cint(T ∗) ≤ F cint(Tˆ ∗) + 1 .
• the external face of colour c′ 6∈ C is looped. Then there is only one internal face of
colour c′ through `, which is erased:
F c
′
int(T ∗) = F c
′
int(Tˆ ∗) + 1 .
• the external face of colour c′ 6∈ C is not looped. Then there is just one internal face
of colour c′ through `, which is not erased:
F c
′
int(T ∗) = F c
′
int(Tˆ ∗) .
Combining the counting of the connected components of the boundary graphs with
the counting of the internal faces we obtain three cases:
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• no external face is looped at h. Then:
Fint(T ∗) +C(∂T ∗) ≤
[
Fint(Tˆ ∗) + bD
2
c
]
+
[
C(∂Tˆ ∗) + 1
]
≤ Fint(Tˆ ∗) +C(∂Tˆ ∗) +D .
• all the external faces are looped at h. Then:
Fint(T ∗) +C(∂T ∗) ≤ [Fint(Tˆ ∗) +D− 1] + [C(∂Tˆ ∗) + 1] ≤ Fint(Tˆ ∗) +C(∂Tˆ ∗) +D .
+ D .
• At least one external face is looped at h, but not all. Then:
Fint(T ∗) + C(∂T ∗) ≤ [Fint(Tˆ ∗) +D] + [C(∂Tˆ ∗)] ≤ Fint(Tˆ ∗) + C(∂Tˆ ∗) +D .
In all cases, by deleting a ciliated leaf:
Fint(T ∗) + C(∂T ∗) ≤ Fint(Tˆ ∗) + C(∂Tˆ ∗) +D .
Iterating up to the last vertex, we either end up with a vertex with no cilium or with a
ciliated vertex with D looped external strands. Counting the number of internal faces
and connected component of the two possible final maps (ciliated or not) gives us (2.7),
and we conclude.
1/N expansion
The size of the tensor gives us a new small parameter to re-arrange the graph expansion
as a power series of 1/N instead of λ. As the exponent (2.6) is bounded from below by
Ω, the perturbative expansion of the cumulant (2.5) writes,
K(τD) =
∑
Ω≥Ωmin(τcD)
(
1
N
)Ω ∑
M connected/
∂M=τD,
Ω(M)=ω
(−λ)|E(M)| ,
which is the 1/N expansion of the cumulant K(τD).
D + 1 coloured graphs
The internal faces of a multi-coloured map and of the corresponding D + 1 coloured
bipartite graph coincide, as stated in section 2.1. Therefore, using the fact that the edges
of a map are the bubbles of the corresponding D+1-coloured graph, one can immediately
formulate the previous result as a bound for the D + 1 coloured graphs.
Corollary 2.1. Let G be a bipartite D + 1 coloured graph with 2k external edges, |B(G)|
quartic D-coloured bubbles and 2|B(G)|+ k colour-0 edges. Then,
(D − 1)|B(G)| − |Fint(G)| ≥ −D + (D − 1)k + C(∂G) .
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2.3.3 The two point cumulant
The map expansion of the two-point cumulant K(1D1 ) writes as a sum over (unlabelled)
connected maps with a single cilium. The minimal exponent, Ωmin(1
D
1 ) = 0, corresponds
to the family of mono-ciliated plane trees with mono-coloured edges, and at large N , the
cumulants writes,
K(1D1 ) =
∑
T
(−λ)|E(T )| +O
(
1
N
)
.
A mono-ciliated plane tree can be canonically rooted at its cilium. The number of un-
labelled rooted plane trees with n edges is given by the Catalan number Cn =
1
n+1
(
2n
n
)
,
and there are Dn different edge-colouring of such a tree with mono-coloured edges. There-
fore,
K(1D1 )→∞
∑
n
(−λD)n 1
n+ 1
(
2n
n
)
.
which, for |4Dλ| ≤ 1 is absolutely convergent and sums to
−1 +√1 + 4Dλ
2Dλ
.
2.4 The intermediate field vacuum
The intermediate field transformation of section 2.2 defines a wholly new multi-matrix
model ν(σ). The partition function of this new model is, by construction, the same as the
one of the original tensor model and the expectations and cumulants of the tensor model
can be expressed using the intermediate field, which perturbative expansion is strongly
related to the one of the original tensor model. The model itself, however, bears little
resemblance with the original one, and its most basic field theoretical properties deserve
a closer inspection [22, 49].
In the present section, we will study the intermediate field model for the standard
melonic quartic model, which is defined with a single coupling parameter,
Q = {{c}, c ∈ D}
∀c ∈ D, λ{c} = λ .
By Theorem 2.1, the intermediate field action is
S(σ) =
1
2
TrD σ2 + TrD
[
log
(
1D + A(σ)
) ]
where σ = (σc)c∈D is a collection of D Hermitian matrices of size N .
The interaction term can be expanded in powers of
√
λ, which at the first order gives,
log
(
1D + A(σ)
)
= i
√
λ
ND−1
∑
c∈D
1D\{c} ⊗ σc + O(
√
λ
2
) .
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According to the above equation, the intermediate field action shows a linear term in σc
for each colour c ∈ D. Therefore, σ = 0 is not a solution of the equations of motion, and
we must look for a non trivial intermediate field vacuum.
2.4.1 Equations of motion
The equations of motion of the intermediate field writes,
0 =
∂S(σ)
∂σcbcac
= σcacbc + i
√
λ
ND−1
∑
pDqD
R(σ)qDpD
(
δpD\{c}qD\{c}δpcbcδqcac
)
, (2.8)
where the resolvent R is defined as
R(σ) =
1
1D + A(σ)
=
1
1D + i
√
λ
ND−1
∑
c∈D 1
D\{c} ⊗ σc
.
In matrix form, the equation of motion (2.8) writes,
0 = σc + i
√
λ
ND−1
TrD\{c}
 1
1D + i
√
λ
ND−1
∑
c∈D 1
D\{c} ⊗ σc
 ,
A simple inspection of these equations reveals that, for λ small enough, the stable
vacuum of the theory is invariant under conjugation by the unitary group and invariant
under colour permutation. The solution is of the form σc = a
√
ND−1 1 ∀c, where a must
be real as σc is Hermitian. The invariant solutions of eq. (2.8) are then obtained for a
satisfying the self consistency equation:
a =
−i√λ
1 + i
√
λDa
.
This self consistency equation can only have real solutions for negative λ. This corre-
sponds to an ill-defined tensor model in the original representation, as the action S(T¯,T)
is not bounded from below and the measure dν(T¯,T) is not integrable.
The melonic vacuum
A first solution, denoted a0 and called the melonic vacuum, is the sum of a power
series in
√
λ :
a0 = i
1−√1 + 4Dλ
2
√
λD
= −i
√
λ
∑
n≥0
1
(n+ 1)!
(
2n
n
)
(−λD)n .
We will see below that this solution is the stable vacuum of the theory for λ small enough.
For
√
λ ∈ iR+ and −4Dλ < 1, a0 is real, positive, and bounded by :
a0 = i
1−√1 + 4Dλ
2D
√
λ
=
−2i√λ
1 +
√
1 + 4Dλ
≤ 1√
D
,
as −2i
√
λ
1+
√
1+4Dλ
is increasing with |√λ| and attains its maximum for √λ = i
2
√
D
.
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The instanton
The second solution, denoted ainst, is an instanton solution :
ainst = i
1 +
√
1 + 4Dλ
2
√
λD
.
As a0ainst =
1
D
, it follows that for
√
λ ∈ iR+ and −4Dλ < 1, ainst is real, positive, and
ainst ≥ 1√D .
For
√
λ = i
2
√
D
the two solutions collapse: a0|√λ= i
2
√
D
= ainst|√λ= i
2
√
D
= 1√
D
.
2.4.2 Effective model
The intermediate field model can now be rewritten in terms of fluctuation fields Mc
around the solution of the classical equations of motion,
σc = N
D−1
2 (a1 + Mc) .
In terms of the perturbation fields Mc, the quadratic terms write,
1
2
Tr
(
ND−1(a1 + Mc)2
)
=
ND−1
2
(
Na2 + 2aTr Mc + Tr Mc 2
)
,
whereas the inverse resolvent writes,
1D + A(
√
ND−1(a1 + Mc)) = 1D + i
√
λ
ND−1
D∑
c=1
1D\{c} ⊗
√
ND−1(a1 + Mc)
= (1 + iD
√
λa)
[
1D − a
D∑
c=1
1D\{c} ⊗Mc
]
,
and the action becomes :
S(M) =
1
2
NDDa2 +ND log(1 + iD
√
λa) +ND−1a
D∑
c=1
Trc M
c
+
1
2
ND−1
D∑
c=1
Trc M
c 2 + TrD
[
log
(
1D − a
D∑
c=1
1D\{c} ⊗Mc
)]
,
A Taylor expansion of the logarithm shows that its first order cancels out the linear term
of the action.
TrD
[
log
(
1D − a
D∑
c=1
1D\{c} ⊗Mc
)]
= ND−1a
D∑
c=1
Trc M
c +O(M2) .
Therefore, defining log2(X) = log(X) + 1−X, the action writes as
S(M) =
1
2
NDDa2 +ND log(1 + iD
√
λa)
+
1
2
ND−1
D∑
c=1
Trc M
c 2 + TrD log2
(
1D − a
D∑
c=1
1D\{c} ⊗Mc
)
, (2.9)
which displays some interesting properties.
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• As expected, the effective action has no linear term and Mc = 0 is therefore solu-
tion of the equations of motion. In terms of Feynman expansion, this means that
the Feynman maps generated by the fluctuation model cannot have leaves. Con-
sequently, plane trees, that were the dominant family for σ, do not appear in the
Feynman expansion of the fluctuation field. Moreover, the addition of a leaf to a
pre-existing map (and therefore the addition of a full tree), which did not change
the exponent Ω for intermediate field maps, is impossible for the fluctuation field
maps.
• According to [8], the free energy logZ of the original tensor model at large N , writes,
in terms of a0 as,
logZ ∼
N→∞
−1
2
NDDa20 −ND log(1 + iD
√
λa0) .
which, for the melonic vacuum a = a0, corresponds precisely to the pre-factor in
(2.9). Note that this large N free energy is the sum of the leading order in 1/N
of vacuum maps, namely the melonic trees, which do not participate to the map
expansion of the fluctuation field M. By translating the model to the melonic
vacuum a0, we summed the entire melonic family of trees into a constant prefactor.
Therefore they no longer appear in the map expansion. A similar interpretation
does not exist for the instanton Ainst as the prefactor in (2.9) no longer equals the
leading (tree) order of the free energy.
• Quadratic terms arise from the logarithmic interaction term, for both the intermedi-
ate field σ and the fluctuation field M, which mix fields of different colours together.
A careful study of the mass matrix is necessary to further characterise the new field
theory. A such inclusive study of the fluctuation field is performed in [22].
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Part II
Constructive tensors
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Chapter 3
The constructive toolbox
The perturbative expansions of Chapters 1 and 2 were performed formally, without
any regard for convergence and well-definedness. A mathematically more correct study of
tensor models and their graph expansions requires a new set of tools, that were inherited
from the constructive study of quantum field theory, and are therefore gathered under the
name of constructive methods.
3.1 Borel sum
Definition
Let (ak)k≥0 be a sequence, we define An(z) as the partial sum
An(z) =
n∑
k=0
akz
k.
We denote A(z) the formal power series
A(z) =
∞∑
k=0
akz
k,
even if the sum might not converge. The Borel transform of A is the formal exponential
series
BA(z) =
∞∑
k=0
1
k!
akz
k
The formal power series A(z) is called Borel summable if the series BA has non-zero
convergence radius in C, converges on R+ and its Borel sum Aˆ converges, with
Aˆ(z) =
1
z
∫ ∞
0
BA(t)e− tz dt .
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Borel sum and perturbative expansion
Borel sums are useful in constructive theory because many of the formal perturba-
tive series encountered in tensor models and field theories are not summable, but Borel
summable, with the Borel sum being equal to the functional integral. The reason behind
non-summability can be understood very easily by looking at the measure of the standard
tensor model (1.12). For a positive coupling parameter λ > 0, the interaction term of the
measure is µ1 integrable and the partition function Z(λ) =
∫
dν as well as the moments
are well defined as an absolutely convergent integral. However, for λ < 0, the integral
diverges. The value λ = 0 is on the boundary of the analyticity domain of Z(λ), and any
series expansion in powers of λ is doomed to fail, as its convergence radius vanishes.
However, such series can be Borel summable, in which case the evaluated function
can be reconstructed from the coefficients of the formal perturbative series : the per-
turbative expansion contains all the information about the function. Fortunately, by
the Nevanlinna-Sokal [62] theorem, the proof of the Borel summability only requires the
satisfaction of two hypotheses.
Denoting D(a, b) the open complex disk of centre a and radius b,
Theorem 3.1 (Nevanlinna-Sokal). Let f : C→ C be a function. If
• f(z) is analytic in a disc D(R,R), with R > 0
• f admits a Taylor expansion at the origin, with its remainder obeying to the bound
f(z) =
p−1∑
k=0
fkz
k +Rp(z) , |Rp(z)| ≤ K ap p! |z|p.
for some constants K and a,
then
∑
fkz
k is Borel summable,
Bf(t) =
∑
k≥0
1
k!
fkt
k
converges for t ≤ a−1 and admits an analytic continuation on the strip ∪x>0D(x, a−1).
Furthermore, the value of f is given by the Borel sum :
f(z) =
1
z
∫ ∞
0
Bf(t)e− tz dt ∀ z ∈ D(R,R) .
Through misuse of language, a function f verifying the Nevanlinna-Sokal theorem is
called Borel summable.
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Uniform Borel summability
When dealing with tensor models, one usually wants to vary the size N of the tensor,
and eventually set it to infinity. The above Borel summability theorem is therefore only
good if summability is proven in a region of size independent of N , so it is valid for a
non-zero radius even at large N . We therefore need to introduce the notion of uniform
Borel summability, and an uniform version of the Nevanlinna-Sokal theorem.
Theorem 3.2. A function f(λ,N) is Borel summable in λ uniformly in N if f is analytic
in λ in a disk D(R,R) with R > 0 independent on N and admits a Taylor expansion
f(λ,N) =
∑
k<r
Ak(N)λ
k + Rr(λ,N) , |Rr(λ,N)| ≤ r! ar|λ|rK(N).
for some a independent of N . Then
• ∑ fkzk is Borel summable. Bf(t) = ∑k≥0 1k!fktk converges for t ≤ a−1 and admits
an analytic continuation on the strip ∪x>0D(x, a−1).
• ∀ z ∈ D(R,R) , f(z) = 1
z
∫∞
0
Bf(t)e− tz dt.
3.2 Constructive expansions
The forest and jungle expansions are two map expansions for statistical models and
field theories that, applied to the intermediate field, allow for an absolutely convergent
series expansion of the free energy and cumulants of tensor models. Both rely on the same
interpolation formula, Brydges-Kennedy-Abdesselam-Rivasseau forest formula.
3.2.1 Forest formula
The Brydges-Kennedy-Abdesselam-Rivasseau forest formula [14, 1] is a Taylor formula
for functions of n(n− 1)/2 variables which properties are well suited for the non pertur-
bative study of tensor models. Let Kn be the complete graph with n vertices. The set of
edges E(Kn) has n(n− 1)/2 components. Let f : [0, 1]n(n−1)/2 → R be a smooth function,
depending on edge variable f
(
(xe)e∈E(Kn)
)
. The forests of Kn are sub-graphs of Kn with
n vertices which connected components are simply connected.
Theorem 3.3 (Forest formula).
f(1, . . . 1) =
∑
Fn
∫ 1
0
· · ·
∫ 1
0
 ∏
e∈E(F)
∂
∂xe
 f
((wFij)i,j∈V (Kn)) ∏
e∈E(F)
due ,
where
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• the sum runs over forests Fn of Kn including the empty one (with no edges). To
each edge e of F is associated a variable ue integrated from 0 to 1.
• The derivative is evaluated at the point (wFij)i,j∈V (Kn) defined as follow :
– if i and j belong to the same connected component of F , then PFij denotes the
unique path in F joining the vertices i and j and
wFij =
1 i = jmine∈Pij{ue} i 6= j .
– if i and j do not belong to the same connected component of F , wFij = 0.
A useful result of [1] is that, for any values of uij, the matrix wij is positive.
3.2.2 Forest expansion
The moment generating function of a model can be computed by expanding pertur-
batively at first, and then apply a replica trick and the forest formula instead of directly
computing Gaussian integrals with the Feynman graphs. This new graph expansion, first
introduced in [59], sums over forests instead of general graphs. As forests proliferate
at a more manageable rate with the number of vertices, this has been proven very use-
ful to write convergent series expansions, and, together with the Hubbard–Stratonovich
intermediate field transformation of section 2.2, forms the loop vertex expansion.
Theorem 3.4 (Forest expansion). Let φ be a real vector field and Z(J) = 〈eV (φ,J)〉µC the
generating function of the moments, with C> = C and V (φ, J) regroup the interaction
and source terms. Then
Z(J) =
∞∑
n=0
1
n!
∑
Fn
∫ 1
0
· · ·
∫ 1
0∫  ∏
(ij)∈E(Fn)
∂
∂φi
·C ∂
∂φj
 n∏
i=1
V (φi, J) dµFn({φi})
∏
e∈E(Fn)
due , (3.1)
where
• Fn runs over forests with n vertices. To each edge e of Fn is associated a variable
ue integrated from 0 to 1.
• To each vertex i of the forest is associated an independent replica field φi.
• The Gaussian measure over the replica φ fields is defined as
〈φinφjm〉µFn = wFnij Cnm
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– if i and j belong to the same connected component of Fn, then Pij denotes the
unique path in Fn joining the vertices i and j and
wFnij =
1 i = jmine∈Pij{ue} i 6= j . (3.2)
– if i and j do not belong to the same connected component of Fn, wFnij = 0.
Proof Using Corollary 1.1, the moment generating function writes:
Z(J) =
[
e
1
2
∂
∂φ
·C ∂
∂φ eV (φ,J)
]
φ=0
.
A Taylor expansion gives
Z(J) =
∞∑
n=0
1
n!
[
e
1
2
∂
∂φ
·C ∂
∂φ [V (φ, J)]n
]
φ=0
.
We now use a replica trick. We rewrite V (φ, J)n as a product of n interaction terms with
n independent field variables:
Z(J) =
∞∑
n=0
1
n!
[
e
1
2
∑n
i,j=1
∂
∂φi
·C ∂
∂φj
n∏
i=1
V (φi, J)
]
φ=0
, (3.3)
the moment generating function now writes in terms of some new Gaussian measures over
n fields. The covariance of the new measure does not distinguish the multiple replica field,
〈φinφjm〉µ˜C = 〈φinφim〉µ˜C = Cnm ∀i, j ∈ {1 . . . n} ,
therefore the expectation remains unchanged. For each order n, we introduce a set of
n(n− 1)/2 interpolation parameters xiin and xijn = xjin in the measure,
Z(J) =
∞∑
n=0
1
n!
[
e
1
2
∑n
i,j=1 x
ij
n
∂
∂φi
·C ∂
∂φj
n∏
i=1
V (φi, J)
]
φi=0
xijn =1
,
where the interpolation parameters are set to 1, such that the measure does not distinguish
between replica fields. Each order of the moment generating function is now written as a
function of (n(n − 1)/2 edge variables, associated with the edges of the complete graph
Kn, evaluated at the point xij = 1, ∀(i, j) ∈ E(Kn). Furthermore, to each vertex i of Kn
is associated an interaction term V and a replica field φi.
By applying the forest formula (Theorem 3.3), we obtain :
Z(J) =
∞∑
n=0
1
n!
∑
Fn
∫ 1
0
· · ·
∫ 1
0
[( ∏
(ij)∈E(Fn)
∂
∂xijn
)
e
1
2
∑n
i,j=1 x
ij
n
∂
∂φi
·C ∂
∂φj
n∏
i=1
V (φi, J)
]
φi=0
xijn =w
Fn
ij
∏
e∈E(F)
due .
65
Taking into account
∂
∂xijn
[
e
1
2
∑n
k,l=1 x
kl
n
∂
∂φk
·C ∂
∂φl
]
= e
∑n
k,l=1 x
kl
n
∂
∂φk
·C ∂
∂φl
(
∂
∂φi
·C ∂
∂φj
)
leads to (3.1).
Trees and connected moments
The connected components of forests being trees, using the result of Theorem 1.1, the
logarithm of the moment generating function can be computed as a sum over trees.
Corollary 3.1. Let φ be a vector field. Using the same notations as in theorem 3.1, the
generating function of the cumulants writes
logZ(J) =
∞∑
n=0
1
n!
∑
Tn
∫ 1
0
· · ·
∫ 1
0∫  ∏
(ij)∈E(Tn)
∂
∂φi
·C ∂
∂φj
 n∏
i=1
V (φi, J) dµTn({φi})
∏
e∈E(Tn)
due , (3.4)
where Tn runs over trees with n vertices.
Intermediate field and loop vertex expansion
The loop vertex expansion is a non-perturbative expansion of quartic models which is
obtained by applying the forest expansion to the intermediate field σ of a tensor model.
The generating function of the moments (2.1) writes:
Z(J, J¯) = 〈e− TrD
[
log(1D+A(σ))
]
+
∑
nm J¯n
[
1
1D+A(σ)
]
nm
Jm〉µ1 .
When applying the forest expansion 3.4, the differential operator associated with an edge
writes,
∂
∂σi
· 1 ∂
∂σj
=
∑
C∈Q
∑
aCbC
∂
∂σi C
aCbC
∂
∂σj C
bCaC
.
In order to compute the forest expansion, the action of the derivative on the interaction
and source terms must be computed.
3.2.3 Jungle expansion
Performing a non-perturbative graph expansion on a non invariant field theory may
require a more involved version of the forest expansion in order to avoid difficulty with
processing of divergences. A two-level Fermionic jungle expansion has been developed in
[37], specially designed to handle these renormalisable models.
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Consider a field theory φ, with partition function
Z =
∫
eV (φ) dµ(φ) (3.5)
where µ is the standard Gaussian measure dµ = e
1
2
φ2dφ and for which the interaction
term can be decomposed over some abstract scale parameter j as
V =
jmax∑
j=0
Vj(φ) .
The maximum scale jmax can be understood as a cut-off. We choose to decompose the
interaction term instead of the covariance as the expansion is to be used on an intermediate
field model. This is why we use the Gaussian measure with standard invariant covariance,
but an interaction term that is somehow scale-related.
Theorem 3.5 (Jungle expansion).
Z =
∞∑
n=0
1
n!
∑
J
jmax∑
j1=0
· · ·
jmax∑
jn=0∫
wJ
∫
(φa)
∫
(χBj )
∂J
[∏
B
∏
a∈B
(
Wja(φ
a)χBjaχ¯
B
ja
)]
dµJ (φ, χ) dwJ , (3.6)
where
• the sum over J runs over all two-level jungles with n vertices labelled as a ∈ V =
{1 . . . n}, hence over all ordered pairs J = (FB,FF ) of two (each possibly empty)
disjoint forests on V , J¯ = FB ∪ FF is still a forest on V . The forests FB and FF
are the Bosonic and Fermionic components of J . The connected components B of
FB are called Bosonic blocks.
• To each vertex a ∈ V is associated a replica Bosonic field φa. To each Bosonic block
B ⊂ FB and each scale index j ∈ S = {1 . . . jmax} is associated a Grassmannian
field χBj .
• ∫ dwJ means integration from 0 to 1 over parameters we, one for each edge e ∈ J¯ ,
namely
∫
dwJ =
∏
e∈J¯
∫ 1
0
dwe. There is no integration for the empty forest since by
convention an empty product is 1. A generic integration point wJ is therefore made
of |J¯ | parameters we ∈ [0, 1], one for each e ∈ J¯ .
•
∂J =
∏
eB∈FB
eB=(a,b)
( ∂
∂φa
∂
∂φb
) ∏
eF∈FF
eF=(d,e)
δjdje
( ∂
∂χ¯
B(d)
jd
∂
∂χ
B(e)
je
+
∂
∂χ¯
B(e)
je
∂
∂χ
B(d)
jd
)
,
where B(d) denotes the Bosonic block to which the vertex d belongs.
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• Denoting 1S the identity matrix with indices in S, the measure dµJ in Gaussian with
covariance X(weB) on Bosonic variables and Y (weF )⊗ 1S on Fermionic variables,
hence ∫
FdµJ =
[
e
1
2
∑n
a,b=1 Xab
∂
∂φa
∂
∂φb
+
∑
B,B′ YBB′
∑
a∈B
b∈B′
δjajb
∂
∂χ¯B
ja
∂
∂χB′
jb F
]
σ=χ¯=χ=0
.
• Xab is the infimum of the weB parameters for all the Bosonic edges eB in the unique
path PFBa→b from a to b in FB. The infimum is set to zero if such a path does not
exists and to 1 if a = b.
• YBB′ is the infimum of the weF parameters for all the Fermionic edges eF in any of
the paths PFB∪FFa→b from some vertex a ∈ B to some vertex b ∈ B′. The infimum is
set to 0 if there are no such paths, and to 1 if such paths exist but do not contain
any Fermionic edges.
Pre-cooking with Fermions
The partition function can be rewritten
Z =
∫ jmax∏
j=0
eV (φ) dµ(φ) .
We define the normalized Grassmann Gaussian measure
dµ(χ¯, χ) = e−χ¯χdχ¯dχ .
Then, for any number a,
a =
∫
e−χ¯aχdχ¯dχ =
∫
e−χ¯(a−1)χdµ(χ¯, χ) .
Hence, denoting Wj = e
Vj − 1, we can rewrite the partition function (3.5) .
Z =
∫
e−
∑jmax
j=0 χ¯jWj(φ)χj
[
jmax∏
j=0
dµ(χ¯j, χj)
]
dµ(φ) . (3.7)
The previous expression (3.7) introduces independant Grassmannian fields χ for each scale
j. Defining the set of scales S = {0 . . . jmax}, we rewrite the partition function as
Z =
∫
e−W dµS ,
dµS =
[
jmax∏
j=0
dµ(χ¯j, χj)
]
dµ(φ) , W =
jmax∑
j=0
χ¯jWj(φ)χj . (3.8)
We can now start the jungle expansion.
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Vertex replicas
We first expand the exponential in the partition function (3.8)
Z =
∞∑
n=0
1
n!
∫
(−W )n dµS .
Then introduce vertex-replicas for the φ field, using the same trick as for (3.3). Defining
the matrix 1V with vertex indices a, b ∈ V = {1 . . . n}, with all coefficients equals to one,
and the Gaussian measure ν1V as,
∀ (a , b) ∈ V2 , 〈φaφb〉ν1V = 1 = (1V)ab ,
we rewrite the partition function as,
Z =
∞∑
n=0
1
n!
∫ n∏
a=1
(−Wa) dµS,V ,
dµS,V =
[
jmax∏
j=0
dµ(χ¯j, χj)
]
dµ1V ({φa}) , Wa =
jmax∑
j=0
χ¯jWj(φa)χj .
Note that for the field φ, we only introduced vertex replicas, with a completely degenerated
covariance 1V . For the Grassmann field χ however, we introduces scale replicas, and not
vertex replicas, and with a covariance, that we can encode with 1S as[
jmax∏
j=0
dµ(χ¯j, χj)
]
= dν1S ({χ¯j, χj}) , 〈χ¯iχj〉ν1S = δij .
From this point, the jungle expansion is obtained by applying two successive forest
formulas.
Bosonic forest
As in section 3.2.2, the first forest formula is applied on the degenerate measure ν1V .
We introduce n interpolation parameters n(n− 1)/2 interpolation parameters xabn = xban ,
all set to one, that can be seen as variables associated to the edges of the complete graph
Kn.
Z =
∞∑
n=0
1
n!
[
e
1
2
∑n
a,b=1 xab
∂
∂φa
∂
∂φb
+
∑jmax
j=0
∂
∂χ¯j
∂
∂χj
n∏
a=1
(
−W a
)]
φ,χ,χ¯=0
xab=1
.
then, we apply the forest formula (Theorem 3.3). Denoting FB a forest with n vertices i
labelled from 1 to n, the edges of FB are called (a, b) ∈ FB with a < b.
Z =
∞∑
n=0
1
n!
∑
FB
∫ 1
wab=0
[
e
1
2
∑n
a,b=1 Xab
∂
∂φa
∂
∂φb
+
∑jmax
j=0
∂
∂χ¯j
∂
∂χj
×
∏
(a,b)∈FB
( ∂
∂φa
∂
∂φb
) n∏
a=1
(
−Wa
)]
φ,χ,χ¯=0
( ∏
(a,b)∈FB
dwab
)
,
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where Xab is the infimum over the parameters wab in the unique path in the forest FB
connecting a to b. This infimum is set to 1 if a = b and to zero if a and b are not
connected by the forest. The connected components B ⊂ FB of the forest FB are called
Bosonic blocks. We denote V/FB the set of vertices V where vertices belonging to a same
bosonic block (connected component) B are identified together. By construction V/FB is
identified to the set of Bosonic blocks of FB.
Fermionic forest
Using the same replica trick (3.3), we introduce replica Grassmann fields χBj for the
Bosonic blocks B and interpolation parameters yBB′ = yB′B, all set to one. Applying
the forest formula on the y parameters leads to a Forest over V/FB with a new set of
Fermionic edges eF ,
Z =
∞∑
n=0
1
n!
∑
FB
∑
FF
∫ [
e
1
2
∑
a,bXab
∂
∂φa
∂
∂φb
+
∑jmax
j=0
∑
B,B′ YBB′
∂
∂χ¯B
j
∂
∂χB′
j
∏
(B,B′)∈FF
( ∂
∂χ¯Bj
∂
∂χB′j
+
∂
∂χ¯Bj
∂
∂χB′j
) ∏
(a,b)∈FB
( ∂
∂φa
∂
∂φb
) ∏
a∈V
(
−Wa
)]
φ,χ=0
dwJ .
The derivatives ∂
∂χ¯Bj
associated with a Fermionic edge can be applied on the Wa term of
each vertex of the Bosonic block B,
∂
∂χ¯Bj
∏
a∈B
(
−Wa
)
=
∑
a∈B
δja,j
∂(−Wa)
∂χ¯Bja
∏
b∈B
b6=a
(
−Wb
) ,
The sum over Fermionic forests FF over Bosonic blocks can therefore be refined as a sum
over forests over the vertices a ∈ V , with Fermionic edges connecting vertices together
eF = (a, b), a, b ∈ V . Finally, for scale indices that do not appear in a bosonic block,
j 6∈ {ja, a ∈ B}, the integration over χBj is trivial, leading to equation (3.6).
70
Chapter 4
The constructive quartic model
This chapter will address the constructive study of standard invariant quartic tensor
models using the loop vertex expansion.
For rank D tensors, the standard quartic model (1.12) writes as
dν = e−
λ
2ND−1
∑
C∈Q VC(T¯,T) dµ1(T¯,T) .
In the intermediate field formalism, the partition function writes in terms of |Q| matrix
fields σC (2.1),
Z(J, J¯) =
∫
e TrD
[
log R(σ)
]
+
∑
nm J¯nR(σ)nmJm dµ1(σ) , (4.1)
where the resolvent operator R is defined as
R(σ) =
1
1D + i
√
λ
ND−1
∑
C∈Q 1
D\C ⊗ σC
.
4.1 Loop vertex expansion
The first step toward the constructive study of the model is to establish the loop vertex
expansion [59] of the cumulants.
Using the forest expansion (Theorem 3.4) on the intermediate field model (4.1), the
loop vertex expansion allows to expand the cumulants in term of multicoloured plane
trees.
Definition 4.1. A multicoloured plane tree is a simply connected multicoloured map.
The key point is that the number of possible plane trees grows in a manageable manner
with the number of vertices, leading to better summability properties if the amplitudes
of these trees can be conveniently bounded.
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Theorem 4.1. With the notations introduced in section 3.2.2, the cumulants of the mea-
sure µ are given by:
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
pip¯i
∑
v≥k
1
v!
(−λ)v−1
N (D−1)(v−1)
∑
Tv,k
×
∫
· · ·
∫ 1
uij=0
∫
σ
∑
n,m
 v∏
i=1
cor(i)∏
p=1
R(σi)ni,pn¯i,p
(∏
l∈Tv
δ
l,C(l)
D
)
×
(
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q
)
dµTv ,u(σ)
∏
eij∈Tv
duij , (4.2)
where
• pi and p¯i are permutations over k elements.
• Tv,k are multicoloured plane trees with and k ciliated vertices and v− k non-ciliated
vertices, Tv is the combinatorial tree associated with Tv,k.
• cor(i) is the number of corners of a vertex i, each corner p ∈ i bears a resolvent R
with inbound indices ni,p and outbound indices n¯i,p.
The plane trees from the loop vertex expansion are very similar to the multi-coloured
maps of Chapter 2. They carry the same multi-stranded structure and index contraction
patterns, and differs only by the addition of a resolvent operator R on each corners of the
map, instead of straight index identifications. The resolvents arise from derivative of the
intermediate field interaction term. While this complicates the amplitude computation,
the resolvent operator, being of the form (1 + i
√
λH)−1 with H being Hermitian, stays
bounded in a domain that includes positive λ. This property will allow for a bound of
the tree amplitudes compatible with Borel summability.
If the forest expansion was used directly on the tensor model instead of the intermedi-
ate field, derivatives of the trace invariants being polynomials in T and T¯, the amplitude
of the trees would not be bounded and the forest expansion would not succeed.
The expression (4.2) does not show the tensor invariant structure of the cumulants
(1.14), that was explicit in the perturbative formalism of section 1.4. As the resolvent
operators are not unitary invariants, the indices of the source terms cannot be identi-
fied together and the invariant structure is hidden. The structure of the cumulant will
be recovered later with a refined expansion, namely the mixed expansion, consisting in
Taylor expanding over the LVE trees. The structure can also be recovered using a trick
[36] involving unitary operators and Weingarten functions, which allows to decouple the
structure of the cumulant from the one of the LVE trees at the price of some extra twists
and complications. This has been studied in detail in [21].
The remainder of this section will be devoted to the proof of Theorem 4.1.
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Forest formula
To simplify notations we sometimes drop the superscript C on the (multi) indices of
σC.
The idea of the loop vertex expansion is to apply the forest expansion (Theorem 3.4)
to the intermediate field model. The process is to be adapted from section 3.2.2 using a
collection of Hermitian matrices σ = (σC)C∈Q instead of a real vector field. According to
(3.4), the logarithm of Z(J, J¯) is:
logZ(J, J¯) =
∑
v≥1
1
v!
∑
Tv
∫ 1
0
 ∏
eij∈Tv
duij
∫ dµTv ,u(σ)
×
∏
eij∈Tv
(∑
C,ab
∂
∂σi Cab
∂
∂σj Cab
)
×
v∏
i=1
(
TrD
[
logR(σi)
]
+
∑
nn¯
J¯nR(σ
i)nn¯ Jn¯
)
,
where Tv are combinatorial trees with v vertices and the interpolated Gaussian measure
dµTv ,u is degenerated over C:
∫
F (σ) dµTv ,u =
e 12 ∑i,j wij∑C,ab
(
∂
∂σi C
ab
∂
∂σ
j C
ab
)
F (σ)

σ=0
,
and wij is defined in equation (3.2). Expanding the product over i we get:
logZ(J, J¯) =
∑
v≥1
1
v!
∑
Tv
∫ 1
0
 ∏
eij∈Tv
duij
∫ dµTv ,u(σ)
×
 ∏
eij∈Tv
(∑
C,ab
∂
∂σi Cab
∂
∂σj Cab
) v∑
k=1
∑
i1<...<ik
×
k∏
d=1
∑
n¯n
J¯nR(σ
i)nn¯ Jn¯
∏
i 6=i1..ik
TrD log R(σi) . (4.3)
The logarithm of Z(J, J¯) is then a sum over trees Tv,k,{id} with k ciliated vertices and
v − k regular vertices. As in Chapter 2, the cilia are defined as pairs JJ¯ of source terms.
The sum over C gives a sum over trees with coloured edges, each colouring corresponding
to a set C ∈ Q.
Before taking into account the action of the derivatives, to each ciliated vertex id of
the tree Tv,k,{id} is associated a resolvent operator R(σ
id) =
(
1D + A(σid)
)−1
and a cilium
JJ¯ . To each non-ciliate vertex (i 6= i1..ik) is associated a Tr(log R(σi)) factor.
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We now have to evaluate the action of the derivatives:
∂
∂σi C
aCbC
[
R(σi)
]
nn¯
=
=
∂
∂σi C
aCbC
[ ∞∑
q=0
(
−i
√
λ
ND−1
)q(∑
C
1D\C ⊗ σi C
)q]
nn¯
=
(
−i
√
λ
ND−1
) ∑
aD\CbD\C
∞∑
q1,q2=0
×
(
−i
√
λ
ND−1
)q1 (∑
C
1D\C ⊗ σi C
)q1
na
×
(
−i
√
λ
ND−1
)q2 (∑
C
1D\C ⊗ σi C
)q2
bn¯
δaD\CbD\C
=
(
−i
√
λ
ND−1
) ∑
aD\CbD\C
[
R(σi)
]
na
δaD\CbD\C
[
R(σi)
]
bn¯
, (4.4)
∂
∂σi C
aCbC
(−Tr log[R(σi)]) =
=
∂
∂σi C
aCbC
[ ∞∑
q=1
(−1)q
q
(
i
√
λ
ND−1
)q
Tr
(∑
C
1D\C ⊗ σi C
)q]
=
(
−i
√
λ
ND−1
) ∞∑
q=0
(
−i
√
λ
ND−1
)q
×
∑
aD\DbD\C
δaD\DbD\C
[(∑
C
1D\C ⊗ σi C
)q]
ba
=
(
−i
√
λ
ND−1
) ∑
aD\DbD\C
δaD\DbD\C
[
R(σi)
]
ba
.
Through its derivative operators, each edge of the tree adds a resolvent on both vertex
it connects. On each vertex, marked or not, acts at least one derivative operator, thus we
obtain at least a resolvent per vertex. Each vertex is then the product of these resolvents
(and a pair JJ¯ if ciliated).
The action of a p + 1-th derivative acting on a p-valent vertex is the sum of the p
positions on which one can add a resolvent into the partial trace of (4.4). There is a
well defined cyclic ordering of the resolvents and half-edges at a vertex. The sum in (4.3)
becomes thus a sum over plane trees, with well defined orderings of the half edges at every
vertex, with resolvents associated to the corners. Cilia act as regular half-edges.
We have thus expressed logZ as a sum over plane trees with coloured edges and marked
vertices Tv,{id},{C(l)}. The contribution of a tree is a product of resolvents and JJ¯ terms
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with indices contracted in a certain pattern. To the edge eij connecting the vertices i and
j, incident at the corners q and q + 1 of the vertex i and p and p + 1 of the vertex j,
corresponds the contraction:
δ
eij ,C(eij)
D =
(
δ
n¯
D\C
i,q n
D\C
i,q+1
)
δn¯Ci,qnCj,p+1δn¯Cj,pnCi,q+1
(
δ
n¯
D\C
j,p n
D\C
j,p+1
)
.
Collecting everything we obtain:
logZ(J, J¯) =
∑
v≥1
1
v!
v∑
k=1
∑
Tv,{id},{C(e)}
∫ 1
0
 ∏
eij∈Tv
duij
∫ dµTv ,u(σ)∑
n,m
×
 v∏
i=1
cor(i)∏
p=1
R(σi)ni,pn¯i,p
(∏
e∈Tv
−λ
ND−1
δ
e,C(e)
D
)
×
(
k∏
d=1
J¯nid,q+1Jn¯id,q
)
, (4.5)
where cor(i), the number of corners of the vertex i, equals its degree for non-ciliated
vertices, and its degree plus one for ciliated vertices. In the last line q denotes the position
of the JJ¯ cilium on the vertex id, and all the indices n and n¯ are summed.
Cumulants
The cumulants are computed by evaluating the derivatives of eq. (4.5) with respect
to J and J¯. As
∂(2k)
∂J¯m1∂Jm¯1 ...∂J¯mk∂Jm¯k
k∏
d=1
J¯nid,q+1Jn¯id,q =
∑
pip¯i
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q ,
where pi and p¯i runs over permutations of k elements, the cumulant of order 2k writes as
κ(Tn1T¯n¯1 ...TnkT¯n¯k) =
∑
pip¯i
∑
v≥k
1
v!
∑
Tv,{id},{C(l)}
∫
· · ·
∫ 1
uij=0
∫
σ
∑
n,m
×
 v∏
i=1
res(i)∏
p=1
R(σi)ni,pmi,p
(∏
e∈Tv
−λ
ND−1
δ
e,C(e)
D
)
×
(
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q
)
dµTv ,u(σ)
∏
eij∈Tv
duij .
The sum runs over trees with k cilia as other contributions are cancelled out either by
the derivation or by the J = J¯ = 0 prescription.
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4.2 Mixed Expansion
The loop vertex expansion of the cumulants can be refined to the mixed expansion, an
expansion over more general multicoloured maps which are seen as plane trees decorated
by loop edges. The loop edges are of the same nature as the tree edges: they have colours
C and represent identifications of indices of the adjacent resolvents.
The mixed expansion of the cumulants is
Theorem 4.2. The cumulants of µ write:
κ(Tn1T¯n¯1 ...TnkT¯n¯k) =
∑
v≥k
1
v!
(−λ)v−1
N (D−1)(v−1)
∑
pip¯i
∑
T
×
[
L∑
q=0
( −λ
ND−1
)q
1
q!
∑
L,|L|=q
NFint(T ,L)
×
∫ 1
0
∏
l∈L
wi(l)j(l)
2
∏
eij∈Tv
duij
×( k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τc(p¯i(d))
)
+
( −λ
ND−1
)L+1
1
L!
∑
L,|L|=L+1
×
∫ 1
t=0
(1− t)L
∫ 1
uij=0
(∏
l∈L
wi(l)j(l)
2
)
×
∫
σ
∑
n¯,n
 v∏
i=1
cor(i)∏
p=1
R(
√
tσi)ni,pn¯i,p

×
(∏
l∈L
δ
l,C(l)
D
)(∏
e∈Tv
δ
e,C(e)
D
)(
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q
)
× dµTv ,u(σ)
 ∏
eij∈Tv
duij
 dt] . (4.6)
Proof
Let us go back to (4.2),
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
pip¯i
∑
v≥k
1
v!
(−λ)v−1
N (D−1)(v−1)
∑
Tv,{id},{C(e)}
∫
· · ·
∫ 1
uij=0
×
∫
σ
∑
n,m
 v∏
i=1
res(i)∏
p=1
R(σi)ni,pn¯i,p
(∏
e∈Tv
δ
e,C(e)
D
)
×
(
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q
)
dµTv ,u(σ)
∏
eij∈Tv
duij .
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and refine a term in this sum by Taylor expanding up to an order L using the formula
f(
√
λ) =
L∑
q=0
1
q!
[
dq
dtq
f(
√
tλ)
]
t=0
+
1
L!
∫ 1
0
dt (1− t)L d
L+1
dtL+1
(
f(
√
tλ)
)
on the contributions of the trees Tv,{id},{C(e)}, using
d
dt
R(
√
tσ)nn¯ =
1
2t
(∑
C
(
σi Cab
∂
∂σi Cab
))
R(
√
tσ)nn¯ ,
where we dropped the superscript on the indices of σC. Integrating by parts
d
dt
∫  v∏
i=1
res(i)∏
p=1
R(
√
tσi)ni,pn¯i,p
 dµTv ,u(σ)
=
1
2t
∫ v∑
i=1
∑
C
σi Cab
∂
∂σi Cab
v∏
i=1
res(i)∏
p=1
R(
√
tσi)ni,pn¯i,p dµTv ,u(σ)
=
1
2t
[
e
∑
i≤j wij
∑
C
∂
∂σi C
ab
∂
∂σ
j C
ab
∑
i, C
(
σi Cab
∂
∂σi Cab
)(∏
i, p
R(
√
tσi)ni,pn¯i,p
)]
σ=0
=
[
e
∑
i≤j wij
∑
C
∂
∂σi C
ab
∂
∂σ
j C
ab
∑
i,j, C
wij
2t
(
∂
∂σi Cab
∂
∂σj Cab
)(∏
i, p
R(
√
tσi)ni,pn¯i,p
)]
σ=0
.
The sum over i, j and C is a sum over all the ways of adding a loop edge to the map
Tv,{id},{C(e)}. Evaluating the derivatives with respect to σC and σ¯C we see that the loop
edge gives the same kind of coloured contraction δl,CD as a tree edge. Furthermore, each
loop edge brings a factor −tλ
ND−1 (hence the t’s cancel), because the matrix wij is symmetric
and the same loop edge ij is generated by two terms: ∂
∂σi Cab
∂
∂σ¯j Cab
and ∂
∂σj Cab
∂
∂σ¯i Cab
.
Repeating this process L times gives a sum of (2v+k−3+2L)!
(2v+k−3)! terms labelled by trees
Tv,{id},{C(e)} decorated with L coloured, labelled loop edges forming the set L,
dq
dtq
∫ 1
0
 ∏
eij∈Tv
duij
∫ dµTv ,u(σ)
 v∏
i=1
cor(i)∏
p=1
R(
√
tσi)ni,pn¯i,p

×
(∏
e∈Tv
δ
e,C(e)
D
)(
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q
)
=
( −λ
ND−1
)q ∑
L,|L|=q
∫ 1
0
 ∏
eij∈Tv
duij
∫ dµTv ,u(σ)
(∏
l∈L
δ
l,C(l)
D
wi(l)j(l)
2
)
×
 v∏
i=1
cor(i)∏
p=1
R(
√
tσi)ni,pn¯i,p
(∏
e∈Tv
δ
e,C(e)
D
)(
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q
)
.
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Taking into account that R(0) = 1D proves the theorem because the first L terms of
the Taylor expansion up to order L can be evaluated explicitly: one obtains a free sum
for each of the internal faces of the map, and Theorem 4.2 follows.
The mixed expansion allows to remove the resolvent operators in the explicit terms of
the expansion, unveiling once again the tensor invariant structure of the cumulants and
their maps. The amplitude of the maps are once again computed as a power of N by face
counting, as seen in (4.6). Moreover, the identification of the indices of the source terms
appears once again as in the perturbative expansion (1.13).
4.3 Absolute convergence
In this section, we will study the analyticity properties and the scaling with N of the
cumulants starting from the mixed expansion in (4.6).
We denote C(τD) the number of connected components of the bipartite D-coloured
graph associated to the D-uple of permutations τD.
Theorem 4.3. The series in (4.6) is absolutely convergent for λ ∈ [0, 1
8|Q|). In this
domain the cumulants display a structure of tensor invariants,
κ(Tm1T¯m¯1 ...TmkT¯m¯k) =
∑
pi,p¯i
∑
τD
K(τD)
k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τcp¯i(d)
,
and obey the bound
|K(τD)| ≤ ND−(D−1)k−C(τD)K(λ) ,
for some K depending only on λ.
This theorem will be proved in the remainder of this section. Note that the exponent
of N is exactly −Ωmin for theorem 2.2, and we recover the polynomial bound of the
perturbative expansion.
In order to establish the absolute convergence of the series in (4.6), we need to establish
a bound on an individual term. The explicit terms (consisting in trees with up to L
loops) and the remainder (trees with L+ 1 loops) are bounded by very different methods,
explained in the next two subsections.
Invariant structure
The explicit terms of (4.6) show the required invariant structure,
k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τc(p¯i(d))
.
78
For a cumulant which index structure does not match the one of a tensor invariant (D-uple
of permutation of its terms) every term of the development vanish and the convergence
is trivial. A proper bound on the remainder is sufficient to conclude.
4.3.1 Bounds on the explicit terms
The global scaling in N of the (non-vanishing) term associated to the tree T decorated
with q loop edges L in eq. (4.6) is
NFint(T ,L)
N (D−1)(|L|+v−1)
. (4.7)
We thus need to bound the number of internal faces of the tree T decorated by the loop
edges L.
Recall that C(τD) denotes the number of connected components of the graph associated
to the permutations τD. As the term associated to T does not vanish, the boundary graph
of (T ,L) is the graph associated with τD (τ cD = τD(T ,L)) and their numbers of connected
components match, C(∂(T ,L)) = C(τD).
By Lemma 2.1, the number of faces of a ciliated plane tree with loop edges (T ,L) is
bounded by
Fint(T ,L) ≤ 1 − (D − 1)k − C(∂(T ,L)) + (D − 1)v +
⌊
D
2
⌋
|L| .
which according to (4.7), gives a global scaling in N of
NFint(T ,L)
N (D−1)(|L|+v−1)
≤ ND−C(∂(T ,L))−(D−1)k−dD2 −1e|L| .
4.3.2 Bounds on the remainder
In order to establish a bound on the remainder in equation (4.6) we will use the
technique introduced in [45, 46], and refined for tensors in [21], namely iterated Cauchy-
Schwarz inequalities. For a pair of (multi-index) vectors A and B, two linear operators R
and R′, and ( · ) the usual scalar product, the Cauchy-Schwarz inequality states,
|A · (R⊗R′ ⊗ 1⊗p)B| ≤ ‖R‖ ‖R′‖
√
A · A
√
B ·B . (4.8)
Lemma 4.1. We have the bound:∣∣∣∣∣
∫ ∑
m,n
 v∏
i=1
res(i)∏
p=1
R(
√
tσi)ni,pmi,p
(∏
l∈L
δ
l,C(l)
D
)
×
(∏
e∈Tv
δ
e,C(e)
D
)(
k∏
d=1
δmpi(d)nid,q+1δm¯p¯i(d)n¯id,q
)
dµTv ,u(σ)
∣∣∣∣∣
≤ ND+(D−1)(v−1)+|L|D2 . (4.9)
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Proof: The remainder is a product of resolvents placed at the corners of the vertices of
a tree decorated with loop edges and cilia. On any tree, one can choose a corner to start,
and then order the corners following the clockwise contour walk of the tree, indexing their
resolvents from R1 to R2n (or R2n+1).
R1R2
R3
R4
R5 R6
R7R8
R9 R10 R11
R12
Figure 4.1: A multicoloured map with spanning tree (dashed) and indexed resolvents.
Map splitting. Choosing R1 and Rn+1 as the R and R
′ of formula (4.8), the vector
A is made of all the resolvents from R2 to Rn and the contractions between them. The
vector B is made of all the resolvents from Rn+2 to R2n (or R2n+1) and the contractions
between them. The contractions of indices of the resolvents R2 to Rn with indices of the
resolvents Rn+2 to R2n (or R2n+1), which can exist due to the loop edges, are encoded in
the 1⊗p operator. If an index of R1 is directly contracted with an index of Rn+1, the latter
contributes with a Kronecker δ to the vector A or B. We represented such a splitting in
Figure 4.2.
We apply the formula (4.8) and, because the norm of the resolvent is bounded by 1,
‖R(σ)‖ ≤ 1,
|A · (R1 ⊗Rn+1 ⊗ 1⊗p)B | ≤
√
(A · A) (B ·B) .
The splitting in A and B corresponds to cutting along the unique path in the tree going
from corner 1 to corner n+1 (the cut is represented in bold in Figure 4.2) . Any occurring
contraction strand between the part A and the part B (due to the loop edges) is also cut.
The scalar products A · A and B ·B are half maps merged with their mirror symmetric
with respect to the splitting line. They also have the structure of trees with loop edges
and resolvents. However, in contrast with the original map, they can have several cilia on
the same vertex. This happens whenever the resolvent R1 or Rn+1 belongs to a ciliated
vertex.
As the resolvents R1 and Rn+1 have been taken out, the scars (i.e. the corners where
R1 and Rn+1 were connecting on A and B) are now direct identifications of indices. That
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R1R2
R3
R4
R5 R6
R7R8
R9 R10 R11
R12
Figure 4.2: Splitting the map in two parts in order to apply the Cauchy-Schwartz inequal-
ity.
is, in the maps merged with their mirror symmetric, two resolvents have been set to the
identity 1D operator. The corresponding corners will be represented as just D parallel
strands, with no resolvent, like in Figure 4.3.
Let us denote vA, kA, T A, LA the number of vertices, cilia, the tree and the set of
loop edges corresponding to the map 〈A|A〉 and similarly for B. We have the following
(in)equalities:
• the number of vertices doubles
2v = vA + vB .
• the number of cilia doubles
2k = kA + kB .
• the number of loop edges doubles
|L| = |LA|+ |LB| .
• the number of faces at least doubles
2Fint(T ,L) ≤ Fint(T A,LA) + Fint(T B,LB) .
This is because a face is either untouched by the splitting line, or it is cut in two
pieces (and in both cases it leads to two faces in the mirrored maps), or it is cut in
at least four pieces in which case it leads to at least four faces in the mirrored maps.
81
R1
R2
R3
R4 R5
R6R7
R8
R9
R10
R2
R3 R4
R5
R6
R7 R8 R9
R10R1
Figure 4.3: The scalar product graphs 〈A|A〉 (top) and 〈B|B〉 (bottom). The dashed
lines represent their respective spanning trees, and their remaining resolvents have been
indexed accordingly.
Each mirrored map has an even number of resolvents and contributes to the bound by
the square root of its amplitude. We can now iterate the process, each time eliminating
two resolvents, until there are no resolvents left on any map.
If we start with 2n resolvents we obtain 2n final maps. If we start with 2n+1 resolvents,
the first iteration is asymmetrical as A · A has 2n − 2 resolvent and B · B has 2n. The
B part thus requires an extra iteration of the process to cancel every resolvents. The 2n
(resp. 2n−1 + 2n) final maps we obtain are made solely of internal faces which represent
traces of identity, hence each such face brings a factor N , and external faces that connect
cilia together.
We denote for, q = 1, . . . 2n (or 2n−1+2n) by v(q), k(q), T q, Lq the numbers of vertices,
cilia, the tree and the set of loop edges of the final maps q. Each cilium a ∈ {1 . . . k(q)}
originates from a cilium d(a) of the original map, and therefore corresponds to a source-
term contraction operator
δ[a,d(a)] =
(
δmpi(d(a))nia,q+1δm¯p¯i(d(a))n¯ia,q
)
,
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which are contracted together by coloured external faces f c ∈ F cext(T q,Lq)
D∑
c=1
 ∑
fc∈F cext(T q ,Lq)
δ[f
c]
 ∑
a∈{1...k(q)}
δ[a,d(a)] =
k(q)∏
a=1
D∏
c=1
δmc
pi(d(a))
m¯c
τc
[T q,Lq ](p¯i(d(a)))
,
where the D-uple of permutation τ c[T q ,Lq ] = ∂[T q,Lq] is the boundary graph of the final
map q, and has a priori no relation with the boundary of the original map ∂[T ,L], as the
splitting and bounding process repeatedly severed the structure of the original map. This
is the reason why the bound (4.9) on the remainder is quite rough, and weaker than the
bound established on the explicit terms.
The amplitude of a final map thus writes
A(q) = NFint(T
q ,Lq)
k(q)∏
a=1
D∏
c=1
δmc
pi(d(a))
m¯c
τc
[T q,Lq ](p¯i(d(a)))
.
The product of Kronecker δ’s is bounded by 1 (which is as good as we can do, having no
control whatsoever on its structure). The number of internal faces of a ciliated map M
is bounded by the number of internal faces of the same map with all cilia removed M∗,
therefore
Fint([T q,Lq]) ≤ Fint ([T q,Lq]∗) .
Indeed, removing a cilium can only increase the number of internal faces of a multicoloured
map.
As before, adding a loop edge with colours C to a final map can at most divide |C| of
its faces, hence
Fint([T q,Lq]∗) ≤ Fint(T q ∗) + |Lq|
⌊
D
2
⌋
.
where T q ∗ is the tree corresponding to the final map q with all cilia removed.
The number of internal faces of T q is at most 1 + (D − 1)vq. If we start with 2n
resolvents we get the bound∣∣∣∣∣
∫ ∑
m,n
 v∏
i=1
res(i)∏
p=1
R(
√
tσi)ni,pmi,p
(∏
l∈L
δ
l,C(l)
D
)
×
(∏
e∈Tv
δ
e,C(e)
D
)(
k∏
d=1
D∏
c=2
δncid,q+1m
c
iτc(d)
,q
)
dµTv ,u(σ)
∣∣∣∣∣
≤ N 12n
∑2n
q=1 Fint(T q ,Lq) ≤ N 12n
∑2n
q=1(1+(D−1)v(q)+|Lq |bD2 c)
= N1+(D−1)v+|L|bD2 c
and the same holds if we start with 2n+ 1 resolvents.
2n−1∏
q=1
(
NFint(T
q ,Lq)) 12n−1 2n−1+2n∏
q=2n−1+1
(
NFint(T
q ,Lq)) 12n ≤ N1+(D−1)v+|L|bD2 c ,
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which conclude the proof of Lemma 4.1.
4.3.3 Results
We are now ready to prove Theorem 4.3. Taking absolute values in (4.6) and using
Lemmas 2.1 and 4.1 we find:
κ(Tn1T¯n¯1 ...TnkT¯n¯k) ≤
∑
pip¯i
∑
v≥k
1
v!
∑
T[
L∑
q=0
|λ|v−1+q
q!
∑
L,|L|=q
ND−2(D−1)k−C(∂[T ,L])−qdD2 −1e
k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τc
[T ,L](p¯i(d))
+
|λ|v+L
L!
∑
L,|L|=L+1
ND−(D−1)k−(L+1)dD2 −1e
]
.
For cumulants with invariant structure (mcpi(d) = m¯
c
τc(p¯i(d))) only the maps with the
right boundary contributes to the cumulants,
∂[T ,L] = τD ,
and as C(∂[T ,L]) ≤ k, choosing L ≥ Dk
D/2−1 − 1 ensures that
D − (D − 1)k − (L+ 1)
⌈
D
2
− 1
⌉
≤ D − 2(D − 1)k − C(∂[T ,L]) ,
and the invariant cumulant obeys the bound
|K(τD)| ≤ ND−2(D−1)k−C(ρD)
×
∑
v≥k
1
v!
∑
Tv
L+1∑
q=0
|λ|v−1+q
q!
(2v + k − 3 + 2q)!
(2v + k − 3)! ,
where the last combinatorial factor is the number of ways to add q loop edges to a plane
tree T . This bound is very broad as it does not account for the restriction on the structure
of the boundary graph. Taking into account that∑
Tv
1
= |Q|v−1
∑
di=2(v−1)∑
d1...dv≥1
 (v − 2)!∏
i(di − 1)!
∏
i
(di − 1)! ×
ik 6=ik′∑
i1,...ik
di1 ...dik

= |Q|v−1 v!(2v + k − 3)!
k!(v − k)!(v + k − 1)! ,
84
with |Q|v−1 the number of edge colouring, di the degree of the vertex i, (v−2)!∏
i(di−1)! the
number of trees with fixed degrees and
∏
i(di − 1)! the number of associated plane trees,
and
∏k
d=1 did the number of ways to put cilia on the vertices id, we obtain
|K(τD)| ≤ ND−2(D−1)k−C(τD)
×
L+1∑
q=0
∑
v≥k
(|λ| |Q|)v+q−1 (2v + k − 3 + 2q)!
q!(v − k)!(v + k − 1)! , (4.10)
and the sum over v converges for 4|Q| |λ| < 1.
For non-invariant cumulants the explicit development vanishes and the cumulant is
equal to the remainder at every order, therefore,
κ(Tn1T¯n¯1 ...TnkT¯n¯k) = lim
L→∞
[Remainder] (L) = 0 ,
which achieves the proof of Theorem 4.3.
4.4 Uniform Borel summability
We subsequently establish the uniform Borel summability of the cumulants at the
origin.
Theorem 4.4. The cumulants can be analytically continued for complex λ = reiφ with
r < 1
4|Q|
(
cosφ
2
)2
. In this domain they obey the bound:
|K(τD)| ≤ ND−(D−1)k−C(τD)K
( |λ|
(cosφ/2)2
)
, (4.11)
and are Borel summable in λ uniformly in N .
This theorem will be proved in the remainder of this section, by verifying the hypothe-
ses of Theorem 3.2.
Analyticity
To establish the convergence of the series in (4.6) in the domain in the complex plane
λ = reiφ, φ ∈ (−pi, pi) defined by |λ| < 1
4|Q|
(
cos φ
2
)2
it is enough to follow step by step the
proof of Theorem 4.3 and to remark that the norm of the resolvent is bounded by
‖R(σ)‖ ≤ 1
cosφ
2
.
The iterated Cauchy-Schwarz inequalities go through, and it is easy to see that the norm
of each resolvent contributes to the power 1 to the amplitude of the map. The total
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number of resolvents of a map with v vertices and k marks is 2(v−1) +k. Therefore each
term of the overall bound in 4.10 must be multiplied by
(
1
cosφ
2
)2(v−1)+k
, which proves the
convergence and (4.11).
The convergence domain
|λ| < 1
4|Q|
(
cos
φ
2
)2
,
contains a disk Re 1
λ
> 1
R
. In this domain the cumulants (4.2) are analytic as the resolvents
themselves R(σi)ni,pmi,p are.
Taylor expansion
The Taylor expansion in λ of the cumulants up to order r is obtained by using the
mixed expansion in Theorem 4.2, but choosing the order L up to which we develop the
loop edges to depend on the number of vertices v of the tree L = max(0, r − v). For
v ≥ r + 1 we do not develop any loop edges. Using the same bounds leading up to eq.
(4.10), and noting that the scaling with N is always bounded by ND, the remainder is
bounded by
|Rr(λ,N)| ≤ND
∑
v≥k
[
(|Q| |λ|)v+q−1 (2v + k − 3 + 2q)!
q!(v − k)!(v + k − 1)!
]
q=max(0,r+1−v)
,
hence up to irrelevant overall factors the remainder is bounded by
∑
v≥r+1
(|Q| |λ|)v−1 (2v + k − 3)!
(v − k)!(v + k − 1)!
+
r+1∑
v=k
(|Q| |λ|)r [2v + k − 3 + 2(r + 1− v)]!
(r + 1− v)!(v − k)!(v + k − 1)! .
While the first term above is bounded by |λ|r times some constant for λ small enough,
the second one is bounded only as :
|λ|r (2r + k − 1)!
(r − k)! ≤ (2k − 1)!3
2r+k−1 r!|λ|r .
4.4.1 The 1/N expansion
Furthermore, the mixed expansion in (4.6) is the non perturbative 1/N expansion of
the cumulants in the following sense
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Corollary 4.1. The remainder in the mixed expansion is analytic in the domain r <
1
4|Q|
(
cosφ
2
)2
and in this domain it admits the bound:
∑
v≥k
1
v!
(−λ)v−1
N (D−1)(v−1)
∑
pip¯i
∑
T
×
( −λ
ND−1
)L+1
1
L!
∑
L,|L|=L+1
∫ 1
t=0
(1− t)L
×
∫ 1
uij=0
(∏
l∈L
1
2
wi(l)j(l)
)(
k∏
d=1
D∏
c=1
δmc
pi(d)
m¯c
τc(p¯i(d))
)
×
∫
σ
∑
m,n
 v∏
i=1
res(i)∏
p=1
R(
√
tσi)ni,pmi,p

×
(∏
l∈L
δ
l,C(l)
D
)(∏
e∈Tv
δ
e,C(e)
D
)(
k∏
d=1
D∏
c=2
δncid,q+1 m
c
iτc(d)
,q
)
× dµTv ,u(σ)
 ∏
eij∈Tv
duij
 dt
≤ ND−(D−1)k−(L+1)(D2 −1)
( |λ|
(cosφ/2)2
)L+k
K ′
( |λ|
(cosφ/2)2
)
for some bounded function K ′.
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Chapter 5
The constructive T 43 field theory
5.1 The Model
5.1.1 The bare model
In this chapter we study the simplest renormalisable quartic tensor field theory in the
constructive framework. Our starting point is the rank D = 3 tensor field theory,
dν = e−
1
2
λ
∑3
c=1 Vc(Ψ¯,Ψ) dµC(Ψ¯,Ψ) , (5.1)
where Ψ, Ψ¯ are a Fourier transformed pair of conjugate U(1)3 scalar fields, which can be
considered as infinite-size complex tensors with indices in Z3. The covariance C is defined
as,
Cp¯p =
δp¯p
p21 + p
2
2 + p
2
3 + 1
. (5.2)
A quick study of the Feynman expansions reveals three divergent single-vertices graphs for
each colour. A logarithmically divergent 2-point graph M, a linearly divergent vacuum
graph V1 and a logarithmically divergent vacuum graph V2.
Figure 5.1: From left to right, the divergent self-loopM, the convergent self loop and the
two vacuum connected graphs V1 and V2.
Renormalisation of the model (5.1) will thus be required. To ensure that all quantities
are well defined, we impose a cut-off N . We restrict the indices such as n, n¯ to belong to
{−N . . .N}3, and therefore replace the Fourier-transform U(1)3 field Ψ by a tensor field
T of size 2N + 1.
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5.1.2 Renormalisation
Mass renormalisation
The bare amplitude forM is the sum of three amplitudes with colour c, each of which
is a function of the single incoming index nc,
A(M) =
∑
c
A(Mc),
A(Mc)(nc) = −λ
∑
p∈{−N...N}3
δ(pc − nc)
p2 + 1
.
The sum over p diverges logarithmically as N →∞. We define the mass counterterm as
minus the value at nc = 0, namely
∆m = −
∑
c
A(Mc)(0) = λ
∑
c
δmc ,
δmc =
∑
p∈{−N...N}3
δ(pc)
p2 + 1
=
∑
p∈{−N...N}2
1
p2 + 1
. (5.3)
Remark that δmc is independent of c, so that in fact
∆m = 3λ
∑
p∈{−N...N}2
1
p2 + 1
.
Note that the renormalised amplitude of M at colour c is a convergent sum, hence no
longer requires the cut-off N :
Aren(Mc)(nc) = A(Mc)(nc) + δmc = −λ
∑
p∈{−N...N}3
δ(pc − nc)− δ(pc)
p2 + 1
= λA(nc)
A(nc) =
∑
p∈{−N...N}2
n2c
(n2c + p
2 + 1)(p2 + 1)
= O
N→∞
(log(1 + |nc|)) . (5.4)
The partition function with this mass counter term included is
Z1 =
∫
e−
λ
2
∑
c Vc(T,T¯)+λ
∑
c δm
cT·DT¯dµC(T, T¯).
Vacuum renormalisation
We should similarly compute the vacuum counter-terms, taking into account the pres-
ence of the ∆m counter term. The amplitude of V1 is the sum over colours c of the
amplitudes of the graphs Vc1. V11 requires the counter-term
δV11 =
λ
2
∑
n1,n2,n3,p2,p3
1
n21 + n
2
2 + n
2
3 + 1
1
n21 + p
2
2 + p
2
3 + 1
.
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Similarly the amplitude of V2 is the sum over colours of the amplitude of Vc2. V12 requires
the counter term
δV12 =
λ
2
∑
n1,n2,n3,p1
1
n21 + n
2
2 + n
2
3 + 1
1
p21 + n
2
2 + n
2
3 + 1
.
Finally the mass counter-term [δmc T · T¯] (5.3) generates a divergent vacuum graph V∆m
(Fig. 5.2) which requires a different counter-term :
δV1δm = δmc TrDC = −λ
∑
n1,n2,n3,p2,p3
1
n21 + n
2
2 + n
2
3 + 1
1
p22 + p
2
3 + 1
.
δmc
Figure 5.2: The divergent vacuum graph generated by the mass counter term.
The counter-terms for colours 2 and 3 are obtained by the same formulas with the
appropriate colour permutation. The renormalised partition function writes,
Z = e
∑
c(δVc1+δVc2+δVcδm)
∫
e−
λ
2
∑
c Vc(T,T¯)eλ
∑
c δm
c
∑
n TnT¯ndµC(T, T¯) .
5.1.3 Intermediate field representation
As for the invariant quartic models, the constructive study of the T 43 field theory will be
performed within the intermediate field formalism. The intermediate field transformation
is very similar to the one used for invariant models in section 2.2.
e−
λ
2
Vc(T,T¯) =
∫
ei
√
λ
∑
n,n¯
∏
c′ 6=c δnc′ n¯c′ (TnT¯n¯)σ
c
ncn¯cdµ(σc).
It will however require some adaptations to accommodate both the mass counter-term
∆m and the non-invariant covariance C.
Mass counterterm and Hubbard Stratonovich transformation
The mass counter-term can be absorbed in a translation of the quartic interaction.
Indeed remark that
1
2
Vc(T, T¯)− δmc
∑
n
TnT¯n +
1
2
∑
n,p
δnc,pc
1
(n2 − n2c) + 1
1
(p2 − p2c) + 1
=
∑
n,n¯,p,p¯
[∏
c′ 6=c
δnc′ n¯c′
(
TnT¯n¯ − δncn¯c
(n2 − n2c) + 1
)]
× δncp¯cδpcn¯c
[∏
c′ 6=c
δpc′ p¯c′
(
TpT¯p¯ − δpcp¯c
(p2 − p2c) + 1
)]
. (5.5)
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Therefore, defining
δV13 =
λ
2
∑
n1,n2,n3,p2,p3∈{−N...N}5
1
n22 + n
2
3 + 1
1
p22 + p
2
3 + 1
=
λ
2
N(δmc)2,
and following the same definition for V13 and V13 , Z can be evaluated from (5.5) as
Z = e
∑
c(δVc1+δVc2+δVc3+δVcδm)
×
∫
ei
√
λ
∑
c
∑
n,n¯(TnT¯n¯
∏
c′ 6=c δnc′ n¯c′−δmcδncn¯c)σcncn¯cdµ(σ)dµC(T, T¯) ,
where we used the Hubbard Stratonovich formula (2.2), introducing three Hermitian
matrices σc with standard Gaussian measure µ.
Integration and resolvent
Note that the previous equation can be re-written in order to isolate the contribution
of the tensor entries
Z = e
∑
c(δVc1+δVc2+δVc3+δVcδm)
×
∫
ei
√
λ
∑
c
∑
n,n¯(TnT¯n¯
∏
c′ 6=c δnc′ n¯c′ )σ
c
ncn¯cdµC(T, T¯) e
−i√λ∑c δmcTrcσcdµ(σ) ,
The integral over T, T¯ now appears explicitly Gaussian, with effective covariance
Ceff(σ) = C + i
√
λ ~σ , with ~σ =
3∑
c=1
σc ⊗ 1D\{c}
After integration of T, T¯, and recombining Det Ceff with the Det C
−1 in the measure dµ,
we obtain
Z = Z ′
∫
e−i
√
λ
∑
c δm
cTrcσce−Tr log[1−iλC~σ]dµ(σ) ,
where
Z ′ = eδV
c
1+δVc2+δVc3+δVcδm .
In the following developments, it will be usefull to rewrite the trace of the logarithm with
a more symmetrical argument, which will be usefull when performing iterated Cauchy
Schwarz bounds similar to those used in section 4.3.2 . Defining the resolvent,
R(σ) ≡ 1
1− i√λC1/2~σC1/2 ,
and using the cyclicity of the trace, the partition function writes
Z = Z ′
∫
e−i
√
λ
∑
c δm
cTrcσceTr logR(σ)dµ(σ) , (5.6)
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We remark that the first term in the expansion in λ of Tr logR(σ) combines nicely with
the mass counter-term −i√λ∑c δmcTrcσc, since
Tr C~σ −
∑
c
δmcTrcσ
c =
∑
c
∑
nc
A(nc)σ
c
ncnc . (5.7)
where A(nc) is the renormalised amplitude defined in (5.4)
Joining (5.6) and (5.7) gives
Z = Z ′
∫
ei
√
λ
∑
c
∑
nc
A(nc)σcncnc+Tr log2[1−iλC1/2~σC1/2]dµ(σ) ,
where
log2(1− x) = x+ log(1− x) = O(x2) .
Vacuum counter-terms
We will now study Z ′ to check that it compensates indeed the divergent vacuum graphs
of the σ functional integral. First remark that δVc1 + δVc3 + δVcδm nicely recombine as
N∑
nc=−N
[A(nc)]
2 = 2 (δVc1 + δVc3 + δVcδm) ,
Therefore, we define the counter-term D as,
D =
∑
c
δVc1 + δVc3 + δVcδm =
λ
2
∑
c
∑
nc
A2(nc)
Similarly we remark that the log-divergent counter term for V2 can be written as a σ
integral,
E =
∑
c
δVc2 =
λ
2
∫
TrD
[
(C~σ)2
]
dµ(σ) .
Therefore
Z =
∫
e−Tr log2[I−i
√
λC1/2~σC1/2]+i
√
λ
∑
c
∑
nc
A(nc)σcncnc+D+Edµ(σ) .
A quick study of the first Feynman maps shows that D and E cancel exactly the first
order term in λ, so that
logZ = O(λ2) .
We remark now that
ei
√
λ
∑
c
∑
nc
A(nc)σcncnc+Ddµ(σ)
is exactly the Gaussian normalised measure for three fields σc translated by a diagonal
matrix Mncn¯c = A(nc)δncn¯c . Indeed,
ei
√
λ
∑
nc
A(nc)σcncnc+
λ
2
∑
nc
A2(nc)dµ(σc) =
∏
nc
e−
1
2
Tr[(σc−i
√
λM)2]dσdσ¯.
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Let us define the diagonal operator D(n, n¯) = δnn¯D(n) with eigenvalues
D(n) ≡
∑
c
CnnA(nc).
This operator commutes with C since they are both diagonal. It is bounded uniformly in
N since from (5.2) and (5.4) we have
‖D(n)‖ ≤ K ,
for some finite constante K. In fact D is also compact as an infinite dimensional operator
on `2(Z3), hence at N =∞, and its square is trace class, since∑
n∈Z3
∑
c,c′
log(1 + |nc|) log(1 + |nc′ |)
(n2 + 1)2
= O(1) . (5.8)
Lemma 5.1. For λ = |λ|eiφ in the small open cardioid domain Cardρ defined by |λ| <
ρ cos[φ/2] , the translated resolvent
R = [1− i
√
λC1/2~σC1/2 + λD]−1
is well defined and uniformly bounded:
‖R‖ ≤ 2
cos(φ/2)
. (5.9)
Proof In the cardioid domain we have |φ| < pi and for any self-adjoint operator L we
have
‖(1− i
√
λL)−1‖ ≤ cos−1(φ/2).
Taking ρ small enough so that ρ‖D(n)‖ < 1/2, the Lemma follows from the power series
expansion
‖(1− i
√
λL+ λD)−1‖ ≤ ‖J−1‖
∞∑
q=0
‖λDJ−1‖q ≤ 2 cos−1(φ/2),
with J = 1− i√λL.
Lemma 5.2. For λ in the cardioid domain Cardρ, the successive contour translations
from σcncnc to σ
c
ncnc−i
√
λA(nc) do not cross any singularity of TrD log2
[
1− i√λC1/2~σC1/2
]
.
Proof To prove that TrD log2[1−i
√
λC1/2~σC1/2] is analytic in the combined translation
band of imaginary width
√
λA(nc) for the σ
c
ncnc variables, one can write
log2(1− x) = −
∫ 1
0
tx2
1− txdt
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and then use the previous lemma to prove that, for λ in the small open cardioid domain
Cardρ, the resolvent R(t) = [1 − it
√
λC1/2~σC1/2 + t
√
λ
2
D]−1, is also well-defined for
any t ∈ [0, 1] by a power series of analytic terms uniformly convergent in the band of of
imaginary width
√
λA(nc). Hence it is analytic in that band.
Hence by Lemma 5.2
Z =
∫
e−TrD log2[1−i
√
λC1/2~σC1/2+λD]+Edµ(σ) =
∫
e−V (σ)dµ(σ) , (5.10)
where the σ interaction is now defined as
V (σ) = TrD log2 [1− U ]− E , U = i
√
λC1/2~σC1/2 − λD.
5.2 The multi-scale loop vertex expansion
5.2.1 Scale slices in the intermediate field representation
The “cubic” cut-off [−N,N ]3 of the previous section is not very well adapted to the
multi-scale analysis of section 1.5. We will therefore use the scale slices of (1.16),
S1 =
{
p ∈ ZD, n2 + 1 ≤ M2}
Sj =
{
p ∈ ZD, M2j−2 < n2 + 1 ≤ M2j} ∀j > 1 ,
and the corresponding cut-off of scale jmax,
n2 + 1 ≤M2jmax
which no longer factorises over colours. This cut-off will later be applied on the covariance
C, and thus on the interaction term of the intermediate field. To properly define the
intermediate field σ however, requires the use of previous cut-off. This is why we only
introduce the new cut-off now. It is required that the new cut-off is tighter that the cubic
one, thus one must choose N such that M jmax ≤ N .
The action (5.10) has to be rewritten according to the new cut-off. We define the slice
characteristic functions and introduce an interpolation parameter tj, which will help us
compute the part of the interaction specific to a scale j.
Ij = ISj , I≤j(tj) =
j−1∑
i=1
Ii + tjIj . (5.11)
The interaction with cut-off jmax is V≤jmax(1), where the interpolated interaction is defined
as
V≤j(tj) = TrD log2 [1− U≤j(tj)]− E≤j(tj) ,
U≤j(tj) = i
√
λI≤j(tj)C1/2~σC1/2I≤j(tj)− λI≤j(tj)D,
E≤j(tj) = λ
2
∫
TrD
[
(I2≤j(tj)C~σ)
2
]
dµ(σ) .
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Remark that
0 ≤ E≤j ≤ O(j), 0 ≤ E≤j − E≤j−1 ≤ O(1). (5.12)
We also define the interpolated resolvent
R≤j(tj) =
1
1− U≤j(tj) .
When the context is clear, we write simply V≤j for V≤j(tj), U≤j for U≤j(tj), U ′ for ddtjU≤j
and so on. We also write C
1/2
≤j for I≤j(tj)C
1/2, C
1/2
j for IjC
1/2, Cj for IjC, D≤j for
I≤j(tj)D and Dj for IjD. However beware that we shall write C≤j for I2≤j(tj)C, as this
is the natural expression which gives us the natural relations
[C
1/2
≤j ]
2 = C≤j, [C
1/2
j ]
2 = Cj.
We now decompose the interaction over scales, defining the interaction term of scale
j as
Vj = V≤j(1)− V≤j−1(1) =
∫ 1
0
V ′≤j(tj) dtj ,
with V ′≤j = TrD [U
′
≤j(1−R≤j)]− E ′≤j ,
U ′≤j = i
√
λC
1/2
j ~σC
1/2
≤j + i
√
λC
1/2
≤j ~σC
1/2
j − λDj .
Now we use that (1 − R≤j) = −U≤jR≤j = −R≤jU≤j and the cyclicity of the trace, plus
relations such as C
1/2
≤j C
1/2
j = tjCj to write
TrD U ′≤j(1−R≤j) =− i
√
λ TrD[R≤jU≤jC
1/2
j ~σC
1/2
≤j (5.13)
+ R≤jC
1/2
≤j ~σC
1/2
j U≤j + i
√
λR≤jU≤jDj]
= λ TrD R≤j[2tjC
1/2
≤j ~σCj~σC
1/2
≤j
+ i
√
λ(D≤jC
1/2
j ~σC
1/2
≤j + C
1/2
≤j ~σC
1/2
j D≤j) + U≤jDj]
TrD E ′≤j =2λtj
∫
TrD(Cj~σC≤j~σ) dµ(σ) .
Remark that if we replace R≤j by 1 in the first term in (5.13) it would exactly cancel
the E ′≤j term. This is nothing but again the exact cancellation of the last vacuum graph
in Figure 5.1 with its counter term.
We now have
Z(jmax) =
∫ jmax∏
j=0
e−Vj dµ(σ),
and we can apply the jungle expansion from section 3.2.3.
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5.2.2 Jungle expansion
With the intermediate field interaction decomposed over scale slices, we can now per-
form the two-level jungle expansion of 3.2.3. According to the theorem 3.5, the logarithm
of the partition function writes
logZ =
∞∑
n=1
1
n!
∑
J connected
∑
{ja}∈Sn
(5.14)
×
∫
w
∫
σ
∫
χ
∂J
[∏
B
∏
a∈B
(
Wja(~σ
a)χBjaχ¯
B
ja
)]
dwJ dµJ ,
where
• the sum over J runs over all connected two-level jungles, the first level of which is
a 3-coloured forest FB called the Bosonic forest, The second level (the Fermionic
forest) FF is uncoloured. And J¯ = FB ∪ FF is connected (hence, a tree). Bosonic
edges eB ∈ FB have a well-defined colour c(e) ∈ {1, 2, 3} and Fermionic edges
eF ∈ FF are uncoloured.
• ∫ dwJ means integration from 0 to 1 over parameters we, one for each edge e ∈ J¯ ,
namely
∫
dwJ =
∏
e∈J¯
∫ 1
0
dwe. There is no integration for the empty forest since
by convention an empty product is 1. A generic integration point wJ is therefore
made of |J¯ | parameters we ∈ [0, 1], one for each e ∈ J¯ .
•
∂J =
∏
eB∈FB
eB=(a,b)
( ∂
∂(σc(eB))a
∂
∂(σc(eB))b
) ∏
eF∈FF
eF=(d,e)
δjdje
( ∂
∂χ¯
B(d)
jd
∂
∂χ
B(e)
je
+
∂
∂χ¯
B(e)
je
∂
∂χ
B(d)
jd
)
,
where B(d) denotes the Bosonic block to which the vertex d belongs.
• The measure dµJ has covariance X(weB)⊗1S on Bosonic variables and Y (weF )⊗1S
on Fermionic variables, hence∫
FdµJ =
[
e
1
2
∑n
a,b=1Xab
∑
c
∂
∂(σc)a
∂
∂(σc)b
+
∑
B,B′ YBB′
∑
a∈B
b∈B′
δjajb
∂
∂χ¯B
ja
∂
∂χB′
jb F
]
σ=χ=0
.
• Xab(weB) is the infimum of the weB parameters for all the Bosonic edges eB in the
unique path PFBa→b from a to b in FB. The infimum is set to zero if such a path does
not exists and to 1 if a = b.
• YBB′(weF ) is the infimum of the weF parameters for all the Fermionic edges eF in any
of the paths PFB∪FFa→b from some vertex a ∈ B to some vertex b ∈ B′. The infimum
is set to 0 if there are no such paths, and to 1 if such paths exist but do not contain
any Fermionic edges.
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The previous expression (5.14) factorises over the Fermionic and Bosonic part. And
as the Bosonic blocks are completely independents, it also factorises over blocks as,
logZ =
∞∑
n=1
1
n!
∑
J connected
∑
{ja}∈Sn
∫
w
(5.15)∫
χ
∏
eF∈FF
eF=(d,e)
δjdje
( ∂
∂χ¯
B(d)
jd
∂
∂χ
B(e)
je
+
∂
∂χ¯
B(e)
je
∂
∂χ
B(d)
jd
)(∏
a∈V
χ
B(a)
ja
χ¯
B(a)
ja
)
dµY⊗1S

×
∏
B
∫
σ
∏
eB∈FB∩B
eB=(a,b)
( ∂
∂(σc(eB))a
∂
∂(σc(eB))b
)∏
a∈B
(
Wja(~σ
a)
)
dµX⊗1S
 dwFdwB,
5.3 Convergence and analyticity
The main result of the present chapter is the absolute convergence of the multi-scale
loop vertex expansion ,
Theorem 5.1. Fix ρ > 0 small enough. The series (5.14) is absolutely and uniformly
in jmax convergent for λ in the small open cardioid domain Cardρ defined by |λ| <
ρ cos[(Arg λ)/2]. Its ultraviolet limit logZ(g) = limjmax→∞ logZ(g, jmax) is therefore
well-defined and analytic in that cardioid domain.
The rest of the section is devoted to the proof of this Theorem.
5.3.1 Grassmann Integral
We define the symmetric matrix Yab = YB(a)B(b)δjajb . Using the shorthand notation
∂X =
∂
∂X
, the Grassmann integral in (5.15) writes,e∑a,b∈V Yab∂χ¯B(a)ja ∂χB(b)jb ∏
eF∈FF
eF=(d,e)
δjdje
(
∂
χ¯
B(d)
jd
∂
χ
B(e)
je
+ ∂
χ¯
B(e)
je
∂
χ
B(d)
jd
)∏
a∈V
χ
B(a)
ja
χ¯
B(a)
ja

χ=0
.
Note that after expanding the exponential, the above expression can be written in terms
of a polynomial P of degree 2n, and a power series Q as,
Q({∂χ¯Bj , ∂χBj })P (
{
χBj , χ¯
B
j
}
) ,
where P and Q can be written in the general form P ({χ, χ¯}) = ∑k Pkχ1 . . . χkχ¯k . . . χ1,
and therefore,
Q(∂χ¯k , ∂χk)P (χl, χ¯l) =
∑
k,l
δklQkPl = P (∂χk , ∂χ¯k)Q(χl, χ¯l) ,
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which is a polynomial as Pl = 0 for l > n, hence the sum is finite. The Grassmannian
Gaussian integral thus writes,(∏
a∈V
∂
χ
B(a)
ja
∂
χ¯
B(a)
ja
)
e
∑
a,b χ
B(a)
ja
Yabχ¯
B(b)
jb
∏
eF∈FF
eF=(d,e)
δjdje
(
χ
B(d)
jd
χ¯
B(e)
je
+ χ
B(e)
je
χ¯
B(d)
jd
)
χ=0
.
As for Grassmannian integrals,
∫
Fdχdχ¯ = ∂F
∂χ∂χ¯
, the above expression can be written as
a integral,∫
e
−∑a,b χ¯B(a)ja YabχB(b)jb ∏
eF∈FF
eF=(d,e)
δjdje
(
χ¯
B(d)
jd
χ
B(e)
je
+ χ¯
B(e)
je
χ
B(d)
jd
)(∏
a∈V
dχ
B(a)
ja
dχ¯
B(a)
ja
)
.
Note that if two vertices a and b belonging to the same block B have the same scale
ja = j = b, the above integral vanishes, as the same variable χ
B
ja is integrated twice.
We denote k = |EF | the number of Fermionic edges, and for any matrix M,
Mb1...bka1...ak =
∫
e−
∑
ab φ¯aMabφb
(
k∏
i=1
φaiφ¯bi
) ∏
a
dφ¯adφa
which, up to a minus sign, are equal to the minors of M. The Grassmann integral thus
writes, ( ∏
eF∈FF
eF=(d,e)
δjdje
)(
Ye1...ekd1...dk + Y
d1...ek
e1...dk
+ · · ·+ Yd1...dke1...ek
)
,
where the sum runs over the 2k ways to exchange an di and a ei.
According to the forest formula, Y is positive, with its highest coefficient being 1, on
the diagonal. This means that the Y minors are all bounded by 1 [1, 37], namely for any
a1, . . . ak and b1, . . . bk, ∣∣∣Ya1...akb1...bk ∣∣∣ ≤ 1 .
and the Grassmanian integral is bounded by
2|EF |
(∏
B
∏
a,b∈B
a6=b
(1− δjajb)
)( ∏
eF∈FF
eF=(d,e)
δjdje
)
, (5.16)
where the second term expresses the ja 6= jb constraint inside a Bosonic block B.
5.3.2 Bosonic Integrals
The Bosonic integral in (5.15) is factorised over the Bosonic blocks, In which the
Bosonic forest restricts to a three-coloured Bosonic tree TB = FB ∩ B, and the Bosonic
Gaussian measure restricts to dνB defined by∫
FB dµB =
[
e
1
2
∑
a,b∈BXab
∑3
c=1
∂
∂(σc)a
∂
∂(σc)bFB
]
σ=0
.
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The Bosonic integrand FB =
∏
e∈TB,eB=(a,b)
(
∂
∂(σc(eB))a
∂
∂(σc(eB))b
)∏
a∈B
(
Wja(~σ
a)
)
can be
written in shorter notations as
FB =
∏
a∈B
[∏
s∈SaB
∂σ(s)Wja
]
where SaB runs over the set of all edges in TB which end at vertex a, hence |SaB| = da(TB), the
degree or coordination of the tree TB at vertex a. To each element s is therefore associated
a well-defined colour and well-defined matrix elements (which have to be summed later
after identifications are made through the edges of TB).
When B has more than one vertex, since TB is a tree, each vertex a ∈ B is touched by
at least one derivative and we can replace Wja = e
−Vja − 1 by e−Vja (the derivative of 1
giving 0) and write
FB =
∏
a∈B
[∏
s∈SaB
∂σ(s)e
−Vja
]
. (5.17)
We can evaluate the derivatives in (5.17) through the Faa` di Bruno formula:
∏
s∈S
∂σ(s)f
(
g(σ)
)
=
∑
pi
f (|pi|)
(
g(σ)
)∏
b∈pi
([∏
s∈b
∂σ(s)
]
g(σ)
)
,
where pi runs over the partitions of the set S and b runs through the blocks of the partition
pi. In our case f , the exponential function, is its own derivative, hence the formula
simplifies to
FB =
∏
a∈B
e−Vja
[∑
pia
∏
ba∈pia
[∏
s∈ba
∂σ(s)
]
(−Vja)
]
, (5.18)
where pia runs over partitions of SaB into blocks b
a.
The Bosonic integral in a block can therefore be written as:∫
FB dµB =
∫ ∏
a∈B
e−Vja (σa)ATB(σ) dµB ,
where the amplitude ATB(σ) of the tree TB gather the derivatives. As for invariant models
(Chapter 4), the action of the derivatives will express the amplitude of a tree as a sum
over plane trees (definition 4.1).
Tree derivatives
As in (4.4) for the invariant models, tree derivatives develop a vertex into cycles of
operators and edge-contractions. Because of the more complicated structure of the inter-
action term, the exact expressions are unfortunately lengthy. There main characteristics
and implications, which are sufficient for future treatment and bounding, will be sum-
marised thereafter.
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We recall that, with the notations of Section 5.2.1
Vj = λ
∫ 1
0
(
TrD R≤j
[
2tjC
1/2
≤j ~σCj~σC
1/2
≤j + U≤jDj
+ i
√
λ(D≤jC
1/2
j ~σC
1/2
≤j + C
1/2
≤j ~σC
1/2
j D≤j)
]
− 2tj
∫
dν(~σ)Cj~σC≤j~σ
)
dtj (5.19)
= Dj + 2λ
∫ 1
0
tj
[
TrR≤jC
1/2
≤j ~σCj~σC
1/2
≤j −
∫
dν(~σ)Cj~σC≤j~σ
]
dtj ,
where Dj gathers all terms with a D factor:
Dj = λ
∫ 1
0
TrD R≤j
[
i
√
λ(D≤jC
1/2
j ~σC
1/2
≤j + C
1/2
≤j ~σC
1/2
j D≤j) + U≤jDj] dtj (5.20)
= iλ3/2
∫ 1
0
TrD R≤j
[
D≤jC
1/2
j ~σC
1/2
≤j + C
1/2
≤j ~σC
1/2
j D≤j
+ C
1/2
≤j ~σC
1/2
≤j Dj + i
√
λD≤jDj
]
dtj .
The last term in (5.19) is the E ′≤j constant term, which does not depend on ~σ. Hence
remembering that ∂σs really stand for a derivative with well defined colour and matrix
elements ∂σcsncs ,n¯cs , we get following the order of the terms in (5.19)
∂σ(1)(−Vj) = i
√
λ
3/2
∫ 1
0
(
TrD iλR≤jC
1/2
≤j ∆
1C
1/2
≤j R≤j (5.21)
× [t2jDjC1/2j ~σC1/2≤j + t2jC1/2≤j ~σC1/2j Dj + tjC1/2≤j ~σC1/2j Dj + i√λt2jDjDj]
+ TrD R≤j
[
t2jDjC
1/2
j ∆
1C
1/2
≤j + t
2
jC
1/2
≤j ∆
1C
1/2
j Dj + tjC
1/2
≤j ∆
1C
1/2
j Dj
])
dtj
+ 2λ
∫ 1
0
tj
(
i
√
λTrD R≤jC
1/2
≤j ∆
1C
1/2
≤j R≤j
[
C
1/2
≤j ~σCj~σC
1/2
≤j
]
+ TrD R≤j
[
C
1/2
≤j ∆
1Cj~σC
1/2
≤j + C
1/2
≤j ~σCj∆
1C
1/2
≤j
])
dtj .
The formula for several successive derivations is similar and straightforward although
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longer:
k∏
s=1
∂σ(s)(−Vj) =
∑
τ
iλ3/2
∫ 1
0
(
TrD
[ k∏
s=1
i
√
λR≤jC
1/2
≤j ∆
τ(s)C
1/2
≤j ]R≤j (5.22)
× [t2jDjC1/2j ~σC1/2≤j + t2jC1/2≤j ~σC1/2j Dj + tjC1/2≤j ~σC1/2j Dj + i√λtjDjDj]
+ TrD
[ k∏
s=2
i
√
λR≤jC
1/2
≤j ∆
τ(s)C
1/2
≤j ]R≤j
× [t2jDjC1/2j ∆τ(1)C1/2≤j + t2jC1/2≤j ∆τ(1)C1/2j Dj + tjC1/2≤j ∆τ(1)C1/2j Dj])dtj
+ 2λ
∫ 1
0
tj
(
TrD
[ k∏
s=1
i
√
λR≤jC
1/2
≤j ∆
τ(s)C
1/2
≤j ]R≤j
[
C
1/2
≤j ~σCj~σC
1/2
≤j
]
+ TrD
[ k∏
s=2
i
√
λR≤jC
1/2
≤j ∆
τ(s)C
1/2
≤j ]R≤j
[
C
1/2
≤j ∆
τ(1)Cj~σC
1/2
≤j + C
1/2
≤j ~σCj∆
τ(1)C
1/2
≤j
]
+ TrD
[ k∏
s=3
i
√
λR≤jC
1/2
≤j ∆
τ(s)C
1/2
≤j ]R≤j
×
[
C
1/2
≤j ∆
τ(1)Cj∆
τ(2)C
1/2
≤j + C
1/2
≤j ∆
τ(2)Cj∆
τ(1)C
1/2
≤j
])
dtj .
We used C
1/2
j D≤j = tjC
1/2
≤j Dj = t
2
jC
1/2
j Dj. In (5.22) the sum over τ runs over the
permutations of [1, k] and ∆s, defined as
(∆s)mm¯ =
∂~σmm¯
∂σ
c(s)
nc(s),n¯c(s)
= δmc(s)nc(s)δm¯c(s)n¯c(s)
∏
c6=c(s)
δmcm¯c .
Outlines : These formulas express the derivatives of the trace as a sum over all cycles
with exactly k derivatives, zero or one operator D, and up to two remaining numerator
σ fields (one at most if the cycle contains an operator D). Rewriting Dj as
Dj = C
1/2
j AjC
1/2
j , (Aj)nn¯ = Ij(n)A(n)δnn¯ ,
the cycles have 2k to 2k + 4 numerator half-propagators C1/2, and two of them form a
Cj, hence each cycles bears a single propagator of scale j.
Map decomposition
The Bosonic integral in a block B can therefore be written as a sum over mapsM(T )
corresponding to the combinatorial tree T ,∫
FB dµB =
∑
M(T )
∫ ∏
a∈B
e−Vja (σa)AG(σ) dµB , (5.23)
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These maps M are still forests, but not necessarily connected (because of the Fa’a di
Bruno partitioning (5.18)), with an effective loop vertex for each ba ∈ pia, a ∈ B, each
of them expressed as a trace of a product of three-stranded operators by (5.21), with
k = |ba|. Each such effective vertex of G bears at most two σ insertions plus exactly |ba|
∆ insertions, which are contracted together via the coloured edges of the tree TB.
We define the corners of the map M as pairs of two consecutive insertions of either
∆, σ or Aj operators. Therefore, each corner of the vertices bears a C
1/2
(≤)jaR≤jaC
1/2
(≤)ja
operator (the C1/2’s being either C
1/2
j or C
1/2
≤j ), except one distinguished corner which
bears a Cja operator and no resolvent (see Fig. 5.3).
Note that to each initial Wja may correspond several effective loop vertices Vba , de-
pending of the partitioning of SaB in (5.18). Therefore although at fixed |B| the number of
(coloured) edges for anyM in the sum (5.23) is exactly |E(M)| = |B|− 1, the number of
connected components C(M) is not fixed but simply bounded by |B|−1 (each edge can be-
long to a single connected component). Similarly the number |V (M)| = C(M)+ |E(M)|
of effective loop vertices of G is not fixed, and simply obeys the bounds
|B| ≤ |V (M)| ≤ 2(|B| − 1). (5.24)
From now on we shall simply call “vertices” the effective loop vertices of G, as we shall
no longer meet the initial Wja vertices.
σ
Cj
R≤jR≤j
C1/2≤j
C1/2≤j
C1/2≤j
C1/2≤jC
1/2≤j
C1/2≤j
R≤j
Figure 5.3: A detailed three-stranded vertex with its cycle of operators. Open strands
corresponds to ∆ operators, and to half edges of the tree TB.
We then apply a Cauchy-Schwarz inequality with respect to the positive measure dνB
to separate the map amplitudes from the exponential factor,
|
∫
FB dµB| ≤
∑
M
(∫ ∏
a
e2|Vja (σa)|dµB
)1/2(∫
|AM(σ)|2dµB
)1/2
. (5.25)
Both parts will be bounded respectively in sections 5.3.3 and 5.3.4.
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Single vertex block
When the block B is reduced to a single vertex a, we have a simpler contribution
for which an important cancellation occurs due to the presence of the logarithmically
divergent counter term in Vj. More precisely (writing simply j for ja)∫
FB dµB =
∫ [
e−Vj(~σ) − 1]dµ(σ) = ∫ 1
t=0
∫
σ
Vj(~σ)e
−tVj(~σ)dµ(σ)dt
=
∫ 1
t=0
∫
Dje−tVj(~σ) dµ(σ)dt + 2λ
∫ 1
t=0
∫ 1
tj=0
∫
σ
× tj
[
TrDR≤jC
1/2
≤j ~σCj~σC
1/2
≤j −
∫
σ′
Cj~σ
′C≤j~σ′dµ(σ′)
]
e−tVj(~σ) dµ(σ)dtjdt ,
and, using R≤j = 1 + i
√
λR≤j(i
√
λD≤j + C
1/2
≤j ~σC
1/2
≤j ),∫
tj
[
TrDR≤jC
1/2
≤j ~σCj~σC
1/2
≤j −
∫
Cj~σ
′C≤j~σ′dµ(σ′)
]
e−tVj(~σ)dµ(σ)
=
∫
tj
[
i
√
λTrDR≤jC
1/2
≤j ~σC≤j~σCj~σC
1/2
≤j − λTrDR≤jD≤jC1/2≤j ~σCj~σC1/2≤j
+ TrDC
1/2
≤j ~σCj~σC
1/2
≤j −
∫
Cj~σ
′C≤j~σ′dµ(σ′)
]
e−tVj(~σ)dµ(σ)
=
∫
tj
[
i
√
λTrDR≤jC
1/2
≤j ~σC≤j~σCj~σC
1/2
≤j − λTrDR≤jD≤jC1/2≤j ~σCj~σC1/2≤j
+ tTrDC
1/2
≤j ~σCj ~∆C
1/2
≤j · (∂~σ(−Vj))
]
e−tVj(~σ)dµ(σ) ,
where in the last line we used integration by parts with respect to one σ to explicit the
cancellation in the last term. In the last term the dot means a scalar product between the
∆ and insertions of both the trace and the vertex derivative. As expected this formula
shows that the vacuum expectation value of the graph made of a single vertex has been
successfully canceled by the counter term. The contribution of a single vertex corresponds
therefore again to perturbatively convergent graphs with either at least two vertices, or
one vertex and an operator D, multiplied by the exponential of the interaction, and can
be treated therefore exactly as the ones with two or more vertices.
5.3.3 Bound on the exponential
Lemma 5.3. For g in the cardioid domain Cardρ we have
|Vj(σ)| ≤ ρ O(1)
[
1 + TrD
(
C≤j~σCj~σ
)]
. (5.26)
Proof Starting from (5.19)-(5.20) let us write Vj = Vj + Dj. Using the bound (5.12)
for the E ′j term, we get
|Vj(σ)| ≤ |λ|
(
O(1) + 2
∫ 1
0
tj|TrD R≤jC1/2≤j ~σCj~σC1/2≤j |dtj
)
.
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For A positive1 Hermitian and B bounded we have |TrAB| ≤ ‖B‖TrA. Indeed if B is
diagonalizable with eigenvalues µi, computing the trace in a diagonalizing basis we have
|∑iAiiµi| ≤ maxi |µi|∑iAii; if B is not diagonalizable we can use a limit argument.
Hence using (5.9)
TrD|R≤jC≤j~σCj~σ| ≤ 2 cos−1(φ/2)TrD
(
C
1/2
≤j ~σCj~σC
1/2
≤j
)
= 2 cos−1(φ/2)TrD
(
C≤j~σCj~σ
)
.
We conclude that Vj obeys the bound (5.26), since in the cardioid |λ| cos−1(φ/2) ≤ ρ.
It remains to check it for the Dj term. Returning to (5.20)
|Dj| ≤ |λ|
∫ 1
0
|TrD
√
|λ|R≤j
(
D≤jC
1/2
j ~σC
1/2
≤j + C
1/2
≤j ~σC
1/2
j D≤j + C
1/2
≤j ~σC
1/2
≤j Dj
)|dtj
+ |λ||TrD R≤jD≤jDj|. (5.27)
We use the Hilbert-Schmidt bound |TrAB| ≤ TrAA? + TrBB?. Remember (5.8): D is
Hermitian positive and square trace class and so are also Dj and D≤j. Hence
|TrDR≤jD≤jDj| ≤ TrDR?≤jR≤jD2≤j + TrDD2j ≤ O(1)[1 + cos−2(φ/2)].
Similarly
|TrD
√
|λ|R≤jD≤jC1/2j ~σC1/2≤j | ≤ |λ|TrD R?≤jR≤jD2≤j + TrDC≤j~σCj~σ ,
|TrD
√
|λ|D≤jR≤jC1/2≤j ~σC1/2j | ≤ |λ|TrDD2≤jR?≤jR≤j + TrD C≤j~σCj~σ .
Finally for the last term |TrD
√|λ|R≤jC1/2≤j ~σC1/2≤j Dj|, we remark that C1/2≤j Dj = tjC1/2j Dj.
Then
tj|TrD
√
|λ|DjR≤jC1/2≤j ~σC1/2j | ≤ |λ|TrD R?≤jR≤jD2j + TrDC≤j~σCj~σ.
Using again the inequality |TrAB| ≤ ‖B‖TrA for A positive and B bounded, we can get
rid of the resolvents:
|λ|TrD R?≤jR≤jD2≤j ≤ O(1)|λ| cos−2(φ/2), |λ|TrDR?≤jR≤jD2j ≤ O(1)|λ| cos−2(φ/2).
Hence we can conclude that the three first terms in (5.27) obey the bound (5.26) since in
the cardioid |λ| cos−1(φ/2) ≤ ρ.
We can now bound the first factor in the Cauchy-Schwarz inequality (5.25).
Theorem 5.2 (Bosonic Integration). For ρ small enough and for any value of the w
interpolating parameters (∫ ∏
a∈B
e2|Vja (σa)|dµB
)1/2
≤ eO(1)ρ|B|.
1We usually simply say positive for “non-negative”, i. e. each eigenvalue is strictly positive or zero.
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Proof As
∏
a∈B e
cρ = ecρ|B|, applying Lemma 5.3 we get∫ ∏
a∈B
e2|Vja (σ
a)|dµB ≤ ecρ|B|
∫
e <σ,Qσ>dµB
where Q is a symmetric positive matrix in the vector space V of collections of matrices
((σc)a)a∈B,c∈D . V has dimension NV = 3|B|N2. The NV by NV matrix is block diagonal,
with,
< σ,Qσ > =
∑
a∈B
< σa, Qaσa >,
< σa, Qaσa > = 2ρ
∫ 1
0
TrD
(
C≤ja~σ
aCja~σ
a
)
dtja .
Hence Q =
∑
a∈BQ
a, where Qa is the NV by NV matrix with all elements zero except
the 3N2 by 3N2 which have both vertex indices equal to a. These non zero elements form
the 3N2 by 3N2 positive symmetric matrix Qa with matrix elements
Qac,m,n; c′m′n′ = Q
a,1
c,m,n; c′m′n′ +Q
a,2
c,m,n; c′m′n′
Qa,1c,m,n; c′m′n′ = 2ρδc,c′
∫ 1
0
δm,m′δn,n′ [tjaQja,ja,1(m,n) +
ja−1∑
k=0
Qja,k,1(m,n)]dtja
Qa,2c,m,n; c′m′n′ = 2ρ(1− δc,c′)
∫ 1
0
δm,nδm′,n′ [tjaQja,ja,2(m,m′) +
ja−1∑
k=0
Qja,k,2(m,m′)]dtja ,
where the Q factors are defined respectively as the colour-diagonal and colour off-diagonal
part of a bubble with two propagators of slices j and k:
Qj,k,1(m,n) =
∑
m2,m3
(Ck)(m,m2,m3)(m,m2,m3)(Cj)(n,m2,m3)(n,m2,m3), (5.28)
Qj,k,2(m,m′) =
∑
m3
(Ck)(m,m′,m3)(m,m′,m3)(Cj)(m,m′,m3)(m,m′,m3).
The big matrix Q has elements Qa,c,m,n; a′,c′m′n′ = δa,a′Q
a
c,m,n; c′m′n′ . Using the bounds
(5.11) it is easy to check that
Qj,k,1(m,n) ≤ O(1)M−2je−M−j |n|e−M−k|m|,
Qj,k,2(m,m′) ≤ O(1)M−2j−ke−M−k(|m|+|m′|).
Lemma 5.4. The following bounds hold uniformly in jmax and N
Tr Qa ≤ O(1)ρ, (5.29)
‖Qa‖ ≤ O(1)ρjaM−2ja . (5.30)
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Proof The first bound is easy. Since we compute a trace, only Qa,1 contributes and the
bound follows from (5.28) which implies that
∑
m,nQj,1(m,n) ≤ O(1). Since Qa,1 is diag-
onal both in component and colour space, from (5.28) we deduce that supm,nQj,1(m,n) ≤
O(1)jM−2j, hence
‖Qa,1‖ ≤ O(1)ρjaM−2ja . (5.31)
Finally to bound ‖Qa,2‖ we use first a triangular inequality to sum over the 6 pairs of
colours c, c′ and over k
‖Qa,2‖ ≤ 12ρ
j∑
k=0
‖Eja,k,2‖
where Eja,k,2 is the (component space) matrix with matrix elements
Eja,k,2(m,n;m
′, n′) = δm,nδm′,n′Qja,k,2(m,m′).
The operator norm of Eja,k,2 is bounded by its Hilbert Schmidt norm
‖Eja,k,2‖2 = [
∑
m,m′
Q2ja,k,2(m,m′)]1/2 ≤ O(1)M−2ja−k[M2k]1/2 = O(1)M−2ja .
It follows that
‖Qa,2‖ ≤ O(1)ρjaM−2ja , (5.32)
and gathering (5.31) and (5.32) proves (5.30).
The covariance X of the Gaussian measure dµB is also a symmetric matrix on the big
space V, but which is the tensor product of the identity in colour and component space
times the matrix Xab(weB) in the vertex space. Defining A ≡ XQ, we have
Lemma 5.5. The following bounds hold uniformly in jmax and N
Tr A ≤ O(1)ρ |B|,
‖A‖ ≤ O(1)ρ. (5.33)
Proof Since Q =
∑
a∈BQ
a we find that
Tr A =
∑
a∈B
TrXQa =
∑
a∈B
Xaa(weB)TrQ
a =
∑
a∈B
Tr Qa ≤ O(1)ρ |B|.
where in the last inequality we used (5.29). Furthermore by the triangular inequality and
(5.30)
‖A‖ ≤
∑
a∈B
‖XQa‖ =
∑
a∈B
Xaa(weB)‖Qa‖ =
∑
a∈B
‖Qa‖ ≤
∞∑
j=0
O(1)ρjM−2j ≤ O(1).
where we used the fundamental fact that all vertices a ∈ B have different scales ja.
107
We can now complete the proof of Theorem 5.2. By (5.33) for ρ small enough the
series
∑∞
n=1(TrA
n)/n converges and we have∫
e <σ,Qσ> dµB = [det(1−A)]−1/2 = e−(1/2)Tr log(1−A) = e(1/2)
∑∞
n=1(TrA
n)/n
≤ e(1/2)TrA(
∑∞
n=1 ‖A‖n−1) ≤ eO(1)ρ|B|.
5.3.4 Map Bounds
We still have to bound the second factor in (5.25), namely
(∫ |AM(σ)|2 dµB)1/2. We
recall that at fixed |B|, the maps M are forests with E(G) = |B| − 1 coloured edges
joining |V (M)| = C(M) + |E(M)| (effective) vertices, each of which has a weight given
by (5.21) and (5.22). The number of connected components C(M) is bounded by |B|−1,
hence (5.24) holds.
This squared amplitude can be represented as the square root of an ordinary amplitude
but for a mapM′ =M∪M∗ which is the (disjoint) union of the mapM and its conjugate
mapM∗ with mirror-symmetric structure and on which each operator has been replaced
by its Hermitian conjugate. This overall mapM′ has thus twice as many vertices, edges,
resolvents, ~σa insertions and connected components than the initial map M.
Deletion of the remaining σ
To evaluate the amplitude AM′ =
∫ |AM(σ) dµB|2, we first delete every ~σa insertion
using repeatedly integration by parts∫
σcncF (~σ)dµ(σ) =
∫
∂
∂σcnc
F (~σ)dµ(σ).
The derivatives ∂
∂σcnc
will act on any resolventRja or remaining ~σ
a insertion ofM′, creating
a new contraction edge. When it acts on a resolvent, it creates a new corner, bearing
a product of operators C
1/2
≤jaR≤jaC
1/2
≤ja (or C
1/2
≤jaR
∗
≤jaC
1/2
≤ja if the resolvent is on a mirror
vertex).
Remark that at the end of this process we have a sum over new maps M with no
longer any ~σa insertion,
A(M′) =
∑
M(M)
A(M) ,
where M(M) runs over all possible maps obtainbed by replacing σ insertions by coloured
edges, but the number of edges, resolvents and connected components at the end of this
contraction process typically has changed. However we have a bound on the number of
new edges generated by the contraction process. Since each vertex ofM contains at most
two ~σa insertions, M′ contains at most 4|V (M)| insertions, hence using (5.24) at most
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8(|B| − 1) insertions to contract. Each such contraction creates at most one new edge.
Therefore each map M contains the initial 2(|B|−1) coloured edges ofM′ decorated with
up to at most 8(|B| − 1) additional new edges.
Scale decomposition
Until now, the amplitude A(M) contains C
1/2
≤j =
∑
j′<j C
1/2
j′ + tjC
1/2
j operators. We
now develop the product of all such C
1/2
≤j factors as a sum over scale assignments. It
means that each former C
1/2
≤j is replaced by a fixed scale C
1/2
j′ operator (the tj factor being
bounded by 1) with scale attribution j′ ≤ j. The amplitude at fixed scale attribution µ
is noted A(Mµ) and we shall now bound each such amplitude. The sum over µ will be
standard to bound after the key estimate (5.34) is established. Similarly the sums over
M and over M only generate a finite power of |B|!, hence will be no problem using the
huge decay factors of (5.34).
Theorem 5.3 (Map bound). The amplitude of a map M with scale attribution µ is
bounded by
|A(Mµ)| ≤ [O(1)ρ]|E(M)|M− 12
∑
v∈B ja(v) .
Proof We work at fixed value of each σ, and denote C the connected components of
a map M, thus A(Mµ) =
∏
CA(Cµ). The amplitude A(Cµ) of a connected component
C can be bounded by iterated Cauchy-Schwarz inequalities, as for invariant models in
section 4.3.2. A spanning tree is chosen for each connected component C, resolvents R≤j
are ordered along the clockwise contour walk of the tree and used as R and R′ in formula
(4.8). For a connected component with 2n resolvents, this processs gives a geometric
mean over 2n final maps m bearing no R≤j at all, times a product of norms of resolvents,
which are all bounded by 2 cos−1(φ/2) for λ = |λ|eiφ in the cardioid. Since these graphs
no longer have any dependence on σ, the normalised measure
∫
dµ(σ) simply evaluates
to 1, and we are left with a bound:
|A(Cµ)| ≤
2n∏
i=1
‖Ri‖
(∏
m
A(m)
) 1
2n
≤ 4n
[
cos
φ
2
]−2n(∏
m
A(m)
) 1
2n
.
The Cauchy-Schwarz process keeps track of a number of items. Indeed, at every iteration,
each vertex and edge of the bounded map gives respectively two vertices and two edges
of the next-stage maps. The C
1/2
j and Aj operators follow the same rule, and each C
1/2
j
operator of the original map will generate 2n identical C
1/2
j operators in the final maps,
which repartition is a priori unknown. Finally, each vertex of the original map bearing
at least one resolvent, each vertex of the final map has been cut at least once and is thus
mirror-symmetric.
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In a final map m, each corner bears either a Cj operator or a product of two identical
C
1/2
j′ operators (thus one full Cj′), vertices may also bear Aj insertions, and the strands
represent contractions of their indices. All operators left are diagonal, and bounded as
(C
1/2
j )n,n¯ = δn,n¯
√
1
n2 + 1
Ij(n) ≤ 1
M j−1
δn,n¯
3∏
c=1
In2c≤M2j ,
Aj(n, n¯) = Ij(n)δnn¯
∑
c
A(nc) ≤ δnn¯
∑
c
O(1)logM j = jO(1)δnn¯ .
Then, for a final map m with 2n corners that we index by η, each bearing a Cη operator,
and denoting a(η) the vertex of the original graph that bore the operator,
A(m) ≤ |λ|E(m)
∑
{~n}
∏
η
Cη(nηn¯η)δn¯ηnη
∏
strands s
δnscs n¯scs
∏
operators A
O(1)ja(A)
≤ |λ|E(m)
∑
{~n}
∏
η
δnη ,n¯η
1
M2jη−2
(∏
c
I|nηc |≤Mjη
) ∏
s
δnsis n¯
s
is
∏
A
O(1)ja(A)
= [M2|λ|]E(m) M−2
∑
η jη
∏
faces f
∑
nf
∏
η,η′∈f
(
1nf≤Mjη
)∏
A
O(1)ja(A),
where jη ∈ {0...ja(η)} is the scale assignment of the corresponding C operator, ja(A) the
scale of the vertex bearing the operator Aj, cs is the colour of a strand s and f are the
coloured faces. In the bound, the C operators being removed, the faces are closed cycles
of δ operators multiplied by scale factors and cut-offs. Hence only one index nf remains
for each coloured face f . Thus the amplitude of a final map m is bounded by,
A(m) ≤ [M2|λ|]E(m)M−2
∑
η jη
∏
f
M jmin(f)
∏
A
O(1)ja(A)
≤ [O(1)|λ|]E(g)M
∑
f jmin(f)−2
∑
η jη
∏
A
O(1)ja(A).
where jmin(f) = minη∈f jη. Corners of final maps that were generated by distinguished
corners (without resolvents) of the original map will be denoted η∗ ∈ H∗, as opposed to
regular corners η. Those corners bear Cja(η∗) operators that we want to keep track of.
Other corners bear C operators of scale jη ≤ ja(η). The amplitude is thus bounded by
|A(Cµ)| ≤
[
1
2
cos
φ
2
]−2n(∏
m
[O(1)|λ|]E(m)
∏
A
O(1)ja(A)
) 1
2n
M
1
2n
∑
m[
∑
f jmin(f)−2jη]
≤ [O(1)ρ]E(C)
(∏
v
ja(v)
)
M−
1
2
∑
v ja(v) M
1
2n
∑
m[
∑
f jmin(f)−2
∑
η jη+
1
2
∑
H∗ jη∗]
≤ [O(1)ρ]E(C)M− 14
∑
v ja(v) M
1
2n
∑
m[
∑
f jmin(f)−2
∑
η jη+
1
2
∑
H∗ jη∗],
where we use the conservation of the number of distinguished corners during the Cauchy-
Schwarz process
∑
m
[∑
H∗ ja(η∗)
]
= 2n
∑
v ja(v), along with the fact that for any map,
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2n < 2E(C). We also used the conservation of Aj operators, and the fact that there is at
most one Aj per original vertex.
As in section 4.3.2, for a connected component with an odd number 2n+1 of resolvents,
we first proceed to a slightly asymmetric Cauchy-Schwarz splitting of the map, choosing
R1 and Rn+1 as R and R′. Both scalar product graphs will then have an even number of
resolvents and the previous results stand.
Lemma 5.6. For any connected components Cµ with final maps m,
∑
m
[∑
f
jmin(f)− 2
∑
η
jη +
1
2
∑
H∗
jη∗
]
≤ 0.
Proof A final map consists of the gluing of two mirror symmetric maps along a path
whose ends are undistinguished corners η 6∈ H∗. Thus a final map bears at least two
undistinguished corners. Therefore,∑
f
1− 2
∑
η
1 +
1
2
∑
H∗
1 = F − 2C + 1
2
|H∗| ≤ F − 3
2
C − 1.
For any tree, the relationship between the number C of corners η, the number F of faces
f and the number of Aj insertions |A| is F − C + |A| = 3. This can be proved starting
with a single isolated vertex and adding extra vertices, edges and Aj’s one by one. Each
new vertex and edge comes with two new faces and two new corners, each Aj with one
corner, and the isolated vertex had three faces and no corner.
Any loop edge adds two corners and may increase or decrease the number of faces by
one. Thus, for a tree T decorated with L loop edges e ∈ L,
(F − 3
2
C − 1)T +L ≤ (F − 3
2
C − 1)T − 2L = 3− V − 3
2
|A| − 2L.
For any map with at least 3 vertices, or with at least one loop edge, or with Aj insertions
(|A| is always even for a final map), this is lower than 0. A pathological final map cannot
be a single vertex without edges, because final maps have at least two corners. A final
map composed of two vertices, no loops and no Aj can only arise from a map which had
two consecutive corners bearing resolvents, separated by an edge of the chosen tree, before
the last iteration of the Cauchy-Schwarz process.
If a mirror-symmetric graph has only two resolvents, then those resolvents are mirror
symmetric and therefore are on each side of the symmetry axis, which is a path between
two “cleaned” corners (bearing no resolvent), therefore there is at least one corner between
them. Therefore, a map with only two remaining resolvents, which are on consecutive
corners, cannot arise from the bounding process. There are only two families of original
maps with less than four resolvents, two being separated only by an edge. We will call
them S2 and S3, and deal with them with an adapted Cauchy-Schwarz bound that avoid
pathological final graphs (Fig. 5.4).
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Figure 5.4: The maps S3 (left) and S2 (right) with dashed lines representing the Cauchy-
Schwarz splitting used to avoid pathological maps. Dotted corners bears resolvents R≤j.
When the dashed line crosses an un-dotted corner, propagator Cj must be rewritten as
C1/21C1/2 and the identity matrix 1 is used instead of a resolvent.
Therefore, for any final map, the js brought by corners (2 for undistinguished ones,
and 3/2 for distinguished ones) is large enough to cancel the number of jmin brought by
the faces. However, each jmin must be canceled individually by a higher j.
First, we consider a distinguished corner of scale ja(η∗). Such a corner is generated by
a corner without resolvent and thus cannot be used in a Cauchy-Schwarz bound. Thus,
each vertex being mirror symmetric, they carry an even number of distinguished corners.
If a vertex only bears distinguished corners, it is then made of 2k replicas of the same
corner (and thus brings 3kja), and has degree 2k. A vertex of degree 2k can belong to
at most 2 + 2k faces. For k > 1, the 3kja are enough to cancel the jmin of all faces the
vertex belongs to. For k=1 (vertex of degree 2), if the two edges are of different colours,
the vertex belongs to only three faces, that are cancelled out by the 3ja. If the two edges
are of the same colour c, the vertex can belong to two distinct faces of colour c. If any of
those faces also goes through a vertex of degree two bearing two undistinguished corners
(and thus bringing 4jη, enough to cancel all the faces running through it), or a vertex
of degree ≥ 2, its jmin will be cancelled out by this vertex. If both those faces run only
through vertices of degree two bearing only distinguished corners, then the final map
must be a closed cycle of vertices of degree two bearing only distinguished corners, which
is impossible. Therefore, 3
2
∑
H∗ jη∗ is enough to cancel out every potential faces with
jmin = ja(η∗).
For vertices bearing undistinguished corners, the situation is actually better. Each
vertex of degree > 1 brings enough jη to cancel each faces it belongs to. Only the leaf
without Aj has one more face than jηs. However, one face running through a leaf will also
run through its only neighbouring vertex, which is of degree two or more (recall that the
two-leaves-graph is excluded), and will be cancelled out by this vertex. If the neighbour
is of degree two, then it has only 3 faces running through it. If it is of degree > 2, then
it has more than enough jη.
Therefore on any final graph, all the jmin can be cancelled individually by a jη, hence
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we have ∑
m
[∑
f
jmin(f)− 2
∑
η
jη +
1
2
∑
H∗
jη∗
]
≤ 0,
and thus,
|A(Mµ)| =
∏
Cµ
|A(Cµ)| ≤ [O(1)ρ]E(M)M− 14
∑
v∈M ja(v) . (5.34)
Theorem 5.3 follows as
∑
v∈M ja(v) = 2
∑
v∈B ja(v).
5.3.5 Overall bound
Collecting the free energy (5.15) with the hard-core constraint (5.16) for the Grass-
mannian integral, the map decomposition and Cauchy Schwarz bound of (5.25), the ex-
ponential bound of theorem 5.2 and the power-counting of theorem 5.3,
| logZ| ≤
∞∑
n=1
1
n!
∑
J connected
∑
{ja}∈Sn
(5.35)2|EF |(∏
B
∏
a,b∈B
a6=b
(1− δjajb)
)( ∏
eF∈FF
eF=(d,e)
δjdje
)
×
∏
B
 ∑
M(TB)
eO(1)ρ|B|[O(1)ρ]|E(M)|M−
1
2
∑
v∈B ja(v)
 ,
where, forM(T ) the (possibly disconnected) maps corresponding to a tree T after edges-
derivations and the corresponding Faa` di Bruno partitioning of (5.18). M(T ) are then
the different maps corresponding to T after merging the M with their mirror symmetric
and the addition of additional edges corresponding to numerator σ fields. A bound on
the number of those maps, along with the number of connected jungles, is necessary to
achieve the proof.
Combinatorial bounds
The sum over connected jungles can be reorganised as,
1. We choose a partition P of V = {1 . . . n} into |P| Bosonic blocks B(i), i ∈ {1 . . . |P|}.
2. We choose a Fermionic forest FF : We choose a set EF of Fermionic edges forming
a tree over Bosonic blocks, with coordination DB at each block B ∈ P . Then, we
choose a particular vertex to hook each incident Fermionic edges inside a block.
Each half-edges incident to a block B has |B| possible vertices to hook at.
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3. We choose a Bosonic tree TB in each block B.
And the sum writes,
∑
J
A(FF )
∏
BA(TB)
=
∑
P
∑
FF
A(FF )
 |P|∏
i=1
∑
TB(i)
A(TB(i))
 .
The number of trees TB with |B| labelled vertices of fixed degree di, i ∈ {1 . . . |B|} is
(|B| − 2)!∏
i(di − 1)!
.
From there, the maps M corresponding to a tree TB are obtaiend by,
• Applying the derivatives: For a di-valent vertex, the number of (Faa` di Bruno)
partitioning of the set of incident half edges into m1 1-valent effective vertices, m2
2-valent and so on is,
di!∏
k≥1mk!(k!)
mk
.
The number of cyclic orderings of mk half edges is
(mk − 1)!
• Merging the graph with its mirror symmetric and developing extra edges to absorb
numerator σ. The number of possible ways to add n additional edges to a map with
2(|B| − 1) edges is,
(4|B| − 4 + 2n)!
(4|B| − 4)! .
The number of additional edges being bounded by 8(|B|−1), the number of possible
maps M for a given Bosonic block B is bounded by,
1
|B|!
∑
di=2(|B|−1)∑
d1...d|B|≥1
(|B| − 2)!
|B|∏
i=1
di
∑k kmk=di∑
m1···≥0
∏
k≥1
1
mk(k!)mk
× (10|B| − 10)!
(4|B| − 4)! .
Using the bound ∑
k kmk=di∑
m1···≥0
∏
k≥1
di
mk(k!)mk
≤ O(1)di ,
we can write,
∑
M
1 ≤ (10|B|)!O(1)
2(|B|−1)
|B|(|B| − 1)
∑
di=2(|B|−1)∑
d1...d|B|≥1
1 ≤ (10|B|)! (O(1)|B|)2|B| .
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Finally, the number of Fermionic forest is given by an adapted Cayley’s formula. The
Cayley’s Formula [18] states that the number of trees over v labelled vertices is vv−2.
Accounting for the fact that each Fermionic half-edge incident to B has |B| possible
vertices to hook on, the formula becomes,
∑
FF
1 =
(∑
B∈P
|B|
)|P|−2 ∏
B∈P
|B| .
Proof Pru¨fer’s code is a bijection between trees over v labelled vertices and Pru¨fer
sequences of v − 2 elements of {1 . . . v} [57]. The conversion algorithm from a tree to a
sequence is : T ake the leaf with the smallest label, delete it from the tree and write down
the value of its only neighbour. Repeat this process until only one vertex remains.
In order to encode our Fermionic forests, the above code can be modified as follow : Let
P be a partition of V in |P| Bosonic blocks B(i) labelled from 1 to |P|, FF be a Fermionic
forest such that, if each Bosonic block is replaced by a single effective vertex, FF becomes
a tree TF . The vertices of TF are the Bosonic blocks labelled by i ∈ {1 . . . |P|}. Take the
leaf of TF with the smallest label i, delete it from the tree and, denoting (a, b) ∈ E(FF )
the only Fermionic edge incident to the block B(i), with a ∈ V \ B(i) and b ∈ B(i).
• write down in A the index of the vertex a ∈ V \ B(i) to which the only Fermionic
edge incident to B(i) was hooked.
• Bi = b with b ∈ B(i) the index of the vertex to which the only Fermionic edge
incident to B(i) was hooked.
Repeat this process until only one vertex remains. Then B|P| is the index of the vertex
of B(|P|) to which was hooked the last edge to be deleted.
This algorithm wrote two sequences :
1. A is a generalised Pru¨fer sequence of of |P| − 2 elements of V = ⋃|P|i=1 B(i). The
number of such sequences is given by,(∑
B∈P
|B|
)|P|−2
= n|P|−2 .
2. B chooses a particular vertex Bi ∈ B(i) for each B(i) ∈ P . The number of such
sequences is given by, ∏
B∈P
|B| .
Pru¨fer’s proof of bijectivity stands with minor adjustments.
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Amplitude bound
The power of M arising from map amplitudes in (5.35) can be further bounded as the
hard core constraint
∏
a,b∈B(1− δjajb) inside each block imposes that the slices indices of
its vertices are different, and,∑
v∈B
ja(v) ≥ jmin + (jmin + 1) · · ·+ (jmin + |B| − 1)
= |B|jmin + |B|
2 − |B|
2
≥ |B|
2
2
,
and therefore, ∑
v∈B
ja(v) = 2
(
1
2
∑
v∈B
ja(v)
)
≥ |B|
2
4
+
1
2
∑
v∈B
ja(v) .
The sum over scales can be bounded as, inside a block B,∑
{ja}∈S|B|
[∏
a,b∈B
(1− δjajb)
]
M−
1
2
∑
v∈B ja(v) ≤M− |B|
2
8
∑
{ja}∈S|B|
M−
1
4
∑
v∈B ja(v)
≤M− |B|
2
8
(∑
j≥1
M−
1
4
j
)|B|
≤ O(1)|B|M− |B|
2
8 ,
as the geometric series converges for any M > 1.
Final bound
Gathering all previous bounds, and dropping the Fermionic edges δ’s,
| logZ| ≤
∞∑
n=1
1
n!
∑
k kBk=n∑
B1···≥0
n!∏
k≥1Bk!(k!)
Bk
× n
∑
Bk−2 2
∑
Bk−1
∏
k≥1
[
O(1)ρ8kM−
k2
16
]Bk
,
where we used,
|B| (10|B|)! (O(1)|B|)2|B|eO(1)ρ|B|[O(1)ρ]|E|O(1)|B|M− |B|
2
8 ≤ O(1)ρ8|B|M− |B|
2
16 .
Using n
∑
Bk−2 ≤ en(∑Bk)!, we write,
| logZ| ≤
∞∑
n=1
∑
k kBk=n∑
B1···≥0
(
∑
Bk)!∏
k Bk!
∏
k≥1
[
ek
k!
O(1)ρ8kM−
k2
16
]Bk
,
Choosing M high enough ensures that e
k
k!
O(1)M−
k2
32 ≤ 1, and the series above is bounded
by
| logZ| ≤
∞∑
B=0
[ ∞∑
k=1
ρ8kM−
k2
32
]B
, (5.36)
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where the sum over k converges and is bounded,
∞∑
k=1
ρ8kM−
k2
32 ≤
∞∑
k=1
ρ8kM−
k
32 =
1
1− ρ8M1/32 < 1,
which ensures the convergence of the sum over B in (5.36). Therefore, the multiscale loop
vertex expansion of the free energy (5.14) is absolutely convergent, which achieves the
proof of theorem 5.1.
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Part III
Enhanced models
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Chapter 6
Enhanced tensor models
6.1 Limitations of the standard quartic model
The standard invariant quartic tensor model (1.12) at rank D ≥ 3 is defined with a
single coupling parameter λ and a set of interactions Q as,
dµ = e−
λ
2
Nα
∑
C∈Q VC(T¯,T) dµ1(T¯,T) . (6.1)
The scaling in N , namely the power of N factor in the interaction term, has been chosen
carefully as α = 1−D, to ensure that,
• the cumulants obey a polynomial bound in 1/N , of type K(τD) ≤ K(λ)N−Ωmin(τD),
with Ωmin > 0 (Theorem 4.3), and so does the rescaled free energy N
−D logZ,
• the free energy and cumulants admit a 1/N expansion, and there are infinitely many
Feynman graphs with the same exponent in N (section 2.3.2).
The first condition ensure that the free energy and observables do not diverge at large N .
Along with the existence of the 1/N expansion, they require α ≤ 1 − D, such that for
graphs of larger size, the higher number of faces is compensated by the Nα factor brought
by each interaction bubbles. Choosing exactly α = 1 − D further ensures that, in the
intermediate field representation, adding a mono-coloured leaf to a map does not change
the power of N , therefore arbitrarily large maps can be built with the same power of N .
For the free energy logZ and cumulants with trivial structure K(1k), k ≥ 1, the
leading order in 1/N is therefore the family of the plane trees made solely of mono-
coloured edges. Such edges correspond to the melonic interaction terms, with |C| = 1,
and in the D+ 1-coloured graph representation, such trees correspond to melonic graphs
[35].
Graphs with non-melonic interaction bubbles (with |C| ≥ 2) do not, however, partic-
ipate in the leading order in 1/N of the perturbative expansion of the standard quartic
model. At large N , non-melonic interaction are therefore suppressed and do not contribute
to the behaviour of the standard model.
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In order to make relevant the addition of non-melonic bubbles in the interaction term
of the invariant model, we need to move away from the standard quartic model and fine
tune the scaling in N of the different interactions independently.
6.2 Models with maximally enhanced interactions
The non-melonic interactions do not participate in the leading order in 1/N of the
standard quartic model because the power of N in the associated pre-factor (namely α in
(6.1)) is to low. Therefore, a non-melonic bubble in a Feynamn graph (or a multi-coloured
edge in the corresponding intermediate field map) comes with a power of N factor to small
for the graph to be leading order.
In order to build a well defined tensor model where the non-melonic interactions survive
at large N , we need to find a family (αC)C∈Q of scalings in N such that, for the enhanced
tensor model,
dµ = e−
λ
2
∑
C∈QN
αCVC(T¯,T) dµ1(T¯,T) .
• the rescaled free energy N−D logZ and the cumulants still obey a polynomial bound
in 1/N , of type K(τD) ≤ K(λ)N−Ωmin(τD), with Ωmin > 0,
• the free energy and cumulants admit a 1/N expansion, and there are graphs with
arbitrary many bubbles of each type C ∈ Q in each non-empty order in 1/N .
The first condition, being the same as for standard models, will give us a bound on the
scaling in N of each interaction. The last condition is verified if, for any interaction of
colours C, the free energy of the C-model,
dµC = e−
λ
2
NαCVC(T¯,T) dµ1(T¯,T) ,
is properly bounded and admits infinitely many graphs in the leading order in 1/N . If
such a αC exists, we say that the interaction VC can be maximally enhanced. maximally
refers to the fact that if αC is further increased, the boundedness of the cumulants and
free energy is lost.
The remainder of this chapter shall be written in the intermediate field representation,
we remind that with our conventions, for any C ∈ Q, |C| ≤ bD/2c and if |C| = D/2, then
1 ∈ C.
Enhancing the interactions
In the intermediate field representation, the partition function of the C-model writes,
ZC =
∫
e− TrD
[
log(1D+i
√
NαCλ 1D\C⊗σC)
]
dµ1(σ
C) . (6.2)
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LetM be a Feynman map contributing to the order N−Ω(M) in the free energy logZC,
and T ⊂ M a spanning tree. By construction, every edges of M are of colours C. The
deletion of an edge ` ∈ M \ T can change the number of faces of M by at most |C|,
therefore,
|Fint(M\ `)| ≥ |Fint(M)| − |C| ,
and, during the deletion of the loop edge `, the exponent of 1/N varies as,
Ω(M\ `) ≤ Ω(M) + |C|+ αC . (6.3)
Iterating |E| − |V |+ 1 times until only T remains,
Ω(T ) ≤ Ω(M) + (|E| − |V |+ 1)(|C|+ αC) .
The deletion of a leaf of T (deletion of a monovalent vertex and the only incident
edge) decrease the number of faces by D − |C|, iterating up to a single remaining vertex
shows that the number of faces of any tree is
|Fint(T )| = D + (|V (T )| − 1)(D − |C|) .
and its exponent of 1/N is,
Ω(T ) = −D − (|V (T )| − 1)(αC +D − |C|) . (6.4)
Gathering the results of (6.3) and (6.4),
• For αC > |C|−D, the exponent of 1/N for trees, Ω(T ), is not bounded from bellow,
therefore the free energy ND logZC is not bounded.
• For αC ≤ |C| −D, Ω(T ) > −D for any plane tree. Moreover, for any map M and
spanning tree T , Ω(M) ≥ Ω(T ) ≥ −D. The perturbative expansion of the free
energy is properly bounded in N , and the free energy admits a 1/N expansion.
• For αC = |C| −D, Ω(T ) = −D for any tree T , the whole family of tree contributes
to the leading order in 1/N .
Therefore, at any rank D, any quartic invariant VC can be maximally enhanced, by choos-
ing the scaling in N .
αC = |C| −D .
The maximally enhanced invariant quartic tensor model with a set of interactions Q and
coupling parameter λ writes,
dµ = e−
λ
2
∑
C∈QN
|C|−DVC(T¯,T) dµ1(T¯,T) .
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6.3 Feynman expansion
In the intermediate field representation, the moment generating function of the max-
imally enhanced quartic model writes,
Z(J, J¯) =
∫
e
− TrD
[
log(1D+A(σ))
]
+
∑
nm J¯n
[
1
1D+A(σ)
]
nm
Jm
dµ1(σ) ,
with
A(σ) =
∑
C∈Q
i
√
N |C|−Dλ 1D\C ⊗ σC .
The Feynman expansion of the intermediate fields is similar as for standard invariant
model (Section 2.2.2) and the amplitude of a map writes,
A(M) = (−λ)|E(M)|N−Ω(M) ,
where the exponent of 1/N is,
Ω(M) =
∑
C∈Q
(D − |C|)|EC(M)| − |Fint(M)| . (6.5)
where EC(M) is the set of edges of colours C.
6.3.1 The 1/N expansion
The choice of maximally enhanced observable ensure the existence of the 1/N expan-
sion, as the exponent of 1/N of the Feynman maps is bounded from bellow.
Theorem 6.1. For any D-uple τD of permutations over k elements, we define the minimal
exponent,
Ωmin(τ
D) = −D + dD/2e k + C(τD) .
where C(τD) is the number of connected components of the D-coloured graph associated
with τD. Then, with the exponent Ω defined in (6.5),
• For k > 0, for any multicoloured map M with ∂M = τD, Ω(M) ≥ Ωmin(τD) ≥ 0.
• For a vacuum map M, Ω(M) ≥ −D = Ωmin(∅).
Proof The proof is quite similar to the proof of the first part of Theorem 2.2 and
its structure follows precisely the proof of Lemma 2.1. However, instead of tracking the
number of internal faces Fint, we must track the whole exponent −Ω(M) in order to
account for the different αC’s. Let M be a multicoloured map, we introduce the map
M∗ with (mono-coloured) external edges as for Lemma 2.1. The external edges are not
associated with N1−D factors and the exponent of M∗ follows,
Ω(M∗) = Ω(M)−Dk(∂M) .
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We choose a spanning tree T and define T ∗ as for Lemma 2.1. Deleting an edge e of
M∗ \ T ∗ can change the number of internal faces by at most |C(e)| while removing a
factor N |C|−D. As |C| ≤ bD/2c, we have Ω(M∗ \ e) ≤ Ω(M∗). Iterating until all edges in
M∗ \ T ∗ are deleted, we obtain,
Ω(T ∗) ≤ Ω(M∗) .
It is now sufficient to prove that for any T ∗, C(∂T ∗) − Ω(T ∗) ≤ D + bD/2ck. Let us
denote ` a leaf of T ∗ and let us denote Tˆ ∗ the tree obtained from T ∗ after deleting ` as
follows.
Deleting a non-ciliated leaf connected to the rest of map by an edge of colour C decreases
the number of face by D−|C|, removes a factor N |C|−D, and does not affect the boundary
graph, therefore,
C(∂Tˆ ∗)− Ω(Tˆ ∗) = C(∂T ∗)− Ω(T ∗) .
Deleting a non-ciliated leaf with cilium h, connected to the rest of map by an edge of
colour C, follows the two-steps process of Section 2.3.2. The discussion about the changes
in the boundary graphs and the number of internal faces does not change but we must
account for the factor N |C|−D. The four combined cases are then treated as follows
• no external face is looped at h. Then:
−Ω(T ∗) + C(∂T ∗) ≤
[
−Ω(Tˆ ∗) + |C|+ (|C| −D)
]
+
[
C(∂Tˆ ∗) + 1
]
.
• all the external faces are looped at h. Then:
−Ω(T ∗) + C(∂T ∗) ≤
[
−Ω(Tˆ ∗) + (D − |C|) + (|C| −D)
]
+
[
C(∂Tˆ ∗) + 1
]
.
• At least one external face is looped at h, but not all. Then:
−Ω(T ∗) + C(∂T ∗) ≤
[
Fint(Tˆ ∗) +D + (|C| −D)
]
+
[
C(∂Tˆ ∗)
]
.
In all cases, by deleting a ciliated leaf:
C(∂T ∗)− Ω(T ∗) ≤ C(∂Tˆ ∗)− Ω(Tˆ ∗) + bD/2c .
where we used 1 ≤ |C| ≤ bD/2c. Iterating up to the last vertex, which, ciliated or not,
has D internal faces, we get,
C(∂T ∗)− Ω(T ∗) ≤ D + bD/2ck ,
and we conclude.
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6.3.2 Leading order maps
In this section we focus on vacuum maps, and characterise the leading order in the
1/N expansion of logZ. The leading order of the 2-point cumulant K(1D2 ) is similar,
with the only difference being the addition of a single cilium to the maps, which turns D
internal faces into external ones. The leading order maps for higher order cumulants are
more complicated as they must respect a non-trivial boundary graph.
A vacuum connected mapM is leading order if Ω(M) = −D. The single vertex map
is leading order. Let M be a map. Let ` ∈ M be a leaf (a mono-valent vertex). The
deletion of ` does not change the exponent of a map,
Ω(M\ `) = Ω(M) ,
therefore, plane trees are leading order.
Let T ⊂M be a spanning tree. Let e ∈M \ T be an edge, then
Ω(M\ e) ≤ Ω(M) +D − 2|C(e)| . (6.6)
Therefore,
• the deletion of a loop-edge cannot increase the exponent Ω.
• if |C(e)| 6= D/2, the deletion of the loop-edge e decreases the exponent Ω.
Odd rank models
The second proposition shows that for tensor models of odd rank D, the leading order
maps are the trees.
Proposition 6.1. If D 6∈ 2N, then a connected vacuum map M is leading order if and
only if M is a plane tree.
This is always true, as for odd D, maxC∈Q |C| < D/2.
6.3.3 Leading order for even rank models
In this subsection we characterise the leading order maps for maximally enhanced
models of even rank D ∈ 2N (with D ≥ 4). We assume that the set of interactions Q is
chosen such that there is some C ∈ Q with |C| = D/2.
Definition 6.1. Let M be a D-multicoloured map with D ∈ 2N. A maximally coloured
edge is an edge e ∈ M with |C(e)| = D/2. Edges with |C(e)| < D/2 are called non-
maximally coloured. We define the set of maximally coloured interactions as,
Qmax = {C ∈ Q, |C| = D/2} .
126
The term maximally coloured is quite natural as D/2 is the maximum amount of
colours that an edge can bear.
Lemma 6.1. If a connected mapM is leading order, all its connected sub-mapsM′ ⊂M
must also be leading order.
Proof Suppose M′ ⊂M is vacuum and not leading, Ω(M′) > Ω(M) = −D. We can
pick a spanning tree T ⊂M whose restriction T ′ to M′ is a spanning tree of M′. Then
Ω(M) = Ω(T ) = Ω(T ′) < Ω(M′).
• Let M˜ =M′ ∪ (T \ T ′) be the map obtained from M by deleting one by one the
edges which are neither in T nor in M′. According to (6.6), Ω(M) ≥ Ω(M˜).
• Deleting the vertices of T \T ′ from M˜ can be done by deleting in sequence the leaves
of the tree, which, according to (6.6) does not change the value of Ω. Therefore,
Ω(M) ≥ Ω(M˜) = Ω(M′).
Using the above lemma, we can now characterize the leading order maps.
Proposition 6.2. For any leading order connected vacuum map,
1. Any non-maximally coloured edge is a bridge. Therefore any connected sub-map
made of non-maximally coloured edges is a tree.
2. For a given C ∈ Qmax, any connected sub-map formed by maximally coloured edges
of colours C is planar.
Proof
• Item 1 It is a direct consequence of (6.6) : ifM is leading order, it cannot contain a
non-maximally coloured loop edge. The tree characterisation is a trivial consequence
of the previous statement, but can be recovered another way. Such sub-maps corre-
spond to a sector deprived of maximally coloured interaction, and therefore follow
the same behaviour as odd rank enhanced models.
• Item 2 Let C be a maximal set of colours, we denote MC the connected map. As
an ordinary map (that is, forgetting the edge colours), we denote the number of
faces, edges and vertices FC, EC and VC. Notice that for c,∈ C, its faces of colour
c coincide with those of the ordinary map, which implies |F c| = |FC|. Moreover,
each vertex contributes to one face for each colour c′ 6∈ C. Therefore |F c′ | = |VC|.
Consequently, the exponent Ω evaluated on such a connected submap reduces to
Ω(MC) = D
2
|EC| −
D∑
c=1
|F c| = −D
2
(FC − EC + VC) = D(gC − 1),
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where the genus gC ≥ 0 of MC seen as an ordinary map has been introduced,
in a similar way as for matrices in section 1.3. Therefore, minimising Ω(MC) is
equivalent to the map being planar,
Ω(MC) = −D ⇐⇒ gC = 0 .
The second item could be expected. For C ∈ Qmax, we can re-organise the indices and
write Tn = TnCnD\C as a size N
D/2 matrix. The C-model (6.2) now writes exactly as the
quartic matrix model (1.11) of size ND/2. Denoting T∗
nD\CnC = T¯nCnD\C ,
ZC =
∫ (∏
a,b
dTabdT
∗
ba
2ipi
)
e
−TrC(TT∗)− λ
2ND/2
TrC (TT∗)2 ,
which generates Feynman maps on amplitude λ|B|(N
D
2 )2−2g.
We also want to analyse how the various non-maximally coloured and maximally
coloured connected sub-maps are connected to one another in a leading order map.
Consider a vacuum leading order map M in the full quartic model. We know that
non-maximally coloured edges are bridges and that the maximally coloured components
of given colours C are planar. It remains to characterize the way the maximally coloured
planar components can be attached to one another.
Definition 6.2. Let M be a vacuum, connected map.
• For C ∈ Qmax, remove all edges but those of colour type C as well as the isolated
vertices this creates, and denote the connected components thus obtained M(1)C , . . . ,
M(RC)C .
• Pick up a spanning tree T (ρC)C for each C ∈ Qmax and ρC = 1, . . . , RC. Let TM ⊂M
be the sub-map which contains all those spanning trees as well as all monocoloured
edges.
Proposition 6.3. Let M be a vacuum, connected, leading order map of the enhanced
model. Then TM is a tree.
Proof TM obviously contains all the vertices of M and is a connected map. Let us
assume that M is leading order while TM has a cycle. This cycle cannot contain a non-
maximally coloured edge. It is therefore assumed to be made of maximally coloured edges
only. Furthermore, those maximally coloured edges cannot be all of the same colours C.
Indeed, if that were the case, then they would all belong to a single connected component
M(ρC)C (by definition of the latter and because the cycle is connected), but this is impossible
as only a spanning tree of M(ρC)C is part of TM.
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Figure 6.1: This represents the structure of the leading order maps in the rank D = 4
enhanced model. The grey areas are connected components of given colour set C. A bi-
coloured connected component can be attached to another one on a single vertex, without
forming cycles of such components.
The cycle, say C, thus has at least two maximally coloured edges of two different
colours. As a vacuum map itself, it is easy to check that its degree takes a non leading
order value, Ω(C) ≥ −2. According to Lemma 6.1, it cannot be a sub-map of a leading
order map, which is a contradiction.
Proposition 6.3 puts explicit restrictions on the gluing of the planar components in
the large N limit. In particular, M(ρC)C and M(ρC′ )C′ can at most share one vertex. If not,
there would be a path in T (ρC)C and another path in T (ρC′ )C′ joining the same two vertices,
thus creating a cycle in TM.
Furthermore, there cannot be “closed chains” of planar components of different colours.
Therefore,ifM(ρC)C andM(ρC′ )C′ are not incident to one another, then they can be connected
through either non-maximally coloured bridges, or other connected sub-maps M(ρC′′ )C′′
whose removal disconnects M.
Figure 6.1 therefore shows the structure of the leading order maps. They are planar,
and made of trees of non-maximally coloured edges which connect maximally coloured
planar objects. The latter can touch one another at a single vertex at most and do not
form closed chains, thus displaying a “cactus” structure.
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6.4 Further discussions
At even rank, the enhanced quartic model generates a whole new family of leading
order graphs, that mixes the tree behaviour of standard tensor models with the planar
behaviour of matrix model. The natural continuation, which falls beyond the scope of
this thesis, would be to solve the model in the large N limit, by enumerating the leading
order maps contributing to the free energy and the cumulants (see Section 2.3.3 for the
second cumulant of the standard quartic model). This can usually be done by the intro-
duction of a wider class of interactions and the use of Schwinger-Dyson equations [9, 19].
Unfortunately, the presence of multiple matrix-like maximally coloured interactions, with
varying index structure, complicates those equations greatly.
In [10], a simpler, restricted model is introduced at rank D = 4 with a single max-
imally coloured interaction (|Qmax| = 1). For this restricted case, the model is solved
using a generalised class of interaction called trees of necklaces, and the Schwinger-Dyson
equations reduce to the same equations as in matrix models with multi-trace interac-
tions [2, 20]. It results that free energy admits a critical point λc, where it behaves as
(λ− λc)2−γ. Using different coupling for mono-coloured and bi-coloured interactions, the
different sectors can be tuned to criticality independently, while the contribution of other
sectors is washed away. This leads to a phase of pure 2D gravity (γ = −1/2)[24] and
another phase of branched polymers (γ = 1/2)[6, 35]. Both sectors can also be tune to
criticality simultaneously, leading to the proliferation of baby universes (γ = 1/3)[41] as
branching competes with the proliferation of planar components.
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Chapter 7
Enhanced tensor field theory
The usual tensorial group field theories over U(1)D display the same behaviour as stan-
dard invariant tensor models, with their divergent sub-graphs - or rather their divergent
sub-maps, in the intermediate field representation - having a structure of plane trees. A
similar enhancement to the one of invariant models is however possible, with perspective,
once again, of an extended family of divergent graphs. Such an enhancement must how-
ever diverge from the framework of tensorial field theory, as the tensor invariance of the
interaction is not respected. This chapter, based on unpublished work in collaboration
with Vincent Lahoche, introduces the simplest maximally enhanced field theory of even
rank, namely the enhanced T 44 .
7.1 The Group Field Theory
U(1)4 field theories
Our starting point is rank 4 tensor field theory with covariance,
Cp¯p =
δp¯p
(p¯ · p)η +m2η
where the exponent η has been introduce in order to fine-tune the renormalisation prop-
erties of the theory.
Denoting Ψp, p = (p
1, p2, p3, p4), an infinite size tensor, the generating functional and
the kinetic part of the action are,
Z[J, J¯] =
∫ ∏
p∈Z4
dΨp dΨ¯p e
− Sint[Ψ,Ψ¯]− Skin[Ψ,Ψ¯] +
∑
p J¯pΨp + Ψ¯pJp ,
Skin[Ψ, Ψ¯] =
∑
p∈Z4
(
(p 2)η +m2η
)
Ψ¯pΨp .
The interaction terms for tensorial field theories are the quartic tensor invariants. For
D = 4, they are divided into two families : the melonic invariants Vc with c ∈ {1 . . . 4}
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Figure 7.1: The two families of quartic invariants. Figure a represents V1, a melonic
bubble (|C| = 1). Figure b shows V12, a necklace ( |C| = 2).
and the necklaces V1c with c ∈ {2 . . . 4},
V′c(Ψ, Ψ¯) = i
∑
pp′qq′
ΨpΨ¯q Ψp′Ψ¯q′ δpcq′cδqcp′c
∏
c′ 6=c
δpc′qc′δp′c′q′c′
V′1c(Ψ, Ψ¯) = i
∑
pp′qq′
ΨpΨ¯q Ψp′Ψ¯q′
∏
c′ 6=1,c
δpc′qc′δp′c′q′c′
∏
c′=1,c
δpc′q′c′δqc′p′c′
which are both represented in Figure 7.1.
Enhanced interactions
In Chapter 6, tensor models with leading order non-melonic contribution have been
introduced using a proper rescaling of the coupling constants associated to non-melonic
interactions, by a specific power of the tensor size N . In a group field theory frame-
work, the simplest way to implement a similar enhancement would be with derivative
couplings. The non-local structure of the quartic tensorial interactions offers eight inde-
pendent possible derivatives. In Fourrier space, these derivations become multiplications
by the corresponding moment. In order to preserve symmetry, we make a democratic
choice, summing derivatives for each colour. The enhanced interaction term for colours
C = {1, i} writes,
V′1i(Ψ, Ψ¯) = i
∑
pp′qq′
(
4∑
i=1
|pi|+ |p′i|
)
ΨpΨ¯q Ψp′Ψ¯q′
∏
c 6=1,i
δpcqcδp′cq′c
∏
c=1,i
δpcq′cδqcp′c
=
8∑
k=1
B′k1i(Ψ, Ψ¯) ,
where for k ∈ {1..4}, B′k1i is the interaction term corresponding to the momentum p(k) =
pk, and for k ∈ {5..8}, B′k1i is the term corresponding to p(k) = p′k−4.
B′k1i(Ψ, Ψ¯) = i
∑
pp′qq′
|p(k)|ΨpΨ¯q Ψp′Ψ¯q′
∏
c6∈C
δpcqcδp′cq′c
∏
c∈C
δpcq′cδqcp′c .
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We use the absolute value of the momentum in order to avoid some unfortunate cancel-
lations in the further developments. One can then build a new interaction term Sint:
Sint[Ψ, Ψ¯] = λ1
4∑
i=1
Vi[Ψ, Ψ¯] + λ2
4∑
i=2
8∑
k=1
B′k1i[Ψ, Ψ¯], (7.1)
where Vi is the standard quartic melonic trace invariant associated with the colour i (1.15),
and B′k1i is the enhanced necklace bubble associated with colours 1, i and the momentum
p(k).
The enhanced bubbles, with derivative couplings, are no longer trace invariants, and
thus the interactions (7.1) do not define a standard tensorial group field theory.
7.2 Power counting
7.2.1 Multi-scale analysis
Scale slicing
Once again, we introduce scale slices similar to (1.16),
S1 =
{
p ∈ ZD, m2η + (p · p)η ≤ M2η}
Sj =
{
p ∈ ZD, M2η(j−1) < m2η + (p · p)η ≤ M2ηj} ∀j > 1 (7.2)
and the covariance of scale j,
Cj = IjC , (Ij)n¯n = ISj(n) δn¯n .
The regularisation procedure consists in choosing a jmax and replacing the covariance by
C≤jmax =
∑jmax
j=1 Cj.
Perturbative Expansion
According to (1.8), the regularised amplitude of a Feynman graph writes,
Areg(G) =
∏
C∈Q
∏
BC⊂G
(
−λC
∑
nB,n¯B,mB,m¯B
δ
n¯
D\C
B n
D\C
B
δnCBm¯CBδn¯CBmCB δm¯D\CB m
D\C
B
)
×
∏
`∈E0
(C≤jmax)n`n¯` ×
∏
B∈BN
pB(kB) ,
where BN is the set of necklace bubbles of G, and the pB(kB) are the corresponding
momenta arising from derivative couplings. As usual, the amplitude decomposes in
Areg(G) = λ|BM |1 λ|BN |2 AregG .
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Scale decomposition
Using the scale decomposition of the regularized propagator, one can write
AregG =
∑
µ
AµG .
where µ = {j`, ` ∈ E0} ∈ {1 . . . jmax}|E0| and AµG is the corresponding amplitude,
AµG =
∑
{n}
∏
B⊂G
δB
∏
`∈E0
[
(Cj`(µ))n`n¯`
]× ∏
B∈BN
pB(kB) .
We can now established the power counting theorem.
Theorem 7.1. The amplitude AGµ for the scale attribution µ admit the following uniform
bound:
|AGµ| ≤M2η|E0|
∏
i
κ(i)∏
k=1
Mω(G
k
i ),
where K is a constant depending on the graph G and, denoting E0, Fint, Fext the sets of
internal colour 0 edges, internal and external faces of a graph, the degree of divergence ω
is defined by:
ω(Gki ) = −2η|E0(Gki )|+ |Fint(Gki )|+
∑
f∈Fint(Gki )
α(f) , (7.3)
whith α(f) the number of occurrences of derivative couplings p(k) along the face f .
Proof The proof follow closely the one of theorem 1.2. Note that with the scale slices
of (7.2), the amplitude is bounded by,
AµG ≤
∑
{n}
∏
B⊂G
δB
∏
`∈E0
[
M (2−2j`)η
∏
c∈D
δnc`n¯c` I|nc` |≤Mj`
] ∏
B∈BN
pB(kB) .
For a momentum pB corresponding to a coloured edge belonging to a face f , we can write,
|pB| ≤M jmin(f) ,
therefore, as each pB belong to one and only one face,∏
B∈BN
pB(kB) ≤
∏
f
Mα(f) jmin(f) ,
and we can conclude, using the same trick as for Theorem 1.2.
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7.2.2 Divergent maps
Intermediate field representation
Once again, it is convenient to study the structure of the divergent graphs in the
intermediate field representation. The Hubbard Stratonovich field formulation will not
be used, as the purely graphical correspondence of Section 2.1 is sufficient for our needs.
Note that, in the intermediate field representation, E0(G) is the set of corners of the
associated map, BM the set of mono-coloured edges and BN the set of bi-coloured edges.
A graph and its associated map will be identified and therefore share the same notation.
Divergence degree
In a high sub-map Gki , each bi-coloured edge e ∈ BN(Gki ) bears a momentum p(e)
on one of its strands s. If the strand s belongs to an internal face f ∈ Fint, then the
momentum insertion contributes to α(f) and adds one to the divergent degree ω(Gki ). But
if the strand s belongs to an external face, the momentum insertion does not contribute to
the divergent degree of the high sub-map Gki . Therefore, the set BN(Gki ) must be divided
between the set BintN (Gki ) of bi-coloured edges bearing a momentum in an internal face of
Gki and the set BextN (Gki ) of bi-coloured edges bearing a momentum in an external face,
that does not contribute to ω(Gki ).
We write P the number of cilia, such that 2P is the number of external edges in the
ordinary representation, and B the set intermediate field-edges, or bubbles in the original
representation. Using∑
f∈Fint(Gki )
α(f) = |BintN (Gki )| and |E0(Gki )| = 2|B(Gki )| − p(Gki ) ,
the divergent degree (7.3) can be rewritten
ω = −4η(|BM |+ |BextN |) + (1− 4η)|BintN | + |Fint|+ 2ηP .
Counting faces and vertices immediately gives us the following results,
• Let G be a map and e an edge that is not a bridge. Denote G\e the map obtained
by removing the edge e. Then
1. if e ∈ BM , ω(G) ≤ ω(G\e)− 4η + 1
2. if e ∈ BextN , ω(G) ≤ ω(G\e)− 4η + 2
3. if e ∈ BintN , ω(G) ≤ ω(G\e)− 4η + 3
• Let G be a map. G ′ a map obtained by adding a non ciliated leaf to G i.e. a non
ciliated vertex connected to a corner of G by one edge e, either mono- or bi-coloured.
Then,
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1. if e ∈ BM or BintN , ω(G) = ω(G ′) + 4η − 3,
2. if e ∈ BextN , ω(G) = ω(G ′) + 4η − 2.
• Let G be a map. G ′ a map obtained by adding a ciliated leaf to G. Then ω(G) ≥
ω(G ′) + 2η − 1.
This allows us to establish the following propositions.
Proposition 7.1. • For a vacuum tree T0 (with |V(T )| + 1 vertices), ω(T0) = 4 +
(3− 4η)|B| .
• For a 2-point tree (with one cilium) T2, ω(T2) = 2η + (3− 4η)|B| − |BextN | .
• For a tree T2P with P cilia, ω(T2P ) ≤ 2η+(3−4η)(|B|+1−P )+(1−2η)(P−1)−|BextN |.
Proposition 7.2. Let G be a map and T ∈ G a spanning tree. Then,
ω(G) ≤ ω(T ) + (3− 4η) (|B(G)| − |B(T )|) .
Therefore,
• For η > 3/4, the divergent degree of a map proliferates with the number of edges.
Divergent 2P -point high sub-maps occur for any P ∈ N and the theory is not
renormalisable.
• For η < 3/4, only graphs with a finite number of bubbles, or maps with a finite
number of edges, can diverge. Thus only a finite number of maps diverges,and the
model is super-renormalisable.
• For η = 3/4, only the vacuum and up to 8-point maps can have positive degree and
diverge. However, the divergent degree of trees does not depend on the number of
edges, thus infinitely many maps diverge, the theory is just-renormalisable. Under
certain conditions, a map with loop edges can diverge.
Leading order graphs for η = 3/4.
In the just-renormalisable case η = 3/4, the divergent degree becomes
ω = −3(|BM |+ |BextN |) − 2|BintN | + |Fint|+
3
2
P .
According to Propositions 7.1 and 7.2, for η = 3/4, The degree of any 2P -point map G2P
is bounded by
ω(G0) ≤ 4 , ω(G2P ) ≤ 2− P
2
for P ≥ 1 .
Therefore only vacuum, and up to 8-point maps can diverge. The characterisation of the
leading order of divergent maps, which is the set of maps with highest degree, for 2P ≤ 4,
follows the one of enhanced invariant models.
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Proposition 7.3. For G a leading order map,
1. |BextN (G)| = 0.
2. Any mono-coloured edge is a bridge.
3. For all i 6= 1, any connected sub-map made of bi-coloured edges of colour 1i is
planar.
4. Let us choose a sub-map TG following the construction of Definition 6.2, then TG is
a tree.
Counter-terms
Finally, let us discuss the structure of the counter-terms required to renormalise the
theory:
• a vacuum term to absorb the (up to) quartic divergences of the free energy,
• a quadratic, tensor invariant, mass counter-term, for divergences in p3/2,
• a non invariant mass counter-term of type∑p pΨpΨ¯p to absorb p1/2 divergences that
arise whenever an external face goes through the “enhanced” strand of a bi-coloured
bridge,
• a set of 4 invariant quartic melonic counter-terms, and 3 necklace invariant counter-
terms to absorb linear divergences,
• a disconnected quadratic term of type (Ψ ·D Ψ¯)2, to absorb logarithmic divergences,
• a full set of non-invariant quartic melonic and necklace invariants, with ”derivative“
couplings p, to absorb logarithmic divergences.
• invariant necklaces, melons and necklaces with melonic insertions with 6 and 8
vertices, for respectively square-root and logarithmic divergences.
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