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Abstract
In the classical dividends problem, dividend decisions are allowed to be made at any time. Under such
a framework, the optimal dividend strategies are often of barrier or threshold type, which can lead to very
irregular dividend payments over time. In practice however companies distribute dividends on a periodic
basis. In that spirit, “Erlangisation” techniques have been used to approximate problems with fixed inter-
dividend decision times.
When studying the optimality of such strategies, the existing literature focuses exclusively on the special
case of exponential— that is, Erlang(1)—inter-dividend decision times. Higher dimensional models are
surprisingly di cult to study due to the implicit nature of some of the equations. While some of this
di culty continues to exist in high dimensions, in this paper we provide a stepping stone to the general
Erlang(n) problem by providing a detailed analysis of the optimality of periodic barrier strategies when
inter-dividend-decision times are Erlang(2) distributed. Results are illustrated.
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1. Introduction
In actuarial risk theory, stochastic processes are used to model the surplus of a company. In the early
20th century, the probability of ruin—the probability that the surplus becomes negative—is used to assess
the stability of a company (see, for example, Bühlmann, 1970; Asmussen and Albrecher, 2010). Due to
the inverse relationship between probability of ruin and surplus, one should accumulate surplus to infinity
in order to minimise the probability ruin. In response to this unrealistic feature, Bruno de Finetti (1957)
proposed an alternative formulation of the stability criterion by allowing surplus to be released. Many
papers have adopted this criterion and studied it; see Albrecher and Thonhauser (2009) and Avanzi (2009)
for reviews.
Often, optimal decisions on when and how much dividends should be paid (i.e. an optimal dividend
strategy) are determined by maximising the expected present value of dividends. However Gerber (1974)
argued that this pure maximisation may lead to optimal strategies that are usually not realistic. In many
surplus models, optimal dividend strategies are of barrier or threshold types. Such strategies typically
have too irregular dividend payments, which is arguably unrealistic. Some studies have tried to address
Gerber (1974)’s criticism by incorporating real practices adopted by companies (see Avanzi, Tu, and Wong,
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2016, for a discussion of this). Motivated by the fact that companies tend to pay dividends at regular and
pre-determined times, periodic dividend strategies (as introduced by Albrecher, Gerber, and Shiu, 2011b)
attracted increasing attention among some of the most recent developments.
Because dividends tend to be paid bi-annually or annually, it may be desirable to model dividends
distributions at fixed (deterministic) decision times. However this leads to non-Markovian models. An
“Erlangisation” technique was proposed by Asmussen, Avram, and Usabel (2002) to approximate finite-
time ruin problems. Albrecher, Cheung, and Thonhauser (2011a) applied this technique to study periodic
dividend problems in the Cramér-Lundberg model. There, Erlang(n) inter-decision times are used as an
approximate solution to periodic dividend problems with fixed inter-decision times. Avanzi, Cheung, Wong,
and Woo (2013) studied the expected present value of dividends under periodic barrier strategies when ruin
can happen at any time, in the dual model with di↵usion and Erlang(n) inter-decision times (and ruin that
can happen at any time). Choi and Cheung (2014) studied a similar problem in the Cramér-Lundberg
model.
In a di↵erent light, Albrecher and Thonhauser (2012) applied an Erlangisation treatment to approximate
a deterministic ruin time (not dividend decision times). The authors first study a dividend maximisation
problem by applying exponential killing, that is, they randomise the deterministic ruin time using an expo-
nential random variable. The authors then extend the solution procedure to an Erlang(2) time horizon.
When determining the optimal periodic dividend strategy, there are typically two major steps. First,
one typically proposes a candidate solution (e.g., a barrier or threshold type) and obtains the associated
expected present value of dividends until ruin. The next step to derive su cient analytical properties of
the proposed solutions (e.g., boundedness of the function) and to check whether it satisfies conditions of
a so-called verification lemma. If one focuses on a Brownian motion model where ruin occurs as soon as
the surplus hits zero, then the first step described above was first performed by Avanzi, Cheung, Wong,
and Woo (2013), who found implicit solutions of the expected present value of dividends of periodic barrier
strategies with Erlang(n) decision times by solving a system of integro-di↵erential equations. However,
explicit solutions of expected present value of dividends with tractable (enough) analytical properties are
currently only available for periodic strategies with Erlang(1) inter-decisions times (see, e.g., Albrecher,
Gerber, and Shiu, 2011b). This leads to optimality results on periodic dividend strategies only available
in the special case of Erlang(1) inter-decision times (i.e. exponential). For example, Wei, Wang, and Yang
(2012) studied the optimality of periodic barrier strategies in a regime switching Brownian risk model and
Avanzi, Tu, and Wong (2014) studied a similar problem in a dual risk model with di↵usion. The optimality of
periodic barrier strategies is further generalised in a spectrally positive Lévy process in Pérez and Yamazaki
(2017).
In this paper, we show that periodic dividend barrier strategies are globally optimal when inter-dividend-
decision times are Erlang(2) distributed. While some results are presented for any n, it turns out that even
in the relatively simple cases considered in this paper (i.e., barrier strategies in a pure di↵usion with constant
coe cients), we still cannot derive fully explicit formulas for quantities such as the expected present value
of dividends for periodic barrier strategies with Erlang(n) inter-decision times for any n. This prevents us
from obtaining su cient properties required to verify the global optimality of periodic barrier strategies.
However, in the case of Erlang(2) inter-decision times, we propose some new functions that are special linear
combinations of exponential functions, which allow us to perform the full analysis.
We first set up the optimal dividend problems in Section 2. We develop a verification lemma and its
proof in Section 3. In Sections 4 and 5, we show the optimality of liquidation-at-first-opportunity strategies,
and periodic strategies with strictly positive barriers (respectively) when inter-decision times are Erlang(2)
distributed. This is done by obtaining explicit solutions for the expected present value of dividends and
their associated analytical properties. This allows us to verify all the conditions in the associated verification
lemma. Results are illustrated in Section 6. In the Appendix, we further derive semi-explicit solutions for the
expected present value of dividends until ruin for arbitrary periodic barrier strategies with Erlang(n) inter-
decision times. In so doing, we develop an algorithm which is used in Section 5. This provides interesting
insights on the structural patterns of the expected present value of dividends as the dimension of n increases.
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2. Problem formulation
2.1. Erlang(n) Periodic dividend strategies
The surplus {U(t), t   0} follows a Brownian motion,
U(t) = x+ µt+  W (t), (2.1)
where x is the initial surplus, µ is the drift and   is the volatility. The process {W (t)} is a standard Brownian
motion. We also assume a complete filtered probability space (⌦,F , {Ft},P). Dividends can be distributed
periodically, at time points {Tk}1k=1. In addition, we assume that the times between successive dividend
decision times (Tk   Tk 1) follow an independent and identically distributed (i.i.d.) Erlang(n) distribution









, t > 0, (2.2)
which is a gamma distribution with integer shape parameter n   1 and positive scale parameter   > 0.
The motivation for using an Erlang(n) random variable is that we can use its properties to approximate
any fixed time horizon. By fixing the mean n/  while increasing n and  , the variance n/ 2 decreases
and the limiting Erlang(n) random variable will approximate deterministic inter-dividend decision times.
The term “Erlangisation” thus refers to the technique of using Erlang(n) random variables to approximate
deterministic time horizons. Note that the optimality results of this paper focus on the case n = 2. However,
both the verification lemma of Section 3 and the expected present value in Appendix A are developed for
any n. This explains why the rest of this section is still establishing notation for any n.
Using the fact that an Erlang(n) random variable is a sum of n i.i.d. exponential random variables
with parameter  , we can re-formulate a periodic dividend strategy (with Erlang(n) inter-dividend-decision
times) using a Markov chain. Consider an n-state continuous-time Markov chain and the i-th state space
means that the time until the next dividend decision time from now is distributed as an Erlang(i) random
variable. To keep track the state space, we define ✏(t) to represent the state at any time t   0 and we
make no assumption on the initial state at time zero ✏(0). Using the phase-type structure of Erlang random
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For states 2, 3, ..., n, the Markov chain jumps to the lower state with intensity  , moving closer to the next
dividend decision time. When the Markov chain is in state 1, then it moves back to state n with intensity
  and a dividend decision is made as the transition occurs. Since the intensity parameter in the generator
matrix is  , then the jumps between states arrive according to a Poisson process {N (t)} with constant
intensity   and we denote the jump times of {N (t)} as T . Furthermore, in order to keep track the time
spent in each state, we define n auxiliary processes
⌘i(t) = 1{✏(t)=i} for i = 1, 2, 3, ..., n, (2.4)
which have càdlàg paths and are square integrable processes (see Lemma 9.2 in Lipster and Shiryaev, 1977).
A process ⌘i(t) takes the value of 1 when the Markov chain is in state i at time t   0.
In order to illustrate the relationships between the auxiliary processes and jump times T , we provide an
example of the underlying Markov chain associated with a periodic strategy with Erlang(4) inter-decision
times in Figure 1. In Figure 1, we first plot (top row) the process {dN (t)} which takes the value of 1 when
there is a jump in the underlying Poisson process and 0 elsewhere. The times where the process {dN (t)}
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Figure 1: One set of sample paths of dN (t), ⌘4(t), ⌘3(t), ..., ⌘1(t) where ✏(0) = 4
takes the value of 1 represent one realisation of the set T . We then plot {⌘i(t)}4i=1 (subsequent rows) and
observe that ⌘4(t) + ⌘3(t) + ⌘2(t) + ⌘1(t) = 1 for t   0 since time is partitioned into sub-periods spent in
each state.
In light of Figure 1, we can partition the set of jump times T into n disjoint sets of jump times D1,




Di and Di \ Dj = ; for i, j = 1, 2, ..., n.
Here the set Di represents the time points of entering state i, which can be further defined to be the common
jump times of the process {⌘i(t)} and {dN (t)}, i.e. {⌘i(t) · dN (t)} for i = 1, 2, ..., n (see Figure 1 for an
example). Using this definition, the set of times when the Markov chain enters state n (i.e. Dn) represents
the set of dividend decision times.
Dividends are distributed from the surplus according to a periodic strategy at each dividend decision
time and the surplus after dividend distributions is defined as
X(t) = x+ µt+  W (t) D(t), (2.5)
where {D(t), t   0} is the aggregate dividends process with D(0) = 0. We denote the dividends paid at time
t as {#t, t   0}. We can use the auxiliary process ⌘n(t) to write the aggregate dividends process associated





Assuming that the time until the next dividend decision is Erlang(i) distributed, the expected present value
of dividends paid until ruin under a periodic strategy ⇥ with Erlang(n) inter-decision times is defined by
the following conditional expectation







, x   0, i = 1, 2, ..., n  1, n, (2.7)
where   represents the time preference of investors, and where Ex,i is the conditional expectation given the
initial surplus X(0) = x and initial state space ✏(0) = i.
2.2. Definition of admissible and optimal periodic dividend strategies
Let D denote the set of admissible periodic strategies with Erlang(n) inter-decision times. To be admis-
sible, a strategy ⇥ 2 D has an associated aggregate dividend process {D(t)} that is a non-decreasing and
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Ft-adapted with càdlàg sample paths and with initial value D(0) = 0. Jump times associated with T , D1,
D2, ..., Dn are stopping times with respect to {Ft}. Dividend decision times correspond to the jump times
of Dn are denoted as {T1, T2, ...} and satisfy
0 < T1 < T2 < ... a.s. (2.8)
The amount of dividends paid at decision time Tj is #Tj for j = 1, 2, ..., which is measurable with respect
to {FTj}. Dividends cannot exceed the amount of surplus that is currently available, that is,
0  D(Tj) D(Tj ) = #Tj  X(Tj) for j = 1, 2, .... (2.9)
For an admissible periodic dividend strategy, the expected present value of dividend with initial surplus
x is defined in (2.7). Let V (x, i) be the expected present value of dividends associated with the optimal
periodic dividend strategy with Erlang(n) inter-decision times given the time until next dividend decision
is Erlang(i) distributed, i.e.,
V (x, i) = sup
⇥2D
J(x, i;⇥), i = 1, 2, ..., n, (2.10)
where D denotes the set of all admissible periodic strategies. We qualify a strategy as optimal with dividend
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, x   0. (2.11)
In the remaining part of the paper, we consider a subclass of periodic dividend strategies—periodic
barrier strategies. In order for a periodic barrier strategy to be admissible, the barrier levels can either be
strictly positive or zero (the case of zero barrier is also known as a ‘liquidation-at-first-opportunity’ strategy,
which is studied in Section 4) . Therefore when showing the global optimality of periodic barrier strategies,
one has to consider both cases. In this paper, we first determine conditions where a liquidation-at-first-
opportunity strategy is optimal (with the help of our verification lemma) in Section 4. This then allows
us to focus on periodic barrier strategies with strictly positive barriers in Section 5. Unfortunately due to
lack of explicit enough solutions, we are unable to show that the two former cases that are considered (null
optimal barrier, and positive optimal barrier) are perfect complements, although they are clearly disjoint;
see also Section 6.3.
2.3. Ruin
The ruin time ⌧ is defined as
⌧ = inf{t   0 : X(t) = 0}, (2.12)
that is, ruin is assumed to occur as soon the surplus is depleted. In the remainder of this section, we show
that ultimate ruin is certain for periodic barrier strategies with Erlang(n) inter-decision times. This result is
later used in Section 5.3 to verify the optimality of periodic barrier strategies with Erlang(2) inter-decision
times.
Suppose that we follow a periodic barrier strategy (barrier level b > 0) with Erlang(n) inter-decision
times. The probability of ultimate ruin is denoted as
 b(x, i) = Px,i[⌧ < 1], for i = 1, 2, 3, ..., n, (2.13)
where ⌧ is defined in (2.12) and where Px,i is the conditional probability given the initial surplus is X(0) = x
and initial Erlang clock is ✏(0) = i. Next we show that  b(x, 1) =  b(x, 2) = ... =  b(x, n) = 1.
The probability of never ruin can be expressed as the product



















for i = 1, 2, 3, ..., n, and where T1, T2, ... are the dividend decision times defined in Section 2.2. Since the

















for k = 1, 2, 3, ... and clearly p is strictly less than 1. Substituting (2.15) into (2.14), this yields










k = 0. (2.16)
This completes the proof  b(x, i) = 1 for i = 1, 2, 3, ..., n.
3. Verification Lemma
In this section, we present a verification lemma that contains the necessary conditions for an Erlang(n)
periodic dividend strategy to be optimal . In order to construct a proof for the verification lemma, we keep
track of the changing state space through time (i.e. the distribution of time until the next dividend decision)
to prove the verification lemma. We use an approach that is similar to solving optimal dividend problems
when the surplus process involves regime switching dynamics. Our method di↵ers in two main ways. Firstly
the changing state space does not influence the dynamics of the surplus and secondly dividends are paid
when the state space changes from 1 to n (only). This means that existing verification lemmas must be
modified to suit our context.
Note that the lemma and its proof are essentially the same for n = 2 or n > 2; as a consequence, we
formulate it for any n.
Lemma 3.1. Suppose that we follow a periodic dividend strategy {⇠t} where dividend decision times occur
in the set Dn. For non-negative functions {H(x, j)}nj=1 that are bounded above by linear functions and twice
continuously di↵erentiable except at countably many points, and satisfy
1. (A        )H(x, j) +  H(x, j   1) = 0, for j = 2, 3, ..., n,
2. (A        )H(x, 1) +   max0lx(l +H(x  l, n))  0; and
3. H(0, j) = 0,
4. 0  H 0(x, j) < 1,
5. H 00(x, j)  0,







00(x) + µf 0(x). (3.1)
We then have
H(x, j)   V (x, j), (3.2)
where V (x, j) is the function defined in (2.11) for j = 1, 2, ..., n.
Proof. We first consider e  (t^⌧)H(X(t ^ ⌧), ✏(t ^ ⌧)) and expand it by considering all possible state
spaces of ✏(t ^ ⌧) using the definition of ⌘j(t) = 1{✏(t)=j} for j = 1, 2, ..., n,
e
  (t^⌧)





H(X(t ^ ⌧), i)⌘i(t ^ ⌧). (3.3)
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  s[H(X(s), 1)⌘1(s) H(X(s ), 1)⌘1(s )], (3.7)
where the sets of jump times Dk represent the time where the underlying Markov chain enters state k,
for k = 1, 2, ..., n   1, n (see definitions in Section 2). Here (3.4) and (3.5) reflect positive jumps induced
by the processes {⌘k(t)}, which all occur when the underlying Markov chain enters state k (i.e. Dk), for
k = 1, 2, ..., n. In a similar fashion, (3.6) represents negative jumps induced by the processes {⌘k(t)}, which
occur when the underlying Markov chain leaves state k (i.e. Dk 1, same times as entering state k   1), for
k = 2, ..., n. The component in (3.7) represents negative jumps induced by the processes {⌘1(t)}, which (by
a similar logic) occurs when the underlying Markov chain leaves state 1 or enters state n (i.e. Dn).
We now convert these positive and negative random jumps into stochastic integrals with respect to the
Poisson process {N (t)}, which also governs the transitions of the underlying Markov chain. We first focus
on the positive jumps in (3.4) and (3.5). For each term in the first summation (3.4), we fix one particular i




























Here (3.8) holds because ⌘i(s) = 0 when time s is right before the Markov chain enters state i (i.e. ⌘i(s ) = 0
for s 2 Di). Next, (3.9) is firstly due to the càdlàg nature of X(s) (i.e. X(s) = X(s )) and secondly because
the Markov chain is in state i+1 right before entering state i (i.e. ⌘i(s) = ⌘i+1(s ) for s 2 Di). Finally we
have (3.10) because ⌘i(s) = 0 at those times where transitions are into states other than i (i.e. ⌘i(s) = 0 for
s 2 T \Di).
Since positive jumps in ⌘n(t) correspond to the times when the chain enters state n (i.e. Dn), these are
7





























Here we have (3.12) because the process ⌘n(s) takes value zero right before the underlying Markov chain
enters state n (⌘n(s ) = 0 for s 2 Dn). Then this leads to (3.13) because firstly a dividend payment reduces
the surplus at time s 2 Dn (X(s) = X(s )  ⇠s) and secondly because the Markov chain is in state 1 right
before entering state n (i.e. ⌘n(s) = ⌘1(s ) for s 2 Dn). Lastly we have (3.14) because ⌘n(s) = 0 at those
times where transitions are into states other than n (i.e. s 2 T \Dn).
Now we move to the negative jumps described in (3.6) and (3.7). We first fix the index i in the first






















Justifications are similar to those provided along with the equations associated with positive jumps. Here
we have (3.16) because the process ⌘i(s) is zero when the Markov chain leaves state i (i.e. ⌘i(s) = 0 for
s 2 Di 1). Next (3.17) is due to the fact that ⌘i(s ) = 0 at times when the Markov chain enters states
other than i  1 (s 2 T \Di 1).






















In a similar fashion, we have (3.19) because ⌘1(s) is zero when the Markov chain enters state n (i.e. ⌘1(s) = 0
for s 2 Dn). Next (3.20) is due to the fact ⌘1(s ) = 0 at times when the Markov chain enters states other
than n (i.e. ⌘1(s ) = 0 for s 2 T \Dn).
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Since we assume that the process can start in any state j = 1, 2, ..., n, we have ⌘j(0) = 1 for and ⌘k(0) = 0
for k 6= j . Next we can then combine the integrals in (3.22) by adjusting the summation index and combine
the integrals in (3.23), which yields
e
  (t^⌧)






































⇠s⌘n(s)dN (s) to (3.23). Next we change
the integrals in (3.24) and (3.25) to stochastic integrals with respect to the compensated Poisson process
Ñ (t) = N (t)   t,
e
  (t^⌧)








































Using conditions (1) and (2) from the verification lemma, we can simplify (3.27) and (3.29) further and
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obtain the following inequality,
e
  (t^⌧)



























Next we take expectations conditionally on the initial surplus and state spaces (Ex,j), and obtain






































Using conditions (4) and (5) from the verification lemma, we can show that stochastic integrals in (3.35),





H(X(t ^ ⌧), ✏(t ^ ⌧))
i













H(X(t ^ ⌧), ✏(t ^ ⌧))
i
  0. (3.39)
Next by the monotone convergence theorem, we obtain







= J(x, j;⇥) =) H(x, j)   V (x, j). (3.40)
Since we assume that the process can start in any state j, the proof holds for any j = 1, 2, ..., n. This
completes the proof of the verification lemma.
In the next two sections, we focus on periodic barrier strategies with Erlang(2) inter-decision times.
We first study a liquidation-at-first-opportunity strategy in Section 4. We use the verification lemma and
show that a liquidation-at-first-opportunity strategy is optimal under certain conditions. Next we consider
periodic strategies with strictly positive and optimal barriers in Section 5 and derive the expected present
value of dividends. We then verify the optimality of the periodic barrier strategies after obtaining su ciently
analytical properties.
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4. Optimal liquidation-at-first-opportunity strategies with Erlang(2) inter-decision times
In this section, we use the verification lemma in Section 3 to determine su cient and necessary conditions
for the global optimality of liquidation-at-first-opportunity strategies (periodic barrier strategies with a zero
barrier) with Erlang(2) inter-decision times. To avoid potential clash of notation, we denote the expected
present value of dividends until ruin as F (x, i), when the next dividend decision has an Erlang(i) distribution
for i = 1 and 2. The two functions F (x, 1) and F (x, 2) satisfy the following system of di↵erential equations










00(x, 1) + µF 0(x, 1)  (  +  )F (x, 1) +  x = 0, (4.2)
with initial conditions F (0, 1) = F (0, 2) = 0. We further assume that both functions approaches some
linear functions as x ! 1. To solve (4.1) and (4.2), we first note that (4.2) is an inhomogeneous second
order di↵erential equation for F (x, 1). Using the initial condition and the linear bound assumption, we can
determine an explicit solution for F (x, 1)


















2 + µ⇠   (  +  ) = 0. (4.4)
Next we substitute (4.3) back into (4.1) to obtain a general solution for F (x, 2),









The initial condition for F (x, 2) can be used to solve for the coe cient A














Next we can substitute F (x, 2) into (4.1) and obtain the following








00(x, 2) + µF 0(x, 2)  (  +  )F (x, 2)
◆
(4.7)
































Both functions F (x, 1) and F (x, 2) are now fully specified with explicit form of coe cients and can be shown
to be increasing and concave.
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Next we determine the conditions for a liquidation-at-first-opportunity strategy to be globally optimal
(i.e. b⇤ = 0). Suppose that such a strategy is optimal, then from condition 2 of the verification lemma we
know that an optimal liquidation-at-first-opportunity strategy should satisfy the following inequality
(A        )F (x, 1) +  (l + F (x  l, 2))  0. (4.11)
Substituting F (x, 1) from (4.3) into the above inequality yields
l + F (x  l, 2)  x ()
F (x  l, 2)  F (0, 2)
x  l
 1, (4.12)
for l 2 [0, x]. Now since (4.12) holds true for all l and F (x, 2) is a concave function, we can conclude
that F 0(x, 2)  1 for all x and in particular F 0(x, 2)  1 () F 0(0, 2)  1 (due to concavity). Now
we can establish that when prospect becomes insu cient such that the inequality F 0(0, 2)  1 is satisfied,
then the optimal periodic strategy with Erlang(2) inter-decision time is the liquidation-at-first-opportunity
strategy (i.e. b⇤ = 0). We further illustrate di↵erent combinations of parameters that lead to the insu cient
condition in Section 6.2.
5. Optimal periodic strategies with Erlang(2) inter-decision times
In Section 4, we determined conditions where a liquidation-at-first-opportunity strategy is the globally
optimal periodic strategy with Erlang(2) inter-decision times. This subsequently allows us to focus on
periodic barrier strategies with strictly positive barriers and verify their global optimality with Erlang(2)
inter-decision times. In this section, we develop new functions that are special linear combinations of
exponential functions. With the help of these new functions, we are able to express the expected present
value of dividends in alternative forms and subsequently extract su cient analytical properties. As we move
to higher n in Erlang(n) inter-decision times, we believe that the methodology can, in principle, be extended.
However, this requires substantial work, and is left to future research.
5.1. Expected present value of dividends until ruin
We focus on periodic barrier strategies with Erlang(2) inter-decision times when a positive optimal barrier
(b⇤ > 0) is applied. Denote the expected present value of dividends until ruin when there are i Erlang clock
ticks left as G(x, i; b⇤) for i = 1, 2. For example G(x, 2; b⇤) represents the expected present value of dividends
when the time until the next dividend payment has a distribution of Erlang(2). Next we separate G(x, 2; b⇤)
and G(x, 1; b⇤) into two branches,
G(x, 2; b⇤) =
(
GL(x, 2; b⇤), x 2 [0, b⇤)
GU (x, 2; b⇤), x 2 [b⇤,1)
and G(x, 1; b⇤) =
(
GL(x, 1; b⇤), x 2 [0, b⇤)
GU (x, 1; b⇤), x 2 [b⇤,1)
. (5.1)
The two lower branches GL(x, 2; b⇤) and GL(x, 1; b⇤) satisfy the following system of di↵erential equations







⇤) + µG0L(x, 2; b
⇤)  (  +  )GL(x, 2; b
⇤) +  GL(x, 1; b







⇤) + µG0L(x, 1; b
⇤)  (  +  )GL(x, 1; b
⇤) +  GL(x, 2; b
⇤) = 0, (5.3)
with initial conditions GL(0, 2; b⇤) = GL(0, 1; b⇤) = 0. First we substitute (5.3) into (5.2) and obtain a
forth-order homogeneous di↵erential equation for GL(x, 2; b⇤)
(A        )2GL(x, 2; b
⇤)   2GL(x, 2; b
⇤) = 0. (5.4)
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2 + µ⇠   (  +  )
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2 + µ⇠   (2  +  )
◆
= 0, (5.5)






s2 x, x 2 [0, b⇤), (5.6)
where Ar, As, Br and Bs are constants. Next we find a general solution of GL(x, 1; b⇤) by substituting the



















Using initial conditions GL(0, 1; b⇤) = GL(0, 2; b⇤) = 0, we obtain general solutions for GL(x, 2; b⇤) and
GL(x, 1; b⇤)
GL(x, 2; b
⇤) = A · h0(x) +B · h2 (x); (5.8)
GL(x, 1; b
⇤) = A · h0(x) B · h2 (x), (5.9)
for x 2 [0, b⇤), where A and B are constants, h0(x) = er0x   es0x and h2 (x) = er2 x   es2 x.
Next we consider the two upper branches GU (x, 2; b⇤) and GU (x, 1; b⇤). They satisfy the following system






U (x, 2; b
⇤) + µG0U (x, 2; b
⇤)  (  +  )GU (x, 2; b
⇤) +  GU (x, 1; b






U (x, 1; b
⇤) + µG0U (x, 1; b
⇤)  (  +  )GU (x, 1; b
⇤) +  (x  b⇤ +GL(b
⇤
, 2; b⇤)) = 0. (5.11)
Using the algorithm developed in Appendix A.3, we obtain general solutions of GU (x, 1; b⇤) and GU (x, 2; b⇤)











+ (C +D(x  b⇤)) es (x b
⇤); (5.12)





















where C and D are constant coe cients. Since G(x, 2; b⇤) and G(x, 1; b⇤) are continuous up to the second
order di↵erentiation and G0L(b
⇤
, 2; b⇤) = G0U (b
⇤





, 2; b⇤) = G00U (b
⇤
, 2; b⇤) =) A · h000(b
⇤) +B · h002 (b







, 1; b⇤) = G00U (b
⇤














, 1; b⇤) = G0U (b
⇤

















, 2; b⇤) = 1 =) A · h00(b
⇤) +B · h02 (b










+D + Cs  = 1, (5.18)
which are 5 equations for 5 unknowns (A, B, C, D and b⇤). Explicit solutions in (5.8), (5.9), (5.12) and
(5.13) can also be obtained using similar methods from Avanzi, Cheung, Wong, and Woo (2013, Sections
3.3 and 3.4) by removing jumps from the surplus process.
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Remark 5.1. Note that the conditions G00L(b
⇤
, i; b⇤) = G00U (b
⇤
, i; b⇤) and G0L(b
⇤
, i; b⇤) = G0U (b
⇤
, i; b⇤) imply
that GL(b⇤, i; b⇤) = GU (b⇤, i; b⇤) for i = 1, 2. In fact any two of the three equations imply the third, which
can be verified by substituting x = b⇤ into (5.12) and (5.13). Here we choose to use the first and second
order pairs of conditions for the convenience of solving the coe cients. This is also used in periodic barrier
strategies with Erlang(1) inter-decision times (see, e.g., Remark 4.3 in Avanzi, Tu, and Wong, 2014).
We solve (5.14)-(5.17) simultaneously and obtain explicit forms for the coe cients A,B,C,D in terms of
b
⇤. Here we first assume that a positive optimal barrier b⇤ exists and then later on determine the equation











































































































It is remarkable that the exact same functional form of H0(⇠) in (5.23) also appeared in Albrecher, Gerber,
and Shiu (2011b, see, e.g., denominator of Equation (19)) with Erlang(1) inter-decision times. The two
functions H0(⇠) and H2 (⇠) are important building blocks to obtain the analytical properties of G(x, 1; b⇤)
and G(x, 2; b⇤).
Now substituting coe cients C and D from (5.21) and (5.22) into (5.18) yields the following equation
























Here (5.25) is a key equation to solve for the optimal periodic barrier b⇤. This is a generalisation to Equation
(21) in Albrecher, Gerber, and Shiu (2011b), which solves for the optimal periodic barrier with Erlang(1)
inter-decision times. Furthermore, (5.25) also enables us to study the signs of coe cient A, B, C and D
and subsequently determine analytical properties of the functions G(x, 2; b⇤) and G(x, 1; b⇤).
Remark 5.2. Unfortunately there is no explicit solution for b⇤ from (5.25) since the equation contains a
combination of four di↵erent exponential terms. Nevertheless one can easily find a solution for (5.25) using
numerical methods. A strictly positive solution may not exist under some combinations of parameters (as
illustrated in Figure 3 on page 22). Indeed, other cases include a zero barrier (b⇤ = 0), which is shown to
be optimal in Section 4, and negative barriers (b⇤ < 0, strategies are not admissible). As explained earlier,
due to the lack of an explicit form of (5.25), we cannot conclude that conditions where b⇤ does not exists
are equivalent to conditions when a liquidation-at-first-strategy is optimal. But we can partially support this
claim using numerical examples in Section 6.3.
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We now focus on the signs of A, B, C, and D. Using the first part of Lemma 5.1 (see Appendix C for
a proof) and the ordering of the roots s2  < s  < s0 < 0 < r0 < r2  , we can show that H0(⇠) is a strictly
positive and convex function (i.e. H0(⇠) > 0 and H000 (⇠) > 0) and that H2 (⇠) is a strictly positive and
increasing function (i.e. H2 (⇠) > 0 and H02 (⇠) > 0) for all ⇠ 2 (0,1). This subsequently lead to H0(b
⇤),
H2 (b⇤) and H02 (b
⇤) being all strictly positive. As a result, inequality H00(b
⇤) > 0 leads to the L.H.S. of
(5.28) being negative (contradicting the R.H.S being 2). In summary, we have the following useful results
H0(b
⇤) > 0, H00(b
⇤) < 0, H2 (b
⇤) > 0, H02 (b
⇤) > 0. (5.29)
Note that the above results only hold true when the optimal barrier b⇤ > 0 is applied. These results are
used in Section 5.2 to analyse properties of functions G(x, 1; b⇤) and G(x, 2; b⇤).
Remark 5.3. The optimal barrier with a periodic strategy of Erlang(2) inter-decision times (denoted as
b
⇤ = b⇤(2, )) can be determined using (5.25). On the other hand, in a periodic strategy of Erlang(1) inter-
decision times, the optimal barrier (denoted as b⇤(1, ) to be di↵erent) satisfies the following equation (see



















(1, )) = 0. (5.30)














This result is intuitively correct. As dividend decisions are made less frequently (i.e. small n while everything
else being held the same), the optimal barrier is lower to allow for more dividends to be issued.



















































































⇤) > 0. (5.35)
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Note that the second equality of (5.38) makes use of the optimality condition (5.25). Then using the fact






































































= GL(x, 1; b
⇤). (5.40)
This proves the inequality GL(x, 2; b⇤) < GL(x, 1; b⇤) for x 2 [0, b⇤).
In summary the expected present value of dividends until ruin G(x, 1; b⇤) and G(x, 2; b⇤) associated with
the optimal barrier level b⇤ takes the following forms















x 2 [0, b⇤)

































x 2 [0, b⇤)






+ x  b⇤ +GL(b⇤, 2; b⇤)
◆
+ (C +D(x  b⇤)) es (x b
⇤)
x 2 [b⇤,1)

























5.2. Properties of G(x, 1; b⇤) and G(x, 2; b⇤)
In this section, we obtain some analytical properties of the functions G(x, 1; b⇤) and G(x, 2; b⇤) derived in
Section 5.1. First we show that the function G(x, 1; b⇤) associated with the optimal barrier b⇤ is increasing
and concave. We consider the upper branch and obtain the first and second derivatives of GU (x, 1; b⇤).
Using the fact that D is negative from (5.38), it follows that
G
0




























for x 2 [b⇤,1). This proves that GU (x, 1; b⇤) is an increasing and concave function. Next we obtain the






















Using the facts that h00(x) and h
0
2 (x) are both positive and using the signs of the coe cients A and B
from (5.36) and (5.37), it follows that G0L(x, 1; b




⇤) is negative, we obtain the third derivative of GL(x, 1; b⇤),
G
000



















which is positive (using a similar argument to that used to show that G0L(x, 1; b




⇤) is an increasing function. Furthermore we know that G00L(b
⇤
, 1; b⇤) = G00U (b
⇤
, 1; b⇤) < 0, which
shows that G00L(x, 1; b
⇤) < 0 for x 2 [0, b⇤). This completes the proof that G(x, 1; b⇤) is an increasing and
concave function.
Now we consider the function G(x, 2; b⇤) and obtain the first derivative of GU (x, 2; b⇤)
G
0




























which is positive since D is negative. This shows that G0U (x, 2; b
⇤) > 0 for x 2 [b⇤,1). Next we obtain the

















, x 2 [b⇤,1). (5.47)
To show that G0U (x, 2; b
⇤) is bounded, we show that G0U (x, 2; b
⇤) attains a finite maximum. So we first solve
the equation G00U (x, 2; b











⇤) = 0 (5.48)





+D(x  b⇤)s  = 0. (5.49)












+D(x  b⇤)s  > 0, (5.50)
which means thatG00U (x, 2; b
⇤) < 0. Then in this case the derivative is bounded byG0U (x, 2; b
⇤) < G0U (b
⇤
, 2; b⇤) =





< 0. Observe that (5.49) is linear







⇤)s  = 0. (5.51)
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This means that G00U (x, 2; b
⇤) > 0 for x 2 [b⇤, x0) and G00U (x, 2; b
⇤) < 0 for x 2 [x0,1) and therefore x0
achieves the maximum for G0U (x, 2; b
⇤). Then we arrive at the inequality G0U (x, 2; b
⇤) < G0U (x0, 2; b
⇤) < 1
for all x 2 [b⇤,1). As a result, we are able to show that GU (x, 2; b⇤) has bounded derivative for x 2 [b⇤,1)
in either scenario. In the case of the lower branch GL(x, 2; b⇤), we have shown that GL(x, 2; b⇤) is bounded
by an increasing and concave function GL(x, 1; b⇤) for x 2 [0, b⇤] (see Equation (5.40)). Next since the
derivative of G0L(x, 2; b
⇤) is a continuous function on a closed interval [0, b⇤], then it is bounded on that
interval.
In summary, the two functions G(x, 1; b⇤) and G(x, 2; b⇤) are continuous and bounded above by some
linear functions with properties summarised in the table as follows. These properties will be used to verify
the global optimality of periodic barrier strategies with Erlang(2) inter-decision times.
x 2 [0, b⇤) x 2 [b⇤,1)
G(x, 1; b⇤) increasing and concave increasing and concave
G(x, 2; b⇤) 0 < G(x, 2; b⇤) < G(x, 1; b⇤) with bounded derivative increasing with bounded derivative
Table 1: Analytical properties G(x, 1; b⇤) and G(x, 2; b⇤)
5.3. Global optimality of the periodic barrier strategies with Erlang(2) inter-decision times
In this section, we verify that periodic barrier strategies are indeed globally optimal, when inter-dividend
decisions times are Erlang(2) distributed. We take the explicit solutions of G(x, 1; b⇤) and G(x, 2; b⇤) derived
in Section 5.1 with the analytical properties summarised in Table 1 above. Next we substitute the two
function G(x, 1; b⇤) and G(x, 2; b⇤) into the verification lemma and demonstrate that
G(x, 1; b⇤) = V (x; 1) and G(x, 2; b⇤) = V (x; 2). (5.52)
We begin with (3.3) and have
e
  (t^⌧)





G(X(t ^ ⌧), i; b⇤)⌘i(t ^ ⌧). (5.53)
After the same simplifications used in Lemma 3.1, for i = 1 or 2, we have









































































s , 2; b
⇤) G(X(s ), 1; b⇤))⌘1(s )dÑ (s). (5.61)
We start with the stochastic integrals M1(t) and M2(t). First since we know that G(x, 1; b⇤) is increasing
and concave, therefore G0(x, 1; b⇤) is bounded above by a finite number, G0(x, 1; b⇤)  G0(0, 1; b⇤) < 1 for




























for some finite constant c. This shows that both M1(t) and M2(t) are uniformly integrable martingales (see,
e.g., Theorem 8.27 and Corollary 7.8 in Klebaner, 2005).
Next to show that the stochastic integral M3(t) is a uniformly integrable martingale, we need to verify









Using the fact that G(x, 1; b⇤) is an increasing and concave function and bounded above by a linear equation,
we construct the following inequality
(G(X(s ), 1) G(X(s ), 2))⌘2(s )  G(X(s ), 1)  a1X(s) + a2  a1U(s) + a2, (5.65)
for some finite constants a1 and a2, and where U(s) is the original surplus process defined in (2.1). Substi-


















which is finite by evaluating the integral and expectation. This completes the proof that M3(t) is a uniformly














We construct the following inequality
(⇠⇤s +G(X(s )  ⇠
⇤
s , 2; b











s , 2; b
⇤) (5.70)
 a3X(s) + a4 (5.71)
 a3U(s) + a4, (5.72)
for some finite constants a3 and a4. Here (5.69) uses the fact that ⌘1(s)  1, (5.70) follows by removing
G(x, 1; b⇤) from the inequality, and (5.71) uses the facts that ⇠⇤s < X(s) and that G(X(s )   ⇠
⇤
s , 2; b
⇤) is





















which is finite by evaluating the integral and expectation. This proves that M4(t) is a uniformly integrable
martingale. Substituting the four martingales into (5.57) yields










Finally to complete the proof, we will show that
lim
t!1
Ex,i[e  (t^⌧)G(X(t ^ ⌧), ✏(t ^ ⌧); b⇤)] = 0. (5.76)
Remember that the probability of ultimate ruin is 1; see Section 2.3. Next, we verify (5.76) by applying
the dominated convergence theorem, which requires to identify an integrable random variable R such that
e
  (t^⌧)
G(X(t ^ ⌧), ✏(t ^ ⌧); b⇤) < R where E[R] < 1. When taking t ! 1 in (5.75), we only need to
consider the case when ⌧ is finite and by the monotone convergence theorem and (5.76), we have
lim
t!1





















= V (x, i), (5.78)
for i = 1 or 2. This completes the proof and verifies that the proposed periodic barrier strategies with their
associated functions G(x, 1; b⇤) and G(x, 2; b⇤) attains the expected present value of dividends of the optimal
periodic barrier strategies with Erlang(2) inter-decision times.
6. Numerical examples
6.1. Dominance of the optimal barriers b⇤
In Section 5, we showed that the optimal periodic strategy with Erlang(2) inter-decision times is of
barrier type and that the optimal barrier b⇤ can be found by solving (5.25). Interestingly, this optimal
barrier not only attains the maximum for the value of the strategy G(x, 2; b), but also attains the maximum
for the auxiliary function G(x, 1; b). We illustrate this result here and set µ = 1 and   = 1, force of interest
  = 0.1, and dividend frequency   = 0.1. Given the above parameters, we obtain the expected present value
of dividends G(x, 2; b) and G(x, 1; b) for arbitrary barrier levels b and also determine the optimal barrier b⇤.
In Figure 2, we plot the expected present value of dividends until ruin for periodic barrier strategies































(b) Surface plot for G(x, 2; b)
Figure 2: Optimal/non-optimal barrier strategies with Erlang(2) inter-dividend-decision times
value of dividends are produced as a function of two variables: initial surplus (x) and barrier level (b). We
first observe that as the number of clock ticks remaining decreases, the expected present value of dividends
increases for all values of x and b (e.g., G(x, 1; b) > G(x, 2; b) illustrated in Figure 2). This makes sense as
the time until next dividend decision decreases (with all other parameters held equal), the expected present
value of dividends increases due to the time value of money. Next we observe that the optimal barrier b⇤
(outlined by the black line) achieves the maximum for all values of x and across all functions for all x in
Figure 2.
6.2. Impact of parameters on the optimal barrier
In Section 5.1, we obtain a key equation (5.25) that determines the optimal barrier b⇤ > 0 in a periodic
barrier strategy with Erlang(2) inter-decision times. Since the explicit solution for b⇤ is not available, we
illustrate the existence of b⇤ using numerical illustrations. We find the optimal barriers b⇤ using (5.25)
while changing the following four parameters: drift (µ), volatility ( ), financial impatience ( ) and dividend
frequency ( ). In the following four figures, we change one parameter while keeping others constant. For
example in Figure 3(a), the drift parameter changes from 0 to 5 while keeping other parameters constant
(  = 1,   = 0.1,   = 0.1). Parameters that yield non-positive optimal barrier b⇤ are illustrated in grey
regions.
In Figure 3(a), we can observe that when the drift (µ) is small, the optimal barrier is also small since
there is no much expected growth in the surplus. As the drift increases but its magnitude still remains low,
the optimal barrier increases to maintain low dividend payouts and ensure that the surplus does not enter
ruin. As the drift further increases (e.g. the company has higher growth for identical levels of volatility),
the business is safer, and the optimal barrier decreases to allow for more dividends to be paid at each
decision time. Next in Figure 3(b) when volatility is very low, the optimal barrier is very small as there
is not much risk for the surplus process to ruin. As volatility increases, the optimal barrier increases to
maintain the safety of the company. When volatility further increases, the optimal barrier starts to decrease
as the company is too volatile to be worth investing into. In Figure 3(c) when the individual becomes
more financially impatient (increasing  ), more dividends are distributed at each decision time (decreasing
b
⇤) to compensate for the financial impatience. In Figure 3(d) as the inter-decision times becomes smaller
(increasing  ), the optimal barrier increases to allow for smaller but more frequent dividend payments.
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(a) µ 2 (0, 5),   = 1,   = 0.1,   = 0.1
b*( )









(b) µ = 1,   2 (0, 3.5),   = 0.1,   = 0.1
b*( )







(c) µ = 1,   = 1,   2 (0, 0.4),   = 0.1
b*( )





(d) µ = 1,   = 1,   = 0.1,   2 (0, 0.5)
Figure 3: Impact of di↵erent parameters on the optimal barrier b⇤
We further observe that the optimal barriers in each figure become non-positive under certain combi-
nations of the parameter. For example when the drift is really small (low expected growth), the optimal
barrier becomes non-positive (grey region in Figure 3(a)). Similarly as the volatility ( ) increases, the force
of interest ( ) increases or the dividend frequency ( ) decreases. These all represent aggravated prospects,
and we postulate that a liquidation-at-first-opportunity is optimal in those regions.
6.3. The connection between b⇤ > 0 and b⇤ = 0
In Sections 4 and 5, we separately demonstrated the optimality of liquidation-at-first-opportunity strate-
gies (b⇤ = 0) and periodic strategies with strictly positive barriers (b⇤ > 0), given their respective insu -
cient and aggravated conditions. We are unable to show that the two conditions form perfect complements
analytically, but the complementary relationship can be demonstrated through the following numerical il-
lustrations. In Figure 4, we enlarge the grey regions in Figure 3 and plot the optimal barrier b⇤(black lines)
and F 0(0, 2)(derived in Section 4, grey lines) as functions of parameters. We observe that the point at which
the optimal barriers reaches zero is the same point as when the equality F 0(0, 2) = 1 is achieved (illustrated
by the dotted line). As prospects worsen (inside the grey region), the inequality F 0(0, 2)  1 is satisfied and
the liquidation-at-first-opportunity strategy (b⇤ = 0) is optimal.
7. Conclusion
An “Erlangisation” technique is typically used to study optimal dividend problems with fixed inter-
decision times. So far, the literature has mainly focused on the special case of exponential inter-decision
times. This is because studying higher dimensional models tends to be very di cult. In this paper, we show
that a periodic barrier strategy is still optimal when inter-dividend decision times are Erlang(2) distributed
in a Brownian risk model.
We first develop and prove a verification lemma to assess the optimality of any periodic dividend strategy
with Erlang inter-dividend decision times, which uses the underlying Markov structure of Erlang periodic
dividend strategies. We then use this lemma and show that a liquidation-at-first-opportunity strategy is
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(a) µ 2 (0, 0.75),   = 1,   = 0.1,   = 0.1






(b) µ = 1,   2 (0, 3.5),   = 0.1,   = 0.1






(c) µ = 1,   = 1,   2 (0, 0.4),   = 0.1






(d) µ = 1,   = 1,   = 0.1,   2 (0, 0.06)
Figure 4: Impact of di↵erent parameters on the optimal barrier b⇤
optimal with Erlang(2) inter-decision times, when there are insu cient prospects. We next focus on periodic
dividend strategies with strictly positive barriers. We build on existing algorithms and o↵er a more direct
approach to calculate the expected present value of dividends until ruin, which subsequently allows us
to verify the optimality of periodic barrier strategies. Those two cases, as well as their connection, are
illustrated in the last section.
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A. Expected present value of dividends—Erlang(n) periodic barrier strategies
In this section, we consider Erlang(n) periodic strategies with a positive barrier level b > 0. Under such
strategies, dividend payments are max(X(Ti)  b, 0) at each dividend decision time Ti before ruin. We will
derive the expected present value of dividends until ruin by extending and improving a similar algorithm
studied in Avanzi, Cheung, Wong, and Woo (2013), where the authors used a probabilistic argument to
obtain general solutions for the expected present value of dividends. However the solutions discussed in
Avanzi, Cheung, Wong, and Woo (2013) are not explicit enough for an optimality verification. We provide
a more direct approach to obtain more explicit solutions of the expected present value of dividends until
ruin. This method is used in Section 5.1 to obtain explicit solutions for optimal periodic barrier strategies
with Erlang(2) inter-decision times. In the remaining sections of the Appendix, we provide a mathematical
formulation of the expected present value of dividends under an arbitrary periodic barrier strategy in Section
A.1. We then derive solutions for the expected present value of dividends in Sections A.2 and A.3.
A.1. Model formulation
First we denote G(x, i; b) as the expected present value of dividends paid until ruin given that the
initial surplus is x and the time remaining until the next dividend payment is distributed as Erlang(i) for
i = 1, 2, ..., n. We split the functions {G(x, 1; b), G(x, 2; b), ..., G(x, n; b)} in the following way
G(x, i; b) =
(
GL(x, i; b) for x 2 [0, b),
GU (x, i; b) for x 2 [b,1),
(A.1)
for i = 1, 2, ..., n, with initial conditions GL(0, 1; b) = GL(0, 2; b) = ... = GL(0, n; b) = 0. We further assume
that all functions are at least twice di↵erentiable for all x   0 and at x = b we have
lim
x!b




L(x, i; b) = G
0
U (b, i; b), (A.2)
for i = 1, 2, 3, ..., n. The lower and upper branch functions {GL(x, i; b)}ni=1 and {GU (x, i; b)}
n
i=1 were partially
solved in Avanzi, Cheung, Wong, and Woo (2013, Section 3).
A.2. Lower branches
We first focus on the lower branches and we can show that GL(x, n; b), GL(x, n   1; b),..., GL(x, 1; b)
satisfy the following system of second order di↵erential equations (see Section 3.1 in Avanzi, Cheung, Wong,
24
and Woo, 2013, for a derivation),
(A        )GL(x, n; b) +  GL(x, n  1; b) = 0, (A.3)
(A        )GL(x, n  1; b) +  GL(x, n  2; b) = 0, (A.4)
...
(A        )GL(x, 2; b) +  GL(x, 1; b) = 0, (A.5)
(A        )GL(x, 1; b) +  GL(x, n; b) = 0, (A.6)
where the di↵erential operation A defined in (3.1). We start from (A.3) and make GL(x, n   1; b) the
subject. Then we can substitute GL(x, n  1; b) into (A.4) and make GL(x, n  2; b) the subject. We follow
this procedure until we get to (A.6) and obtain a 2n degree di↵erential equation for GL(x, n; b)
(A        )nGL(x, n; b)  (  )
n = 0, (A.7)






2 + µ⇠   (  +  )
 n
  (  )n = 0. (A.8)
The characteristic equation (A.8) is a 2n degree polynomial with real coe cients, hence yields 2n complex
or real roots. To solve (A.8), we consider the equation !n  ( 1)n = 0 and find the n roots, !1, !2, ..., !n 1
and !n. The n roots are summerised in Table A when n is even or odd. As a further example, we plot the
roots for cases n = 7 and 8 in Figure A.
!1 !2 · · · · · · · · · !n 1 !n




n i · · · e
n⇡









n i · · · e
n⇡





Table A: Roots to the characteristic equation !1, . . . , !n 1 and !n





2 + µ⇠   (  +  ) =  !k, k = 1, 2, ..., n. (A.9)
Each of those quadratic equations gives two roots rk and sk. Now that we have obtained the 2n roots to
the characteristic equation (A.8), a general solution for GL(x, n; b) can be written as




rkx + Ls,k · e
skx) , x 2 [0, b), (A.10)
where Lr,k and Ls,k are constant coe cients for k = 1, 2, ..., n.
The above general solution of GL(x, n; b) can now be substituted into (A.3) to determine a general
solution of GL(x, n   1; b). Applying operator (A        ) to exponential functions erkx and eskx for
k = 1, 2, ..., n yields







































































(b) n = 8
Figure A: Roots to equation !n   ( 1)n = 0
Substituting (A.11) and (A.12) into (A.3), we obtain a general solution for GL(x, n  1; b)
GL(x, n  1; b) =
1
 








( !k) (Lr,k · e
rkx + Ls,k · e
skx) . (A.13)
Following this approach, we substitute GL(x, n 1; b) into (A.4) to obtain a general solution for GL(x, n 2; b)
and so on until we finally substituteGL(x, 2; b) into (A.5). General solutions for all the lower branch functions
GL(x, n; b), GL(x, n  1; b),..., GL(x, 2; b) and GL(x, 1; b), x 2 [0, b), are then




rkx + Ls,k · e
skx) , (A.14)
...




n 2 (Lr,k · e
rkx + Ls,k · e
skx) , (A.15)




n 1 (Lr,k · e
rkx + Ls,k · e
skx) . (A.16)
Using initial conditions GL(0, n; b) = GL(0, n  1; b) = ... = GL(0, 2; b) = GL(0, 1; b) = 0 yields,
nX
k=1
(Lr,k + Ls,k) =
nX
k=1




n 1 (Lr,k + Ls,k) = 0, (A.17)
which has the following implications,
Lr,1 + Ls,1 = Lr,2 + Ls,2 = ... = Lr,n 1 + Ls,n 1 = Lr,n + Ls,n = 0. (A.18)
Let Lk = Lr,k =  Ls,k and substituting into (A.14)-(A.16), general solutions for GL(x, n; b), GL(x, n 1; b),
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..., GL(x, 2; b) and GL(x, 1; b) for x 2 [0, b) now become























Remark A.1. Note that when solving the system (A.3)-(A.6), we started by identifying a general solution
of GL(x, n; b) and sequentially identifying general solutions for GL(x, n   1; b), ... , GL(x, 1; b). Since the
system of equations is cyclic, the solving of the system can start with any function; the rest of the general
solutions can sequentially be obtained.
A.3. Upper branches
Now we obtain general solutions for the upper branches, GU (x, n; b), GU (x, n  1; b), ..., GU (x, 2; b) and
GU (x, 1; b). They satisfy the following system of di↵erential equations (see Section 3.1 in Avanzi, Cheung,
Wong, and Woo, 2013, for a derivation)
(A        )GU (x, n; b) +  GU (x, n  1; b) = 0; (A.20)
...
(A        )GU (x, 2; b) +  GU (x, 1; b) = 0; (A.21)
(A        )GU (x, 1; b) +   [x  b+GU (b, n; b)] = 0. (A.22)
First we note that from (A.22) GU (x, 1; b) satisfies a second order inhomogeneous di↵erential equation.
Next we substitute (A.21) into (A.22) and this yields a 4th order inhomogeneous di↵erential equation.
This procedure can be done sequentially (for k   1 times) to show that GU (x, k; b) satisfies a 2k-th order
inhomogeneous di↵erential equation for k = 2, 3, ..., n. By assuming that {GU (x, k; b)}nk=1 approaches a
linear function as x ! 1 (see Remark 3.2 in Avanzi, Cheung, Wong, and Woo, 2013, for a proof), we can
write down general solutions for GL(x, n; b), GL(x, n  1; b), ..., GL(x, 2; b) and GL(x, 1; b),










GU (x, 2; b) =  (x, 2) + U0,2 · e
s (x b) + U1,2 · (x  b)e
s (x b) (A.24)
GU (x, 1; b) =  (x, 1) + U0,1 · e
s (x b) (A.25)








+ x  b+GL(b, n; b)
◆
, (A.26)
and Ui,j (i = 0, 1, ..., j   1 and j = 1, 2, .., n) are coe cients of homogeneous solutions of GU (x, n; b),
GU (x, n   1; b),...,GU (x, 2; b) and GU (x, 1; b). Note that the index j represents the number of remaining
“exponential” clock ticks until the next dividend decision and the index i corresponds to the power in the
function (x  b)ies (x b).
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Remark A.2. Equation (A.26) is an updated version of equation (4.7) in Avanzi, Tu, and Wong (2014)
and has a nice interpretation when the surplus is large. Suppose that the next dividend decision time will
happen in an Erlang(k) distributed amount of time. Also suppose that the current surplus level is very large,
so that a dividend is highly likely to be paid at the next dividend decision time. During this period, the
surplus is expected to grow µ/(  +  ) after each exponential clock tick and reach kµ/(  +  ) + x at the next
dividend decision time. After a dividend is then paid, the surplus resets to the barrier level b and future
prospects have value of GL(b, n; b). Finally the entire quantity is discounted by a factor of ( /  +  )k since
the next dividend decision is Erlang(k) away.
We can now substitute the general solutions (A.23)-(A.25) into the system of di↵erential equations






(j   1)Uj 1,j (A.27)













Note that using the above recursive relationship , we can express all the coe cients in terms of n coe cients
U0,n, U1,n, ..., Un 1,n. Next we prove the above algorithm of fully specifying the upper branch solutions of
GU (x, 1; b), GU (x, 2; b), ..., GU (x, n; b). We start with a general solution for GU (x, k; b) for k = 2, 3, ..., n,









which consists of a particular solution  (x, k) and a homogeneous solution. The main idea is to use the
relationship of (A        )GU (x, k; b) +   · GU (x, k   1; b) = 0 to determine the relationship between the
coe cients of of GU (x, k; b) and GU (x, k  1; b). First we will show that the particular solution satisfies the
following relationship
(A        ) (x, k) +   ·  (x, k   1) = 0, (A.30)




(A        ) (x, k) =  
1
 







+ x  b+GL(b, n; b)
◆#
=  (x, k   1).
(A.31)
























Ui+2,k · (i+ 2)(i+ 1) + ( 
2
s  + µ)Ui+1,k · (i+ 1)
◆
(x  b)i











(k   1)Uk 1,k = Uk 2,k 1. (A.33)
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(i+ 1)Ui+1,k = Ui,k 1. (A.34)
Note that we can simplify   
2s +µ












The recursive algorithm described in (A.27) and (A.28) shares a similar form to Theorem 2 in Avanzi,
Cheung, Wong, and Woo (2013). Both algorithms are able to reduce the number of unknown coe cients
from (n + 1) · n/2 to n. Our more explicit algorithm enables a more direct computation of the general
solutions. We summarise the general solutions of the upper branches and provide a visual representation of























s (x-b) (x-b)es (x-b) (x-b)2es (x-b) (x-b)3es (x-b) (x-b)4es (x-b)
Figure B: General solutions of expected present values of dividends with an Erlang(5) periodic barrier strategy, {GU (x, k; b)}5k=1
consisting of particular and homogeneous solutions
Example A.1. In each row of Figure B, a general solution of GU (x, k; b) consists of a particular solution
 (x, k) and a homogeneous solution with coe cients U0,k 1, U1,k 1,..., Uk 2,k 1. The recursive relationships
between the coe cients Ui,j for j = 1, 2, ..., 5 and i = 0, 1, ..., j   1 are summarised using the arrows and as
a result all the coe cients can be expressed in terms of U0,5,...U4,5 (highlighted in grey cells in Figure B).
In summary, we now have an easy-to-implement and direct approach to obtain expected present value
of dividends under arbitrary periodic barrier strategies with Erlang(n) inter-decision times {G(x, k; b)}nk=1.
First we obtain general solutions of GL(x, 1; b), GL(x, 2; b), ..., GL(x, n; b) from (A.19), which consist of n
unknown constants L1, L2, ..., Ln. Next we use a recursive relationship (illustrated in Figure B) and obtain
general solutions of GU (x, 1; b), GU (x, 2; b), ..., GU (x, n; b), which are in terms of n unknown constants
U0,n, U1,n, ..., Un 1,n. In total we have 2n unknown constants we need to solve for. Using the smooth
pasting conditions in (A.2), we have 2n equations that are able to determine all the coe cients associated
with lower and upper branches {GL(x, k; b)}nk=1 and {GU (x, k; b)}
n
k=1, respectively.
Remark A.3. For a particular value of n, all n functions G(x, n; b),...G(x, 1; b) are determined at the same
time (not independently of each other). Furthermore solutions from smaller values of n are updated and not
relevant any more, as illustrated in Table B.
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n = 3 n = 2 n = 1
G(x, 3; b)
G(x, 2; b) 6= G(x, 2; b)
G(x, 1; b) 6= G(x, 1; b) 6= G(x, 1; b)
Table B: Expected present value of dividends until ruin for Erlang(1), (2) and (3) inter-decision times
In Table B, the function G(x, 2; b) in the first column (Erlang(3) inter-decision times) is di↵erent from the
function G(x, 2; b) in the second column (Erlang(2) inter-decision times). While both functions correspond to
situations where the times until next dividend payment has an Erlang(2) distribution, the prospects once such
an Erlang(2) time has elapsed are di↵erent, as the next dividend payment will not occur after an identically
distributed amount of time.
B. Proof of Equation (5.25)














































































































































































































































































































































Using the functional forms of H00(b
⇤) and H02 (b

































































































































which completes the proof for (5.25).
C. Proof of Lemma 5.1





























which can be proved by comparing coe cients of exponential terms on both hand sides. Next using the above





2 (⇠) defined in (5.23) and (5.24),
H
0














By solving the above two first order inhomogeneous di↵erential equations with initial conditions H0(0) =



























We then use the ordering of the roots s2  < s  < s0 < 0 < r0 < r2  to show that H0(⇠) is a strictly positive
and convex function (i.e. H0(⇠) > 0 and H000 (⇠) > 0) and H2 (⇠) is a strictly positive and increasing function
(i.e. H2 (⇠) > 0 and H02 (⇠) > 0) for all ⇠ 2 (0,1).






2 (⇠), we can obtain












































Both identities can be shown after some algebra. We begin the proof of (C.5) by substituting the functional
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forms of h00(⇠) and H
0






















































































































Equation (C.6) can be proven in a similar way. Next by substitute the two identities (C.5) and (C.6), into
























The proof of Lemma 5.1 is complete.
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