Abstract-We propose a new iterative greedy algorithm to reconstruct sparse signals in compressed sensing. By a simple combination of subspace pursuit and iterative hard thresholding, the proposed algorithm, called subspace thresholding pursuit (STP) shows well improved empirical performance, while still keeps a strong theoretical guarantee in terms of restricted isometry property.
I. INTRODUCTION
As a new paradigm for signal sampling, compressed sensing (CS) [1] - [3] has attracted a lot of attention in recent years. CS deals with recovering the sparsest signal x from the measurement vector y by finding a solution to the underdetermined linear system y = Φx, i.e., solving the following 0 minimization problem:
where x 0 := |{i : x i = 0}| denotes the 0 quasi norm of x, Φ ∈ R m×N with m N . Unfortunately, as a typical combinatorial optimization problem, the above 0 minimization is NP-hard [2] . One strategy is to relax the 0 minimization problem to an 1 minimization problem:
The problem (2) has unique global minimum and convex optimization methods has been well explored, but its equivalence to (1) must be under some condition [4] , [5] and it may be not direct to exploit the sparsity of the solution to reduce computational complexity.
Another strategy is solving (1) directly by iterative greedy algorithms. By exploiting sparsity of the solution, they have lower computational complexity, while also have similar empirical performance and theoretical guarantees by the so-called restricted isometry property (RIP). According to the way of greedily selecting the columns of measurement matrix, we can divide current iterative greedy algorithms into two kinds: 1) variants of OMP [6] called OMP-like algorithms, such as OMP itself, ROMP [7] , CoSaMP [8] , SP [9] , GOMP [10] or OMMP [11] , SAMP [12] , FBP [13] ; 2) variants of IHT [14] called IHT-like algorithms, such as IHT itself, GDS [15] , HTP [16] , NIHT [17] . In these algorithms, we choose SP and CoSaMP as repesentatives for OMP-like algorithms and HTP and NIHT as representatives for the IHT-like algorithms. They have provable theoretical guarantees comparable to that of 1 minimization and good empirical performance to reconstruct constant amplitude signals with random signs (CARS signals) when compared with the other iterative greedy algorithms. Table I shows the sufficient conditions with respect to RIP constants δ with some orders for OMP, IHT and the four representatives above to perfectly reconstruct s-sparse signals. In addition, a comprehensive empirical analysis for greedy algorithms in CS can be seen in Maleki and Donoho [18] .
In this paper, we propose a new algorithm, termed subspace thresholding pursuit (STP) by combining the steps of SP and IHT in one iteration. Relative to the other iterative greedy algorithms, it is showed that the empirical performance can be well improved for recovering both Gaussian and CARS signals. Meanwhile, compared with 1 minimization, if the undersampling ratio (i.e., m/N ) is not very large, the empirical performance of STP can be much better when reconstructing Gaussian signals and slightly better when reconstructing CARS signals. Furthermore, strong theoretical guarantees can be given by combing the theoretical analyses of SP and IHT. 
II. ALGORITHM DESCRIPTION AND THEORETICAL ANALYSES

A. Algorithm Description
The main steps of STP are summarized below. [19] , [20] SP [21] CoSaMP [21] IHT/HTP [16] NIHT [22] 
Algorithm 1 Subspace Thresholding Pursuit Input: y, Φ, s, μ. Initialization: S 0 = ∅, x 0 = 0. Iteration: At the n-th iteration, go through the following steps.
1) ΔS = {s indices corresponding to the s largest magnitude entries in the vector
n ={s indices corresponding to the s largest magnitude elements ofx n }. 5) u n = {the vector fromx n that keeps the entries ofx n in U n and set all other ones to zero.} 6) S n ={s indices correspoding to the s largest magnitude entries of u n + μΦ
until the stopping criteria is met.
Output:
The STP algorithm is initialized with a trivial signal approximation x 0 = 0 and a trivial support estimate S 0 = ∅. The parameters μ can be adjusted before the execution of STP. In each iteration, we call steps 1 and 2 "OMP-like identification" since they are common identification steps for all OMP-like algorithms. Such identification steps select the set ΔS of the indices corresponding to the one or several largest entries in Φ * (y − Φx n−1 ) and then merge ΔS and the support estimate S n−1 . Then in step 3, STP solves a least squares problem to approximate the original signal x on the merged setS n . In steps 4 and 5, STP employs a pruning stage by retaining only the s largest entries in the least squares signal approximationx to produce a new approximation u n .
Step 6 is a common step for all IHT-like algorithms which we call "IHT-like identification". In the IHT-like identification step, STP selects the set S n of indices corresponding to the s largest entries in the vector u n + μΦ * (y − Φu n ). Finally, a least squares problem is solved again to get the final approximation x n in the n-th iteration. The stopping criteria of iterative greedy algorithms can be selected differently in implementation. One alternative is to use the stopping criteria according to the property of the corresponding algorithm, such as "n > s" of OMP, " y − Φx n 2 ≥ y − Φx n−1 2 " of SP in [9] or "S n−1 = S n " of HTP in [16] , or the stopping criteria that is independent from the algorithm itself can be used, which may be "n > n max or y − Φx n 2 < ε y 2 ". If an algorithm is stable, i.e., as the iteration process continues, the series { x n − x S 2 , n = 1, 2, 3, · · · } will not diverge, such a criteria provides a tradeoff between accuracy and computational complexity.
In the view of IHT-like algorithms, supp(x) can lie both in the support of u n and x − u n , where
if the RIP constant is small (Φ * Φ ≈ I in this case). But the pruning process is only taken inS n . Therefore, after the pruning stage in steps 4 and 5, taking a IHT-like identification step may be a good way to give the support of x in S\U n the opportunity to enter into the final support estimate S n , so as to get a better approximation effect. The weight parameter μ is selected according to experience. If μ is large, STP is prone to select the indices of supp(x − u n ); conversely, the indices of supp(u n ) is preferred to be selected.
B. The Theoretical Guarantee
One of the most widely known conditions for theoretical analysis is the restricted isometry property (RIP) [2] as follows.
Definition 1 ( [2]):
The measurement matrix Φ ∈ R m×N is said to satisfy the s-order RIP if for any s-sparse
where 0 ≤ δ ≤ 1. The infimum of δ, denoted by δ s , is called the restricted isometry constant (RIC) of Φ. Consider (1), the sufficient condition to guarantee STP to converge is established as follows. , or μ = 1 with δ 3s < 0.5340, then the sequence of x n defined by STP satisfies
where
The proof of Theorem 1 can be found in the full paper [23] . By numerical analysis, from (5), we know that when μ = 1, we get the best theoretical guarantee δ 3s < 0.5340 of STP which is a little weaker than the best theoretical guarantee
≈ 0.5773 of HTP and IHT for the kind of iterative greedy algorithms so far. In addition, when μ = 1, we can still get a theoretical guarantee comparable to that of 1 minimization in terms of RIP, i.e., the RIC is bounded by a positive constant. However, as we will see in Section III, the optimal μ which makes STP attain the optimal empirical performance is the one that is larger than 1 in most cases.
C. The number of iterations
In the following, the number of iterations of STP to reconstruct s-sparse signals in the noiseless case is considered and it is shown that STP converges in a finite number of iterations. 
where ξ is defined as the smallest magnitude of all the nonzero entries in x. The proof of Theorem 2 can be found in the full paper [23] . Compared with SP, STP adds steps 5 and 6. The runtime of step 5 is negligible and the computational complexity of step 6 in STP is comparable to step 1, i.e., the OMP-identification step, so the computational complexity analysis for SP in [9] is also suitable for STP. Generally, STP has a comparable computational complexity with SP. In each iteration, STP needs an extra computational step, but it has less number of iterations than SP since it has a better convergence rate ρ than SP under the same measurement matrix.
Remark 1: For simplicity and the limited space, only the noiseless model (1) is discussed. A more complete discussion, theoretical proofs and some extensions of STP can be found in the full paper [23] .
III. SIMULATIONS AND DISCUSSIONS
In our simulations, we use the testing strategy in [9] , [24] which measures the effectiveness of reconstruction algorithms by checking the exact reconstruction rate in the noiseless case. By comparing the maximal sparsity level of the underlying sparse signals at which the perfect reconstruction is ensured (this point is often called critical sparsity [9] ), the performance of the reconstruction can be compared empirically. In our simulations, we consider OMP, SP, CoSaMP, NIHT, HTP, 1 minimization and STP with different μ (μ = 1, 1.5, 2, 2.5, 3, 3.5). We let OMP execute s steps. For other greedy algorithms, we use a common stopping criteria "n > 200 or y − Φx n 2 < 10 −10 y 2 ". For 1 minimization, we use the default setting in the 1 -magic package (http://users.ece.gatech.edu/~justin/l1magic/). Generally speaking, in the realistic case, the general case may be m N , thus selecting a relatively small undersampling ratio such as τ = m N = 0.1 may give us a better intuition about empirical performance. Therefore, in each trial, we construct a m × N (m = 100, N = 1000) measurement matrix Φ with entries drawn independently from Gaussian distribution N(0, 1 m ). In addition, we generate an s-sparse vector x whose support is chosen at random. Two types of sparse signals are considered: Gaussian signals and CARS signals. Each nonzero element of Gaussian signals is drawn from standard Gaussian distribution and that of CARS signals is from the set {1, −1} uniformly at random. For each reconstruction algorithm, we perform 2,000 independent trials and plot the exact reconstruction rate in y-axis as the sparsity s changes in x-axis.
In each figure, we plot three curves of STP with three different μ: μ = 1, μ = μ * , μ = μ * +0.5, where μ * stands for the μ with which STP has the optimal empirical performance.
In Fig. 1(a) , it is showed that in the Gaussian signal case, the critical sparsity of STP with μ * (in this case μ * = 3) exceeds all the other algorithms greatly. In Fig. 1(b) , one can find that in the CARS signal case, the empirical performance of STP with μ * (in this case μ * = 2.5) exceeds that of all the other algorithms, even including 1 minimization. To the best of our knowledge, all the existing iterative greedy algorithms perform worse than 1 minimization in the CARS signal case. However STP with μ * breaks the limitation if the undersampling ratio is not very large, such as τ = 0.1. Then we focus on the the key performance measure: critical sparsity in the exact reconstruction rate curve. Tables II and  III show the critical sparsity of all the algorithms in the simulations under Gaussian measurement matrices with different sizes in the Gaussian and CARS signal cases respectively. In both tables, STPc stands for STP with μ = c and in the first columns of both tables, the formulae m × N (m = 100, · · · , 600, N = 1000, 3000) in brackets denote the sizes of the Gaussian measurement matrices we used. In each row, there are two boldfaced numbers, the normal one stands for the maximal critical sparsity among the existing algorithms, the itatic one the maximal critical sparsity among all the STP algorithms with different μ. When there exist two or more STP algorithms with different μ having an identical critical sparsity, we highlight the critical sparsity of the STP algorithm which has better exact reconstruction rate when the signal sparsity is larger than critical sparsity. Firstly, from Tables II and III, one can find that μ * that makes STP perform best is bounded in a limited range; meanwhile, in the experiments, it is showed that the empirical performance of STP changes distinctly (here it is claimed that algorithm A outperforms algorithm B distinctly if the exact reconstruction rate of A in any point is equal or greater than that of B) only when the step size of μ is larger than a positive value (in our case the positive value may roughly be 0.5), so in practice tuning the value of μ is just to select μ * from a set of discrete values such as {0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5}. In fact, from the two tables, in the Gaussian signal case, if τ ≤ 0.3 and the step size of μ is 0.5, μ * is 3; in the CARS signal case, if τ ≤ 0.2 and the step size of μ is 0.5, μ * is 2.5. Secondly, it is noticed that in all the cases (τ = 0.033, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6), STP with μ * outperforms all the other greedy algorithms when reconstructing both Gaussian signals and CARS signals. When compared with 1 minimization, STP with μ * performs worse than 1 minimization obviously only when τ ≥ 0.4 and the signal type is CARS.
Generally, by our simulations, STP has good empirical performance. Compared with all other reconstruction algorithms, in terms of critical sparsity, it is more appropriate to realistic applications-STP will has more obvious superority as the undersampling ratio decreases.
IV. CONCLUSION
In this paper, we proposed a new reconstruction algorithm for CS, termed subspace thresholding pursuit (STP). STP has well improved empirical performance, as well as a strong provable theoretical guarantee. It digs out the potential of iterative greedy algorithms further and displays an outstanding worstcase empirical performance which is better than the wellknown 1 minimization if the undersampling ratio is not very large. Future works may focus on solving the inconsistency of the theoretical guarantee and empirical performance of the paper, e.g., STP with some parameter μ > 1 may have better empirical performance but worse theoretical guarantee than the one with μ = 1 in the current version.
