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Abstract 
Different technologies are being utilized nowadays aiming to boost the fuel 
efficiency of Spark-Ignition (SI) engines. Two promising technologies which are 
used to improve the part load efficiency of SI engines are the utilization of 
downsizing in combination with turbocharging and cylinder deactivation. Both 
technologies allow a shift of load points towards higher loads and therefore towards 
more efficient zones of the engine map, while performance is being preserved or 
even enhanced despite the smaller displacement thanks to high boost levels. 
However, utilization of both technologies will increase the risk of knock 
dramatically. Therefore, the abovementioned systems can be coupled with other 
technologies such as gasoline direct injection, Miller cycle and water injection to 
mitigate knock at higher load operating conditions. 
Therefore, the aim of the current work is to investigate, through experimental 
and numerical analysis, the potential benefits of different knock mitigation 
techniques and to develop reliable and predictive simulation models aiming to 
detect root cause of cyclic variations and knock phenomena in downsized 
turbocharged SI engines. 
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After a brief introduction in Chapter 1, three different typical European 
downsized turbocharged SI engines have been introduced in Chapter 2, which were 
used for both experimental and simulation investigations, named as Engine A, 
which is downsized and turbocharged, Port Fuel Injection (PFI) with fixed valve 
lift and represents the baseline; Engine B, represents an upgraded version of Engine 
A, featuring Variable Valve Actuation (VVA), and Engine C which is a direct 
injection and further downsized engine. 
Engine B, equipped with MultiAir VVA system, was utilized to evaluate the 
possible benefits of cylinder deactivation in terms of fuel economy at part load 
condition, which is discussed in Chapter 3. Since the MultiAir VVA system does 
not allow exhaust valve deactivation, an innovative strategy was developed, 
exploiting internal Exhaust Gas Recirculation (iEGR) in the inactive cylinders in 
order to minimize their pumping losses. 
However, at higher load operating condition, risk of knock occurrence limits 
the performance of the engine. Therefore, the possible benefits of different knock 
mitigation techniques such as Miller Cycle and water injection in terms of fuel 
consumption were discussed in Chapter 4. 
Potential benefits of Miller cycle in terms of knock mitigation are evaluated 
experimentally using Engine B, as shown in Chapter 4.2. After a preliminary 
investigation, the superior knock mitigation effect of Late Intake Valve Closure 
(LIVC) with respect to Early Intake Valve Closure (EIVC) strategy was confirmed; 
8  
 
therefore, the study was mainly focused on the latter system. It was found out that 
utilization of LIVC leads up to 20% improvement in the engine indicated fuel 
conversion efficiency. 
Afterwards, Engine C, a gasoline direct injection engine, has been utilized in 
order to understand the potential benefits of water injection for knock mitigation 
technology coupled with the Miller Cycle, which is discussed in Chapter 4.3. 
Thanks to water injection potential for knock mitigation, the compression ratio 
could be increased from 10 to 13, which leads to an impressive efficiency 
improvement of 4.5%. 
However, utilization of various advanced knock mitigation techniques in the 
development of SI engines make the system more complex, which invokes the 
necessity to develop reliable models to predict knock and to find the optimized 
configuration of modern high-performance, downsized and turbocharged SI 
engines. Considering that knock is strictly related to Cycle-to-Cycle Variations 
(CCV) of in-cylinder pressure, CCV prediction is an important step to predict the 
risk of abnormal combustion on a cycle by cycle basis.  
Consequently, in Chapter 5, a procedure has been introduced aiming to predict 
the mean in-cylinder pressure and to mimic CCV at different operating conditions. 
First, a 0D turbulent combustion model has been calibrated based on the 
experimental data including various technologies used for knock mitigation which 
can impact significantly on the combustion process, such as Long Route EGR and 
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water injection. Afterwards, suitable perturbations are adapted to the mean cycle 
aiming to mimic CCV. Finally, the model has been coupled with a 0D knock model 
aiming to predict knock limited spark advance at different operating conditions. 
Finally, in order to provide a further contribution towards the prediction of 
CCV, 3D-CFD Large Eddy Simulation (LES) has been carried out in order to better 
understand the root cause of CCV, presented in Chapter 6. Such analysis could be 
used to extract the physical perturbation from the 3D-CFD and to use it as an input 
for the 0D combustion model to predict CCV. The operating condition studied in 
this work is at 2500 rpm, 16 bar brake mean effective pressure (bmep) and 
stoichiometric condition. Based on the analysis conducted using LES, it was found 
out that the variability in combustion can be mainly attributed to both the direction 
of the velocity flow-field and its magnitude in the region around the spark plug. 
Furthermore, the effect of velocity field and equivalence ratio on the combustion 
has been decoupled, confirming that the former has the dominant effect while the 
latter has minor impact on combustion variability. 
In conclusion, simulation models using 0D and 3D-CFD tools when calibrated 
properly based on experimental measurements can be used to support the design 
and the development of innovative downsized turbocharged SI engines considering 
the effects of CCV and knock on engine performance parameters. 
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Chapter 1 
Introduction 
 
The need to reduce anthropogenic greenhouse gases emissions has led most of the 
governments to set challenging targets for CO2 emissions from passenger cars [1], 
as shown in Figure 1. 
 
Figure 1. Trend of CO2 emissions reduction targets in different countries [1]  
Pollutant emissions are strictly related to engine operating conditions; hence, 
various emission test procedure and driving cycles have been established trying to 
reproduce the most significant operating conditions for different vehicle categories. 
Since for light duty vehicles the most frequent operating conditions are at low and 
medium load, as in the current procedure for type approval, which is based on the 
New European Driving Cycle (NEDC), the application of innovative technologies, 
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such as downsizing combined with turbocharging and cylinder deactivation, can be 
effectively implemented to reduce fuel consumption and pollutant emission at part 
load. 
Downsizing combined with turbocharging has been proven to be an effective 
way to improve the fuel conversion efficiency [2,3] (Figure 2) in SI engines at part 
load operating condition. However, the utilization of high boost levels and high 
compression ratio can lead to dramatic increase of knock likelihood. Therefore, in 
order to mitigate knock occurrence, mixture enrichment and/or spark timing retard 
are generally being adopted [3–5], which consequently provoke a dramatic drop in 
fuel consumption efficiency at high load operating condition.  
 
Figure 2. comparison of a natural aspirated and downsized turbocharged engine in terms 
of Brake Specific Fuel Consumption (BSFC) [6] 
Cylinder deactivation [7] is another effective technology to improve spark 
ignition engines’ efficiency at part load, thanks to its capability of significantly 
reducing pumping losses, by switching off a fraction of the cylinders at part load, 
while operating the active cylinders at higher loads and therefore with higher 
efficiencies. It can be observed (Figure 3, [8]) that cylinder deactivation can 
effectively reduce the fuel consumption at engine loads up to 5 bar brake mean 
effective pressure (bmep), while the utilization of this technology at higher loads is 
limited by knock. 
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Figure 3. Difference of fuel consumption in 2-cylinder-modus to 4-cylinder-modus 
[g/kWh] (both throttle-free) [8] 
The abovementioned technologies, downsizing combined with turbocharging 
and cylinder deactivation, are effective at part load operating condition; however, 
their application at higher load operating points is limited by knock. Currently, 
more dynamic test procedures such as Worldwide harmonized Light vehicles Test 
Procedures (WLTP) (shown in Figure 4) and Real Driving Emission (RDE) are 
being adopted with the aim to better represent real driving condition, while moving 
the operating area of the engine to higher loads. Therefore, understanding and 
mitigation of knock phenomena which is the bottleneck of SI engines at higher 
loads are of crucial importance. 
 
Figure 4. Comparison of NEDC (left) and WLTP (right) operating region [9] 
As a consequence, various advanced technologies are currently being explored 
to achieve knock mitigation, including the adoption of cooled Exhaust Gas 
Recirculation (EGR) [10], [11], of variable compression ratio (for instance through 
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variable con rod length) [4], of Water Injection (WI) [12,13] and of Miller cycle 
[14,15]. Hence, it is of crucial importance to gather and to analyze extensive 
experimental data including such technologies aiming to understand their possible 
benefits in terms of fuel consumption. Furthermore, these technologies could be 
combined to maximize their fuel economy benefits which add further complexity 
to the engine calibration and design; therefore, it is necessary to have reliable 
models to find the optimized configuration and to support the production of modern 
high-performance, downsized and turbocharged SI engines. 
Besides, experimental observations clearly show that SI engines are affected by 
a significant amount of Cycle-to-Cycle Variations (CCV) of cylinder pressure 
which is due to variability of combustion from one cycle to the subsequent one. 
Figure 5 indicates three different pressure traces and their corresponding burn rates 
of a 4-cylinder downsized, turbocharged SI engine at 2500 rpm and 16 bar bmep. 
It can be seen that not only the maximum pressure is different but also the crank 
angle at maximum pressure is changing. The differences in-cylinder pressure traces 
can be explained by the fact that the fuel is burning at different rates in each cycle 
(Figure 5-b). The variation of the in-cylinder pressure can be translated to difference 
in the indicated work. As an example, the Indicated Mean Effective Pressure 
(IMEP) of the fast and slow cycles are 17.3 and 16.14, respectively, which shows 
about 7% of variation from one cycle to the other. Therefore, it can be appreciated 
that CCV affects adversely the indicated work and consequently the fuel 
consumption in SI engines.  
 
Figure 5. a) In-cylinder pressure at three different cycles b) Fraction of total fuel mass 
burned for the corresponding cycles 
Moreover, considering that the mean cycle is not generally detonating and the 
faster than average cycle is more probable to knock, this phenomenon is heavily 
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dependent on CCV and cannot be described by looking at the average cycle only. 
Hence, as the application domain of the engine simulation models enters the 
relatively full load conditions, the modeling of cyclic variations becomes 
significantly important. As a consequence, robust and reliable methods for the 
prediction of the combustion process and CCV have become more and more 
important to support the design and calibration of modern high-performance, 
downsized and turbocharged SI engines. 
Numerical investigations of the cyclic variation can be performed by two main 
categories of simulation tools: 0/1D simulation and three-dimensional 
Computational Fluid Dynamics simulations (3D-CFD). 
The three-dimensional fluid-dynamics simulation performs the full analysis of 
the fluid motion and combustion independently from the complexity of the 
geometry analyzed. Therefore, the 3D-CFD could be utilized in the modelling of 
internal combustion engines. 3D-CFD has been extensively used for studying CCV 
also thanks to the unique possibilities offered by the Large-Eddy Simulation (LES) 
technique. Such technique could be used for the design purposes as well as to 
understand the root cause of CCV while due to huge Central Processing Unit (CPU) 
time required by 3D-CFD models, it is not possible to use them for the control and 
calibration purposes. 
0/1D simulation represents another possible approach to model CCV. These 
models should be supported by an accurate model calibration with experimental 
data which allows to analyze and to predict combustion not only for the mean cycle 
but also its variability. Due to low computational time offered by 0/1D simulation, 
a great number of configurations can be compared in order to find the most suitable 
solution of the analyzed problem. 
Hence, the aim of the current work was to gather a better understanding of 
causes of CCV and try to predict CCV in 0D, using the information coming from 
3D CFD. 
 
 
  
 
 
Parte del lavoro descritto in questo capitolo è stato anche preventivamente 
pubblicato in: 
Part of the work described in this Chapter was also previously published in the 
following publications: 
1. V. Doria, A. Stroppiana, M. Ferrera, F. Millo, M. Mirzaeian, D. Porcu, 
“Knock Mitigation Techniques for Highly Boosted Downsized SI Engines: 
Miller Cycle and Water Injection”, in: SIA Powertrain, Versailles, France, 
2017. 
 
2. F. Millo, M. Mirzaeian, S. Luisi, V. Doria, A. Stroppiana, “Engine 
displacement modularity for enhancing automotive s.i. engines efficiency at 
part load”, Fuel Journal. 180 (2016) 645–652. 
doi:10.1016/j.fuel.2016.04.049. 
 
3. M. Mirzaeian, F. Millo, L. Rolando, “Assessment of the Predictive 
Capabilities of a Combustion Model for a Modern Downsized 
Turbocharged SI Engine”, in: SAE Tech. Pap. 2016-01-0557, SAE 
International, 2016. doi:10.4271/2016-01-0557. 
 
4. S. Luisi, V. Doria, A. Stroppiana, F. Millo, M. Mirzaeian, “Experimental 
Investigation on Early and Late Intake Valve Closures for Knock Mitigation 
through Miller Cycle in a Downsized Turbocharged Engine”, in: SAE Tech. 
Pap. 2015-01-0760, SAE International, 2015. doi:10.4271/2015-01-0760. 
 
 
  
 
Chapter 2 
Experimental Set-up 
The experimental and simulation analysis were performed on different engines, the 
main characteristic of which are summarized in this Chapter. 
2.1 Engine A 
The experimental activity was initially carried out in the Advanced Internal 
Combustion Engines Laboratory of the Energy Department of the Politecnico di 
Torino, Italy [16,17]. An extensive experimental campaign was carried out on a 
typical European 4-cylinder turbocharged SI engine (engine A), the main 
characteristics of which are reported in Table 1. 
Table 1. Characteristics of Engine A 
Number of cylinders / Arrangement 4 / In line 
Displacement 1368 [cm3] 
Bore 72 [mm] 
Stroke 84 [mm] 
Injection System Port Fuel Injection 
Turbocharger Fixed Geometry Turbine 
Compression Ratio 9.8 : 1 
Maximum Torque 270 Nm@ 3000 rpm 
Maximum Power 132 kW@ 5750 rpm 
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The engine was installed on the test bench, shown in Figure 6, and connected 
to an eddy-current brake in its standard configuration. It was then equipped with 1 
piezoelectric pressure transducer integrated in the spark-plug (KISTLER 6115) of 
cylinder #1, and 2 piezoresistive pressure transducers installed on the intake and 
exhaust ports of the same cylinder. Moreover, K-type thermocouples in the intake 
runners and at the turbine inlet, a linear lambda sensor mounted downstream of the 
turbine and a turbocharger speed sensor completed the experimental set-up. 
 
Figure 6.Test rig lay-out for Engine A 
It is noteworthy that external EGR strategy has not been used in the experiment 
and the engine has been operated with a fixed valve timing at all operating 
conditions. 
2.2 Engine B 
Engine B, is similar to Engine A in terms of geometrical characteristics, while is 
equipped with Variable Valve Actuation (VVA) system. The experimental 
measurements have been carried out in Centro Ricerche Fiat (CRF), Italy [7,18]. 
The engine selected for the investigation is a Fiat MultiAir Fire 1.4 liter, 
turbocharged and Port Fuel Injected (PFI), the main features of which are listed in 
Table 2. The engine was fuelled with a 95 RON unleaded gasoline. 
Table 2. Characteristics of Engine B 
Number of cylinders / Arrangement 4 / In line 
Displacement 1368 [cm3] 
Bore 72 [mm] 
Stroke 84 [mm] 
Injection System Port Fuel Injection 
Turbocharger Fixed Geometry Turbine 
VVA System MultiAir 
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Compression Ratio 9.8 : 1 
Maximum Torque 230 Nm@ 2000 rpm 
Maximum Power 103 kW@ 5000 rpm 
As far as intake valves are concerned, the engine is equipped with a tandem 
actuator, the MultiAir system [19], where both intake valves are operated by a 
unique actuator, the operating principle of which can be briefly summarized as 
follows, by means of the scheme shown in Figure 7. The cam is acting on a piston, 
which is connected to the intake valve through a hydraulic chamber filled by 
lubricant oil and can be used to couple or decouple the valve motion from the cam 
profile. The pressure in the hydraulic chamber is controlled by an on/off solenoid 
valve. When the solenoid valve is closed, the oil trapped into the chamber behaves 
like a solid body and transmits to the intake valve the lift schedule imposed by the 
intake cam profile. When the solenoid valve is open, the hydraulic chamber is 
depressurized and the intake valve is de-coupled from the camshaft: it does not 
follow the intake cam profile anymore and its motion is only determined by the 
inertia and return spring forces; the latter prevails, thus causing the valve closure, 
which can therefore be controlled by the opening of the solenoid valve, regardless 
of the cam profile. The final part of the valve closing stroke is controlled by a 
dedicated hydraulic brake to ensure a soft and regular landing phase at any engine 
operating condition. By controlling the solenoid valve actuation, both Early Intake 
Valve Closure (EIVC) and Late Intake Valve Opening (LIVO) strategies can be 
actuated, as shown in Figure 8 [19], [18]. 
 
Figure 7. Scheme of the MultiAir VVA system for Engine B [18] 
A specific intake cam lobe was designed in order to perform the planned 
experimental investigation on extreme late intake valve closures. While the Normal 
Production (NP) intake cam profile was designed to optimize the volumetric 
efficiency at 5500 rpm (that is the full rated power point of the tested engine), the 
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extreme late closure cam lobe allows a complete LIVC regulation with a maximum 
Intake Valve Closure (IVC) equal to the combustion Top Dead Center (TDC), as 
shown in Figure 9.  
The engine was fully instrumented with four KISTLER 6052 C32 piezoelectric 
transducers which were installed on the engine cylinder head and coupled with a 
high-resolution (0.2 crank angle degrees) encoder for in-cylinder indicating 
analysis and knock detection. 
 
Figure 8. Examples of possible EIVC and LIVO strategies of the MultiAir VVA system 
[18] 
 
 
Figure 9. Exhaust and Intake cam profile tested [18] 
2.3 Engine C 
2.3.1 Engine set-up 
Engine C is a Gasoline Direct Injection (GDI) European downsized, turbocharged 
SI engine equipped with VVA [6]. Two different engine set up were tested, one 
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with a Compression Ratio (CR) of 10 and one with a CR of 13. The experimental 
measurements have been carried out at Centro Ricerche Fiat (CRF), Italy. 
Similar to Engine B, Engine C was fully instrumented with four KISTLER 
6052 C32 piezoelectric transducers which were installed on the engine cylinder 
head and coupled with a high-resolution (0.2 crank angle degrees) encoder for in-
cylinder indicating analysis and knock detection. 
The engine was also equipped with a water injection system, including 
demineralized water tank, water pump, filter, 2 pressure transducers, a water rail, 
and the injectors. The injected water temperature is equal to 25°C. A schematic 
representation of the water injector position is shown in Figure 10. 
 
Figure 10. Schematic representation of the water injector position for Engine C [6] 
2.3.2 Water injector set-up 
Since a full characterization of the water spray was needed, a Phase Doppler 
Anemometry (PDA) was utilized in order to characterize the global shape of the 
analyzed injection system spray and to quantify the spray penetration and cone 
angle as a function of time. The schematic representation of the experimental setup 
is shown in Figure 11. More details could be found in [20]. Experimental 
characterization of the spray was carried out at Shot to Shot Engineering, a spin-off 
company of University of Perugia. 
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Figure 11. Test vessel used for imaging, PDA and momentum tests (left). Reference 
system (right) 
A dINJ Injection Analyser has been used to measure the injection rate and 
injected mass. This instrument is currently being used for the hydraulic analysis of 
low pressure injection systems such as Port Fuel Injection (PFI) and Selective 
Catalytic Reduction (SCR). The schematic representation of the injection analyzer 
is reported in more details in [21] and also shown in Figure 12. 
 
Figure 12. Schematics of the dINJ injection analyzer [21] 
A closed vessel or measuring chamber acts as an isolated rail feeding the 
injector, that can operate against the atmosphere or any given ambient condition 
from vacuum to high pressure conditions. In fact, according to this scheme the 
detection of the downstream pressure conditions is not required for the injection 
rate/injected volume evaluation. The injection rate and the injected quantity 
measurements are based on the analysis of the pressure time-history in the 
measurement chamber [21]. 
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Chapter 3 
Engine Displacement Modularity 
for Enhancing Automotive SI 
Engines Efficiency at Part Load 
3.1 Introduction 
Part load operation of Spark Ignition (SI) engines is conventionally achieved by the 
use of a throttle to restrict the airflow into the engine; hence, allowing the quantity 
of fuel that is injected to be reduced, whilst maintaining a constant air-fuel ratio. 
However, this operation leads to a significant increase of the gas exchange or 
pumping work, which is one of the main reasons of the poor part load efficiency of 
SI engines.  
One of the most widely used means to improve the part load efficiency of SI 
engines is the utilization of downsizing in combination with turbocharging [2]: fuel 
consumption and therefore CO2 emissions are being reduced by means of engine 
downsizing, which allows a shift of load points towards higher loads and, as a result, 
towards more efficient zones of the engine map, while performance is being 
preserved or even enhanced despite the smaller displacement thanks to high boost 
levels [3]. 
Other technologies such as Variable Valve Actuation (VVA) and Cylinder 
Deactivation (CD) [22] could be effectively exploited as an alternative or in 
combination with downsizing and turbocharging in order to improve SI engine 
efficiency. Switching off a fraction (typically one half) of engine cylinders at part 
load is entitled as CD, which is an effective way to increase load (and therefore 
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efficiency) of the active cylinders, thus significantly improving part load efficiency 
while preserving full engine performance at Wide Open Throttle (WOT). As a 
result, the enclosed gas in the inactive cylinders works as a pneumatic spring which 
is periodically compressed and decompressed without overall pumping work [8]. 
Cylinder deactivation was first introduced for V8 engines by General Motors 
in the 80s with the title of “Displacement on Demand” [23]. This technology was 
then also applied to two 5.0-l V8 and 5.8-l V8 engines by Daimler in the 90s. Since 
the trend of automotive SI engines is nowadays going towards downsizing, this 
technology has been recently re-introduced in mass production [24], also in smaller 
engines with 4 and even 3 cylinders [25]. However, since cylinder deactivation 
causes lower frequency and higher amplitude torque pulsations at the crankshaft, it 
should be pointed out that the maximum potential fuel economy benefit may not be 
attained in practice due to NVH (Noise, Vibration, and Harshness) limitations [26]. 
Moreover, it is worth mentioning that cylinders cannot be deactivated individually, 
since the unequal cylinder firing intervals would cause unstable running, in other 
words, torque regularity should be guaranteed: hence groups of cylinders are 
usually being deactivated. For instance, in a 4-cylinder engine, the couples of 
cylinders that can be deactivated, with a firing order 1-3-4-2, are either the internal 
(2-3) or the external (1-4) ones. It is obvious that the adoption of this technology on 
a 3 cylinder engine is more challenging, since there is a need for a so called “rolling 
deactivation” of cylinders cycle by cycle [27]. 
Another strategy which is usually being utilized at part load with VVA systems 
is the Early Intake Valve Closure (EIVC), which allows to control the trapped air 
mass inside the cylinder without the need of any pressure loss across the throttle 
[19], [28]. However, the use of EIVC suffers from poor in-cylinder turbulence 
especially at low loads, which might lead to slower combustion rate and even 
misfiring. This weakness can be mitigated by means of the use of internal Exhaust 
Gas Recirculation (iEGR) that can allow significant reductions in terms of pumping 
losses without the need of using a significantly advanced EIVC. However, the 
dilution of the charge tends to adversely affect combustion stability and to increase 
cycle-to-cycle variations, and a proper balance between the use of internal EGR and 
of the advance of the EIVC has therefore to be found, in order to minimize pumping 
losses while preserving an acceptable combustion quality [29]. 
An interesting option is then the combination of CD with EIVC, since in this 
case the fired cylinders will be operated with a more than doubled load, and thus 
with less advanced EIVC and with further reduced losses, as demonstrated in [8], 
where fuel consumption reductions up to 16% in comparison with the conventional, 
throttled engine were achieved at low load, low speed (2 bar bmep, 2000 rpm). 
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Figure 13. Different part load control strategies at 3000 rpm, 2 bar bmep: a) Pumping 
losses (Pumping Mean Effective Pressure PMEP); b) log p – log V diagram; c) intake 
valve lift profiles 
An example of the benefits that can be achieved in terms of pumping losses 
reduction by means of EIVC and by means of EIVC combined with cylinder 
deactivation is shown in Figure 13-a, for a 2 bar bmep, 3000 rpm engine operating 
point, while the corresponding logarithmic pressure-volume diagrams and intake 
valve lift profiles are reported in Figure 13-b and Figure 13-c, respectively.  
From Figure 13-a it can be seen that, in comparison with the conventional, 
throttled engine, the gas exchange or pumping work is already significantly reduced 
by means of EIVC only, although some residual losses still remain, due to the 
pressure drop occurring at small valve lifts (Figure 13-c); then, after the EIVC, the 
trapped charge is expanded and re-compressed, without contributing to the pumping 
work. Similar remarks can be made for the combination of EIVC and CD, although 
thanks to the increased load for the firing cylinders, the valve opening is expanded 
(Figure 13-c), with further reduced pumping losses, and the EIVC is more delayed, 
with further significant benefits in terms of charge turbulence and therefore of 
combustion speed and stability. CD and EIVC can therefore be combined, although 
achieving only a partial combination of benefits. 
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Although the combination of CD with a fully-variable valve train system such 
as the UniValve has been already quite extensively investigated [30], [31], a lack 
of knowledge exists about the possible combination of CD and other VVA systems 
such as the MultiAir, which are typically adopted on the intake side only, thus 
making the cylinder deactivation significantly more complex. 
The aim the work described in this section is therefore the development of an 
innovative strategy, exploiting internal Exhaust Gas Recirculation (iEGR) in the 
inactive cylinders in order to minimize their pumping losses and allowing the 
effective combination of CD with a MultiAir VVA, without any additional 
component added to the exhaust valves. 
3.2 Test matrix 
In the current study, the investigation was focused on the comparison between the 
4-cylinder mode versus the 2-cylinder mode at part load focusing on Engine B 
(more details can be found in Section 2.2). It is noteworthy that the engine can also 
be operated using 3 or 1 cylinder; however, due to drawbacks in NVH, these 
configurations are not discussed. 
The selected operating points are listed in Table 3 including both load and speed 
sweeps: 
• Load sweep at 2000 rpm (1, 2 and 3 bar bmep) 
• Speed sweep at 2 bar bmep (1500, 2000 and 3000 rpm). 
Table 3. Selected test points for displacement modularity analysis 
Engine Speed [rpm] bmep [bar] 
1500 2 
2000 1 
2000 2 
2000 3 
3000 2 
3.3 Innovative cylinder deactivation strategy 
Although cylinder deactivation is generally performed by deactivating both the 
intake and exhaust valves, in order to seal the charge of the inactive cylinders and 
have them operating as pneumatic springs without pumping losses, since the 
MultiAir system allows keeping only the intake valves closed, a novel approach 
was needed in order to exploit CD. 
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In this approach, as far as inactive cylinders are concerned, utilization of early 
Intake Valve Opening (IVO) and Intake Valve Closing (IVC) close to the Top Dead 
Center (TDC) results in higher overlap between the intake and the exhaust valves, 
as shown in Figure 14. Therefore, EGR, which is produced by the active cylinders, 
is introduced instead of fresh air due lower in-cylinder pressure with respect to 
exhaust pressure close Bottom Dead Center (BDC). Afterwards, during the exhaust 
stroke (opened intake valves) EGR is pushed into the intake runners and again is 
re-entered in the inactive cylinders. 
 
Figure 14. Exhaust and intake valve lift profiles to achieve EIVC and iEGR 
Experimental analysis of inactive cylinders losses suggested that there is a 
compromise between the pumping and the heat losses. As it can be observed in 
Figure 15-a and Figure 15-c, the best trade-off between IMEPL and IMEPH, 
referred to Indicated Mean Effective Pressure of the Low (gas exchange stroke) and 
High (compression and expansion strokes) pressure portions of the engine cycle, 
respectively, has to be determined based on in-cylinder pressure analysis. It should 
be noted that for the sake of conciseness “ON” and “OFF” refers to active and 
inactive cylinders, respectively. 
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Figure 15. Effect of an IVC sweep for the inactive cylinders: a) IMEPL_OFF; b) 
IMEP_OFF; c) IMEPH_OFF; d) Volumetric Efficiency 
3.4 Cylinder deactivation benefits 
The performance of the innovative cylinder deactivation strategy were 
experimentally investigated for the engine operating points listed in Table 3, and 
the total pumping losses (i.e. the IMEPL for the whole engine) are shown in Figure 
16-a in comparison with the corresponding values obtained for the 4-cylinder mode, 
in which all cylinders were operated with EIVC and internal EGR, which is the 
strategy generally adopted at part load by the MultiAir system. Moreover, the fuel 
conversion efficiency improvement obtained by modularity displacement with 
respect to 4-cylinder mode for the tested operating point has been depicted in Figure 
16-b. 
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Figure 16. a) Comparison of total IMEPL between 4-cylinder mode and modularity 
displacement for the tested operating points; b) fuel conversion efficiency improvement 
obtained by modularity displacement with respect to 4-cylinder mode for the tested 
operating point in which blue and red are showing positive and negative sign respectively  
To wrap up. since the MultiAir VVA system does not allow exhaust valve 
deactivation, internal Exhaust Gas Recirculation (iEGR) in the inactive cylinders 
has been utilized in order to minimize their pumping losses.  
This innovative cylinder deactivation technique was demonstrated to be 
effective in the low speed and low load operating region of the engine map, below 
3 bar bmep and 3000 rpm, leading to a maximum reduction of pumping losses of 
about 30% compared to the EIVC unthrottled load control. More detail analysis 
regarding the possible benefits of Cylinder Deactivation strategy could be found in 
[7]. 
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Chapter 4  
Knock Mitigation Techniques: 
Miller Cycle and Water Injection 
4.1 Introduction  
Different approaches are currently being explored to achieve knock mitigation in 
downsized, turbocharged engines at high loads [5], including the adoption of cooled 
EGR [10], [11], of water injection [6], of variable compression ratio (for instance 
through variable con rod length) [32], [4], of Miller cycle [14],[33],[34],[35],[15] 
and [19], the latter being achieved by reducing the effective compression ratio 
thanks to a shorter compression stroke and hence reaching lower charge 
temperatures inside the cylinder. The reduction of the effective compression ratio 
can be achieved through a Late Intake Valve Closure (LIVC), as shown in Figure 
17, or through an Early Intake Valve Closure (EIVC). 
 
Figure 17. Comparison of a conventional SI engine cycle (red) and a Miller cycle through 
LIVC (blue) on a log P-log V diagram: both cycles have the same net indicated work 
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Moreover, although the effective compression ratio could be controlled by 
using both EIVC and LIVC, the former inherently reduces the level of turbulence 
in the cylinder, thus leading to a slower flame propagation  ([36] and [18]), and may 
also cause poor fuel-air mixing, while the latter generally shows a less negative 
impact on turbulence and mixture formation. On the other hand, with the LIVC, the 
in-cylinder turbulence levels are preserved and the charge temperature is kept at an 
almost constant level; thus, guarantying a better fuel-air mixing.  
Water injection is another promising technology for knock mitigation at higher 
load operating points. This technology is based on the utilization of high latent heat 
of water in order to cool down the intake charge. Moreover, thanks to increase in 
heat capacity of the total charge, additional temperature decrease can be achieved 
which results in reduction in knock tendency. The water could be injected either in 
the cylinder [37] or in the intake port [38]. It has been demonstrated by Hoppe et 
al. [12] that water injection combined with Miller cycle and cooled external EGR 
could lead to an efficiency increase of maximum 3.8% in the minimum Brake 
Specific Fuel Consumption (BSFC) region. In addition, Harrington [39] has 
indicated that not only knock can be mitigated by using water injection, NOx 
emissions could also be reduced.  
The first part of the current chapter is focused on the experimental investigation 
of Engine B with CR of 10 aiming to evaluate possible fuel consumption benefits 
of the Miller cycle thanks to its knock mitigation capability. In the second part, 
Engine C was considered in which compression ratio of the engine was augmented 
from 10 to 13 thanks to water injection strategy and the fuel consumption benefits 
have been evaluated at different operating points namely low, medium and high 
load condition. 
4.2 Miller cycle 
4.2.1 LIVC versus EIVC analysis 
In order to confirm the superior knock mitigation effects of LIVC with respect to 
the EIVC strategy a preliminary experimental investigation was carried out on 
Engine B (more details can be found in Section 2.2).  
The experimental data gathered at 19 bar bmep, 2500 rpm (hereafter referred 
to as 2500 x 19) which are shown in Figure 18 clearly proves the superior knock 
mitigation capability of the LIVC versus the EIVC. It can be clearly seen that the 
LIVC actuation shows the capability of running the engine with a more advanced 
spark timing; thus, resulting in less delayed combustion process (looking at MFB 
50 in Figure 18-b), and with a leaner mixture (Figure 18-d), without exceeding the 
inlet turbine temperature limit, which was set at 950 °C (Figure 18-c). The better 
combustion phasing and the reduced need for mixture enrichment both contribute 
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to a better indicated fuel conversion efficiency (defined in [36]), as shown in Figure 
18-a. 
On the basis of these preliminary investigations, the EIVC was discarded and 
the research activities were then focused on the LIVC strategy only.  
 
Figure 18. Effects of LIVC and EIVC at 2500 rpm x 19 bar bmep (dotted line shows IVC 
value corresponding to the maximum volumetric efficiency); a) Indicated fuel conversion 
efficiency; b) MFB50; c) Inlet turbine temperature; d) Relative air to fuel ratio (lambda) 
More in detail, a preliminary 3D-CFD simulation was carried out for the intake 
and the compression phases considering two different valve strategy namely EIVC 
and LIVC (Figure 19) to support the experimental investigations. 
 
Figure 19. LIVC and EIVC lifts utilized for the 3D-CFD analysis 
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It is noteworthy that the time dependent pressure and temperature boundary 
conditions are derived from the 1-D model of the whole engine by means of GT-
Power, Figure 20. 
 
Figure 20. Sketch of the CFD models: 1D GT-Power engine simulations (a) provide the 
boundary conditions for the 3D-CFD calculation of the in-cylinder flow (b). 
The Reynolds Averaged Navier-Stokes (RANS) turbulence model utilized in 
this work was the RNG (Renormalization Group) k − ε.  
In order to have the same trapped mass inside the cylinder, it is required to 
increase the boost pressure in the EIVC strategy leading to higher mass flow rate 
and Turbulent Kinetic Energy (TKE) level in part A (Figure 21). Turbulent time 
scales are of the order of one millisecond such that the turbulent kinetic energy is 
rapidly dissipated. In part B, since in the EIVC strategy the intake valves are closed 
earlier, there are no sources to support the turbulence inside the cylinder after Intake 
Valve Closure (IVC) and the TKE decreases rapidly while in the LIVC strategy the 
late closure leads to higher level of turbulence near Top Dead Center Firing 
(TDCF). 
 
Figure 21. The comparison of the TKE between LIVC and EIVC strategies 
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As it can be appreciated from 2D representation of TKE for both EIVC and 
LIVC strategies in Figure 22 and Figure 23, higher in-cylinder TKE level in the 
LIVC strategy is detected. 
 
Figure 22. TKE at 5 degree before TDCF in the EIVC strategy (a) x plane (b)y plane 
 
Figure 23. TKE at 5 degree before TDCF in the LIVC strategy (a) x plane (b)y plane 
More in detail, the analysis has also been performed on the flow field to 
investigate its effect on turbulence. Considering that the destruction of tumble near 
TDCF is one of the main sources of turbulence at TDCF, the comparison of the 
tumble number for both late and early intake valve closure is depicted in Figure 24. 
It can be appreciated that the tumble number of LIVC strategy is higher than the 
EIVC case which is due to the fact that the flow through the intake valves are open 
to support the tumble motion. 
 
Figure 24. Comparison of Tumble number between LIVC and EIVC 
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The 3D visualization of the flow field for LIVC and EIVC is illustrated in 
Figure 25 and Figure 26, respectively. The strong tumble motion at LIVC strategy 
can be observed which is almost preserved during the 20 degrees crank angle, while 
the EIVC indicates a weak tumble motion which is due to the fact that the flow 
through the valves are not supporting the tumble generation. 
 
Figure 25. Velocity field For the LIVC strategy at different crank angle 
 
Figure 26. Velocity field For the EIVC strategy at different crank angle 
4.2.2 Test matrix 
After selecting the LIVC as the more promising strategy for knock mitigation, its 
potential was experimentally evaluated for Engine B (Section 2.2) on a test matrix 
of 22 engine operating points, as shown in Figure 27, including: 
• Load from 14 to 20 bar bmep 
• Speed from 1750 rpm to 5000 rpm 
For each engine operating point, the indicated fuel conversion efficiency 
benefit versus the standard Normal Production (NP) cam profile that could be 
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achieved by exploiting the knock mitigation potential was assessed, without 
exceeding limits reported in Table 4. 
Table 4. Limitations for the test matrix of LIVC analysis, Engine B 
Parameter Unit Limit 
Turbocharger angular speed [rpm] 240 000 
Inlet turbine temperature [°C] 950 
Outlet intercooler temperature  [°C] Fixed at 50 
Peak cylinder pressure [bar] 85 
Absolute boost pressure [mbar] 2500 
Spark Advance - knock limited at trace level 
 
 
Figure 27. Experimental investigation test matrix for LIVC strategy 
4.2.3 Results and discussion  
The benefits that could be achieved by means of LIVC in terms of improvements 
of indicated fuel conversion efficiency referred to the values corresponding to the 
NP cam profile settings are shown in Figure 28. 
As it can be observed, impressive efficiency enhancements (up to 20%) could 
be achieved at medium speeds and high loads (e.g. at 3000 rpm, 20 bar bmep), since 
in this region of the engine operating map the turbocharger is capable of providing 
a sufficient boost pressure to compensate for the reduced volumetric efficiency 
caused by the LIVC, thus, allowing the full exploitation of its knock mitigation 
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capability. On the other hand, although knock limitations are generally more severe 
at lower speeds, (such as 1750 and 2000 rpm), in this region the turbocharger is not 
capable to provide boost levels suitable to support extreme late IVCs, therefore, 
leading to an only marginal exploitation of the LIVC knock mitigation potential and 
as a result to lower efficiency gains in these conditions. Accordingly, at 2000 rpm, 
efficiency improvements (1.4% and 2.7 % respectively) could be obtained only at 
lower loads (14 and 16 bar bmep), while at higher loads (18 and 20 bar), the IVC 
could not be further delayed with respect to the NP settings, due to lack of boost, 
and no efficiency gains could be gathered. The same happened for all the 
investigated loads at 1750 rpm. 
 
Figure 28. LIVC effects on indicated fuel conversion efficiency (% benefits referred to 
NP cam profile settings) 
On the contrary, the LIVC strategy starts to be more efficient at higher speeds, 
2500 rpm, with the benefits ranging from 3.7% to 6.6% at different loads. However, 
at 3000 rpm x 18 bar bmep and 3000 rpm x 20 bar bmep, the highest efficiency 
advantages are achieved around 20.1% and 10.9 %, respectively due to the 
possibility to operate the engine at stoichiometric conditions, without the need of 
mixture enrichment; that was on the contrary mandatory for the NP cam settings, 
in order to keep the turbine inlet temperature below the 950°C limit. 
At 4000 rpm the benefits due to the LIVC strategy, although still important, 
started to decline, since the knock likelihood is partially mitigated by the augmented 
engine speed: in particular, at lower loads, i.e. at 14 and 16 bar bmep, no or only 
marginal (1.1%) benefits were achieved, since with the NP cam settings there was 
no need to significantly retard the combustion phasing in order to avoid knock 
occurrence. At higher loads instead, i.e. at 18 and 20 bar bmep, the knock mitigation 
provided by the LIVC allowed the engine operation with a significant decrease of 
mixture enrichment, thus, leading to relevant efficiency enhancements, equal to 7% 
and 6.5 %, respectively. 
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Identical observations apply to the highest revolution speed under 
investigation, 5000 rpm, for which the exhaust temperature control is the most 
critical issue to be addressed: important improvements could be achieved only at 
16 bar bmep, thanks again to a significant decrease of mixture enrichment. In order 
to more clearly understand the mechanisms through which the LIVC allowed the 
achievement of the abovementioned efficiency gains, further analysis was carried 
out on all the engine operating points under investigation. However, for the sake of 
brevity, only one engine operating point, namely 3000 rpm x 20 bar bmep, will be 
discussed more in details hereafter, being representative, of the maximum 
exploitation of the knock mitigation effect which could be obtained by means of 
LIVC. 
The effects of LIVC at 3000 rpm x 20 bar bmep are reported in Figure 29, 
Figure 30 and Figure 31. As one can see from Figure 29-a, the engine can be 
operated with a delayed IVC of  90 CA After Bottom Dead Center (ABDC); thus, 
achieving a 20% improvement of indicated fuel conversion efficiency with respect 
to NP cam configuration, thanks to the high boost pressure availability (Figure 29-
d), which allows to compensate for the decreased volumetric efficiency (Figure 29-
b), while still reaching the bmep target level (Figure 29-c). Moreover, the increase 
in the boost pressure significantly improves the efficiency of the gas exchange 
process, raising the Low pressure IMEP (hereafter referred to as IMEPL) of about 
0.2 bar, as shown in Figure 30-a. Furthermore, thanks to the knock mitigation effect, 
the combustion phasing can be advanced by 9 CA (the MFB 50 can be moved from 
33 to 24 CA After Top Dead Center (ATDC), Figure 30-c), and the mixture 
enrichment can be reduced up to stoichiometric conditions (Figure 30-b). Despite 
the mixture enleanment, the more advanced combustion phasing leads to a more 
stable process, with a substantial reduction of the Coefficient of Variation (COV) 
of the IMEP (Figure 31-a), and without significant worsening of the burn durations 
(Figure 31-b). Finally, it is worth to be pointed out that further delays of the IVC 
beyond 90 CA ABDC would not be possible, since the target bmep level could no 
more be reached (Figure 29-c), due to an insufficient boost pressure. In conclusions, 
for this operating point, the impressive enhancement of the indicated fuel 
conversion efficiency is to be attributed primarily to the mixture enleanment, then 
to the better combustion phasing, and only marginally to the improvements of the 
gas exchange phase.  
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Figure 29. LIVC effects on: a) indicated fuel conversion efficiency; b) volumetric 
efficiency; c) bmep; d) boost pressure referred to the value corresponding to the 
maximum volumetric efficiency – 3000 rpm x 20 bar bmep. 
 
Figure 30. LIVC effects on: a) IMEPL; b) lambda; c) MFB50; d) effective compression 
ratio - 3000 rpm x 20 bar bmep. 
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Figure 31. LIVC effects on COV of IMEP (a) and combustion durations (b) - 3000 rpm x 
20 bar bmep 
4.3 Water injection 
4.3.1. Test matrix  
The investigation has been carried out on Engine C considering CR10 and CR13. 
First, the whole map of Engine C has been experimentally investigated considering 
Miller cycle with CR10. Afterwards, CR of the engine C was augmented from 10 
to 13 while the WI technology has been combined with Miller cycle in order to 
understand the additional fuel consumption benefits of WI at different operating 
points. Thanks to the WI for knock mitigation and augmented CR, fuel economy 
could be improved at low medium and high load condition. Three main zones of 
the engine map which have been analyzed experimentally are shown in Figure 32 
[6,40]. 
 
Figure 32. Different zones experimentally investigated at CR10 and CR13 for water 
injection analysis [40] 
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4.3.2 Experimental analysis 
As it was already pointed out in the previous sections, thanks to knock mitigation 
potential obtained by water injection, the compression ratio could be increased from 
10 to 13. The comparison between CR10 and CR13 in terms of BSFC reduction is 
illustrated in Figure 33. At higher loads, thanks to the augmented compression ratio 
and water injection, the BSFC has been reduced by maximum 4%. At lower loads 
in which knock is not probable, the water injection technology is not being utilized; 
however, the augmented compression ratio leads to a maximum BSFC reduction of 
4.5%. 
 
Figure 33. Comparison of CR10 and CR13 configuration at different speeds and loads 
Further analysis was performed at each engine operating point, and for sake of 
brevity, two engine operating points, 2000 rpm x 13 bar bmep and 4000 rpm x15 
bar bmep, are presented in Figure 34. It can be realized that combustion phasing is 
improved thanks to water injection allowing advancement of the spark timing. It is 
important to note that about 3% and 4% of BSFC reduction at 2000 rpm x 13 bar 
bmep and 4000 rpm x 15 bar bmep are registered with respect to CR10 
configuration, respectively. 
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Figure 34. a) Delta MFB50; b) Delta MFB50; c) Delta BSFC as a function of water to 
fuel percentage at 2000 rpm x 13 bar bmep and 4000 rpm x 15 bar bmep 
The full load performance of the engine at 2500, 3000 and 5500 rpm has been 
also investigated. It can be seen from Figure 35 that the water injection technology 
allows to use CR13 with limited penalties on performance.  
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Figure 35.Delta bmep with respect to CR10 configuration at full load 
The combustion phasing and delta power changes are depicted in Figure 36. It 
can be appreciated that the delta bmep percentage with respect to CR10 is decreased 
from about 17% (no water injection) to 4% (using around 40% water injection) 
which indicates limited impact on the performance when water injection is utilized. 
 
Figure 36. a) Delta MFB50; b) delta power as a function of water to fuel rate percentage 
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4.3.3 Further development of water injection configuration 
through 3D-CFD 
Although, the potential knock mitigation of WI strategy was confirmed through a 
detailed experimental study, the water injection configuration could be further 
optimized through a preliminary 3D-CFD analysis aiming to fully exploit the 
possible benefits of this technology. It has been observed that phasing and spray 
targeting of the injector have significant effect on the water evaporation and on the 
impingement on the cylinder liner; therefore, a mini Design of Experiment (DoE) 
was performed in order to find the best phasing and spray targeting. 
4.3.3.1 Engine model setup 
3D-CFD simulations were carried out in cold flow conditions for the intake and 
compression phases engine operating point (4000 rpm x 17 bar bmep). The base 
grid was set to 4 mm, with additional mesh refinements up to a local grid size in the 
order to 0.5 mm during the gas-exchange process. The total number of cells at TDC 
was equal to 500’000. It is noteworthy that the time dependent pressure and 
temperature boundary conditions are derived from the 1D model of the whole 
engine by means of GT-Power.  
4.3.3.2 Spray model 
In order to accurately model the water injection phenomenon, it is important to have 
a model which is capable to accurately predict the spray break-up and penetration. 
The experimental measurements reported in Section 2.3.3, which were carried out 
in a pressurized vessel at the same pressure of the intake manifold, have been used 
to refine the spray model. The schematic representation of the geometry of the 
pressurized vessel is shown in Figure 37. The base grid was set to 2 mm, with 
additional mesh refinements up to a local grid size in the order of 0.5 mm for the 
injector.  
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Figure 37. Sketch of the 3D CFD model of vessel 
The Reynolds Averaged Navier-Stokes (RANS) turbulence model utilized in 
this work was the RNG (Renormalization Group) 𝑘 − 𝜀. 
The Kelvin-Helmholtz - Rayleigh-Taylor (KH-RT) breakup length model has 
been used in the current work. In the KH model, the atomization process of the 
relatively large injected blobs is modeled using the stability analysis for liquid jets. 
In addition to the KH breakup mechanism [41], the RT instability is also believed 
to be responsible for droplet breakup. The unstable RT waves are thought to occur 
due to the rapid deceleration of the drops from the magnitude of the drag force. In 
this model, a breakup length 𝐿𝑏 is specified as expressed in Equation 1: 
 
𝐿𝑏 = 𝐶𝑏𝑙√
𝜌𝑙
𝜌𝑔
𝑑𝑛𝑜𝑧 (1) 
 
Figure 38. Schematic of the KH-RT spray breakup model 
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This model assumes that only KH instabilities are responsible for drop breakup 
inside of the characteristic breakup distance, 𝐿𝑏, while both KH and RT 
mechanisms are activated beyond the breakup length. 
The Rosin-Rammler distribution was used to obtain injected drop sizes [42,43]. 
The cumulative probability function for the Rosin-Rammler distribution is given 
by: 
 ?̃? = 1 − exp(−𝜁𝑞)           0 < 𝜁 < 𝜁𝑚𝑎𝑥 (2) 
where 𝑞 is a calibration parameter: 
 𝜁 =
𝑟
?̅?
 (3) 
 ?̅? = Γ(1 − 𝑞−1) 𝑟23 (4) 
where Γ is the gamma function and 𝑟23 is the Sauter mean radius. Once a value 
of ζ is selected, the injected drop radius is determined from: 
 𝑟 = ?̅? 𝜁 = Γ(1 − 𝑞−1)r23𝜁 (5) 
The next step is dedicated to the calculation of injection pressure and velocity. 
The total area of the nozzles for an injector is given by: 
 
𝐴𝑡𝑜𝑡 =
𝜋𝑑𝑛𝑜𝑧
2
4
𝑛𝑛𝑜𝑧 (6) 
Where 𝑛𝑢𝑚𝑛𝑜𝑧and 𝑑𝑛𝑜𝑧 are number and diameter of the nozzles, respectively. 
The injection rate (Figure 39) is given as an input and the mass of injection during 
each interval (𝑑𝑚𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒
) is given by: 
 
𝑑𝑚𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒 =
𝜓𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒 + 𝜓𝑖−1
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒
2
𝑑𝑡𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒𝐴𝑡𝑜𝑡𝜌𝑙 (7) 
Where 𝑑𝑡𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒
 is the time interval between two rate-shape entries and 𝜌𝑙 is 
the liquid spray density. The rate-shape entries are given by 𝜓𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒
, in which 
the units are assumed as velocity [m/s]. hence, the real velocities are calculated by: 
 𝑣𝑖𝑛𝑗 =
𝑚𝑎𝑠𝑠𝑖𝑛𝑗
∑ 𝑑𝑚𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒𝑛
𝑖=1
𝜓𝑖
𝑟𝑎𝑡𝑒𝑠ℎ𝑎𝑝𝑒
 (8) 
The injection pressure is calculated as: 
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𝑃𝑖𝑛𝑗 =
1
2
𝜌𝑙 (
𝑣𝑖𝑛𝑗
𝐶𝑑
)
2
 (9) 
 
Figure 39. a) Injection rate; b) injection pressure 
It is noteworthy that the discharge coefficient has been set such that the 
maximum injection pressure does not exceed the injection pressure reported the 
experiment. Finally, the new injection velocity is calculated as: 
 
𝐶𝑎 =
𝐶𝑑
𝐶𝑣
 (10) 
 𝑣𝑖𝑛𝑗,𝑛𝑒𝑤 =
𝑣𝑖𝑛𝑗
𝐶𝑎
 (11) 
Where 𝐶𝑣 and 𝐶𝑎 are the velocity and contraction coefficients, respectively. 
 4.3.3.3 Spray model results 
The comparison between the simulated and experimental spray penetration is 
shown in Figure 40. It can be seen that simulated and experimental penetrations are 
in good agreement, both in the transient and steady state part of the spray. 
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Figure 40. Comparison between experimental and simulated spray penetration 
The experimental Sauter Mean Diameter (SMD) of the water droplets has been 
measured at two different distances from the spray tip, namely 50 mm and 90 mm. 
The measurement locations are in the x traverse as shown in Figure 41. Comparing 
the SMD values at 𝑧 = 50 𝑚𝑚 (blue line) and 𝑧 = 90 𝑚𝑚 (red line) from Figure 
41, it can be observed that SMD increases as the distance from the injector tip 
increases which is due to the fact that larger particles have enough momentum to 
move forward, while the smaller ones are being broken up and stopped by the drag 
of the flow. 
More in detail, the simulated and experimental visualization of the spray (as 
shown in Figure 42 after 3 ms from energizing time start, and Figure 43 after 6 ms 
from energizing time start) confirms that larger particles could travel a larger 
distance from the injector tip. 
 
Figure 41. SMD values at different stations at z=50 mm and z=90 mm 
72 Knock Mitigation Techniques: Miller Cycle and Water Injection 
 
 
Figure 42. Comparison between experimental and simulated spray shape in the vessel 
after 3 ms 
 
Figure 43. Comparison between the experimental and simulated spray shape in the vessel 
after 6 ms 
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In order to calculate average SMD from experimental measurements, the 
weighted average based on the number of particles in each station has been 
calculated which is written as Equation 12: 
 
𝑆𝑀𝐷𝑚𝑒𝑎𝑠,𝑎𝑣𝑒 =∑
𝑛𝑖𝑆𝑀𝐷𝑖
∑𝑛𝑖  
𝑁
𝑖=1
                      𝑁 = # 𝑜𝑓 𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑠 (12) 
The SMD estimated from 3D-CFD can be calculated using a box as shown in 
Figure 44. The SMD of particles which are present in the box are calculated at each 
time as shown in Figure 45 (denoted by 𝑆𝑀𝐷𝑠𝑖𝑚 in Equation 13). The average 
simulated SMD (shown by 𝑆𝑀𝐷𝑠𝑖𝑚,𝑎𝑣𝑒 in Equation 13) can be obtained by 
integrating the time dependent SMD from tstart to tend=20 ms, shown in Equation 13. 
 
𝑆𝑀𝐷𝑠𝑖𝑚,𝑎𝑣𝑒 =
1
𝑡𝑒𝑛𝑑 − 𝑡𝑠𝑡𝑎𝑟𝑡
∫ 𝑆𝑀𝐷𝑠𝑖𝑚𝑑𝑡
𝑡𝑒𝑛𝑑
𝑡𝑠𝑡𝑎𝑟𝑡
 (13) 
 
Figure 44. Defined box in the 3D-CFD domain aiming to calculate SMD 
 
Figure 45. SMD at z=50 mm and z=90 mm as a function of time (based on 3D-CFD) 
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A comparison between simulated and measured average SMD is shown in 
Figure 46. The trend is well captured by the model and the matching is acceptable, 
showing slight overestimation by the model. 
 
Figure 46. Comparison between simulated and measured SMD at z=50 mm and z=90 mm 
(measured from tip of the injector) 
 
4.3.3.4 Engine model results 
After the calibration of the 3D-CFD injector model, the model can be integrated 
with the engine model to further evaluate the effectiveness of water injection. Three 
different configurations can be considered in terms of spray targeting, as shown in 
Figure 47, including: 
• Counter flow: in which the water is injected on the opposite direction of the 
intake charge, shown in Figure 47-a 
• Parallel flow: in which the water injection is in the same direction of the 
intake charge, shown in Figure 47-b 
• Perpendicular (vertical): in which the water is injected perpendicular to the 
direction of the intake charge, shown in Figure 47-c 
It is worth mentioning that the standard configuration which is tested in the test 
rig is the parallel flow one. 
In addition to the abovementioned configurations in terms of spray targeting, 
different phasing for the End of Injection (EOI) can also be considered: 360 and 
450 °. As an example, the injection rate for EOI 360 and 450 ° is depicted in Figure 
48. It can be observed that when EOI 360° is used (purple curve), the intake valve 
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starts to open at end of injection, while for the EOI of 450° the intake valve is open 
during whole water injection duration. 
Therefore, a mini DoE was performed in order to find the best phasing and 
spray targeting for each configuration.  
 
Figure 47. Schematic representation of different spray targeting: a) counter flow; b) 
parallel flow; c) perpendicular configuration 
 
Figure 48. Injection rates at EOI of 360 and 450°C 
As an example, the 3D-CFD visualization of water and fuel particles at different 
crank angles using parallel flow configuration and EOI of 360° is shown in Figure 
49. As it can be observed from the 3D-CFD visualization, a portion of water remains 
in the film at the intake port after IVC timing which will not contribute to the knock 
mitigation effect. 
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Figure 49. The visualization of water (blue) and fuel (red) particles at different crank 
angles with the standard configuration (parallel flow) and EOI=360 degrees 
More in detail, it is important to understand how the water is distributed (in 
terms of evaporation, liquid particles in the charge and impingement on the wall) 
inside the cylinder and intake region. Therefore, for the sake of brevity, water 
distribution for the parallel flow configuration using EOI of 360° is shown in Figure 
50 and Figure 51 in the cylinder and intake region, respectively in which: 
• Gas phase: referred to the evaporated water in the flow 
• Liquid phase: referred to the amount of liquid in the flow regime 
• Film: referred to the amount of water sticking to the wall 
It can be observed from Figure 50 that the maximum amount of water 
evaporated inside the cylinder is around 50% and there is still some amount water 
in the liquid form at IVC. Moreover, in the intake region (Figure 51), around 20% 
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of the water is in the film portion at the IVC timing and the rest of the water is in 
the gas phase, while a small portion is in the liquid phase. 
 
Figure 50. Water distribution in the cylinder region for the parallel configuration, 
EOI=360 degrees 
 
Figure 51. Water distribution in the intake region for the parallel configuration, 
EOI=360 degrees 
However, in order to numerically evaluate the effectiveness of different 
configurations and phasing, two indexes, 𝐼𝑛𝑑𝑒𝑥1 and 𝐼𝑛𝑑𝑒𝑥2, have been defined 
as reported in Equation 14 and Equation 15, respectively. 𝐼𝑛𝑑𝑒𝑥1 (index of water 
evaporation) aims to evaluate how effective is the water injection in terms of charge 
air cooling, by comparing the amount of water which is evaporated with the total 
amount of water injected, while 𝐼𝑛𝑑𝑒𝑥2 (index of liner dilution) aims to evaluate 
the effect of water on diluting the lube oil on the liner. 
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𝐼𝑛𝑑𝑒𝑥1 =
𝐼𝑛𝑠𝑡𝑎𝑛𝑡𝑎𝑛𝑒𝑜𝑢𝑠 𝑤𝑎𝑡𝑒𝑟 𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑒𝑑
𝑡𝑜𝑡𝑎𝑙 𝑤𝑎𝑡𝑒𝑟 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
  (14) 
 
𝐼𝑛𝑑𝑒𝑥2 =
𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑜𝑓 𝑡ℎ𝑒 𝑤𝑎𝑡𝑒𝑟 𝑓𝑖𝑙𝑚 𝑜𝑛 𝑙𝑖𝑛𝑒𝑟
𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑤𝑎𝑡𝑒𝑟 𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑒𝑑 𝑖𝑛𝑠𝑖𝑑𝑒 𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟
 (15) 
It can be observed from Figure 52 that the evaporation index is maximized 
using vertical configuration and EOI=360 degrees. The superior characteristic of 
the vertical configuration is confirmed in Figure 53 for EOI=450 degrees. In 
addition, the effect of phasing is shown in Figure 54 which indicates that the EOI 
of 360 degrees improves the water evaporation.   
 
Figure 52. The comparison of the index of evaporation for different configuration with 
EOI=360 degrees 
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Figure 53. The comparison of the index of evaporation for different configuration with 
EOI=450 degrees 
 
Figure 54. The comparison of the index of evaporation for vertical configuration and 
different EOIs 
Considering the effect of different configurations and phasing on index of 
dilution (Figure 55, Figure 56 and Figure 57), it can be observed that counter and 
vertical configurations with the EOI of 360 degrees have the lowest value which 
indicates lower liner dilution effect. 
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Figure 55. The comparison of the index of dilution for different configuration with 
EOI=360 degrees 
 
 
Figure 56. The comparison of the index of evaporation for different configuration with 
EOI=450 degrees 
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Figure 57. The comparison of the index of dilution for vertical configuration with 
different 
In conclusion, preliminary 3D-CFD results showed that according to index of 
evaporation and index of dilution presented, the vertical configuration with EOI 
360 degrees provides more advantages and therefore higher knock mitigation 
benefits with respect to other configurations. Therefore, in future investigations, 
different configurations including vertical could be further tested in experiments to 
maximize the benefits achieved through WI strategy. 
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Chapter 5 
0D Combustion Modelling 
5.1 Introduction 
As the new downsized and turbocharged SI engines become more complex, the 
necessity to have reliable predictive combustion models capable to find the 
optimized configuration becomes dramatically important. 
The first step to have a predictive combustion model is to have robust and 
reliable methods for the prediction of flow related phenomena such as turbulence, 
Mean Kinetic Energy (MKE) and length scale. Since 3D-CFD models are 
computationally expensive, it is not always possible to use them for the calibration 
purposes; hence, an accurate, cost effective and fast modeling approach in 0/1D 
simulation, with which a great number of configurations can be compared to find 
the most suitable solution of the analyzed problem, is required.  
Several 0D turbulence models aiming to reproducing very complex 3D 
phenomena have been developed, based on homogenous and isotropic assumption 
[44,45]. For instance, Bozza et al. [46] have proposed a turbulence model belonging 
to K-k family in which the length scale is firstly estimated by the instantaneous 
clearance height inside the cylinder, and then adjusted by means of a calibration 
constant. This model has been used also by Vitek et al. [47]. De Bellis et al. [48] 
have implemented the same K-k model by using four different Wiebe functions to 
evaluate the length scale; however, this approach adds some constants to the 
problem that makes the calibration procedure more challenging. Rivas et al. [49] 
has proposed a method in which two balance equations for Turbulent Kinetic 
Energy (TKE) and dissipation rate are solved and the macro scale kinetic energy is 
imposed.  
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After estimation of flow parameters by a turbulence model, the predicted flow 
parameters have to be implemented in a predictive combustion model, in order to 
obtain the proper flame front development, burn rate and in-cylinder pressure. For 
instance, Gatowsky [50] has shown that the flame propagation within the turbulent 
flow field is a very thin and highly wrinkled surface inside the combustion chamber, 
and several combustion models can be found in literature trying to mimic these 
phenomena, such as [51], [52], [48] and [53]. In the current paper the so-called SI-
Turb predictive combustion model is utilized which is described in more details in 
the following sections.  
After calibration of the combustion model for the mean cycle, it is important to 
define a procedure to simulate CCV. A basic method for the CCV simulation 
consists of modeling of the combustion by means of a Wiebe function, whose 
coefficients are randomly varied ([17],[54]) to reproduce the experimental cyclic 
dispersion. Bozza et al. ([55],[56])  has utilized the experimental variation of 
maximum pressure and Indicated Mean Effective Pressure (IMEP) and has used a 
polynomial function in order to fit the mentioned parameters. The problem is that 
these models are not capable of predicting CCV outside of specific operating points 
studied. Indeed, they are the result of a fitting procedure of experimental data rather 
than the variation of real combustion parameters resulting in lack of prediction. 
The other approach often used to model CCV is to perform multi-cycle 
simulations in which the input parameters of standard 1D-CFD combustion 
chamber models are randomly perturbed from cycle to cycle [44], [47]. In this kind 
of approach, a thorough experimental analysis is required to find the main cause of 
CCV and consequently to perturb the relevant combustion parameters in order to 
predict CCV at various operating points.   
After simulating CCV, the final step is to have a knock model aiming to model 
auto-ignition of the end-gas. Models predicting auto-ignition of unburned mixture 
in spark-ignition engines range from simple empirical expressions to complex 
formulations featuring reduced or full chemical kinetics. Detailed chemical kinetic 
[57] models contain several elementary reactions and species required to define the 
combustion process.  The detailed kinetic mechanism of n-butane and isobutene has 
been investigated by Wilk et al. [58] for the analysis of auto-ignition. This type of 
model can be utilized in conjunction with 3D-CFD as a part of a larger model in 
order to study the reactive flows [59]. Although these methods are very accurate for 
the prediction of knock onset, the problem is that they require substantial 
computational effort which makes them inefficient for control and optimization 
purposes. 
Another alternative approach for studying auto-ignition is using the reduced 
chemical kinetics which captures only the rate limiting reactions leading to auto-
ignition [60]. This approach is computationally efficient and it can be implemented 
for the prediction of combustion pathway by the proper calibration [61]. Cowart et 
al. [61], [62] has shown that both reduced and detailed mechanisms are capable of 
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predicting auto-ignition, while the time associated for these kind of simulations is 
still high to be utilized for control purposes; hence, it is of crucial importance to 
develop 0D models for this stochastic phenomena.  
0D knock models are typically based on the approach developed by Livengood 
and Wu [63] which is the so-called knock integral method. Soylu et al. [64] has 
incorporated the knock integral method combined with a 0D model and has 
determined the Knock Limited Spark Advance (KLSA). Douaud and Eyzat [65] 
have proposed an Arrhenius function for the calculation of induction time with two 
calibration parameters which should be adjusted to fit the experimental knocking 
onset. This model has been widely used for the analysis and simulation of auto-
ignition in 0D simulations [17]. 
In this chapter, a 0-D turbulence model [66] belonging to K-k and k- ε model 
family is presented, in which three sets of equations for “mean kinetic energy”, 
“turbulent kinetic energy” and “dissipation rate” are solved at each time step. 
Afterwards, the model is calibrated on the basis of a single 3D-CFD simulation 
carried out in one engine operating point, and it is shown that the model is capable 
of properly predicting the level of turbulence for different engine operating points. 
Afterwards, the above described turbulence model has been coupled with the SI-
Turb predictive combustion model [16], which was calibrated using Design of 
Experiments (DoE) method coupled with Genetic Algorithm (GA) to predict the 
burn rate at various operating points.  It is worth to be pointed out that a single set 
of calibration parameters were used for all the engine operating points, covering a 
broad range of engine speeds and loads. 
In the next step, the sensitivity of different stages of combustion has been 
investigated by multi cycle analysis of the burn rates at different operating points. 
It is confirmed that both first and second stages of combustion vary from cycle to 
cycle; therefore, it is of crucial importance to take into account both variations.  
Finally, an innovative procedure has been adopted in order to obtain Probability 
Density Functions (PDFs) of two calibration constants of the SI-Turb combustion 
model in order to simulate CCV. Finally, the CCV model has been coupled with a 
0D knock model in order to calculate KLSA at different operating conditions. 
5.2 Test matrix 
5.2.1 Engine A test matrix 
The experimental investigation has been carried out at 6 different engine loads, 
namely 2, 4, 6, 8, 10, 12 and 16 bar bmep, and 6 different engine speeds, namely 
1500, 2000, 2500, 3500, 4000 and 4500 rpm. Moreover, spark timing sweeps were 
also carried out at 12 and 16 bar bmep, in order to better assess the predictive 
capability of the model. The test matrix is depicted in Figure 58. The engine has 
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been operated at stoichiometric air to fuel ratio and fuel type by which the 
experiment has been performed is gasoline 95 Research Octane Number (RON).  
 
Figure 58. Experimental test matrix: operating points highlighted in red were used for 
model calibration, while points shown in blue and in green were used for the assessment 
of the model predicting capabilities 
5.2.2 Engine B test matrix 
The experimental tests performed on Engine B include lambda and spark sweeps at 
2500 x 17, 4000 x 14, 2500 x 22, 4000 x 21 [rpm x bar bmep]. 
5.2.3 Engine C test matrix 
The experimental tests performed on Engine C, using CR13, include: 
• EGR sweep at 2000 x 10, 3000 x 10, 4000 x 10, 3000 x 13, 4000 x 
13[rpm x bar bmep]. 
• Water injection and Spark Advance (SA) sweep at 2000 x 15, 4000 x 
17 [rpm x bar bmep]. 
5.3 0D turbulence model 
The 0D turbulence model has been conceived and elaborated by the development 
team of Gamma Technologies LLC, IL, USA in GT-SUITE which is described in 
details in [66]. In a 0D setting, most in-cylinder flow models found in the literature 
follow either a K-k energy cascade approach, where K is the mean kinetic energy 
and k is the turbulent kinetic energy, or a k- ε approach, where ε is the dissipation 
rate. In the energy cascade method [67], the mean kinetic energy and turbulent 
kinetic energy are modeled via two differential equations, one each for K and k. 
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Algebraic equations are used to model the turbulence dissipation rate and integral 
length scale. Mean Kinetic Energy, generated primarily due to valve flow, leads to 
the production of turbulence via shear stresses, modeled as a production source 
term. In the k- ε method [68] turbulent kinetic energy and its dissipation are 
modeled via two differential equations. The effects of mean fluid motion are added 
via source terms (representing intake flow, turbulence production via shear, etc.) in 
the turbulent kinetic energy equation. Integral length scale of turbulence is obtained 
as an output of the two equations via the Equation 16: 
 
𝐿𝑡 = 0.164
𝑘
3
2
ε
 (16) 
Effects of tumble and/or swirl are modeled via additional differential equations 
conserving angular momentum. Source terms in the angular momentum and the 
turbulence equations capture the effects of mean motion decay and production of 
turbulence, respectively. 
In this model, the K-k and the k-𝜖 approaches have been combined via three 
differential equations. (Equation 17, 18 and 19)  
 𝑑(𝑚𝐾)
𝑑𝑡
= 𝐶𝑖𝑛(1 − 𝛼𝑖𝑛)𝐸𝑖𝑛 + 𝐾?̇?𝑜𝑢𝑡 − 𝑃𝑘 (17) 
 𝑑(𝑚𝑘)
𝑑𝑡
= 𝐶𝑖𝑛𝛼𝑖𝑛𝐸𝑖𝑛 + 𝑘?̇?𝑜𝑢𝑡 + 𝑃𝑘 + 𝐶𝑡𝑢𝑚𝑏𝑇𝑓 −𝑚𝜖̇ (18) 
 𝑑𝑚?̀?
𝑑𝑡
= 𝐶𝑖𝑛𝐸𝑖𝑛
√𝑘
𝐿
+ 𝜖̇?̇?𝑜𝑢𝑡 + 𝑃?̇? + 𝐶𝑡𝑢𝑚𝑏𝑇𝑓𝑓
√𝑘
𝐿
− 1.92
𝑚𝜖̇2
𝑘
 (19) 
The equations shown above govern the evolution of the following flow 
quantities: 
• Mean kinetic energy 𝐾 =
1
2
𝑈2, where 𝑈 is the mean velocity inside the 
cylinder.  
• Turbulent kinetic energy 𝑘 =
3
2
𝑢′2 where 𝑢′ is the intensity of the 
turbulent field inside the cylinder, assumed to be homogeneous and 
isotropic.  
• Turbulent dissipation rate 𝜖̇. 
The first term on the right-hand side of each equation describes the production 
of each quantity due to flow entering the cylinder. The term 𝐸𝑖𝑛 is calculated as 
Equation 20. 
 
𝐸𝑖𝑛 = (1 − 𝐶𝑇)
1
2
?̇?𝑖𝑛𝑣𝑖𝑛
2  
(20) 
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Where ?̇?𝑖𝑛 and 𝑣𝑖𝑛 are the mass flow rate and isentropic velocity of the flow 
entering the cylinder, respectively. 𝐶𝑇 is the tumble coefficient associated with the 
valves, typically measured on a steady state flow bench as a function of the valve 
lift and provided as an input to the 0D model. The tumble coefficient provides a 
measure of the fraction of inflow energy that is imparted to the tumble macro-
vortex. This coefficient takes on values from 0 to 1. 
The coefficient 𝛼𝑖𝑛 is indicative of the fraction of inflow energy that directly 
enters the cylinder as turbulence and is not generated by the cascade process. It tries 
to model turbulence generated in the cylinder as soon as the valves open causing 
significant shearing flow and was set to a fixed value of 0.1. 
The term 𝐶𝑖𝑛 = 0.18×𝐶1 is a model parameter which is used to account for the 
actual flow velocities through the valves, which are not equal to the isentropic ones. 
𝐶1 is a tuning constant which can be used to adjust the magnitude of the inflow 
source term. Exhaust backflow into the cylinder, which is included in the inflow 
source term, typically occurs for a shorter period of time compared to the intake 
flow. Also, this high velocity backflow is typically localized to a smaller region of 
the cylinder. This localized source of energy can be well resolved by 3D-CFD and 
hence it makes a small contribution to the values of energy that are averaged over 
the entire cylinder. However, the 0D model does have the required spatial resolution 
to capture this localized source and hence energy coming in the cylinder via exhaust 
backflow was scaled differently to incorporate the effect of localization. A scaling 
constant equal to 0.3𝐶𝑖𝑛 was found to produce appropriate results. The second term 
in the equations describes the energy flowing out of the valves, where ?̇?𝑜𝑢𝑡 is the 
mass flow rate of the flow exiting the cylinder.  
The terms 𝑃𝑘 and 𝑃?̇? model the production of turbulent kinetic energy and 
dissipation rate, respectively, from the large-scale mean flows via the energy 
cascade process. These terms are calculated as Equation 21 and Equation 22. 
 
𝑃𝑘 = 𝐶𝛽𝑣𝑇
2𝑚𝐾
𝐿2
−
2
3
𝑚𝑘(
?̇?
𝜌
) (21) 
 
𝑃?̇? =
𝜖̇
𝑘
(5.76𝐶𝛽𝑣𝑇
𝑚𝐾
𝐿2
̇
− 2𝑚𝑘 (
?̇?
𝜌
) −
2.64
3
𝑚𝑣𝑇 (
?̇?
𝜌
)
2
)  (22) 
Where: 
• 𝑣𝑇 = 0.09
  𝑘2
?̇?
  is the turbulent viscosity, 
• 𝜌 and ?̇? is the density and rate of change of density of the charge inside 
the cylinder respectively  
• 𝐶𝛽 = 0.38𝐶2 is a model parameter  
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• The term 𝐿 = 𝐶𝑙𝑒𝑛×min (𝑠, 0.5𝐵), 𝐵 being the bore of the cylinder and 
𝑠 the instantaneous piston stroke, is representative of a geometric length 
scale.  
• The model parameter 𝐶𝑙𝑒𝑛 = 0.19×𝐶3  modulates the value of the 
length scale. The tuning constants 𝐶2 and 𝐶3  can be used to adjust the 
magnitudes of the production source terms. The forms of the production 
terms shown in Equation 21 and Equation 22 are motivated by their 
forms in the k-𝜖 equations typically used in 3D-CFD [69] 
The terms including the quantity 𝑇, model the production of turbulence due to 
the decay of the tumble macro-vortex during the compression stroke and 𝐶𝑡𝑢𝑚𝑏 is 
a tuning constant that controls the intensity of this process. The last term on the 
right-hand side of each equation acts as a sink term for that respective quantity. The 
mean kinetic energy is converted into turbulent kinetic energy via turbulent 
dissipation modeled by the term 𝑃𝑘, the turbulent kinetic energy is converted into 
heat via viscous dissipation 𝑚𝜖̇ and the dissipation of the turbulent dissipation rate 
is given by the term 1.92
𝑚?̇?2
𝑘
. 
 
Figure 59. Illustration of the tumble macro-vortex. 
The rotational component of the mean flow, i.e. the tumble, is modeled as a 
single macro-vortex, as shown in Figure 59, whose evolution is described via an 
equation for its angular momentum 𝐿 = 𝑚?̃?2𝜔 given as Equation 23. 
 𝑑𝐿
𝑑𝑡
= ?̇?𝑖𝑛 + ?̇?𝑜𝑢𝑡 − 𝐿𝑓 (
𝑠
𝐵
)
√𝑘
?̃?
 (23) 
The first term on the right-hand side of Equation 23 represents the tumble 
production by the incoming charge which is defined as Equation 24: 
 ?̇?𝑖𝑛 = 𝐶𝑇?̇?𝑖𝑛|𝑣𝑖𝑛|?̃? (24) 
Where ?̃? is the radius of the tumble macro-vortex and is modeled as ?̃? =
1
4
 √𝐵2 + 𝑠2. The second term on the right-hand side of Equation 23 accounts for 
flow out of the cylinder and is given by Equation 25, in which 𝜔 is the angular 
speed of the tumble macro-vortex. 
 ?̇?𝑜𝑢𝑡 = ?̇?𝑜𝑢𝑡?̃?
2𝜔 (25) 
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The third term on the right-hand side of Equation 23 accounts for the decay of 
the tumble vortex during compression and its conversion to turbulence close to Top 
Dead Center (TDC). It is modeled in a fashion similar to Grasreiner et al. [70]. The 
decay is proportional to the turbulence levels in the cylinder and is modulated by 
the term 𝑓 (
𝑠
𝐵?̃?
). This term seeks to intensify the tumble decay as the piston 
approaches close to TDC. The tumble decay function 𝑓 is plotted versus (
𝑠
𝐵
) in 
Figure 60. The contribution of tumble decay to turbulence is modeled via the term 
𝑇 given by Equation 26. 
 
𝑇 =
1
2
𝐿𝜔𝑓(
𝑠
𝐵
)
√𝑘
?̃?
 (26) 
 
Figure 60. Tumble decay function 
Finally, since both turbulent kinetic energy and dissipation rate are being 
modeled in the proposed model, evolution of the integral length scale over time can 
be easily be obtained via Equation 16. 
The proposed flow model can be calibrated to match 3D-CFD results by 
varying the following tuning constants: 
✓ 𝐶1- controls the levels of mean and turbulent kinetic energies during inflow 
into the cylinder.  
✓ 𝐶2, 𝐶3- control the production of turbulence from the mean flow.  
✓ 𝐶𝑡𝑢𝑚𝑏- controls the contribution of tumble decay to turbulence production. 
Note that the tuning constants 𝐶1, 𝐶2 and 𝐶3 influence the model parameters 
𝐶𝑖𝑛, 𝐶𝛽 and L, respectively. The effects of varying these tuning constants 
individually on the turbulent kinetic energy output from the model are shown in 
Figure 61. 
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Figure 61. Effects of varying the tuning constants of the 0D model on turbulent kinetic 
energy output.  
5.4 SI-Turb predictive combustion model 
The main characteristics of the SI-Turb combustion model which was adopted in 
this work will be briefly summarized hereafter for reader’s convenience. More 
details can be found in [71], [53]. 
The entrained mass rate of the unburned gas (
𝒅𝑴𝒆
𝒅𝒕
) is dependent on the flame 
area (𝑨𝒇) and the entrained velocity as expressed by Equation 27, where , 𝑺𝑳  and 
𝑺𝑻  are laminar flame speed and turbulent flame speed, respectively. 
 𝑑𝑀𝑒
𝑑𝑡
= 𝜌𝑢𝐴𝑓(𝑆𝐿 + 𝑆𝑇) (27) 
During the first flame kernel development phase, the gas entrainment is limited 
by the laminar flame speed, and it is therefore important to account for transition to 
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the turbulent flame speed, which can be indicated by Equation 28, where 𝑅𝑓, 𝑢
′and 
𝐿𝑡 are flame radius, turbulent intensity and turbulent length scale, respectively.   
 
𝑆𝑇 = 𝐶𝑠𝑢
′(1 −
1
1 +
𝐶𝑘𝑅𝑓
2
𝐿𝑡
2
) 
(28) 
In Equation 28, the flame kernel growth multiplier (𝐶𝑘) scales the flame front 
evolution from an initial smooth surface – corresponding to a laminar-like 
combustion – to a fully developed turbulent wrinkled flame, while the turbulent 
flame speed multiplier (𝐶𝑠) is a scaling factor for the turbulent flame speed. 
The rate of burnup (
𝑑𝑀𝑏
𝑑𝑡
) is then proportional to the unburned mass behind the 
flame front, resulting in Equation 29. 
 𝑑𝑀𝑏
𝑑𝑡
=
𝑀𝑒 −𝑀𝑏
𝜏
 (29) 
Where τ is assumed to be the time needed by the laminar flame speed to cover 
the Taylor microscale (λ) of turbulence, expressed by Equation 30. Assuming 
isotropic turbulence, the Taylor micro scale can be computed by using Equation 31, 
where  𝐶𝜆 is a further calibration parameter. 
 
𝜏 =
𝜆
𝑆𝐿
 
(30) 
 
𝜆 =
𝐶𝜆𝐿𝑡
√𝑅𝑒𝑡
              where         𝑅𝑒𝑡 =
𝜌𝑢𝑢
′𝐿𝑡
𝜇
 
(31) 
Finally, the effect of dilution (exhaust residuals and EGR) on the laminar flame 
speed is taken into account by means of a further calibration parameter, the Dilution 
Exponent Multiplier (DEM), as shown in Equation 32. 
 
𝑆𝐿 = (𝐵𝑚 − 𝐵𝜙(𝜙 − 𝜙𝑚)
2) (
𝑇𝑢
𝑇0
)
𝛼
(
𝑝
𝑝0
)
𝛽
(1 − 2.06𝐷𝑖𝑙𝑢𝑡𝑖𝑜𝑛2.77𝐷𝐸𝑀) (32) 
Where: 
• 𝐵𝑚 is the maximum laminar speed which is set to 0.35 𝑚/𝑠 
• 𝐵𝜙 is laminar speed roll-off value which is used to describe the decay 
profile of the flame speed from its maximum value as a function of fuel/air 
equivalence ratio which is set to −0.549 
• 𝜙 is the in-cylinder equivalence ratio 
• 𝜙𝑚 is the fuel/air equivalence ratio at the maximum laminar flame speed 
which is set to 1.10 
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model 
93 
 
• 𝑇𝑢 is the unburned gas temperature 
• 𝑃 is the in-cylinder pressure 
• 𝑇0 is the reference temperature equal to 298 K 
• 𝑝0 is the reference pressure equal to 101325 Pa 
• 𝛼 is the temperature exponent, 𝛼 = 2.4 − 0.271𝜙3.51 
• 𝛽 is the pressure exponent, 𝛽 = −0.357 + 0.14 𝜙2.77 
• 𝐷𝑖𝑙𝑢𝑡𝑖𝑜𝑛 is the mass fraction of the residuals in the unburned zone 
5.5 3D-CFD preliminary analysis for calibration of 0D 
turbulence model 
In this work, the 3D-CFD simulation has been done for the cold flow motored 
condition using a Reynolds Averaged Navier-Stokes (RANS) turbulence model. 
The 3D-CFD outputs at one operating point is being utilized for Engine A in order 
to calibrate the 0D turbulence model. The other operating points are used for the 
validation of the model.  
The mass averaged integral length scale (𝐿𝐼), the specific turbulent kinetic 
energy (𝑇𝐾𝐸) and the mean flow kinetic energy (𝑀𝐾𝐸) are calculated all over the 
3D domain according to Equations group 33,  where i, ρ, U and V represent cell 
number, density, mean flow velocity and volume, respectively. The calibration 
constants which are adopted in the 0D turbulence model is being utilized in order 
to match the turbulent kinetic energy and integral length scale of turbulence in the 
0D model with the mass averaged integral length scale (𝐿𝐼)  and the specific 
turbulent kinetic energy (𝑇𝐾𝐸) coming from 3D-CFD.  
 
{
  
 
  
 𝐿𝐼 =
∑ 𝜌𝑖𝑉𝑖𝐿𝐼,𝑖𝑖
∑ 𝜌𝑖𝑉𝑖𝑖
𝑇𝐾𝐸 =
∑ 𝜌𝑖𝑉𝑖𝑘𝑖𝑖
∑ 𝜌𝑖𝑉𝑖𝑖
𝑀𝐾𝐸 =
∑ 𝜌𝑖𝑉𝑖𝑈𝑖
2
𝑖
∑ 𝜌𝑖𝑉𝑖𝑖
  ; 𝑈𝑖 = √𝑢𝑖
2 + 𝑣𝑖
2 + 𝑤𝑖
2
 (33) 
5.6 0D calibration of the model for the mean cycle 
After the calibration of the 0D turbulence model, the model constants are fixed for 
the calculation of the turbulent length scale and the turbulent intensity which are 
required as inputs for the SI-Turb combustion model. Afterwards, the procedure 
described in this section was utilized in order to calibrate the SI-Turb combustion 
model by tuning 𝐶𝑘, 𝐶𝑠, 𝐶𝜆 and DEM constants. The 12 engine operating points at 
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6 and 10 bar bmep, shown in red in Figure 58, were chosen for the calibration of 
the combustion model, while the other operating points were used for the 
assessment of the predictive capability of the model. 
A Design of Experiment (DoE) [72] methodology, integrated with a Genetic 
Algorithm (GA) optimization search method, was used in order to identify the 
optimized calibration parameters  𝐶𝑘, 𝐶𝑠, 𝐶𝜆 and DEM aiming to minimize the error 
between experimental and simulated burn rates for the selected operating conditions 
(i.e. 6 and 10 bar bmep points) in the engine map. 
As far as DoE is concerned, after a preliminary analysis on the calibration 
constants, the calibration parameters were varied ranging from 0.5 to 2. A 0.05 
increment for each parameter would have required, with a full factorial approach, a 
total number of experiments of 810’000 for each engine operating point, which is 
clearly not feasible. A Latin Hypercube approach for the DoE analysis was 
therefore preferred, which, with the same variation range for each parameter from 
0.5 to 2, can explore all the region under investigation by means of a reduced 
number of experiments, which was chosen to be equal to 2000 for each operating 
point.  
Afterwards, the fitting equation for the error between experimental and 
simulated burn rates should be identified. The quadratic polynomial in Equation 34 
has been used in order to represent the mentioned error. In order to find the best 
value of 𝑎𝑖(𝑖 = 1,2, … 14), the least square method has been utilized. It is obvious 
that the fitting procedure should be done for all of the operating points used for the 
calibration procedure. 
 𝑏𝑢𝑟𝑛 𝑟𝑎𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 = 𝑎1 + 𝑎2𝐶𝑘 + 𝑎3𝐶𝑠 + 𝑎4𝐶𝜆 + 𝑎5DEM
+ 𝑎6𝐶𝑘𝐶𝜆 + 𝑎7𝐶𝑘𝐶𝑠 + 𝑎8𝐶𝑘DEM+ 𝑎8𝐶𝑠𝐶𝜆
+ 𝑎9𝐶𝑠𝐷𝐸𝑀 + 𝑎10𝐶𝜆𝐷𝐸𝑀 + 𝑎11𝐶𝑘
2 + 𝑎12𝐶𝑠
2
+ 𝑎13𝐶𝜆
2 + 𝑎14𝐷𝐸𝑀
2 
  (34) 
Since the aim of the combustion model is to find one set of parameters for all 
operating points, it is important to define one single objective function to minimize 
all the error functions simultaneously. Therefore, the cumulative squared error 
between the predicted response values and target values has been chosen to find the 
calibration constants (Equation 35 ).  
 
𝑡𝑜𝑡𝑎𝑙 𝑒𝑟𝑟𝑜𝑟 = ∑(𝑏𝑢𝑟𝑛 𝑟𝑎𝑡𝑒 𝑒𝑟𝑟𝑜𝑟)𝑖
2
𝑖=12
1
  𝑖 = 1,2, … . , 𝑛 (35) 
where n is the number of operating points using for the calibration procedure 
which is equal to 12 for this model. 
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In the next step, GA was used with the aim to find the optimized solution such 
that the "𝑡𝑜𝑡𝑎𝑙 𝑒𝑟𝑟𝑜𝑟" is minimized. The reason why GA was chosen for the 
optimization is that with this approach the search is not likely to be trapped in a 
local minimum, and hence it is more probable to reach the global optimum solution.  
5.7 CCV investigation 
CCV simulation in 0D is typically done by imposing random perturbations on 
modelling constants of governing combustion and/or in-cylinder flow [44,47,73] 
As an example, Vitek et al. [47] used perturbations imposed on turbulence integral 
length scale, ignition delay and combustion near walls. In another study, Sjeric et 
al. [73] applied Gaussian perturbations imposed on turbulence production, while 
Dulbecco et al. [74] used Gaussian perturbations imposed on tumble number and 
turbulence integral length scale. In addition, Wenig et al. [44] modeled CCV by 
means of  fluctuation factor on laminar flame velocity and inflammation phase. 
After preliminary experimental analysis of the in-cylinder pressure on a cycle 
by cycle basis, suitable perturbation to the 0D combustion model parameters aiming 
to mimic CCV at different operating condition could be found. Based on a 
sensitivity analysis on different combustion parameters, ignition delay and TFSM 
(reflecting the variability of MFB10-75) parameters are selected for imposing 
perturbation to mimic CCV. 
As far as ignition delay perturbation is concerned, a speed dependent 
correlation [44] has been added to the ignition delay, expressed in Equation 36. The 
standard deviation (𝜎) is calculated by Equation 36 and the upper and lower limit 
of the PDF is limited by ±3𝜎. The speed dependent parameter (𝐸𝑠) can also be 
used to further tune the model, however it is left 1.0 for all operating points. 
Therefore, the only adjustable parameter of the model is 𝑐𝑜𝑛𝑠 which is considered 
equal to 5.5.  
 
3𝜎 [𝐶𝐴 𝑑𝑒𝑔] = 𝑟𝑎𝑛𝑔𝑒 𝑜𝑓 𝐼𝑔𝑛 = 𝑐𝑜𝑛𝑠 − 3.5𝐸𝑠 (
𝑛
1000
)
−1.75
 (36) 
As far as TFSM perturbation is concerned, the PDF can be calculated using a 
mean value, through mean cycle calibration, and an upper limit. In order to define 
the upper limit: 
✓ Firstly, a cumulative probability function for the peak pressures of all the 
cycles is fitted at an arbitrary operating point, as shown in Figure 62. 
✓ Afterwards, the peak pressure at 90% probability over the fitted function is 
obtained, 𝑃1. 
✓ The corresponding TFSM is computed such that the peak pressure is 
targeted to 𝑃1. 
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✓ The obtained TFSM is defined as the upper limit for the PDF such that 90% 
probability is acquired. Once the PDF is calculated, it is fixed and is used 
for all the operating points. 
 
Figure 62. Cumulative probability function of peak pressure at 2500 rpm x 16 bar bmep, 
Engine A 
5.8 Knock analysis 
5.8.1 Experimental knock investigation 
Since one of the main objectives of the current work is the prediction of Knock 
Limited Spark Advance (KLSA), first of all, it is required to evaluate the 
experimental KLSA 
Among the various approaches for knock detection, the standard procedure 
adopted at Centro Ricerche Fiat (CRF), Italy, is based on the high frequency 
filtering of in-cylinder pressure measurements which allows calculation of the 
Maximum Amplitude of Pressure Oscillation (MAPO) index indicated by Equation 
37. 
 𝑀𝐴𝑃𝑂 = max(𝑝𝑓)   (37) 
Where 𝑝𝑓 is the rectified in-cylinder pressure, windowed in a crank angle 
interval, -5.70 Crank Angle (CA), and high-pass filtered by a specified knock 
related cut-off frequency. For the sake of brevity the mentioned analysis will not be 
given in the current work while the procedure of the detailed analysis can be found 
in the study performed by Millo et al. [75],[17]. 
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5.8.2 Douaud and Eyzat (DE) knock model 
The knock integral method is based on the assumption that the auto-ignition of the 
end gas occurs once Equation 38 is satisfied, in which 𝑡𝑖 is the time of auto-ignition 
and 𝑡 is the elapsed time from the start of the end gas compression process. 
 
𝐼𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 = ∫
𝑑𝑡
𝜏
𝑡𝑖
𝑡=0
= 1 (38) 
A number of empirical relations for the estimation of the induction time are 
introduced among which the most extensively tested correlation is proposed by 
Douaud and Eyzat. Two calibration parameters namely Induction Time Multiplier 
(𝐼𝑇𝑀) and Activation Energy Multiplier (𝐴𝐸𝑀) are adopted as expressed by 
Equation 39.  
 
𝜏 = 17.68𝐼𝑇𝑀 (
𝑁𝑂
100
)
3.402
𝑃−1.7 𝑒𝑥𝑝 (
3800𝐴𝐸𝑀
𝑇
) (39) 
As an example, Figure 63-a indicates that the induction time integral did not 
reach 1 until all the fuel is being burnt .On the contrary, it can be observed in Figure 
63-b that the induction time integral reaches 1 while some unburned mixture is still 
available inside the cylinder which is translated in to a knocking phenomenon. 
 
Figure 63. Burned mass fraction and induction time multiplier a) knock free condition b) 
knocking condition 
5.9. Results and discussion 
5.9.1 Turbulence model validation 
The calibration of the turbulence model has been carried out at 2500 rpm, Wide 
Open Throttle (WOT), under “cold flow” conditions (i.e. without simulating the 
combustion process) for Engine A. The comparison between the 0D and 3D-CFD 
values of turbulent kinetic energy and normalized length scale (normalized with 
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respect to the cylinder bore) is depicted in Figure 64: a satisfactory agreement can 
be observed. 
Afterwards, other engine operating points were also simulated for the 
assessment of the model predicting capabilities. For the sake of conciseness, only 
the comparison between 3D-CFD and 0D turbulence of TKE and normalized length 
scale at 5500 rpm, WOT, is shown in Figure 65 as an example, which confirms the 
satisfactory predicting capability of the 0D turbulence model. 
 
Figure 64. Turbulent kinetic energy and normalized length scale at 2500 rpm (0D 
turbulence model calibration), Engine A 
 
Figure 65. Turbulent kinetic energy and normalized length scale at 5500 rpm (0D 
turbulence model validation), Engine A 
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The TKE dissipation rate is calculated by means of Equation 16 and the 
comparison between 3D-CFD and 0D has been shown in Figure 66. Although the 
predicted TKE dissipation rate is under-estimated during the exhaust and intake 
regions, it has a relatively good conformity with 3D-CFD close to Top Dead Center 
Firing (TDCF) which is the important part for combustion prediction. Moreover, 
the MKE comparison between 0D and 3D-CFD has been shown in Figure 67.    
 
Figure 66. TKE dissipation rate comparison between 0D and 3D-CFD, Engine A 
 
Figure 67. MKE comparison between 0D and 3D-CFD, Engine A 
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5.9.2. Combustion model validation 
5.9.2.1 Base points, effect of spark timing and lambda  
After calibration of the SI-Turb combustion model as described in Section 5.4, the 
optimized SI-Turb calibration parameters are obtained and kept constant for the 
entire engine operating points. For the sake of conciseness, the pressure and burn 
rate profiles for Engine A have been shown in Figure 68, Figure 69 and Figure 70; 
respectively, for three different loads and speeds ranging from low to high values 
to indicate the predictive capability of the model for various engine map regions. 
As it can be seen, there is an acceptable accuracy between the experimental and 
simulated burn rates and in-cylinder pressure traces.  
 
Figure 68. The comparison between simulated and experimental in-cylinder pressure and 
burn rate at 1500 rpm x 4 bar bmep, Engine A 
 
Figure 69. The comparison between simulated and experimental in-cylinder pressure and 
burn rate at 2500 rpm x 8 bar bmep, Engine A 
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Figure 70. The comparison between simulated and experimental in-cylinder pressure and 
burn rate at 4000 rpm x 10 bar bmep 
The resulted IMEP percentage errors between experimental and simulation for 
low and part load conditions are depicted in Figure 71. It can be realized that the 
maximum IMEP percentage error is around 2.5 percent which confirms the 
robustness and reliability of the model. 
 
Figure 71. Percentage error between the experimental and simulated IMEP at all 
operating points, Engine A 
The errors between experimental and simulated of MFB50, burn duration from 
10 to 75 (MFB10-75), peak pressure crank angle and the peak pressure are depicted 
in Figure 72, Figure 73, Figure 74 and Figure 75, respectively. It can be seen that 
the maximum errors are about 2.8, 1 and 2 crank angles and 4.72 bar, respectively, 
which confirms the good predicting capability of the model. It is worth mentioning 
that could be possible to give some speed and load functions to the calibration 
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parameters to achieve better accuracy but it jeopardizes the aim of this work which 
is the utilization of one set of parameters for all operating points.  
 
Figure 72. Error between simulated and experimental crank angle at MFB50, Engine A 
 
Figure 73. Error between simulated and experimental burn duration of MFB10-75, Engine 
A 
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Figure 74.Error between simulated and experimental peak pressure, Engine A 
 
Figure 75. Error between simulated and experimental peak pressure CA, Engine A 
In order to further assess the predicting capability of the model, spark timing 
sweeps at higher load condition were also analyzed. The IMEP percentage errors 
for three different spark timing settings are depicted in Figure 76. It can be observed 
that the errors are within an acceptable range, thus confirming the predictive 
capability of the model.  
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Figure 76. Percentage error between the predicted and experimental IMEP values for 
different spark timing settings, Engine A 
Moreover, the absolute errors which are the difference between the predicted 
and experimental peak pressure, MFB50, burn duration (MFB10-75) and crank 
angle at peak pressure, have been shown in Figure 77, Figure 78 and Figure 79 for 
three spark timing settings which indicate that the model is capable of predicting 
combustion related parameters with an acceptable accuracy. 
 
Figure 77. Absolute error between the predicted and experimental peak pressure, MFB50, 
burn duration (MFB10-75) and crank angle at peak pressure for various operating points 
and reference spark advances, Engine A 
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Figure 78. Absolute error between the predicted and experimental peak pressure, MFB50, 
burn duration (MFB10-75) and crank angle at peak pressure for various operating points 
and spark advance augmented by 4 CA from reference values, Engine A 
 
Figure 79. Absolute error between the predicted and experimental peak pressure, MFB50, 
burn duration (MFB10-75) and crank angle at peak pressure for various operating points 
and spark advance augmented by 8 CA from reference values, Engine A 
Since, the engine is not always operating at the stochiometric condition, 
especially at high load and speed condition, it is often needed to enrich the mixture 
up to lambda equal to 0.7. Mixture enrichment is being used in order to mitigate 
knock and to maintain the Turbine Inlet Temperature (TIT) below 950 °𝐶 which is 
a limit for turbine structure. That is why it is important to assess the capability of 
the model to capture the effect of lambda at different operating points. The analysis 
on Engine B shows that (Figure 80 and Figure 81) the IMEP error does not exceed 
4% with the average error of 1% and the maximum pressure error does not exceed 
6.4 bar with an average error of 2.16 bar. 
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Figure 80. The percentage error between the experimental and simulated IMEP for 
different lambda, speed and load, Engine B 
 
Figure 81. The percentage error between the experimental and simulated maximum 
pressure for different lambda, speed and load, Engine B 
5.9. Results and discussion 107 
 
5.9.2.2 Effect of EGR  
Exhaust Gas Recirculation (EGR) is another technology which is typically used 
at part and high load conditions for different purposes. The EGR could be either 
internal [29], [7] or external [10], [11] and [76]. The former is obtained by 
maintaining residual gas in the cylinder until the next combustion cycle. However, 
due to the high temperature of the residual gases, the improvement in terms of 
lowering the total charge temperature and therefore knock mitigation is minimal. 
The latter, external EGR, is defined as extraction of a portion of the exhaust flow 
towards the intake system. Cooled EGR system is one of the well-known strategies 
which have been used in SI gasoline engines to reduce NOx emissions and surplus 
knock [77], [13]. The schematic representation of a Long Route (LR) EGR also 
referred to as low pressure loop EGR has been shown in Figure 82. This technology 
has been used in the experiment and it attempts to preserve turbocharger 
performance by supplying exhaust gas from a point downstream of the turbine; thus, 
allowing all the exhaust flow to be utilized in the turbine.  
 
Figure 82. Low pressure loop EGR system for heavy-duty diesel engines [18] 
The comparison between the simulated and experimental burn rate and pressure 
traces at different level of EGR for Engine C is shown in Figure 83, Figure 84, 
Figure 85 and Figure 86. It can be observed that the model is not only capable to 
capture the effect of EGR on the ignition delay but also is capable of capturing the 
effect of EGR on flame speed at the second stage of combustion.  
 
Figure 83. Simulated and experimental Burn rate and in-cylinder pressure comparison at 
2000 rpm and EGR=0, Engine C 
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Figure 84. Simulated and experimental Burn rate and in-cylinder pressure comparison at 
2000 rpm and EGR=5%, Engine C 
 
Figure 85. Simulated and experimental Burn rate and in-cylinder pressure comparison at 
2000 rpm and EGR=15%, Engine C 
 
Figure 86. Simulated and experimental Burn rate and in-cylinder pressure comparison at 
2000 rpm and EGR=15 %, Engine C 
The comparison between the simulated and experimental IMEP is shown in 
Figure 87 and Figure 88 at different loads, speeds and EGR percentage which 
confirms the predictive capability and robustness of the model. 
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Figure 87. IMEP percentage error at various speed and EGR, bmep=10, Engine C 
 
Figure 88. IMEP percentage error at various speed and EGR, bmep=13, Engine C 
Moreover, as the amount of EGR increases the ignition delay increases because 
of its dilution effect. It can be observed from the Figure 89 that the prediction of 
ignition delay by the model shows a good agreement with the experiments. 
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Figure 89. Comparison between predicted and measured ignition delay at different speed, 
load and EGR percentage, Engine C 
5.9.2.3 Effect of water injection 
Water injection is another promising technology for knock mitigation at higher load 
operating points. It can be seen from Figure 90 that the burn duration (MFB10-75) 
increases even by advancing the spark timing; therefore, the effect of slower flame 
propagation in the presence of the water should be considered. The analysis is 
performed on Engine C. 
 
Figure 90. Burn Duration vs water injected at 2000 rpm x 15 bar bmep, Engine C 
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In order to model the effect of water injection on combustion, in addition to the 
𝐶𝑠 (defined in Equation 28), two additional constants have been added to the model 
namely 𝐶𝑠1 and 𝐶𝑠2 which are considered as scaling factors for the turbulent flame 
speed; therefore, turbulent flame speed is written as Equation 40. It should be noted 
that this approach is a preliminary analysis which is a fitting procedure aiming to 
match the turbulent combustion model with the experimental burn rate. However, 
the physical modelling of the effect of water on slowing down the combustion 
duration is to understand how the laminar flame speed is affected by the charge 
dilution and the temperature in the presence of water. 
 
𝑆𝑇 = (𝐶𝑠1𝑊𝐹
2 + 𝐶𝑠2𝑊𝐹 + 𝐶𝑠)𝑢
′(1 −
1
1 +
𝐶𝑘𝑅𝑓
2
𝐿𝑡
2
) 
(40) 
It is noteworthy that the injected water may not evaporate completely and can 
remain as a film layer in the intake port or can cause lubricant oil dilution by 
impacting on the cylinder liner. In the 0D/1D model, it is assumed that 100% of the 
water will be evaporated at the spark timing. (Equation 41); however, 3D-CFD 
simulation, presented in Section 4.3, showed that only a portion of water will be 
evaporated in the cylinder and so further refinements of the model will be needed. 
 𝑇𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝐹𝑙𝑎𝑚𝑒 𝑆𝑝𝑒𝑒𝑑 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 = 𝐶𝑠1𝑊𝐹
2 + 𝐶𝑠2𝑊𝐹 + 𝐶𝑠 (41) 
It is worth mentioning that the operating points at 2000 rpm x 15 bar bmep and 
different water to fuel ratios are used for the calibration of the model and 4000 rpm 
x 17 bar bmep and different water to fuel ratios are used for validation to show the 
predictive capability of the model. 
Due to the high latent heat of water, the intake charge is cooled down and it 
reduces the possibility of knock; moreover, the presence of water vapor also slows 
down the flame propagation inside the cylinder. The burned fuel fraction at two 
different speeds has been depicted in Figure 91. It can be observed that the 
combustion is getting slower with the same SA and higher water to fuel fraction 
and this effect could be fairly captured by the model.  
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Figure 91. Comparison of experimental and simulated mass fraction burned at same SA 
and different water to fuel ratio at 2000 rpm x 15 bar bmep and 4000 rpm x 17 bar bmep, 
Engine C 
The comparison between simulated and experimental burn rate has been 
depicted in Figure 92, Figure 93, Figure 94 and Figure 95 for various spark 
advances, water to fuel fractions, loads and speeds. 
 
Figure 92. the comparison between the simulated and experimental burned fuel fraction at 
W/F=0 and different SA at 2000 rpm x 15 bar bmep , Engine C  
 
Figure 93. the comparison between the simulated and experimental burned fuel fraction at 
W/F=0.7 and different SA at 2000 rpm x 15 bar bmep, Engine C 
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Figure 94. the comparison between the simulated and experimental burned fuel fraction at 
W/F=0 and different SA at 4000 rpm x 17 bar bmep, Engine C 
 
Figure 95. the comparison between the simulated and experimental burned fuel fraction at 
W/F=32 and different SA at 4000 rpm x 17 bar bmep, Engine C 
The resulted IMEP percentage errors between experimental and simulation at 
2000 rpm x 15 bar bmep and 4000 rpm x 17 bar bmep are depicted in Figure 96 and 
Figure 97,  respectively. It can be realized that the absolute average error is equal 
to 1.74% which confirms the robustness and reliability of the model.  
 
Figure 96. The percentage error between the experimental and simulated IMEP at 2000 
rpm x 15 bar bmep considering sweep of SA and water flow rate, Engine C 
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Figure 97. The percentage error between the experimental and simulated IMEP at 4000 
rpm x 17 bar bmep considering sweep of SA and water flow rate, Engine C 
The errors between measured and simulated MFB50, burn duration from 10 to 
75 (MFB10-75) at 2000 rpm x 15 bar bmep and 4000 rpm x 17 bar bmep are shown 
in Figure 98, Figure 99, Figure 100 and Figure 101, respectively. 
It is noteworthy that the average errors for MFB50 and MFB10-75 are 0.82 and 
0.86 respectively confirming the good predicting capability of the model. It is worth 
mentioning that is possible to give some speed and load functions to the calibration 
parameters to achieve better accuracy but it jeopardizes the aim of this work which 
is the utilization of one set of parameters for all operating points.  
 
Figure 98. The percentage error between the experimental and simulated MFB50 at 2000 
rpm x 15 bar bmep considering sweep of SA and water flow rate, Engine C 
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Figure 99. The percentage error between the experimental and simulated MFB50 at 4000 
rpm x 17 bar bmep considering sweep of SA and water flow rate, Engine C 
 
Figure 100. The percentage error between the experimental and simulated MFB10-75 at 
2000 rpm x 15 bar bmep considering sweep of SA and water flow rate, Engine C 
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Figure 101. The percentage error between the experimental and simulated MFB10-75 at 
4000 rpm x 17 bar bmep considering sweep of SA and water flow rate, Engine C 
5.9.3 CCV model results 
After showing the capability of the model for prediction of mean cycle, presented 
in Section 5.9.2, the procedure explained in Section 5.7 is adopted to mimic CCV. 
More in detail, in order to show the predicting capability of the model, the COV of 
IMEP and peak pressure for Engine A have been depicted in Figure 102 and Figure 
103 which have satisfactory agreement with the experimental data.  
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Figure 102. The COV of IMEP at different operating points (red: simulated, green: 
experimental), Engine A  
 
Figure 103. The COV of peak pressure at different operating points (red: simulated, 
green: experimental), Engine A 
The model is also capable of predicting the variation of different stages of 
combustion. The COV and standard deviation of MFB10-75 and MFB50 have been 
depicted in Figure 104 and Figure 105 respectively, which indicates an acceptable 
accuracy.  
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Figure 104. The COV of MFB10-75 at different operating points (red: simulated, green: 
experimental), Engine A  
 
Figure 105. The standard deviation of MFB50 at different operating points (red: 
simulated, green: experimental), Engine A  
5.10 Knock prediction 
Among the different knock prediction models, the Douaud and Eyzat model 
discussed in Section 5.8.2 was used. In the 0D GT-SUITE model, the Induction 
Time Multiplier (𝐼𝑇𝑀) and the Activation Energy Multiplier (𝐴𝐸𝑀), Equation 39, 
are the two calibration parameters of the model. The comparison between simulated 
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and experimental percentage of knocking cycles is shown in Figure 106 at 2500 
rpm x 16 bar bmep, stoichiometry air to fuel ratio (base point, Engine A).  
Since the spark timing sweeps at the base operating points of Engine A are 
acquired with the large increment it is not possible to define the experimental KLSA 
at all operating points; hence, the experimental data acquired with different water 
to fuel ratio of Engine C has been utilized for this purpose in which the spark timing 
sweeps have been carried out with a short increment and the KLSA could be 
detected.  
 
Figure 106. Comparison between simulated and experimental percentage of knocking 
cycles at 2500 rpm x 16 bar bmep, lambda=1, Engine A 
In order to calibrate the knock model, for the sake of simplicity, the 𝐼𝑇𝑀 
parameter is set to unity and the calibration was carried out tuning the 𝐴𝐸𝑀 
parameter which was found to be 0.945 and was kept constant for all the engine 
map operating points.  
It can be seen from Figure 107 and Figure 108 that as the amount of injected 
water is increasing the knock probability is decreased and the KLSA is increased. 
Moreover, it can be observed that the model is capable to predict the trend both 
quantitatively and qualitatively fairly well.  
 
Figure 107. Comparison between the simulated and experimental Knock Limited Spark 
Advance (KLSA) at 2000 rpm x 15 bar bmep, Engine C 
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Figure 108. Comparison between the simulated and experimental Knock Limited Spark 
Advance (KLSA) at 4000 rpm x 17 bar bmep, Engine C 
The absolute error between predicted and experimental KLSA is reported in 
Table 5. It can be observed that the maximum error is 1.49 and the average one is 
0.53 which indicates the good predictive capability of the model. 
Table 5. Absolute error between simulated and experimental KLSA, Engine C 
Engine Speed [rpm] Water to Fuel Ratio KLSA Absolute Error 
2000 0 1.14 
2000 0.3 1.49 
2000 0.35 0.77 
2000 0.38 0.42 
2000 0.42 0.03 
2000 0.5 0.20 
2000 0.62 0.25 
2000 0.75 0.38 
4000 0 0.11 
4000 0.28 0.01 
4000 0.32 0.42 
4000 0.36 0.62 
4000 0.4 1.01 
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Chapter 6  
Large Eddy Simulation  
6.1. Introduction  
The 3D-CFD approach is typically being utilized to simulate various phenomenon 
in internal combustion engines (ICE) in order to analyze the flow motion, spray and 
combustion. Reynolds Averaged Navier-Stokes (RANS) model [78], [79] is a 
standard method to simulate the turbulence flow in internal combustion engines; 
however, this approach is based on ensemble averaged governing equations; hence, 
it is not capable of predicting the local unsteadiness in the flow and CCV in SI 
engines. Another approach which has been introduced recently is Large Eddy 
Simulation (LES) [80] in which the large scale flow structures are resolved while 
small scale eddies can be considered to be isotropic and are therefore modeled. LES 
can be exploited to identify physical quantities which are varied from cycle to cycle 
in order to understand the root cause of CCV. Previous LES studies [81],[82] and 
[83] indicated a strong impact of in-cylinder flow variations on combustion 
processes. Enaux et al. [82] stated that variations in the velocity field at the spark 
plug control the initial growth of the flame and decide a large extent on the entire 
combustion duration. 
The present chapter aims to achieve, through LES, a better understanding of 
the root cause of CCV. The LES simulation was performed at Argonne National 
Labaratory (ANL), IL, USA in collaboration with Gamma Technologies, IL, USA 
and Politecnico di Torino, Italy. 
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6.2. Numerical setup 
The liquid spray is modeled as dispersed phase in Lagrangian framework and the 
surrounding air is modeled as continuous phase in Eulerian framework. In order to 
track the turbulent flame front using LES, the dynamic structure model with one 
equation has been utilized. The description of this model has been given in [84].  
The G-Equation model in which the premixed turbulent combustion occurs in 
either the corrugated flamelet or the thin reaction zone regime, is used in the current 
study. The turbulence flame speed for the LES simulation can be calculated by 
Equation 42. The parameter 𝑏3 has been adjusted in order to capture the trend of 
the experimental measurements and it was fixed for the entire simulation.  
 
𝑠𝑡 = 𝑠𝑙 (
𝑏3
2𝐶𝑠,𝑑𝑦𝑛𝑎𝑚𝑖𝑐
2𝑏1𝑆𝑐
∆
𝑙𝐹
+√(
𝑏3
2𝐶𝑠,𝑑𝑦𝑛𝑎𝑚𝑖𝑐
2𝑏1𝑆𝑐
∆
𝑙𝐹
)
2
+
𝑏3
2𝐷1
𝑠𝑙𝑙𝐹
+ 1) (42) 
Where: 
• 𝑠𝑙 is the laminar flamespeed 
• 𝑏1 and 𝑏3 are modeling constants 
• 𝐶𝑠,𝑑𝑦𝑛𝑎𝑚𝑖𝑐 is the dynamic Smagorinsky number 
• 𝑆𝑐 is the turbulent Schmidt number 
• ∆ is the filter width 
• 𝑙𝐹 is the length scale 
The laminar flame speed can be calculated by the Metghalchi and Keck 
correlation [85] which is expressed as Equation 43:  
 𝑠𝑙,𝑟𝑒𝑓 = 𝐵𝑚 + 𝐵2(∅ − ∅𝑚)
2 (43) 
In which ∅ is the equivalence ratio, 𝐵𝑚, 𝐵2, and ∅𝑚 are tuning constants 
appropriate for the specific fuel and oxidizer used in the simulation. 
The base cell size is 2.8 mm both in intake and exhaust ports. Adaptive mesh 
refinement (AMR) was used to automatically refine the grid based on fluctuating 
gradients of velocity, so the base grid size in cylinder region is 0.7 mm. 
Furthermore, different levels of embedding were applied to cylinder and spark plug 
region. the computational domain for LES simulation on the engine case is 
composed by approximately 7 million cells at intake port and 1 million cells at 
TDC. The simulation was run with 96 cores. 
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As it is indicated in Figure 109 and Figure 110, the results indicate that COV 
of quantities from LES are comparable to experiments. 
 
Figure 109. In-cylinder pressure trace comparison between simulation and experiment 
 
Figure 110. Comparison between different quantities between LES and experiment 
6.3. CCV analysis using LES 
6.3.1. Possible cause of CCV 
After the cycle by cycle analysis of the in-cylinder pressure data coming from LES, 
it is observed (Figure 111) that early burn phase plays the key role on cycle to cycle 
variation and most cycles that start burning fast, continue to burn faster.  
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Figure 111. The correlation of MFB50 and MFB10 coming from LES 
Potentially, CCV could be related to: 
• In-cylinder flow variations (bulk flow and turbulence) 
• Composition inhomogeneity 
• A combination of the two 
In order to understand the effect of velocity and mixture inhomogeneity on 
CCV cycle 4 and 5 which are fast and slow cycles respectively, are selected. The 
equivalence ratio and velocity field 1 degree before spark timings for cycle 4 and 5 
are depicted in Figure 112 and Figure 113, respectively. 
 
Figure 112. a) Equivalence ratio distribution in cycle 4 one degree before the spark 
timing; b) Equivalence ratio distribution in cycle 5 one degree before the spark timing 
 
Figure 113. a) Velocity field in cycle 4 one degree before the spark timing; b) Velocity 
field in cycle 5 one degree before the spark timing 
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In order to understand which one (effect of mixture inhomogeneity and flow) 
has the dominant effect on CCV, the velocity field effect from the equivalence ratio 
distribution is decoupled numerically. It should be noted that computer simulations 
afforded the unique ability to decouple these naturally co-occurring phenomena; 
something which is not possible in experiments. 
In order to evaluate the effect of velocity field, Cycle 4 until 710 degrees was 
run and map file at this point was written. This is just prior to ignition, which is at 
711 degrees. The map file contains the spatial distribution of velocity, sub-grid 
turbulent kinetic energy, temperature, pressure, and composition. Now, Cycle 4 is 
restarted from this point by mapping all the quantities except the velocity field from 
this map file. For the velocity field, a map file generated by running Cycle 5 until 
710 degrees was used which therefore allows to isolate the effect of velocity field 
differences between the two cycles. It can be observed from Figure 114 that Cycle 
4 with the velocity field of Cycle 5 varies significantly and gets close to the original 
Cycle 5’s in-cylinder pressure trace. 
 
Figure 114. The comparison between cycle 4, 5 and cycle 4 with cycle 5's velocity field 
Similarly, in order to evaluate the effect of composition inhomegenity Cycle 4 
until 710 degrees was run and map file at this point was written and Cycle 4 was 
restarted from this point by mapping all the quantities except the composition field 
from this map file. For the composition field, a map file generated by running Cycle 
5 until 710 degrees was used, which isolates the effect of composition field 
differences between the two cycles. It can be observed from Figure 115 that when 
Cycle 4 (pressure trace shown with a red line) is restarted from 710 degrees with 
Cycle 5’s composition field (but with temperature, velocity, pressure, and sub-grid 
turbulent kinetic energy from Cycle 4), the resulting pressure trace (black dotted 
line) aligns still more closely to that of Cycle 4 (red line).This numerical study 
suggests that the velocity flow-field at spark timing has a strong effect on the flame 
kernel development which is the primary mechanism that causes CCV for this 
operating point. 
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Figure 115. The comparison between cycle 4, 5 and cycle 4 with cycle 5's species 
More in detail, it could be appreciated (Figure 116 and Figure 117) that the 
flame grows in one direction which causes smaller surface and turbulent flame 
speed; however, it is shown in Figure 118 and Figure 119 that the flame is growing 
almost evenly in all the directions which leads to higher turbulent flame speed.  
 
Figure 116. Front view of the flame at cycle 5 at a) 5 degree after SA; b) 10 degree after 
SA; c) 15 degree after SA 
 
Figure 117. Top view of the flame at cycle 5 at a) 5 degree after SA; b) 10 degree after SA; 
c) 15 degree after SA 
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Figure 118. Front view of the flame at cycle 4 at a) 5 degree after SA; b) 10 degree after 
SA; c) 15 degree after SA 
 
 
Figure 119. Front view of the flame at cycle 4 at a) 5 degree after SA; b) 10 degree after 
SA; c) 15 degree after SA 
The next step is focused on finding a relationship between the flow field near 
the spark plug and turbulence level inside the cylinder. In the LES concept only the 
smaller scales are modelled, the sub-grid turbulent kinetic energy is a small fraction 
of the total TKE inside the cylinder. Therefore, it is important to take into account 
the resolved TKE as well. In order to focus on the velocity field near the spark plug, 
6 different monitor volumes with various radius near the spark plug (Figure 113) is 
considered. Each component of velocity is considered as the mean plus a fluctuation 
which can be written as Equation 44: 
 𝑥 =< 𝑥 > +𝑥′ (44) 
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Figure 120. Monitor volume for evaluating average velocities in the X, Y, and Z directions 
prior to ignition. Note that the negative X direction (towards the exhaust) represents the 
direction of the mean flow created by tumble. 
Where 𝑥 is the velocity component in x, y and z directions. The filtering 
technique with a cut-off frequency equal to the engine frequency has been 
considered in order to decouple the mean and turbulence flow field. The high 
frequency filtering leads to the calculation of resolved turbulence (𝑥′) while the 
low frequency gives the mean portion of the velocity (< 𝑥 >). The mean flow 
contribution for cycle 4 and 5 is depicted in Figure 121 and Figure 122, 
respectively; while the turbulence flow contribution for cycle 4 and 5 is depicted in 
Figure 123 and Figure 124, respectively. 
 
Figure 121. The mean contribution of velocity versus the velocity at different directions for 
cycle 4 
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Figure 122. The mean contribution of velocity versus the velocity at different directions 
cycle 5 
 
Figure 123. The turbulence contribution of velocity versus the velocity at different 
directions for cycle 4 
 
Figure 124. The mean contribution of velocity versus the velocity at different directions for 
cycle 5 
After the calculation of the resolved turbulent kinetic energy, shown in 
Equation 45, the total kinetic energy is calculated using Equation 46, in which 
𝑇𝐾𝐸𝑚𝑜𝑑𝑒𝑙 is obtained by solving the RNG-Ke model equations. 
 
𝑇𝐾𝐸𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑑 =
𝑈′2 + 𝑉′2 +𝑊′2
2
 (45) 
6.3. CCV analysis using LES 131 
 
 𝑇𝐾𝐸𝑡𝑜𝑡 = 𝑇𝐾𝐸𝑚𝑜𝑑𝑒𝑙 + 𝑇𝐾𝐸𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑑 (46) 
It can be seen in Figure 125 that the total turbulent kinetic energy (𝑇𝐾𝐸𝑡𝑜𝑡) 
calculated in cycle 4 is always higher than the one in cycle, which indicates that 
different level of turbulence inside the cylinder from cycle to cycle leads to cyclic 
variability inside the combustion chamber. 
 
Figure 125. the comparison between total TKE of cycle 4 and 5 at different control volumes 
132 Large Eddy Simulation 
 
6.3.2. Correlation analysis of the effects of the flow-field and flame 
structure 
In this step, the correlation analysis of the Peak Cylinder Pressure (PCP), which is 
an indicator of a cycle being high or low, with the flame geometry is studied. Since 
there is a strong correlation between different indicators of high/low cycles such as 
PCP, IMEP and MFB50, the analysis is carried out on PCP alone. Figure 126 shows 
the flame geometry of the highest four cycles, and the lowest four cycles (in terms 
of PCP) at 722 degrees, which represents 11 degrees after ignition. The choice of 
722 degrees is a subjective one, and represents a point where all the cycles have a 
well-developed flame volume. It is worth mentioning that all the cycles have a 
different mass fraction burned at 722 degrees.  
It can be appreciated from Figure 126, that the high cycles tend to have a flame 
geometry that is squished in the Z direction (direction of piston motion), and more 
spread out in the X and Y directions, while the low cycles show a more elongated-
in-Z flame volume. Further, the low cycles tend to have a flame volume that is 
offset to the right (towards the exhaust port), while the high cycles have flame 
volumes that are more symmetric left to right. Clearly a more symmetric flame is 
preferable for faster combustion so the charge may be consumed equally in all 
directions before the flame hits a wall. Moreover, a squished flame volume (in Z) 
allows the flame to propagate more in the XY direction, consuming the charge, 
rather than hitting the piston earlier on in its combustion progress. 
 
Figure 126. Flame geometry at 722 degrees for the highest four and lowest four cycles by 
PCP [86] 
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Figure 127 shows the correlation between the offset of the Center of Mass of 
the flame volume at 722 degree with respect to the ignition location (COMoX), and 
the span of the flame volume in the Z direction (ZZ), with respect to PCP. From 
Figure 127, it can be noted that over the 49 cycles simulated, cycles that have a 
higher offset of their flame volume center of mass at 722 degree in the negative X 
direction have a lower PCP, though there is some scatter in this distribution (with 
R2 of 0.2731). Moreover, it can be realized from Figure 127 that there is a mild 
negative correlation between PCP, and the span of the flame volume in the Z 
direction at 722 degree (with R2 of 0.0488). 
  
Figure 127. Correlation between PCP and COMoX (left) and ZZ (right) [86] 
The reasoning behind the relatively low correlation between ZZ and PCP can 
be explained based on the fact that there are two competing effects when looking at 
the flame geometry at 722 degree. Firstly, cycles that have a higher PCP would 
have also burned to a greater extent compared to low cycles by 722 degree. Hence 
their flame volumes would be larger, and therefore their ZZ values would be higher. 
Secondly, the flame geometries that are more elongated in the Z direction (for a 
given mass fraction burned) tend to produce lower PCP cycles. This is clearer when 
focusing on the strong positive correlation between XX and YY (span of the flame 
in the X and Y directions respectively) with respect to PCP, as shown in Figure 128. 
Therefore, a strong positive correlation between ZZ and PCP too would be 
expected, which cannot be detected from Figure 127. 
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Figure 128. Correlation between PCP and XX (left) and YY (right) 
 
Figure 129. Correlation between PCP and sphericity of the flame volumes at 722° [86] 
In order to take out the confounding effect of mass MFB on ZZ, the flame 
shapes of the two highest PCP cycles (25 and 29), and the two lowest PCP cycles 
(5 and 15) at the same MFB value of 3% are analysed (shown in Figure 130). This 
value of MFB occurs at 720.6˚, 721.02˚, 725.2˚, and 724.5˚ for cycles 25, 29, 5, and 
15; respectively. 
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Figure 130. Flame geometry at 3% MFB for the highest two and the lowest two cycles in 
terms of PCP [86] 
Table 6 reports the values of following parameters for these cycles, #15, #5, 
#25 and #29, at 3% MFB: 
• Sphericity which is proportional to the flame volume divided by flame 
surface area 
• Flame area, 
• Flame volume 
• ZZ which is the span of the flame volume in the Z direction 
Table 6. Flame shape metrics for the highest two and the lowest two cycles at 3% mass 
fraction burned occurring at different crank angles [86] 
Cycle# 
[-] 
CA 
[deg] 
Sphericity 
[-] 
Flame Area 
[mm2] 
Flame Volume 
[mm3] 
ZZ 
[mm] 
PCP 
[bar] 
15 724.5 0.691 1.65E+03 3.62E+03 15.8 57.10 
5 725.2 0.731 1.70E+03 4.11E+03 16.5 59.42 
25 720.6 0.635 1.86E+03 3.81E+03 14.7 89.23 
29 721.02 0.637 1.87E+03 3.88E+03 13 89.43 
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Cycle 15 Cycle 5
Cycle 25 Cycle 29
PCP: Low to high
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Y
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It can be stated that the low cycles have higher ZZ values, and lower flame 
areas. The flame volumes are roughly equal for the four cycles, since they are all at 
the same MFB. Thus, the sphericity (which is proportional to the flame volume 
divided by flame surface area) of the low PCP cycle flames is higher (more sphere-
like flames), while the high PCP cycles, being more squished have lower sphericity. 
In order to understand the potential link between velocity fields and flame 
geometry, the pre-ignition velocity fields for the highest four and lowest four cycles 
by PCP were studied. The velocity flow-fields for these cycles at 710 degree (1 
degree before ignition) is depicted in Figure 131. 
 
Figure 131. Velocity flow field snapshot at 710 degrees (1 degree prior to ignition) for the 
four lowest and the four highest cycles in terms of PCP, shown on the tumble plane [86] 
It is important to note that the low cycles tend to have a stronger velocity in the 
negative X direction (from intake to exhaust) in the spark gap prior to ignition. This 
flow is generated by the tumble (the XZ plane is the tumble plane, and the YZ plane 
is the cross-tumble plane) which is perhaps the reason why the low cycles tend to 
have a more offset flame volume in the negative X-direction later on in the cycle. 
This assumption can be confirmed by computing the average pre-ignition velocities 
(at 710 degree, 1 degree prior to ignition) in a spherical monitor volume of radius 
5.5 mm (shown in Figure 120). 
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Figure 132. Monitor volume for evaluating average velocities in the X, Y, and Z directions 
prior to ignition. Note that the negative X direction (towards the exhaust) represents the 
direction of the mean flow created by tumble [86] 
The correlation between the COMoX (at 722 degree) and the pre-ignition (at 
710 degree) value of the velocity in the X-direction in the monitor volume (denoted 
as U5.5mm) is depicted in Figure 133. It can be observed that cycles that with a 
stronger negative X velocity in the spark gap prior to ignition tend to have a more 
offset flame volume later on in the cycle. 
 
Figure 133. Correlation between COMoX (at 722 degree) and the average pre-ignition (at 
710 degree) in X-direction velocity (U5.5mm) computed in a spherical monitor volume of 
5.5 mm radius, centered at the ignition location [86] 
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From this monitor volume, it can be seen that the high cycles tend to have a 
higher velocity in the positive Z direction pre-ignition (from piston to the head), 
though this is not immediately apparent from Figure 131. This higher upward Z 
velocity for certain cycles is likely to squish the flame volume upwards towards the 
head, resulting in larger surface area to volume for these cycles’ flames, leading to 
faster combustion and higher PCP. Figure 134 shows the correlation between PCP 
and U5.5mm (left), V5.5mm (middle), and W5.5mm (right), which represent 
respectively the average X, Y, and Z velocities in a spherical monitor volume of 5.5 
mm radius centered at the ignition location, at 710 degree (1 degree before ignition). 
As it can be seen from Figure 134, cycles that with a higher value of velocity in the 
negative X direction (towards the exhaust) tend to be lower cycles, as discussed 
previously. Moreover, cycles with a higher W5.5mm value (or a stronger upward 
flow from the piston to the head prior to ignition) tend to produce higher values of 
PCP (high cycles) potentially through the squishing effect on the flame volume. It 
is also interesting to note that though both the X and Y directions represent the 
radial directions in the combustion chamber, unlike with U5.5mm, there is no 
significant correlation between PCP and V5.5mm values; which is likely due to the 
fact that the Y-axis in the model is orthogonal to the tumble direction. 
   
Figure 134. Correlation between PCP and U5.5mm (left), V5.5mm (middle), and W5.5mm 
(right), which represent respectively the average X, Y, and Z velocities in a spherical 
monitor volume of 5.5 mm radius centered at the ignition location, at 710 degree (1 degree 
before ignition) [86] 
To remove any bias with respect to axes orientation and the tumble/cross-
tumble planes, the X and Y axes were rotated counter-clockwise by 45 degree, and 
U5.5mmROT and V5.5mmROT were re-computed with respect to the rotated axes. 
As it can be observed in Figure 135, the correlation between the X-velocities 
(U5.5mmROT) and PCP goes down in terms of R2 value, while the correlation 
between the Y-velocities (V5.5mmROT) and PCP goes up in terms of R2 value. 
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Figure 135. Correlation between PCP with respect to U5.5mmROT (left) and V5.5mmROT 
(right) after rotating the X and Y axes by 45˚ in the counter-clockwise direction and 
computing the average X and Y velocities respectively in a spherical monitor volume of 
5.5 mm radius centered at the ignition location, at 710° (1 degree before ignition) [86] 
  
 
Chapter 7 
Conclusions 
 
Worldwide legislations are significantly reducing the mandatory limits for CO2 
target. Moreover, the introduction of dynamic test procedures such as WLTP and 
RDE moves the operating area of the engine to higher loads and hence increasing 
the knock likelihood in SI engines. Therefore, the aim of the current work is to 
investigate, through experimental and numerical analysis, the potential benefits of 
different knock mitigation techniques and to develop reliable and predictive 
simulation models aiming to detect root cause of cyclic variations and knock 
phenomena in downsized turbocharged SI engines. 
First, technologies for the enhancements of SI engines efficiencies, such as 
downsizing and turbocharging, coupled with Miller cycles, LP EGR, cylinder 
deactivation and water injection were experimentally and numerically investigated. 
As far as Miller cycle is considered; a consistent efficiency enhancement has 
been achieved at medium speeds and high loads, while LIVC strategy was less 
effective at lower speeds where turbocharger is not capable to provide sufficient 
boost to compensate for the volumetric efficiency reduction. It was found out that 
utilization of LIVC strategy leads up to 20% improvement in the engine indicated 
fuel conversion efficiency.  
Regarding WI technology, the potential knock mitigation was confirmed 
through a detailed experimental study followed by 3D-CFD simulations. It was 
demonstrated that the engine fuel efficiency can be improved at part and high load 
condition up to 4 and 4.5%, respectively, thanks to increasing geometric 
compression ratio with limited impact on full load performances. 
Afterwards, considering that various advanced and complex technologies are 
being exploited in the development of SI engines, the necessity of understanding 
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their effect on the combustion process, cycle to cycle variations and knock is of 
crucial importance; therefore, prediction of combustion is a major step in the 
combustion optimization which can be achieved through both experimental and 
numerical analysis, using 0D and 3D CFD simulation tools. 
In the current study, primary, the predictive capabilities of a 0D 
phenomenological turbulence model, based on the K-k and k-ε approaches, coupled 
with a turbulent combustion model, have been assessed for a typical European 
downsized and turbocharged SI engine over a wide range of speed, load, lambda, 
EGR, water injected and spark timings operating conditions. The model has been 
properly tuned in order not only to predict the mean cycle but also the CCV. The 
combustion model used in this work could therefore be utilized as a “virtual test 
rig” from the early stage of new engines development, thanks to its reduced 
computational and calibration requirements.  
Considering that CCV is an important step to predict knock, in the next step, 
LES has been performed using 3D-CFD simulations in order to understand the root 
cause of CCV. The effects of the velocity field and the equivalence ratio field (in 
the spark gap region prior to ignition) on CCV have been decoupled confirming 
that the velocity field and not the equivalence ratio field is what results in 
differences in flame propagation from cycle to cycle for the stable operating point 
under studied. 
To wrap up, since efficient performance of SI engines has a great significance 
in today's automotive industry, understanding the effectiveness of various advanced 
technologies in terms of fuel economy enhancement is of crucial importance. As a 
consequence, robust and reliable methods for the prediction of the combustion 
process and CCV as discussed in this study can be used to support the design and 
calibration of modern high-performance, downsized and turbocharged SI engines. 
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