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NON-OPENNESS OF V-ADIC GALOIS REPRESENTATION FOR
A-MOTIVES
MAIKE ELLA ELISABETH FRANTZEN
Abstract. Drinfeld-modules and A-motives are the function field analogous of elliptic
curves and abelian varieties. For the latter one can construct the l-adic Galois representa-
tion and can ask if its image is open. For Drinfeld-modules this question was answered by
Pink and his coauthors. We clarify the rank one case and show that the image of Galois
is open if and only if the virtual dimension is prime to the characteristic of the ground
field.
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1. Introduction
Let A be an abelian variety of dimension d over a number field K, where K is fixed inside C.
For any rational prime l, the l-adic Tate-module of A is given by TlA = lim←−A[l
n+1](Ksep),
for Ksep being a separable closure of K. It is a free Zl-module of rank 2d and carries a
natural GK := Gal(Ksep/K)-action. The rational l-adic Tate-module is the 2d-dimensional
vector space over Ql given by VlA := TlA⊗Zl Ql. This defines a natural representation
ρl : GK → Aut(TlA)
contained in Aut(VlA) ∼= GL2d(Ql). This is called the l-adic Galois representation attached
to an abelian variety A. Another algebraic group associated to A is the Mumford-Tate group
MT (A). It is a Q-subgroup of GL(V ), where V := H1(A(C),Q) is the first rational homology
group of A. The Mumford-Tate conjecture asks if the Zariski closure of ρl(GK) is equal to
the Mumford-Tate group MT (A) over Ql. One can furthermore ask, if an open subgroup of
ρl(GK) is also an open subgroup of the Ql-valued Mumford Tate group.
The same question can be asked in the theory function field arithmetic. Here elliptic curves
and abelian varieties are replaced by Drinfeld modules and A-motives. In the Drinfeld case,
the above question was answered by Richard Pink in [13]. Here he proves the Mumford-Tate
conjecture for Drinfeld modules by showing the openness for the Galois representation. As
higher generalization of Drinfeld modules, Greg Anderson defined in [1] abelian t-modules
and their dual notion of t-motives. For these objects Andreas Maurischat gives a result on
Galois openness in [11]. There, he defines a density for the representation [11, definition 3.1]
and relies the t-adically non-openness to this density [11, proposition 3.2]. Note that our
main example, the Carlitz-module 2.7, has density 1, which coincides with our result.
These objects can be slightly generalized to A-motives. To define them, let Fq be a finite
filed with q elements and odd prime characteristic p. Then let C be a smooth projective and
geometrically irreducible curve over Fq and let ∞ be a fixed closed point of C. Denote by
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A := Γ(C \ {∞},OC) the ring of regular functions of C outside ∞ and by Q = Fq(C) its
fraction field.
Let L be a finite field extension of Q, fixed in the algebraic closure Qalg of Q and set
AL = A ⊗Fq L and σ = idA ⊗ Frobq,L. We consider for an AL-module M the pullback
σ∗M =M ⊗AL,σ AL and for a AL-homomorphism f : M → N the pullback homomorphism
σ∗f := f⊗ idAL : σ∗M → σ∗N . Set γ : A→ L for the embedding of A ⊂ Q ⊂ L and consider
J = (a ⊗ 1 − 1 ⊗ γ(a)|a ∈ A) as the maximal ideal in AL. Then γ can be reconstructed as
A→ AL/J = L with a 7→ a⊗ 1(modJ). Thus we define the A-characteristic of L to be the
ideal ǫ := ker γ ⊆ A.
Definition 1.1. An A-motive M over L is a pair (M, τM ) consisting of a locally free AL-
module M of rank r and an isomorphism
τM : σ
∗M |SpecAL\V (J)→M |SpecAL\V (J)
of the associated sheaves outside V (J) ⊂ SpecAL.
The rank ofM is the rank of the AL-moduleM and denoted by rkM . The (virtual) dimension
dimM of M is defined as
dimAM := dimL M
/
(M ∩ τM (σ∗M)) − dimL τM (σ∗M)
/
(M ∩ τM (σ∗M)) .
A morphism of A-motives f : M → N is an AL-homomorphism f : M → N satisfying
f ◦ τM = τN ◦ σ∗f . We denote by HomL(M,N) the set of morphism. An A-motive M is
called effective if τM comes from an AL-homomorphism σ
∗M → M . An effective A-motive
has virtual dimension d ≥ 0 given by the dimension of cokerτM .
With an A-motive one can associate v-adic Galois representations in the following way: Let
Av be the v-adic completion of A at a closed point v 6=∞ of C and let Qv be it’s fraction field.
The A-motive has an associated v-adic e´tale realization H1v(M,Av) (Tate-module) defined by
H1v(M,Av) := TˇvM := (M ⊗AL Av,Lsep)τ
H1v(M,Qv) := VˇvM := (M ⊗AL Av,Lsep)τ ⊗Av Qv;
see definition 3.1 and example 2.5 for the definition of Av,L. Then Urs Hartl and Wansu Kim
show in [8, Prop. 4.2] that this defines a contravariant functor to ModAv and respectively
VecQv . Furthermore H
1
v(M,Av) has a continuous Galois action by GL := Gal(Lsep/L), see
[14, Prop 6.1]. So, after a choice of Av-basis for H
1
v(M,Av) we can construct:
ρM,v : GL → AutAv (TˇvM) ∼= GLr(Av)
This factors through it’s Zariski closure HM in Av, its ’monodromy group’. This group is also
an algebraic group over Qv, see for example [9, Lem. 4.2]. The image of the v-adic Galois
representation ρMˆ attached to the v-adic e´tale realization (Tate-module) can be a non-open
in its Zariski closure. Note that also in the number field case, a compact subgroup can be
non-open in its Zariski closure if the closure is not semisimple, see [10]. The aim of this paper
is to give a criterion for this phenomena for rank one A-motives and conclude a condition for
the Galois openness of A-motives of higher rank.
Overview. We start in the second and third section with a brief introduction to a local
object associated to an A-motive, a so-called local shtuka. Here we define Tate-modules and
their associated Galois representation. Then section four deals with the Tannakian theory of
the category of shtukas. We also introduce the construction of Tannakian lattices and their
associated Tannakian theory. In the last section, we formulate the main results of this paper.
If R is a valuation ring of a complete, discretely valued field, then they are as follows:
Theorem 5.2. Let Mˆ be a local shtuka of rank 1 and virtual dimension d > 0 over R and
K = Frac(R). Let d′ ∈ Z be the largest number such that d = pe · d′ holds for p = char(Fq),
p . d′ and e ≥ 0. Then ρMˆ (G(K)) is contained and open in GL1(Fv[[zp
e
]]). In particular,
ρMˆ (GK) is open in HMˆ (Qv) if and only if p ∤ d.
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Proposition 5.6. Let Mˆ be a local shtuka of rank r ≥ 1 and dimension d over R.
If char(Fq)|d then ρMˆ (GK) ⊆ GLr(Fv[[z]]) is not open.
Corollary 5.8. Let M be a A-motive of rank r and dimension d over a finite field extension
L over Q. If char(Fv)|d then ρMˆ (GK) ⊆ GLr(Fv[[z]]) is not open.
2. Local shtukas
In this section we introduce local shtukas which can be attached to A-motives. When we
define the Tate module of an A-motive this structure is somewhat in between. However, in
contrast to the Tate module, it can be defined for all places of C. So we will first give a general
introduction to local shtukas and will explain their connection to A-motives in example 2.5.
Let A and Q be as in the introduction. Let K be a field, which is complete with respect to a
non-trivial and non-archimedian absolute value | · | : K → R≥0. Assume further that its value
group |K×| is discrete in R≥0 and let Kalg and Ksep a fixed algebraic and separable closure
of K. Let R = {x ∈ K : |x| ≤ 1} be the valuation ring of K, mR = {x ∈ K : |x| < 1} be
the maximal ideal of R and k := R/mR its residue field. Let γ : A→ R be an injective ring
morphism from A to R. It induces a homomorphism A → k. Denote by v = γ−1(mR) its
induced kernel. We assume that v is a maximal ideal. For example K can be the completion
of a finite field extension L of Q at a place above v.
Denote by Fv := A/v the residue field of A at v and set qv := #Fv. We fix a uniformizing
parameter z := zv atOC,v. Then there exists a canonical isomorphism between the completion
of OC,v, denoted by Av, and Fv[[z]], see [7, Lem. 1.2 & 1.3]. The canonical isomorphism also
implies Qv ∼= Fv((z)). The homomorphism γ extends by continuity to a homomorphism
Av → R and set ζ := γ(z).
Let R[[z]] be the ring of formal power series in the variable z over R. We set σˆ := σ[Fv:Fq ]
as the endomorphism with σˆ(z) = z and σˆ(a) = aqv for a ∈ R. For a R[[z]]-module M set
σˆ∗M :=M ⊗R[[z]],σˆ R[[z]], M [ 1z−ζ ] :=M ⊗R[[z]] R[[z]][ 1z−ζ ] and also M [ 1z ] :=M ⊗R[[z]] R[[z]][ 1z ].
Definition 2.1. A local σˆ-shtuka (or local shtuka) over R of rank r is a pair Mˆ = (Mˆ, τMˆ )
consisting of a free R[[z]]-module Mˆ of rank r and an isomorphism
τMˆ : σˆ
∗Mˆ
[
1
z−ζ
]
∼−→ Mˆ
[
1
z−ζ
]
.
A morphism of local shtukas f : Mˆ = (Mˆ, τMˆ ) → Nˆ = (Nˆ , τNˆ ) over R is a morphism of
R[[z]]-modules f : Mˆ → Nˆ satisfying τNˆ ◦ σˆ∗f = f ◦ τMˆ . We denote the set of morphism by
HomR(Mˆ, Nˆ). The category of local shtukas over R is denoted ShtAv,R
A quasi-morphism between local shtukas f : Mˆ = (Mˆ, τMˆ ) → Nˆ = (Nˆ , τNˆ ) over R is a
morphism of R((z))-modules f : Mˆ [ 1z ] → Nˆ [ 1z ] satisfying τNˆ ◦ σˆ∗f = f ◦ τMˆ . A quasi-
morphism is called quasi-isogeny if it is an isomorphism of R((z))-modules. We denote the
set of quasi-morphism by QHomS(Mˆ, Nˆ). The category with local shtukas as objects and
QHomS(Mˆ, Nˆ) as Hom-set is denoted by ShtQv ,R.
If τMˆ (σˆ
∗Mˆ) ⊆ Mˆ then Mˆ is called effective. If furthermore τMˆ (σˆ∗Mˆ) = Mˆ holds, then Mˆ is
called e´tale.
By [8, Cor. 4.5] HomS(Mˆ, Nˆ) is a finite free Av-module of rank at most rkMˆ · rkNˆ . Further-
more, QHomS(Mˆ, Nˆ) = HomS(Mˆ, Nˆ)⊗Av Qv holds.
Lemma 2.2. ([8, Lem. 2.3.]) Let Mˆ = (Mˆ, τMˆ ) be a local shtuka of rank r over R.
(1) There is an integer d ∈ Z such that detτMˆ ∈ (z − ζ)dR[[z]]
(2) If Mˆ is effective the integer from (1) satisfies d ≥ 0 and Mˆ/τMˆ (σˆ∗Mˆ) is a free
R-module of rank d which is annihilated by (z − ζ)d.
Definition 2.3. The integer d defined by the above lemma is called the dimension of Mˆ and
denoted by dimMˆ .
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Corollary 2.4. Every local shtuka Mˆ over R is isomorphism to the tensor product of a power
of the Carlitz shtuka over R and an effective local shtuka over R. In the case of rank 1 local
shtukas, we have Mˆ = (R[[z]], c · (z − ζ)d) for a c ∈ R[[z]]×.
Proof. With Lemma 2.2 every local shtuka Mˆ ∈ ShtFq((z)) is effective after tensoring it with
1(n) for some n ∈ Z, i.e. Mˆ ⊗ 1(n) =: Mˆ ′ is effective. Thus Mˆ ∼= Mˆ ′ ⊗ 1(−n). 
A rich class of examples is given by the category of A-motives in the following way:
Example 2.5. Let L be a finite extension of Q as in the introduction, let K be a completion
of L at a place w lying above A and let R be a valuation ring of K. An A-motive M over R
is a pair (M, τM), consisting of a locally free AR := A ⊗Fq R-module M of finite rank and
an isomorphism τM : σ
∗M|SpecAR\V (J)→ M|SpecAR\V (J) of the associated sheaves outside
the vanishing locus of the ideal J := (a⊗ 1− 1⊗ γ(a)|a ∈ A) = ker(γ ⊗ idR : AR → R).
An A-motive M over K has a good model over R, if there exists an A-motive M over R
satisfying M⊗R K ∼= M . Its reduction M⊗R R/mR is an A-motive over R/mR. Note
that the A-motive M over L always has generic A-characteristic and the reduction has A-
characteristic v = ker(A → mR). We denote by Av,R the completion of OCR at the closed
subscheme v × SpecR and by Qv,R = Av,R[ 1v ] its fraction field. We do not assume that
v × SpecR consists of one point. Thus, to give the associated shtuka to an A-motive over
R, we are required to take fv := [Fv : Fq] ≥ 1 into considerations. If fv = 1 then there
is only one point over v and the fields Fv ∼= Fq are isomorphic, with qv = q, σˆ = σqv
and hence Av,R = R[[z]] holds. Thus we associate with M the local shtuka defined by
Mˆv(M) :=M⊗AR R[[z]] = (M⊗A R[[z]], τM ⊗ idR[[z]]) over R.
Now let fv > 1, then it gets more complicated as Av,R is not an integral domain; compare
[2, after Prop. 4.8]. Consider the extension γ : Av → R and define for i ∈ Z/fvZ the
ideals ai := (a⊗ 1 − 1 ⊗ γ(a)qi |a ∈ Fv) in Av,R. As Fv is a finite field extension of Fq, it is
given by some element a ∈ Fv \ Fq with Fv = Fq(a) and minimal polynomial ma. Thus ma
divides the polynomial
∏
i∈Z/fvZ
(X − aqi), in which each factor represents an ai and hence∏
i∈Z/fvZ
ai = 0. By the Chinese remainder theorem we have the decomposition
Av,R =
∏
Gal(Fv/Fq)
Av⊗ˆFvR =
∏
i∈Z/fvZ
Av,R/ai
and a similar decomposition of Qv,R. The ideals ai corresponds to the places wi of OC,Fv lying
above v. Each factor of the decomposition is canonically isomorphic to R[[z]] and is permuted
by σ as σ(ai) = ai+1 holds. In particular σ
fv fixes each factor. Under the above decomposition
J splits up as J ·Av,R/a0 = (z − ζ) and J · Av,R/ai = (1) for i 6= 0. Thus we associate with
M the local shtuka defined by Mˆv(M) :=M⊗AR Av,R/a0 = (M ⊗AR Av,R/a0, (τM ⊗ id)fv )
where τfvM := τM ◦ σ∗τM ◦ · · · ◦ σ∗fv−1τM .
Definition 2.6. The local σˆ-shtuka associated at v to an A-motive M over a valuation ring
R is defined as
Mˆv(M) :=M ⊗AR Av,R = (M ⊗AR Av,R, (τM ⊗ idAv,R)fv )
where fv = [Fv : Fq] and τ
fv
M := τM ◦ σ∗τM ◦ · · · ◦ σ∗fv−1τM .
The local shtuka associated at v to an A-motive in the above way preserves effectiveness and
e´taleness, see [8, Ex. 2.2] and has rank rk Mˆv(M) = rk M and dimension dim Mˆv(M) =
dim M .
Example 2.7. Let C = P1
Fq
, A = Fq[t], Q = Fq(t) and let L = Fq(ϑ). Then γ : Fq[t] →
Fq(ϑ) is given by t 7→ ϑ and induces an isomorphism Q ∼= L. The Carlitz A-motive is defined
as the A-motive
C = (L[t], (t− ϑ))
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over L. Consider the ideal v = (z(t)) generated by a monic irreducible polynomial z(t) ∈ A
of arbitrary degree. The ideal v is maximal and set Fv := A/(z). Let Av be the completion
OC,v at v and hence there exists the canonical isomorphism Fv[[z]] ∼−→ Av.
Let ζ be the image of z under γ and consider the valuation ring R = Fv[[ζ]]. Denote again
by ϑ the image of t. The Carlitz A-motive C has a good model over R with good reduction
given by the A-motive C = (R[t], (t− ϑ)) over R. The associated local shtuka is given by
Cˆ := Mˆv(C) = (R[[z]], z − ζ)(1)
regardless the degree of z(t), see [8, Ex. 2.7].
Remark 2.8. Note that the Carlitz shtuka defined above is exactly the Tate object in the
category ShtAv,R and ShtQv ,R. Therefore, we will denote it by 1(1) := Cˆ. It has rank and
dimension 1. A tensor power is given by 1(n) := Cˆ
⊗n
:= (R[[z]], (z − ζ)n) and has the same
rank as Cˆ but dimension n.
3. Tate modules and Galois representation
We keep the notation from the last section and let Mˆ be a local shtuka over R. This implies
that τMˆ is an isomorphism over the extension to K[[z]]. So Mˆ ⊗R[[z]] K[[z]] is an e´tale local
shtuka and we have the following definition:
Definition 3.1. The (dual) Tate module of a local shtuka Mˆ over R is defined as
TˇvMˆ := (Mˆ ⊗R[[z]] Ksep[[z]])τ := {m ∈ Mˆ ⊗R[[z]] Ksep[[z]]|τMˆ (σˆ∗(m) = m)}
and the rational Tate module is defined as
VˇvMˆ := {m ∈ Mˆ ⊗R[[z]] Ksep((z))|τMˆ (σˆ∗(m) = m)} = TˇvMˆ ⊗Av Qv
The name dual comes from the following reason. If Mˆ = Mˆ(M) comes from an A-motive
M as in example 2.5 and if M =M(ϕ) is the A-motive associated to a Drinfeld-module ϕ,
then TˇvMˆ is dual to the Tate-module Tvϕ := lim←−ϕ[v
n] of ϕ, see [8, Prop 4.8].
They are also called the the v-adic realization of Mˆ and thus are denoted by H1v(Mˆ,Av) :=
TˇvMˆ .
The Tate-module of the associated local shtuka to an A-motive and the Tate-module of the
A-motive are isomorphic, see [8, Prop. 4.6]. However the former has a continuous GK- and
the latter a continuous GL-action. It is also shown in [8, Prop. 4.2] that TˇvMˆ is a free
Av-module of rank equal to rkMˆ and that VˇvMˆ is a Qv-vector space of dimension also equal
to rkMˆ . Then Hartl and Kim shows that Mˆ ⊗R[[z]] K[[z]] can be recovered by the Galois
invariants (TˇvMˆ ⊗Av Ksep[[z]])GK via the canonical isomorphism
TˇvMˆ ⊗Av Ksep[[z]] ∼−→ Mˆ ⊗R[[z]] Ksep[[z]].(2)
To give an Av-basis for the (rational) Tate module of Mˆ := (Mˆ, τMˆ ) over R, set r = rk Mˆ .
We choose a R[[z]]-basis of Mˆ and denote by T the structure homomorphism τMˆ with respect
to this basis.
Note that T ∈ GLr(R[[z]]
[
1
z−ζ
]
). Then a Fv[[z]]-basis U ∈ GLr(Ksep[[z]]) for the Tate module
has to satisfy by definition T σˆ(U) = U . In the proof of [8, Proposition 4.2 & Remark 4.3]
the authors shows that U is already in K〈 zζq 〉. Then by [8, Lemma 5.22] one can solve for an
effective local shtuka the equation σˆ(X) = X · T for an X ∈ OKsep [[z]]r×r and hence U is the
inverse of the solution.
Example 3.2. We continue with the Carlitz shtuka Cˆ = (R[[z]], (z − ζ)) from example 2.7.
The rank of Cˆ is r = 1, so after choosing a R[[z]]-basis for Cˆ, we get T = τC,R[[z]] = (z−ζ). Let
6 MAIKE ELLA ELISABETH FRANTZEN
K = Frac(R). Then an inverse element x =
∑∞
i=0 xiz
i ∈ GL1(Ksep[[z]]) of the Tate-module
basis has to satisfy
xq−10 = −ζ
xqi + ζ xi = xi−1 for i > 0(3)
In what follows these equations are considered as Carlitz-Tate equations. Let li ∈ Ksep be
the solutions of the Carlitz-Tate equations for i ≥ 0 and set l+ :=
∑∞
i=0 liz
i ∈ OKsep [[z]]. The
element satisfies σ(l+) = (z−ζ)l+. Then a basis u for TˇvCˆ is defined by u = l−1+ which implies
TˇvCˆ = l
−1
+ Av and VˇvC = l
−1
+ Qv. The basis depends on the choice of li and a different choice
leads to a different power series which is a multiple of l+ and an unit of (K
sep[[z]])σ=id = A×v ,
cf. [8, Ex. 4.10]. The canonical isomorphism (2) is given by sending the generator l−1+ of
TˇvMˆ to the same element in (K
sep)×.
We define the covariant functors induced by the Tate modules as
Tˇv : ShtAv ,R → RepcontAv (GK), Mˆ 7→ (ρ : GK → GL(TˇvMˆ)),
Vˇv : ShtQv ,R → RepcontQv (GK), Mˆ 7→ (ρ : GK → GL(VˇvMˆ)).
The category RepcontQv (GK) of continuous GK-representation is a neutral Tannakian category
with fiber functor ωrep : Rep
cont
Qv
(GK)→ VecQv given by (ρ : GK → GL(V )) 7→ V . Let Mˆ be
a local shtuka, then we can associate a Tannakian subcategory 〈〈VˇvMˆ〉〉 of RepcontQv (GK). Note
that it makes no difference in which shtuka category Mˆ lives, as the natural transformation
from Tˇv and Vˇv is by definition compatible with the tensor structure. By Tannakian duality
there exists a linear affine algebraic group HMˆ := Aut
⊗(ωrep|〈〈VˇvMˆ〉〉) over Qv such that
the category 〈〈VˇvMˆ〉〉 is tensor equivalent to the category of Qv-representations of HMˆ . We
call the group HMˆ monodromy group of Mˆ . The monodromy group of Mˆ is a subgroup in
GL(VˇvMˆ) or more to the point in the centralizer of QEnd(Mˆ) in GL(VˇvMˆ).
For all g ∈ GK , ρ(g) is already an automorphism of VˇvMˆ over Qv. Moreover they are
already automorphism on the subcategory generated by VˇvMˆ . Then ρ(g) is an element of
Aut⊗(ωrep|〈〈VˇvMˆ〉〉) and so in HMˆ .
Definition 3.3. We define the Galois representation of a local shtuka Mˆ of rank r as the
representation
ρMˆ := ρMˆ,v : GK → HMˆ (Qv).
If we choose a basis for a local shtuka Mˆ and a basis U for its Tate-module TˇvMˆ , then it also
follows by [8, Remark 4.3] that U ∈ GLr(Ksep[[z]]). Thus U is a basis transformation matrix
for HMˆ (Qv) with U
−1g(U) ∈ GLr(Av) for a g ∈ GK . Then ρMˆ is given by g 7→ U−1g(U) for
a g ∈ GK .
By [9, Lem. 4.2] the algebraic group HMˆ is the Zariski closure of ρMˆ (GK) in GLQv (VˇvMˆ).
Example 3.4. Continue with example 3.2 of the Carlitz shtuka Cˆ. We have chosen an
uniformizer z and hence have Av ∼= Fv[[z]] and K = Fv((ζ)) as R contains Fv[[ζ]]. Then set
Kn := Fv((ζ))(l0, . . . , ln−1) and K∞ := Fv((ζ))(li : i ∈ N0) for the field extension of K by the
solutions of the Carlitz-Tate equations. This field tower is the function field analogous of the
cyclotomic tower Q( p
i√
1|i ∈ Nˆ0) and we call it the Carlitz-Tate towers. Then we get the so
called v-adic cyclotomic character
ρCˆ : Gal(K∞/K)
∼−→ Fv[[z]]× = Gm(Fv[[z]]) = AutFv [[z]](TˇvMˆ)(4)
g 7−→ l+g((l+)−1) = ρC(g),
which satisfies g(l+)
−1 = ρCˆ(g) · l−1+ for all g ∈ Gal(K∞/K). Note that, as Cˆ has rank 1, Gm
is the only canonical choice for HCˆ .
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The reason for the isomorphism (4) is that Kn is totally ramified over K of degree (q− 1)qn,
see [8, Example 4.10]. In particular, if Kun = Fv((ζ)) is the completion of the maximal
unramified field extension, then still Kn ·Kun is totally ramified over Kun of degree (q−1)qn.
So the isomorphism (4) also holds for Kun instead of K.
4. Tannakian theory on Sht
The categories ShtAv ,R and ShtQv,R are additive, have internal homs, a tensor structure
and are rigid, which all descents from their R[[z]]-module structure. To be more precise, let
Mˆ = (Mˆ, τMˆ ) and Nˆ = (Nˆ , τNˆ ) be two local shtukas over R. The internal Homs Hom(Mˆ, Nˆ)
are defined for the modules Mˆ and Nˆ as the usual HomR[[z]](Mˆ, Nˆ) and the shtuka structure
is given by h 7→ τNˆ ◦ h ◦ τ−1Mˆ for a h ∈ σ∗Hom(Mˆ, Nˆ). In the same way is the tensor product
given by the tensor product of the modules Mˆ ⊗R[[z]] Nˆ and the shtuka structure by the
tensor product τMˆ ⊗ τNˆ . The unit element associated to the tensor structure is the shtuka
1(0) := (R[[z]], idR[[z]]). We define a tensor power of an local shtuka Mˆ by Mˆ
⊗0
:= 1(0) and
Mˆ
⊗n
:= Mˆ
⊗n−1 ⊗ Mˆ for n ∈ N. The dual Mˆ∨ := Hom(Mˆ, 1(0)) consists of the module
Mˆ∨ := HomR[[z]](Mˆ,R[[z]]) and the isomorphism (τMˆ )
−1.
Proposition 4.1. The categories ShtAv,R and ShtQv ,R are rigid additive tensor category
over Av and respectively Qv. Furthermore ShtQv ,R is abelian.
Proof. By additivity and [3, 1.15] is ShtAv ,R a Av-linear and ShtQv ,R a Qv-linear categories.
The endomorphism ring of ShtAv ,R is given by EndShtAv,R(1(0)) = Av and of ShtQv ,R by
EndShtQv,R(1(0)) = Qv.
Let Mˆ, Nˆ ∈ ShtAv ,R and f : Mˆ → Nˆ . Consider the kernel and image of f in the category
of free modules ModfR[[z]]. As submodules of Mˆ and Nˆ they have a shtuka-structure. The
cokernel in ModfR[[z]] is given by the usual cokernel modulo torsion. It also inherits the shtuka
structure of Nˆ as submodule.
However the natural morphism Coim f → Imf is only an isogeny. Thus only an isomorphism
in ShtQv ,R, which was to show. 
To relate the abelian theory of ShtQv,R to ShtAv ,R, we introduce so called abelian and Tan-
nakian lattices ; compare [15] and [5].
Definition 4.2. Let t : S → S′ be a ring homomorphism of Dedekind rings and let C be an
S-linear category. We define the local scalar extension C along t as the category CS′ with
the same object class as C and hom-set of two objects X,Y ∈ CS′ given by
HomCS′ (X,Y ) := HomC(X,Y )⊗R S′
Thus CS′ is an S
′-linear category with a S-linear functor C → CS′ .
We define the local fraction extension of C as the extension CFrac(S).
Obviously the extension the functor C → CS′ is essential surjective. If t is flat, it preserves
epi- and monomorphism and the converse holds if t is faithfully flat, see [15, §3.6]. If C is
a monoidal category, then CS also, see [15, §3.8]. A S-linear functor s : C → D induces a
S′-linear functor sS′ : CS′ → DS′ .
Definition 4.3. An abelian lattice Λ over a Dedekind ring S is a S-linear additive symmetric
monoidal category Λ with an isomorphism S ∼= End(1Λ) and in which kernels and images
exist, such that the local fraction extension ΛFrac(S) is a rigid abelian monoidal category over
Frac(S).
The existence of images is in the sense that for each morphism f : X → Y in C an image
factorization exists. That is the most general definition of an image and follows in the case
of local shtukas from the existence of the cokernel.
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Corollary 4.4. ShtAv ,R is a rigid abelian tensor lattice over Av with local fraction extension
(ShtAv,R)Qv = ShtQv ,R.
Proof. This follows by definition 2.1 and proposition 4.1. 
Definition 4.5. [5, 2.2.2] Let S be a Dedekind ring. A neutral Tannakian lattice Λ over S is
a rigid abelian lattice Λ equipped with a S-linear additive tensor functor ω : Λ→ ModS , such
that ω is faithful, preserves kernels and images and is fully faithful restricted to the monoidal
subcategory generated by the unit element.
Proposition 4.6. The category ShtQv ,R is a neutral Tannakian category with fiber functor
ωShtQ := Vˇv : ShtQv ,R → VecQv and the categroy ShtAv ,R is a neutral Tannakian lattice with
fiber functor ωShtA := Tˇv : ShtAv ,R → ModAv .
Proof. With [8, Theorem 4.20] both functors are fully faithful and hence fiber functors in the
sense described above. 
By Tannakian duality one can associate to Mˆ ∈ ShtQv ,R an affine linear algebraic group
ΓMˆ := Aut
⊗(ωShtQ |〈〈Mˆ〉〉) ⊆ GL(VˇvMˆ).
Definition 4.7. ΓMˆ is called the Motivic Galois group of Mˆ .
ShtQv ,R is a Tannakian category and Vˇv is an exact tensor functor over Rep
cont
Qv
(GK). So we
have that the monodromy group HMˆ of a local shtuka Mˆ is a subgroup of the motivic Galois
group ΓMˆ .
In [5] Nguyen Dai Duong and Phu`ng Hoˆ Hai established a similar theory for Tannakian
lattices. Then main theorem is as follows
Theorem 4.8. [5, 2.3.2] Let (Λ, ω) be a Tannakian lattice over a Dedekind ring S. Then
the groups scheme Γi
Mˆ
:= Aut⊗(ω|Λ) is faithfully flat over S and ω induces a equivalence
between Λ and the category of finite projective representations RepfpS (Γ
i
Mˆ
).
We call the algebraic group Γi
Mˆ
:= Aut⊗(ωShtA |〈〈Mˆ〉〉) associated to a Mˆ ∈ ShtAv,R the
integral motivic Galois group of Mˆ . Moreover, Γi
Mˆ
is after extension from Av to Qv the
motivic Galois group of Mˆ . Thus, going back to the categories ShtAv ,R and ShtQv ,R, the
following diagram commutes
ShtAv ,R
Tˇv

// ShtQv ,R
Vˇv

Rep
fp
Av
(GK)
ωrep

RepcontQv (GK)
ωrep

ModAv ⊗AvQv
// VecQv
.
and hence
ΓMˆ = Γ
i
Mˆ
×Av Qv(5)
holds for a Mˆ ∈ ShtAv ,R; see [15, Cor. 6.21] for further properties.
Now consider a finite homomorphism f : Fv[[z
′]] → Fv[[z]] of rings. Let γ′ : Fq[[z′]] → R be
the morphism sending z′ 7→ ζ′ and let γ : Fq[[z]]→ R the one sending z 7→ ζ. Thus γ′ = γ ◦ f
holds and we have an induced functor
ShtFv[[z]],R → ShtFv [[z′]],R
Mˆ 7→ f∗(Mˆ)
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where f∗(Mˆ) = Mˆ viewed as a R[[z
′]]-module. The z′-rank of the local shtuka f∗(Mˆ) is given
by the formula rkz′(f∗(Mˆ)) = rkzMˆ · deg f .
It is natural to ask for a functor f∗ : ShtFv[[z′]],R → ShtFv [[z]],R induced by the module-tensor
product. However, it produces in general not a local shtuka in ShtFv[[z]],R. For example let
Fv = Fq and f : Fq[[z
′]]→ Fq[[z]] given by z′ 7→ z2. Then γ is given by z 7→ ζ and γ′ = γ ◦ f
by z′ 7→ ζ2 =: ζ′. Consider the Carlitz-shtuka Cˆ = (R[[z′]], z′−ζ′) in ShtFq [[z′]],R. Then f∗(Cˆ)
is given by the module R[[z′]] ⊗Fq [[z′]] Fq[[z]] and the morphism z2 − ζ2 = (z − ζ)(z + ζ). It
is only an isomorphism after inverting z − ζ and z + ζ and so not a local shtuka. To solve
this issue, it suffice to consider only z′ which are positive char(Fq)-powers of z. In general
let z′ = zp
n
for p = char(Fq) and n ∈ N and define the functor f∗ by
f∗ : ShtFv[[z′]],R → ShtFv[[z]],R
Mˆ
′ 7→ f∗(Mˆ ′) := Mˆ ′ ⊗Fv[[z′]] Fv[[z]]
Proposition 4.9. Let z′ = zp
n
with n ∈ N and p = char(Fq). Then the functors f∗ and f∗
dare adjoint, ie. HomSht
Fv[[z]],R
(f∗Mˆ, Nˆ) = HomSht
Fv [[z′]],R
(Mˆ, f∗Nˆ) holds.
Proof. The functor f∗ interchanges with σ∗ as σ is the identity restricted to the uniformizing
parameter on Av.
Let Mˆ
′ ∈ ShtFv[[z′]],R and by extension to R[[z′]] we get a homomorphism f∗R : R[[z′]]→ R[[z]]
commuting with f∗ and γ. The same argument holds for f∗. The unit and counit are
induced by the R[[z]] and respectively R[[z′]]-module structures. So it suffices to show their
compatibility with the shtuka structure morphism.
Let η : idSht
Fv [[z′]]
→ f∗ ◦ f∗ given by
ηMˆ ′ : Mˆ
′
= (M ′, τM ′ )→ f∗ ◦ f∗(Mˆ ′) := (Mˆ ′ ⊗Fv[[z′]] Fv[[z]], τf∗f∗M ′ := (τM ′ ⊗ id))
m 7→ m⊗ 1
for an element Mˆ
′ ∈ ShtFv[[z′]]. Let m ∈ σ∗Mˆ . Then ηM ′(τM ′ (m)) = τM ′(m) ⊗ 1 and
τf∗f∗M ′ ◦ σ∗ηMˆ ′(m) = (τM ′ ⊗ id)(σ∗ηMˆ ′(m)) = τM ′ (m) ⊗ 1 holds, as f∗σ∗ = (f ⊗ idR)∗ ◦
(id ⊗ Frobq) = (f ⊗ Frobq)∗ = σ∗f∗ holds. Thus is unit-morphism ηMˆ ′ a shtuka morphism.
The counit is given by the natural transformation ε : f∗f∗ → idSht
Fv [[z]]
, which is for a
Mˆ ∈ ShtFv[[z]] given by a⊗m 7→ a ◦m. Then the following diagram
f∗f∗M
εMˆ // M b⊗ τM (m) ✤ // b · τM (m)
Fv[[z]]⊗Fv[[z′]] σ∗M
=σ∗f∗f∗M
id
Fv [[z]]
⊗τM
OO
εσ∗M
// σ∗M
τM
OO
b ⊗m
❴
OO
✤ // b ·m
❴
OO
commutes. 
Let ModSht
Fv [[z′]],R
(Fv[[z]]) be the category of Fv[[z]]-modules in ShtFv [[z′]],R. It’s objects are
pairs (Mˆ, φ), where Mˆ ∈ ShtFv [[z′]],R and φ : Fv[[z]] → EndR(Mˆ). A morphism of Fv[[z]]-
modules is a morphism of shtukas in ShtFv [[z′]] compatible with φ.
Proposition 4.10. There exists an equivalence of categories between
G : ModSht
Fv [[z′]],R
(Fv[[z]])⇄ ShtFv[[z]],R : H
Proof. We will construct the functors G and H .
We define G as the functor, which sends an element (Mˆ
′
= (M ′, τM ′ ), φ) to Mˆ
′
, but with M ′
considered as a module over the tensor product R[[z′]]⊗Fv[[z′]] Fv[[z]] = R[[z]] via φ. We have
that rkR[[z′]]Mˆ
′
= [Fv[[z]] : Fv[[z
′]]] · rkR[[z]]Mˆ
′
holds, which is possible as the extension by f∗
is finite.
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We define H as the functor, which considers a Mˆ ∈ ShtFv [[z]] as a R[[z′]]-module via the ring
homomorphism f . The morphism φ : Fv[[z]] → End(Mˆ) comes from the internal module
structure of Mˆ . Here we have rkR[[z′]]Mˆ = rkR[[z]]Mˆ · [Fv[[z]] : Fv[[z′]]]. 
By the remark after definition 4.2, f∗ and f∗ can be extended to Qv-linear functors on
ShtQv ,R, maintaining their properties. Especially, proposition 4.10 can be extended to
ShtQv ,R. We denote them in the same way.
Proposition 4.11. Let z′ = zp
n
for n ∈ N and p = char(Fq). Let Mˆ
′ ∈ ShtFv((z′)),R
and f∗ : Fv((z
′)) → Fv((z)). Then there exists an equivalence of algebraic groups Γf∗Mˆ ′ =
ΓMˆ ′ ×Fv((z′)) Fv((z)) over Fv((z)).
Proof. Let Mˆ
′ ∈ ShtFv((z′)). Then by Tannakian duality 〈〈Mˆ
′〉〉 ∼= RepQv (ΓMˆ ′) is an equiva-
lence of categories. Denote by 〈〈f∗Mˆ ′〉〉 the strictly full Tannakian subcategory of ShtFv((z))
generated of the essential image of f∗ restricted to 〈〈Mˆ ′〉〉. It follows by the work of Deligne
and Milne, cf. [4, Prop. 3.11], and proposition 4.10 that
Rep
Fv((z))
(Γf∗Mˆ ′) = RepFv((z))(ΓMˆ ′)(6)
holds. By [4, Rem. 3.12] we consider the following situation
VecFv((z))
Rep
Fv((z′))
(ΓMˆ ′) Vˇv
//
ω′
77♥♥♥♥♥♥♥♥♥♥♥♥
VecFv((z′))
⊗Fv((z′))Fv((z))
OO
with ω′(Mˆ) = VˇvMˆ ⊗Fv((z′))Fv((z)) for Mˆ ∈ 〈〈Mˆ
′〉〉. Set (ΓMˆ ′)Fv((z)) := Aut⊗(ω′|〈〈Mˆ
′〉〉). This
induces again by [4, Rem. 3.12] the equivalence Rep
Fv((z))
(ΓMˆ ′)
∼= Rep
Fv((z))
((ΓMˆ ′)Fv((z))).
Here ΓMˆ ′Fv((z))
is the usual base change of algebraic groups. 
Note that in the case of local shtukas the tensor product is already defined over a finite
extension. So there is no need to go to an Ind-completed category, as all objects have a finite
basis, in contrary to the general case studied in the paper of Deligne and Milne [4]. By that,
we mean that the field extension construction of them demand the existence of an external
tensor product ⊗ with the category of vector spaces. By proposition 4.10 the functor f∗f∗
defines ShtFv[[z]] as a ModR[[z]]-module category, see [6, 7.1.1] for definition of this category.
This structure fulfills the requirements of the external tensor product described above.
The association of an algebraic group to a Tannakian lattice is done in a similar sense as
Deligne’s for fields. So with equation (5) we can use the proof of proposition 4.11 also for
our Tannakian lattice ShtFv [[z′]] and get the following.
Corollary 4.12. Let Mˆ
′ ∈ ShtFv[[z′]] and let z′ = zp
n
for n ∈ N and p = char(Fq). Then
there exists an equivalence of algebraic groups Γi
f∗Mˆ
′ = Γi
Mˆ
′ ×Fv[[z′]] Fv[[z]]. Moreover, it is
compatible with the field extension to ΓMˆ ′ .
5. A condition for openness
In section 3 we constructed a Galois representation
ρMˆ : GK → HMˆ (Qv)
associated to a local shtuka Mˆ of rank r over SpecR. For a general Mˆ , there exists by
Tannakian theory an inclusion HMˆ ⊆ ΓMˆ ⊆ GLr of algebraic groups over Qv. We have
seen that for all g ∈ GK its image under ρMˆ is contained in AutQv (VˇvMˆ). In addition,
ρMˆ (g) ∈ Aut⊗(ωShtQ |〈〈Mˆ〉〉)(Qv) = ΓMˆ (Qv) holds. So the image of GK under ρMˆ and
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respectively its Zariski closure HMˆ is already contained in ΓMˆ (Qv) and in ΓMˆ , respectively.
If the rank of the local shtuka Mˆ is 1, this inclusion becomes an equality. In the last section
we have computed the integral motivic Galois group Γi
Mˆ
, which is an algebraic group over
Av with ΓMˆ = Γ
i
Mˆ
×Qv. Let Kun and Run the maximal unramified extension of K and R.
Proposition 5.1. Every local shtuka Mˆ of rank 1 and virtual dimension d ∈ Z over Run is
isomorphic to the d-th tensor power Cˆ
⊗d
of the Carlitz-shtuka over Run.
Proof. By corollary 2.4 Mˆ = (Run[[z]], τM = c · (z − ζ)d. Write c =
∑∞
i=0 ciz
i with ci ∈ Run
and c0 ∈ (Run)×. The isomorphism is given by sending 1 ∈ Mˆ to u =
∑∞
i=0 uiz
i ∈ Cˆ⊗d which
satisfies σ(u) = c · u that is ∑∞i=0 uqi zi =
∑∞
i=0
∑i
j=0 cjui−jz
i, or equivalently uq0 = c0u0 and
(u−10 ui)
q − u−10 ui =
∑i
j=1 c
−1
0 ci−ju
−1
0 uj . Since c0 ∈ (Run)× all these equations indeed have
solutions ui ∈ Run and u0 ∈ (Run)×. 
Note that isogenous shtukas has the same rank and dimension. Furthermore the category
ShtQv ,R is the category of shtukas except isogeny, so all isogenous shtukas are isomorphic.
Theorem 5.2. Let Mˆ be a local shtuka of rank 1 and virtual dimension d > 0 over R and
K = Frac(R). Let d′ ∈ Z be the largest number such that d = pe · d′ holds for p = char(Fq),
p . d′ and e ≥ 0. Then ρMˆ (GK) is contained and open in GL1(Fv[[zp
e
]]). In particular,
ρMˆ (GK) is open in HMˆ (Qv) if and only if p ∤ d.
Proof. By proposition 5.1 Mˆ ⊗R Run is isomorphic to Cˆ⊗d over Run. Let d′ ∈ Z be the
largest number such that d = pe · d′ holds with p . d′ and e ≥ 0.
If d = d′ = 1 holds, then it follows that ρMˆ (GK) contains the subgroup ρMˆ (GKun) =
ρCˆ(GKun), since Kun is a finite field extension of Fv((ζ)). The group ρCˆ(GKun) has finite
index in ρCˆ(GFv((ζ))) = Fv[[z]]
×, see example 3.4. So the assertion follows.
Let d 6= 1 and let f : Fv[[z′]]→ Fv[[z]] be the homomorphism with z′ 7→ zpe . Then
Mˆ ⊗R Run = (Run[[z]], τM ) ∼= (Run[[z]], (z − ζ)p
e·d′)
∼= (Run[[z]], (zpe − ζpe)d′)
∼= f∗(Run[[z′]], (z′ − ζpe )d′)
∼= f∗(Fv[[ζ′]][[z′]], (z′ − ζ′)d
′
)⊗
Fv[[ζ′]][[z′]]
R′[[z′]](7)
holds. Set R := Fv[[ζ
′]]. LetK,Kun andK be the fraction fields of R,Run and R respectively.
Then the inclusions GK′ ⊆ GK is open. Let C = (R[[z′]], z′− η) be the Carlitz shtuka over R.
By equation (7), the algebraic group associated to the pullback f∗Cˆ is a ring extension of the
algebraic group Γi
Cˆ
associated to Cˆ over Fv[[z
′]] to Fv[[z]], see corollary 4.12. So the image
of the Galois representation is already in Γi
Cˆ
(Fv[[z
′]]) = Fv[[z
′]]
×
and the following inclusion
exits:
GK
ρf∗Cˆ //
ρCˆ

Γi
f∗Cˆ
(Fv[[z]])
Fv[[z
′]]× = Γi
Cˆ
(Fv[[z
′]]) 
 // Γi
Cˆ
(Fv[[z]]) = Fv[[z]]
×,
OO
where the right side inclusion is an equality as both are the Fv[[z]]-valued points. So if p ∤ d
and hence e ≥ 1 and Fv[[z′]]× = Fv[[zpe ]]× ⊆ Fv[[z]]×, the image of Galois factors through
Fv[[z
′]]
×
. We compute the image of ρCˆ ∈ Fv[[z′]]×.
We denote by K
un
the maximal unramified extension of K. Let Kn := K(l
′
0, . . . , l
′
n) and
K∞ := K(l
′
i : i ∈ N0) be the Carlitz-Tate tower of K, ie. the fields extension of K generated
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by the solution of the Carlitz-Tate polynomials, cf. example 3.2 and example 3.4. Like in
[8, Example 4.10 ] the extension K0 over K is totally tamely ramified of degree q − 1 and
Kn over Kn−1 is totally wildly ramified of degree q for n ≥ 1. Like in example 3.4 the field
extension to K
un
and its Carlitz-Tate tower K
un
n := K(l
′
0, . . . , l
′
n) and K
un
∞ := K(l
′
i : i ∈ N0)
has the same ramification. So we can only consider the extension of the local shtukas to the
maximal unramified extensions. By equation (7), Mˆ is isomorphic to f∗Cˆ
⊗d
over R
un
. Then
TˇvMˆ ∼= (Tˇvf∗C)⊗d
′
, as Tˇv is a tensor functor. So by the definition of the tensor product in
ModAv , the Tate-module Tˇvf
∗C⊗d
′
is generated as an Av-module by a =
∑∞
n=0 anz
′n, which
is a d′-th power of the inverse basis element of Tˇvf
∗C.
Set a = (l′+)
d′ for l′+ =
∑∞
i=0 l
′
iz
′i and consider d′ indices i1, . . . , id′ . Define jm := im − im+1
for 1 ≤ m ≤ d′ and set n = i1 = j1+ · · ·+ jd. Set In := {(j1, . . . , jd) ∈ Nd′0 | j1+ · · ·+ jd = n}
and I<n := {(j1, . . . , jd) ∈ In| jm < n ∀m = 1, . . . , d′}. Then we have by iteration of the
product formula for formal power series
a =
∞∑
n=0
anz
′n = (
∞∑
i=0
liz
′i)d
′
=
∞∑
i1=0
(
i1∑
i2=0
(. . . (
id′−1∑
id′=0
l′id′ · l′id′−1−id′ · · · · · l′i1−i2))z′
i1
=
∞∑
n=0
(d′l′0
d′−1 · l′n +
∑
(j1,...,jd′ )∈I
<
n
l′j1 · · · · · l′jd′ )z′
n
(8)
Set K
un,d′
n := K
un
(a0 . . . an). The coefficient l
′
n is prime to
∑
(j1,...,jd′)∈I
<
n
l′j1 · · · · · l′jd′ ) for all
n and hence K
un
n = K
un,d′
n (l0) holds. Then l
d′
0 − a0 is divided by the minimal polynomial of
the field extension K
un
0 over K
un,d′
0 , which implies [K
un
n : K
un,d′
n ] ≤ d′. Then K
un
n is Galois
over K
un,d′
n and we consider the following diagram induced by Galois theory:
Gal(K
un
n /K
un
)
f // //
ρC ∼=

Gal(K
un,d′
n /K
un
)
ρ
C⊗d
′

g ✤ //
❴

g|Kun,d′n❴

(Fv[[z
′]]/(z′
n+1
))×
(x 7→xd
′
)
g
// // ((Fv[[z′]]/(z′
n+1
))×)d
′
ρCˆ(g) =
g(l+)
l+
✤ // g(l+)
l+
d′
= g(a)a .
The morphism ρC⊗d′ is surjective as (x 7→ xd
′
)◦ρCˆ is surjective. Let g(a) = a, then g(ai) = ai
holds for all i. But then g = id. So ρC⊗d′ is also an isomorphism. It remains to show that
ρC⊗d′ (Gal(K
un
∞ /K
un
)) ⊆ Fv[[z′]]× is open with index ≤ d′.
We know by Galois theory that ker f = Gal(K
un
n /K
un,d′
n ). So the number of elements in the
kernel is lesser equal d′. Then ker g has also lesser equal d′ number of elements. ker g is a
subset of (Fv[[z
′]]/(z′
n+1
))× which consists (qv − 1) · qnv elements. Then # im g ≥ (qv−1)·q
n
v
d′ .
Therefore the index of the image is lesser equal d′ for all n. 
Remark 5.3. Let Mˆ be a local shtuka over R with fraction field K. We call the field towers
given by a basis of the Tate-module Tate tower of Mˆ and the tower given by the Carlitz Tate
polynomials Carlitz-Tate towers. Classically the last one is denoted by v-adic cyclotomic
tower of K. In the same way, we call the field extensions Tate field extensions of K generated
by Mˆ and Carlitz-Tate field extensions of K.
The above computation shows that if we are in the open image situation, the Carlitz-Tate
field extensions of K gives a upper bound for all Tate field extensions of K generated by Mˆ
of rank 1.
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Example 5.4 (squared Carlitz local shtuka). Consider the Carlitz shtuka defined by
Cˆ = (R[[z]], (z − ζ)) over R := Fq[[ζ]] and set K = Fq((ζ)). Let l+ =
∑∞
i=0 liz
i ∈ OKsep [[z]] be
the solutions of the Carlitz-Tate polynomials, cf. equation (3). The squared Carlitz shtuka
is defined as Cˆ
⊗2
:= (R[[z]], (z − ζ)2) and by proposition 5.2 it’s Tate-module is given by
TˇvCˆ
⊗2
= a−1 · Fq[[z]] for a = l2+. After solving this equation, the element a =
∑∞
i=0 aiz
i
given by a0 = l
2
0 and an = 2l0ln +
∑n−1
i=1 liln−i for n > 0. Set Kn := K(l0, . . . , ln) and
K2n := K(a0, . . . an). Then K
2
n(l0) = Kn holds, as ln fulfills ln =
1
2l0
(an −
∑n−1
i=1 liln−i). It
follows that minpol0/K20 has to divide l
2
0−a0. Furthermore, it equals l20−a0, as the extension
of K20 by l0 is a real extension. To show this, let q = 3. Then a
2
0 = ζ
2 and we have that
a0 = l
′
0
q−1
= ζ holds. Hence K20 (l0) = K is a subfield of K0 with [K
2
0 : K] = (q − 1) = 2.
For q > 3, a0 is a (q − 1)/2 =: d-root of −ζ. The field extension generated by roots cannot
contain 2-roots and hence l0 /∈ K20 . So [Kn : K2n] = 2 and by Galois theory [K2n : K2n−1] = q
holds for all n > 0.
Now consider the Galois representation ρ
Cˆ
⊗2 = (ρCˆ)
⊗2 and the induced diagram
Gal(Kn/Fq((ζ)))
∼

// // Gal(K2n/Fq((ζ)))
∼

Fq[[z]]
×
/(zn+1) // // (Fq[[z]]
×
/(zn+1))2
for all n ≥ 0. Here, the ring (Fq[[z]]×/(zn+1))2 is given by the elements
∑n
i biz
i in Fq[z]
×
with b0 ∈ (F×q )2. Then Fq[[z]]×/(Fq[[z]]×)2 = F×q /(F×q )2 = {1, α} with α ∈ F×q \ (F×q )2 holds
and it follows that the squared group has index 2 in the original. So it is an open subgroup,
which implies the openness of the Galois representation.
Also by proposition 5.2, we have the Galois openness, as d′ = d = 2 holds for Cˆ
⊗2
and we
assumed in the beginning that p is odd.
Example 5.5. We assume the same setup as in the previous example and consider the local
shtuka Mˆ := (R[[z]], τM = (z
q−ζq)) of rank 1 of dimension q over R. Then the motivic Galois
group is given by Gm. Thus by the previous proposition the image is given by Fq[[z
q]]
×
, which
is not v-adically open in Fq[[z]]
×
.
Proposition 5.6. Let Mˆ be a local shtuka of rank r ≥ 1 and dimension d over R.
If char(Fq)|d then ρMˆ (GK) ⊆ GLr(Fv[[z]]) is not open.
Proof. Let Mˆ be a local shtuka of rank r ≥ 1 and dimension d over R. We denote by
ΛrMˆ := (R[[z]], detτM ) the determinant of Mˆ . Λ
rMˆ has rank 1 but the same dimension d as
Mˆ . Set p = char(Fq) and let d
′ ∈ Z be the largest number such that d = pe ·d′ holds for p ∤ d′
and e ≥ 0. Let ρMˆ : GK → GLr(Fv[[z]]) be the v-adic Galois representation attached to Mˆ
and ρΛrMˆ : GK → Fv[[z]]× the v-adic Galois representation attached to ΛrMˆ . As ΛrMˆ has
rank 1, ρΛrMˆ factors by proposition 5.2 through Fv[[z
pe]]× and we can consider the following
commutative diagram
GK
ρMˆ //
ρΛrMˆ

GLr(Fv[[z]])
det

Fv[[z
pe ]]
×
(∗)
// Fv[[z]]
×
(9)
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Assume ρMˆ is open. Then there exists a standard open subset 1+z
mFv[[z]]
r×r
in GLr(Fv[[z]])
for m >> 0, onto which a standard open set of GK is sent. Let h ∈ Fv[[z]] and
h =


1 + zm · h 0 . . . 0
0 1
. . .
...
...
. . .
. . . 0
0 . . . 0 1


∈ 1 + zmFv[[z]]r×r
Then det(h) = 1 + zm · h ∈ Fv[[z]]× holds, which is again inside a standard open set. So it
follows that the morphism (∗) of diagram (9) has to be an open inclusion and furthermore
ρΛrMˆ ⊆ Fv[[z]]× is open. This implies with proposition 5.2 d = d′ and pe = 1. 
The result of theorem 5.2 ca be transferred to A-motives in the following way:
Theorem 5.7. Let M be a A-motive of rank 1 and dimension d over a finite field extension
L over Q. Let d′ ∈ Z be the largest number such that d = pe · d′ holds for p = char(Fq), p . d′
and e ≥ 0. Then ρM (G(L)) is contained and open in GL1(Fv[[zpe ]]). In particular, ρM (GL)
is open in HM (Qv) if and only if p ∤ d.
Proof. Let Lw be the completion of L at a place w above v. Then the absolute Galois group
GLw of Lw is a subgroup of the absolute Galois group GL of L. GL is generated by the groups
gGLwg−1 for all g ∈ GL.
Then the image of ρMˆv(M)
is inside AutAv (H
1
v (Mˆv(M)), Av) = AutAv(H
1
v (M), Av) = Fv[[z]]
×
.
The latter one is the image of ρM,v. For all g ∈ GL, ρM,v(gGLwg−1) = ρM,v(GLw ) is invariant,
as Fv[[z]]
×
is commutative. So by [12, II, Prop. 8.5] ρM,v(GL) is generated by the groups
ρM,v(GLw ). Then the assertion follows by theorem 5.2. 
Furthermore, if we use the same reducing technique as in the previous proof we can extend
the result also to A-motives of higher rank, compare 5.6:
Corollary 5.8. Let M be a A-motive of rank r and dimension d over a finite field extension
L over Q. If char(Fv)|d then ρMˆ (GK) ⊆ GLr(Fv[[z]]) is not open.
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