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Re´sume´ – L’inversion de bancs de filtres redondants e´tant un proble`me sous-de´termine´, nous proposons d’utiliser une me´thode
d’optimisation, afin d’obtenir un banc de filtres de synthe`se pre´sentant de bonnes re´ponses fre´quentielles. Le proble`me d’opti-
misation sous contrainte est reformule´, via une de´composition en valeurs singulie`res, comme un proble`me de minimisation non
contraint dans un espace de dimension plus faible, ce qui entraˆıne un gain substantiel en temps de calcul. Les bancs de filtres
faiblement redondants ainsi optimise´s conduisent a` de nettes ame´liorations dans les applications de filtrage spatial directionnel.
Abstract – Redundant filter bank inversion being an under-determined problem, we propose to use an optimization method
to design a synthesis filter bank with good frequency responses. The constrained optimization problem is reformulated, using a
Singular Value Decomposition, as an unconstrained minimization problem in a vector space of smaller dimension, thus significantly
reducing computational complexity. These optimized low redundancy filter banks clearly lead to an improved performance in
directional filtering applications.
1 Introduction
Les bancs de filtres a` reconstruction parfaite sont deve-
nus des outils tre`s utiles en traitement du signal. Les trans-
forme´es discre`tes en ondelettes emploient ce formalisme
et sont couramment employe´es en compression d’images,
par exemple. Les transforme´es module´es ou orthogonales
a` recouvrement sont e´galement utilise´es en codage audio
[1]. Il s’agit la plupart du temps de bancs de filtres a`
e´chantillonnage critique, aucune redondance n’e´tant in-
duite par la transformation. Or, dans d’autres applica-
tions, comme le de´bruitage ou la restauration de signaux,
il est connu qu’une redondance accrue ame´liore sensible-
ment les performances des me´thodes de´veloppe´es. Cette
redondance peut eˆtre obtenue de diverses manie`res, le plus
simplement par suppression des ope´rateurs de de´cimation,
ou par des techniques de translation/moyennage (cycle-
spinning), aboutissant a` des transformations sur-e´chan-
tillonne´es. Deux proble`mes en de´coulent. En premier lieu,
la redondance introduite peut devenir difficilement ge´rable
lorsque la dimension des donne´es augmente. En second
lieu, la redondance conduit a priori a` une sous-de´termina-
tion du syste`me a` inverser ; les degre´s de liberte´ re´sultants
permettent alors de ne plus employer uniquement le banc
de filtre ”inverse”naturel dans le cas critique, mais de nou-
veaux bancs de filtres de synthe`se [2], plus performants,
pour reconstuire le signal apre`s traitement. L’objet de ce
travail est de proposer de tels bancs de filtres de synthe`se
a` re´ponses impulsionnelles optimise´es et a` faible redon-
dance, pour traiter des donne´es bidimensionnelles et volu-
miques de grande taille.
Nous allons dans un premier temps pre´senter la formula-
tion polyphase du proble`me. Nous verrons ensuite com-
ment reformuler ce dernier de manie`re a` permettre une
e´criture plus simple du proble`me d’optimisation du banc
de filtres de synthe`se. Enfin nous pre´senterons des re´sul-
tats illustrant l’inte´reˆt pratique de cette me´thode.
2 Proble`me et notations
2.1 Formulation polyphase
Introduisons d’abord les notations utiles a` la repre´senta-
tion polyphase de bancs de filtres tels que celui repre´sente´
figure 1 dans le cas uni-dimensionnel. Le signal (x(n))n∈Z
est de´compose´ de M filtres de re´ponses impulsionnelles
(hi)0≤i<M , de longueur finie kN avec k ∈ N
∗. Une e´tape
de de´cimation d’un facteur N est alors applique´e sur les
sorties des filtres. Du point de vue des transforme´es a` re-
couvrement, ceci e´quivaut a` un chevauchement de k − 1
blocs de taille N . Enfin, les M sorties du banc de filtres
d’analyse seront note´es (yi(n))0≤i<M . La redondance glo-
bale de cette transformation est alors : M/N = k′. Dans ce
travail, nous nous sommes inte´resse´s au cas sur-e´chantillon-
ne´, c’est-a`-dire k′ > 1.
Avec les notations introduites ci-dessus, les sorties du
banc de filtres d’analyse s’e´crivent, pour tout i ∈ {0, . . . ,M−
1} et n ∈ Z, sous la forme :
yi(n) =
∑
p
hi(p)x(Nn− p)
=
∑
`
N−1∑
j=0
hi(N` + j)x(N(n− `)− j). (1)
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Soient H (`) = (hi(N` + j))0≤i<M,0≤j<N , pour tout ` ∈
{0, · · · , k − 1} les k matrices obtenues a` partir des re´-
ponses impulsionnelles des filtres. Introduisons aussi le
vecteur polyphase [3] du signal d’entre´e x(n) : ∀n ∈ Z, x(n) =
(x(Nn− j))
0≤j<N . L’e´quation (1) peut alors eˆtre re´crite
sous la forme d’un produit de convolution :
y(n) = (y0(n), . . . , yM−1(n))
>
=
∑
`
H (`)x(n− `) = (H ∗ x) (n),
T
ra
item
en
t
............................
............................
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
-
-
-
-
-
-
-
-
-
-
yM−1(n)
y1(n)
y0(n)
↓N
↓N
↓N
H0
H1
HM−1
...
xn
↑N
- ↑N
eH0
eH1
eHM−1
...
↑N
⊕
-
--
-
-
Fig. 1 – Banc de filtres uni-dimensionnel, M bandes, sur-
e´chantillonne´.
ou encore a` l’aide d’une transforme´e en z : y[z] = H [z]x[z],
ou` H [z] =
∑k−1
`=0 H (`)z
−` est la matrice polyphase de
transfert de taille M × N du banc de filtres d’analyse et
x[z] ainsi que y[z] sont les transforme´es en z de (x(n))n∈Z
et (y(n))n∈Z, respectivement. De meˆme, la matrice poly-
phase de transfert du banc de filtres de synthe`se s’e´crit :
H˜ [z] =
∑
` H˜ (`)z
−`, et ve´rifie :
x˜[z] = H˜ [z]y[z].
Le vecteur polyphase de (x˜(n))n∈Z est de´fini de la meˆme
manie`re que pour (x(n))n∈Z et on peut aise´ment ve´rifier
que
H˜ (`) =
(
h˜j(N`− i)
)
0≤i<N,0≤j<M
, ` ∈ Z.
Les expressions pre´ce´dentes sont valides pour tout banc
de filtres sur-e´chantillonne´s unidimensionnel.
2.2 Expression d’un inverse
Le but de ce travail est de proposer un banc de filtre
inverse optimise´ permettant une reconstruction parfaite.
E´tudions, dans un premier temps, l’obtention d’un banc
de filtre inverse particulier, qui servira de point de de´part
a` l’optimisation.
Avec les notations pre´ce´dentes nous cherchons donc une
matrice : H˜ [z] dans C[z, z−1]N×M telle que : H˜ [z]H [z] =
IN . Dans un article ante´rieur [4], nous avons propose´ un
algorithme permettant de tester si un banc de filtres d’ana-
lyse a` re´ponse impulsionnelle finie (RIF) peut eˆtre inverse´
par un banc de filtres de synthe`se e´galement RIF.
Supposons H [z] inversible a` gauche, alors il existe un
entier p tel que : H˜ [z] =
∑0
`=1−p H˜ (`)z
−`. On a alors :
H˜ [z]H [z] =
0∑
`=1−p
H˜ (`)z−`
k−1∑
`=0
H (`)z−` =
k−1∑
`=1−p
U (`)z−`,
avec : U (`) =
∑min(0,`)
s=1+max(`−k,−p)
H˜ (s)H (`−s). La condi-
tion de reconstruction parfaite devient alors : U (`) =
δ`IN , ou encore exprime´e sous la forme d’un syste`me li-
ne´aire :
HH˜ = U (2)
ou` :
H˜> =
[
H˜ (1− p), · · · , H˜ (0)
]
,
U> =
[
0N,(p−1)N IN 0N,(k−1)N
]
,
et
H> =


H (0) · · · H (k − 1) 0
. . .
. . .
0 H (0) · · · H (k − 1)

 .
Il ne reste alors qu’a` fixer l’ordre p permettant de re´soudre
le syste`me ci-dessus. On peut ainsi s’assurer de trouver une
solution d’ordre minimum pour la matrice H˜ [z].
3 Optimisation
En regardant les re´sultats (figure 2(a) et (c)) de l’inver-
sion de banc de filtres par la me´thode de la partie 2.2, il
est clair qu’un inverse obtenu de manie`re brute ne pre´sente
pas ne´cessairement de bonnes proprie´te´s, notamment du
point de vue de la se´lectivite´ fre´quentielle. Dans cette par-
tie nous nous proposons de choisir parmi les inverses pos-
sibles un banc de filtres posse´dant de meilleures proprie´te´s.
3.1 Re´duction de la dimension du pro-
ble`me
Soit r le rang de H et supposons que : r < Mp. A`
l’aide d’une de´composition en valeurs singulie`res de cette
matrice, on obtient :
H = U0Σ0V
∗
0 ,
ou` Σ0 ∈ C
r×r est une matrice diagonale inversible, U0 ∈
C
N(k+p−1)×r et V0 ∈ C
Mp×r sont des matrices semi-unitai-
res. Ainsi, il existe des matrices V1 ∈ C
Mp×(Mp−r) et
U1 ∈ C
N(k+p−1)×(N(k+p−1)−r) telles que [U0 U1] et [V0 V1]
soient des matrices unitaires.
Si une matrice polyphase inverse existe, alors une solu-
tion particulie`re de (2) est : H˜0 = H]U , ou` H] = V0Σ
−1
0 U
∗
0
est la pseudo-inverse de H. L’e´quation (2) est alors e´qui-
valente a` :
U0Σ0V
∗
0 (H˜ − H˜
0) = 0 (N+k−1)×N .
Comme U∗0U0 = I r et que Σ0 est inversible, on a :
V∗0 (H˜ − H˜
0) = 0 r×N ,
ce qui revient a` dire que les colonnes de H˜−H˜0 sont dans
Ker(V∗0 ), le noyau de V
∗
0 . Sachant que Ker(V
∗
0 ) est e´gal a`
Vect(V1), on peut alors e´crire :
H˜ = V1C + H˜
0 (3)
ou` C est une matrice quelconque de C(Mp−r)×N . La construc-
tion de bancs de filtres de synthe`se peut donc eˆtre simpli-
fie´e puisqu’elle se re´duit au choix de la matrice C.
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3.2 Solution optimale
Nous allons utiliser les degre´s de liberte´ que nous laissent
la redondance, afin d’obtenir une se´lectivite´ fre´quentielle
optimale pour les re´ponses impulsionnelles (h˜j)0≤j<M du
banc de filtres de synthe`se. A` cette fin, nous nous propo-
sons de minimiser la fonction J de´finie ci-dessous, ou` pour
chaque 0 ≤ j < M , fj ∈ [−1/2, 1/2[ est la fre´quence au-
tour de laquelle on veut concentrer la re´ponse fre´quentielle
du filtre H˜j :
J(H˜) =
M−1∑
j=0
∫ 1/2+fj
−1/2+fj
(ν − fj)
2
∣∣∣h˜j [ν]
∣∣∣
2
dν
∫ 1/2+fj
−1/2+fj
∣∣∣h˜j [ν]
∣∣∣
2
dν
(4)
ou` h˜j est la re´ponse fre´quentielle de´finie par :
∀ν ∈ [−1/2, 1/2[, h˜j [ν] =
0∑
`=1−p
N−1∑
i=0
H˜i,j(`)e
−2ıpi(N`−i)ν .
Soient, pour tous ` ∈ {1− p, . . . , 0}, j ∈ {0, . . . ,M − 1} et
n ∈ {0, . . . ,Mp− r − 1}, les matrices :
V j(`, n) = V1
(
(` + p− 1)M + j, n
)
avec V1 = [V1(q, n)]0≤q<Mp,0≤n<Mp−r. En utilisant l’e´qua-
tion (3), on obtient :
H˜i,j(`) =
Mp−r−1∑
n=0
V j(`, n)C(n, i) + H˜
0
i,j(`) (5)
ou` C = [C(n, i)]0≤n<Mp−r,0≤i<N . Posons
Kj(i, `) =
∫ 1/2+fj
−1/2+fj
(ν − fj)
2e−2ıpi(N`−i)νdν
=



1
12
si i = ` = 0
(−1)N`−ie−2ıpi(N`−i)fj
2pi2(N`− i)2
sinon
ou` (i, `) ∈ {1−N, ..., N − 1} × {1− p, ..., p− 1}. On de´fi-
nit e´galement la norme :
‖A‖
2
Kj
=
∑
(i,i′,`,`′)
Ai,`Ai′,`′Kj(i− i
′, `− `′)
ou` (i, i′, `, `′) ∈ {0, ..., N − 1}
2
× {1− p, ..., 0}
2
. Avec ces
notations et l’e´quation (5), on peut e´crire :
∫ 1/2+fj
−1/2+fj
(ν − fj)
2
∣∣∣h˜j [ν]
∣∣∣
2
dν =
∥∥
V jC + H
0
j
∥∥2
Kj
.
Soit Λ = (δiδ`)(i,`)∈{1−N,...,N−1}×{1−p,...,p−1}, graˆce a` l’e´ga-
lite´ de Parseval, on a :
∫ 1/2+fj
−1/2+fj
∣∣∣h˜j [ν]
∣∣∣
2
dν =
0∑
`=1−p
N−1∑
i=0
∣∣∣H˜i,j(`)
∣∣∣
2
=
∥∥
V jC + H
0
j
∥∥2
Λ
,
ou` ‖.‖
Λ
est la norme de Frobenius.
Finalement, en remplac¸ant dans l’e´quation (4), il vient :
J(h˜) =
M−1∑
j=0
∥∥
V jC + H
0
j
∥∥2
Kj∥∥
V jC + H
0
j
∥∥2
Λ
= J˜(C).
Le proble`me d’optimisation de J sous contrainte de re-
construction parfaite peut donc eˆtre re´exprime´ comme le
proble`me de minimisation sans contrainte de J˜ .
4 Re´sultats
4.1 Optimisation de filtres
Pour tester la me´thode de calcul du banc de filtres de
synthe`se propose´e, nous avons choisi un banc de filtre
d’analyse donne´, pour tout 1 ≤ n ≤ kN et 0 ≤ i ≤ k′N−1
par :
hi(n) =
sin
(
npi
kN+1
)
√
k′N
e−ı(i−
k′N
2
+ 1
2
)(n− kN
2
−
1
2
) 2pi
k′N .
(a)
(b)
(c)
(d)
Fig. 2 – Re´ponses fre´quentielles avant et apre`s optimisa-
tion de tous les filtres (a)(b) et d’un filtre particulier (c)(d)
(cas N = 8, k = 3 et k′ = 7/4).
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On peut voir figure 2 des exemples de re´ponses fre´quen-
tielles de filtres de synthe`se avant et apre`s optimisation
pour N = 8, k = 3 et k′ = 7/4. Il est clair, en particulier
sur les figures (d) et (c), que les nouvelles re´ponses fre´-
quentielles sont beaucoup plus re´gulie`res et surtout sont
plus concentre´es autour des fre´quences choisies.
Afin d’e´valuer le gain de la re´e´criture du proble`me d’op-
timisation, nous avons re´alise´ des simulations pour diffe´-
rentes valeurs de N sous Matlab. Les fonctions utilise´es ici
sont fminunc pour l’optimisation contrainte et fmincon
pour le cas non contraint. Ces tests ont e´te´ mene´s sur
un ordinateur dote´ d’un processeur Intel Core 2 T7400 a`
2, 16GHz et de 2Go de RAM. Le tableau 1 montre que
le gain en temps de calcul est conse´quent. Ainsi, dans le
cas ou` N = 16, l’exe´cution passe de plus de deux heures
a` moins de trois minutes. Ces re´sultats refle`tent bien la
re´duction de dimension du proble`me : dans le cas N = 8,
on trouve p = 3 et donc l’optimisation sous contrainte se
fait dans un espace de dimension 336 alors que la minimi-
sation non contrainte se fait dans un espace de dimension
16.
Notons, cependant, que l’inte´reˆt essentiel de la me´thode
propose´e re´side dans sa robustesse. En effet, dans certains
cas, l’optimisation sous contrainte peut converger vers un
minimum local parasite et ainsi conduire a` une valeur de
crite`re supe´rieure a` celle obtenue par minimisation sans
contrainte. Ce comportement a e´te´ observe´, par exemple,
pour N = 16, k = 3 et k′ = 7/4.
N = 4 N = 8 N = 16
Me´thode contrainte 2, 3s 325, 0s > 2h
Me´thode non contrainte 0, 1s 2, 7s 168, 5s
Tab. 1 – Temps de calculs des me´thodes d’optimisation
sous contrainte et de minimisation non contrainte avec le
logiciel Matlab.
4.2 Application en filtrage directionnel
Pour illustrer l’ame´lioration apporte´e par les filtres op-
timise´s, nous nous proposons de comparer les re´sultats de
filtrage directionnel sur des images sismiques en utilisant
pour la synthe`se les filtres optimise´s et ceux non optimise´s.
La proce´dure de filtrage utilise´e ici est tre`s simple. Pour
chaque transformation locale, elle consiste a` :
¬ e´valuer l’orientation dominante en recherchant les
pics, en amplitude, de la transforme´e,
­ e´liminer les coefficients ne correspondant pas a` la
direction dominante,
® e´liminer les coefficients plus petits qu’un seuil (une
fraction de la valeur des pics dominants).
Cette me´thode de se´lection de directions a e´te´ utili-
se´e sur un extrait d’image sismique re´elle (figure 3(a)).
Dans le cadre de cette application nous avons de´libe´re-
ment choisi des parame`tres de filtrage pouvant entraˆıner
des proble`mes pendant la reconstruction. Nous avons alors
employe´ pour la reconstruction les bancs de filtres optimi-
se´s (figure 3(d)) ou non optimise´s (figure 3(c)). On voit
qu’en utilisant un banc de filtres optimise´ la qualite´ vi-
suelle de l’image est bien meilleure, en particulier la ma-
jeure partie de l’effet de “damier” s’est estompe´e. Cette
ame´lioration est d’autant plus visible sur l’image de diffe´-
rence entre les deux images filtre´es (figure 3(b)).
(a) (b)
(c) (d)
Fig. 3 – Image sismique originale (a), image de diffe´rence
(b), image filtre´e reconstruite avec des filtres non optimise´s
(c) et optimise´s (d).
5 Conclusion
Dans cet article, nous avons propose´ une me´thode pour
optimiser les re´ponses fre´quentielles de bancs de filtres de
synthe`se dans le cas d’une transforme´e a` recouvrement
redondante. Nous avons pu re´e´crire le proble`me d’optimi-
sation sous contrainte sous une forme simplifie´e. Les re´sul-
tats pre´sente´s montrent l’inte´reˆt de la me´thode en terme
de temps de calcul, ainsi qu’en terme d’ame´lioration des
traitements sur des donne´es re´elles.
Re´fe´rences
[1] H. Malvar, “A modulated complex lapped transform
and its applications to audio processing,” in Proc. Int.
Conf. on Acoust., Speech and Sig. Proc., Mar. 1999,
vol. 3, pp. 1421–1424.
[2] S. Weiß, S. Redif, T. Cooper, C. Liu, P. D. Baxter,
and J. G. McWhirter, “Paraunitary oversampled filter
bank design for channel coding,” EURASIP J. Appl.
Sign. Proc., vol. 2006, pp. 1–10, 2006.
[3] P. P. Vaidyanathan, Multirate systems and filter banks,
Prentice Hall, 1993.
[4] J. Gauthier, L. Duval, and J. C. Pesquet, “Low redun-
dancy oversampled lapped transforms and application
to 3D seismic data filtering,” in Proc. Int. Conf. on
Acoust., Speech and Sig. Proc., May 2006, vol. 2, pp.
821–824.
968
