Single Image Super-Resolution (SISR) aims to generate a highresolution (HR) image of a given low-resolution (LR) image. The most of existing convolutional neural network (CNN) based SISR methods usually take an assumption that a LR image is only bicubicly down-sampled version of an HR image. However, the true degradation (i.e. the LR image is a bicubicly downsampled, blurred and noisy version of an HR image) of a LR image goes beyond the widely used bicubic assumption, which makes the SISR problem highly ill-posed nature of inverse problems. To address this issue, we propose a deep SISR network that works for blur kernels of different sizes, and different noise levels in an unified residual CNN-based denoiser network, which significantly improves a practical CNNbased super-resolver for real applications. Extensive experimental results on synthetic LR datasets and real images demonstrate that our proposed method not only can produce better results on more realistic degradation but also computational efficient to practical SISR applications.
INTRODUCTION
The goal of the single image super-resolution (SISR) is to restore high-resolution (HR) image from its low-resolution (LR) counterpart. SISR problem is a classical problem with various practical applications [33] in satellite imaging, medical imaging, astronomy, microscopy imaging, seismology, remote sensing, surveillance, biometric, etc. In the surveillance field and in particular in case distributed cameras networks [27] , the possibility to transfer low resolution images is a very important feature that allows to share like Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. visual content for detection [13] , classification [26] , analysis [14] and network management [7] . SISR methods can be classified into three main categories, i.e. , interpolation-based methods, modelbased optimization methods, and discriminative learning methods. Interpolation-based methods i.e. nearest-neighbor, bilinear and bicubic interpolators are efficient and simple, but have very limited reconstruction image quality. Model-based optimization methods such as non-local self-similarity prior [10, 21, 24] , sparsity prior [32] and denoiser prior [2, 12, 35] , have powerful image priors to reconstruct HR images, but their optimization procedure is computationally expensive. Model-based optimization methods with integration of deep CNN priors can improve efficiency, but due to hand-designed parameters, they are not suitable for end-to-end deep learning. On the other hand, discriminative learning methods have attracted significant attentions due to their effectiveness and efficiency for SISR performance by using deep convolution neural networks. The most widely-used degradation model, which is known as bicubic degradation is given as:
where the LR image y is degraded bicubicly from a clean HR image. But, this simple degradation gives inferior results in many practical super-resolution applications. The another more realistic degradation model [36] , in which the LR image y ∈ R N is mathematically described as a blur kernel k ∈ R N ×N convolved with the latent sharp image x ∈ R N . The subsequent downsampling operation is applied on the blurred image and further degraded by an additive noise. This degradation process is given as follows:
where * denotes the convolution operator, ↓ s is a down-sampling operator with scale factor s, and n ∈ R m denotes an i.i.d. additive white Gaussian noise (AWGN) term with unknown standard deviation σ (i.e. noise level). Equation (2) refers to as a general degradation model for SISR. The common blur kernel k choice is isotropic or anisotropic Gaussian blur kernel by standard deviation with fixed kernel width [36] . The more realistic case used in deblurring task is motion blur kernel with arbitrary sizes. Since the LR images also contain noise, where the simple case is to take assumption of AWGN with non-blind noise levels σ , but more complex scenario is to consider AWGN with blind noise levels σ . The most popular choice is to use bicubic downsampler operator in SISR methods. Due to unknown noise level and the loss of highfrequency information, which makes the SISR is an highly ill-posed nature of inverse problem, and therefore it is an active and challenging research topic in low-level image processing, computer vision, mobile vision, and computational photography. The contribution of this paper are as follows:
• We follow more realistic degradation model than simple bicubic degradation model for SISR, which also considers blur kernels of arbitrary sizes, and different noise levels to take the advantage of existing deblurring methods for blur kernel estimation and denoising.
• A deep single image super-resolution network is proposed to solve SISR with the modified degradation model (3), which goes beyond bicubic degradation and can restore HR image from LR images with different blur kernels.
• The proposed SRWDNet is well designed as the iterative strategy aims to solve the degradation model by minimization of energy function, which makes useful step towards practical applications.
RELATED WORK
The preliminary CNN-based method to solve SISR is super-resolution convolutional network (SRCNN) [8] network, where a three layer super-resolution network was proposed. In the extension of SR-CNN [9] work, the authors showed the impact of depth of superresolution network during training a deep neural network, which limits the performance of CNN-based super-resolvers. To address this training difficulty, Kim et al. [19] proposed a very deep superresolution (VDSR) network with residual learning approach. To improve the efficiency, the efficient sub-pixel convolutional network (ESPCNN) [29] was proposed to take bicubicly LR input and introduced an efficient sub-pixel convolution layer to upscale the LR feature maps to HR images at the end of the network. While achieving the good performance, the above methods take the LR input image as bicubicly downsampled version of HR image, those not only suffer from high computational cost but also hinder the efficiency of practical super-resolution applications due to mismatch of image degradation models. Beyond the widely-used bicubic degradation in the above CNNbased methods, there is an interesting approach of CNN-based methods to solve SISR problem by using model-based optimization frameworks [6, 21, 22, 35] . Besides that, an accurate estimate of blur kernel plays a vital role than sophisticated image priors, pointed in [11] . Since then, several methods have been proposed to tackle LR images that go beyond bicubic degradation to solve the energy function induced by equation (2). Zhang et al. proposed iterative residual convolutional network (IRCNN) [35] to solve SISR problem by using a plug-and-play framework. Zhang et al.
proposed a deep CNN-based super-resolution with multiple degradation (SRMD) [36] , which takes two degradation parameters (i.e. blur kernel k, and σ ) as input to the network, but they only consider Gaussian blur kernels with fixed kernel width. The above SISR methods have three main drawbacks. First, they have difficulty in complex (e.g. motion) blur kernel estimation with arbitrary dimensions. Second, they are usually designed for Gaussian blur kernels with fixed kernel dimension and thus cannot tackle severely blurred LR image effectively. Third, they have not trained a unified network, which handle blur kernel estimation, noise levels, and scaling factor within a single network by training end-to-end fashion.
PROBLEM FORMULATION
The degradation model proposed in [36] is given as:
where ↓ s is the bicubic downsampler with scale factor s. Equation (3) corresponds to a deblurring problem followed by a SISR problem with general degradation. This model has distinctive advantage over equation (2) as it estimates the blur kernel efficiently for existing deblurring methods and also holds the degradation assumption of equation (1).
After finalizing the suitable degradation model, we formally define the energy function according to Maximum A Posteriori (MAP) framework by referencing the equation (3), and given as follows:
is the data fidelity (log-likelihood) term that quantifies the proximity of the solution to the observations, while φ(x) is regularization term associated with image prior, σ is the unknown noise level i.e. belongs to AWGN noise, and λ is the trade-off parameter (i.e. governs the compromise between noise reduction and details preservation). The DNN-based inference models usually correspond to an energy function for discriminative learning, where the degradation model is defined by the training LR and HR pairs. It demonstrates that why existing DNN-based SISR trained network on bicubic degradation (refers to (1)) has limited performance for real super-resolution applications.
Optimization Strategy
In this section, we briefly give the overview of optimization strategy for our network training. By referring to equation (4), we want to recover the underlying image x as the minimizer of the objective function as:x
As the energy function E(.) consists of data fidelity term and regularizer term, which is given as:
So, overall objective function (4) can be formally rewritten as a constrained optimization form:
To solve the Eq. (7), there are several modern convex-optimization schemes for large-scale problems such as Split-Bregman [16] , HQS method [15] , ADMM [4] , Primal-dual algorithms [5] , and Proximal methods [25] . In our work, we solve the Eq. (7) by using the Proximal Gradient Method (PGM) [25] , which is a generalization of gradient descent algorithm. PGM [25] deals with the optimization of a function that is not fully differentiable, but it can be split into a smooth and a non-smooth part. To do so, we first rewrite Eq. (7) as: Our network takes an input LR (low-resolution) image, blur kernel k, noise sigma σ , and up-scaling factor s, then reconstructs an HR (high-resolution) image of the given scaling factor s. The LR image is W × H × C dimension, while HR image is sW × sH ×C, where C is the number of channels of the input image, and s is the upscaling factor.
where i c is the indicator function of the convex set C ∈ {x ∈ R m : a ⩽ x k ⩽ b, ∀k }. The gradient of f(x) is computed as:
Then, the solution of Eq. (8) is computed in an iterative fashion by using following update:
where γ t is a step-size and Prox γ t i c is the proximal operator [25] related to the indicator function i c , which can be defined as:
Since proximal map Prox γ σ 2 gives the regularized solution of a Gaussian denoising problem, so finally we have the following form of our solution as:
where ↑ s is the upscaling operator. Thus, we design the network by unrolling S stages of equation 12 between the proximal input and the super-resolution output. For the proposed network, the objective function is minimized by discriminative learning as:
where, Θ = {Θ} t =T t =1 , and I 0 is the initial value of the regularizer term. It can be noted that the above loss function only depends upon the final iteration T, where the network parameters in all stages S are optimized simultaneously. This minimization training strategy is usually called joint training, similar to [6, 22, 28] .
PROPOSED NETWORK
The proposed network architecture for non-blind SISR is shown in figure 1 . The input of our network is LR image y with the corresponding blur kernel k, noise sigma σ , and scaling factor s. Our network first applies deconvolution operation on the LR blurry and noisy input via deconvolution module, estimate the noise variance by the denoising module, and finally the HR image by the upscaling module.
Deconvolution module
In our proposed network, the deconvolution module is the learnable Wiener Filtering layer as shown in Figure 1 . In Wiener filtering layer, we formulate the following objective function as:
Where y ∈ R N is the observation, K ∈ R N ×N is the blur kernel, and G ∈ R N ×N is the regularization kernel, and both (i.e. K and G) are considered as the circulant matrices. In case of multiple regularization kernels, the equation 14 can be written as:
where G i plays the role of multiple regularizer filters, and the closedform solution of equation 15 can be computed by Wiener deconvolution technique [31] . So, we learn the Eq. (15) as following form in Wiener filtering layer:x
Where Θ denotes the trainable regularization kernels weights by gradient descent update rule in the network. Here, we compute the gradient of f(x) as:
After re-arranging Eq. (17), we have the following closed-form solution as:x
where we take α ← e α (i.e. [0.0001, 0.01]). The weights of Wiener Convolution layer (i.e. Θ) are 24 output features map with kernel size 5×5 by initializing the discrete cosine transform (DCT) basis, which are updated according to PGM (refers to eq. (12)).
Denoising module
Since there are many image denoising neural networks such as the DnCNN [34] , IRCNN [35] , and UDNet [22] , but we use UDNet [22] as a residual CNN denoiser, which has less number of trainable parameters and helps to efficiently approximate the proximal map.
Since UDNet [22] has less trainable parameters, so it can be useful to practical SISR photography applications. The architecture of UDNet [22] is consist of N residual units with 2 convolution layers each of 64 kernels by 3 × 3 filter size, and each convolution layer is preceded by the parametrized rectified linear unit (PReLU) [17] .
In figure 1 , we use five residual unit (RU) blocks, which are sandwich by convolution and transpose convolution layer with shared parameters. Both layers (i.e. Conv and TConv) have 64 features map by 7 × 7 kernel size with C × H × W tensors, where C is the number of channels of the input image y. In our proposed network, the denoiser module can be replaced by the other CNN-based denoising networks, which exhibits the similar characteristics like UDNet [22] .
Upscaling module
Finally, an efficient sub-pixel convolution [29] layer with a stride of 1/s is followed by the last transpose convolutional layer to convert multiple latent images of size s 2 C × H × W to a single HR image of size sW × sH × C.
EXPERIMENTAL SETUP
The experimental performance of our proposed network is measured by the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) measure. In the further sections, we provide you the details of our network training parameters setting, trainset, testset, comparison with others SISR methods, and computational cost of our method.
Network training parameters setting
To train the proposed network, the image patch size is set to 256 × 256 by center cropping the image. We use the ADAM [20] optimizer with a single batch size for training with the loss function as described in section 5.2. We set the fixed learning rate as 0.001 and the default values of β 1 and β 2 (0.9 and 0.999) of the ADAM optimizer are used. We set the weight decay to 0.0001, and also set amsgrad flag as true. For all reported results in this paper, we train the network for 50 epochs, and there are number of iterations in each epoch depends on total batches in the data loader.
Loss function
The proposed method is expected to restore the sufficient content of clear image x and make the recovered imagex sharp. In this work, we choose training loss consists of content loss and gradient loss:
Where L c is mean squared error (MSE) between the ground truth x and the estimatedx:
And L дr ad is to minimize the gradient discrepancy in the training:
where ∇ v and ∇ h denote the operators calculating the image gradients in the horizontal and vertical directions, respectively. The loss function in (21) is expected to help to produce sharp images.
Training dataset
In order to generate downsampled, blurred, and noisy images for training, we use BSDS500 dataset [1] , and center cropped image patches with a size of 256 × 256 pixels as clear images. We take training dataset of 400 high resolution ground-truth images from BSDS500 [1] . We generate 10 randomly motion blurred kernels for training and testing according to [3] , whose blur kernel size ranges from 11 × 11 to 31 × 31 pixels. We bicubicly downsample the clear images with scaling factors s (i.e. ×2, ×3, ×4), then convolve the downsampled images with the motion blur kernels k for training (see supplementary material), and also add Gaussian noises with 1%, 2%, 3%, and 5% noise standard deviation to generate LR image patches. Instead of training a customized model for blur kernels with fixed dimension and non-blind noise levels, we uniformly sample kernel sizes from a set [11, 13, 15, 17, 19, 21, 23, 27, 29, 31] and noise levels from an interval [1%, 2%, 3%, 5%] 1 , which helps to learn a more versatile model to handle diverse data.
Testing dataset
We evaluate the proposed network on well-known SISR benchmark testing datasets, i.e. Set5 [30] , Set14 [30] , and Urban100 [18] , that are independent to the training dataset. We conduct all experiments on these synthetic LR testing datasets, which are generated by bicubicly downsampling the ground-truth (GT) images with scaling factor s (i.e. ×2, ×3, ×4), then blurring them with 10 generated motion blur kernels (see supplementary material) of size ranges from 11 × 11 to 31×31 pixels, followed by an addition of AWGN noise level σ , which includes 1% (i.e. 2.55) noise standard deviation. We generate 50 LR images of Set5 [30] with 5 HR GTs, 140 LR images of Set14 [30] with 14 HR GTs, and 1000 LR images of Urban100 [18] with 100 HR GTs respectively.
Comparisons with state-of-art SISR methods
We evaluate our proposed SRWDNet on testing SISR benchmark datasets (i.e. Set5, Set14, and Urban100) in terms of PSNR and SSIM performance metrics. We compare our proposed method with traditional bicubic method (i.e. imresize Matlab function used), and other DNN-based SISR methods including VDSR [19] , TNRD [6] , IRCNN [35] , and SRMD [36] . The IRCNN [35] and SRMD [36] can take degraded image y, blur kernel k, and noise level σ as input, while, VDSR [19] and TNRD [6] can take degraded image y and noise level σ as input to the network. For fair comparison, we give the testing image generated according to degradation model (3) to the above methods. We evaluate our proposed method on SISR testing datasets (i.e. Set5, Set14, and Urban100) with different degradation settings and report results in Table 1 in terms of Average PSNR and SSIM. Our method performs well against the others SISR methods. Our method gets much cleaner and HR images with fine texture details without blur and boundary artifacts, while the others methods suffer from oversmoothed images and unpleasant artifacts. Figure 2 shows the visual comparison of SISR methods for super-resolving LR image with motion blur kernel by scale factor of ×2 (see supplementary material for more results). VDSR produces unpleasant blurred results due to bicubic degradation assumption which deviates from the true one. TNRD also produce unpleasant results due to mismatch of realistic degradation model. Since IRCNN and SRMD follow the true degradation assumption, but SRMD produce more visually pleasant results than IRCNN. SRMD has still blurring artifacts due to opt simple Gaussian blur kernel with fixed width. Even though the input LR image is severely degraded by large downsampling factor, blur kernel and also noisy, our method achieves higher performance both quantitatively and qualitatively than others SISR methods due to obeying the more realistic degradation model. Note that our proposed network not only super-resolved the LR image, but also remove blur and noise from the LR image.
Running time
Our proposed method performs well in terms of computational cost efficiency with other state-of-art SISR methods, which is favorable for practical super-resolution applications. Table 2 shows the testing execution time of respective methods with specific image degradation scenario, measured on our hardware environment 2 .
Testing time of all methods is measured on GPU.
Limitations
Our method is capable of producing high-quality images from a severely degraded noisy LR images with complex motion blur kernels of arbitrary sizes. However, the main limitation of our network is the unpleasant results when there is a strong presence of noise i.e. 3%, 5%, or more. Moreover, we train different networks with their respective scaling factors, which limits the performance of our network on other scaling factor for super-resolution. MDSR [23] approach is one possible solution to tackle multiple scaling factors within a same network, but it has not considered the blur kernel and strong noise effect in the LR images.
CONCLUSION
In this paper, we propose an efficient deep SISR network to reconstruct sharp high-resolution images from blurred noisy lowresolution images. The proposed method uses the more realistic degradation model which can benefit existing non-blind deblurring methods for blur kernel estimation. We split the SISR problem into joint deblurring, denoising, and super-resolution tasks and solve it by training the end-to-end network with the proximal gradient descent optimization in an iterative manner. Extensive experimental results show that the proposed method is feasible for the more realistic degradation model and performs favorably against the state-of-art existing methods for SISR in terms of quantitative and visual quality as well as computational cost.
(a) (b) Figure 1 : (a) The 10 randomly generated blur kernels for training according to [? ] . (b) The 10 randomly generated blur kernels for testing according to [? ] .
