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A MIDI controlable system is constructed to provide a music facilities on 
UNIX-Workstation (WS). The system constructed is a MIDI Daemon for a variety 
of intぼfacesto music application programs. Users can usethe present system to 
enjoy music on UNIX-WS in the same was as on PC. 
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1 はじめに
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近年コンピュータの使用される分野は数多く、とりわけ音楽の分野における楽曲の演奏はその顕著な
一例であろう。楽器を使つての演奏ではなく、山のデータをコンビュータへ入力し、電子音源を使い演
奏する音楽は様々な所で耳にすることが出来る。これらは DTM(Del-ikTop Mlll-iic)と呼ばれる。その名
の通り机上にて作り出される音楽であり、最近では、演奏に限らず作曲までもがコンビュータ上で行な
われている。そしてコンピュータにおける音楽の演奏・作曲環境は日々向上し、吏なる進歩が期待され
ている。
DTMの多くはパーソナルコンピュータ上でのみ提供され、ワークステーション上ではその応用例に
之しいのが現状である。本講座で構築・改良されてきた UNIXJ二の MIDI印刷l システムは、 ~c足当時の
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Jjt ニモジ斗ール・シングルフ。口セスヵ、ら、 クライアン卜・サーノリ伝」にをlrx.1) jふんl:.'γ ルチー フ。ロセスftと
(是良なインタフェースを ~;tfJtするまでに立!ったu
UNIXの提供する重要な特徴であるネットワーク環境は、 MIDIで、扱われるデータの送受信にも多而
で有用性があり、 UNIXでの実現意義の確立において非常に有誌であるが、本システムでは有効にi古川
されていなかったu また、クライアントへ提供するライブラリ(ツール)が|・分に用立されておらず、サー
バ側の機能強化についても急務の問題となっている。
本研究では、 UNIXでの通信機能を付加lした、実用的な MIDI制御システムの開発を行う。また、辰
終的にサーバを osの起動時に実行させ、 MIDId出~lll()ll として機能させることを目的とする O
2 MIDI規格について
MIDI(Mm;icallust1川leltDigital Ilter仏間の略)は、国内外のメーカーでの国際的な規格である MIDI
規格を根底とする、楽器の演奏情報をデジタルで通信するためのインターフェイスである o MIDI規格
は音楽のデジタル通信法の一つであるが、通信線に楽器音等のサンプリング情報を流し、そのまま音に
復元する方式ではなし」演奏の情報(音を発するタイミング・音にかける効果・音自体の音量や長さ等の
音楽的譜面情報)を転送するものであり、発する音素は受信側ペ依存する事になる。
MIDI規格によって定義されたデータ通信の方法に従い、演奏情報の入出力を行なっている電子楽器
であれば、国内外の機種を問わず白由に接続し通信する事が出来る。通常の形態としては MIDI-INと
MIDI-OUTの2本のケープルによって情報のやりとりを行うが、情報のみを一方的に送信して自動演奏
を行なう事も DTM等でしばしば見られる。
コンピュータがMIDIにおいてどんな働きを期待されるかを示すと、演奏データの快適な入力・加工・
編集や、各種演奏データの表示による音楽の視覚化、 ftlデータファイルの編集による整理、各種MIDI
機器とのやりとり・データ送信方向の切替え、付加効果による高度な演奏等、多岐に渡る O
3 昨年度までの研究の概要と問題点
3.1 RS-乱1IDIインターフェイス
研究室内のワークステーション SONYNEW838GOからの出力をそのまま MIDI機器に転送すること
は出来なし」これは、 NEW83860がハードウェアでサポートしている転送レートでは、 MIDI機器が
データを受信できないことに起因する。これを解決するには、外部からクロック信号を与え、 MIDI機
器との同期を取る事の出来るインターフェイスを別途提供する必要がある O 平成 G年度の研究では R8-
MIDIインターフェイスを作成し、ワークステーション上でMIDI制御システムが実現できる体制となっ
た。
但し、インターフェイスとして MIDI機器と接続するのはホストコンピュータであり、端末に直接接
続した MIDI機器は想定していない。この問題については、端末での MIDI機器の接続、設定に関する
資料に乏しい為、本研究では扱っていない。
3.2 MIDI演奏ドライバ
平成7度の研究では、平成6年度のドライバを改善し、グラフイカルユーザインタフェースの倍載、
MIDIファイルの管理機能を追加する改良が行なわれた。 [3]しかしグラフイカルユーザインターフェイ
スの搭載と演奏情報の視覚的表示は、そのグラフイツク処理による負担が演奏処理に影響を及ぼすとい
う欠点があった。昨年度の研究ではMIDIデータ処理をグラフイツク描画処理から切り離し、クライア
ント・サーバ形式による MIDIドライパを開発し、 MIDI処理に対する問題を解消した [4]0
これらの研究成果によって、ワークステーション上での MIDIの処理環境が構築された訳だが、その
08である UNIX上で実現するメリヅトの薄いことを指摘されており、また、 MIDIツールの開楚環境
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としての尖川的なクライアント・サーバ形式の i\~f!m .強化も新たに川:wとして浮上すること、となった
これらの問題を解消することが本研究の当初の課題であった口tJiに、昨年度の研究における課題となっ
ていたライブラリの開発についても考慮し、クライアントへの機能提供案として、システムの改良のた
めの再設計を行なっている O
4 MIDI管理サーバ
UNIXの特長であるネットワーク機能を取り入れた、 MIDIアプリケーション開発を支援する MIDI
制御環境ソフトウェアシステムを構築する O スタンダード MIDIファイルに含まれる MIDIメッセージ
の他、直接 MIDIに関係しないデータ等様々なメッセージの送受信や処理を行うのがMIDI管理サーバ
(以下、本システム)である。本章では、本システム開発における過程について述べる。
4.1 本システムの参照モデルへの位置付け
本システムは UNIXで提供される種々のシステムコールを利用する。特にネットワーク機能で利用す
るシステムコールは、プロセス聞のトランスペアレントなデ-$'転送までであり、本システムでは、デー
タ送受信制御・同期制御、構造体データの入力・送受信・表示・制御機能を実現する O これを OSI参照
モデルに対応させると第 4層(トランスポート層)までがシステムコールの機能であり、本研究では第 5
層(セッション層)、第6層(プレゼンテーション層)の機能を実現することになる [lJo
4.2 昨年度MIDI演奏ドライバの課題
MIDI制御システムのクライアント・サーバ化は昨年の研究により実現された。しかし、クライアン
トへ提供するライブラリ(ツール)が十分に用意されておらず、サーバの機能が明瞭でなかった。また、
メッセージを送信するクライアントがサーバとソースコード上で結合しており、サーバ自体が実験を兼
ねたものであった。以上より、実用的な開発環境として更なる設計・開発の余地が存在した。
昨年度のドライパで、挙げられた展望では、ネットワークを活用した機能の追加がある。このネットワー
ク活用案として 2つの方策が与えられた。その lつに、異なるホストでの MIDIドライパ聞によるデー
タ通信機能があった。これは、 MIDIドライバ上で、直接MIDIファイル、もしくは MIDIメッセージを
ネットワークを利用して送受信する O ワークステーションを利用するに当たり、ネットワークの利用は
避けられないものであり、データの共有、複製等は無意識的に行なっている o MIDI制御システムへの
ネットワーク機能の付加はその用途を広める事が期待出来る o MIDIファイルの転送・複写等は、本シ
ステムへの導入を行なわずともターミナル等でファイル操作に関するコマンドを実行することで可能で
ある。しかし、 MIDIメッセージのホスト問送受信、他ホストの MIDIファイル・メッセージの管理は
直接には不可能である。ネットワーク機能を応用する事でこれらを実現することが出来、 MIDI制御シ
ステムを個人利用の域から脱する事が可能となる。また、 MIDI制御に特化したネットワーク機能を提
供する事により、繁雑な手続きを不要にし、ネットワークを利則した MIDIを扱うアプリケーションが
容易に開発出来る o
以上の事から、 ドライパの改良とクライアントへ簡便に利用可能なライブラリの提供・拡充が必要で
あり、 MIDI制御に特化したネットワーク機能の追加が要求される。
4.3 サーバ構成の改善
クライアント・サーバ方式を取り入れることによって、ツールの要求を受け入れるドライバは、その
メッセージ処理に対して的確な動作が要求されることになる口例えば、ツールのいい加減なメッセージ
送信時におけるサーバの振舞規定、サーバへのメッセージ送信が複数同時に起こった場合の対処、許容
範囲数以上のメッセージ送信時の制御等、重要かつ必要な機能が挙げられる O
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このような事象に付してサーバとして機能しなくなる ;1た況を排除し、かつ、新たにネ y トワーク機能
を取り入れる為、本システムではサーバf!lJの大中l.¥な構成変更を行なったu
4.3.1 昨年度システムの設計案の採用
次に、昨年度システムの構成図(図 1)と本システムへ継続して採川する設計案の一行1)を示す [4]"
¥ 
各種ユーザインター l 
フェイスの提供 4
/ 
演奏・作曲などの諸操作
図 1:昨年度 MIDI制御ドライパ構成図
MIDI音源を MIDIドライパ(前述の独立した演奏部分)が制御し、 MIDIドライバへ各ツールが要求
を発する。演奏処理を独立させたので、 MIDI音源を直接制御しているプロセスは MIDIドライパのみ
になっている口
各ツールは、ドライパとユーザを仲介するインターフェイスとしての役割を果たす。具体的には、平
成7年度研究のグラフイカル MIDIドライパの様な、演奏情報の表示機能・ファイラ機能等を提供する
ものである。演奏支援だけでなく、例えば、譜面入力エディタの様な作曲支援の環境なども含むことが
出来る。各ツールはユーザの操作等に応じてドライパへ要求を発する O ドライパは各ツールが必要とし
ている情報を提供する。これらの問で双方向のプロセス開通信を行ない、情報をやり取りする O
プロセス開通信方式には様々なものが存花する o rMIDIファイル全体をバッファに保存しておく必
要があるプロセスは MIDIドライパのみであるj、 rMIDIファイルは符号無文字型のバイナリファイ
ルとみなすことが出来るj等の理由から、メッセージキューシステムコールが用いられている O
送られるメッセージは、各ツールからドライパに送られる要求と、 ドライパから各ツールに送られる
情報の 2つに大別される o 前者は、ツール毎に区別する必要は無いが、後者は、各ツールごとに独立し
て送らなければならない。このため単一のメッセージキューによるメッセージの多重化が用いられる O
メッセージの多重化は、メッセージタイプと呼ばれる lOlg型のパラメータを用いる事によって行なう。
これにより、単一のメッセージキューから特定のメッセージを選んで受け取ることが可能になる。概要
を凶2に示す。
ドライバから各ツールに対してのメッセージは、それぞれのツール毎に区別するユニークなメッセー
ジタイプを持たせる必要がある。これについては各ツールのプロセス IDをJljし、ることで解決しているの
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図 2:単 4のメッセージキューによるメッセージの多重化
4.3.2 本システムの基本構成
本システムは、主に4種類のプロセス (PMS、DAS、DPS、クライアント)から成り立っている。そ
の内、 3つのプロセス (PMS、DAS、DPS)が本システムのサーバに相当する O これらのプロセスが相
互にメッセージ、 MIDIデータのやり取りを行う O メッセージについての詳細は「メッセージ処理Jの
節で説明する。図3に、本システムの実行状態における基本構成図を示す。
以下に各プロセスの機能を述べる(各サーバのネットワーク機能等詳細については次節で述べる)。
・Pl¥IS(Port. l¥lappill巴Sθrver)
ホスト間のメッセージ通信を行う際に必要な情報を管理するサーバであり、サーバグループ
内に唯 lつ存在する o DASが他ホストへ送受信するメッセージ・データのルータとして機能
する o 詳細については「ネットワーク機能jの節で述べる。
.DAS (Data Adllili叶ratiolSPITer) 
各ホスト上毎に唯 lつ起動されるサーバであり、ホスト内に存在するクライアント・ DPSへ
のメッセージ・データの送受信、 MIDIデータバルクの管理、メタイベントメッセージの処
理、他ホスト内 DASへのメッセージ・データの送受信等を行う口起勤時に PMSへ自身の起
動情報(ホスト名等)を登録する。また、 PMSを経由して他ホストへメッセージ送信する。
.DPS (Data Playiug Servpr) 
各ホスト上毎に唯 lつ起動されるサーバであり、主としてDASより波される MIDIデータ
のMIDI機器へ送信、 MIDI機器送信中のMIDIメッセージ内メタイベント等のDASへの処
理依頼、クライアントからの単純MIDIメッセージ受信を行う。単純MIDIメッセージとは、
MIDIファイルとしてDASに格納されず、クライアントと直接通信可能な、数バイト程度の
MIDIメッセージである o MIDI機6ifの初WJ化メッセージ送信、モニタリング、クライアン
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図 3:実行状態における基本構成図
トからのリアルタイム MIDIメッセージ送信等に利用する。なお、 DPSは昨年度に開発され
たMIDIドライパを本システム上で扱う機能、メッセージに対応させたものである。
・クライアント
DASへ要求メッセージを発するプロセスであり、一般にサーバへ接続するユーザプロセスが
これにあたるo クライアントは所定のライブラリをインクルードした後、サーバへ接続する
必要があるo 昨年度システムのツールはクライアントを包含したもので、ユーザ、もしくは
アプリケーションへの直接のインターフェイスとなる。
4.3.3 ネットワーク機能
本システムで扱われる様々な情報は、メッセージキューを用いて各サーバやクライアントへ受渡しを
行なう。これは同一ホスト聞においてのみ有効であり、別ホストで動作するサーバへの送受信手段を与
えるものではない。 従って、メッセージキュー単体ではホスト聞を繋ぐネットワークを利用する事は出
来ない。本システムでは新たにソケットと呼ばれるデータ送受信法を組み込んだ。ソケットは UNIXに
おいて一般化されたデータ送受信法の lつであり、メッセージキューと類似したプロセス間通信以外に、
広範なネットワーク上のデータ通信法を提供するシステムコール群である [2]0ソケットは大別して2種
類に分類され、プロトコルと通信範囲によって UNIXドメインと INET(Illt.erNET)ドメインとに呼び
分けられる。 UNIXドメインは単一の UNIXシステム内を領域とする通信法であり、 INETドメイン
はIPアドレス等を用いた、ネットワーク規模で利用可能な通信法である O 本システムではネットワーク
によるホスト問通信を実現する為、後者を利用した。
INETドメインは、 ilt.erllet上で必要なパラメータをmし、て接続を行なう。しかし、相手を指定する
際に数種類の情報が必要になり、また、それらの情報を直掠知る手段が与えられなし、。従って、各サー
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バが判11，--の情報を常に全て把!Jtlすることは|本I'illtであるけこのIIU~ を fíj午 ìJとする為、全てのサーバ'h'j .HI を f~~
!Y・行即するサーバを新たにJEよ主し、これを PMSと命名したわ DASは各ホストにて起動する|恥、 PMS 
へDAS自身のソケット通信で利用する為のパラメータを与える。 PMSはこれを内部に保持し、 DAS
によるホスト開通信の際に利用する。ホスト/11通信の|際、 DASはPMSへ他ホスト DASへ送七するメッ
セージを渡す。 PMSは送信先の DASのホスト情報を検索し、存紅する場介、保持する送信先ホストの
パラメータを用いて、メッセージを相子DASへ送信する O
DASの PMSとの接続手順図を図4、凶 G，こ示す。
(3) (1) 
(1) DAS起動、ソケット接続準備
(2) PMSへ接続、 DASホスト情報をPMSへ送信
(3) 受け取ったホスト情報を内部に格納
(4) ホスト情報格納通知を送信
図 4:PMSへ DASのホスト情報を与える場合
(5) (3) (1) 
(1) ソケット接続準備
(2) PMSへ接続、 DASメッセージ送信
(3) 送信先ホスト情報検索、接続情報付加
(4) 相手先DAS接続、メッセージ送信
(5) メッセージ受信
図 G:ホスト間 DASのメッセージ通信の場合
以上の手順は PMSをホスト問 DASメッセージ通信のルータとして利用することを示している O ホス
ト開通信メッセージを全て PMSを経由させる事で通信ホスト聞の経路自体は冗長になるが、 DASへ PMS
内の情報を与える必要が無くなり、サーバ単体毎のソケット通信処理によるオーバヘッドを抑えること
が可能である。
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ソケット通告:ではメッセージキューの峠な多主化の技法は利川山米ない p よって、怯政川IYの交1，(t伝
統を行なう為にプロセス多前化を lυ11 した (/~l G)けこれは、ソケット j凶 1.1抜 ~~~I~ 1;五~;R を交けるプ u 七スを
DASI付に川窓し、接続安求がオミた場合に掠続受信川のプロセスを生成し、受:1，';を行なうものである。受
信メッセージはメ yセージキューへ移され、目的先へ送信するの 送信j乙との岐続が終了した場合は、生
成された接続受信プロセスは終了される。
(2) (1) 
?
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メッセージキュー
二 プロセスの生成
ζ メッセージの流れ
(1)外部ホストからのソケット接続要求
(2)接続要求を受信
(3)ソケット受信用プロセス生成
(4)ソケット接続受信プロセスヘメッセージ送信
(5) メッセージをメッセージキューへ格納
図 6:同時受信時のプロセス生成
ネットワーク機能を中心に表したPMS、DASの構成図をそれぞれ図7、図8に示す。
ソケット送信でも受信時と同様に送信用プロセスが存在するが、 DASからのソケット送信1与は受信時
と異なり、同時に lつの送信のみを行なう O これは、 DAS内でのメッセージ処理は同時に lつであり、
複数の同時送信はありえないためである。
ーー・令プロセスの生成
メッセージの流れ
図 7:PMSの構成
園園田砂プロセスの生成
エ メッセージの流れ
図 8:DASの構成
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4.3.4 メッセージ処理
メッセージの共体的構成を説明する(メッセージflj主体の詳細1は付録で述べる)。本システムで)IJし、る
メッセージは、送受信用情報、要求内容、パラメータ等を要素とした、 1担定義によって示される構造体
である口これをメッセージキューとネットワーク f~能で共用する O
前節にて述べたメヅセージキュ一平Ij川法は、 lOllg 型!を送信先のユニーク他、f!P ちプロセス ID を~j-え
ることで多重化を実現している O しかし、ネットワークによるホスト問メッセージでプロセス IDはユ
ニーク値とは成りえない為、事前にホスト名の参l!担によってメッセージのホスト内外の区別認識を行な
つ。
サーバのユニーク値は定数を用いる O クライアント同様にプロセス IDの利用ではサーバのプロセス
IDを何らかの手段で公開する必要がある。予めユニークな定数値を用いる事で、クライアント内のソー
スコードへ直接与える事が可能である O
クライアントはメッセージをメッセージキューに格納する事でサーバへ要求を伝える O サーバからク
ライアントへの場合、実用上メッセージキューを用いる事は出来ない。理由として 2つの問題が挙げら
れる O
lつはクライアントの振舞の問題である。基本的に、クライアントが異常な動作を行なう可能性があ
る。異常がサーバへ影響を及ぼす事は避けねばならない。サーバからクライアントへのメッセージをメッ
セージキューに格納する場合は、クライアントがメッセージを取り出さなくなる事によりメッセージが
蓄積し、キューの許容量を圧迫する。 2つ目はメッセージキューの仕様の問題である O キューに格納出
来るメッセージのサイズ・数制限は比較的小さく、多数のクライアントが動作する状況で送受信両方を
頼らせることが困難である o
従って以上2点の問題に対処する為、クライアントのメッセージ受信をプロセス間通信の lつである
共有メモリ上で行なう事にした。共有メモリであればメッセージキューと独立して利用出来、メモリの
サイズを十分に取る事が出来る。図9に、本システムのホスト単位におけるメッセージの流れを示す。
サーバによって
生成された
子プロセス群
{ソケット接続用
プロセス}
工メッセージの流れ
図。:メッセージの流れ
クライアントのメッセージ受信法と送信に関する詳細は「クライアントjの章で述べる口
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4.3.5 サーバの安定化
クライアントの様々な要求への随時応答や実刑性を自めるため、サーバの安定した実行が必要であるい
本システムでは安定化を日的として以下の設計案を実装した。
・エラーメッセージ送受信機能
・|寸ー領域への綾数プロセスのアクセスに対する各種排他処理
・子プロセス再生成機能・サーバ再起動機能
.サーバ実行状況モニタ用クライアント
5 クライアント
サーバはクライアントから要求を受ける事が出来るが、サーバのみの開発ではクライアントはサーバ
へメッセージを送る手段を持たない。サーバを利用する為の何らかのインタフェースをクライアントの
開発側へ与える必要がある。本節では、クライアントから見た各サーバの利用法について説明する O
5.1 メッセージ受信
クライアントとサーバのメッセージ授受の流れを図 10に示す。クライアントのメッセージ受信は、前
節で述べた理由からメッセージキューは用いない。
代理のプロセス開通信法として共有メモリを利
用している。共有メモリはメッセージキューの
様な FIFOバッファやメッセージタイプによる
メッセージ識別機能を備えておらず、また排他
処理等のアクセス制御も行なわない。代わりに
比較的大きいメモリ空間を高速にアクセスする
事が可能である O この特徴に対して、共有メモ
リへサーバから受信するメッセージを順番に格
納する FIFOバッファと、サーバとクライアン
トが同時にアクセスする場合の排他処理機能を
付加する事で、クライアントが受信専用のメッ
セージキューとして利用する事を可能にした。
メッセージ受信用共有メモリはクライアント各々
が自身のプロセス IDをキーとして割当てを行
ない、メッセージ内のクライアント PIDを利用
してアクセスする。つまり、メッセージタイプ
を共有メモリアクセスのキーに利用する事でメッ
セージキューと共有メモリの併用を可能にして
いる。
5.2 単純MIDIメッセージ
一ーー+メッセージの流れ
(1)自身のプロセス工Dを付加してメッセージを格納
(2)サーバがメッセージを取り出す
(3)要求に対する結果メッセージをクライアン卜の
プロセス1Dをキー値として共有メモリtこアクセス
(4)共有メモリへ結集メッセージを送信
(5)共有メモリから結果メッセージを取り出す
図 10:クライアントーサーバ問のメッセージの流れ
単純MIDIメッセージとは基本構成の節で述べた動作、目[JちクライアントがDPSへ要求を発する為に
与えられる、主として数バイト程度の MIDIメッセージである。
単純MIDIメッセージを格納するバッファは、サーバとの接続手続を行なった際に共有メモリのアド
レスとして渡される。このアドレスへMIDIメッセージと書き込みバイト数を代入することでサーバに
メッセージを送信する事が出来る O
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5.3 ライブラリの提供
クライアントがサーバへメッセージを送信するという動作だけでも、政数のメッセージ処.fllt千統や変
数の利用を要求するO また、メッセージの要求内容によって複数の動作が-続きとなる場合も存主する n
このようなクライアントが受け持つ繁雑な処理の記述を減らし、かっ不正なメッセージ送受信をIW1-.す
る為に、サーバ接続専flJのライブラリヘッダを作成し、サーバとのインタフェースとして提供した。ラ
イプラリヘッダには、クライアントがサーバとの接続に必要な各種変数、型宣言、定数宣言、サーバと
兼用するヘッダのインクルード、前処理、関数等が記述されている。クライアントは自身のコード上に
ライブラリヘッダをインクルードする事で、サーバとのメッセージ通信機能を利用出来る。本研究では、
このヘッダを利用してクライアントのサンプルを作成している。
クライアントのサンプルについては、次節にて述べる O
6 実行方法と実行結果
本章では実際に MIDI管理サーバを使用する際の、各サーバの起動と MIDIデータの送信・再生、 DAS
内MIDIデータのコピー、終了法についての実行例を示す。また、本システムは研究室のハードウェア
構成上、可制1制(NEWS3860)でのみ MIDI出力が可能な為、ネットワーク機能を利用する際は討gal1出
以外のホストから操作している。
6.1 初期設定、 P民IS起動
まず、それぞれのホストマシンの背
後にある RS-232C端子と RS-232Cイ
ンターフェイスの RS-232C端子、 MIDI 
機器の背後にある DIN5ピンとインター
フェイスの DIN5ピンを各々繋ぐ。 MIDI
機器側の MIDIメッセージ受信準備も
行なっておく D
PMSを常駐させるホストを選択し、
PMSを起動する O すると、起動メッセー
ジを表示し、 PMS実行ファイルの存在
するディレクトリに起動状況ファイル
を出力し、ホストに常駐する(図 11)。
:ga凶S~耳S
PIO T STAT TI版印刷AND
1132 e S 0 ∞-c幼 (lcsl耐7)
11ωe S 0・∞ pllS
1161 e S 0:∞閃止法制t11ω ヌ削
1162 e R 0:∞開Isgai邸溜 . 
図 11:PMSの常駐
6.2 DAS起動
DASを起動するホストを選択し、 DAS
を起動する。 ~I 12に示す株に PMSと同
様に起動メッセージを表示し、 DAS実行
ファイルの存在するディレクトリに起動状
況ファイルを出力し、ホストに常駐する O
この時、 PMS起動状況ファイルを読み込
む。また、 DAS自身が起動したホスト情
報を PMSへ登録する為、 PMSへ接続す
る際の送受信プロセスがホスト接続メッセー
ジを表示する。 PMSが常駐するホストで
もDASを起動させる事が出来るが、他ホ
ストでPMSが起動している場合は起動状
況ファイルを参照する際、そのホストがNFS
等によってファイルアクセス可能でなけれ
ばならなしL
6.3 DPS起動
図13の様に DASが存在するホストそれ
ぞれに DPSを起動し、常駐させる O 起動
メッセージが現れ、 DPS内部では各種初
期設定、他サーバへの接続、 RS-232Cデ
バイスの設定・ MIDI機器の初期化を行な
っO
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図 13:DPSの常駐
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6.4 サンプルクライアン卜の実行
本システムの機能を利用する為のサンプ
ルクライアントを実行する。するとメニュー
が表示され、入力を待つ状態になる(図 14)。
メニューの先頭に示されている番号を入力
する事で各動作を実行する O
まず、 MIDIファイルの読み出しを行な
わせるO 図15に示す様に番号 150を入力
し、送信するホスト名を入力する。次に、
MIDIファイル名を入力する事で、サーバ
へMIDIファイルを送信するo ここで、該
当するホストに DASが起動されていない
場合は PMSからエラーメッセージが返さ
れるD
エラーの場合は図 16の様に表示される
が、内部では PMSからクライアントへメッ
セージ構造体内にエラ一番号を代入して返
されている O
Ell泌総泌総:;:;:::::::;:;:::::::;:::;:;:::::::{::~:::;:::;:;:::::;:::;:;:::;:;:;:;:;:;:;:;:主主:;:;:;:;:;機駒:;:;:;:;:;:;:;:;:;:;:;:;:;:;:;:可:;:;:;:;:;:;泌総長:;:;:;:;:;:::;:;:;:;:;;:;:;:;:;:;::己主主主主，L，，;
同gllu部屯I叫 snd
コピー
一一一一一ー 一一一ーー一司...-一一ーー一一一一一戸ーー一一一一一一一一一一一一一一一一一一一一---.---'-…………・・・・・・……....“"・・・ ...“…・.....・.........……………-……......“・・・・"“・・・・・・・・・山..
図 14:サンプルクライアントの実行
本遁~::::主主':;:~!:.::!:!:f::側諸税制若者続:ぬ::~~::!:!:::!:!;::!~::;:::;;忌ー諮問鴻開:.;.::. ;.;.;.;:;:;:;.;.:.:.;:;:.;.;.;.:.:.;.;.;.;.;.;.制
図 15:MIDIファイルの送信
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E 選択番号?150 
DASホスト名?cnmos 
FILE NAME ?ffballle.rnicl 
図 16:DASが起動していないホスト指定の場合
MIDIデータの再生6.5 
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クライアントメニュー上で番号 152を選
択する O 続いて再生するホスト名を入力す
ることで、指定したホスト内 DASのMIDI
データがMIDI機器に送信(再生)される。
MIDIファイル送信時と同様、 DASの起
動していないホストの指定では PMSから
エラーが返される。図 17に示す様に再生
時、 DPSにより画面上に MIDIデータに
関する情報が出力される。
図 17:MIDIデータの再生
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6.6 MIDIデータのコピー
DAS内部で持つ MIDIデータのコピー
を行なう機能である日。iidでj主べた燥に DAS
はMIDIデータをホスト名毎で管理してい
るが、このコピー機能はあくまで阿--DAS 
内でのコピー機能である為、注意が必要で
ある O
図18の様にクライアントメニューから
番号 161を選択し、続いてコピー元とコピー
先のホスト名を選択することで実行される O
後に番号 198を選択し、コピーが行なわれ
たかを確認する。
6.7 サーバの終了
図 19の様にサーバの終了は DPS以外、
各サーバのプロセス本体へSIGTER.M シ
グナル、つまり通常の kilコマンドを起動
した順に実行することで行なう O
SIGTERMシグナルを受けたサーバは
終了処理に移行し、適切に子プロセスやシ
ステムリソース等の破棄を行ない、メッセー
ジを表示して終了する【〉
12..さ...................ら・........伝子治.................広三....耐両証............て:叩ー三ペ;…・・・七...・J3斗j
選択番号?161 
コピー 元ホスト千三'?S;':illI時
:1ビー 先ホスト名?iI&lt.1I部
ホスト s制 IISSMIDIハルクをホスト agill回 MIlJI'\/~ クヘコピー
ました.
bu 1 k hostname agauss 
lIidi data exist.阿fhd
Isize : 1ω48 
い1khostnallle S由附
.idi data exisl. : tofhd 
ize : 16448 
図 18:MIDIデータのコピー
1~.t:::::::::::::::?::::::::::::::.:!:::::!::::::::::::::::::::::;:.:::::=:::::::=:::::::::=::.:::=::::::::::?:::::::::::::=:渇偏副長::!:!?:::::!::::::::p:~::::::::~!:::::::::::::::::::: :.:.:::.;.;.:.;.:.号.........オヨ
:gau泊五問
PID TT ~iAT TJ岨 αJ+tAND
制 7pl S 0:似てsh(tcs刷マ)
1α)63 pl S 0:∞p肥
1似剃 plS 0:∞p臨 _sk刷t1α)63ヌXlO
1仮胤 plS 0:∞das 
1αめ，7pl S 0:∞ωs_sksnd 1α胤
lOC胤 plS 0:∞伽s_sk刷t1似胤ヌ削
1α)69 pl S 0:∞p臨 _skrcv1αめ34s剖 I附
1∞170 pl S 0:∞d出ー日krcv1α胤 4sgal附
1∞'72 pl R 0:02./湘
1∞74 pl R 0:∞ps 
同gallss%.lXII 'Iui t 
〈川宗(xm)>f()r MIDI cOIlt.rol wi th此S-232<:dev i ce
progra・配dhy 1J1ue-恥.pullkirl@)fuklli-u.1'})('-1'J'JS 
同al田%x闘を終了します
.lx聞
d回
l~~~l~~~ P恥ヨ
図 19:サーバの終了
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7 結論
本M究で I~l 発した MIDI 管理サーバによって、住放の遠隔ホストがi:皮う MIDI データヤメ y セージを
相互にやりlrx.り出来るようになったu また、/l'l:iF度システムのプ口セスう行政化をより j止めたJIラとして、
1サーバを複数のプロセスに分離する事により並列処理やサーバの安定した!動作を行わせる事が可能と
なり、 MIDIを扱;う上で、の4華々な環J克lこ付!忘しねるシステムカ斗持築1¥米たと言える u
また、クライアントのメッセージ送受信を簡便にするライブラリを開発した事で MIDI管理サーバの
機能を外部から簡単に利用できるため、本システムをI/Jし3たMIDIツール、クライアントの開党は非常
に容易である。
今後の課題は、ライブラリの充実と更なる安定動作の向上であるのデータ管l'Hサーバでのメタイベン
トメッセージの解析や、再生サーバからクライアントへの詳細なlf生状況の通知等の機能の追加lも必要
である。また各サーバのデバッグもより詳細に行うべきである。本研究では d川 111011として実行する段
階にまでは至らなかったが、以上の課題を克服することにより実現可能と思われる。
後の展望は、本システムを用いた、 MIDIを教育現場で利用する為の音楽に関する教育支援システム
の開発等がある。異なるホスト聞のデータ交換が可能となったのでこのようなシステム開発に大きく貢
献するであろう。
本研究では UNIXを開発のプラットホームとしたが、通信機能を持つ MIDI制御システムは PCJ:で
も例がなし」従って、本システムの他プラットホームへの移植もト分に意義のあるものと言える。
現在ワークステーションのみならずPC上で動作する UNIX互換osが登場し普及している O 本シス
テムをこれら互換os上で実行させる事が出来れば、高価なワークステーションを用いずとも本システ
ムを導入する事が可能になると忠われる。
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