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Abstract
Dilatively stable processes generalize the class of infinitely divisible self-similar pro-
cesses. We reformulate and extend the definition of dilative stability introduced by Iglo´i
(2008) using characteristic functions. We also generalize the concept of aggregate similar-
ity introduced by Kaj (2005). It turns out that these two notions are essentially the same
for infinitely divisible processes. Examples of dilatively stable generalized fractional Le´vy
processes are given and we point out that certain limit processes in aggregation models
are dilatively stable.
1 Dilative stability and aggregate similarity
Self-similarity is a scaling property of stochastic processes. It was Lamperti’s paper [13] which
called the attention to the significance of this property (named there semi-stability). As a
generalization, Iglo´i [7, Definition 2.1.3 and Theorem 2.2.1] introduced a more general scaling
property of certain infinitely divisible processes called dilative stability. Iglo´i [7, Examples
2.1.5 -7] already provided some important (non self-similar) dilatively stable processes, such
as non-Gaussian moving-average fractional Le´vy motions. Roughly speaking, non-Gaussian
fractional Le´vy motions are not self-similar but they belong to a wider class of processes, to the
class of dilatively stable processes, which underlines the importance of dilative stability. To put
dilative stability into a more general context, we note that there are many other known examples
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of stochastic processes that do not fit into the scope of self-similarity, but are very natural
from the point of view of scaling limit theorems and various types of invariance properties
in probability theory, besides Iglo´i [7], see, e.g., Bierme´ et al. [2], Kaj [9] and Pilipaysjaute˙
and Surgailis [15]. However, there is no common framework for these kinds of processes. The
examples given by Iglo´i [7] and the new examples presented in Sections 2 and 3 show that the
class of dilatively stable processes is not only much wider than that of self-similar processes,
but it contains several important non self-similar processes. So the systematic study of dilative
stability started by Iglo´i [7] deserves to be continued.
Further, Kaj [9, Section 3.6] introduced a similar concept called aggregate similarity appear-
ing for certain heavy-tailed limit processes in teletraffic models under an intermediate growth
condition.
This paper has three-fold aims. First, we reformulate and extend the definition of dilative
stability introduced by Iglo´i [7] using characteristic functions. Next, we generalize the concept
of aggregate similarity due to Kaj, pointing out that these generalized aggregate similarity and
dilative stability are essentially the same for infinitely divisible processes. Finally, we present
new examples of dilatively stable processes that are not self-similar.
In what follows, N, R+, R++ and R will denote the set of positive integers, non-negative
real numbers, positive real numbers and real numbers, respectively. Further, let T be either
R, R+ or R++. All the stochastic processes are defined on a probability space (Ω,F ,P).
First, we give both definitions: self-similarity and dilative stability.
1.1 Definition. Let α > 0. A process (Xt)t∈T is called α-self-similar if in terms of charac-
teristic functions it fulfills the space-time scaling relation
E
(
ei
∑k
j=1 θjXTtj
)
= E
(
eiT
α
∑k
j=1 θjXtj
)
(1.1)
for all T > 0, k ∈ N, θ1, . . . , θk ∈ R, t1, . . . , tk ∈ T.
If 0 ∈ T, then P(X0 = 0) = 1, see, e.g., Samorodnitsky and Taqqu [16, page 312]. Note
that property (1.1) is equivalent to
∀T > 0 : X(T · ) fd∼ T αX( · ),(1.2)
where
fd∼ denotes that the finite-dimensional distributions are the same. If a stochastically
continuous process (Xt)t∈R+ is f -self-similar for some function f : (0,∞) → (0,∞) in the
sense that it satisfies (1.1) replacing T α by f(T ) on the right-hand side of (1.1), then there
exists an α > 0 such that f(T ) = T α, T > 0, and in case of α = 0, one has P(Xt = X0) = 1,
t ∈ R+, see Lamperti [13, Theorem 1]. In the definition of self-similarity the case α = 0 is
usually excluded, such as in Definition 1.1.
Dilative stability is an analogous property of certain infinitely divisible processes (all finite-
dimensional distributions are infinitely divisible) involving a scaling also in the convolution
exponent.
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For an infinitely divisible process (Xt)t∈T and for k ∈ N, t1, . . . , tk ∈ T, let ψt1,...,tk :
Rk → C denote the characteristic exponent of (Xt1 , . . . , Xtk), i.e., the unique continuous
function such that ψt1,...,tk(0, . . . , 0) = 0 and
E
(
ei
∑k
j=1 θjXtj
)
= e−ψt1,...,tk (θ1,...,θk) for all θ1, . . . , θk ∈ R,
see, e.g., (the multi-dimensional version of) Lemma 3.2.11 in Stroock [18].
1.2 Definition. Let α, δ ∈ R. An infinitely divisible process (Xt)t∈T is said to be (α, δ)-
dilatively stable if the scaling relation
ψTt1,...,T tk(θ1, . . . , θk) = T
δψt1,...,tk(T
α− δ
2 θ1, . . . , T
α− δ
2 θk)(1.3)
holds for all T > 0, k ∈ N, θ1, . . . , θk ∈ R, t1, . . . , tk ∈ T.
The functional equation (1.3) defines dilative stability in an algebraic sense. A probabilistic
interpretation is given in Remark 1.3 below. Note that a process (Xt)t∈T fulfilling the scaling
relation (1.3) with α > 0 and δ = 0 is an α-self-similar process. Hence, for infinitely
divisible processes, (α, 0)-dilative stability is just α-self-similarity. Hence dilative stability is
a generalization of self-similarity. We call the attention that under the conditions of Definition
1.2, the parameters α and δ are not unique in general, see Example 2.7, or the simple case
of symmetric stable processes given below.
To give a very first elementary example for a dilatively stable process, we point out that
every Le´vy process (Lt)t∈R+ is (
1
2
, 1)-dilatively stable. Indeed, for all k ∈ N, 0 6 t1 < t2 <
. . . < tk and T > 0, the increments LTtj − LTtj−1 , j ∈ {1, . . . , k}, are independent, and for
each j ∈ {1, . . . , k}, the distribution of LTtj − LTtj−1 is the T -th convolution power of the
distribution of Ltj−Ltj−1 , and hence the distribution of (LTt1 , LTt2−LTt1 , . . . , LTtk−LTtk−1) is
the T -th convolution power of the distribution of (Lt1 , Lt2−Lt1 , . . . , Ltk−Ltk−1). Consequently,
the distribution of (LTt1 , LTt2 , . . . , LTtk) is the T -th convolution power of the distribution of
(Lt1 , Lt2 , . . . , Ltk). In the language of Definition 1.2, this means that ψTt1,...,T tk(θ1, . . . , θk) =
Tψt1,...,tk(θ1, . . . , θk).
In particular, if (Lt)t∈R+ is a symmetric
1
H
-stable Le´vy process with Hurst index H > 1
2
,
then the above considerations yield that the process (Lt)t∈R+ is (
1
2
, 1)-dilatively stable. Since
the process (Lt)t∈R+ is H-self-similar, it is (H, 0)-dilatively stable as well. In fact, (Lt)t∈R+
is (α, δ)-dilatively stable for all α, δ ∈ R satisfying δ + (α − δ
2
)
1
H
= 1. Indeed, for each
t > 0, the characteristic exponent of Lt has the form ψt(θ) = ct|θ| 1H , θ ∈ R, for some
c > 0, hence for all T > 0, we have ψTt(θ) = cT t|θ| 1H = cT δt|T α− δ2 θ| 1H = T δψt(T α− δ2θ),
and independence of the increments yields the scaling relation (1.3). This is an example of a
process that is (α, δ)-dilatively stable with infinitely many choices of (α, δ), and α and δ
can be negative as well.
1.3 Remark. For historical fidelity, we note that Iglo´i [7] originally formulated the scaling
property (1.3) in the language of equality of finite-dimensional distributions, namely,
∀T > 0 : X(T · ) fd∼ T α− δ2X⊛T δ( · ),(1.4)
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where for all c > 0, we denote by X⊛c the c-th convolution power of X , that is, X⊛c
is a process whose finite-dimensional distributions are the c-th convolution powers of the
corresponding ones of X . Comparing the scaling relations (1.2) and (1.4), one can realize
that in case of a dilatively stable process X , the time scaled process (XTt)t∈T coincides,
in the sense of finite dimensional distributions, with X appropriately scaled in space and
in convolution exponent as well, whereas in case of self-similarity, only some space scaling is
allowed. Roughly speaking, scaling in the convolution exponent is the main new ingredient of
dilative stability compared to self-similarity.
Iglo´i [7] defined dilative stability under some additional assumptions as given in Theorem
1.7 below. From this point of view, our Definition 1.2 is more general. Note that the condition
X0 = 0 in Theorem 1.7 turns out to be not so restrictive, see Iglo´i and Barczy [8, Appendix
A] for details. ✷
As it was mentioned, Kaj [9] introduced the notion of aggregate similarity. Namely, by
Definition 1 in Kaj [9], a stochastic process (Xt)t∈T is called aggregate similar with parameter
̺ ∈ R, if it fulfills the scaling relation
m∑
i=1
X(i)(·) fd∼ m̺X(m−̺ ·) for all m ∈ N,(1.5)
where (X
(i)
t )t∈T, i ∈ N, are independent identically distributed copies of (Xt)t∈T. The
parameter ̺ is called rigidity index. Kaj additionally assumes that T = R+, (Xt)t∈T has
stationary increments and fulfills X0 = 0, E(Xt) = 0 for all t ∈ T, but these assumptions
are not important for our approach. We introduce the notion of aggregate similarity with
parameters ̺1, ̺2 ∈ R.
1.4 Definition. Let ̺1, ̺2 ∈ R. A process (Xt)t∈T is called (̺1, ̺2)-aggregate similar if it
fulfills the scaling relation
m∑
i=1
X(i)(·) fd∼ m̺1X(m−̺2 ·) for all m ∈ N,(1.6)
where (X
(i)
t )t∈T, i ∈ N, are independent identically distributed copies of (Xt)t∈T.
Under mild regularity assumptions, (1.6) already implies the scaling relation (1.3) of dilative
stability as follows.
1.5 Proposition. (i) If (Xt)t∈T is a (α, δ)-dilatively stable process for some (α, δ) ∈
R× (R \ {0}), then it is (1
2
− α
δ
,−1
δ
)-aggregate similar.
(ii) If a process (Xt)t∈T is infinitely divisible, its finite dimensional distributions are weakly
right-continuous, and it is (̺1, ̺2)-aggregate similar for some (̺1, ̺2) ∈ R × (R \ {0}),
then it is
(
̺1
̺2
− 1
2̺2
,− 1
̺2
)
-dilatively stable.
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The proof of Proposition 1.5 is given in Section 4. So for infinitely divisible processes,
dilative stability and aggregate similarity, given in Definitions 1.2 and 1.4, are essentially the
same. But note that the purely self-similar case is ruled out in Proposition 1.5, since (α, 0)-
dilative stability cannot be handled.
Next we introduce a notion of (f, g)-dilative stability in an analogy with f -self-similarity.
1.6 Definition. Let f, g : (0,∞) → (0,∞) be continuous functions. An infinitely divisible
process (Xt)t∈T is said to be (f, g)-dilatively stable if the scaling relation
ψTt1,...,T tk(θ1, . . . , θk) = g(T )ψt1,...,tk(f(T )θ1, . . . , f(T )θk)(1.7)
holds for all T > 0, k ∈ N, θ1, . . . , θk ∈ R, t1, . . . , tk ∈ T.
Theorem 2.2.1 and Proposition 2.1.4 in Iglo´i [7] imply that, under some additional assump-
tions, the functions f and g are uniquely determined power functions.
1.7 Theorem. (Iglo´i [7]) Let (Xt)t∈R+ be an (f, g)-dilatively stable process. Suppose that
X0 = 0, (Xt)t∈R+ is not the identically zero process, (Xt)t∈R+ is right continuous in distribu-
tion, X1 is non-Gaussian and Xt has finite moments of all orders for all t ∈ R+, depending
right continuously on t. Then there exist unique α ∈ (0,∞) and δ ∈ [2α,∞) such that
f(T ) = T α−
δ
2 , T > 0, and g(T ) = T δ, T > 0.
Next we give further sufficient conditions under which the functions f and g must be
uniquely determined power functions.
1.8 Theorem. Let (Xt)t∈T be an (f, g)-dilatively stable process.
(i) If X is not the identically zero process and f(T ) = T β for some β ∈ R and all T > 0,
then there exists a unique γ ∈ R such that g(T ) = T γ, T > 0.
(ii) If X1 is not Gaussian, but has a Gaussian component in its Le´vy–Khintchine represen-
tation, then there exist unique β, γ ∈ R such that f(T ) = T β, T > 0, and g(T ) = T γ,
T > 0.
(iii) If E(X21 ) <∞, E(X1) 6= 0 and Var(X1) > 0, then there exist unique β, γ ∈ R such
that f(T ) = T β, T > 0, and g(T ) = T γ, T > 0.
(iv) If X1 is not Gaussian, E(X
2
1 ) <∞ and Var(X1) > 0, then there exist unique β, γ ∈ R
such that f(T ) = T β, T > 0, and g(T ) = T γ, T > 0.
The proof of Theorem 1.8 can be found in Section 5. Under the assumptions of Theorem 1.8,
the process (Xt)t∈T is (T
β, T γ)-dilatively stable for some unique β, γ ∈ R, hence X could
be called (β, γ)-dilatively stable, as well. However, for providing an easy link for comparison
with Iglo´i’s results [7], in Definition 1.2 we used the parametrization (α − δ
2
, δ) instead of
(β, γ). Clearly, we have δ = γ and α = β + δ
2
.
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1.9 Remark. We give an example of a (f, g)-dilatively stable process such that f and g are
not necessarily power functions. Namely, let (Wt)t∈R+ be a standard Wiener process. Then
the characteristic exponent of (Wt1 , . . . ,Wtk) takes the form
ψt1,...,tk(θ1, . . . , θk) =
1
2
k∑
j,ℓ=1
min(tj , tℓ)θjθℓ
for all k ∈ N, t1, . . . , tk ∈ R+, and θ1, . . . , θk ∈ R. Hence (Wt)t∈R+ is (f, g)-dilatively
stable for any continuous functions f, g : (0,∞)→ (0,∞) satisfying g(T )f(T )2 = T , T > 0.
Indeed, for all T > 0,
ψTt1,...,T tk(θ1, . . . , θk) =
1
2
k∑
j,ℓ=1
min(T tj, T tℓ)θjθℓ = Tψt1,...,tk(θ1, . . . , θk)
= g(T )f(T )2ψt1,...,tk(θ1, . . . , θk) = g(T )
1
2
k∑
j,ℓ=1
min(tj , tℓ)f(T )θj · f(T )θℓ
= g(T )ψt1,...,tk(f(T )θ1, . . . , f(T )θk). ✷
Next, we recall some dilatively stable processes with stationary increments introduced by
Iglo´i [7]: fractional Le´vy process, and limits of integrated superposition of Ornstein–Uhlenbeck
type processes, or of continuous-state continuous-time branching processes with immigration
(such as the Cox–Ingersoll–Ross process). These processes have the same covariance function
as a fractional Brownian motion for some parameter H ∈ (1
2
, 1
)
. In fact, the non-Gaussian
fractional Le´vy process is (H, 1)-dilatively stable, while the other processes are (H, 2H− 2)-
dilatively stable.
The remaining part of the paper is organized as follows. In Section 2 we give new examples
for dilatively stable processes that are not self-similar, namely, we derive a sufficient condition
under which a generalized fractional Le´vy process is dilatively stable. As special cases, sub-
fractional Le´vy processes and log-fractional Le´vy motions are dilatively stable. In Section 3 we
consider limit processes appearing in certain aggregation models under an intermediate growth
condition. In particular, the limit process of joint temporal and contemporaneous aggregation
of independent copies of a stationary AR(1) process with random-coefficient, introduced in
Pilipaysjaute˙ and Surgailis [15], is shown to be dilatively stable. Section 4 is devoted to the
proof of Proposition 1.5, i.e., the connection between aggregate similarity and dilative stability.
Finally, in Section 5 we prove Theorem 1.8.
2 Dilatively stable generalized fractional Le´vy processes
First, we give a summary on two-sided Le´vy processes based on Klu¨ppelberg and Matsui [12,
Section 2]. By a two-sided Le´vy process (Lt)t∈R, we mean
Lt := L
(1)
t 1[0,∞)(t)− L(2)(−t)−1(−∞,0)(t), t ∈ R,
6
where L(1) and L(2) are independent copies of a Le´vy process. Moreover, we assume that L
is centered (i.e., E(L1) = 0) without a Gaussian component, and its Le´vy measure µ satisfies∫
|x|>1
x2 µ(dx) <∞, hence
E(L2t ) = |t|E(L21) = |t|
∫
R
x2 µ(dx) <∞, t ∈ R.
The above assumptions imply that the characteristic function of Lt, t ∈ R, takes the form
E(eiθLt) = e−|t|ϕ(θ), t ∈ R, where
ϕ(θ) :=
∫
R
(1− eiθx + iθx)µ(dx), θ ∈ R,(2.1)
is the characteristic exponent of L1.
The following result is due to Marquardt [14, Proposition 2.1 and (2.13)].
2.1 Proposition. Let L = (Lt)t∈R be a two-sided Le´vy process without a Gaussian component.
Assume that E(L1) = 0 and E(L
2
1) < ∞. Let f : R2 → R be a measurable function such
that R ∋ u 7→ f(t, u) ∈ L2(R) for all t ∈ R. Then the integral St :=
∫
R
f(t, u)L(du) exists
in L2(Ω,F ,P)-sense for all t ∈ R. Furthermore, for s, t ∈ R we obtain E(St) = 0, the
isometry
E(S2t ) = E(L
2
1)
∫
R
f(t, u)2 du, t ∈ R,
and
Cov(Ss, St) = E(L
2
1)
∫
R
f(s, u)f(t, u) du, s, t ∈ R.
Moreover, the characteristic function of (St1 , . . . , Stk), t1 < t2 < · · · < tk, tj ∈ R, j ∈
{1, . . . , k}, takes the form
E
(
exp
{
i
k∑
j=1
θjStj
})
= exp
{
−
∫
R
ϕ
(
k∑
j=1
θjf(tj , u)
)
du
}
(2.2)
for θj ∈ R, j ∈ {1, . . . , k}, where ϕ is given by (2.1).
2.2 Definition. A stochastic process (St)t∈R given in Proposition 2.1 is called a generalized
fractional Le´vy process corresponding to the kernel function f .
We note that Klu¨ppelberg and Matsui [12, Definition 2.2] have already introduced general-
ized fractional Le´vy processes with kernel function f(t, u) := g(t− u)− g(−u), t, u ∈ R, for
some function g : R→ R satisfying g(t) = 0 for t < 0 and ∫
R
(g(t− u)− g(−u))2 du <∞.
Next we derive a sufficient condition under which a generalized fractional Le´vy process is
dilatively stable.
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2.3 Proposition. If the kernel function f given in Proposition 2.1 satisfies
f(t, u) = T α−
δ
2 f
(
t
T
,
u
T δ
)
, t, u ∈ R, T > 0,(2.3)
then the generalized fractional Le´vy process (St)t∈R is (α, δ)-dilatively stable. If, in addition,
E(L21) > 0 and
∫
R
f(1, u)2 du > 0, then the parameters of dilative stability α and δ are
uniquely determined.
Proof. First observe that the process S is infinitely divisible, since by (2.2), for all k ∈ N,
θ1, . . . , θk ∈ R, t1, . . . , tk ∈ R and n ∈ N, we have
E
(
exp
{
i
k∑
j=1
θjStj
})
=
(
exp
{
−1
n
∫
R
ϕ
(
k∑
j=1
θjf(tj , u)
)
du
})n
,
where, again by (2.2),
exp
{
−1
n
∫
R
ϕ
(
k∑
j=1
θjf(tj, u)
)
du
}
= exp
{
−
∫
R
ϕ
(
k∑
j=1
θjf(tj, nv)
)
dv
}
= E
(
exp
{
i
k∑
j=1
θjS˜tj
})
is the characteristic function of (S˜t1 , . . . , S˜tk) with S˜t :=
∫
R
f(t, nv)L(dv), t ∈ R.
Again by (2.2), the characteristic exponent of (St1 , . . . , Stk) has the form
ψt1,...,tk(θ1, . . . , θk) =
∫
R
ϕ
(
k∑
j=1
θjf(tj, u)
)
du, θ1, . . . , θk ∈ R.
Hence for all T > 0, k ∈ N, θ1, . . . , θk ∈ R and t1, . . . , tk ∈ R, by (2.3), we get
T δψt1,...,tk(T
α− δ
2 θ1, . . . , T
α− δ
2 θk) = T
δ
∫
R
ϕ
(
k∑
j=1
T α−
δ
2 θjf(tj, u)
)
du
=
∫
R
ϕ
(
k∑
j=1
T α−
δ
2θjf(T tj/T, v/T
δ)
)
dv =
∫
R
ϕ
(
k∑
j=1
θjf(T tj, v)
)
dv
= ψTt1,...,T tk(θ1, . . . , θk),
which yields that (St)t∈R is (α, δ)-dilatively stable. If, in addition, E(L
2
1) > 0 and∫
R
f(1, u)2 du > 0, then, by Proposition 2.1, E(S21) ∈ (0,∞). Using also that S1 is
not Gaussian, part (iv) of Theorem 1.8 yields the uniqueness of α and δ. ✷
Next we formulate three examples for generalized fractional Le´vy processes that are dila-
tively stable, but not self-similar.
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2.4 Example. (Sub-fractional Le´vy process) Sub-fractional Brownian motions were intro-
duced by Bojdecki et al. [4], see also Tudor [19, Section 1.3]. Let (B
(H)
t )t∈R be a fractional
Brownian motion on R with parameter H ∈ (1
2
, 1
)
, i.e., (B
(H)
t )t∈R is a Gaussian process
with zero mean having covariance function
Cov(B
(H)
t , B
(H)
s ) =
1
2
(|t|2H + |s|2H − |t− s|2H), t, s ∈ R.
Let
S
(H)
t :=
1√
2
(B
(H)
t +B
(H)
−t ), t ∈ R+.
Then (S
(H)
t )t∈R+ is a sub-fractional Brownian motion with parameter H , i.e., it is a Gaussian
process with zero mean and with covariance function
Cov(S
(H)
t , S
(H)
s ) = t
2H + s2H − 1
2
(
(s+ t)2H + |t− s|2H) t, s ∈ R+,
see, e.g., Tudor [19, Proposition 1.17]. The process S(H) is H-self-similar, see, e.g., Tudor [19,
Proposition 1.14]. Recall that
B
(H)
t =
√
2H + 1 sin(πH)
Γ
(
H + 1
2
) ∫
R
(
(t− u)H−
1
2
+ − (−u)H−
1
2
+
)
B(du), t ∈ R,
where B is a Brownian motion on R, see Samorodnitsky and Taqqu [16, Proposition 7.2.6]
and Beran et al. [1, Section 1.3.5]. Hence we get
S
(H)
t =
√
2H + 1 sin(πH)√
2Γ
(
H + 1
2
) [ ∫
R
(
(t− u)H−
1
2
+ − (−u)H−
1
2
+
)
B(du)
+
∫
R
(
(−t− u)H−
1
2
+ − (−u)H−
1
2
+
)
B(du)
]
, t ∈ R+.
Motivated by this moving average representation of S(H), we introduce so-called sub-fractional
Le´vy processes. Namely, for all H ∈ (1
2
, 1
)
, let
S˜
(H)
t :=
1√
2
(
L
(H)
t + L
(H)
−t
)
, t ∈ R+,
where
L
(H)
t :=
√
2H + 1 sin(πH)
Γ
(
H + 1
2
) ∫
R
(
(t− u)H−
1
2
+ − (−u)H−
1
2
+
)
L(du), t ∈ R,
with a two-sided Le´vy process (Lt)t∈R without a Gaussian component satisfying E(L1) = 0
and 0 < E(L21) <∞. Note that L(H)t is well-defined, since the kernel function f : R2 → R,
f(t, u) :=
{
(t− u)H−
1
2
+ − (−u)H−
1
2
+ , if t 6= u and u 6= 0,
0, if t = u or u = 0,
satisfies the conditions of Proposition 2.1, see Beran et al. [1, Section 3.7.2.5].
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We call the process S˜(H) a sub-fractional Le´vy process with parameter H corresponding
to the two-sided Le´vy process L. The process S˜(H) is (H, 1)-dilatively stable by Proposition
2.3, and the parameters are uniquely determined, since E(L21) > 0, and the kernel function f
satisfies condition (2.3) with α = H and δ = 1 together with
∫
R
f(1, u)2 du > 0. We note
that the process S˜(H) has long memory increments, since H ∈ (1
2
, 1
)
, see Klu¨ppelberg and
Matsui [12, Lemma 2.6]. ✷
2.5 Example. (Log-fractional Le´vy motion) Let α ∈ (1, 2) and M be a symmetric
α-stable random measure with Lebesgue control measure. The process
Xt :=
∫
R
(
log(|t− u|)− log(|u|))M(du), t ∈ R,
is called a symmetric log-fractional stable motion, see Samorodnitsky and Taqqu [16, Example
3.6.6]. For the definition of the integral with respect to M see [16, Section 3.4], and the fact
that Xt, t ∈ R, is well defined can be checked in the same way as in Samorodnitsky and
Taqqu [16, Example 3.6.5]. Especially,
∫
R
(
log(|t−u|)− log(|u|))2 du <∞, t ∈ R. The process
X is 1
α
-self-similar with stationary increments. Motivated by this, let us introduce so-called
log-fractional Le´vy motions. Namely, we call the process
X˜t :=
∫
R
(
log(|t− u|)− log(|u|))L(du), t ∈ R,
a log-fractional Le´vy motion, where (Lt)t∈R is a two-sided Le´vy process without a Gaussian
component satisfying E(L1) = 0 and 0 < E(L
2
1) < ∞. Note that X˜t is well-defined, since
the kernel function f : R2 → R,
f(t, u) :=
{
log(|t− u|)− log(|u|), if t 6= u and u 6= 0,
0, if t = u or u = 0,
satisfies the conditions of Proposition 2.1, see Samorodnitsky and Taqqu [16, Example 3.6.6].
The process (X˜t)t∈R+ is
(
1
2
, 1
)
-dilatively stable by Proposition 2.3, and the parameters
are uniquely determined, since E(L21) > 0, and, for the kernel function f , condition (2.3)
holds with α = 1
2
and δ = 1 together with
∫
R
f(1, u)2 du > 0. ✷
2.6 Example. Generalized sub-fractional Brownian motions were introduced by Sghir [17].
In one of the representation theorems of Sghir [17, Theorem 2.2], a self-similar process comes
into play that can be generalized to present another example for a dilatively stable generalized
fractional Le´vy process as follows. For K ∈ (0, 2), let
X
(K)
t :=
∫
R+
(1− e−ut)u−K+12 B(du), t ∈ R+,
where (Bt)t∈R+ is a standard Brownian motion. The process X
(K) is K
2
-self-similar. Let
X˜
(K)
t :=
∫
R+
(1− e−ut)u−K+12 L(du), t ∈ R+,
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where (Lt)t∈R+ is a two-sided Le´vy process without a Gaussian component satisfying E(L1) = 0
and 0 < E(L21) <∞. Note that X˜(K)t is well-defined, since the kernel function f : R2 → R,
f(t, u) :=
{
(1− e−ut)u−K+12 , if t > 0 and u > 0,
0, if t 6 0 or u 6 0,
satisfies the conditions of Proposition 2.1. Indeed, we must prove that∫
R+
(1− e−ut)2u−(K+1) du <∞, t > 0.
This integral may diverge at u = 0 or at u = ∞. As u → ∞, the integrand behaves like
u−(K+1), which is integrable, since
∫∞
1
u−(K+1) du < ∞. As u ↓ 0, the integrand behaves
like u2u−(K+1) = u−K+1, which is integrable, since
∫ 1
0
u−K+1 du <∞.
The process X˜(K) is
(
K
2
,−1)-dilatively stable by Proposition 2.3, and the parameters are
uniquely determined, since E(L21) > 0, and one can check that condition (2.3) holds for the
kernel function f with α = K
2
and δ = −1 together with ∫
R
f(1, u)2 du > 0. ✷
In the next example we point out that under the conditions of Definition 1.2, the parameters
α and δ are not unique in general.
2.7 Example. Let α ∈ (0, 2] and M be a symmetric α-stable random measure with
Lebesgue control measure. For H ∈ (0, 1), H 6= 1
α
, a well-balanced linear fractional stable
process X = (Xt)t∈R is given by
Xt :=
∫
R
(|t− u|H− 1α − |u|H− 1α )M(du), t ∈ R,
see, e.g., Samorodnitsky and Taqqu [16, Example 3.6.5]. On the one hand, it is known that X
is H-self-similar and thus (H, 0)-dilatively stable, since the process X is infinitely divisible.
Further, the characteristic exponent of (Xt1 , . . . , Xtk) can be written in the form
ψt1,...,tk(θ1, . . . , θk) =
∫
R
∣∣∣∣∣σ
k∑
j=1
θjf(tj , u)
∣∣∣∣∣
α
du
for t1 < · · · < tk and θ1, . . . , θk ∈ R for some σ > 0, see, e.g., Samorodnitsky and Taqqu
[16, Property 3.2.1], where the kernel function f : R2 → R, is given by
f(t, u) :=
{
|t− u|H−1/α − |u|H−1/α, if t 6= u and u 6= 0,
0, if t = u or u = 0.
Hence for all T > 0, k ∈ N, θ1, . . . , θk ∈ R, and t1, . . . , tk ∈ R, we get
ψTt1,...,T tk(θ1, . . . , θk) =
∫
R
∣∣∣∣∣σ
k∑
j=1
θjf(T tj, u)
∣∣∣∣∣
α
du = T
∫
R
∣∣∣∣∣σ
k∑
j=1
θjf(T tj , T v)
∣∣∣∣∣
α
dv
= T
∫
R
∣∣∣∣∣σ
k∑
j=1
TH−1/αθjf(tj , v)
∣∣∣∣∣
α
dv = Tψt1,...,tk(T
H−1/αθ1, . . . , T
H−1/αθk),
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showing that X is
(
H− 1
α
+ 1
2
, 1
)
-dilatively stable. This example shows that the parametriza-
tion of dilatively stable processes is not unique in general. However, note also that the process
M does not have finite second moments for α < 2 and that for α = 2 the linear fractional
Brownian motion X is Gaussian. ✷
3 Further examples from aggregation models
In this section we consider certain processes arising by aggregation of independent copies of
random systems, appropriately rescaled in space and time. The behavior of such systems can
vary significantly depending on the relative speed of aggregation with respect to the rescaling.
We are particularly interested in intermediate regimes, where the speed of aggregation and
rescaling is in a certain balance. In this way non self-similar, but dilatively stable limit processes
may appear as follows, serving as further examples.
Our first example comes from a joint temporal and contemporaneous aggregation
(3.1) SN,n(t) =
N∑
i=1
⌊nt⌋∑
s=1
Xi(s), t > 0,
of N independent and identically distributed, stationary random coefficient AR(1) processes
(Xi(s))s∈R+, i ∈ {1, . . . , N}, with some given mixing density, recently investigated by Pilipays-
jaute˙ and Surgailis [15]. Under an intermediate growth condition
(3.2)
N1/(1+β)
n
→ c ∈ (0,∞)
as simultaneously n,N →∞, by Theorem 2.2 in [15] for any β ∈ (−1, 1) the appropriately
rescaled system (3.1) converges to a random process (
√
cZβ(t/c))t∈R+ in the sense of finite-
dimensional distributions. Here the process Zβ is infinitely divisible by Proposition 3.1 in [15]
and determined by the characteristic exponent of (Zβ(t1), . . . , Zβ(tk)) which takes the form
ψt1,...,tk(θ1, . . . , θk) = −C
∫ ∞
0
exp
−12
∫
R
(
k∑
j=1
θj(f(x, tj − s)− f(x,−s))
)2
ds
− 1
xβ dx,
for all tj ∈ R+, θj ∈ R, j = 1, . . . , k, k ∈ N, and some constant C > 0, where f : R2 → R
is given by
(3.3) f(x, t) :=
{
1−e−xt
x
if x > 0 and t > 0,
0 otherwise.
As remarked on page 1022 of [15] the process Zβ is not self-similar and not stable.
3.1 Proposition. For any β ∈ (−1, 1), the process Zβ is
(
1− β
2
,−β − 1)-dilatively stable.
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Proof. By Proposition 3.1 in Pilipaysjaute˙ and Surgailis [15], Zβ is infinitely divisible. Note
that the function f in (3.3) fulfills f(x, T t) = T · f(Tx, t) for all x ∈ R, t ∈ R and T > 0.
Hence, for all T > 0, k ∈ N, θ1, . . . , θk ∈ R and t1, . . . , tk ∈ R+, by change of variables
s = Tu and then Tx = y, we get
ψTt1,...,T tk(θ1, . . . , θk)
= −C
∫ ∞
0
(
exp
{
− 1
2
∫
R
(
k∑
j=1
θj
(
f(x, T tj − s)− f(x,−s)
))2
ds
}
− 1
)
xβ dx
= −C
∫ ∞
0
(
exp
{
− 1
2
∫
R
(
k∑
j=1
T 3/2θj
(
f(Tx, tj − u)− f(Tx,−u)
))2
du
}
− 1
)
xβ dx
= −T−β−1C
∫ ∞
0
(
exp
{
− 1
2
∫
R
(
k∑
j=1
T 3/2θj
(
f(y, tj − u)− f(y,−u)
))2
du
}
− 1
)
yβ dy
= T−β−1ψt1,...,tk(T
3/2θ1, . . . , T
3/2θk).
By definition of dilative stability, this yields the assertion. ✷
Note that, by Proposition 3.1 in [15], for β ∈ (0, 1) the process Zβ is centered with
E(Zβ(1)
2) ∈ (0,∞), and for β ∈ (−1
2
, 1) a.s. has continuous trajectories. Since Zβ(1) is
not Gaussian, part (iv) of Theorem 1.8 shows that at least for β ∈ (0, 1) the parameters of
dilative stability for Zβ are unique.
An alternative way to verify dilative stability of Zβ is by means of aggregate similarity
introduced in Definition 1.4. As remarked on page 1023 in [15], the process (Zβ(t
2/3))t>0 is
( 3
2(1+β)
, 3
2(1+β)
)-aggregate similar, where β ∈ (−1, 1). Hence, by an easy calculation, Zβ is
( 3
2(1+β)
, 1
1+β
)-aggregate similar. Then, since Zβ is infinitely divisible (see Proposition 3.1 in
[15]), part (ii) of Proposition 1.5 shows that Zβ is
(
1− β
2
,−β − 1)-dilatively stable at least
for the reduced parameter set β ∈ (−1
2
, 1), where weak right-continuity is justified by a.s.
continuity of the sample paths.
Note that, by Theorems 2.1 and 2.2 in [15], the limit process of the appropriately rescaled
system (3.1) under slow and fast growth condition, i.e., c = 0 or c = ∞ in (3.2), or under
iterated aggregation limn→∞ limN→∞ or limN→∞ limn→∞ is either fractional Brownian motion,
or a linear time multiple of a stable random variable, or a variance mixture of Brownian motion
with a stable mixing variable. Since all of these processes are self-similar, they are naturally
dilatively stable as well. All in all, each of the limit processes in Theorems 2.1 and 2.2 in [15]
is dilatively stable.
Kaj’s motivation to introduce the notion of aggregate similarity in [9] comes from an aggre-
gation model having its origin in the study of total workload in teletraffic models. The survey
in [9] shows that in several different models (superposition of renewal counting processes, sums
of inverse Le´vy subordinators, infinite source Poisson models, self-similar rate models, inference
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model for wireless communication) under an intermediate growth condition the same scaling
limit process Yγ arises, depending on a stability parameter γ ∈ (1, 2); cf. also [5, 6, 10, 11].
By Theorem 2 in [6], this process is particularly not self-similar and not stable but Yγ has
a.s. continuous trajectories. Since Yγ is aggregate similar with rigidity index ̺ = (γ − 1)−1
by Section 3.6 in [9] and is infinitely divisible by Section 3.4 in [5], it is also (3−γ
2
, 1 − γ)-
dilatively stable by part (ii) of Proposition 1.5. Further, Gaigalas [5, Sections 3.1, 3.2 and 4]
has shown that the process Yγ builds a certain bridge between a γ-stable Le´vy process and
fractional Brownian motion with Hurst index H = 3−γ
2
appearing as scaling limits in the
above mentioned models under slow, respectively fast growth condition. Note that the γ-stable
Le´vy process is also (3−γ
2
, 1 − γ)-dilatively stable (see the paragraph before Remark 1.3) and
the 3−γ
2
-selfsimilar fractional Brownian motion is also (3−γ
2
, 0)-dilatively stable. Hence all the
possible limit processes are (α, δ)-dilatively stable with the same parameter α = 3−γ
2
giving a
justification for Iglo´i’s parametrization (see the comment after Theorem 1.8).
Since, by Theorem 4 in [9], the process Yγ has an integral representation with respect to a
compensated Poisson random measure for which a natural extension to a multivariate spatial
model has been given by Bierme´ et al. [2], it seems to be possible to generalize the notion
of dilative stability to higher dimensions. The characteristic function of the random field in
question can be found on page 1139 in [2] and suggests that the scaling relation of dilative
stability is fulfilled. However, we renounce to consider this question in full detail, since for
random fields even a more general scaling by linear operators as in [3] might be introduced,
giving rise for future research.
4 Proof of Proposition 1.5
First, note that in terms of characteristic exponents, for an infinitely divisible process (Xt)t∈T,
the scaling relation (1.6) is equivalent to
mψt1,...,tk(θ1, . . . , θk) = ψm−̺2 t1,...,m−̺2 tk(m
̺1θ1, . . . , m
̺1θk)(4.1)
for every m ∈ N, k ∈ N, θ1, . . . , θk ∈ R, and t1, . . . , tk ∈ T.
Suppose that (Xt)t∈T is a (α, δ)-dilatively stable process for some (α, δ) ∈ R× (R \ {0}).
By (1.3),
ψTt1,...,T tk(θ1, . . . , θk) = T
δψt1,...,tk(T
α− δ
2 θ1, . . . , T
α− δ
2 θk)
for all T > 0, k ∈ N, θ1, . . . , θk ∈ R, and t1, . . . , tk ∈ T. By choosing T = m1/δ, m ∈ N,
we have
ψm1/δ t1,...,m1/δtk(θ1, . . . , θk) = mψt1,...,tk(m
α
δ
− 1
2 θ1, . . . , m
α
δ
− 1
2 θk).
Replacing θi by m
1
2
−α
δ θi, i ∈ {1, . . . , k}, we have (4.1) with ̺1 = 12 − αδ and ̺2 = −1δ ,
concluding part (i).
14
Let us now suppose that (Xt)t∈T is an infinitely divisible, weakly right-continuous (̺1, ̺2)-
aggregate similar process with some (̺1, ̺2) ∈ R× (R \ {0}). Then, by letting si := m−̺2ti,
θ˜i := m
̺1θi, i ∈ {1, . . . , k}, we have that (4.1) is equivalent to
ψm̺2s1,...,m̺2sk(m
−̺1 θ˜1, . . . , m
−̺1 θ˜k) = m
−1ψs1,...,sk(θ˜1, . . . , θ˜k)(4.2)
for all m ∈ N, k ∈ N, s1, . . . , sk ∈ T and θ˜1, . . . , θ˜k ∈ R. Now let z = mn be an arbitrary
positive rational number. By (4.1) and (4.2), we have
z ψt1,...,tk(θ1, . . . , θk) = n
−1ψm−̺2 t1,...,m−̺2 tk(m
̺1θ1, . . . , m
̺1θk)
= n−1ψn−̺2z−̺2 t1,...,n−̺2z−̺2tk(n
̺1z̺1θ1, . . . , n
̺1z̺1θk)
= ψz−̺2 t1,...,z−̺2tk(z
̺1θ1, . . . , z
̺1θk)
(4.3)
for all k ∈ N, t1, . . . , tk ∈ T and θ1, . . . , θk ∈ R.
Finally, if z > 0 is arbitrary, then choose a sequence (zn)n∈N of positive rational numbers
such that zn ↓ z as n→∞. By (4.3), we get
z ψt1,...,tk(θ1, . . . , θk) = limn→∞
znψt1,...,tk(θ1, . . . , θk) = limn→∞
ψ
z
−̺2
n t1,...,z
−̺2
n tk
(z̺1n θ1, . . . , z
̺1
n θk)
= ψz−̺2 t1,...,z−̺2tk(z
̺1θ1, . . . , z
̺1θk),
where the last equality can be checked as follows. By Le´vy’s continuity theorem, weak right-
continuity of the finite-dimensional distributions of (Xt)t∈T yields E(exp{i
∑k
j=1 θjXz−̺2n tj})→
E(exp{i∑kj=1 θjXz−̺2tj}) as n → ∞ for all k ∈ N, t1, . . . , tk ∈ T, uniformly on compact
subsets of (θ1, . . . , θk)
⊤ ∈ Rk. Further, by Lemma 3.2.11 in Stroock [18], we conclude con-
tinuity of the characteristic exponent ψt1,...,tk for all k ∈ N and t1, . . . , tk ∈ T, and
ψ
z
−̺2
n t1,...,z
−̺2
n tk
(θ1, . . . , θk)→ ψz−̺2 t1,...,z−̺2tk(θ1, . . . , θk) as n→∞ uniformly on compacts for
all k ∈ N, t1, . . . , tk ∈ T and θ1, . . . , θk ∈ R. Consequently, denoting the closed ball around
(z̺1θ1, . . . , z
̺1θk) with radius 1 by B
z,̺1
θ1,...,θk
, we have, for sufficiently large n ∈ N,
|ψ
z
−̺2
n t1,...,z
−̺2
n tk
(z̺1n θ1, . . . , z
̺1
n θk)− ψz−̺2t1,...,z−̺2tk(z̺1θ1, . . . , z̺1θk)|
6 |ψ
z
−̺2
n t1,...,z
−̺2
n tk
(z̺1n θ1, . . . , z
̺1
n θk)− ψz−̺2t1,...,z−̺2tk(z̺1n θ1, . . . , z̺1n θk)|
+ |ψz−̺2t1,...,z−̺2tk(z̺1n θ1, . . . , z̺1n θk)− ψz−̺2t1,...,z−̺2tk(z̺1θ1, . . . , z̺1θk)|
6 sup
x∈B
z,̺1
θ1,...,θk
|ψ
z
−̺2
n t1,...,z
−̺2
n tk
(x)− ψz−̺2 t1,...,z−̺2tk(x)|
+ |ψz−̺2t1,...,z−̺2tk(z̺1n θ1, . . . , z̺1n θk)− ψz−̺2t1,...,z−̺2tk(z̺1θ1, . . . , z̺1θk)|
→ 0 as n→∞.
Letting T = z−̺2 and θ˜i = z
̺1θi, i ∈ {1, . . . , k}, we have
ψTt1,...,T tk(θ˜1, . . . , θ˜k) = T
− 1
̺2ψt1,...,tk(T
̺1
̺2 θ˜1, . . . , T
̺1
̺2 θ˜k)
for all k ∈ N, T > 0, t1, . . . , tk ∈ T and θ˜1, . . . , θ˜k ∈ R, which coincides with the definition
of
(
̺1
̺2
− 1
2̺2
,− 1
̺2
)
-dilative stability concluding part (ii). ✷
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5 Proof of Theorem 1.8
Applying (1.7) with k = 1 and t1 = 1, we get
ψT (θ) = g(T )ψ1(f(T )θ), θ ∈ R, T ∈ (0,∞).(5.1)
Replacing T by ts with s, t ∈ (0,∞), we have
ψts(θ) = g(ts)ψ1(f(ts)θ), θ ∈ R, s, t ∈ (0,∞).
Using (1.7) with k = 1, T = t and t1 = s, and applying (5.1), we get
ψts(θ) = g(t)ψs(f(t)θ) = g(t)g(s)ψ1(f(t)f(s)θ), θ ∈ R, s, t ∈ (0,∞).
The uniqueness of the characteristic exponent of the infinitely divisible random variable Xts
implies that
(5.2) g(st)ψ1(f(st)θ) = g(s)g(t)ψ1(f(s)f(t)θ), θ ∈ R, s, t ∈ (0,∞).
If there exists a β ∈ R such that f(T ) = T β, T ∈ (0,∞), then (5.2) takes the form
(5.3) g(st)ψ1((st)
βθ) = g(s)g(t)ψ1((st)
βθ), θ ∈ R, s, t ∈ (0,∞).
If X is not the identically zero process, then ψ1 is not the identically zero function, hence
there exists θ0 ∈ R such that ψ1(θ0) 6= 0. Substituting θ = θ0/(st)β into (5.3) and
dividing both sides by ψ1(θ0), we obtain g(st) = g(s)g(t) for all s, t ∈ (0,∞). Since g is
supposed to be continuous, it is known that there exists some γ ∈ R such that g(t) = tγ ,
t ∈ (0,∞). Substituting θ = θ0/T β into (5.1) and dividing both sides by ψ1(θ0), we get
g(T ) = ψT (θ0/T
β)/ψ1(θ0) for all T ∈ (0,∞), hence we obtain the uniqueness of γ, and we
conclude statement (i).
Recall that there exist some a ∈ R, σ ∈ R++ and a measure µ on R \ {0} satisfying∫
R\{0}
min(1, x2)µ(dx) <∞ (called Le´vy measure) such that
ψ1(θ) = iaθ +
1
2
σ2θ2 +
∫
R\{0}
(
1− eiθx + iθx
1 + x2
)
µ(dx), θ ∈ R.(5.4)
Hence we get
g(st)ψ1(f(st)θ) = ig(st)f(st)aθ +
1
2
g(st)f(st)2σ2θ2
+ g(st)
∫
R\{0}
(
1− eif(st)θx + if(st)θx
1 + x2
)
µ(dx)
= ia˜θ +
1
2
σ˜2θ2 +
∫
R\{0}
(
1− eiθx + iθx
1 + x2
)
µ˜(dx), θ ∈ R, s, t ∈ (0,∞),
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where σ˜2 := g(st)f(st)2σ2, µ˜(dx) := g(st)µ
(
dx
f(st)
)
is a Le´vy measure, and
ia˜θ := ig(st)f(st)aθ + g(st)
∫
R\{0}
(
1− eif(st)θx + if(st)θx
1 + x2
)
µ(dx)
−
∫
R\{0}
(
1− eiθx + iθx
1 + x2
)
µ˜(dx)
= iθg(st)
(
f(st)a+
∫
R\{0}
(
y
1 + (y/f(st))2
− y
1 + y2
)
µ
(
dy
f(st)
))
= iθg(st)f(st)
(
a+
∫
R\{0}
(
x
1 + x2
− x
1 + f(st)2x2
)
µ(dx)
)
.
Similarly,
g(s)g(t)ψ1(f(s)f(t)θ) = iâθ +
1
2
σ̂2θ2 +
∫
R\{0}
(
1− eiθx + iθx
1 + x2
)
µ̂(dx),
for all θ ∈ R and s, t ∈ (0,∞), where σ̂2 := g(s)g(t)f(s)2f(t)2σ2, µ̂(dx) = g(s)g(t)µ
(
dx
f(s)f(t)
)
is a Le´vy measure, and
â := g(s)g(t)f(s)f(t)
(
a+
∫
R\{0}
(
x
1 + x2
− x
1 + f(s)2f(t)2x2
)
µ(dx)
)
.
Since the triplet corresponding to the infinitely divisible random variable Xst is uniquely
determined provided that the truncation function is fixed (see, e.g., Stroock [18, Theorem
3.2.20]), we have a˜ = â, σ˜2 = σ̂2 and µ˜ = µ̂.
Now we suppose that X1 is not Gaussian, but has a Gaussian component in its Le´vy–
Khintchine representation, i.e., σ 6= 0 and µ 6= 0. Then σ˜2 = σ̂2 yields that h(st) = h(s)h(t),
s, t ∈ (0,∞), for the function h : (0,∞) → (0,∞), h(t) := g(t)f(t)2, t ∈ (0,∞). Since f
and g are supposed to be continuous, it is known that there exists some κ ∈ R such that
g(t)f(t)2 = tκ, t ∈ (0,∞). Then µ˜ = µ̂ implies g(st)µ
(
dx
f(st)
)
= g(s)g(t)µ
(
dx
f(s)f(t)
)
for all
s, t ∈ (0,∞). Since µ is a Le´vy measure, we have µ((y,∞)) <∞ for all y ∈ (0,∞), hence
g(st)µ
((
y
f(st)
,∞
))
= g(s)g(t)µ
((
y
f(s)f(t)
,∞
))
, y, s, t ∈ (0,∞).
Consequently, µ
(
(z,∞)) = aµ((bz,∞)) for all z ∈ (0,∞), where a := g(s)g(t)/g(st) ∈
(0,∞) and b := f(st)/(f(s)f(t)) ∈ (0,∞). We have a = b2, since we have already proven that
g(t)f(t)2 = tκ for all t ∈ (0,∞). The aim of the following discussion is to show that a ∈ (0, 1)
would lead to a contradiction. If so, then clearly b ∈ (0, 1). Iterating µ(dz) = aµ(bdz), we
obtain µ(dz) = anµ(bndz) for all n ∈ N. Since µ 6= 0, without loss of generality, we may
suppose that µ
(
(0,∞)) > 0. Then there exists z0 ∈ (0,∞) such that µ((z0,∞)) > 0.
Then µ
(
(z0,∞)
)
= anµ
(
(bnz0,∞)
)
for all n ∈ N. Since µ((z0,∞)) > 0, an → 0 and
µ
(
(bnz0,∞)
) → µ((0,∞)) as n → ∞, we conclude µ((0,∞)) = ∞. Consequently, using
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that µ is a Le´vy measure,
∫
(0,1]
z2 µ(dz) ∈ (0,∞). Applying µ(dz) = anµ(bndz), n ∈ N, we
obtain ∫
(0,1]
z2 µ(dz) =
∫
(0,1]
z2 anµ(bndz) = an
∫
(0,bn]
( y
bn
)2
µ(dy)
=
( a
b2
)n ∫
(0,bn]
y2 µ(dy) =
∫
(0,bn]
y2 µ(dy),
and limn→∞
∫
(0,bn]
y2 µ(dy) = 0 leads to a contradiction. In a similar way, a ∈ (1,∞) would
also lead to a contradiction, since then we would have µ
(
(z,∞)) = a−1µ((b−1z,∞)) for all
z ∈ (0,∞), where a−1 ∈ (0, 1). Summarizing, the only possibility is a = 1, which implies
b = 1, and hence f(st) = f(s)f(t), s, t ∈ (0,∞), and g(st) = g(s)g(t), s, t ∈ (0,∞). Since
f and g are supposed to be continuous, it is known that there exist some β, γ ∈ R such
that f(t) = tβ, t ∈ (0,∞), and g(t) = tγ , t ∈ (0,∞). Now, we show that β and γ are
uniquely determined. Using (5.1) and (5.4), we obtain
ψT (θ) = iaT
β+γθ +
1
2
σ2T 2β+γθ2 + T γ
∫
R\{0}
(
1− eiTβθx + iT
βθx
1 + x2
)
µ(dx)
= i
(
a+
∫
R\{0}
(
x
1 + x2
− x
1 + T 2βx2
)
µ(dx)
)
T β+γθ +
1
2
σ2T 2β+γθ2
+
∫
R\{0}
(
1− eiθx + iθx
1 + x2
)
T γµ
(
dx
T β
)
for all θ ∈ R and T ∈ (0,∞). If there exist some β˜, γ˜ ∈ R such that the process (Xt)t∈T
is (f˜ , g˜)-dilatively stable with f˜(t) = tβ˜ , t ∈ (0,∞), and g(t) = tγ˜ , t ∈ (0,∞), then, by
the same reasoning,
ψT (θ) = i
(
a+
∫
R\{0}
(
x
1 + x2
− x
1 + T 2β˜x2
)
µ(dx)
)
T β˜+γ˜θ +
1
2
σ2T 2β˜+γ˜θ2
+
∫
R\{0}
(
1− eiθx + iθx
1 + x2
)
T γ˜µ
(
dx
T β˜
)
for all θ ∈ R and T ∈ (0,∞). Since the triplet corresponding to the infinitely divisible
random variable XT is uniquely determined provided that the truncation function is fixed
(see, e.g., Stroock [18, Theorem 3.2.20]), we have σ2T 2β+γ = σ2T 2β˜+γ˜, T ∈ (0,∞), and
T γµ
(
dx
Tβ
)
= T γ˜µ
(
dx
T β˜
)
, T ∈ (0,∞). Thus σ 6= 0 implies 2β + γ = 2β˜ + γ˜, and hence
γ˜ − γ = 2(β − β˜), which yields µ(dy) = T γ˜−γµ(T β−β˜dy) = T 2(β−β˜)µ(T β−β˜dy), T ∈ (0,∞).
The aim of the following discussion is to show that β < β˜ would lead us to a contradiction.
Since µ 6= 0, without loss of generality, we may suppose that µ((0,∞)) > 0. Then there
exists y0 ∈ (0,∞) such that µ
(
(y0,∞)
)
> 0. Then µ
(
(y0,∞)
)
= T 2(β−β˜)µ
(
(T β−β˜y0,∞)
)
for
all T ∈ (0,∞). Since µ((y0,∞)) > 0, T 2(β−β˜) → 0 and µ((T β−β˜y0,∞)) → µ((0,∞)) as
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T →∞, we conclude µ((0,∞)) =∞. Consequently, using again that µ is a Le´vy measure,∫
(0,1]
y2 µ(dy) ∈ (0,∞). Applying µ(dy) = T 2(β−β˜)µ(T β−β˜dy), T ∈ (0,∞), we obtain
∫
(0,1]
y2 µ(dy) =
∫
(0,1]
y2 T 2(β−β˜)µ(T β−β˜dy) = T 2(β−β˜)
∫
(0,Tβ−β˜ ]
(
z
T β−β˜
)2
µ(dz)
=
∫
(0,Tβ−β˜ ]
z2 µ(dz),
and limT→∞
∫
(0,Tβ−β˜ ]
y2 µ(dy) = 0 leads us to a contradiction. In a similar way, β > β˜ would
also lead us to a contradiction, since then we would have µ
(
(z,∞)) = T 2(β˜−β)µ((T β˜−βz,∞))
for all z ∈ (0,∞). Summarizing, the only possibility is β = β˜, which implies γ = γ˜, and
we conclude statement (ii).
Next we suppose that E(X21 ) < ∞, E(X1) 6= 0 and Var(X1) > 0. Then ψ1 is twice
differentiable and E(XT ) = iψ
′
T (0), T ∈ (0,∞), and Var(XT ) = ψ′′T (0), T ∈ (0,∞). Taking
the derivative of (5.2) and putting θ = 0, we obtain
g(st)f(st)ψ′1(0) = g(s)g(t)f(s)f(t)ψ
′
1(0), s, t ∈ (0,∞).
Since ψ′1(0) = −iE(X1) 6= 0, we conclude that there exists some λ ∈ R such that g(t)f(t) =
tλ, t ∈ (0,∞). Taking the second derivative of (5.2) and putting θ = 0, we get
g(st)f(st)2ψ′′1(0) = g(s)g(t)f(s)
2f(t)2ψ′′1(0), s, t ∈ (0,∞).
Since ψ′′1(0) = Var(X1) 6= 0, we obtain that there exists some κ ∈ R such that g(t)f(t)2 = tκ,
t ∈ (0,∞). Since f and g are positive, it yields that f(t) = tκ−λ, t ∈ (0,∞), and
g(t) = t2λ−κ, t ∈ (0,∞). Choosing β := κ − λ and γ := 2λ − κ, we have f(t) = tβ ,
t ∈ (0,∞), and g(t) = tγ , t ∈ (0,∞). Next we show that β and γ are uniquely determined.
Using (5.1), we get
ψT (θ) = T
γψ1(T
βθ), θ ∈ R, T ∈ (0,∞).(5.5)
Taking the derivative of (5.5) and putting θ = 0, we obtain ψ′T (0) = T
β+γψ′1(0), T ∈ (0,∞).
Since ψ′1(0) = −iE(X1) 6= 0, we conclude that β + γ is uniquely determined. Taking the
second derivative of (5.5) and putting θ = 0, we obtain ψ′′T (0) = T
2β+γψ′′1(0), T ∈ (0,∞).
Since ψ′′1 (0) = Var(X1) 6= 0, we have that 2β + γ is also uniquely determined, thus we get
the uniqueness of β and γ, and we conclude statement (iii).
Finally, we suppose that X1 is not Gaussian, E(X
2
1 ) <∞ and Var(X1) > 0. As in the
proof of (iii), there exists some κ ∈ R such that g(t)f(t)2 = tκ, t ∈ (0,∞); further, provided
that there exist some β, γ ∈ R such that f(t) = tβ, t ∈ (0,∞), and g(t) = tγ, t ∈ (0,∞),
then 2β+γ is uniquely determined. The proof of statement (iv) can be finished as in the case
of (ii). ✷
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5.1 Remark. (i) The proof of part (iii) of Theorem 1.8 uses the same ideas as that of Theorem
2.2.1 in Iglo´i [7], however, instead of cumulants we work with moments, and we have much
weaker (moment) assumptions.
(ii) Similarly to the proof of part (ii) of Theorem 1.8, one can check that if (Xt)t∈T is an
(α, δ)-dilatively stable process for some α, δ ∈ R such that E(X21 ) <∞, then
E(XTt) = T
α+ δ
2 E(Xt) and Var(XTt) = T
2αVar(Xt), T > 0, t ∈ T.
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