It is shown that subclasses of separable binary Goppa codes, 0(L; G) -codes, with L = f 2 GF(2 ) : G() 6 = 0g and special Goppa polynomials G(x) can be presented as a chain of embedded and equivalent codes. The true minimal distance has been obtained for all codes of the chain.
two-weight code in the family is q t , and when p = q t +1, a 2-generator QT simplex code is obtained.
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I. INTRODUCTION
Any q-any 0(L; G) Goppa code can be defined by two objects:
Goppa polynomial G(x) where G(x) is a polynomial of a degree over GF(q m ) and location set L where L = f 2 GF(q m ) : G() 6 = 0g.
Definition 1: A q-ary vector a = (a 1 . ..a n ) of a length n where n is a cardinality of the set L = f1; . ..;ng;i 2 GF(q m ) is a codeword of the 0(L;G) code if and only if the following equation is satisfied: It is known that the 0(L;G) code has following parameters [1] :
• the length of the code is equal to the cordinality n of the location set L; n q m ; • the dimension is k n 0 m; and
• the true minimal distance is d + 1. The 0(L;G) code is a binary Goppa code if q = 2. The 0(L;G) code is a separable Goppa code if all roots of its Goppa where is a primitive element of GF(2 6 ).
In 1986, we considered [3] this code as a code from a subclass of Goppa codes with the Goppa polynomial:
where t = 2 l ; L GF(t 2 ); V 2 fGF(t 2 )nf1gg and n = t 2 0 t 0 1.
We have proved [3] , [4] that the dimension of these codes is k n 0 2l t 0 3
:
In 1987, M. Loeloeian and J. Conan [5] considered a subclass of Goppa codes with the Goppa polynomial
where L GF(t 2 ) and n = t 2 0 t.
They also gave the estimation for the dimension of these codes: k n 0 2l t 0 3 2 0 1:
The same estimation for the dimension of these codes was obtained by A. M. Roseiro, J. I. Hall, J. E. Adney and M. Siegel in [6] by using the kernel of an associated trace map. In this correspondence, the general class of binary Goppa codes with Goppa polynomial satisfying
In 1995, we described [7] the subclass of Goppa codes with the polynomial G(x) = x t01 +1 and we have proved that the minimal distance of these codes is equal to their design distance. In 2001, P. Veron [8] investigated the subclass of codes with polynomial G(x) = x t + x called by him as binary quadratic trace Goppa codes. In this correspondence, P. Veron described the structure of these codes and proved that the true dimension for these codes is equal to the estimation obtained previously: k = n 0 2l t 0 3 2 0 1
In 2005, P. Veron [9] proved that the estimation of the code dimension for Goppa codes with G(x) = x t+1 + V t x t + V x + 1 and G(x) = x t01 + 1 is the true dimension for the codes from this subclasses [10] .
In [11] and also in [12] (G. Bommer and F. Blanchet) and in [13] (P. Veron) it was proved that all the mentioned above codes are a quasicyclic binary Goppa codes.
In 2007, G. Maatouk, A. Shokrollahi, and M. Cheraghchi [14] tried to prove that the class of codes which was described in [7] achieved the GV bound.
III. AN OVERVIEW OF THE STUDIED CODES
In this correspondence, we present all codes that were mentioned above and new codes with a Goppa polynomial G(x)=x t +x t01 +1 as a chain of embedded and equivalent codes. We obtain the true minimal distance for these codes. Let us describe and denote the Goppa codes in our chain as follows:
• 01 = 0(L1; G1) with L1 = fGF(t 2 )nGF(t)g [ f0g and G 1 (x) = x t01 + 1;
• 0 3 1 = 0(L 3 1 ; G1) with L 3 1 = fL1nf0gg and G1(x) = x t01 + 1; • 02 = 0(L2; G2) with L2 = fGF(t 2 )nGF(t)g and G2(x) = x t + x;
• 03 = 0(L3; G3) with L3 = fGF(t 2 )nf : G3() = 0gg and G 3 (x) = x t + x + 1; • 0 6 = 0(L 6 ;G 6 ) with L 6 = fGF(t 2 )nf : G 6 () = 0gg and
Here we give simplified version of Goppa polynomials with coefficients equal to 1. It is well known that by using the mapping x ! x + ; ; 2 GF(t 2 ) we will obtain an equivalent codes with coefficients in Goppa polynomials not equal to 1.
The rest of the correspondence is organized as follows. Sections IV, V, and VI describe the relation between codes defined above.
In Section VII we present the table and scheme to illustrate the chain of Goppa codes subclasses.
In Sections VIII, IX and X we obtain the true minimal distance for all codes from the chain.
In the Conclusion, a table of binary quasi-cyclic codes from chain is presented.
IV. ON THE EQUIVALENCE OF 0 3 1 ; 0 2 ; AND 0 3 Code 0 3 1 is a subcode of the code 0 1 by reducing a zero component. Equivalence of the codes 0 3 1 and 0 2 has been proved in [13] .
To prove that 02 03 let us use for code 02 with G2(x) = x t + x the mapping x ! x + where 2 GF(t 2 ) and G 2 () = 1. In this case we will obtain equivalent code 0 3 with G 3 (x) = x t + x + 1. For this row and for the last row of the parity-check matrix H4 the following expressions are valid for any codeword a = (a 1 ... a n ) of 0 4 : n 01 i=1 a i t01 i t i + t01 i + 1 = a n and n 01 i=1 a i t01 i t i + t01 i + 1 = 0:
It is possible only in case when a n = 0 for all codewords of the code 04. The first row of the new matrix H 3 will be the sum of its second row, the row rt and row r 3 .
For the ith element of the first row, we will obtain Lemma 5: 0 5 0 6 where G 6 (x) = x t+1 + V t x t + V x + 1;V 2 fGF(t 2 )nf1;0gg.
Proof: Let us use the mapping x ! x+ where ; 2 GF(t 2 ) and t+1 + t + = t+1 . Notice that ( t+1 + t + ) t = t+1 + t + and therefore ( t+1 + t + ) 2 GF(t)
G5(x + ) = t+1 x t+1 + ( + 1) t x t + ( t + 1)x + ( t+1 + t + ) G 6 (x) = 1 t+1 G 5 (x + ) = x t+1 + + 1
. This means that 05 06. Lemma 6: 0 6 0 7 where G 7 (x) = x t+1 + 1.
Proof: It can be proved in the same way as the previous Lemma by using the mapping x ! x + where = V t .
VII. THE CODE CHAIN
Parameters of the codes forming a chain are presented in Table I . In Fig. 1 , we present the structure of the code chain.
It is possible to define the similar code chain for the codes described in [15] .
VIII. MINIMAL DISTANCE OF 05; 06, AND 07
Theorem 1: The minimal distance of the last Goppa code in the chain 0 7 exactly equals to its design distance, i.e., d 7 = 2(t + 1) + 1.
Proof: It is easy to show that a polynomial x t+1 01 can be presented as a product t+1 i=1 (x 0 i(t01) ) where is a primitive element of GF(t 2 ). Choose some element A from GF(t 2 ) such that A t+1 6 = 1 and let B = A 01 . Thus, we can calculate two polynomials with all different roots fA i(t01) g and fB i(t01) gi = 1; .. .;t + 1
The result of the multiplication of these two polynomials and x
x(x t+1 0 A t+1 )(x t+1 0 B t+1 ) = x 2t+3 0 (A t+1 + B t+1 )x t+2 0 x:
A formal derivative of result of this multiplication
x 2t+2 0 1:
Now consider a binary vector a = (a 1 a 2 . ..a n ) with nonzero elements on and only on positions j; (j = 1; . ..; (2t + 3)) from the following subset L 3 of L: From the definition of the Goppa code, this vector will be a codeword of 0 7 2t+3 j=1 1 x 0 j
Therefore, the minimal distance of the code 07 is equal to the design distance 2t + 3. Minimal distance of the code 0 1 is 2t 0 1 [7] . It is necessary to note that [13] has proved that the Hamming weight of all codewords of these codes is even.
XI. CONCLUSION
In Table II , we present the quasi-cyclic Goppa codes from our chain.
It is easy to see that by substituting x by x + we will obtain the same code if the Goppa polynomial is invariant to this substitution:
In Table II we present such values of and for the Goppa codes from our chain.
I. INTRODUCTION
The possibility of using saddle-point approximation (SPA) to evaluate the conditional mean for a random variable (RV) in a linear combination with constant coefficients of two RVs is examined. The integral defining the conditional mean contains a weighted convolution integral of the corresponding probability density functions (pdfs). This integral is in general intractable, ruling out analytic evaluation of the conditional mean and therefore necessitating the use of approximations. The conditional mean is also referred to as the minimum mean-square error (MMSE) estimator. The idea described in this paper is based on two observations 1) that the weighted convolution integral defining the desired estimator can be rewritten as a complex inversion integral involving the moment-generating functions (MGFs) of the RVs; 2) that the complex inversion integral can be approximated by SPA.
The SPA was introduced into statistics in [1] where it was used for approximating the mean of n independent and identically distributed RVs. More recently, in [2] and [3] the SPA has proven very useful in obtaining tail probabilities for a number of statistics. Using the SPA to obtain accurate evaluations of a pdf, a unique real saddle point (SP)
