We give an intuitive proof of a path large-deviations result for a typed branching diffusion as found in Git, J.Harris and S.C.Harris [4] . Our approach involves an application of a change of measure technique involving a distinguished infinite line of descent, or spine, and we follow the spine setup of Hardy and Harris [5, 7, 6] . Our proof combines simple martingale ideas with applications of Varadhan's lemma, and is successful mainly because a 'spine decomposition' effectively reduces otherwise extremely difficult calculations on the whole collection of branching-diffusion particles down to just a single diffusing particle (the spine) whose large-deviations behaviour is well known. A similar approach was first used for branching Brownian motion in Hardy and Harris [6] . Importantly, our techniques should be applicable in a much wider class of branching diffusion large-deviation problems.
Overview
Harris and Williams [8] introduced a model of a branching diffusion in which the diffusion and breeding rate of particles is controlled by their type process which moves as an OrnsteinUhlenbeck process on R, independently of the particle's position, associated with the generator 
Throughout this article we shall refer to an OU process with generator More precisely, the spatial movement of a particle of type y is a driftless Brownian motion with instantaneous variance A(y) := ay 2 , for some fixed a ≥ 0.
The breeding of a particle of type y occurs at a rate R(y) := ry 2 + ρ, where r, ρ > 0, and binary splitting occurs at the fission times. The model has very different behaviour for low temperature values (i.e. low θ), but throughout we consider that θ > 8r -the high temperature regime. Also, the parameter λ must be restricted to an interval (λ min , 0) in order for some of the model's parameters to remain in R.
We can suppose that the probabilities of this are P x,y : x, y ∈ R so that P x,y is a measure defined on the natural filtration (F t ) t≥0 such that it is the law of this branching diffusion process initiated from a single particle positioned at the space-type location (x, y). The configuration of this branching diffusion at time t is to be given by the R 2 -valued point process X t := (X u (t), Y u (t)) : u ∈ N t where N t is the set of individuals alive at time t, and without loss of generality we can assume that the initial ancestor starts out at the space-type originhenceforth we use P to mean P 0,0 . The main aim of this article is to prove upper and lower bounds for the probability of finding at least one of the branching particles very far from the space-type origin at large times, in a suitable large-deviations sense. The question of the lower bound was originally motivated by Git et al [4] in order to determine the exponential growth rates and asymptotic shape of the branching diffusion. We briefly discuss this application in [4] in section 2. Actually, our approach here naturally gives rise to a much stronger result where particles not only arrive at a very large space-type location (βt, κ √ t) at a fixed time τ , but are also known to have stayed 'near' a specific space-type trajectory throughout the whole time interval [0, τ ]. The spine techniques used in this paper involve a change-of-measure that makes a single 'spine' particle closely follow this given trajectory. Whilst the upper bound result is new, more significantly our methods (for both bounds) should also facilitate far more general large-deviation results for branching diffusions, as we hope future work will reveal. Although Git et al [4] also used a spine change-of-measure, their original approach was far more model specific and quite different in flavour.
Let
and define a space-type trajectory (x s 
Note that the path endpoints are y τ = κ and x τ = β. Also define, Θ(β, κ) := κ 2 4 + θ(θ − 8r)(a 2 κ 4 + 4θβ 2 ) 4aθ .
Theorem 1.1 (The short-climb probability) Let β < 0, κ ∈ R and ε > 0. ≤ lim sup t→∞ t −1 log P ∃u ∈ N τ : t −1 X u (τ ) − β < δ, t lower bound on the probability of following the optimal paths to reach (βt, κ √ t) is for a large fixed time τ . In contrast, the method used for the analogous result in [4, Theorem 7] dictated that τ = τ (t) ∝ log t. Our stronger result would enable a corresponding simplification in the proof of the application in [4] .
The principle behind the proof of the lower bound is to design new measures Q t for the branching diffusion such that one of the particles (the spine) will closely follow a specific spacetype path. Our spine approach, which we briefly lay out in section 4 (and which is fully presented in Hardy and Harris [5] ), will allow us to explicitly find the Radon-Nikodym derivatives (martingales) of these new measures with respect to the original measure P . Then, using the spine decomposition together with Doob's submartingale inequality, we shall show that the growth rate of these martingales under Q t is exactly the correct rate for the large-deviations lower bound.
In such branching diffusion settings, we comment that a large-deviations upper bound is usually easier to obtain than the lower bound. Generally, we can over estimate the probability that any particle succeeds in performing a certain 'rare' event by the expected number of particles performing that event, which then reduces to a single particle (large deviation) calculation. In the present context, the upper bound of Theorem 1.1 can also be proved directly using some fundamental 'additive' martingales.
The layout of this article is as follows: in the next section we discuss the results of Git et al [4] in order to give a context to our work. Section 3 contains a heuristic discussion of the large deviations for the model which motivates the choice of the subsequent martingales. A statement of a stronger path large deviation result (Theorem 3.2) is also found in this section. In section 4, we briefly present the foundations of our spine approach, giving definitions of the underlying space and its filtrations, measures and the fundamental martingales of interest. These strictly-positive martingales, Z t , are defined in terms of specific paths as suggested by our heuristic arguments. As Radon-Nikodym derivatives, these martingales can define the new measures Q t (under which they become submartingales) and we state a key result (Theorem 4.3) on their growth under the measures Q t ; this growth result leads directly to the proof of the large-deviations lower bounds which we present in section 5. (An alternative approach to the large deviation lower bounds is also briefly discussed in section 8.) Section 6 contains proofs for the upper bounds of the two main large deviation results. Section 7 is devoted to proving the martingale growth Theorem 4.3; the proof is not particularly short, but neither is it difficult given the powerful spine technology. It should be noted that this result is the main application of spines in this article, using the so-called spine decomposition to reduce the branching-particle martingales Z t to become a function of just one particle (the spine) whose growth can be determined by a standard application of Varadhan's lemma.
The Git et al. almost-sure result
Before we move on to prove the above theorem, we summarize the main results from Git et al [4] and the earlier Harris and Williams [8] so that the reader might understand how Theorem 1.1 fits into the picture.
Work on large-deviations results for this typed branching-diffusion began in the paper by Harris and Williams [8] , where they considered the behaviour in expectation of the counting function
(not to be confused with N t , the set of individuals alive at time t) for each γ ∈ R. In Git et al. [4] it was shown that lim
exists almost surely and is finite for all 0 ≤ γ <c(θ), for some constantc(θ); in the case that γ ≥c(θ) the limit is −∞ since no particles will be near the ray at large times. In other words, this result says that we almost-surely have exponential growth in numbers of particles following close to rays that are not too steep.
For later reference we state that
where E − λ ∈ R is an eigenvalue described in the next section, and
The work of Git et al [4] improves this to obtain the almost-sure rate of growth in numbers of particles at certain spatial and type positions at large times. They study the following function that counts how many particles occupy a particular region in the type-space domain:
Theorem 2.1 Under each P x,y law, the limit
exists almost-surely and is given by
Here,
The almost-sure upper bound
Harris and Williams [8] showed that there are two strictly-positive martingales Z − λ and Z + λ defined as
where v A useful trick to obtain upper bounds is to overestimate indicator functions by an exponential and optimise over parameters. It is often the case that this will bring in one of the martingales of the model: for λ ∈ (λ min , 0),
(Importantly for this, the parameter ψ are defined as c
The expression for ∆(γ, κ) as a Legendre-conjugate -see (5) -explains why ∆(γ, κ) relates to (7) above: by choosing λ at the infimum we get
We remember that N t (γ, κ) takes only integer values, and a separate theorem by Harris and Git states that lim sup
Thus if ∆(γ, κ) < 0 we deduce that almost surely (8) and (9) immediately imply that
A two-phase mechanism for the lower bound
For their proof of the almost-sure lower bound of Theorem 2.1, Git et al [4] propose an explicit mechanism by which a sufficient number of particles will obtain a position near (γT, κ √ T ) in the type-space domain at large times T . It is made up of two phases: the long tread: Over a long period [0, t], taking up nearly all of the time, a large number of particles will drift spatially with speed γθ/(θ + κ 2 ) -as if their type has had a modified occupation measure, as described by Harris and Williams [8] ; the short climb: Following this, over a short period of time [t, t + τ ] with τ a fixed time (τ ≪ t), each of the particles from this group will have a small probability of further rushing to the large type position κ √ t whilst additionally gaining γκ 2 /(θ + κ 2 ) t in spatial position.
The combination of these two phases will present us with sufficiently many particles at the space-type position γT, κ √ T at the large time T = t + τ , as Git et al [4] show in their proof of the lower bound of Theorem 2.1 -we refer the reader to their work for further details. This lower bound requires a substantial amount of technical work, mainly focussed on the short climb in which, in particular, they required τ = O(log t). Our Theorem 1.1 includes an alternative short climb lower bound for τ fixed and using this would slightly simplify the combination of phases. Our current proof will also provide a cleaner, more intuitive and more generic approach to such path large deviation results in branching diffusions.
Large deviations heuristics
We now present some heuristic arguments concerning the large-deviations behaviour of the branching diffusion which will serve as the intuition behind our later rigourous proofs.
Under a measureP let (ξ s , η s ) satisfy
for two independentP -Brownian motions B s and W s . We will call (ξ s , η s ) the spine and, under P , it moves like a single particle within the branching diffusion. For a large-deviations analysis we observe that for any t > 0,
and therefore it is appropriate to work with the re-scaled spine (ξ s /t, η s / √ t) since in this way we obtain a variance coefficient of 1/ √ t on the driving Brownian motions. Throughout the remainder of this article, and different from the earlier parts, the variable t will not be a time parameter but will bring about this large-deviations scaling; typically we shall use either w or s to denote the time parameter from the time-interval [0, τ ] where τ > 0 is considered as fixed. Suppose that we are given two paths: a type-path y : [0, τ ] → R and a spatial-path x : [0, τ ] → R. On a heuristic level we can say that the probability of the type-diffusion η t s closely following y and the space-diffusion ξ t s closely following x is roughly
for large enough t. See [2] , for example, for the large deviation theory of Wentzell-Friedlin. The reader who is familiar with the large-deviations principle for branching Brownian motion (see Hardy and Harris [6] for a spine proof, or Lee [16] for a classical proof) might make the reasonable guess that the probability at least one of the re-scaled branching particles X u (s)/t, Y u (s)/ √ t follows the difficult type-path y s and space-path x s closely over the time interval [0, τ ] is roughly exp − sup
when t is large. This guess is obtained by first estimating the probability by the expected number of particles following the difficult path, and then using the 'one-particle picture' of section 4 and large deviations theory for one particle.
By standard optimization arguments (Git et al [4] give some details of how this can be carried out) this implies that the probability of at least one of the re-scaled branching particles being near the space-type position (β, κ) at a fixed time τ (which is also the event that the non-rescaled particles arrive near (βt, κ √ t) of course) should be roughly
when t is large, and where the infimum is taken over all paths x, y ∈ C[0, τ ] satisfying
This is typical in a large-deviations setting: although there are many possible trajectories that the (re-scaled) particles could travel along to get to a position (β, κ), the dominant number will have followed optimal paths. Although the preceding arguments have been presented as if one is free to choose any paths x and y, we note that if y s = 0 whenẋ s = 0 then a rigourous approach to these arguments may have problems with the termẋ 2 s ay 2 s in (11) -the heuristics are not really problematic if we interpret this as saying that the probability is e −∞ = 0. On an intuitive level this is an expression of the fact that to have y s = 0 equates to turning off the Brownian variance in the spatial diffusion which in turn would imply that no spatial progress is possible and thereforeẋ s = 0 would be needed for consistency.
Git et al [4] state that for any given type-path y, the optimal space-path x for (11) under the constraint x(τ ) = β will always be given by
for some value λ ∈ R. Briefly, their arguments rely on the fact that in the definition of our model the spatial diffusion X u (s) of the branching particles can be seen as a time-changed Brownian motion where the time scaling is determined by its type process Y u (s):
A measure change that introduces a linear drift of λ to this Brownian motion will give
whereB(·) is a Brownian motion under the new measure -this clearly relates to (13) . Linear drifts are the optimal path (in a large-deviations sense) for a Brownian motion to be at a given point at a given time, and the constraint x(τ ) = β for our problem will determine the value of λ in terms of the type-path y:
Thus for the event being considered in Theorem 1.1, the optimal spatial-path x is determined uniquely by (13) together with (14) . Therefore an equivalent but easier statement of our largedeviations result is that the probability of at least one of the re-scaled branching particles being near the space-type position (β, κ) at a fixed time τ is roughly
when t is large, and where the infimum is taken over all paths y ∈ C[0, τ ] and all λ ∈ (λ min , 0) satisfying
Git et al [4] presented alternative heuristic arguments based on birth-death processes to arrive at the expression (15) . Using Euler-Lagrange techniques they showed that the specific path
is optimal for this expression, where
and λ ∈ (λ min , 0) is dependent on the choice of τ (which we are anyway considering as fixed throughout) and is chosen to satisfy
We refer the reader to Git et al [4] for details of these relationships between the parameters, but note that particles staying close to this path will arrive near y(τ ) = κ at time τ in agreement with the heuristics. As we mentioned just before the statement of Theorem 1.1, our spine techniques will naturally use the path y s defined at (17) together with x s defined at (13), since they are the optimal paths (in a large-deviations sense) for accumulating particles near the point (βt, κ √ t) at time τ . In fact our spine proof of Theorem 1.1 will result in a proof of the following stronger result, from which Theorem 1.1(a) would follow as a corollary. 
where λ ∈ (λ min , 0) is chosen so that
Note that the path endpoints are y τ = κ and x τ = β. Define
It can be easily checked that J(τ ) ↓ Θ(β, κ), λ → λ and (x s , y s ) → (x s , y s ) as τ → ∞. Theorem 1.1 can now easily be deduced from Theorem 3.2 by choosing τ sufficiently large.
Although some additional work would be required to prove as much, the paths (x s , y s ) above are chosen as they are the 'best' ones for particles to follow in order to reach position (βt, κ √ t) at (fixed) time τ , as found in the large deviation heuristics discussed above and in [4] .
Importantly, we emphasise that it should be possible to develop the ideas and techniques used in this article to obtain proofs of large-deviations principles for many other branchingdiffusion models, essentially because we can reduce the branching particles down to the spine and in general this gives a technique for deriving large-deviations principles for the branching diffusion from those of the single diffusing particle (the spine) which are already well studied.
The spine approach, martingales and measures
In this section we will introduce some of the key concepts used in the proofs of the main results. We shall construct the branching diffusion with a distinguished infinite line of decent, the spine, and then perform a change of measure that will make the spine 'closely' follow a given path. Estimates on the martingale associated with this change of measure can then give a lower-bound for large-deviations events in the branching diffusion. The heuristics of the previous section will serve as an important guide. However, although they have already indicated a specific path at (17) , it should be noted that in our proofs we use properties of this path only at a few points -elsewhere the techniques can be applied in general to any path. Therefore the reader may suppose that y : [0, τ ] → R is any given and fixed path, and we shall be very careful to highlight those points when we use specific properties of the path defined at (17) . Also, to keep notational complexity to a reasonable minimum we tend not to make the dependencies of the martingales and action functionals on the underlying chosen paths explicit in the notation.
The spine setup. Recall that the original branching diffusion X t := (X u (t), Y u (t)) : u ∈ N t where N t is the set of individuals alive at time t has associated probability measures P x,y with natural filtration {F t } t≥0 . We label all particles according to the Ulam-Harris convention. For example, '∅213' represents 'the 3rd child of the 1st child of the 2nd child of the initial ancestor'. For two labels v, u ∈ Ω the notation v < u means that v is an ancestor of u, |u| is the generation of particle u, and so forth.
A spine ξ is a distinguished infinite line of descent starting with the initial ancestor, where ξ = {ξ 0 , ξ 1 , ξ 2 , ...} with ξ 0 = ∅, ξ n the label of the spine at the n-th generation and u ∈ ξ means that u = ξ i for some i ≥ 0. Let {(ξ(t), η(t))} t≥0 represent the space-type path of spine, that is, the time position of the spine at time t is (ξ(t), η(t)) := (X u (t), Y u (t)) for u ∈ N (t) ∩ ξ. Define n = {n t : t ≥ 0} to be the counting process for the number of fissions that have occurred along the path of the spine by time t, with the actual fission times along the spine denoted by {S i } ≥1 . Note that ξ nt is the label of the spine at time t.
We will make important use of a variety of filtrations for the process with a distinguished spine. Let the enriched filtration for the branching diffusion with distinguished spine be F t = σ (F t , {ξ ns } s≤t ). ThenF t knows everything up to time t, all particle paths, genealogy and identification of spine, whereas F t knows about the paths and genealogy of all particles up to the time t, but does not know the identity of the spine. In addition, letG t := σ ({(ξ(s), η(s), n s , ξ ns )} s≤t ) and G t := σ ({(ξ(s), η(s))} s≤t ). ThenG t knows everything along the spine up to time t -the spine's motion, the spine's genealogy and the spine's fission times. It doesn't know about any information 'off' the spine. On the other hand,G t only knows about the spine's motion but not about the births along the spine, the spine's genealogical information, nor any information 'off' the spine.
The spine construction. Under a measureP x,y , the branching diffusion (X s ) s≥0 with distinguished spine ξ is constructed as follows:
• the spine process (ξ s , η s ) starts at (x, y) and diffuses as a solution to
where B s and W s are standard Brownian motions.
• at rate R(η s ) the spine undergoes fission producing two particles;
• with equal probability, one of these two particles is selected to continue the spine ξ;
• the other particle initiates, from its birth space-type position, an independent copy of the original P branching diffusion with branching rate R(·).
We note thatP x,y is an extension of the original measure P x,y , with P =P | F∞ . In fact, it is easy to see that an alternative way to construct the process underP is to first construct the entire tree of the branching diffusion according to P and, secondly, choose the spine by starting from the initial ancestor then following the spine path forward in time with independent uniform choices made from the particles produced at each fission. In particular, for u ∈ N (t) we note thatP (u ∈ ξ|F t ) = v<u 2 −1 = 2 −|u| . We also have the very useful and intuitive 'one particle picture' (OPP). For example, for any measurable function f of single particle paths on [0, t],
For further details of this spine set-up and various key results, see Hardy and Harris [5] . Also see Lyons et al [17, 13, 18] and other recent work based on these (examples are Kyprianou [14] , Kyprianou and Sani [15] , Athreya [1] , Olofsson [19] amongst others) for similar spine based approaches in branching processes.
Changes of measure. We can now able to perform our 'spine change of measure'. For any t > 0 and any given y : [0, τ ] → R that is square-integrable along with its derivative
is a strictly-positiveP -martingale over the time period w ∈ [0, τ ] (see Øksendal [12] for example). As one part of the change of measure defined below, this martingale will introduce drift terms into the diffusions η s and ξ s such that η t s ∼ y s and ξ t s ∼ aλy 2 s when t is large, and we note a comparison between this martingale and the expression (15) above.
The process n w which counts the number of fission times on the spine up to time w is a Cox process of rate R(η s ) and therefore for w ∈ [0, τ ],
is also aP -martingale. We can use the product of these two martingales to define a new measure: Theorem 4.1 (Spine change of measure.) Let τ > 0 be fixed. For t > 0, we define a measureQ t onF τ where
for w ∈ [0, τ ]. Under the measureQ x,y t we can give a pathwise construction of the branchingdiffusion (X s ) s∈[0,τ ] with distinguished spine ξ:
and
whereB andW are standard Brownian motions underQ t , with
• at the accelerated rate 2R(η s ) the spine undergoes fission producing two particles;
• with equal probability, one of these two particles is selected to continue the spine;
• the other particle initiates, from its birth space-type position, an independent copy of the original P branching diffusion with normal branching rate R(·).
Due to our formulation of the underlying spine foundations in terms of filtrations and subfiltrations, we can project this new measureQ t down onto the branching-diffusion particles and define a measure Q t on F τ by Q t :=Q t | Fτ .
Theorem 4.2 Let τ > 0 be fixed. For each fixed t > 0, define the (F w ) 0≤w≤τ , P -martingale
and B u (s) and W u (s) to denote the P -Brownian motions driving the type and spatial processes of particle u in the branching diffusion.
See Hardy and Harris [5] , or Engländer and Kyprianou [3] , for more details and how to prove such results. The spine decomposition. Consider those particles alive at time τ and group them together according to the time that they first branched off the spine's path. Since, underQ t particles 'off' the spine behave as if under P and since Z t is a P -martingale, it is easy to see the following 'spine decomposition':
The spine decomposition is a very powerful tool and, in particular, it will prove essential for our key martingale growth estimates. The growth of martingale Z t . For our proof of Theorem 1.1 (and its stronger version of Theorem 3.2) it is important to know how quickly Z t (τ ) grows under the measure Q t . The following key result is the main application of spines in this article: Theorem 4.3 For the specific path y defined at (17) , and for any α ∈ [0, 1] we have lim sup
where we define
We emphasize that without the technology of spines the proof of this result would be exceptionally difficult -witness the proofs of L p -convergence in Harris [9] for the simpler martingale Z λ , where this classical approach succeeded mainly thanks to a martingale inequality taken from Biggins [10] and the fact that explicit L 2 -theory was available. It can notoriously difficult to deal with operations like Z t (τ ) α since these martingales Z t are defined via sums, and classical inequalities aren't always good enough.
In contrast to this, the spine decomposition gives us a proper methodology for reducing the additive structure of these martingales to essentially a single-particle problem, and since it does this through a conditional-expectation operation rather than with an inequality, it is exact and therefore can lead to tight estimates that are useful. Due to its length, we dedicate the whole of section 7 to the spine proof of this above theorem, and now proceed to show how this result can be used to obtain the upper-bound on Z t (τ ) that we require for Theorem 1.1.
It is not difficult to verify that for any
α is a submartingale with respect to the measure Q t . Given Theorem 4.3, we can therefore use Doob's submartingale inequality to prove the following:
Proof: For a given ε > 0 and for any α ∈ [0, 1], Doob's inequality gives
From Theorem 4.3 we know that for each α ∈ [0, 1] and for all large t we have
If we also have α ∈ (0, ε/M (τ )) then clearly this above is a decaying exponential and so it follows that lim
For the specific y defined at (17) , it can be shown that
where we recall that this λ ∈ (λ min , 0) was specifically determined by (19) . In fact, Git et al [4] explain that this choice of λ was optimal in that
On the other hand we can find a similar representation for the parameter Θ(β, κ): if we definē
where we recall that ψ
In this way it can be deduced from (31) that J(τ ) > Θ(β, κ) with
It is now easy to deduce the following corollary to Theorem 4.4:
Corollary 4.5 Given ε > 0, for τ > 0 chosen sufficiently large,
Proving the large-deviations lower bound
Barring the proof of Theorem 4.3 which we cover fully in section 7, we now have all the ingredients required to prove the large-deviations lower-bound for the short-climb event of Theorem 3.2. Throughout this proof we are focussing on the specific path
where λ ∈ (λ min , 0) satisfies
as discussed at (19) . We define the event that the space-type location X u (s), Y u (s) of a particular particle u ∈ N τ remains near (aλt
where δ, δ ′ > 0 are given and fixed. In addition, we define the event that any of the particles performs this event (whilst emphasising the parameter dependence) by
Noting that this event is F τ -measurable since it depends only on the branching particles and does not refer to the spine, it follows that on this event the change of measure is carried out by Z t , as noted in Theorem 4.2. The upper bound that we have derived for Z t at Corollary 4.5 will serve as a lower bound for 1/Z t (τ ) in this change of measure, and will combine with the fact that under the measureQ t (for large t) we know that the spine will carry out the large-deviations behaviour that we want.
Then for any ε > 0,
Given (25) and (26), standard theory says that under the measureQ t (with t large) the re-scaled spine (ξ 
which can equally be written as: 
Proving the large-deviations upper bounds
We first give a quick and direct martingale proof of the upper bound of Theorem7.2 that identifies the optimal path to reach (βt, κ √ t) at large time τ . This follows along similar lines to the almost sure upper bound of section 2.1.
Let γ, κ > 0. Then for θ ∈ (0, −λ min ) and φ ∈ (0, ψ + θ ] to ensure that expectations remain finite for all time, and recalling the martingale Z + θ at equation (6),
Hence, taking t limits and then optimising over θ we find lim sup
which is then sufficient to give part (b) of Theorem 1.1. Whilst this upper bound is good enough for sufficiently large τ , for fixed τ the expectation upper bound can be sharpened with a bit more work to yield part (b) of Theorem 3.2. Firstly, recalling the one particle picture and that Z t (w) = u∈N (w) f t,w (u) we have,
Then if a good upper bound for f t,τ (ξ) can be found on the event A t (ξ), a suitable lower bound for the required probability will follow. Consider y and τ fixed and let us restrict attention to the event A t (ξ). It is now relatively straightforward making use of Itõ calculus and the constraints from the event, to consider terms in the expression for f t,τ (ξ) one at at time to derive the following bounds (we omit the proof): Proposition 6.1 (a) There exists K > 0 depending only on y and τ such that, for all w
for almost every path in the event A t (ξ).
(b) There exists a K ′ > 0 depending only on y and τ , such that for all w ∈ [0, τ ],
Then,
Then, given ǫ > 0, we can choose δ, δ ′ > 0 sufficiently small such that
7 A spine proof of the martingale upper-bound
In this section we use the spine decomposition of the martingale Z t to prove Theorem 4.3. It is Jensen's inequality that immediately allows us to concentrate on the spine decomposition since
The spine decomposition of Z t (τ ) is We consider the two parts of this spine decomposition separately -the spine term and then the sum term -and aim to show that they both have exponential growth of the same order. In each case we first use some martingale techniques to factor out exponential terms that give us the correct growth rate (and here we are guided by the heuristics), and then use Varadhan's lemma to show that the remaining terms do not contribute any further exponential growth. The spine term is simpler to deal with and is considered first.
Factoring out the spine term
Girsanov's theorem (see Øksendal [12] 
Using the standard martingale
we can factor out one of the terms of the expectation:
This final expectation can be dealt with by another change of measure: 
whereB s is a Brownian motion, which is to say that η t is an OU(
2 ) along the perturbed path (1 + α)y.
Putting this all together we are left with a neat factorization expressed in terms of the re-scaled type process η t s :
where we remember that M (τ ) :
s ds. The term αρτ becomes insignificant in the large deviations limit (for which t → ∞), and therefore it is convenient to have removed it here.
The martingale techniques have now played their part, and we move on to use Varadhan's lemma to show that the termQ 
if g ∈ C[0, τ ] with g(0) = 0 is square-integrable along with its derivative; otherwise we define
Given the upper bound (38) we now want to understand the behaviour of the expectation term
2 ] ds for large t. Varadhan's lemma is a common way to deal with expectations of this form, and we quote the following from Dembo and Zeitouni [2] .
Theorem 7.3 (Varadhan) Let (X t ) t≥0 be a family of random variables taking values in the space X , and let µ t denote the probability measures associated with (X t ) t≥0 . Suppose that the measures µ t satisfy the LDP with a good rate function I : X → [0, ∞], and let φ : X → R be any continuous function. Assume further that the following moment condition holds for some γ > 1, lim sup
Then lim
This powerful result will confirm our hopes that the expectation decays as t → ∞.
Theorem 7.4 For each α > 0 the expectation decays exponentially to 0:
For small α we can give more precise expression of the exponential decay:
where k 1 , k 2 are strictly positive. 
Standard Euler-Lagrange techniques for maximizing the right-hand integral lead to the following differential equation for z:
which in general will give the optimal path as a solution in terms of the given path y.
With the specific path (17) that resulted from the Harris and Git optimizations of the largedeviations heuristics, it is relatively simple to solve (42) and find that the optimal path z is just a constant multiple of the path y:
where
Substituting for z into (41) we find that
and the following simple bound on K α implies that this is a negative quantity
This small lemma can be proved with simple algebra from the definition of µ λ given at (18): we can use this to show that µ 2 λ − θ 2 /4 = −2θr − aθλ 2 < 0, from which it follows that
If we make a Taylor expansion about α = 0:
, it follows that for strictly positive constants k 1 and k 2 ,
completing the proof
Dealing with the sum term
Focusing on the sum term, we can again substitute for dW s and dB s with (35) and immediately factor out the term J(S k ) by over-estimating:
For the particular path y that we chose at (17) , it was shown by Git et al [4] that
and therefore we have
The following small result is very useful for dealing with the sum term:
This proposition implies that for 0 ≤ α ≤ 1,
and we can transform the sum into an integral by standard techniques (see Kallenberg [11] for example), since the fission times on the spine form a Cox process of rate 2(rη w + ρ), as explained in Fubini's theorem can be applied to this, and the transformations that worked on the spine term to give (38) can here too be applied to arrive at We want to take advantage of the fact that the terms in the integral look similar to those already dealt with for the spine term. A first step in this direction is to replace the random factor rt(η t w ) 2 at the front of the expectation with the deterministic rty 2 w , and since the value of α will eventually be chosen and fixed the following estimate is sufficient for our purposes. 8 An alternative approach to the lower bound Finally, we comment on an alternative approach to gaining the lower bound of Theorem 3.2 to complement our approach to the upper bound in section 6. It would not require calculation of theQ t (Z t (τ ) α ) in order to control the size of the martingale Z t (s), but would nethertheless need some estimates requiring comparable levels of work. The key tool is nevertheless still the spine decomposition, of course! Making use of some simple estimation, the tower property, recalling that G ∞ contains information only about the spine's spatial trajectory and using the conditional form of Jensen's inequality, we have P ∃u ∈ N τ such that A t (u) =Q t 1 Z t (τ )
; ∃u ∈ N τ , A t (u)
If a good upper bound for f t,τ (ξ) and τ 0 2R(ξ s )f s,τ (ξ) ds can be found on the event A t (ξ), a suitable lower bound for the required probability will follow. This is a similar idea as used in the upper bound approach (see equation (34)), except more work would be required here to control the integral over time (although it will still be dominated in exponential order by the final value of f t,τ (ξ), matching the upper bound). This approach should work far more generally, as we hope to investigate in further work.
