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Kurzfassung. In Faserverbundwerkstoffen können zur  Identifikation von typischen 
Schadensmechanismen wie Matrixrissen, Faser-Matrix Grenzflächenversagen und 
Faserbrüchen parameterbasierte Mustererkennungsverfahren auf Schallemissions-
signale angewendet werden. Zur Abschätzung des intrinsischen Klassifizierungs-
fehlers solcher Mustererkennungsverfahrens wurden Studien an künstlichen 
Datensätzen mit bekannten Klassenstrukturen durchgeführt. Durch Variation des 
Separationsgrades der Klassen lässt sich der systematische Fehler des 
Klassifizierungsverfahrens quantifizieren. Bei der Anwendung von Muster-
erkennungsverfahren auf reale Schallemissionssignale muss beachtet werden, dass 
es aufgrund der verlustbehafteten und dispersiven Wellenausbreitung zu einer 
laufzeitabhängigen Verschiebung des Frequenzgehaltes des detektierten Signals 
kommt. Dadurch wird die Lage der extrahierten Frequenzparameter verschoben, was 
mit zunehmender Signallaufzeit zu einer schlechteren Unterscheidbarkeit von 
Signalklassen führt. Experimentell wurde dieser Effekt durch Bleistiftminen-
bruchtests mit variierendem Abstand zum Sensor im Bereich von 40 mm bis 
300 mm untersucht. Die auftretende Verschiebung der Frequenzgehalte wird 
verglichen mit Verschiebungen durch Einflüsse von Sensorankopplung und 
Sensortyp. Es wird gezeigt, dass die Signallaufzeit im gewählten Abstandsbereich 
eine signifikante Rolle spielt.   
1. Einführung  
Faserverbundwerkstoffe spielen in modernen Leichtbauanwendungen eine zunehmende 
Rolle als lasttragende Strukturen, da sie eine hohe gewichtsspezifische Festigkeit besitzen 
und eine lastpfadgerechte Auslegung der Bauteile erlauben. Zur vollen Ausnutzung dieses 
Potentials ist eine zuverlässige Vorhersage des Ersteinsatzes und des Fortschritts von 
Schädigungen im Material erforderlich. Da sich die unterschiedlichen mikroskopischen 
Schädigungen, wie Matrixrisse, Faserbrüche, Faser-Matrix Auszug und Faser-Matrix-
Debonding gegenseitig beeinflussen und letztendlich das makroskopische 
Werkstoffversagen verursachen, trägt eine Detektion und Unterscheidung dieser 
Mechanismen wesentlich zum Verständnis des Werkstoffverhaltens bei. Die 
Schallemissionsanalyse bietet hier die Möglichkeit in Abhängigkeit der Belastung 
Schädigungen im Faserverbundwerkstoff zu detektieren und den Entstehungsort der 
Schallquelle zu lokalisieren. Basierend auf den Untersuchungen zahlreicher Autoren lässt 
sich in plattenförmigen Geometrien eine Unterscheidungen von Matrixrissen und 
Faserbrüchen anhand des Frequenzgehaltes der aufgezeichneten Lambwellen bei niedrigen 
Frequenzen (Matrixrisse) und hohen Frequenzen (Faserbrüche) vornehmen [1-7]. 






Bruchvorgänge an der Grenzfläche zwischen Faser und Matrix verursachen Signale, die 
Frequenzspektren mit dominanten Beiträgen im gesamten Frequenzbereich von 20 kHz bis 
1 MHz aufweisen [2,8]. Die unterschiedlichen Frequenzbeiträge der Schallemissionssignale 
stammen von den verschiedenen Ausbreitungsmoden der Lambwellen in 
Faserverbundwerkstoffen. Dabei breiten sich die beiden fundamentalen Lambwellenmoden 
vorwiegend bei niedrigen Frequenzen (antisymmetrische Mode) oder hohen Frequenzen 
(symmetrische Mode) aus. Aufgrund der Position der Schädigung innerhalb der Platte, der 
Mikrostruktur, der Abstrahlrichtung und den mikroskopischen elastischen Eigenschaften in 
der Nähe der Schallquelle werden durch die verschiedenen Schädigungsmechanismen 
unterschiedliche Intensitäten von symmetrischen und antisymmetrischen Lambwellen 
erzeugt [8, 9]. 
2. Mustererkennungsverfahren zur Identifizierung von Schadensmechanismen  
Da die exakte Form der Lambwellen von der Geometrie des Faserverbundwerkstoffes und 
der Faserorientierung abhängt, lassen sich außer den qualitativen Aussagen zur 
Frequenzlage keine festen Frequenzbereiche für die Schallemission der einzelnen 
Schadensmechanismen angeben. Stattdessen müssen die entsprechenden Frequenzbereiche 
für jede Verbundstruktur neu überprüft werden. Standardmäßig werden zur Analyse von 
Schallemissionssignalen Parameter errechnet, die eine Reduktion der Informationen des 
aufgezeichneten Signals und eine Darstellung in Streudiagrammen erlauben. In solchen 
Diagrammen lassen sich anschließend Gruppen von Signalen anhand charakteristischer 
Gemeinsamkeiten im Parameterraum (Häufungspunkte) identifizieren. Bei parameter-
basierten Mustererkennungsverfahren werden anstelle eines einzigen oder von zwei 
Parametern mehrere Parameter verwendet um ein Entscheidungskriterium für die 
Zuordnung zu finden. Ziel der Untersuchung bleibt die Gruppierung von Signalen anhand 
ihrer Ähnlichkeit zueinander.  
 
Abbildung 1. Parameterextraktion im Zeit- und Frequenzraum 
 
 
Beispiele für die Errechnung von Parametern sind in Abbildung 1 gezeigt und die in 
den folgenden Untersuchungen verwendeten Parameter in Tabelle 1 aufgelistet. Die 
Berechnung der Parameter basiert entweder auf den Charakteristiken im Zeitraum, wie 
Ankunftszeit t0, Maximalamplitude Umax, Zeitdauer tAE, Anzahl der Schwellwert-
überschreitungen bis zur Maximalamplitude Npeak  und Gesamtzahl der Schwellwert-
überschreitungen NAE oder auf Charakteristiken im Frequenzraum, wie der 
Frequenzposition maximaler Intensität fpeak oder dem ersten Trägheitsmoment des 
Frequenzspektrums fcentroid. Es sei angemerkt, das Tabelle 1 keine vollständige Liste an 



















































möglichen Parametern zur Beschreibung eines Schallemissionssignals darstellt. 
Insbesondere wurden energetische Parameter, wie die Signalenergie oder die 
Maximalamplitude für die Mustererkennung nicht verwendet. Dies basiert auf den 
Ergebnissen zahlreicher Voruntersuchungen [8,10], die in Faserverbundwerkstoffen keine 
direkte Korrelation zwischen dem Schädigungsmechanismus und der abgestrahlten Energie 
der Schallquelle vermuten lassen. 
 
Tabelle 1. Verwendete Frequenzparameter 
Feature Definition
Average Frequency [Hz] ⁄  
Reverberation Frequency [Hz] 
 
Initiation Frequency [Hz] 
 
Peak Frequency [Hz]  
Frequency Centroid [Hz] 
 
Weighted Peak-Frequency [Hz] 
  
Partial Power 1-6 [%]  
 
 
Partial Power 1: f1 = 0 kHz; f2 = 150 kHz 
Partial Power 2: f1 = 150 kHz; f2 = 300 kHz 
Partial Power 3: f1 = 300 kHz; f2 = 450 kHz 
Partial Power 4: f1 = 450 kHz; f2 = 600 kHz 
Partial Power 5: f1 = 600 kHz; f2 = 900 kHz 
Partial Power 6: f1 = 900 kHz; f2 = 1200 kHz 
 
Basierend auf den in Tabelle 1 definierten Frequenzparametern lässt sich nun eine 
Untersuchung der Schallemissionssignale auf Ähnlichkeit vornehmen. Hierzu wurde 
kürzlich ein verallgemeinertes Verfahren zur Detektion von natürlichen Signalklassen 
vorgestellt [11], das auf den Ansätzen von Anastassopoulos et al. und Günter et al. basiert 
[12, 13]. Dieses Klassifizierungsverfahren trifft keine initialen Annahmen über die Anzahl 
der Klassen oder deren Positionen im Frequenzraum. Stattdessen werden die wichtigsten 
Parameter zur Beschreibung des Klassifizierungsproblems automatisch ausgewählt und die 
Anzahl der natürlichen Klassen, sowie die beste Partition der Schallemissionssignale 
bestimmt. Im Anschluss lässt sich eine Zuordnung der einzelnen Klassen von 
Schallemissionssignalen zu bestimmten Schadensmechanismen durch Vergleich mit 
mikroskopischen Beobachtungen oder den Vergleich von Schallemissionssignalen mit 
Ergebnissen von entsprechenden Finite-Elemente Berechnungen erreichen [8,11,14].  
 
Im Folgenden wurden Untersuchungen an Platten des Prepreg-Systems CE 1250-
230-39 mit einem Lagenaufbau [0/902]sym durchgeführt. Als beispielhaftes Ergebnis des 
Mustererkennungsverfahrens ist in Abbildung 2 das Resultat der Messung von 
Schallemissionssignalen bei Belastung von Vier-Punkt Biegeproben nach DIN-EN-ISO 
14125 gezeigt. Zur Aufzeichnung wurden für die Messung in Abbildung 2-a zwei WD-
Sensoren, für die Messung in Abbildung 2-b zwei Micro30-Sensoren, jeweils mit einem 
Schwellwert von 35 dB, einem Vorverstärkungsfaktor von 40 dB und einer 
Aufzeichnungsrate von 10 MSP/s verwendet (s. auch [8,10,11,14]).  
 
Es ist gut zu erkennen, dass die Lage der experimentell gefundenen Signalklassen 
im Diagramm von Weighted Peak-Frequency gegen Partial Power 2 charakteristische 
3
Trennungen aufweist. Anhand der berechneten Frequenzparameter von 
Schallemissionssignalen, die für Matrixrisse, Faser-Matrix Grenzflächenversagen und 
Faserbrüchen simuliert wurden, lässt sich die in Abbildung 2 gezeigte Zuordnung treffen 
[8,10,14]. Während bei der in Abbildung 2-a gezeigten Messung mit den WD-Sensoren 
eine eindeutige Abgrenzung der Signalklassen vorliegt, ist dies für die in Abbildung 2-b 
gezeigte Messung mit den Micro30-Sensoren nicht mehr der Fall. Stattdessen erlaubt die 
Überlappung der Signalklassen hier nur eine fehlerbehaftete Zuordnung zu den zugrunde 
liegenden Schadensmechanismen. Ziel der durchgeführten Untersuchungen ist daher die 
Quantifizierung des Klassifizierungsfehlers aufgrund solcher Überlappungen und die 
Bestimmung experimenteller Einflussfaktoren auf die erzielte Genauigkeit des 
Klassifizierungsverfahrens. 
 
Abbildung 2. Ergebnis des Mustererkennungsverfahrens für Vier-Punkt Biegeproben bei 
Aufzeichnung mit WD-Sensoren (a) und Micro30-Sensoren (b) 
 
3. Korrelation zwischen Überlappung und Klassifizierungsgenauigkeit 
Zur Quantifizierung der unterschiedlichen Schadensmechanismen ist es notwendig eine 
Abschätzung des Fehlers der Klassifizierung vorzunehmen. Diese wird maßgeblich durch 
die Überlappung der einzelnen Klassenstrukturen im mehrdimensionalen Parameterraum 
verursacht. Um diesen Einfluss zu untersuchen wurden innerhalb der Statistiksoftware R 
mit Hilfe des Paketes ClusterGen von Qiu et al. künstliche Datensätze mit definierter 
Trennung zwischen verschiedenen Klassen erzeugt [11,15,16]. Ein Beispiel für solche 
künstlichen Datensätze mit starker Trennung der Signalklassen, bzw. starker Überlappung 
ist hierzu in Abbildung 3 gezeigt. Als Maß für die Trennung wird im Folgenden der Wert J 
verwendet, dessen Definition in [15,16] beschrieben ist. Niedrige Werte von J beschreiben 
eine schlechtere Trennung der Klassen. 
 
Für das in [11] beschriebene Verfahren werden zur numerischen Bewertung von 
Klassifikationsergebnissen verschiedene statistische Indizes verwendet. Im Einzelnen sind 
dies der Davies-Bouldin Index, der Tou Index, der Silhouettenkoeffizient und die Gamma 
Statistik [17-20]. Gute Trennung der Signalklassen wird dabei durch hohe Werte für den 
Tou-Index, den Silhouettenkoeffizient und die Gamma Statistik, aber niedrige Werte für 
den Davies-Bouldin Index angezeigt. 
 
Zur Untersuchung der Klassifikationsgenauigkeit wurden für den Bereich von 
J = 0.01 bis J = 0.35 jeweils drei künstliche Datensätze mit drei Klassen erstellt und mit 
dem Klassifizierungsverfahren aus [11] ausgewertet. In allen Fällen wurde die korrekte 
Anzahl von drei Klassen ermittelt. Das Ergebnis der errechneten statistischen Indizes für 























































die jeweils beste Trennung ist in Abbildung 4-a in Abhängigkeit von J gezeigt. Es zeigt 
sich, dass die einzelnen Indizes die erwartete Abhängigkeit von J, aber unterschiedlich 
starke Streuung aufweisen. Dies ist durch die Definition der statistischen Indizes bedingt 
und muss bei der Bestimmung der Klassifizierungsgenauigkeit berücksichtigt werden.  
 
 Abbildung 3. Beispiel für künstliche Datensätze mit starker Trennung der Signalklassen (a) und 
starker Überlappung (b) 
 
 
Zum Vergleich der vorgegebenen Klassenstruktur und der über das 
Klassifizierungsverfahren erreichten Zuordnung wurde für die Partition jedes Datensatzes 
der Rand Index berechnet [21]. Dieser Index lässt sich direkt als Klassifizierungsfehler 
interpretieren, erfordert aber die exakte Kenntnis der Zuordnung der einzelnen Datenpunkte 
zu den Klassen. Daher kann dieser nicht direkt auf experimentelle Daten angewendet 
werden, bei denen die richtige Zuordnung ab initio nicht bekannt ist. Trägt man nun, wie in 
Abbildung 4-b gezeigt, die statistischen Indizes über dem errechneten Rand-Index in 
logarithmischer Skalierung auf, so erkennt man einen näherungsweise linearen 
Zusammenhang zu den Werten der statistischen Indizes. Nicht dargestellt sind aufgrund der 
logarithmischen Skalierungen die Ergebnisse für den Wert des Rand Index 0, was einer 
fehlerfreien Zuordnung entsprechen würde und insbesondere bei hohen Werten von J 
häufig auftritt.  
 




Zur genaueren Bestimmung der Klassifizierungsgenauigkeit wurde zusätzlich eine 
lineare Regression (durchgezogene Linien) mit 95 % Konfidenzintervallen (gestrichelte 
Linien) für die einzelnen statistischen Indizes durchgeführt. Basierend auf diesem 





















































































Diagramm kann nun auf Basis der errechneten statistischen Indizes für experimentelle 
Datensätze eine Abschätzung der Klassifizierungsgenauigkeit vorgenommen werden. 
4. Experimentelle Einflüsse auf die Klassifizierungsgenauigkeit 
4.1 Reproduzierbarkeit der Sensorankopplung 
Zum Vergleich der Ergebnisse von verschiedenen Messungen ist es notwendig, die 
Reproduzierbarkeit der Ankopplung des verwendeten Sensors zu berücksichtigen. Hierzu 
wurden Messungen mit einem WD-Sensor als Pulsgeber in einem Abstand von 100 mm mit 
einer Wiederholrate von 5 Hz durchgeführt. Der zu prüfende Sensor wurde mehrfach 
angekoppelt und es wurden jeweils 50 Pulse aufgezeichnet. Aus den detektierten Signalen 
wurde mit Hilfe der Software Aware++ das mittlere Frequenzspektrum der Signale und die 
zugehörige Standardabweichung errechnet [22]. Das Ergebnis des errechneten 
Frequenzspektrums ist mit den zugehörigen Fehlerbalken aus 10 Ankoppelversuchen in 
Abbildung 5-a dargestellt. Für jedes der aufgezeichneten Signale wurden nun die 
Frequenzparameter aus Tabelle 1 errechnet und in einem der Abbildung 2 entsprechenden 
Diagramm aufgetragen. Zur besseren Darstellung wurde nur ein Teilbereich der Achsen aus 
Abbildung 2 verwendet. Das mittlere Frequenzspektrum zeigt ebenso wie die Darstellung 
der errechneten Signalparameter eine deutliche Streuung als Konsequenz der 
unterschiedlichen Qualität der Ankopplungen. Die damit verbundene Streuung der 
Frequenzparameter ist signifikant und liegt bei etwa 100 kHz auf der x-Achse und 4 % auf 
der y-Achse. Diese Streuung der Parameter liegt in der gleichen Größenordnung wie die 
Ausdehnung der beobachteten Signalklassen (vgl. Abbildung 2). Eine unterschiedliche 
Ankopplung kann daher zu Schwankungen der Frequenzlagen der identifizierten 
Signalklassen zwischen verschiedenen Experimenten führen, aber beeinflusst die Lage der 
Signalklassen innerhalb eines Experiments zueinander nicht.  
 
Abbildung 5. Gemitteltes Frequenzspektrum aus 10 Ankoppelversuchen (a) und Vergleich der Lage 
der errechneten Signalparameter der Einzelpulse mit Standardabweichung (b) 
 
4.2 Einfluss der Signallaufzeit 
Grundsätzlich führen Änderungen des Abstands zwischen Schallquelle und Sensor 
aufgrund von modenselektiver Dämpfung und Dispersion zu einer Änderung des 
detektierten Frequenzgehaltes der Lambwelle [8-10]. Zusätzlich führt die Verschiebung der 
vertikalen Position der Schallquelle vom Zentrum zum Rand innerhalb der Platte zu einer 
starken Verschiebung der Intensität zu antisymmetrischen Moden und damit zu niedrigen 
Frequenzen. Dieser Effekt, sowie die laterale Ausbreitung führen zu einer Streuung der 















































errechneten Signalparameter und damit letztlich zur Ausdehnung der Signalklassen, wie in 
Abbildung 2 zu erkennen. Im Folgenden liegt der Fokus der Untersuchung auf den lateralen 
Ausbreitungseffekten der Lambwellen. Dazu wurden Untersuchungen mit Bleistiftminen-
brüchen auf einer 0,5 m × 0,5 m großen Platte des Prepreg-Systems CE 1250-230-39 mit 
einem Lagenaufbau [0/902]sym mit variierendem Abstand zum WD-Sensor im Bereich von 
40 mm bis 300 mm durchgeführt. Die vertikale Position der Schallquelle ist festgelegt auf 
die Oberfläche der Platte und kann damit als konstant erachtet werden. In Abbildung 6-a 
sind repräsentative Schallemissionssignale dargestellt, die in unterschiedlichen Abständen 
zum WD-Sensor erzeugt wurden. Die Effekte der Signaldämpfung und Dispersion sind gut 
zu erkennen und führen mit zunehmendem Abstand zu einer starken Intensitätsabnahme 
und einer Verbreiterung des Signals. In der zugehörigen Abbildung 6-b wurden die für alle 
detektierten Signale (10 je Abstand) errechneten Frequenzparameter in einem Teilbereich 
eines der Abbildung 2 entsprechenden Diagramms aufgetragen. Die Verschiebung der 
Frequenzparameter ist mit 200 kHz auf der x-Achse und 10 % auf der y-Achse stärker 
ausgeprägt als bei der wiederholten Sensorankopplung, bewegt sich aber wie zuvor in 
einem Bereich der typischen Ausdehnung der Signalklassen aus Abbildung 2.  
 
Abbildung 6. Repräsentative Schallemissionssignale in unterschiedlichem Abstand zum Sensor (a) 
und daraus errechnete Signalparameter (b) 
 
 
4.3 Einfluss des verwendeten Sensors 
Wie bereits Abbildung 2 zu entnehmen ist, wirkt sich die Wahl des Schallemissionssensors 
deutlich auf die Lage der Signalklassen aus. Dies wird durch die unterschiedliche spektrale 
Sensitivität der Sensoren verursacht und führt im Falle von resonanten Sensoren, wie dem 
Micro30 zu einem Verlust an Bandbreite und damit zu einer Verdichtung und Überlappung 
der Klassen von Schallemissionssignalen. Im Einzelfall ist damit eine gültige Zuordnung 
durchaus möglich, jedoch ist der entsprechende Klassifizierungsfehler deutlich höher als 
bei Verwendung eines breitbandigen Sensors.  
5. Diskussion und Zusammenfassung 
In Abbildung 7 sind die Einflüsse von Sensorankopplung und Laufzeit auf die errechneten 
Signalparameter im Vergleich zu den experimentellen Daten gezeigt. Die mittlere 
Ausdehnung der Signalparameter wird durch die ebenfalls dargestellte Ellipse visualisiert. 
Im Vergleich zur Ausdehnung der experimentellen Daten wird deutlich, dass eine 
Überlagerung mit der Unsicherheit aus Signallaufzeit und Sensorankopplung eine deutliche 
Überlagerung der Signalklassen verursachen kann. Konkret kann für experimentelle Daten 
der Klassifizierungsfehler anhand der berechneten statistischen Indizes abgeschätzt werden. 































































Für den vorliegenden Fall ergibt sich für die Messung mit WD Sensoren anhand von 
Abbildung 4-b ein Klassifizierungsfehler von 0,0 %, da sich die Klassen nicht überlagern. 
Im Unterschied dazu ergibt sich für die Messung mit Micro30 Sensoren bereits ein 
Klassifizierungsfehler von 4,5 %. Bezieht man den Effekt der Sensorankopplung mit ein, so 
ergibt sich durch die erwartete mittlere Verbreiterung der Signalklassen ein maximaler 
Fehler für die Klassifizierung von 5,1 % für die Messung mit WD Sensoren und 21,0 % für 
die Messung mit Micro30 Sensoren. Die Reproduzierbarkeit der Sensorankopplung hat also 
starken Einfluss auf den Vergleich von Experimenten zueinander, spielt aber für die 
Klassifizierungsgenauigkeit innerhalb eines Versuches nur eine untergeordnete Rolle. 
 
Abbildung 7. Vergleich des Einfluss von Sensorankopplung und  




Im Vergleich dazu wirkt sich die Signallaufzeit für die Messung mit WD Sensoren mit 
einem maximalen Fehler von 5,4 %, für die Messung mit Micro30 Sensoren mit einem 
maximalen Fehler > 25,0 % aus. Es kommt also mit zunehmender Streuung der 
Propagationslänge der Signale im Material zu einer stärkeren Ausdehnung der Klassen und 
damit auch zu einer zunehmenden Überlappung. Dies beeinflusst die Genauigkeit der 
Klassifizierung innerhalb einer Messung und wirkt sich damit signifikant auf den 
minimalen erzielbaren Klassifizierungsfehler aus.  
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