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ABSTRACT
The thermohaline circulation (THC) affects the meridional atmospheric temperature gradient and there-
fore the atmospheric wind and the wind-driven ocean circulation. The wind-driven circulation (WDC), in
turn, affects the THC by the advection of salinity anomalies into deep-water formation sites. This paper
considers this two-way coupling between the WDC and THC using a simple box-type model and analysis
tools from engineering feedback control. The two-way feedback can have a significant effect on the dy-
namics of the coupled system. For a reasonable choice of parameters, the feedback destabilizes the THC
equilibrium for low freshwater forcing. For higher freshwater forcing, the feedback results in a new stable
equilibrium instead of the large amplitude oscillation that develops without feedback. It is expected that the
analysis approach used here may be broadly applicable to the study of feedback interconnections of other
climate systems as well.
1. Introduction
The thermohaline circulation (THC) in the North
Atlantic Ocean transports significant heat northward,
and its variability has a significant impact on climate.
The THC and its variability on interdecadal time scales
have been studied using a hierarchy of models, from
the Stommel box model (Stommel 1961) to full ocean–
atmosphere general circulation models (e.g., Dijkstra
2005, and references therein). Similarly, variability in
the wind-driven upper-ocean circulation (WDC) can
also influence climate, and has been analyzed at depth
(Berloff and Meacham 1997; Cessi and Ierley 1995;
Dijkstra and Katsman 1997; Ghil et al. 2002; Meacham
2000; Nadiga and Luce 2001; Primeau 2002, 1998). The
WDC and THC have mostly been analyzed separately,
although there have been several recent analyses of the
coupling between them. Pasquero and Tziperman
(2004, hereinafter PT04) have analyzed the one-way in-
teraction between the two by analyzing the effects of a
fixed WDC on the variability of the THC. Van Veen
(2003) has developed a model incorporating a fixed
two-way feedback between a model of the atmosphere
and a thermal overturning circulation but did not in-
clude full THC dynamics. Stommel and Rooth (1968)
also added wind forcing to a simple box model to ex-
plore the dynamics of flow driven by competing bouy-
ancy and wind stress forces.
The WDC and THC are fully coupled as a feedback
system. The WDC advects salinity anomalies that,
when advected to water-mass formation regions, can
enhance or decrease the overturning circulation. THC
variability leads to changes in the sea surface tempera-
ture (SST), changing the atmospheric circulation and
hence the WDC. Thus, a full understanding of the sys-
tem requires an understanding of the effects of this
closed two-way feedback loop.
This feedback system is studied here using an en-
hanced version of the model of PT04, summarized
briefly in the next section. As with Stommel’s original
box model, this model is as simple as plausible for cap-
turing the coupled dynamics of both the WDC and
THC. The analysis of the feedbacks between the THC
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and WDC is performed here using tools from control
theory and engineering. New control tools and termi-
nology are introduced and explained as they are used
for the analysis. In essence, control theory is about the
analysis of feedback systems. By representing the sys-
tem under study as a set of input–output “black boxes”
and feedbacks (e.g., see Fig. 5), much progress may be
made to understand the role of these feedbacks, and a
rich literature exists (e.g., Doyle et al. 1992; Franklin et
al. 2002). The key insight from control theory is that
much can be learned about the characteristics of the
“closed loop” feedback system by studying the dynam-
ics of the “open loop” system without the two-way
feedback interconnection.
The new physical element introduced in this paper is
the feedback from the THC to the WDC. We assume
that the WDC strength varies because of changes in the
atmospheric winds and that the wind, in turn, is affected
by the meridional gradient of the SST. The SST, in turn,
is advected by the circulation and therefore varies be-
cause of THC variability. We further assume that the
WDC adjusts to the changed wind forcing with some
specified time scale. PT04 found that when only the
influence of a fixed WDC on the THC circulation is
included, the thermally driven THC is stable for low
freshwater (FW) forcing. As the freshwater forcing in-
creases, this equilibrium becomes unstable and, for suf-
ficiently strong WDC, exhibits self-sustained limit cycle
oscillations that do not exist without the WDC.
We find here that for a reasonable estimate of the
strength of the feedback of the THC on the WDC,
there is a significant shift in the critical freshwater
forcing (i.e., the location of the Hopf bifurcation
point) leading to self-sustained variability. The model is
less stable with the additional two-way feedback and
requires a smaller FW forcing to be destabilized. In
addition, a stable equilibrium appears for yet larger
freshwater forcing, unlike the findings of PT04 in
the presence of one-way influence from the WDC to
the THC only. The existence of a stable equilibrium
for large forcing is similar to the usual THC without the
WDC (Marotzke 1989; Stommel 1961), although the
nature of this equilibrium is different as the THC is
not reversed; rather, it is a weakened thermally domi-
nant THC that is stable with the combination of
sufficiently large WDC and the dynamic influence of
the new feedback considered here. Thus, the additional
feedback from the THC to the WDC destabilizes
the model at weak FW forcing and stabilizes it for
strong FW forcing. Because both the strength of
the newly added feedback and the time constant asso-
ciated with the WDC adjustment are uncertain, we at-
tempt here to understand the change in the dynamic
behavior of the coupled system as a function of these
parameters.
Three regimes are considered in the following. First,
where the thermally driven equilibrium is stable, deter-
mining whether the feedback from the THC to the
WDC is stabilizing or destabilizing follows directly
from the linearization. The extent to which the bifur-
cation point shifts can be predicted from control tools
using what is known as “root locus” arguments. Second,
where the equilibrium is linearly unstable and a limit
cycle exists, a low-order (a few ODEs) nonlinear model
can be derived from the full model using empirical or-
thogonal functions (EOFs) and Galerkin projection
(for methods of reducing complex models to low order
ones, see also Timmermann et al. 2001). Describing
functions (Gelb and Vander Velde 1968) can then be
used to predict the limit cycle amplitude with and with-
out the new feedback. Finally, at yet higher freshwater
forcing values, we find that a new stable equilibrium
appears as a result of the new feedback introduced
here, and its dynamics are investigated.
We next describe the model (section 2), analyze the
equilibrium solution (section 3), and the small ampli-
tude self-sustained variability found beyond the first
bifurcation point (section 4). The change from the
large-amplitude limit cycle to the new stable equilib-
rium is examined in section 5, and we present conclu-
sions in section 6.
2. Model
a. Fixed wind-driven circulation
The starting point for analyzing the feedback inter-
connection of WDC and THC is the model of PT04,
shown schematically in Fig. 1, where the deep ocean
is represented by two boxes (polar and midlatitudes)
as in Huang et al. (1992) and Tziperman et al. (1994),
while the surface ocean is represented by an annu-
lus. The WDC strength (angular velocity of the flow
around the gyre, ) is specified and is fixed in time.
The THC flows meridionally through the surface layer
and then through the deep boxes, driven by density
gradients. This simple model is intended to capture the
essential physics associated with both processes and
the coupling between them, although it is clearly not
quantitatively accurate. As with all simple models,
the intent is to explore and understand the effect of
new physical processes, in this case, the two-way feed-
back.
The location along the gyre is measured by an angle
0    2 increasing clockwise from   0 in the west.
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The salinity S() and temperature T() of the surface
layer are described by one-dimensional advection–dif-
fusion partial differential equations. The temperature
and salinity states TNd , T
S
d, S
N
d , and S
S
d of the northern
and southern deep boxes are influenced by an advec-
tion by the THC and governed by the ordinary dif-
ferential equations in (3)–(6). The density  is assumed
to depend linearly on the temperature and salinity.
The overturning circulation strength Q in (8) is a
function of the meridional density gradient. This me-
ridional density gradient is calculated from the deep
densities, as well as the surface densities averaged
over the northern and southern parts of the wind-
driven gyre, and weighted by the upwelling/down-
welling distribution f(). The total upwelling into the
gyre (annulus) and the total downwelling from the
annulus to the deep boxes are equal to the overturning
Q. The spatial distribution of the upwelling and down-
welling are given by the function f(), chosen to be
two Gaussians distributed about the northern and
southern point of the wind-driven gyre, with variances
of n and s, respectively, as shown in Fig. 2. The sys-
tem is forced by a restoring temperature TR and fresh-
water flux FS. One therefore obtains the following
equations (PT04):
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2
 FS sin 
2Qf	

H	R2
2  R1
2

  S,   
Sd
s ,   , 	1

T
t

	˜T



T
R1R2
2T
2
 	T  TR
 
Qf	

H	R2
2  R1
2

  T,   
Td
s ,   , 	2

Vd
N
dTd
N
dt
 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0
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N, 	3
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N
dSd
N
dt
 Q
0

S	
f	
 d  Sd
N, 	4

Vd
S
dTd
S
dt
 Q	Td
N  Td
S 
, 	5

Vd
S
dSd
S
dt
 Q	Sd
N  Sd
S 
, 	6

	
	0  T  S, and 	7

Q
Q0  	d
N  	d
S  
0
2
		
f	
 d. 	8

The change in angular velocity around the gyre due to
the addition/removal of flow from/to the deep boxes is
˜	
   
2Q
Vs

0

f	
 d, 	9

where Vs  H(R
2
2  R
2
1) is the volume of the surface
layer.
Since the intent is to compare the dynamics of the
coupled system with the new physics (two-way feed-
back) with the previously explored dynamics with fixed
WDC, we have attempted where possible to maintain
consistency with the parameters used in PT04. Param-
eter definitions and values used in the simulation here
are given in Table 1 and are the same as those of PT04,
FIG. 1. Schematic of the model for coupled wind-driven and
thermohaline circulations (from PT04). The system is forced by
differential freshwater (salinity) forcing Fs in the northern and
southern (midlatitude) sections.
FIG. 2. Function f () describing the distribution of upwelling
and downwelling (from PT04).
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with the exception of an increased surface thermal re-
laxation time . Note that while a 35-yr WDC circula-
tion time might be more reasonable (e.g., a 1 cm s1
average ocean flow with a length scale of 104 km), we
have chosen to retain the 70-yr time scale used by PT04
for ease of direct comparison. Regardless of the choice
of specific parameters, however, this simple model can
only be expected to give qualitative, rather than quan-
titative results.
The PDEs for the surface temperature and salinity
are discretized using central finite differencing, with M
elements to yield a 2M  4 state system, including the
surface and deep temperatures and salinities. These
equations are simulated with a variable-order nondis-
sipative solver in Matlab. Defining the full state vector
x ∈ 2M4 as
x  T	1
 · · · T	M
 S	1
 · · · S	M
 Td
S Td
N Sd
S Sd
NT
	10

(temperature and salinity in all boxes and all grid
points) then the resulting system can also be written in
the following form, which is more useful for analysis:
x˙  X	
x  	CQT x
Yx  Z. 	11

In (11), X()  X0  X1 and Y are matrices and Z(Fs)
captures both the surface freshwater forcing Fs in (1)
and the temperature relaxation term TR in (2). Note
that the thermohaline strength is assumed to be linear
in density variations (8), which are in turn assumed
linear in the temperature and salinity (7), and thus the
(scalar) thermohaline circulation (Fig. 1) can be written
as a linear function Q  CTQx of the state vector, where
each element of the column vector CQ defines the in-
fluence of the corresponding state on the circulation.
The nonlinear term in (11) represents the advection of
temperature and salinity by the circulation. Next, we
solve for the steady state (equilibrium) of (11), where
x˙  0, and denote it by xe(Fs, ). The perturbations
about this equilibrium are then denoted by the vector
  x  xe(Fs, ), which satisfies
˙  	X  CQT xeY  YxeCQT 
  	CQT
Y. 	12

The linearized system can be obtained by dropping the
quadratic term, and the local stability of any equilib-
rium determined from the eigenvalues of the matrix in
parentheses in the first term.
For a WDC amplitude characterized by a fixed
around-the-gyre advection time scale of 21  70 yr,
the bifurcation behavior of the coupled WDC → THC
system is shown in Fig. 3 (equivalent to Fig. 5 of PT04).
Figure 3 also compares the bifurcation behavior with
that without the wind-driven circulation. Without the
WDC, the behavior is similar to that of many previous
studies of the THC (e.g., Marotzke 1989; Stommel
1961) where, for a broad range of forcing values, there
are two possible stable equilibria corresponding to ther-
mally dominant (large positive flow) and salinity-dom-
inated (small negative) circulation. With a sufficiently
TABLE 1. Parameter definitions and values for the coupled
WDC–THC model.
n f () variance, polar 0.1 rad
s f () variance, equatorial 0.3 rad
R1 Annulus internal radius 5  10
5 m
R2 Annulus external radius 3  10
6 m
H Surface layer depth 500 m
D Deep layer depth 3  103 m
VNd Volume, north deep box 2.7  10
16 m3
VSd Volume, south deep box 2.7  10
16 m3
s Salinity diffusivity 1  10
3 m2 s1
t Thermal diffusivity 1  10
3 m2 s1
 Salinity expansion coef 7.61  104 psu1
 Thermal expansion coef 1.5  104 (°C)1
1 Thermal relaxation time 1 yr
Q0 Reference water flux 6  10
10 (m3 s1)/(kg m3)
0 Reference density 1 kg m
3
Fs Salt flux 0–3 m yr
1
TR Restoring temperature 10  6 sin °C
210 Nominal WDC time scale 70 yr
max Max WDC response time  20 yr
FIG. 3. Bifurcation behavior of THC as a function of freshwater
forcing with fixed WDC corresponding to a 70-yr circulation time
(solid line) and with no WDC (line with dots). With 21  70,
the equilibrium is stable for small forcing, but a limit cycle devel-
ops for larger forcing (Fs  1.9 m yr
1). The maximum and mini-
mum of each cycle are shown. The character of the limit cycle
changes for larger forcing (Fs  2.35). With no WDC, both ther-
mally driven and salinity-driven equilibria exist for a broad range
of FW forcing.
MAY 2006 M A C M Y N O W S K I A N D T Z I P E R M A N 917
strong WDC, the salinity-driven reverse-flow THC
equilibrium seems to no longer exist and, instead, a
strong variability is found. The FW forcing at which the
thermally dominant equilibrium loses stability is also
reduced.
The WDC strength  in PT04 and in the above
analysis is fixed in time. We next consider variations in
 due to the effects of the THC on the meridional
oceanic and atmospheric temperature gradient, and
therefore on the wind stress and WDC.
b. Including the feedback from the THC to the
WDC
Increased THC strength increases the sea surface
temperature at high latitudes, decreasing the thermal
gradient between mid and high latitudes. This results in
a decrease in the wind strength and in a decrease in the
WDC. Two parameters are needed to describe this cou-
pling of the WDC to the THC: the amplitude (“gain” in
control language) and the time lag associated with
reaching an equilibration between the wind strength
and the wind-driven circulation.
We assume that the WDC strength is restored toward
a value that is directly proportional to the meridional
SST gradient for small perturbations about a nominal
state x0. We set x0  xe(Fs, 0) as the equilibrium state
for a freshwater forcing of Fs  1.9 m yr
1 and consider
the effect of changing Fs, allowing the WDC to vary
according to the parameterized feedback from the
THC. Variations in SST used to calculate the changes
in the WDC are assumed to be a factor of   5 larger
than the variation in vertically averaged temperature in
the 500-m-thick surface layer in the model, solved for
by (2). This is because, in the presence of stratification,
one expects the surface ocean to respond to changes in
the circulation more strongly than the subsurface
ocean, so the SST should vary more than the vertically
averaged temperature in the upper 500 m. A reason-
able measure of the meridional SST gradient in our
model is
G 
1
2 0
2
T	
 sind. 	13

Since this is linear in the state x, it can be written as
G  CTGx with the first M elements of the column vector
CG being  sini[/(2)].
The atmospheric winds equilibrate with the SST on
time scales much shorter than the ocean dynamics, so
this adjustment is assumed instantaneous here. The sur-
face ocean responds to the changed shear stress with a
time constant  of the order of 10 yr [the first baroclinic-
mode wave basin-crossing time; Anderson and Gill
(1975)]. To explore the possible behavior that may exist
with the additional feedback included, it is useful to
consider a range of feedback parameter values. Here
we consider adjustment time scales from zero to a time
constant max  20 yr; this should be a sufficient range
to capture the different phenomena that may result.
The time evolution of the WDC strength, , for per-
turbations about a mean state x0 characterized by a
WDC strength of 0, is therefore assumed here to be
given by
˙ 
1

ˆ	x
  , 	14

where the steady-state WDC for a given SST is given by
ˆ	x
  01  k CGT 	x  x0
CGT x0 , 	15

and where k is a nondimensional feedback gain (i.e.,
feedback amplitude), equal to one unless noted other-
wise, while  is the time constant of the WDC response
to changes in the SST gradient G. For a vanishing re-
sponse time,   0, the feedback law can be substituted
into (11),
x˙  X	0
x  	CQT x
Yx  Z  k 0CGT x0X1CGT 	x  x0
x,
	16

and for   0 a similar equation can be developed for an
augmented state vector x that includes  in addition to
the temperature and salinity.
The system is simulated with k  1 and with the
response time of the WDC set to both   0 and  
max to explore the effects of the feedback changing the
WDC as a function of the SST. The wind-driven circu-
lation time scale without the feedback from the THC is
again assumed to be 21  70 yr for ease of com-
parison with the fixed WDC results in PT04. The re-
sulting THC strength as a function of freshwater forcing
is shown in Fig. 4. Two key features are evident. First,
for low freshwater forcing (1.5–1.9 m yr1), the THC is
destabilized by the presence of the additional feedback
from the THC and SST to the WDC such that oscilla-
tions appear for a smaller value of FW forcing. The
destabilization extent strongly depends on the adjust-
ment time of the WDC to changes in the SST; interme-
diate values of this time constant result in intermediate
shifts in the bifurcation point.
A second key feature seen in Fig. 4 is the behavior at
higher freshwater forcing where a large-amplitude limit
cycle was found by PT04. In the presence of the new
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feedback from the THC to the WDC, the correspond-
ing large-amplitude limit cycle is eliminated and a
stable equilibrium exists. This effect does not appear to
depend on the time constant of the feedback. As might
be expected from the figure, the Hopf bifurcation, as
one reduces the FW forcing on the new stable branch,
is subcritical. As one reduces the feedback coupling, the
bifurcation is supercritical for Fs  2.3 and subcritical
below that value.
To understand the effect of the additional feedback
from the THC to the WDC, consider the following: A
perturbation that weakens the THC results in an in-
crease in salinity in the southern region and a decrease
in the northern region. These anomalies act to reinforce
the initial perturbation in the THC, while the corre-
sponding temperature anomalies are stabilizing. At suf-
ficiently large freshwater forcing, the salinity effect
dominates and the THC becomes unstable (i.e., the ad-
vective instability feedback; Dijkstra 2005; Marotzke et
al. 1988). With a fixed WDC, the increased salinity in
the southern region is advected northward where it
eventually counteracts the original THC perturbation.
The balance between these two effects determines the
stability of the system and the amplitude of the limit
cycle that exists when the system is unstable.
The additional feedback between the THC and
WDC modifies the WDC and alters this balance as fol-
lows: A small decrease in the THC results in an in-
crease in the meridional temperature gradient at the
surface, which strengthens the winds, and therefore also
the WDC. Consider first the case in which the WDC is
relatively weak in comparison with the THC, as occurs
for our choice of parameters at low FW forcing and
therefore high THC. In this case, the southward WDC
on the eastern part of the gyre may be roughly equal
but opposite to the northward surface flow of the THC,
so the net flow is slow. The equilibrium state under
these conditions has a high salinity east of the southern
upwelling region. That is the case because the slow net
flow on the eastern side spends longer time in the net
evaporation region. The more rapid flow on the west-
ern side is fresher because it passes through the evapo-
ration region faster. Consider now the advection of salt
by the positive WDC anomaly excited by the decreased
SST due to the decreased THC perturbation. This posi-
tive WDC anomaly transports the high eastern salinity
in the above equilibrium state southward. At that point
this salinity perturbations affects the THC in a way that
reinforces the original perturbation decreasing the
THC. This is therefore a positive feedback, leading to
the destabilizing behavior observed at low FW forcing
in Fig. 4.
The new feedback added in this paper, allowing the
WDC to change as function of the SST, can be either
stabilizing or destabilizing. This would depend on the
relative strength of the WDC and THC via the location
of the salinity maximum discussed above. The destabi-
lizing feedback is most significant if the WDC change is
in phase (simultaneous) with the THC perturbation,
rather than being delayed.
It is possible to predict and understand many of the
general characteristics of Fig. 4 for different feedback
amplitudes (gains) k and time constants  through the
analysis of the open-loop system without the feedback
from the THC to the WDC; this is the goal of the next
three sections. We also note that some of the details of
the above stabilizing and destabilizing effects of the
new feedback may be specific to the very idealized an-
nulus model that we use here for the WDC. Clearly,
additional work is needed with a more detailed and
realistic model.
3. Analysis of stable equilibrium
For sufficiently small values of the freshwater forc-
ing, the thermally driven thermohaline circulation is
stable. The linearization about this equilibrium pro-
vides a useful insight into the behavior of the equilib-
FIG. 4. As in Fig. 3 but with and without the feedback that
allows the WDC to change as function of the SST. With this
feedback, the behavior depends on the time constant for adjust-
ment of the WDC to the meridional SST gradient, . Results are
plotted for   0 (line with plus signs) and   max (line with open
circles). The solid line with no symbols is from Fig. 3, where the
WDC is fixed. The presence of the new feedback destabilizes the
THC for FW forcing of below 1.9 m yr1. Beyond the initial
bifurcation point (Fs  1.9 m yr1 without the feedback), there
are self-sustained oscillations and the maximum and minimum of
the limit cycle amplitude are plotted. For Fs  2 the system with
the feedback converges to a stable steady state, which does not
exist without this feedback.
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rium in the presence of a two-way feedback interaction
between THC and WDC. We will use approximations
to the frequency-domain response of the system with-
out the feedback from the THC to the WDC in order to
efficiently estimate the stability of the fully coupled sys-
tem as a function of the feedback amplitude k and time
constant , without resorting to simulation at each value
of these feedback parameters. To do so, we first intro-
duce some background terminology; more details are
available in any standard controls textbook (Doyle et
al. 1992; Franklin et al. 2002).
a. Root locus analysis
The strength  of the WDC and the freshwater forc-
ing Fs, may be thought of as the inputs to the PT04
model, and the strength of the THC, Q, and meridional
surface temperature gradient, G, are the outputs. The sys-
tem is shown schematically in Fig. 5, where K  K(k, )
represents the new feedback added here, allowing the
WDC strength  to change as a function of the THC
and the SST gradient G as in (14).
Our first objective is to characterize the stability of
the two-way coupled system in terms of the properties
of the one-way coupled system (i.e., without the feed-
back from the THC to the WDC). The input/output
dynamics of a linear system can be described by the
frequency-dependent amplitude and phase of the out-
put in response to a unit amplitude input sinusoid,
known as the “frequency response” or “transfer func-
tion” from input to output, see Franklin et al. (2002,
section 3.1.2., p. 99).
We linearize the model around an equilibrium point
x0 close to instability (Fs  1.9 m yr
1) where constant
inputs 0 and Fs lead to constant outputs Q0  C
T
Qx0,
G0  C
T
Gx0. Then, given a perturbation w to the WDC
strength,   0  w, we obtain perturbations in the
SST gradient, G  G0  g.
The transfer function is the ratio of the Laplace
transforms of w and g so that gˆ (s)  Tˆgw(s)wˆ(s).
To derive Tˆgw(s) we write our linearized Eq. (12) as
d/dt  A  Bw, where w is the “input” of the linear-
ized model, and the SST gradient anomaly (the model
output) is given by g  C. Laplace transforming gives
gˆ  C(Is  A)1Bwˆ  Tˆgwwˆ. The magnitude and phase
of Tˆgw are shown in Fig. 6 as a function of the complex
frequency s  i. The amplitude in Fig. 6 is nondimen-
sionalized by G0/0, and the phase () of Tˆgw(i) is
such that, if w  sint, then g  |Tˆgw(i)| sin(t  ()).
The relationship between the transfer function and
the corresponding time domain behavior can be exam-
ined through an example. If Tˆ  (s  )[(s  )2 
b2]1 and the input is white noise wˆ  1, then the out-
put g is the inverse Laplace transform of Tˆ wˆ, so g(t) 
cos(t)ebt. This transfer function is singular in the com-
plex s plane at s  b  i; these are referred to as the
poles of the transfer function and are the same as the
eigen-values of A. The location of the poles determine
both the frequency of the response, , and whether it is
stable, b  0, or unstable, b  0. The behavior of these
poles as a function of the model parameters is therefore
of great value in providing intuition on the dynamics.
Remember that g and w are deviations from the
steady state and are nonzero only for nonzero pertur-
bations. To study the dynamics of these deviations, and
therefore the stability of the system, we consider exter-
nal perturbations (e.g., white noise, or periodic pertur-
bations of different periods) added to the system as
FIG. 5. Block diagram of feedback interaction; the upper block
marked “WDC→THC” is the model of PT04 in which the WDC
affects the THC but where its amplitude is specified and is con-
stant in time. The lower block is the new feedback introduced in
this study, from the THC to the WDC, allowing the WDC to
change as a function of the SST.
FIG. 6. Frequency response Tgw of linearization of the coupled
WDC → THC system at Fs  1.9 m yr
1, from perturbations in
WDC strength  to perturbations in SST gradient G resulting
from THC. Magnitude is normalized by the equilibrium 0 and
G0 around which linearization is done. At the frequency corre-
sponding to maximum magnitude (marked by a dot on the two
curves), the phase is 30°.
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follows. Let the introduced noise terms added to g and
w be g and w. Since the system is linear, the response
to the perturbations in gˆ due to noise ˆg, and the re-
sponse of the feedback path between the SST gradient
G influencing WDC strength , to noise w, can be
described in the Laplace domain by
gˆ	s
  Tˆgw	s
wˆ	s
  ˆg	s
 and 	17

wˆ	s
  Kˆ	s
gˆ	s
  ˆw	s
, 	18

where Kˆ(s) is the transfer function of the assumed feed-
back (K in Fig. 5). Solving the above equations for the
deviations from steady state g and w, in terms of the
external noise terms ˆg and ˆw, leads to the closed-loop
dynamics (with the two-way feedback between the
THC and the WDC) being described by
 gˆ	s
wˆ	s
 I  Tˆgw	s
Kˆ	s
1
 I Tˆgw	s

Kˆ	s
 Kˆ	s
Tˆgw	s

 ˆg	s

ˆw	s

.
	19

If Tˆgw and Kˆ(s) are both stable (i.e., both have poles in
the left-half complex s plane only), then the stability of
this closed-loop system is determined by the properties
of the common factor [I  Tˆgw(s)Kˆ(s)]
1 in front of the
matrix on the rhs of (19) (Doyle et al. 1992). The sta-
bility of this system can be predicted from the dynamics
of the loop-transfer function TˆgwKˆ. This loop transfer
function physically represents our model, including the
influence of the WDC on the THC and the dynamics
that would influence the WDC in turn, but without the
actual connection from the THC to the WDC. In other
words, the loop-transfer function is the factor multi-
plying a signal as it travels once around the “loop” in
Fig. 5.
If the loop transfer function TˆgwKˆ is written as a
rational polynomial function kn(s)/d(s) of the Laplace
variable s, then the closed-loop pole location as a func-
tion of the feedback gain k is given by the roots of the
denominator of
	I  TˆKˆ
1 
1
1  kn	s

d	s


d	s

d	s
  kn	s

.
	20

Remember that both the feedback gain from the THC
to the WDC, k, and the time constant with which the
WDC equilibrates to changes in THC, , are uncertain.
We therefore want to study the stability as a function of
these parameters. As we shall shortly see, the advan-
tages of analyzing the open-loop system rather than the
closed-loop system are in both providing additional in-
sight and in making the analysis more efficient.
The plot of the pole location as a function of k, also
known as the root locus (chapter 5 in Franklin et al.
2002) is a useful tool for understanding the effects of
the gain k on the stability. For k  0 (no feedback), the
poles are those of the open-loop system and, assuming
this system is stable, the poles are in the left-half com-
plex s plane. The closed-loop poles (k  0) move away
from the open-loop poles along a continuous trajectory
as k increases. The angle in the complex s plane at
which the poles move from their location for k  0 is
called the “departure angle.” If this angle is 90°, for
example, the poles move parallel to the imaginary axis
and will not cross the imaginary axis; thus the system
remains stable as k increases. If, on the other hand, the
departure angle is 0°, the poles move directly toward
the imaginary axis, and increasing k will eventually lead
to the destabilization of the system. Thus the departure
angle provides insight into how the stability of the
closed-loop system depends on the feedback param-
eters (e.g., ).
The exact root locus is obtained by calculating the
roots of d(s)  kn(s) as a function of k. Figure 7 shows
the pole location as a function of the feedback gain (i.e.,
the root locus) obtained from the linearized system
TgwK for response times of the WDC to the SST set to
both   0 and   max. The nonzero response time is
characterized by a larger departure angle, and there-
fore results primarily in a decrease in frequency of the
response as the feedback amplitude varies, and the sys-
tem remains stable for much higher gain. Thus, we find
that the response time of the WDC to the winds and
SST has a stabilizing effect. To better understand why
this is true, an approximate analysis of the system is
useful.
b. Approximate root locus analysis
The above general characteristics of the root locus,
including the departure angle, can be obtained directly
from the phase of n(s) and d(s) (see chapter 5 in Frank-
lin et al. 2002). This allows us to predict the relevant
features of Fig. 7 based on an approximate linearized
analysis of the system without the feedback from the
THC to the WDC, and without the need to explicitly
calculate the poles for different values of the feedback
amplitude k (which would be of value particularly for
higher dimension systems). This involves approximat-
ing our two transfer functions, one describing the feed-
back from the WDC to the THC (PT04), and the other
describing the new physical feedback added here from
the THC to the WDC. The approximate analysis should
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be especially useful when this methodology is applied
to complex models in which the full analysis is not fea-
sible.
First, note that near the instability threshold as a
function of the freshwater forcing amplitude, the WDC
→ THC dynamics are damped oscillatory (Griffies and
Tziperman 1995; Tziperman et al. 1994) and hence
dominated by the dynamics of two complex-conjugate
lightly damped (stable) poles; that is, two poles that are
in the negative real part of the s plane. As the fresh-
water forcing increases, the damping of this dominant
pole pair decreases and the poles move toward the
imaginary axis. The Hopf bifurcation of the fully non-
linear model occurs when the damping of these poles
reaches zero, and the linearized system loses stability
when the poles move to the positive real axis half-plane.
The WDC → THC transfer function Tgw, for the stable
freshwater forcing regime near the instability threshold,
is therefore close to that of a slightly damped second-
order oscillatory system (a system of two first-order
ODEs with two damped oscillatory eigenmodes). At
the angular frequency of the THC oscillations past the
first bifurcation point, THC, the transfer function may
therefore be approximated as
Tˆgw	i
  |Tˆgw	iTHC
|eiTi
2
2THC
2
s2  2THCs  THC
2 ,
	21

where THC is the angular frequency of the poles at the
point of instability. The denominator is characterized
by having two poles, as required, with  being the
damping and THC the decay rate (distance from the
imaginary axis). The phase T is the phase of
Tˆgw(iTHC), so the overall magnitude and phase of the
transfer function at the resonant frequency are correct.
For our model, the phase at the resonant frequency is
approximately 30° (as marked by the dot on the two
curves in Fig. 6) and the magnitude is approximately 19
G0/0. This means that, if (t)/0 included a small si-
nusoidal perturbation at this frequency, then the result-
ing normalized SST gradient G(t)/G0 at this frequency
FIG. 7. Root locus of dominant poles (i.e., location of poles in the complex s plane as
function of the amplitude of the feedback from the THC to the WDC) for linearized coupled
WDC → THC system at Fs  1.9 for gain (feedback amplitude) values between k  0 and
k  1. Shown are the root locus for feedback time constant  of zero (thin line extending into
right-half-plane) and for feedback time equal to the that of the THC dynamics (line with dots).
The departure angle is larger for a finite response time, , of the WDC to the SST (the dotted
line). This indicates that a longer response time has a stabilizing effect on the coupled
WDC → THC system. In addition, the pole location for varying Fs is shown with a dashed line,
with the location for Fs  1.8, 1.9, and 2.0 marked by Xs. The root locus is symmetric about
the real axis; thus only the part above the real axis is shown here.
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would lag the input signal by 30° and have a magnitude
that is 19 times as large.
The transfer function Kˆ(s) of the feedback from the
THC to WDC is obtained by taking the Laplace trans-
form of the linearized version of the equation for the
WDC amplitude, (14), using G0  C
T
Gx0
Kˆ	s
 
wˆ	s

gˆ	s

 k
1
s  1 0G0. 	22

For frequencies close to THC, the variation in Kˆ(s)
with frequency is small relative to that of Tˆgw(s), which,
as can be seen in Fig. 6, varies rapidly at that frequency.
As a result, we can ignore the variations in Kˆ and ap-
proximate it as
Kˆ	i
  k	0
G0
e
iK. 	23

We are interested in the behavior for the normalized
feedback gain k, varying between 0 and 1. The phase of
Kˆ(s) at the frequency s  iTHC is found from (22) to be
K  tan
1(THC) and depends on the assumed
time constant . We have chosen max slightly less
than 1THC, so that K varies between 0° and 35° for
 between 0 and max. To obtain the correct magnitude
of the transfer function at the frequency THC, we set
  |1  iTHC |1, which varies between 0 and 0.8.
Using the above approximations for Tˆgw (21) and for
Kˆ (23), then for small feedback gain k it is straightfor-
ward to show (Franklin et al. 2002, 282–283) that the
departure angle of the dominant pole is T  K (mea-
sured counterclockwise as shown in Fig. 7). For small k,
the damping ratio of the dominant poles as a function
of both k and K (obtained from ) is given by
CL

 1  k
0
G0
|Tˆgw	iTHC
| cos	T  K

	24

with instability occurring when CL  0. These obser-
vations allow us to immediately estimate the stability of
the closed-loop system for any (small) feedback gain k
and feedback time lag . The departure angle with no
feedback time lag is 30°. This means that, as the feed-
back amplitude k is increased, we expect the poles to
move toward the positive real axis with a slight angle
from the most direct path to the positive real half com-
plex plane. This simply means that the feedback from
the THC to the WDC, with no time lag (  0), is quite
efficiently destabilizing. The additional feedback time
lag   0 increases the departure angle to 65°, which
is closer to being parallel with the imaginary axis, con-
sistent with Fig. 7, meaning again that in this case
changing the gain leads to a change of the frequency of
the response but with less motion toward the unstable
domain in the positive real half-plane.
The way that we represent the WDC response to the
SST (14) is effectively a low-pass filter on the variation
in the SST gradient. As the adjustment time is in-
creased, the magnitude of the WDC response to high
frequency THC or SST oscillations decreases, but also
the phase of the response changes, lagging the THC/
SST by a larger fraction of a cycle. The departure angle
of the root locus depends on the phase relationship
between oscillations in the WDC and oscillations in the
THC at the natural frequency as follows. The THC and
SST change due to WDC anomalies. This change then
induces a change in the WDC as well, due to the new
feedback introduced here. If this change to the WDC is
in phase with the original WDC anomalies, the new
feedback is strongly destabilizing, and vice versa. For
large WDC readjustment times, this phase lag turns out
to be large, nearly 1⁄4 cycle, so the new feedback is not
strongly destabilizing in this case. Thus, the effect of the
new feedback on the THC stability is a dynamic effect
associated with the relative phase of the WDC re-
sponse. The analysis of the eigenvalue dependence via
the root locus plot helps to understand the physics of
the behavior that would not be immediately obvious
based only on the simulation response in Fig. 4.
Thus, without the need to explicitly compute the sta-
bility as a function of time lag, it is immediately clear
that, about the original stable equilibrium, the new
feedback added in this paper will always be destabiliz-
ing. The bottom line is that this approximate analysis
based only on computing the departure angle is consis-
tent with the numerical calculation show in Fig. 7 and
will be a very useful tool for a more realistic model for
which the numerical calculation may be too expensive
or difficult to perform.
Noting again that small perturbations to the stable
steady state will result in damped oscillations, we now
proceed to calculate the sensitivity of the damping rate
() of the oscillations to changes in freshwater forcing.
This is done using a linearization about equilibrium
points for small perturbations in the freshwater forcing
Fs. First, Fig. 7 shows the pole location for the WDC →
THC system without the two-way feedback, as a func-
tion of the freshwater forcing (dash line and  marks).
The estimate of damping variation due to both FW
forcing (/Fs) and feedback amplitude [/k, ob-
tained from (24)] leads to a predicted shift in the FW
forcing at which the Hopf bifurcation occurs:
F*s   Fs
1k k. 	25
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This linear prediction, obtained through analysis at a
single value of Fs, is compared in Fig. 8 with the actual
shift in the bifurcation point with feedback for   0.
Good agreement is obtained for modest feedback gains
k, with the maximum error being approximately 30% at
a feedback gain of unity. Even for this low-order model
of WDC → THC dynamics, there is a significant com-
putational savings in this analysis in comparison with a
direct calculation of this sensitivity.
We have therefore demonstrated the value of the
control tools for understanding small amplitude (linear-
ized) behavior about the stable steady state. The analy-
sis was performed at freshwater forcing values smaller
than that leading to the first (Hopf) bifurcation and to
self-sustained oscillations. We saw that, in this regime,
approximate linear analysis efficiently predicts the ef-
fects of the feedback by which the THC strength affects
the WDC strength as a function of the feedback gain
and time constant, without resorting to full simulations
at each of the parameter values. In the next section we
use different control tools to analyze the self-sustained
variability beyond this first bifurcation point.
4. Limit cycle analysis
For freshwater fluxes greater than roughly 2 m yr1,
the model described in section 2 exhibits self-sustained
oscillations (limit cycle behavior), as shown in the top
panel in Fig. 9. This region of the parameter space is of
particular interest to understanding climate variability.
Approximate techniques for estimating the existence
and amplitude of the limit cycle can be used to predict
the variation in limit cycle amplitude as a function of
the feedback parameters. However, these techniques
are only computationally tractable for relatively low-
order systems, so we first explore methods for model
reduction using EOFs (Peixoto and Oort 1992), which
may be used to reduce the behavior of complex models
to low-order systems (i.e., a few ODEs) (Lumley 1970).
The behavior in Fig. 3 was obtained using a 256-point
discretization of each of the PDEs describing the salt
and temperature distribution around the surface annu-
lus, resulting in a state vector made of 517 variables
[256  2 (surface T, S)  4 (deep T, S)  1 ()]. Near
the bifurcation point, however, the behavior of the sys-
tem is characterized by only a few active degrees of
freedom and may therefore be described by a reduced
order model composed of a few ODEs, simplifying sub-
sequent analysis. This reduced model is obtained using
EOFs of the simulation response to identify mode
shapes, and Galerkin projection to identify the result-
FIG. 8. Value of freshwater forcing Fs at which first bifurcation
(transition from a stable THC to oscillations) occurs as function of
feedback amplitude (gain) between 0 and 1. Shown are the values
from full model (solid line) and a prediction using the linearized
root locus arguments of Eq. (25) (dashed line).
FIG. 9. Approximation of limit cycle behavior for freshwater
forcing Fs  2.0 m yr
1 using describing functions. (a) A com-
parison of the time history without the feedback from the THC
with the WDC for the full solution (dashed line) and describing
function approximation (solid line). (b) The trend in limit cycle
amplitude with feedback gain for the full solution (dashed line)
and describing function analysis (solid line). (c) The limit cycle
characteristics for a normalized feedback gain of 0.5; note the
different time scale.
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ing nonlinear ODEs for the reduced order model. Re-
lated (and perhaps even more optimal) methods have
been used in oceanography by Timmermann et al.
(2001).
EOFs identify “optimal” basis functions i that mini-
mize the residual error in fitting the observed data, with
the norm of a vector x defined by an appropriate inner
product ||x||  x, x (e.g., Rowley et al. 2004). Fre-
quently, the inner product x1, x2  x
T
1 x2 is chosen for
simplicity, but this does not provide any scaling or nor-
malization of the state. One of the challenges associ-
ated with using EOFs as a basis for model reduction is
that, while it captures those modes with the largest
magnitude (as defined by the choice of inner product),
there may be modes with small magnitude that none-
theless are critical for describing the future evolution of
the system (Farrell and Ioannou 2001). This problem
can be overcome using a balanced trunctation (Farrell
and Ioannou 2001). Another approach by Rowley
(2005) that still retains the computational advantages of
EOFs is to use the “observability Gramian” in the inner
product used in computing the EOF basis: x1, x2 
xT1 Wox2. The observability Gramian, Wo ∈ nn, relates
the current state vector x(t) ∈ n (in our case, the
model temperature and salinity) to the evolution of the
variables of interest y(t) (e.g., THC strength) over all
future time; that is,
x	t
TWox	t
  
t

y	r
Ty	r
 dr. 	26

By measuring the importance of the state explicitly in
terms of its influence on the future evolution of the
variables of interest, we ensure that the reduced-order
model constructed using EOFs captures the dynami-
cally relevant characteristics of the model rather than
simply the most energetic states. This is essential to the
validity of the reduced-order model. For a linear system
x˙  Ax with output y  Cx, the observability Gramian
defined in Eq. (26) is readily obtained as the solution to
a Lyapunov equation ATWo  WoA  CTC 0; for a
derivation, see Franklin et al. (2002, p. 855).
The Lyapunov equation has been discussed in the
context of data assimilation by Hoang et al. (1997),
Tippett and Cohn (2001), and Tippett et al. (2000).
Rowley (2005) also discusses data-based estimation of
the Gramian appropriate for large systems where direct
calculation of the Lyapunov solution is computationally
infeasible. The observability Gramian is evaluated in
our case near the stability boundary of the linearized
system, with the THC strength Q as the system output
[y(t) above]. Choosing this weighting by the Gramian
gives an emphasis on those states with the largest con-
tribution to the THC strength and improves the con-
vergence of the EOFs in capturing the dynamics. Near
the onset of the limit cycle we find that the first four
EOFs capture 99% of the variance (defined via this
inner product).
The change in basis of our model (from the values of
temperature and salinity at each grid point to the EOF
amplitudes) can be described by
x	t
  !
i1
n
iqi	t
, 	27

where i ∈ 
2M5, i  1 . . . n, and n is the number of
basis functions (which are vectors of length equal to
that of the state vector) that we choose to retain for a
low-order representation of the full model dynamics.
Because of the structure of our model, (11), the scalar
coefficients of the Galerkin projection, qi(t), are straight-
forward to compute using inner products (Rowley et al.
2004). Define Xij  i, Xj  , Yijk  i, (CTQj)Yk 
and Z i  i, Z . The resulting n state model for the
system without the feedback from the THC to the
WDC is
q˙i  !
j1
n
Xijqj  !
j1
n
!
k1
n
Yijkqjqk  Zi. 	28

The corresponding terms with the feedback of the THC
to the WDC can be similarly computed using (16). We
typically retain n  4 basis functions for the calculations
shown below. This is sufficient for the dynamics in (28)
to accurately reproduce the period, amplitude, and spa-
tial characteristics of the limit cycle obtained with the
full equations.
Once we have reduced our model from a 2M  5 
517 equations for x(t) to n  4 equations for qi(t), the
amplitude of the limit cycle can be predicted using a
“describing functions” procedure (Gelb and Vander
Velde 1968), which is basically a weakly nonlinear ap-
proximation in which the nonlinear model evolution is
“described” by a few sinusoidal terms. We seek solu-
tions for q(t) ∈ n of the form
q	t
     sint   cost   sin2t   cos2t,
	29

where q(t), , , and so on, are vectors of dimension
equal to the number of EOFs kept in the reduced
system. Next, we substitute this form into the non-
linear equations in (28). The nonlinearities result in
nonlinear sine and cosine terms, and identities such as
sin2t  (1  cos2t)/2 are used to reduce the expres-
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sion to a linear series of sines and cosines of higher
frequency. Next, we truncate the expressions obtained
that way by neglecting all higher frequencies except for
 and 2. Finally, comparing coefficients for each of
the harmonics (constant term which is independent of
time, sint, cost, sin2t, cos2t, we obtain five vector
equations for the elements of , , ,  and , which
together form a set of 5n equations.
Including , there are 5n  1 unknowns; however,
since we are not interested in an absolute time refer-
ence, one of the elements of any one of the unknown
coefficient vectors may be set to zero without loss of
generality before solving for the rest of the elements.
This leads to 5n equations for the 5n unknown coeffi-
cients of q(t) in (29). This method of reducing the non-
linearities to a set of harmonics is called in the control
literature “describing function analysis,” the method
for obtaining the resulting set of equations is known as
the “harmonic balance,” and together these allow us to
estimate the presence and characteristics of limit cycles.
Frequently, only the component of the response at
the frequency of the input is retained (i.e., only the , ,
 terms above), and thus the approach can be thought
of as a quasi linearization where each nonlinearity is
replaced by a frequency- and amplitude-dependent
gain. To capture the highly nonsinusoidal characteris-
tics of the WDC → THC limit cycle, herein we retain
the first harmonic of the response as well.
This method is essentially the same as the weakly
nonlinear approximation used by Eccles and Tziper-
man (2004), which is also equivalent to various averag-
ing techniques such as used in the appendix of Jin
(1997). Nontrivial solutions describe limit cycles, which
are self-sustained finite amplitude, periodic solutions
to the model equations. An example illustrating the
ability of this technique to capture limit cycle solutions
of the original simulation is shown in the top panel in
Fig. 9; the first four EOFs were used (n  4) and the
amplitudes of the fundamental and first harmonic (i.e.,
the  and 2 terms) solved for as described above. For
the WDC → THC system without the new feedback
added in this work (k  0), the time history of the THC
strength computed from the full nonlinear simulation
for two cycles of the limit cycle is compared with the
predicted limit cycle reconstructed from the solution
q(t) identified from the “describing function” approach.
While clearly an approximation, both amplitude and
period are predicted with reasonable accuracy, despite
retaining only a few spatial basis functions and a few
terms in the harmonic balance.
The set of basis functions used in the top panel in Fig.
9 was obtained from the simulation without the feed-
back from the THC to the WDC. We can now modify
the reduced-order model for qi(t) based on these same
basis functions in order to predict the behavior of the
limit cycle for nonzero values of the new feedback in-
troduced in this paper (nonzero feedback gain, k). The
reduced-order model with feedback is created as in
(28), but with X , Y, and Z computed using the model
with feedback in (16) rather than (11). For each value
of k, the coefficients of the reduced-order model are
updated and the limit cycle solution estimated, as de-
scribed above. The middle panel in Fig. 9 shows the
amplitude of the limit cycle based on this calculation
using the reduced-order model versus a calculation
based on the full model equations. The trend in limit
cycle behavior with feedback is clearly adequately pre-
dicted for small values of k up to about 0.4. For larger
gain, the set of basis functions is not sufficiently rich to
capture the behavior of the dynamics, and more impor-
tantly, the limit cycle is less well represented by includ-
ing only harmonics up to 2. The bottom panel in Fig.
9 shows the actual limit cycle for a normalized feedback
gain of 0.5; not surprisingly, there is a significant error
in using the describing function and harmonic balance
approach to estimate the limit cycle amplitude at this
gain.
The approach used in this section can do a reason-
able job of predicting the parameter dependency of
limit cycle amplitude and frequency provided that (i)
the basis set used is sufficiently rich to capture the dy-
namics throughout the range of parameters explored
and (ii) the number of harmonics kept is adequate to
represent the limit cycle temporal behavior. We saw
that, for the current example, these conditions are sat-
isfied for feedback amplitude of less than about 0.5.
These methods of analyzing periodic solutions can
also be applied to the simplification and understanding
of periodic behavior of complex models, such as gen-
eral circulation models.
5. Large-amplitude limit cycle
Without the feedback interaction allowing the THC
to influence the WDC amplitude, the model undergoes
a second transition near Fs  2.35 m yr
1 from a mod-
erate amplitude, long period (200 yr) limit cycle to a
large amplitude, shorter period (50 yr) limit cycle
(PT04). In this latter regime, the THC is nearly shut-off
in part of the cycle and oscillates between this and a
strong THC state. In the presence of the new feedback
from the THC to the WDC considered in this work,
however, the corresponding regime (Fs  2) is charac-
terized by a stable steady-state THC that is thermally
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dominant and only slightly weaker than the weak FW
stable state (Fig. 4).
The primary mechanism underlying this stabilization
results from an increase in the average strength of the
wind-driven circulation due to the newly introduced
feedback, with a stable equilibrium existing for suffi-
ciently rapid WDC. This equilibrium also exists without
feedback, for sufficiently rapid WDC. This can be seen
from Fig. 10 in which the stable and limit cycle regimes
are plotted for fixed WDC (without the new feedback)
as a function of both the WDC circulation time and the
FW forcing. For 21  70 yr the equilibrium loses
stability for Fs  1.9, but for larger  (shorter WDC
circulation time) remains stable as FW forcing is in-
creased. Note that the WDC axis of Fig. 7 in PT04 was
inadvertently flipped about 21  70 yr, and with
this correction also shows the stable region for suffi-
ciently large . For a feedback amplitude of k  1, the
WDC strength is shown as a function of FW forcing by
the line with dots in Fig. 10.
The above explanation complements the more tradi-
tional physical mechanism given in section 2b in terms
of the advection of salinity anomalies around the gyre.
Together, the control analysis and the physical mecha-
nism provide a fuller understanding of the model be-
havior.
We reiterate that, in addition to causing a steady
change in the WDC, the feedback also responds to un-
steady perturbations and therefore affects the stability
of the mean flows. Specifically, we explained in section
2b that the feedback may be stabilizing if the THC is
weak and the WDC strong. This is consistent with the
location of the dashed line in Fig. 10. The solid line
indicates the boundary between stable steady-state so-
lutions (unshaded) and a time variable limit cycle solu-
tion (shaded) in the absence of the new feedback. This
boundary with the new feedback included is shown by
the dashed line. Clearly the feedback has made the
stable region larger, indicating that it can indeed be
stabilizing. This stabilization is due to two factors. First,
the feedback makes the mean WDC stronger. Second,
there is the dynamic stabilization involving the advec-
tion of salinity anomalies similar to that described ear-
lier, but in the regime where the THC is weak and the
WDC is strong.
The minimum normalized feedback gain required for
stability, as a function of FW forcing, is shown in Fig. 11
for feedback time constants   0 and   max. As
expected, the system remains stable for much lower
feedback strengths if the WDC response is more nearly
in phase with the THC perturbation that induced it.
These stabilizing effects of the feedback that allows the
WDC to change as function of the SST and THC may
again be explained and predicted from a linearized
analysis and a root locus plot, as in section 3. Note that
FIG. 10. Understanding the new stable equilibrium arising when
the WDC is allowed to respond to changes in the SST (k  0). The
stability boundary without this feedback from the THC to the
WDC is plotted as a function of WDC time scale and FW forcing:
the shaded region corresponds to limit-cycle solutions, while the
white area is characterized by a thermally dominant stable steady-
state solution. Also plotted (line with dots) is the WDC as func-
tion of the FW forcing for the new stable thermally dominant
stable equilibrium that appears at large FW forcing in the pres-
ence of the new feedback from the THC to the WDC. The nomi-
nal WDC strength has a 70-yr time scale, but the feedback in-
creases the mean WDC strength, which brings the model into the
stable region. The dashed line is the steady WDC time at the
minimum stabilizing feedback gain, indicating that there is also a
dynamic stabilizing effect.
FIG. 11. Minimum amplitude k of the feedback from the THC
to the WDC, for which the stable thermally dominant equilibrium
at large FW forcing values exists as a function of the FW forcing.
Shown for feedback time constant   0 (line with dots) and for
  max (line with circles).
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such an analysis is obviously incapable of determining
whether the bifurcation at the stability boundary will be
super- or subcritical.
6. Conclusions
While many previous studies have considered the
separate variability and dynamics of the thermohaline
circulation and the wind-driven circulation, the two are
clearly strongly coupled. In this paper we have used a
simple extension of the coupled WDC → THC model
of PT04 to explore the dynamics of the fully coupled
system. The new element that was added here is that
the amplitude of the wind-driven circulation is deter-
mined via feedback from the sea surface temperature
gradient, which is in turn influenced by the thermoha-
line circulation. This simple model illustrates that this
feedback mechanism has the potential to significantly
alter the dynamics of the coupled system.
For small freshwater flux where a steady-state solu-
tion exists (i.e., below the first Hopf bifurcation), the
effect of the new feedback considered here is destabi-
lizing. That is, one finds that self-sustained oscillations
replace the steady-state solution for a smaller freshwa-
ter forcing than without this new feedback. Similarly,
the amplitude of the limit cycle obtained for freshwater
flux slightly higher than the bifurcation value is in-
creased under feedback.
At higher freshwater forcing still, the WDC → THC
system with a fixed WDC makes a transition into a
large-amplitude limit cycle (PT04). We find here that
allowing the WDC to change as function of the SST
significantly affects this behavior and, instead of a very
large amplitude THC oscillation, we find a new stable
equilibrium point, which corresponds to a somewhat
weaker thermally dominant THC. This new steady
state exists even for fairly large freshwater forcing val-
ues and is purely the result of the adjustment allowed
here of the WDC to changes in the SST.
We have analyzed the behavior of the coupled WDC
→ THC using both traditional oceanographic physical
arguments and using methods borrowed from control
engineering. We feel that these tools have the potential
to be useful in many oceanographic and climate vari-
ability phenomena where feedbacks between different
subsystems play a dominant role. Some of the physical
mechanisms found here for the role of the two-way
feedback between the THC and WDC are clearly spe-
cific to the very idealized representation of the two
circulations that we have employed here. We feel, how-
ever, that the interesting results found here regarding
the importance of properly representing the two-way
feedback justify and motivate a further examination us-
ing more realistic models of the WDC and THC.
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