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Abstract.In this Colloqium Lecture (by one of the authors (D.S)) a thorough pre-
sentation of the authors research on the subjects ,stated in the title,is given.By quite
laborious mathematics it is explained how one can handle systems in which each
Heisenberg commutation relation is deformed separately.For Hilbert space realizabil-
ity a detailed determinant computations (extending Zagier’s one parametric formulas)
are carried out.The inversion problem of the associated Gram matrices on Fock weight
spaces is completely solved (Extended Zagier’s conjecture) and a counterexample to
the original Zagier’s conjecture is presented in detail.
Sazˇetak.U ovom Kolokviju (jednog od autora (D.S)) cjelovito su prikazana istrazˇi-
vanja autora o temama formuliranima u naslovu.S poprilicˇno matematike objasˇnjeno
je kako se mogu obradivati sustavi u kojima je svaka Heisenbergova komutacijska
relacija deformirana odvojeno.Za realizabilnost na Hilbertovu prostoru provedeno je
detaljno racˇunanje determinanata (koje prosˇiruje Zagierove jednoparametarske for-
mule).Problem inverzije pridruzˇenih Gramovih matrica na Fockovim tezˇinskim pros-
torima je potpuno rijesˇen (Prosˇirena Zagierova hipoteza) i kontraprimjer za originalnu
Zagierovu hipotezu je detaljno prikazan.
Key words and phrases.Multiparametric canonical commutation relations,deformed
partial derivatives,lattice of subdivisions,deformed regular representation,quantum bi-
linear form,Zagier’s conjecture.
Kljucˇne rijecˇi i pojmovi.Multiparametarske kanonske komutacijske relacije,deformirane
parcijalne derivacije,resˇetka subdivizija,deformirana regularna reprezentacija, kvantna
bilinearna forma,Zagierova hipoteza.
Introduction
Following Greenberg, Zagier, Bozˇejko and Speicher and others we study a collections
of operators a(k) satisfying the ”qkl-canonical commutation relations ”
a(k)a†(l)− qkla
†(l)a(k) = δkl
(corresponding for qkl = q to Greenberg (infinite) statistics, for q = ±1 to classical
Bose and Fermi statistics). We show that n!×n! matrices An({qkl}) representing the
scalar products of n-particle states is positive definite for all n if |qkl| < 1, all k,l,so
that the above commutation relations have a Hilbert space realization in this case.
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This is achieved by explicit factorizations of An({qkl}) as a product of matrices of the
form (1 −QT )±1, where Q is a diagonal matrix and T is a regular representation of
a cyclic matrix. From such factorizations we obtain in THEOREM 1.9.2[DETERMI-
NANT FORMULA] explicit formulas for the determinant of An({qkl}) in the generic
case (which generalizes Zagier’s 1-parametric formula). The problem of computing
the inverse of An({qkl}) in its original form is computationally intractable (for n = 4
one has to invert a 24× 24 symbolic matrix). Fortunately, by using another approach
(originated by Bozˇejko and Speicher ) we obtain in Theorem 2.2.6 a definite answer
to that inversion problem in terms of maximal chains in so called subdivision lat-
tices. Our algorithm in Proposition 2.2.15 for computing the entries of the inverse
of An({qkl}) is very efficient. In particular for n = 8, when all qkl = q, we found
a counterexample to Zagier’s conjecture concerning the form of the denominators of
the entries in the inverse of An(q). In Corollary 2.2.8 we formulate and prove Ex-
tended Zagier’s Conjecture which turns to be the best possible in the multiparametric
case and which implies in one parametric case an interesting extension of the original
Zagier’s Conjecture.By using a faster algorithm in Proposition 2.2.16 we obtain in
THEOREM 2.2.17[INVERSE MATRIX ENTRIES] explicit formulas for the inverse
of the matrices An({qkl}) in the generic case. Finally, there are applications of the
results above to discriminant arrangements of hyperplanes and to contravariant forms
of certain quantum groups.
1 Multiparametric quon algebras, Fock-like repre-
sentation and determinants
1.1 qij-canonical commutation relations
Let q = {qij : i, j ∈ I, q¯ij = qji} be a hermitian family of complex numbers (pa-
rameters), where I is a finite (or infinite) set of indices.Then by a multiparametric
quon algebra A = A(q) we shall mean an associative (complex) algebra generated by
{ai, a
†
i , i ∈ I} subject to the following qij - canonical commutation relations
aia
†
j = qija
†
jai + δij , for all i, j ∈ I.
Shortly, we shall give an explicit Fock-like representation of the algebra A(q) on the
free associative algebra f (the algebra of noncommuting polynomials in the indetermi-
nates θi, i ∈ I) with ai acting as a generalized qij-deformed partial derivatives i∂ =
q
i ∂
w.r.t. variable θi (the i-th annihilation operator), and a
†
i as multiplication by θi (the
i-th creation operator). Moreover a†i will be adjoint to ai w.r.t. certain sesquilin-
ear form ( , )q on f which will be better described via certain canonical q-deformed
bialgebra structure on f , generalizing the one used by Lusztig in his excellent treat-
ment of quantum groups [Lus]. Then by explicit computation (which extends Zagier’s
method) of the determinant of ( , )q we show that ( , )q is positive definite provided
the following condition on the parameters qij holds true: |qij | < 1, for all i, j ∈ I
This condition ensures that all the many-particle states a†i1 · · · a
†
ir
|0 >= θi1 · · · θir ,
ij ∈ I, r ≥ 0, are linearly independent, so we obtain a Hilbert space realization of the
qij -canonical commutation relations. We first need some notations:
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N = {0, 1, 2, . . .} = the set of nonnegative integers ,C = the set of complex numbers
(N[I],+) = the weight monoid i.e. the set of all finite formal linear combinations
ν =
∑
i∈I νii, νi ∈ N, i ∈ I with componentwise addition ν+ν
′
=
∑
i∈I(νi+ν
′
i)i
|ν| =
∑
i∈I νi ∈ N for ν =
∑
i∈I νii ∈ N[I]
β : (N[I],+)× (N[I],+) −→ (C, ·), the bilinear form on (N[I],+) given by i, j 7→ qij ,
i.e. for ν =
∑
i∈I νii, ν
′
=
∑
j∈I ν
′
jj, β(ν, ν
′
) =
∏
ij q
νiν
′
j
ij .
1.2 The algebra f
We denote by f the free associative C-algebra with generators θi(i ∈ I). For any
weight ν =
∑
i∈I νii ∈ N[I] we denote by fν the corresponding weight space, i.e. the
subspace of f spanned by monomials θi = θi1 · · · θin indexed by sequences i = i1 . . . in
of weight ν,|i| = ν (this means that the number of occurrences of i in i is equal
to νi, for all i ∈ I). Then each fν is a finite dimensional complex vector space and
we have a direct sum decomposition f =
⊕
ν fν , where ν runs over N[I]. We have
fν fν′ ⊂ fν+ν′ , 1 ∈ f0 and θi ∈ f(i). An element x of f is said to be homogeneous if it
belongs to fν for some ν. We than say that x has weight ν and write |x| = ν.
We consider the tensor product f ⊗ f with the following qij -deformed multiplication
(x1 ⊗ x2)(x
′
1 ⊗ x
′
2) = (
∏
i,j
q
νiν
′
j
ij )x1x
′
1 ⊗ x2x
′
2, if x2 ∈ fν , x
′
1 ∈ fν′
where x1, x
′
1, x2, x
′
2 ∈ f are homogeneous; this algebra is associative since β(ν, ν
′
) is
bilinear. The following statement is easily verified: if r = rq : f −→ f⊗f is the unique
algebra homomorphism such that r(θi) = θi ⊗ 1 + 1⊗ θi, for all i, then
r(θiθj) = r(θi)r(θj) = θiθj ⊗ 1 + qijθj ⊗ θi + θi ⊗ θj + 1⊗ θiθj
More generally, the value of r on any monomial θi = θi1θi2 · · · θin is given by:
r(θi) =
∑
k+l=n,g=(k,l)−shuffle
qi,gθig(1) · · · θig(k) ⊗ θig(k+1) · · · θig(k+l)
where (k, l)− shuffle is a permutation g ∈ Sk+l such that g(1) < g(2) < · · · < g(k)
and g(k + 1) < g(k + 2) < · · · < g(k + l) and where for g ∈ Sn we denote by qi,gthe
quantity
qi,g :=
∏
a<b,g(a)>g(b)
qiaib
1.3 The sesquilinear form ( , )q on f
Note that r maps fν into
⊕
(ν′+ν′′=ν) fν′
⊗
fν′′ . Then the linear maps fν′+ν′′ −→
fν′
⊗
fν′′ defined by r give, by passage to dual spaces, linear maps f
∗
ν
′
⊗
f∗
ν
′′ −→
f∗
ν
′+ν′′
. These define the structure of an associative algebra with 1 on
⊕
ν f
∗
ν . For any
i ∈ I, let θ∗i ∈ f
∗
i be the linear form given by θ
∗
i (θj) = δij . Let Φq : f −→
⊕
ν f
∗
ν be
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the unique conjugate-linear algebra homomorphism preserving 1, such that Φq(θi) =
θ∗i , for all i. For x, y ∈ f , we set
(x, y)q = Φq(y)(x)
Then ( , ) = ( , )q is a unique sesquilinear form on f such that a) (θi, θj) =
δij , for all i, j ∈ I; b) (x, y
′
y
′′
) = (r(x), y
′⊗
y
′′
), for all x, y
′
, y
′′
∈ f ; c) (xx
′
, y
′′
) =
(x
⊗
x
′
, r(y
′′
)), for all x, x
′
, y
′′
∈ f .Clearly,d) (x, y) = 0 if x and y are homogeneous
with |x| 6= |y|.Thus the subspaces fν , fν′ are orthogonal w.r.t. ( , ) for ν 6= ν
′
.
1.4 The qij-deformed partial derivative maps
q
i ∂ and
q∂i
Let i ∈ I. Clearly there exists a unique C-linear map i∂ =
q
i ∂ : f −→ f such that
i∂(1) = 0, i∂(θj) = δij , for all j and obeying the generalized Leibniz rule :
a) i∂(xy) = i∂(x)y + β(i, |x|)xi∂(y) = i∂(x)y +
∏
j q
νj
ij xi∂(y), if x ∈ fν
for all homogeneous x,y. If x ∈ fν we have i∂(x) ∈ fν−i if νi ≥ 1 and i∂(x) = 0 if
νi = 0; moreover r(x) = θi
⊗
i∂(x) + terms of other bihomogeneities. Similarly,we
define unique C-linear map ∂i =
q∂i : f −→ f such that ∂i(1) = 0, ∂i(θj) = δij for all
j and ∂i(xy) = β(|y|, i)∂i(x)y + x∂i(y) (= (
∏
j q
νj
ji )∂i(x)y + x∂i(y), if y ∈ fν) for all
homogeneous x,y. From the definition we see that
b) (θiy, x) = (y, i∂(x)), (yθi, x) = (y, ∂i(x)), for all x, y;i.e. the operator i∂ (resp. ∂i)
is the adjoint of the left (resp. right) multiplication by θi.We shall need the following
explicit formula for i∂ =
q
i ∂ : f −→ f
c) i∂(θj1 · · · θjn) =
∑
(p:jp=i)
qij1 · · · qijp−1θj1 · · · θˆjp · · · θjn
whereˆdenotes omission of the factor θjp . This formula is obtained by iterating the
recursive definition a) for i∂ or by using the general formula for r in 1.2. Similar
formula holds for ∂i.
1.5 Fock representation of multiparametric quon algebra A(q)
Here we give a representation of the multiparametric quon algebra A = A(q) (defined
in 1.1) on the underlying vector space of the free associative algebra f .
PROPOSITION 1.5.1. For each i ∈ I let a†i acts on f as left multiplication by θi
and let ai acts as a linear map i∂ defined in 1.4. Then
a) ai, a
†
i make f into a left A - module
b) a†i is adjoint to ai w.r.t. sesquilinear form ( , ) = ( , )q defined in 1.3.
c) ai : f −→ f is locally nilpotent for every i ∈ I.
1.6 The matrix A(q) of the sesquilinear form ( , )q on f
Here we study the sesquilinear form ( , )q on f , defined in 1.2, via associated matrix
w.r.t. the basis B = {θi = θi1 · · · θin |ij ∈ I, n ≥ 0} of the complex vector space f =⊕
ν fν . Let B
′
= {θi = θi1 · · · θin |i1, . . . , in all distinct} and B
′′
= B\B
′
= {θi1 · · · θin |
not all i1, . . . , in distinct}. Then we have the direct sum decomposition f = f
′⊕
f
′′
,
where f
′
= spanB
′
, f
′′
= spanB
′′
. Note that for any weight ν =
∑
νii ∈ N[I] we
have fν ⊂ f
′
(resp.fν ⊂ f
′′
) if all νi ≤ 1 (resp. some νi ≥ 2). Then we call such
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weight ν generic (resp. degenerate ) and we have further direct sum decompositions
f
′
=
⊕
ν genericfν , f
′′
=
⊕
ν degeneratefν .
PROPOSITION 1.6.1. i) Let A = A(q) : f −→ f be the linear operator,
associated to the sesquilinear form ( , ) = ( , )q on f defined by
A(θj) =
∑
i
(θj, θi)qθi
Then the f
′
, f
′′
, fν (ν ∈ N[I]) are all invariant subspaces of A, yielding the following
block decompositions for the corresponding matrices
A = A
′⊕
A
′′
, A
′
=
⊕
ν generic
A(ν), A
′′
=
⊕
ν degenerate
A(ν),
with entries given by the following formulas:
ii) Let i = i1 . . . in and j = j1 . . . jn be any two sequences with the same generic
weight ν and let σ = σ(i, j) ∈ Sn be the unique permutation such that σ · i = j (i.e.
iσ−1(p) = jp, all p). Then
A
′
i,j = A
(ν)
i,j = qi,σ(= q¯j,σ−1)
where (cf. 1.2) qi,σ :=
∏
(a,b)∈I(σ) qiaib with I(σ) = {(a, b)|a < b, σ(a) > σ(b)}
denoting the set of inversions of σ.
iii) Let i = i1 . . . in and j = j1 . . . jn be any two sequences of the same degenerate
weight ν and let σ(i, j) = {σ ∈ Sn|iσ−1(p) = jp, all p}. Then
A
′′
i,j = A
(ν)
i,j =
∑
σ∈σ(i,j)
qi,σ−1 (=
∑
σ∈σ(i,j)
q¯j,σ−1).
Proof. i) follows from 1.3d). For ii) we have, by 1.4b)
A
′
i,j = Ai,j = (θj, θi)q = (i1∂(θj), θi2 · · · θin)q = · · · = in∂ · · · i1∂(θj1 · · · θjn)
By applying 1.4d) successively for i = i1, i2, . . . and if jσ(1) = i1, jσ(2) = i2, · · · we
obtain (
∏
1<b,σ(b)<σ(1) qi1ib)(
∏
2<b,σ(b)<σ(2) qi2ib) · · · =
∏
a<b,σ(b)<σ(a) qiaib = qi,σ, so
the claim follows. The proof of iii) is similar as for ii) except that σ is not unique. 
Remark 1.6.2. For any weight ν =
∑
νii with |ν| =
∑
νi = n, the size of the matrix
A(ν) is equal to n!/
∏
i νi! = dim fν . Hence for ν generic A
(ν) is an n!× n! matrix.
Example 1.6.3. Let I = {1, 2, 3} and ν generic with ν1 = ν2 = ν3 = 1. Then w.r.t.
basis {θ123, θ132, θ312, θ321, θ231, θ213}
A123 =


1 q23 q23q13 q12q13q23 q12q13 q12
q32 1 q13 q13q12 q12q13q32 q12q32
q32q31 q31 1 q12 q12q32 q12q31q32
· · · 1 q32 q31q32
· · · q23 1 q31
· · · q13q23 q13 1


=
(
X Y
Y¯ X¯
)
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where X¯T = X , Y T = Y .
Example 1.6.4. Let I = {1, 2, 3} and ν degenerate with ν1 = 2, ν2 = 0, ν3 = 1.
Then w.r.t. basis {θ113, θ131, θ311}
A113 =

 1 + q11 q13 + q11q13 q
2
13 + q11q
2
13
q31 + q31q11 1 + q11q13q31 q13 + q11q13
q231 + q
2
31q11 q31 + q31q11 1 + q11

 .
1.7 A reduction to generic case
Some questions about the matrices A(ν) for general ν (e.g. invertibility, positive
definiteness) can be reduced to the generic situation by using the following observa-
tion. Let ν =
∑
i νii ∈ N[I] be a degenerate weight.Let I˜ be any set of size equal
to n = |ν| =
∑
i νi and let φ : I˜ −→ I be a function which maps exactly νi el-
ements i˜ of I˜ to i ∈ I, and let q˜ be the induced hermitian family of parameters
q˜i˜,j˜ := qi,j (˜i, j˜ ∈ I˜) where i = φ(˜i), j = φ(j˜).Let f˜ be the free associative algebra with
generators θ˜1, . . . , θ˜n and let ( , )q˜ be the sesquilinear form on f˜ associated to q˜ (as in
1.3). Let f˜ν˜ be the generic weight space corresponding to ν˜ ∈ N[I˜] where ν˜i˜ = 1, for
every i˜ ∈ I˜. Let H = Hν be the group of all bijections of I˜ which map φ−1{i} to itself
for every i ∈ φ(I˜). This group is isomorphic to the Young subgroup
∏
i Sνi ⊂ Sn.
Let Y be the subspace of f˜ν˜ spanned by H-invariant vectors θ˜H i˜ =
∑
h∈H θ˜h·˜i where
θ˜h·˜i = θ˜i˜h−1(1)
· · · θ˜i˜
h−1(n)
. Then for the operator A˜ associated to the form ( , )q˜ we
have
A˜(θ˜H j˜) =
∑
h∈H
A˜(θ˜
h·˜j) =
∑
h∈H
∑
i˜
(θ˜
h·˜j, θ˜˜i)q˜ θ˜˜i.
By Prop.1.6.1. we can write A˜(θ˜H j˜) =
∑
i˜
A
(ν)
i,j θ˜˜i =
∑
iA
(ν)
i,j θ˜H i˜.Thus we have proved
that Y is an invariant subspace of the operator A˜ associated to the form ( , )q˜ and
moreover that the matrix of A˜|Y w.r.t basis of H-invariant vectors θ˜
H i˜
coincides with
A(ν). From this fact we conclude that
1) If A˜|˜
fν˜
is invertible, then A(ν) is invertible too. In particular [A(ν)]−1i,j =∑
h∈H [A˜
(ν˜)]−1
i˜,h˜j
,where i˜, j˜ are chosen so that φ(˜i) = i, φ(˜j) = j.This means
that the entries of [A(ν)]−1(ν degenerate)can be read off from the sums of H-
equivalent columns of the matrix [A˜(ν˜)]−1(ν˜ generic).
2) The determinant of A(ν) divides the determinant of A˜(ν˜).
3) If A˜(ν˜) is positive definite, then A(ν) is positive definite too.
1.8 Factorization of matrices A(ν) for ν generic
First of all we point out that the rows of our multiparametric matrices A(ν) are not
equal up to reordering (what was true in [Zag], where all qij are equal to q). There-
fore, the factorization of the matrices A(ν) can not be reduced to the factorization
of the corresponding group algebra elements as was treated by Zagier. Instead, by
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a somewhat tricky extension of the Zagier’s method we show how this can be done
on the matrix level. This is achieved by studying a qij -deformation of the regular
representation of the symmetric group which is only quasimultiplicative, i.e., multi-
plicative only up to factors which are diagonal (qij -dependent) matrices (”projective
representation”). For ν =
∑
νii ∈ N[I] generic,n = |ν| =
∑
νi let Rν denotes the
action of the symmetric group Sn on the (generic) weight space fν , given on the basis
Bν = {θi = θi1 · · · θin , |i| = ν} of fν by place permutations:Rν(g) : θj = θj1 · · · θjn −→
θg·j = θj
g−1(1)
· · · θj
g−1(n)
.Then Rν is equivalent to the right regular representation Rn
of Sn.The corresponding matrix representation, also denoted by Rν(g), is given by
Rν(g)i,j := δi,g·j. Now, we need more notations.
Let Qνa,b for 1 ≤ a, b ≤ n and Q
ν(g), for g ∈ Sn be the following diagonal matrices
(multiplication operators on fν ) defined by
(Qνa,b)i,i := qiaib ; e.g (Q
1234
2,4 )4123,4123 = q13 if I = {1, 2, 3, 4}, ν1 = ν2 = ν3 = ν4 = 1).
Qν(g)i,i := qi,g−1 =
∏
a<b,g−1(a)>g−1(b)
qiaib (=⇒ Q
ν(g) =
∏
(a,b)∈I(g−1)
Qνa,b).
Note that q¯ij = qji imply that Q
ν
b,a = [Q
ν
a,b]
∗. We also denote by |Qνa,b| the
diagonal matrix defined by |Qνa,b|i,i = |qiaib |. The quantity Q
ν
a,b · Q
ν
b,a(= |Q
ν
a,b|
2) we
abbreviate as Qν{a,b}. More generally, for any subset T ⊆ {1, 2, · · · , n} we shall use
the notations
QνT :=
∏
a,b∈T,a 6=b
Qνa,b, 
ν
T := I −Q
ν
T
(e.g. Qν{3,5,6} = Q
ν
{3,5}Q
ν
{3,6}Q
ν
{5,6} = Q
ν
3,5Q
ν
5,3Q
ν
3,6Q
ν
5,6Q
ν
6,5). The following qij-
deformation of the representation Rν , defined by Rˆν(g) := Q
ν(g)Rν(g), g ∈ Sn will
be crucial in our method for factoring the matrices A(ν) ν-generic.
PROPOSITION 1.8.1. If ν is a generic weight with |ν| = n, then for the matrix
A(ν) of ( , )q on fν we have
A(ν) =
∑
g∈Sn
Rˆν(g)
Proof. The (i, j)-th entry of the r.h.s. is equal to
∑
g∈Sn
Rˆν(g)i,j =∑
g∈Sn
Q(g)i,iRˆν(g)i,j =
∑
g∈Sn
qi,g−1δi,g·j = qi,τ−1, if i = τj (such τ is unique, be-
cause |i| = |j| = ν is generic), what is just A
(ν)
i,j , according to Prop.1.6.1 ii) and the
proof follows. 
Before we proceed with factorization of matrices A(ν) we need more detailed
informations concerning our ”projective” right regular representation Rˆν :
PROPERTY 0. (quasimultiplicativity) Rˆν(g1)Rˆν(g2) = Rˆν(g1g2) if l(g1g2) = l(g1)+
l(g2),where l(g) := Card I(g) is the lenght of g ∈ Sn. This property follows from the
following general formula :
PROPOSITION 1.8.2.For g1, g2 ∈ Sn we have Rˆν(g1)Rˆν(g2) =Mν(g1, g2)Rˆν(g1g2)
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where the multiplication factor is the diagonal matrix
Mν(g1, g2) =
∏
(a,b)∈I(g−11 )−I(g
−1
2 g
−1
1 )
Qν{a,b} (=
∏
(a,b)∈I(g1)∩I(g
−1
2 )
Qν{g1(a),g1(b)}).
For 1 ≤ a ≤ b ≤ n we denote by ta,b the following cyclic permutation in Sn
ta,b :=
(
a a+ 1 · · · b
b a · · · b− 1
)
which maps b to b− 1 to b− 2 · · · to a to b and fixes all 1 ≤ k < a and b < k ≤ n.We
also denote by ta := ta,a+1(1 ≤ a < n) the transposition of adjacent letters a and
a+ 1.Then, from Proposition 1.8.2, one gets the following more specific properties of
Rˆν which we shall need later on:
PROPERTY 1. (braid relations)
Rˆν(ta)Rˆν(ta+1)Rˆν(ta) = Rˆν(ta+1)Rˆν(ta)Rˆν(ta+1), for a = 1, . . . , n− 2.
Rˆν(ta)Rˆν(tb) = Rˆν(tb)Rˆν(ta), for a, b ∈ {1, . . . , n− 1} with |a− b| ≥ 2.
PROPERTY 2.Rˆν(g)Rˆν(tk,m) = Rˆν(gtk,m), for g ∈ Sm−1 × Sn−m+1, 1 ≤ k ≤ m ≤ n.
PROPERTY 3. (commutation rules) i) For 1 ≤ a ≤ a
′
< m ≤ n
Rˆν(ta′ ,m)Rˆν(ta,m) = Q
ν
{m−1,m}Rˆν(ta,m−1)Rˆν(ta′+1,m).
ii) Let wn = nn− 1 · · · 21 be the longest permutation in Sn. Then for any g ∈ Sn
Rˆν(gwn)Rˆν(wn) = Rˆν(wn)Rˆν(wng) =
( ∏
a<b,g−1(a)<g−1(b)
Qν{a,b}
)
Rˆ(g)
PROPOSITION 1.8.3. For m ≤ n, let A(ν),m := Rˆν(t1,m) + Rˆν(t2,m) + · · · +
Rˆν(tm,m) (A
(ν),1 = I). Then we have the following factorization
A(ν) = A(ν),1A(ν),2 · · ·A(ν),n.
We now make a second reduction by expressing the matrices A(ν),m in turn as
a product of yet simpler matrices.
PROPOSITION 1.8.4. Let C(ν),m(m ≤ n) and D(ν),m(m < n) be the following
matrices C(ν),m := [I − Rˆν(t1,m)][I − Rˆν(t2,m)] · · · [I − Rˆν(tm−1,m)],
D(ν),m := [I−Qν{m,m+1}Rˆν(t1,m)][I−Q
ν
{m,m+1}Rˆν(t2,m)] · · · [I−Q
ν
{m,m+1}Rˆν(tm,m)].
Then
A(ν),m = D(ν),m−1[C(ν),m]−1
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1.9 Formula for the determinant of A(ν), ν generic.
So far we have expressed the matrix A(ν) as a product of matrices like [I−Rˆν(tk,m)]−1
or I −Qν{m,m+1}Rˆν(tk,m) . Thus, in order to evaluate detA
(ν), we first compute the
determinant of such matrices.
LEMMA 1.9.1. For ν generic with |ν| = n, we have
a) det(I − Rˆν(ta,b)) =
∏
µ⊆ν,|µ|=b−a+1
(µ)
(b−a)!(n+a−b−1)!, (a < b ≤ n)
b) det(I −Qν{b,b+1}Rˆν(ta,b)) =
∏
µ⊆ν,|µ|=b−a+2
(µ)
(b−a+2)(b−a)!(n+a−b−2)!, (a ≤ b < n)
where for any subset T ⊂ I we denote by T the quantity
T := 1− qT ; qT =
∏
i6=j∈T
qij (=
∏
{i6=j}⊂T
|qij |
2)
in which the last product is over all two-element subsets of T (We view ν as a subset
of I, hence µ ⊆ ν means that µ is a subset of ν).
Proof. a) Let H :=< ta,b >⊂ Sn be the cyclic subgroup of Sn generated by
the cycle ta,b. Then, each H-orbit on fν , f
[i]ba
ν = span{θtk
a,b
·i|0 ≤ k ≤ b − a}, (which
clearly corresponds to a cyclic ta,b-equivalence class [i]
b
a = i1 · · · (iaia+1 · · · ib) · · · in of
the sequence i = i1 . . . in of weight ν) is an invariant subspace of Rν(ta,b) (and hence
of Rˆν(ta,b)). Note that Rˆν(ta,b)(θtk
a,b
·i) = ckθtk+1
a,b
·i where ck = qtk
a,b
·i,t−1
a,b
(0 ≤ k ≤ b−a)
i.e.


c0 = qiaibqia+1ib · · · qib−1ib ,
c1 = qia+1iaqia+2ia · · · qibia ,
...
cb−a = qibib−1qiaib−1 · · · qib−2ib−1 .
Thus Rˆν(ta,b)|f
[i]ba
ν is a cyclic operator, and
det(I − Rˆν(ta,b)|f
[i]ba
ν ) = 1− c0c1 · · · cb−a = 1−
∏
i6=j∈{ia,...,ib}
qij = {ia,...,ib}.
Note that this determinant depends only on the set {ia, ia+1, . . . , ib} and that there
are (b−a)!(n− (b−a+1))! cyclic ta,b -equivalence classes corresponding to any given
(b − a+ 1)-set µ = {ia, . . . , ib} ⊂ ν. (Here we identify a generic weight ν =
∑
νi · i,
νi ≤ 1 with the set {i ∈ I|νi = 1}). b) Quite analogous as a). 
THEOREM 1.9.2.[DETERMINANT FORMULA] . For ν generic, we have
detA(ν) =
∏
µ⊆ν,|µ|≥2
(µ)
(|µ|−2)!(|ν|−|µ|+1)!.
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In particular, in Example 1.6.3 we have
detA123 = (1− |q12|
2)2(1− |q13|
2)2(1− |q23|
2)2(1− |q12|
2|q13|
2|q23|
2)
Remark 1.9.3.Theorem 1.9.2 is a multiparametric extension of Theorem 2 in [Zag]
which (case (qij = q)) reads as:detAn(q) =
∏n
k=2(1−q
k(k−1))
n!(n−k+1)
k(k−1) (e.g. detA3(q) =
(1− q2)6(1− q6)).
THEOREM 1.9.4. The matrix A = A(q) associated to the sesquilinear form ( , )q
on f ,(see 1.3 and 1.6) is positive definite if |qij | < 1,for all i, j ∈ I,so that the qij-
cannonical commutation relations 1.1(1) have a Hilbert space realization (cf.1.5).
2 Formulas for the inverse of A(ν), ν generic.
The problem of computing the inverse of matrices A(ν) appears in the expansions
of the number operators and transition operators (c.f [MSP]). It is also related to a
random walk problem on symmetric groups and in several other situations (hyperplane
arrangements, contravariant forms on certain quantum groups). We shall give here
two types of formulas for [A(ν)]−1: Zagier type formula and Bozˇejko-Speicher type
formulas.
2.1 Zagier type formula
First we give a formula for the inverse of A(ν), ν generic, which follows from Prop.1.8.3
and Prop.1.8.4 :
[A(ν)]−1 = [A(ν),n]−1 · · · [A(ν),1]−1
= C(ν),n · [D(ν),n−1]−1 · C(ν),n−1 · [D(ν),n−2]−1 · · ·C(ν),2 · [D(ν),1]−1
To invert A(ν), therefore, the first step is to invert D(ν),m for each m < n. Then one
can use multiparametric extensions of Propositions 3. and 4. of [Zag] which are to
long to state them here.
2.2 Bozˇejko-Speicher type formulas
In addition to the, multiplicative in spirit, Zagier type formula for the inverse of A(ν)
(ν generic), given in 2.1., one also has another, additive in spirit, Bozˇejko-Speicher
type formula (c.f. [BSp1], Lemma 2.6.) which, in the case of symmetric group Sn, we
shall present here, in slightly different notation, together with several improvements.
For J = {j1 < j2 < · · · < jl−1} ⊆ {1, 2, . . . , n − 1} let SJ be the following Young
subgroup of Sn defined by SJ := Sj1 × Sj2−j1 × · · · × Sn−jl−1 , Sφ = Sn. Then the
following is the left coset decomposition: Sn = γJSJ , where γJ = {g ∈ Sn|g(1) <
g(2) < · · · < g(j1), g(j1 + 1) < · · · < g(j2), · · · , g(jl−1 + 1) < · · · < g(n)}. The
definition of γJ can also be put in the way
FACT 2.2.1. g ∈ γJ ⇔ g(1)g(2) · · · g(n) is the shuffle of the sets
[1..j1], [j1 + 1..j2], . . . [jl−1 + 1, n] ⇔ the descent set Des(g) = {1 ≤ i ≤ n− 1|g(i) >
g(i+1)} of g is contained in the set J (c.f. [Sta, pp. 69-70]). (Here [a..b] denotes the
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set {a, a + 1, . . . , b}.) Moreover, each g ∈ Sn has the unique factorization g = aJgJ
with gJ ∈ SJ and aJ ∈ γJ and with l(g) = l(aJ)+ l(gJ). For arbitrary subset X ⊆ Sn
we define the matrix Rˆν(X) by
Rˆν(X) :=
∑
g∈X
Rˆν(g)
PROPOSITION 2.2.2. Let ν be a generic weight, |ν| = n. For any subset
J = {j1 < j2 < · · · jl−1} of {1, 2, . . . , n− 1} let A
(ν)
J ,Γ
(ν)
J be the following matrices
A
(ν)
J = Rˆν(SJ)(=
∑
g∈SJ
Rˆν(g)), Γ
(ν)
J = Rˆν(γJ )(=
∑
g∈γJ
Rˆν(g)).
Then the matrix A(ν)(= A
(ν)
φ ) of the sesquilinear form ( , )q (see Prop.1.8.1) has the
following factorizations
A(ν) = Γ
(ν)
J A
(ν)
J (⇒ Γ
(ν)
J = A
(ν)[A
(ν)
J ]
−1)
Proof. By quasimultiplicativity of Rˆν and FACT 2.2.1. 
The following formula is the Bozˇejko-Speicher adaptation of an Euler-type char-
acter formula of Solomon. In the case W = Sn it reads as follows :
LEMMA 2.2.3. (c.f. [BSp2] Lemma 2.6) Let wn = nn − 1 . . . 1 be the longest
permutation in Sn. Then we have
∑
J⊆{1,2,...,n−1}
(−1)n−1−|J|Γ
(ν)
J = Rˆν(wn)
For reader’s convenience we include here a variant of the proof (our notation is
slightly different). For any subset M ⊆ {1, 2, . . . , n− 1} we denote by δM the subset
of Sn consisting of all permutations g ∈ Sn whose descent set Des(g) is equal to M.
Then by FACT 2.2.1 it is clear that γJ =
⋃
M⊆J δM (disjoint union), implying that
Rˆν(γJ ) =
∑
M⊆J
Rˆν(δM )
By the inclusion-exclusion principle we obtain
Rˆν(δM ) =
∑
J⊆M
(−1)|M−J|Rˆν(γJ)
By letting M = {1, 2, . . . , n − 1}(⇒ δM = {wn}) we obtain the desired identity. By
combining Prop.2.2.2. and Lemma 2.2.3 we obtain the following relation among the
inverses of matrices A
(ν)
J ’s.
PROPOSITION 2.2.4. (Long recursion for the inverse of A(ν)): We have
[A(ν)]−1 = (
∑
∅6=J⊆{1,2,...,n−1}
(−1)|J|+1[A
(ν)
J ]
−1)(I + (−1)nRˆν(wn))
−1
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REMARK 2.2.5. Let us associate to each subset φ 6= J = {j1 < j2 < · · · < jl−1} ⊆
{1, 2, . . . , n − 1} a subdivision σ(J) of the set {1, 2, . . . , n} into intervals by σ(J) =
J1J2 · · ·Jl, where Jk = [jk−1 + 1..jk](j0 = 1, jl = n). (Here [a..b] denotes the interval
{a, a+ 1, . . . , b − 1, b} and abbreviate [a..a](= {a}) to [a]). The Young subgroup SJ
can be written as direct product of commuting subgroups
SJ = S[1..j1]S[j1+1..j2] · · ·S[jl−1+1..n] = SJ1SJ2 · · ·SJl
where for each interval I = [a..b], 1 ≤ a ≤ b ≤ n we denote by SI = S[a..b] the subgroup
of Sn consisting of permutations which are identity on the complement of [a..b] (i.e.
S[a..b] = S
a−1
1 ×Sb−a+1×S
n−b
1 ). By denoting accordingly A
(ν)
I = A
(ν)
[a..b] := Rˆν(S[a..b]),
we can rewrite the formula for [A(ν)]−1 = [A
(ν)
[1..n]]
−1 in Prop.2.2.4. as follows:
[A
(ν)
[1..n]]
−1 = (
∑
σ=J1···Jl,l≥2
(−1)l[A
(ν)
J1
]−1 · · · [A
(ν)
Jl
]−1)(I + (−1)nRˆν(wn))
−1 (∗)
where the sum is over all subdivisions of the set {1, 2, . . . , n}. Similar formula we
can write for [A
(ν)
[a..b]]
−1 for any nondegenerate interval [a..b], 1 ≤ a < b ≤ n. Of
course if a = b, [A
(ν)
[a..b]]
−1 is the identity matrix. Now we shall use an ordering de-
noted by ≺ on the set Σn of all subdivisions of the set {1, 2, . . . , n}, called reverse
refinement order, defined by σ ≺ σ
′
if σ
′
is finer than σ i.e. σ
′
is obtained by sub-
dividing each nontrivial interval in σ. The minimal and maximal elements in Σn are
denoted by 0ˆn(= [1..n]) and 1ˆn = [1][2] · · · [n]. We shall call (Σn,≺) the lattice of
subdivisions of {1, 2, . . . , n}. For example we have Σ1 = {[1]}, Σ2 = {[12], [1][2]},
Σ3 = {[123], [1][23], [12][3], [1][2][3]}, Σ4 = {[1234], [123][4], [12][34], [1][234], [12][3][4],
[1][23][4], [1][2][34], [1][2][3][4]} (see Figure 1).
(Here [1234] denotes the interval [1..4] = {1, 2, 3, 4} etc.)
Now for each interval I = [a..b], 1 ≤ a < b ≤ n we denote by wI = w[a..b] :=
1 2 · · ·a−1 b b−1 · · ·a b+1 · · ·n the longest permutation in S[a..b](= S
a−1
1 ×Sb−a+1×
Sn−b1 ) and by Ψ
ν
I = Ψ
ν
[a..b], a < b the following matrix
[I + (−1)b−a+1Rˆν(w[a..b])]
−1 =
1

ν
[a..b]
[I − (−1)b−a+1Rˆν(w[a..b])]
=
1

ν
I
ΦνI , where Φ
ν
I := I − (−1)
|I|Rˆν(wI)
and where 
ν
[a..b] is the diagonal matrix (cf. the definition of 
ν
T given in 1.8):

ν
[a..b] = 
ν
{a,a+1,···,b} = I−Q
ν
{a,a+1,...,b} = I−
∏
a≤k<l≤b
|Qνk,l|
2, [Qνk,l]i1···in,i1···in = qikil .
Accordingly, for any subdivision σ = I1I2 · · · Il ∈ Σn we define Ψνσ :=
∏
j:|Ij |≥2
ΨνIj
(factors commute here,because I ′js are disjoint!), and similarly for any chain C : σ
(1) ≺
· · · ≺ σ(m) in Σn we define
ΨνC =
←−∏
1≤j≤m
Ψνσ(j) = Ψ
ν
σ(m) · · ·Ψ
ν
σ(1)
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Figure 1: Σ4 = The lattice of subdivisions of {1, 2, 3, 4}.
In the same way we introduce notations 
ν
C and Φ
ν
C and observe that then Ψ
ν
C =
1

ν
C
ΦνC . For example, if C : 0ˆ5 = [12345] ≺ [12][345] ≺ [1][2][34][5] ≺ 1ˆ5, then for any
generic weight ν, |ν| = 5 we have ΨνC = Ψ
ν
{3,4}(Ψ
ν
{1,2}Ψ
ν
{3,4,5})Ψ
ν
{1,2,3,4,5}
= 1

ν
{3,4}
ν
{1,2}
ν
{3,4,5}
ν
{1,2,3,4,5}
Φν{3,4}Φ
ν
{1,2}Φ
ν
{3,4,5}Φ
ν
{1,2,3,4,5},.
Now we can state our first explicit formula for the inverse of A(ν) in terms of
the involutions wI = w[a..b], 1 ≤ a < b ≤ n.
THEOREM 2.2.6.(INVERSION FORMULA – CHAIN VERSION). Let ν
be a generic weight, |ν| = n. Then
[A(ν)]−1 =
∑
C
(−1)b+(C)+n−1ΨνC =
∑
C
(−1)b+(C)+n−1

ν
C
ΦνC
where the summation is over all chains C : 0ˆn = σ(0) ≺ σ(1) · · · ≺ σ(m) ≺ 1ˆn in
the subdivision lattice Σn and where b+(C) denotes the total number of nondegenerate
intervals appearing in members of C.
Proof. The formula follows by iterating the formula (*) in Remark 2.2.5. 
REMARK 2.2.7. If we represent chains C : 0ˆn = σ(0) ≺ σ(1) ≺ · · · ≺ σ(m−1) ≺ 1ˆn
of length m ≥ 1 as generalized bracketing (of depth m) of the word 12 · · ·n with one
pair of brackets for each nondegenerate interval appearing in the members of C (e.g.
0ˆ5 = [12345] ≺ [12][345] ≺ [1][2][34][5] ≺ 1ˆ5 is represented as [[12][[34]5]]), then we
can write the bracketing version of the Inversion formula of Thm.2.2.6 as
13
[A(ν)]−1 =
∑
β
(−1)b(β)+n−1Ψνβ =
∑
β
(−1)b(β)+n−1

ν
β
Φνβ
where the sum is over all generalized bracketings of the word 12 · · ·n and where
b(β) denotes the number of pairs of brackets in β and where Ψνβ := Ψ
ν
C, Φ
ν
β := Φ
ν
C ,

ν
β := 
ν
C if β is associated to the (unique!) chain C in Σn (e.g. Ψ
ν
[[12][[34]5]] =
Ψν[3..4](Ψ
ν
[1..2]Ψ
ν
[3..5])Ψ
ν
[1..5] = Ψ
ν
[1..2]Ψ
ν
[3..4]Ψ
ν
[3..5]Ψ
ν
[1..5]
=
1

ν
{1,2}
ν
{3,4}
ν
{3,4,5}
ν
{1,...,5}
(I − Rˆν(w[1..2]))(I − Rˆν(w[3..4]))(I + Rˆν(w[3..5]))(I +
Rˆν(w[1..5])) .
In particular for Example 1.6.3 (I = {1, 2, 3}, ν1 = ν2 = ν3 = 1) we have
[A123]−1 = −Ψ[123] +Ψ[[12]3] +Ψ[1[23]] =
−1
{1,2,3}
(I − Rˆ123(321)) +
1
{1,2}{1,2,3}
(I + Rˆ123(213))(I − Rˆ123(321)) +
1
{2,3}{1,2,3}
(I + Rˆ123(132))(I − Rˆ123(321)).
Similarly for I = {1, 2, 3, 4}, ν1 = ν2 = ν3 = ν4 = 1 we have
[A1234]−1 = Ψ[1234] −Ψ[1[234]] −Ψ[12[34]] −Ψ[1[23]4] −Ψ[[12]34] −Ψ[[123]4] +
+ Ψ[[12][34]] +Ψ[[[12]3]4] +Ψ[[1[23]]4] +Ψ[1[[23]4]] +Ψ[1[2[34]]]
(Here we suppresed the upper indices in Ψ123β and Ψ
1234
β ).
COROLLARY 2.2.8. (EXTENDED ZAGIER’S CONJECTURE): For ν
generic, |ν| = n, for the inverse of the matrix A(ν) = A(ν)(q) we have
i) [A(ν)]−1 ∈
1

νMatn!(Z[qij ])
with
ν denoting the diagonal matrix
∏
1≤a<b≤n
ν
[a..b] =
∏
1≤a<b≤n(I−
∏
a≤k 6=l≤bQ
ν
k,l)
i′) [A(ν)]−1 ∈
1
dν
Matn!(Z[qij ])
where dν is the following quantity
∏
µ⊆ν,|µ|≥2 µ =
∏
µ⊆ν,|µ|≥2(1 −
∏
i6=j∈µ qij)
(µ and qµ are the same as in Lemma 1.9.1). In particular when all qij = q (Zagier’s
case) we have from i):
ii) [Aν(q)]−1 ∈
1
δn(q)
Matn!(Z[q])
where δn(q) =
∏
1≤a<b≤n(1− q
(b−a+1)(b−a)) =
∏n
k=2(1 − q
k(k−1))n−k+1.
Proof. i) follows from Thm 2.2.6 by taking the common denominator which
turns out to be 
ν =
∏
1≤a<b≤n
ν
[a..b] because any 
ν
[a..b] appears at most once in
each of the denominators 
ν
C (and actually appears in at least one of them).
i’) The entries of 
ν are zero or 
ν
i,i where i = i1 · · · in is any permutation of ν
(|i| = ν) considered as a subset of I (because ν is generic!). Since

ν
i,i =
∏
1≤a<b≤n
(1−
∏
a≤k 6=l≤b
qikil) =
∏
1≤a<b≤n
{ia,ia+1,...,ib}
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we see that 
ν
i,i divides dν .
ii) Note that in case all qij = q:

ν
i,i =
∏
1≤a<b≤n
(1−
∏
a≤k 6=l≤b
q) =
n∏
k=2
(1 − qk(k−1))n−k+1 = δn(q).
This completes the proof of Extended Zagier’s conjecture. 
REMARK 2.2.9. In [Zag] p.201 Zagier conjectured that An(q)
−1 ∈ 1△nMatn!(Z[q]),
where △n :=
∏n
k=2(1− q
k(k−1)) and checked this conjecture for n ≤ 5. But we found
that this conjecture failed for n = 8 (see Examples to Prop.2.2.15). It seems that our
statement in Corollary 2.2.8 ii) is the right form of a conjecture valid for all n when
all qij are equal.
PROPOSITION 2.2.10. Let cn be the number 0ˆn − 1ˆn chains in the subdivision
lattice Σn (i.e. the number of Ψ-terms in the formula for [A
(ν)]−1 ν generic, |ν| = n
in Thm.2.2.6 ), c0 := 0, c1 := 1. Then
C(t) =
∑
n≥0
cnt
n =
1
4
(1 + t−
√
1− 6t+ t2) = t+ t2 + 3t3 + 11t4 + 45t5 + 197t6 + · · ·
Proof. By Remark 2.2.7 this counting is equivalent to the Generalized brack-
eting problem of Schro¨der (1870) (see [Com], p.56). In fact, the numbers cn can be
computed faster via linear reccurence relation (following from the fact that C(t) is
algebraic ) :(n+ 1)cn+1 = 3(2n− 1)cn − (n− 2)cn−1, n ≥ 2, c1 = c2 = 1. 
More generally,by a formal language method we found in [MS] that the number
cn,k of chains,as above, having alltogether k nondegenerate intervals is equal to cn,k =(
n+k+1
k
)(
n−2
k−1
)
/n (e.g.c3,1 = 1, c3,2 = 2, c4,1 = 1, c4,2 = 5, c4,3 = 5 ) yielding a simple
formula for cn = cn,1 + · · · + cn,n−1.(This formula is relevant to non-intersecting
diagonals structures in one proof of Four Color Theorem and it is much simpler than
the one given in [CM1,CM2]).
Now we turn our attention to computation of entries in the inverse of A(ν), ν generic.
First we note that any n! × n! matrix A can be written as A =
∑
g∈Sn
A(g)Rn(g),
where A(g) are diagonal matrices defined by A(g)i,i = Ai,g−1·i (all i) (Rn(g) is the
right regular representation matrix Rn(g)i,j = δi,g·j, c.f. 1.8).We call A(g) the g-th
diagonal of A. Hence, if we write
A(ν) =
∑
g∈Sn
A(ν)(g)Rν(g), [A
(ν)]−1 =
∑
g∈Sn
[A(ν)]−1(g)Rν(g)
then by Prop.1.8.1 (ν generic ) we have
A(ν)(g) = Qν(g) =
∏
(a,b)∈I(g−1)
Qνa,b ; (Q
ν
a,b)i,i = qiaib
To compute [A(ν)]−1(g) we first write [A(ν)]−1(g) = Λν(g)A(ν)(g) where Λν(g) are yet
unknown diagonal matrices.
Similarly, for each ∅ 6= J ⊆ {1, 2, . . . , n−1} we write [A
(ν)
J ]
−1(g) = ΛνJ(g)A
(ν)
J (g)
and for any I = [a..b] ⊆ {1, 2, . . . , n} we write [A
(ν)
I ]
−1(g) = ΛνI (g)A
(ν)
I (g) where Λ
ν
J(g)
and ΛνI (g) are unknown diagonal matrices.
If σ(J) = J1J2 · · · Jl is the subdivision of {1, 2, . . . , n} (cf. Remark 2.2.5) associ-
ated to J , and if g = g1g2 · · · gl ∈ SJ = SJ1SJ2 · · ·SJl , then Λ
ν
J(g) = Λ
ν
J1
(g1) · · ·ΛνJl(gl).
Let us denote by S>n (resp. S
<
n ) the subset of Sn of all elements g such that
g(1) > g(n) (resp. g(1) < g(n)). It is evident that S<n = S
>
n wn, S
>
n = S
<
n wn, where
wn = nn− 1 · · · 21.
PROPOSITION 2.2.11. The diagonal matrices Λν(g) are real and satisfy the
following recurrences:
i) Λν(g) = (−1)n−1|Qν(gwn)|
2Λν(gwn), if g ∈ S
>
n
ii) Λν(g) = Λν[1..n](g) =
1

ν
[1..n]
∑
∅6=J⊆{1,2,...,n−1},g∈SJ
(−1)|J|+1ΛνJ(g), if g ∈ S
<
n
ii’) Λν(g) =
1

ν
[1..n]
∑
g=g′g′′∈Sk×Sn−k,1≤k≤n−1
(Qν[1..k])
[g(1)<g(k)]Λν[1..k](g
′
)Λν[k+1..n](g
′′
),
if g ∈ S<n . In particular, [A
(ν)]−1(g) = [A(ν)]−1(gwn) = 0 if both g and gwn are not
splittable, i.e. if the minimal Young subgroup containing g (resp. gwn) is equal to Sn.
Proof.Substituting the formula (I+(−1)nRˆν(wn))−1 =
1

ν
[1..n]
(I−(−1)nRˆν(wn))
into formula for [A(ν)]−1 in Prop.2.2.4 we see immediately that for g ∈ S<n
[A(ν)]−1(g) =
∑
∅6=J⊆{1,2,...,n−1}
(−1)|J|+1[A
(ν)
J ]
−1(g)
1

ν
[1..n]
(∗)
Then for g ∈ S>n ,we again use Prop.2.2.4 and Property 3.ii) in 1.8 The property
ii) is immediate from (*) because [AνJ ]
−1(g) 6= 0⇒ g ∈ SJ . To prove ii’) one can use
the following lemma which we are going to state without proof. 
LEMMA 2.2.12. (Short recursion for the inverse of A(ν)): We have
[A(ν)]−1 = (
n−1∑
k=1
(−1)k−1[A
(ν)
{k}]
−1Rˆν(w[1..k])(I + (−1)
nRˆν(wn))
−1
where A
(ν)
{k} = Rˆν(Sk × Sn−k)(= A
(ν)
[1..k]A
(ν)
[k+1..n]) is just A
(ν)
J when J = {k}.
COROLLARY 2.2.13. With notations of Remark 2.2.7 and Proposition 2.2.11 we
have the following formulas for the diagonal entries of the inverse of Aν , ν generic,
|ν| = n.
i) [A(ν)]−1(id) =
∑
β
(−1)b(β)+n−1

ν
β
where the sum is over all generalized bracketings β of the word 12 · · ·n, which have
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outer brackets.
i′) [A(ν)]−1(id) =
1

ν
[1..n]
∑
β
Qνβ

ν
β
where the sum is over all generalized bracketings β, without outer brackets, of the
word 12 · · ·n, and where Qνβ is defined, analogously as 
ν
β, to be the product of Q
ν
[a..b]
over all bracket pairs in β.
Proof. i) follows from Remark 2.2.7 because Rˆν -terms contribute only to non-
diagonal entries.i’) follows by iterating Proposition 2.2.11 ii)
′
in case g = id and using
that [A(ν)]−1(id) = Λν(id)A(ν)(id) = Λν(id)Qν(id) = Λν(id). 
In particular if I = {1, 2}, ν1 = ν2 = 1, we have Λ12(id) = [A12]−1(id) =
1
{1,2}
.
In Ex.1.6.3 (I = {1, 2, 3}, ν1 = ν2 = ν3 = 1)we have
Λ123(id) = [A123]−1(id) =
−1
123
+
1
12123
+
1
23123
=
1
123
(1 +
Q12
12
+
Q23
23
)
Similarly for I = {1, 2, 3, 4}, ν1 = ν2 = ν3 = ν4 = 1 we have
Λ1234(id) = [A1234]−1(id)
= 1
1234
{
1 + Q12
12
+ Q23
23
+ Q34
34
+ Q12Q34
1234
+ (1 + Q12
12
+ Q23
23
) Q123
123
+ (1 + Q23
23
+ Q34
34
) Q234
234
}
(Here we abbreviatedQ{1,2}, Q{2,3,4} to Q12, Q234 etc.). If we take all qij = q (Zagier’s
case), then we obtain easily that
[A3(q)]
−1(id) =
1 + q2
(1− q2)(1− q6)
I, [A4(q)]
−1(id) =
1 + 2q2 + q4 + 2q6 + q8
(1− q2)(1− q6)(1 − q12)
I
what agrees with Zagier’s computations.
REMARK 2.2.14. The formula i’) in Corollary 2.2.13 can be interpreted also as
a regular language expression for closed walks in the weighted digraph (a Markov
chain) Dν on the symmetric group Sn where the adjacency matrix A(Dν) is given
by nondiagonal entries of A(ν) multiplied by -1, i.e. A(Dν) = −(A(ν) − I). Then
the walk generating matrix function of Dν is nothing but the inverse of A(ν) because
W (Dν) = (I −A(Dν))−1 = [A(ν)]−1. For example, we have
W (D123)closed = [A
123]−1(id) = Q ∗{1,2,3}(I +Q
+
{1,2} +Q
+
{2,3} )
W (D1234)closed = [A1234]−1(id) = Q ∗[1..4]
{
1 +Q +[1..2] +Q
+
[2..3] +Q
+
[3..4] +
Q +[1..2] Q
+
[3..4] + (1 +Q
+
[1..2] +Q
+
[2..3] )Q
+
[1..3] + (1 +Q
+
[2..3] +Q
+
[3..4] )Q
+
[2..4]
}
in the familiar formal language notation (x∗ = 11−x , x
+ = x1−x ).
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Now we turn our attention to computing a general entry of the inverse of Aν ,
ν generic, |ν| = n.
Let g ∈ S<n (i.e. g(1) < g(n)) be given. Let J(g) = {j1 < j2 < · · · < jn(g)−1} ⊂
{1, 2, . . . , n− 1} be the label of the minimal Young subgroup of Sn containing g. It is
clear that J(g) can be given explicitly as J(g) = {1 ≤ j ≤ n−1|g(1)+g(2)+· · ·+g(j) =
1+2+· · ·+j} Then by σ(g) = J1J2 · · ·Jn(g) ∈ Σn we denote the subdivision associated
to J(g) i.e
J1 = J1(g) := [1..j1], J2 = J2(g) := [j1+1..j2], · · · , Jn(g) := Jn(g)(g) = [jn(g)−1 +1..n]
and by g = g1g2 · · · gn(g) we denote the corresponding factorization of g with gk ∈
SJk(g), 1 ≤ k ≤ n(g). By noting that g ∈ SJ ⇔ J ⊆ J(g), we can rewrite the formula
Prop.2.2.11 ii) as follows
Λν(g) = Λν[1..n](g) =
1

ν
[1..n]
∑
∅6=J⊆J(g)
(−1)|J|+1ΛνJ(g)
=
1

ν
[1..n]
∑
∅6=K⊆{1,2,...,n(g)−1}
(−1)|K|+1ΛνJ(K)(g)
where J(K) := {jk|k ∈ K} ⊆ {1, 2, . . . , n− 1}. (Note that if J(g) = ∅ (⇒ g and gwn
are not splittable), then Λν(g) = 0 by this formula too.) In terms of subdivisions this
can be viewed as a recursion formula:
Λν[1..n](g) =
1

ν
[1..n]
∑
τ=K1K2···Kl∈Σn(g),l≥2
(−1)lΛνI(K1)(gK1) · · ·Λ
ν
I(Kl)
(gKl) (∗)
where I(Ks) :=
⋃
k∈Ks
Jk(g), gKs :=
∏
k∈Ks
gk, s = 1, ..., l.
By iterating this recursion formula (*) (as in Theorem 2.2.6, Remark 2.2.7,
Corollary 2.2.13) we obtain
Λν[1..n](g) = (
∑
β
(−1)b(β)+n(g)−1Ψ˜β)Λ
ν
J1(g)
(g1) · · ·Λ
ν
Jn(g)(g)
(gn(g)) (∗∗)
where β run over all generalized bracketings of the word 12 · · ·n(g) which have outer
brackets and where each bracket pair [a..b], 1 ≤ a < b ≤ n(g), we set
Ψ˜[a..b] :=
1
Ja
⋃
Ja+1
⋃
···
⋃
Jb
(b(β) :=number of bracket pairs in β). Thus the expression in the parentheses can be
viewed as a ”thickened” identity coefficient
Λ12···n(g)(id)|ν1→J1,2→J2,···,n(g)→Jn(g)
which we shall denote by
Λνσ(g) = Λ
ν
J1(g)J2(g)···Jn(g)(g)
:= Λ12···n(g)(id)|1→J1,2→J2,...,n(g)→Jn(g) .
(In particular we can now write Λν[1..n](id) also as Λ
ν
[1][2]···[n]).
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As an example for this notation we take g = 41325786. Then σ(g) = [1..4][5][6..8]
i.e J1(g) = [1..4], J2(g) = [5], J3(g) = [6..8]. So
Λν[1..4][5][6..8] = Λ
123(id)|ν1→[1..4],2→[5],3→[6..8] =
1

ν
[1..8]
(−1 +
1

ν
[1..5]
+
1

ν
[5..8]
)
(c.f. Corollary 2.2.13).
Now we have one more observation concerning the formula (∗∗). To each
nonzero factor ΛνJk(g)(gk), 1 ≤ k ≤ n(g) in (∗∗) we can apply Prop. 2.2.11 i) be-
cause gk, being a minimal Young factor of g, is not splittable and hence
gk(jk−1+1) > gk(jk) (otherwise gkwJk would also be nonsplittable⇒ Λ
ν
Jk(g)
(gk) = 0)
ΛνJk(g)(gk) = (−1)
|Jk(g)|−1|Qν(gkwJk(g))|
2ΛνJk(g)(gkwJk(g))
Substituting this into (∗∗) we obtain the following algorithm for computing the diago-
nal matrices Λν(g) describing the inverse of A(ν)(recall [A(ν)]−1 =
∑
g∈Sn
Λν(g)Rˆ(g)).
PROPOSITION 2.2.15.(An algorithm for Λν(g), ν generic, |ν| = n). For
g ∈ Sn we have
Λν[1..n](g) = (−1)
n−n(g)Λνσ(g)|Q
ν(g
′
)|2ΛνJ(g)(g
′
)
where g
′
:= gwJ(g) (wJ(g) = the maximal element in the minimal Young subgroup
SJ(g) containing g). Similar statement holds true if we replace [1..n] by any interval
[a..b], 1 ≤ a ≤ b ≤ n.
Proof. If g(1) < g(n) this is what we get from (∗∗).If g(1) > g(n), then
J(g) = ∅, SJ(g) = Sn, wJ(g) = nn − 1 . . . 21 = wn, n(g) = 1, σ(g) = [1..n],Λ
ν
σ(g) =
Λ1(id)|1→[1..n] = I, g
′
= gwJ(g) = gwn, so what we needed to prove is just the claim
in Prop.2.2.11 i). 
To ilustrate this algorithm we take (again!) g = 41325786 (ν generic weight,
|ν| = 8) for which J(g) = {4, 5}, J1(g) = [1..4], J2(g) = [5], J3(g) = [6..8], n(g) =
3, n = 8, wJ(g) = 43215876, g
′
= gwJ(g) = 23145687, Q
ν(g
′
) = Qν1,2Q
ν
1,3Q
ν
7,8,
|Qν(g
′
)|2 = Qν(g
′
)Qν(g
′
)∗ = Qν{1,2}Q
ν
{1,3}Q
ν
{7,8}. Then the first step of our algorithm
gives
Λν[1..8](g) = Λ
ν
[1..8](41325786) =
= (−1)8−3Λν[1..4][5][6..8]Q
ν
{1,2}Q
ν
{1,3}Q
ν
{7,8}Λ
ν
[1..4](2314)Λ
ν
[5](5)Λ
ν
[6..8](687).
In the second step of our algorithm we compute
Λν[1..4](2314) = (−1)
4−2Λν[1..3][4]Q
ν
{2,3}Λ
ν
[1..3](132)Λ
ν
[4](4)
Λν[6..8](687) = (−1)
3−2Λν[6][7..8]Λ
ν
[6](6)Λ
ν
[7..8](78)
In the third (last) step we need only to compute
Λν[1..3](132) = (−1)
3−2Λν[1][2..3]Λ
ν
[1](1)Λ
ν
[2..3](23).
Since Λν[7..8](78) = Λ
ν
[7][8],Λ
ν
[2..3](23) = Λ
ν
[2][3], (Q
ν
{1,2}Q
ν
{1,3})Q
ν
{2,3} = Q
ν
[1..3],Λ
ν
[1](1) =
· · · = Λν[8](8) = I, we finally obtain
Λν[1..8](41325786) = −Λ
ν
[1..4][5][6..8]Λ
ν
[1..3][4]Λ
ν
[1][2..3]Λ
ν
[2][3]Λ
ν
[6][7..8]Λ
ν
[7][8]Q
ν
[1..3]Q
ν
[7..8].
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As a general example we take g = wJ where J = {j1 < · · · < jl−1} is an
arbitrary subset of {1, 2, . . . , n− 1}. Here n(g) = l and g
′
= id, so by one application
of our algorithm we obtain
Λν[1..n](wJ ) = (−1)
n−lΛνJ1J2···JlΛ
ν
J1
(id)ΛνJ2(id) · · ·Λ
ν
Jl
(id)
where J1 = [1..j1], J2 = [j1 + 1..j2], . . . , Jl = [jl−1 + 1..n].In particular for n = 8,
J = {4} we obtain
Λν[1..8](43218765) = (−1)
8−2Λν[1..4][5..8]Λ
ν
[1..4](1234)Λ
ν
[5..8](5678)
=
1

ν
[1..8]
Λν[1][2][3][4]Λ
ν
[5][6][7][8]
In Zagier’s case, when all qij = q, we would then have (c.f. Examples to Cor. 2.2.13)
Λν[1..8](43218765) =
1
1− q7·8
(1 + 2q2 + q4 + 2q6 + q8)2
(1 − q1·2)2(1 − q2·3)2(1− q3·4)2
I
But the denominator D8 of this expression does not divides Zagier’s △8 = (1 −
q2·1)(1 − q3·2)(1 − q4·3)(1 − q5·4)(1 − q6·5)(1 − q7·6)(1 − q8·7). Namely △8/D8 =
(1 − q4·5)(1 − q5·6)(1 − q6·7)/(1 − q1·2)(1 − q2·3)(1 − q3·4) is not a polynomial due to
the factor 1− q2 + q4 in the denominator. This computation shows that the original
Zagier’s conjecture (c.f. Remark 2.2.9) fails for n = 8.
Now we return back to our algorithm. We shall show now that it is some-
what better to combine two steps of our algorithm into one step. This can be ob-
served already in our illustrative example (g = 41325786) where after the second
step the ”unrelated factors” Qν{1,2} and Q
ν
{1,3} from the first step were completed,
with the factor Qν{2,3}, into a ”nicer” term Q
ν
[1..3] having a contiguous indexing set.
Fortunately this holds in general, but first we need more notations to state the re-
sults. To each permutation g ∈ Sn we can associate a sequence of permutations
g, g
′
, g
′′
, . . ., where g(k+1) is obtained from g(k) by reversing all minimal Young fac-
tors in g(k) i.e g
′
= gwJ(g), g
′′
= gwJ(g′ ), . . . , g
(k+1) = (g(k))
′
= g(k)wJ(g(k)), . . ..We
shall call this sequence a Young sequence of g. Further we call g tree-like if g(k) = id
for some k, and by depth of g we call the minimal such k. Besides the notation
Λν
σ(g) = Λ
ν
J1(g)J2(g)···Jn(g)(g)
, where σ(g) = J1(g) · · · Jn(g)(g) is the subdivision of
{1, 2, . . . , n} associated to the minimal Young subgroup SJ(g) containing g we need a
relative version Λν
σ(g′ ):σ(g)
which we define by
Λν
σ(g′ ):σ(g)
:= Λν
σ(g′ |J1(g))
Λν
σ(g′ |J2(g))
· · ·Λν
σ(g′ |Jn(g)(g))
For example when g = 41325786(⇒ g
′
= 23145687), J1(g) = [1..4], J2(g) = [5], J3(g) =
[6..8], we have Λν
σ(g′ ):σ(g)
= Λν[123][4]Λ
ν
[5]Λ
ν
[6][7..8]. Also, besides the notation, for
T ⊆ {1, 2, . . . , n}, QνT =
∏
a,b∈T,a 6=bQ
ν
a,b (introduced in 1.8), we define for any subdi-
vision σ = J1J2 · · ·Jl of {1, 2, . . . , n}:
Qνσ := Q
ν
J1
QνJ2 · · ·Q
ν
Jl
For example: Qν[1..3][4][5][6][7..8] = Q
ν
[1..3]Q
ν
[4]Q
ν
[5]Q
ν
[6]Q
ν
[7..8] = Q
ν
[1..3]Q
ν
[7..8].
20
PROPOSITION 2.2.16.(Fast algorithm for Λν(g), ν generic, |ν| = n): With
the notations above we have
Λν[1..n](g) = (−1)
n(g)+n(g
′
)Λνσ(g)Λ
ν
σ(g′ ):σ(g)
Qν
σ(g′ )
Λν
J(g′)
(g
′′
)
(n(g) = the number of minimal Young factors of g)
Proof. By applying twice the algorithm in Proposition 2.2.15. 
Now we shall state our principal result concerning the inversion of matrices A(ν)
of the sesquilinear form ( , )q, defined in 1.3, on the generic weight space fν , |ν| = n.
THEOREM 2.2.17. [INVERSE MATRIX ENTRIES] Let ν be a generic
weight, |ν| = n. For the coeficients Λν(g) in the expansion
[A(ν)]−1 =
∑
g∈Sn
Λν(g)Rˆν(g)
we have, with the notations above, the following formulas:
i) If g ∈ Sn is a tree-like permutation of depth d, then
Λν(g) = (−1)NΛνσ(g)Λ
ν
σ(g′ ):σ(g)
Λν
σ(g′′ ):σ(g′ )
· · ·Λν
σ(g(d)):σ(g(d−1))Q
ν
σ(g′ )
Qν
σ(g′′′ )
· · ·Qν
σ(g(d
′
))
where N = N(g) :=
d∑
k=0
∑
I∈σ(g(k))
(Card I − 1), d
′
= 2 ⌊(d− 1)/2⌋+ 1
ii) If g ∈ Sn is not tree-like, then Λ
ν(g) = 0.
Proof. i) follows by iterating our fast algorithm (of Prop.2.2.16).ii) If g is not
tree-like then in the Young sequence of g we encounter some Young factor which to-
gether with its reverse is not splittable, but then the corresponding Λν[..](the factor) =
0 (c.f. Prop.2.2.11), hence Λν(g) = 0. 
Now we give explicit formulas for the inverses of A123 and A1234:We have
[A123]−1 =
1
[1..3]
{
I −Q[1..2]Q[2..3]
[1..2][2..3]
(Rˆ(123) + Rˆ(321))−
−
1
[1..2]
(Rˆ(213) +Q[1..2]Rˆ(312))−
1
[2..3]
(Rˆ(132) +Q2..3]Rˆ(231))}.
[A1234]−1 = Λ1234(id)Rˆ(1234) +
1
1234
{−
I −Q123Q34
1212334
Rˆ(2134)
−
I −Q123Q234
23123234
Rˆ(1324)−
I −Q12Q234
1234234
Rˆ(1243) +
1
1234
Rˆ(2143) +
+
I −Q12Q23
1223123
Rˆ(3214)−
Q12
12123
Rˆ(3124)−
Q23
23123
Rˆ(2314)
+
I −Q23Q34
2334234
Rˆ(1432)−
Q23
23234
Rˆ(1423)−
Q34
34234
Rˆ(1342)}
+ (eleven terms obtained by multiplying with −Rˆ(4321)).
where Λ123(id) and Λ1234(id) are given as examples illustrating Corollary 2.2.13.(Here
we abbreviated Q[1..2], Q[2..4] to Q12 (not to be confused with Q1,2), Q234 etc.). Note
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that A1234 is a 24× 24 symbolic matrix so the inversion of such a matrix by standard
methods on a computer is almost impossible (the output may contain huge number
of pages of messy expressions!).
REMARK 2.2.18. By using our reduction to the generic case formula 1.7.1) [A(ν)]−1ij =∑
h∈H [A˜
(ν˜)]−1
i˜,h˜j
we can write also formulas for the inverse matrix entries in the case
of degenerate weights ν. E.g. for the inverse of A113 (see Example 1.6.4) one gets
[A113]−1 =
1
∆

 1 −(1 + q11)q13 q11q
2
13
−q31(1 + q11) (1 + q11)(1 + q13q31) −(1 + q11)q13
q213q11 −q31(1 + q11) 1


where ∆ = (1 + q11)(1− q13q31)(1 − q11q13q31).
3 Applications
3.1 Quantum bilinear form of the discriminant arrangement
of hyperplanes
Here we briefly recall the definition of the quantum bilinear form in case of the con-
figuration An of diagonal hyperplanes Hij = H
n
ij : xi = xj , 1 ≤ i < j ≤ n in R
n (for
general case see [Var]). This arrangement An is also called the discriminant arrange-
ment of hyperplanes in Rn. The domains of An (i.e connected components of the
complement of the union of hyperplanes in An) are clearly of the form
Ppi = {x ∈ R
n|xpi(1) < xpi(2) < · · · < xpi(n)}, pi ∈ Sn
Let a(Hnij) = qij be the weight of the hyperplane Hij ∈ An, where qij are given real
numbers, 1 ≤ i < j ≤ n. Then the quantum bilinear form Bn of An is defined on the
free vector space Mn =MAn , generated by the domains of An, by
Bn(Ppi , Pτ ) =
∏
a(H)
where the product is taken over all hyperplanes H ∈ An which separate Ppi from Pτ .
PROPOSITION 3.1.1. We have
Bn(Ppi , Pτ ) =
∏
(a,b)∈I(pi−1)△I(τ−1)
qab
where I(σ) = {(a, b)|a < b, σ(a) > σ(b)} denotes the set of inversions of σ ∈ Sn and
X△Y = (X \ Y )
⋃
(Y \X) denotes the symmetric difference of sets X and Y .
COROLLARY 3.1.2. The matrix of the quantum bilinear form Bn of the dis-
criminant arrangements An = {Hij} of hyperplanes in Rn coincides with the matrix
A12···n = A12···n(q) of the form ( , )q (defined in 1.3), restricted to the generic
weight space fν , where I = {1, 2, . . . , n}, ν1 = ν2 = · · · = νn = 1 and where
q = {qij ∈ R, 1 ≤ i, j ≤ n, qij = qji}, qij = the weight of Hij for 1 ≤ i < j ≤ n.
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This Corollary enables us to translate all our results concerning matrices Aν , ν =
generic, |ν| = n into results about the quantum bilinear form Bn. As an example we
shall reinterpret our determinantal formula given in Theorem 1.9.2.
THEOREM 3.1.3. The determinant of the quantum bilinear form Bn of the
discriminant arrangement An is given by the formula
detBn =
∏
L∈E′(An)
(1− a(L)2)l(L)
where for L = {xi1 = xi2 = · · · = xik} ∈ An,k ⊂ E
′
(An) we have
a(L) =
∏
1≤a<b≤k
qiaib , l(L) = (k − 2)!(n− k + 1)!
Note that our formula for detBn is more explicit then Varchenko’s formula, and
in particular we conclude that the multiplicity l(L) = 0 for all L ∈ E(An) \ E
′
(An).
Note added in proof.After receiving a new book by Varchenko [Multidimensional
hypergeometric functions and representation theory of Lie algebras and quantum
groups,World Scientific (1995)] we found in it a result ( Theorem 3.11.2.-proved by
different techniques) equivalent to our Theorem 3.1.3 ,but there seems to be no results
equivalent to our inversion formulas applied to discriminant arrangements.
3.2 Quantum groups
We shall use the notations from [SVa]. Our Theorem 1.9.2 implies the following
THEOREM 3.2.1. The determinant of the contravariant form S on the weight
space (Uqn−)(1,1,...,1) is given by the following formula
detS|(Uqn−)(1,1...,1) =
= q−
n!
4
∑
1≤k<l≤n bkl
n∏
m=2
∏
1≤i1<···<im≤n
(1− q
∑
1≤k<l≤m bikil )(m−2)!(n−m+1)!
=
n∏
m=2
∏
1≤i1<···<im≤n
(q−
1
2
∑
1≤k<l≤m bikil − q
1
2
∑
1≤k<l≤m bikil )(m−2)!(n−m+1)!
Proof. By factoring out from the matrix S(fI , fJ) the factor q
− 14
∑
1≤k<l≤n bkl
we get a matrix which (up to permutation of rows and columns) coincides with the
matrix A12···n(q), where q = {qij}, qij := q−
1
2 bij . Then we apply Theorem 1.9.2 and
the result follows.
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