Multiplicative gain control is a vital component of many theoretical analyses of neural computations, conferring the ability to scale neuronal firing rate in response to synaptic inputs. Many theories of gain control in single cells have used precisely balanced noisy inputs. Such noisy inputs can degrade signal processing. We demonstrate a deterministic method for the control of gain without the use of noise. We show that a depolarizing afterpotential (DAP), arising from active dendritic spike backpropagation, leads to a multiplicative increase in gain. Reduction of DAP amplitude by dendritic inhibition dilutes the multiplicative effect, allowing for divisive scaling of the firing rate. In contrast, somatic inhibition acts in a subtractive manner, allowing spatially distinct inhibitory inputs to perform distinct computations. The simplicity of this mechanism and the ubiquity of its elementary components suggest that many cell types have the potential to display a dendritic division of neuronal output.
Introduction
Individual neurons integrate synaptic inputs and output action potentials (spikes) to convey information. The ability of neurons to divisively modulate their firing rate, rather than simply summating inhibitory and excitatory synaptic events, represents a significant increase in complexity for single neuron computation. Division or multiplication of firing rate by synaptic input, originally suggested by Reichardt (1961) , has since become a key component of many models of neural processing (Salinas and Sejnowski, 2001 ) and is required in models characterizing the response of cells in the visual cortex (Carandini and Heeger, 1994) and efficient coding in visual and auditory systems (Schwartz and Simoncelli, 2001) . Early investigations into biophysical mechanisms for division of firing rate were based on Ohm's law: membrane potential is equal to current divided by membrane conductance (Blomfield, 1974; Koch and Poggio, 1992; Nelson, 1994) . Divisive changes in membrane potential resulting from increased conductance were assumed to translate to a division of firing rate. Later theoretical studies showed that shunting inhibition is unable to divisively modulate firing rate (Gabbiani et al., 1994; Holt and Koch, 1997) . Instead, changes in subthreshold membrane conductance led to primarily inhibitory effects on spiking, causing a subtractive shift in the onset of firing in the cell.
Since this time, a number of studies have sought to determine a mechanism allowing synaptic regulation of the gain of an individual cell. Dynamic clamp (Chance et al., 2002; Mitchell and Silver, 2003) and modeling of various configurations of synaptic input (Salinas and Sejnowski, 2000; Tiesinga et al., 2000; Doiron et al., 2001b; Longtin et al., 2002; Burkitt et al., 2003; Prescott and De Koninck, 2003) have shown that noise can generate divisive effects. These studies indicate that after balancing of stochastic inputs, frequency-current (FI) curves have a stationary current threshold for initial spiking (rheobase) while the gain (in hertz/ nanoampere) decreases. However, studies of noise-induced gain have used the variance in membrane fluctuation to drive spiking in a probabilistic manner. This suggests that as the time window used to calculate average spike rate is increased, the likelihood of successfully encoding transient inputs may be reduced.
We show that proximal dendritic inhibition is capable of regulating a dendrosomatic current flow arising from backpropagating dendritic spikes. This gives rise to a novel form of deterministic regulation of the gain of the spike generating mechanism, distinct from all previous mechanisms that required balanced, noisy synaptic conductance changes near the spike generating mechanism. The biophysical components required for dendritic division of neuronal inputs are simple and widespread and may thus be used in many other systems.
Materials and Methods
dendrites in the in vitro slices. Animals were anesthetized in 0.05% phenoxy-ethanol, and tissue slices of 300 -400 m thickness were prepared from the electrosensory lateral line lobe (ELL) as described previously (Turner et al., 1994) . Slices were maintained by constant perfusion of artificial CSF (ACSF; 1-2 ml/min) and superfusion of humidified 95% O 2 , 5% CO 2 gas. ACSF contained the following (in mM): 124 NaCl, 3 KCl, 25 NaHCO 3 , 1.0 CaCl 2 , 1.5 MgSO 4 , and 25 D-glucose, pH 7.4. HEPESbuffered ACSF for pressure ejection of pharmacological agents contained the same elements, with the following differences (in mM): 148 NaCl and 10 HEPES.
Stimulation and recording procedures. Glass microelectrodes were backfilled with 2 M KAc, pH 7.4 (90 -120 M⍀ resistance) and in some recordings contained 2% Neurobiotin (Vector Laboratories, Burlingame, CA). Recordings were made from pyramidal cells (n ϭ 27) in the two largest ELL segments receiving amplitude-coded electrosensory inputs (centrolateral and centromedial segments). Cells were identified as bursting or nonbursting by their progression from a tonic to a characteristic firing mode after sufficient depolarization (Turner et al., 1994) . Divisive effects were seen in both the tonic and bursting regimes, and the data from both regimes were therefore pooled. Somatic recordings were made from the pyramidal cell layer and dendritic recordings at the boundary of the stratum fibrosum and molecular layer (Turner et al., 1994) . Recordings were digitized using an NI PCI-6030E DAQ board (National Instruments, Austin, TX). Intracellular stimuli were delivered, and data were recorded in custom software using the MatLab data acquisition toolbox (MathWorks, Natick, MA). Direct current injection of 0.1-0.6 nA was applied when necessary to eliminate spontaneous discharge. Muscimol (200 M) was focally ejected over the dendritic or somatic axis using electrodes of 1-2 m tip diameter and 10 -15 psi. A visual estimate of the radius of drug application was initially obtained in dendritic regions under transillumination. Previous studies have shown delays of up to 2 min before drugs ejected in the ventral molecular layer (VML) caused effects at the soma (Turner et al., 1994) . Pharmacological agents were dissolved in HEPES-buffered ACSF.
Data analysis. FI curves and analyses of spike parameters were generated using custom software in MatLab. Spike threshold was taken based on the first derivative of the voltage waveform, and slopes of FI curves were calculated from the point of initial spiking to the point of saturation in spike frequency. The size of the afterhyperpolarization (AHP) was defined as the difference in voltage between the threshold point and the minimum voltage of the AHP. Data were plotted in Origin (OriginLab, Northhampton, MA) or Igor Pro (Wavemetrics, Lake Oswego, OR). All statistics are paired t tests performed for cells before and after pharmacological manipulation unless otherwise stated. All ranges reported are ϮSEM.
Modeling. We used a previously published compartmental reconstruction of an ELL pyramidal cell (Doiron et al., 2001a) to test whether it could replicate our experimental results. Simulations using this large model were run in the NEURON simulation environment (Hines and Carnevale, 1997) . To examine the effects of the active dendrite on gain in the most generalizable manner, the burst dynamics specific to these cells were removed. The initial FI curve was refit to allow for a greater multiplicative effect of the depolarizing afterpotential (DAP) in accordance with our dendritic tetrodotoxin (TTX) results. A full summary of all changes is presented in supplemental Table 1 (available at www. jneurosci.org as supplemental material). Note that the Kv3 current has been functionally removed. This current was originally based on kinetics of Kv3.3 channels measured in an expression system (Doiron et al., 2001a) . We found that the small active repolarization in the dendrites invoked with these parameters prevented the leak conductance from appropriately replicating our experimental results. Because Kv3 channel kinetics and voltage dependence differ between expression systems and those in situ (Baranauskas et al., 2003) , this current was functionally removed by setting the parameter to a sufficiently small level to be ineffective.
Because of the variability in initial slopes of FI curves among the cells studied, the firing characteristics of the model cell were modulated to simulate the cell shown in Figure 1 as a representative example. For simulations of synaptic bombardment, 250 excitatory synapses were placed on the basilar bush, the primary site of afferent input to these cells (Maler et al., 1981) . All synapses were described by ␣ functions and driven by independent Poisson processes as described previously (Doiron et al., 2001b) . Excitatory synapses had a unitary conductance of 300 pS, a time constant (t) of 1.5 ms, and a reversal potential (E rev ) of 0 mV (Berman and Maler, 1999) . One hundred inhibitory synapses (unitary conductance ϭ 25 pS; t ϭ 7 ms; E rev ϭ Ϫ70 mV) were placed along the apical dendrite in a graded manner, such that Ͻ5% of the synapses contacted the 25 m most proximal to the soma [supplemental Table 2 (available at www.jneurosci.org as supplemental material) gives the gradient used for these simulations]. These synapses are intended to represent the activity of neurons of the VML cells and are in accordance with the pattern of synaptic contact made by these cells (Maler et al., 1981) . The same graded distribution of conductances was used in distributing the tonic leak conductances (E rev ϭ Ϫ70 mV), because the VML cell is the primary GABAergic synapse onto the proximal apical dendrite. For simulation of G2 cell inhibition of pyramidal somata, we used a larger number of synaptic inputs (200 -400) stimulated at 100 Hz. The larger number of synapses was required for any noticeable effect to be observed during somatic inhibition and represents the greater GABAergic innervation of the soma (Maler and Mugnaini, 1994) .
We use the simple leaky-integrate-and-fire (LIF) model (Lapique, 1907; Koch, 1999) to further study the mechanics of dendritic-dependent divisive gain control. LIF model neurons have a subthreshold membrane potential V m that evolves according to the following:
g is a passive membrane leak conductance for nonspecific leak channels with a reversal potential E r , C is the membrane capacitance, and I is the static input current. Equation 1 is supplemented with a firing rule: when V m (t) ϭ V t , a voltage spike is assumed to have occurred at time t. After the spike, the membrane is reset to a potential V r Ͻ V t. The firing rate f of the model neuron is then simply the inverse of the time T that it takes V m to raise from V r to V t . Explicitly solving Equation 1, T is determined to be:
The model parameters that best mimicked ELL pyramidal cell firing rates were C ϭ 150 pF, E r ϭ Ϫ70 mV, and V t ϭ Ϫ55 mV. V r varied between Ϫ70 and Ϫ85 mV, whereas g varied between 5 and 11 nS. With these parameters, the membrane time constant was between 13.6 and 30 ms, which is within the range reported for in vitro ELL pyramidal cells (Turner et al., 1994; Berman and Maler, 1999 ). The qualitative model results presented were not sensitive to these parameters.
Results
Divisive gain control is mediated by dendritic but not somatic inhibition First-order electrosensory processing in A. leptorhynchus is accomplished by pyramidal cells of the ELL. Appropriate input can modulate the firing rate of the pyramidal cell from 0 to 200 Hz (Bastian, 1986) . The ELL contains many interneurons that can modify pyramidal cell output (Maler, 1979; Maler and Mugnaini, 1994) , and two GABAergic interneurons are especially notable. The G 2 interneuron receives direct electroreceptor input and projects to the pyramidal cell soma. In contrast, inhibitory interneurons of the VML (VML cells) receive descending feedback and project to the region of the apical dendrite that actively propagates sodium spikes (Fig. 1 A) . These inputs are distributed along the proximal dendritic axis, showing a gradient of synaptic density, which peaks ϳ100 m from the soma and decays with Ͻ5% of contacts in regions near the soma (Maler et al., 1981; Maler and Mugnaini, 1994) . In both cases, the inhibition is mediated by the GABA a receptor subtype (Berman and Maler, 1999) . To evaluate the role of these interneurons in the regulation of sensory processing, we mimicked their activation by focal application of a selective GABA a agonist, muscimol. Muscimol (200 M) was applied to either the soma (n ϭ 9) or the proximal dendritic region (n ϭ 14) of the pyramidal cell while recording from their somata. Because of the architecture of the ELL, we are able to use fiber bundles that bound the pyramidal cell layer as barriers to the diffusion of pharmacological agents and can therefore separate dendritic and somatic effects of applied modulators on cell output (Turner et al., 1994) . We used a series of 500 ms DC current steps to derive FI plots, and the frequency of firing was averaged over the course of the current pulse regardless of discharge pattern (both tonic and bursting modes of discharge were observed, and our results were the same for either pattern). Pharmacological activation of dendritic GABA a receptors led to a divisive effect on the FI relationship, with minimal effects on the rheobase to commence firing (Fig. 1 B) . Linear fits from the rheobase to the saturation point of the FI curve revealed a significant mean decrease in the slope of 37% (Ϯ6.3%; p Ͻ 0.0001). This slope represents the gain of the firing system in hertz/nanoampere. The rheobase for initial spiking did not change significantly, with a mean value of 0.08 nA (Ϯ0.07 nA; p Ͼ 0.15). The majority (n ϭ 9) of these cells showed no or minor subtractive effects (Ͻ0.03 nA), whereas one showed very large subtractive effects (0.8 nA), possibly because of muscimol leaking to the somatic region over the course of the experiments (see below). To ensure divisive effects were not a result of the diffusion of pharmacological agents during the recording of individual FI curves, repeated recordings were made after the dendritic muscimol ejection. During drug diffusion, the divisive effects described were reproducible between multiple FI recordings. This indicated that the changes within a single FI curve were not caused by a progressive diffusion of the drug over the course of recording. Rather, it was a result of the continuous activation of GABA a -mediated conductances in the dendritic region over the entire course of the recording.
In contrast, somatic application of muscimol (n ϭ 3) had subtractive effects on FI curves (Fig. 1C) . Somatic application of muscimol immediately after dendritic application (n ϭ 6) yielded identical results, with no additional reduction in gain (Fig. 1 D) . Because no differences were noted between the two conditions, the data sets were merged. These experiments showed that somatic muscimol application did not lead to a significant reduction in slope of the FI relationship (5.4 Ϯ 6.5%; p Ͼ 0.45) but did result in a significant shift in rheobase (0.59 Ϯ 0.16 nA; p Ͻ 0.01). In an additional two cells, the resulting shift in rheobase was sufficient to prevent firing in response to Ͼ1 nA of current injection above the previous rheobase. These cells were not included in the analyses of slope or rheobase, because no spiking was observed.
These differential effects of muscimol would suggest distinct computational properties of dendritic versus somatic inhibition in our cells: dendritic inhibition has a divisive effect, whereas somatic inhibition has subtractive effects, in confirmation of the study by Holt and Koch (1997) .
The DAP has an inherently multiplicative effect
In the ELL pyramidal cell, dendritic sodium channels underlie an active backpropagation of the somatic spike through the initial portion of the apical tree (Turner et al., 1994; Lemon and Turner, 2000) . These active dendritic conductances result in current flow back to the soma and can create a depolarizing afterpotential ( Fig.  2 A, B) . Because DAPs arise from active regions of the dendrite that the VML cell selectively inhibits, we examined the contribution of this dendrosomatic current flow to the gain of the firing rate. We blocked the active dendritic conductances by focal application of TTX to the proximal dendritic region (n ϭ 6). We monitored these recordings to ensure that TTX was restricted to the dendrites and had not leaked to the soma. No significant decrease in the peak amplitude or rate of rise of the somatic spike was observed (Fig. 2 F, G) . Dendritic application of TTX revealed a large somatic AHP, which had been masked previously by the active dendritic conductances (Fig. 2C,F ) , whereas the FI curve showed a marked reduction in gain (Fig. 2 H) . This suggests that a significant dendrosomatic current flow exists even when a prominent DAP cannot be observed in the voltage trace.
We further replicated these effects in a large multicompartmental model of an ELL pyramidal neuron (see Materials and Methods), where passive dendrites produced a shallow FI curve. The addition of dendritic Na ϩ conductances was sufficient to reproduce an appropriate dendritic spike waveform (Fig. 2 D) , which masked a large portion of the somatic AHP (Fig. 2 E) and raised the slope of the FI relationship (Fig. 2 I) . These results show that the DAP, a common product of active dendrites, has an inherently multiplicative effect on the FI relationship. Intuitively, this can be understood because the DAP and somatic spike firing (Berman and Maler, 1999) . B, Focal application of the GABA a agonist muscimol (200 M) to the apical dendrites (, dashed line) causes a divisive shift in the FI relationship relative to control (f, solid line) without significantly affecting the rheobase to spiking. C, Application of somatic muscimol subsequent to dendritic ejection (, dashed line) fails to further divide the FI curve obtained after dendritic muscimol (f, solid line), having instead a subtractive effect. D, Application of muscimol to the soma alone, in a separate recording, does not shift the slope of the FI curve (, dashed line) but shifts the spike rheobase relative to control conditions (f, solid line). Lines in B and C are linear fits to the FI plot between rheobase and peak firing frequency. All FI plots have been normalized such that control rheobase is zero.
are coupled. Specifically, the amount of dendrosomatic current flow scales with firing rate, and the firing rate scales with the amount of dendrosomatic current. The fact that the DAP requires initiation of at least one spike forces rheobase to be invariant with respect to current. This inherent change in firing frequency should occur under any regime in which a backpropagating dendritic spike follows a somatic spike, regardless of their exact shapes. The results obtained from muscimol application (Fig. 1) suggest that this dendritic-dependent multiplicative effect can be diluted by dendritic inhibitory conductances.
The contribution of the DAP can be regulated by dendritic leak conductances
In our system, and in many others, the DAP depends on active dendritic conductances (Turner et al., 1994; Larkum et al., 1996; Magee and Carruth, 1999) , and dendritic spikes generally show weak AHPs (Reyes, 2001) . Instead, dendrites have a slower process of repolarization. Because we suspected that regulation of active dendritic conductances was involved in modulation of gain, recordings were made from the proximal dendrites of pyramidal cells during focal dendritic application of muscimol (n ϭ 5). Muscimol ejection selectively changed the repolarization phase of dendritic spikes, allowing for a faster decay at the end of the spike (Fig. 3A, muscimol trace) . These changes in the dendritic spike were seen in separate somatic recordings as a small reduction in the DAP, manifesting itself as a larger AHP after repolarization (Fig. 3B) . Analysis of the AHPs recorded somatically after dendritic muscimol ejection revealed that under con- (1) backpropagates into an active dendrite (2), creating a voltage difference between the compartments that leads to dendrosomatic current flow, producing a DAP (3). B, Superimposition of a somatic (black) and a dendritic (gray) spike from separate recordings to show the relationship between the dendritic spike and the DAP. C, Blockade of dendritic sodium channels by application of TTX to the dendrites during somatic recordings removes the DAP and unmasks a large AHP (gray trace) relative to control conditions (black trace) without affecting the height or the shape of the somatic spike. D, Somatic and dendritic spikes in a compartmental model replicate the essential features of spiking seen in the pyramidal cell. E, Masking of the fast AHP by dendrosomatic current flow resulting from backpropagating dendritic spikes in the compartmental model. A large AHP is visible in the case without dendritic sodium (gray) and is partially occluded when active dendritic conductances are included (black). F, Expanded view of C showing no change in rate of rise of somatic spike height after dendritic TTX ejection. G, Peak amplitude and rate of rise of the somatic spike in six separate experiments are unaffected by dendritic TTX ejection, indicating a specific dendritic effect of TTX. H, Modulation of the FI relationship by active dendritic conductances. Blockade of active dendrite conductances by dendritic application of TTX (E) leads to a much shallower gain in response to step current injections when compared with control condition (f). I, Model results: compared with a passive dendritic model (E), the insertion of conductances generating active dendritic backpropagation leads to a dramatically steeper FI relationship (f). A, Application of muscimol to the apical dendrites, whereas recording from dendrites (gray trace) reveals a reduction in the width at the base of the dendritic spike. B, This reduction in dendritic spike width by muscimol is correlated with a larger AHP (gray) relative to control conditions (black) in separate somatic recordings. C, In the compartmental model, the dendritic recording has a faster decay time at its base under "experimental" conditions (increased dendritic G lk , gray) compared with control conditions (normal, black). D, An increase in dendritic leak (0.6 mS/cm 2 ) leads to a larger AHP at the soma (gray) relative to the control model (black). E, Dendritic leak is sufficient in the model to replicate the gain changes seen experimentally after GABA a activation. Increasing levels of dendritic leak (3 times, OE; 5 times, E) cause divisive effects in the FI relationship compared with control (f). F, In contrast, increasing the somatic leak by 10 times (OE) or 20 times (E) causes purely subtractive shifts without noticeably affecting gain relative to control conditions (f).
trol conditions, the mean AHP size was 4.85 mV (Ϯ0.95 mV), whereas after tonic activation of dendritic GABA a synapses, the mean AHP size increased to 7.3 mV (Ϯ1.67 mV), representing a 35% increase in the size of the AHP (Ϯ4.6%; p Ͻ 0.0001).
Ejections of muscimol to the cell body layer did not create a significant change in AHP size. Under control conditions, the mean AHP size for this population was 6.3 mV, whereas after ejection of somatic muscimol, the mean AHP was 6.65 mV, giving a mean increase of 4.7% ( p Ͼ 0.74). As described above, somatic muscimol ejection did not produce divisive effects but did cause a subtractive change in rheobase for the FI curve. This indicates that dendritic, but not somatic, muscimol application affects the width of the dendritic spike and, subsequently, the size of the somatic AHP. Reductions in dendritic spike width are tied to an increase in the size of the somatic AHP through a reduction in the DAP, which would normally partially mask the fast AHP. Therefore, regulation of the AHP by inhibition is a property exclusive to the apical dendrites of the cell.
Replication of the muscimol experiments in a compartmental model led to similar results; increasing the dendritic leak led to a reduction in spike width during the final decay of the dendritic spike and a slightly lower interspike voltage (Fig. 3C ). This dendritic change manifested itself as a change in the depth of the somatic AHP (Fig. 3D) . The modest change in dendritic spike properties and somatic AHP induced by dendritic leak were sufficient to reproduce the changes in gain associated with the modulation of dendritic conductances by muscimol, enabling a fast regulation of the gain; furthermore, dendritic spike width predicted the gain in the firing model (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material). Specifically, by increasing the total density of a chloride leak conductance in the dendrites, we were able to significantly shift the gain of the modeled FI relationship with minimal effects on spike rheobase (compare Figs. 3G and 1 B) . In comparison, increases in the density of the somatic leak conductance had no change on the gain of the system but instead acted in a purely subtractive manner (compare Figs. 3F and 1C) , a phenomenon that has been well established for somatic inhibition (Gabbiani et al., 1994; Holt and Koch, 1997) . This shows that changes in the somatic AHP, on the same scale seen in our data and induced by the same changes in dendritic leak, are capable of producing a divisive change in gain.
Reduced model of divisive computation
Both the experiments and large-scale compartmental modeling suggest that a dendrite capable of action potential backpropagation is a key requirement for this mechanism of gain control. Dendritic TTX results in a larger somatic AHP, because the DAP and AHP overlap in time following a somatic spike, allowing the DAP to mask a fast AHP without otherwise appearing in the voltage trace. An expanded view of the repolarization phase of a somatic action potential shows that a larger somatic AHP results from dendritic TTX application, whereas a similar effect can also be seen in the large compartmental model of a pyramidal cell (Fig. 4 A, left and center traces) . Here, we used a simple LIF model to show how the DAP influence on the AHP is the crucial feature of this mechanism of gain division and to derive specific rules for the sort of manipulations that can lead to divisive gain control.
To model somatic muscimol application, we increased the leak conductance g, similar to the strategy used in the large compartmental model. However, standard LIF models lack any formal concept of a spatially extended dendritic tree, making explicit modeling of dendritic muscimol application difficult. Rather than formally incorporate an excitable dendritic membrane dy- (right) . B, Changes in conductance of the LIF model lead to subtractive shifts in rheobase. As conductance ( g ) increases, rheobase changes, but no change is seen in gain. C, Changes in the reset voltage V r , simulating regulation of the AHP size by dendritic conductances, lead to divisive changes in gain. As V r changes, the gain of the LIF cell can be increased or decreased. D, E, For two values of I, the change in ISI (DT ) resulting from a change in AHP (DV r ) scales with the unaltered ISI ( T). Specifically, for I 1 ϭ 100 pA (D), the initial ISI (T 1 ) of the cell is longer than the ISI for I 2 ϭ 200 pA (T 2 ). Importantly, the threshold-crossing delay resulting from the perturbation DV r when I ϭ 100 pA (DT 1 ) (D) is larger than the delay because of the identical perturbation when I ϭ 200 pA (DT 2 ) (E). Such scaling of DT with T shown (D, E) is required for DV r to induce a divisive effect on the FI curve (Eq. 5; see Results). F, The change in gain resulting from the perturbation DV r is imperfectly described by a single scaling factor k 0 (solid black line), where k is independent of the input current I.
namic (Larkum et al., 2004) , we chose to model and manipulate the effect of dendrosomatic current flow on the somatic AHP. Quite simply, we modeled the somatic effect of dendrosomatic current flow as regulating the depth of the "AHP" [i.e., the membrane potential that the LIF is reset to after a spike (⌬V r ) (Fig. 4 A,  right trace) ]. Specifically, a more negative V r mimics the increase in AHP depth associated with DAP reduction resulting from dendritic muscimol application.
When g is increased (modeling the application of somatic muscimol), we observed a subtractive shift in FI curve gain (Fig.  4 B) . This result has been observed previously in simple IF models and is now a well known effect (Holt and Koch, 1997; Doiron et al., 2001b) . Figure 4C shows FI curves computed for the LIF model for various values of V r with g fixed in all cases (modeling the application of dendritic muscimol). When V r was more negative, a marked decrease in FI slope was observed with no change in the minimal current required for discharge. These results mirror those shown in Figures 1 and 3 for both the experimental and large-scale simulation results. Figure 4C shows that simple shifts in action potential reset can account for a divisive gain change. Such a relationship between gain and V r has been noted previously for LIF models (Troyer and Miller, 1997) . However, it has never been interpreted as modeling a variable dendritic feedback to the soma, or any other dynamic process, but has instead been used as a fixed parameter to regulate default gain. With this simple model, we expand on the mechanism to further link the subthreshold dynamics and divisive gain computations.
Specifically, we can define a multiplicative gain change as
where is the factor scaling the original FI curve. A "pure" multiplication will be one that allows ( I) ϭ so that f( I) is scaled in an input-independent manner during a multiplicative computation. Such a specific definition of multiplicative computations allows for the characterization of simple rules determining the regulation of FI relationships. It is useful to consider the effects of a gain manipulation in the temporal domain rather than the frequency domain as it appears in Equation 3, because spike firing occurs over time. Using the relationship T ϭ 1/f, any manipulation resulting in a multiplicative scaling of the initial FI curve (as defined in Eq. 3) must satisfy the following relationship:
Here, T( I) is the original threshold crossing time [e.g., the default interspike interval (ISI)], and ⌬T( I) ϭ TЈ( I) Ϫ T( I) is a decrease (or increase) in that ISI after the gain manipulation. Equation 4
gives a rule for any division of an FI relationship, specifically that in order for a gain manipulation to lead to a divisive computation, it is required that the original period T( I) and the change in period ⌬T( I) scale with each other. Such a rule can be intuitively understood in that to double the frequency of firing at 1 Hz, the period must be advanced by 500 ms, whereas to double the frequency of firing at 10 Hz requires an advance of 50 ms. Because a shift in V r induced a slope change in the FI curve in the simple LIF model (Fig. 4C) , this manipulation is a good candidate to satisfy Equation 4. We show this for two values of input current I 1 (100 pA) and I 2 (200 pA), and for each input we computed ⌬T( I) for models with different voltage resets (⌬V r ) (Fig.  4 D, E) . Naturally, as input current increases, the ISI decreases. Interestingly, the effects of ⌬V r grow with T. The resulting effect on the FI curve is a divisive gain change, indicating that to some approximation, our system complies with Equation 4, consistent with the apparent scaling of the FI relationship.
Because our simple LIF system complies with Equation 4 with ⌬T( I) resulting from ⌬V r , we can combine the left side of Equation 4 and the LIF model (Eq. 2) and isolate for ( I) (first equality in Eq. 5). We next considered system parameters that ensure g(V r ϪE r )/I, g(V r Ј Ϫ E r )/I, and g(V t Ϫ E r )/I Ͻ Ͻ1. Specifically, we have these terms ranging from near 0 to 0.5 for the parameters used in Figure 4 . We compute the Taylor series expansion of h(V r ,I ) and h(V r Ј,I ) using ln(1 Ϫ x) Ϸ Ϫx Ϫ x 2 /2 for small x (second equality in Eq. 5).
and where
is the relative change in reset voltage compared with the spike threshold. The expansion shows that although the gain change appears multiplicative (Fig. 4C ), the neuron model can only exhibit a perfect division of firing rate in the limit in which conductance ( g ) approaches zero. Figure 4F shows f( I) and fЈ( I) computed from the LIF model with a 3 mV change in reset voltage. We also plot f( I) multiplied by the zero-order approximation k 0, valid in the limit of zero input conductance. The approximation 0 approximately describes the divisive computation for the parameters used in our model.
In our in vitro experiments, increased AHP amplitude led to a change in gain, but these two factors were not linearly correlated. This is predicted from our above results, because ELL pyramidal cells have low-input resistances (40 -100 M⍀), meaning will be a complex function of input current and membrane conductance. Therefore, the range of currents injected and the resting membrane conductance of each cell will have significant effects on attempts to predict based on in vitro experiments. The above results also show that it is unlikely that a perfect division, in which the firing rate is equally scaled across the entire range of driving currents, will occur. Because cells with large dendritic arborizations have large-input conductances, the scaling of the gain in many cells is likely to be uneven across the FI plot. Although most models involving division of firing rate assume a pure division (Carandini and Heeger, 1994; Schwartz and Simoncelli, 2001 ), a quasidivisive effect, as seen in our data, will also accomplish this and may even allow for more complex calculations.
Using a simple rule defining the requirements that must be satisfied by any candidate deterministic gain control mechanism (Eq. 4), we examined the LIF system. Because the change in reset voltage in the LIF satisfied this rule and replicated the effects seen in our data and compartmental model, and because prominent DAPs were absent in many of our cells and our compartmental model, we conclude that control of the AHP by the regulation of active dendritic conductances is the key variable defining this gain control mechanism. This AHP scaling mechanism functions through the fundamental integrative properties of the membrane, allowing the time to threshold to vary with the effect of the perturbation resulting from the AHP (Fig. 4) .
Divisive gain control by unbalanced synaptic bombardment
The gain control mechanism shown above functions independently of noise. However, noise is an important component of neural systems and is key to the functioning of all previous mechanisms that have successfully controlled gain in a single cell (Doiron et al., 2001b; Chance et al., 2002; Mitchell and Silver, 2003; Prescott and De Koninck, 2003) . To examine the interactions between our mechanism and synaptic noise, we simulated stochastic synaptic inputs to examine the more realistic noisy scenario. We distributed 250 excitatory synapses along the basal bush of the pyramidal cell model, consistent with morphological data (L. Maler, unpublished observation) and a previous study of noise-induced gain control in this model (Longtin et al., 2002) , giving us a more realistic driving current than somatic current injection. Inhibition by the VML cell was simulated with 100 inhibitory GABA a synapses distributed in a graded manner along the apical dendritic tree such that Ͻ5% were proximal to the soma (Maler et al., 1981) . We drove the cell with a range of excitatory synaptic input frequencies combined with dendritic inhibitory synapses firing at 100 or 200 Hz (the maximum firing frequency of VML cells in vitro) (our unpublished observation). This led to a division of the FI curve, which increased with the frequency of inhibitory stimulation (Fig. 5 A, B) . Note that these results mirror the divisive effects that were induced by a deterministic shift in dendritic leak conductance (Fig.  3E) . We can therefore conclude that unbalanced random dendritic inhibition is capable of the same divisive computation seen in our previous experiments. Additionally, the division still functions in the more natural scenario in which the excitation is dendritic in origin, rather than injected somatically.
To simulate the greater number of sources of somatic inhibition existing in the ELL (Maler and Mugnaini, 1994) , we attached more inhibitory synapses to the somatic compartment. Somatic inhibition, despite the slight increase in stochastic forcing resulting from the noisy inhibitory conductances being placed closer to the site of spike initiation, showed a subtractive computation with apical or basilar dendritic excitation (Fig. 5C,D) in this noisy regime. We note that this does not contradict previous studies of noise-induced gain control, which have either required a small number of synaptic inputs paired with somatic inhibition (Mitchell and Silver, 2003) or used a combination of dendritic excitation and somatic inhibition and a third current source (Prescott and De Koninck, 2003) to divisively modulate firing. The differences in the effects of stochastic somatic inhibition between these studies and our own are solely attributable to these differences in parameters.
These results demonstrate that in a realistic noisy regime for our system, our deterministic method of gain control has a greater effect than noise alone, because the highest noise condition showed the least gain change. Instead, even under synaptic stimulation conditions, dendritic regulation of the somatic AHP successfully controlled gain without the requirement for synaptic balancing. This provides a mechanism for the division of firing rate without the deleterious effects of noise.
Discussion
Modulation of gain is of great importance to computations performed by the nervous system (Reichardt, 1961; Salinas and Sejnowski, 2001) . We have shown a deterministic gain control mechanism based on dendritic inhibition. Specifically, a multiplicative effect (e.g., feedback excitation resulting from the DAP) is scaled down by dendritic inhibition, leading to an ultimate divisive effect. Compartmental modeling and analytics show that this mechanism provides a graded control of the responsiveness of the cell and follows the rules expected for a mechanism of divisive gain. Although it has been shown that the AHP is capable of regulating default gain (Troyer and Miller, 1997; Smith et al., 2002) , we show here that feedback from active dendritic conductances can scale the size of the AHP allowing for fast changes in the gain of the cell. Additionally, a spatial segregation of inhibitory inputs to distinct compartments allows for a separation of computations: somatic inhibition allows for algebraic subtraction, whereas dendritic inhibition allows for divisive control of gain.
Previous experiments and modeling studies have shown the ability to obtain divisive gain control through noisy synaptic input using balanced inputs or dendritic saturation to maintain a stationary rheobase (Chance et al., 2002; Prescott and De Koninck, 2003) . However, even small differences in balancing can alter rheobase as well as gain (Shu et al., 2003) . Alternatively, unbalanced excitatory inputs can be sufficient to offset a tonic inhibitory conductance, but this mechanism functions only with small numbers of excitatory inputs (Mitchell and Silver, 2003) . Such balancing is not required in the mechanism described here. Balanced, noisy conductances changes can, and do, have divisive effects on gain, but imperfections in balancing can have significant effects on rheobase. We show a mechanism that is minimally subtractive, because modulation of the gain occurs after spiking has already been initiated. Separation of the site of inhibition from the site of spike initiation also leaves the integrative properties of the somatic membrane unchanged, allowing gain to be modulated with minimal changes in either rheobase or filtering properties of the membrane.
A previous study of a neuron of the fly visual system showed divisive regulation of membrane voltage by dendritic inhibition in the nonspiking lobular plate tangential cells (Single et al., 1997) , but this would not be expected to carry over to the spiking regime. A model developed to account for multiplicative computations in the locust included dendritic subtraction in the subthreshold domain; multiplication of inputs also required nonlinear transformations by spiking conductances (Gabbiani et al., 2002) . This model represents an entirely different multiplicative function that does not require backpropagating spikes and DAPs or control of the gain of the firing mechanism.
Divisive gain control has been shown explicitly in vivo in the ELL (Bastian, 1986) , and our results may explain some apparently paradoxical observations in this system. A lesion of a descending excitatory parallel fiber tract that terminates in the dendritic regions of the ELL (Fig. 6 A) increased gain multiplicatively (Fig. 6 B, C) , despite the primarily excitatory nature of this parallel fiber tract in vitro (Berman and Maler, 1999; Lewis and Maler, 2002) and in vivo (Bastian, 1998) . Previous work has shown this tract to have a significant role in stimulus cancellation on a time scale of seconds, which would not predict a divisive role (Bastian, 1996a (Bastian, ,b, 1998 Bastian et al., 2004) . Instead, we suggest that the parallel fibers also excite ELL interneurons that exclusively inhibit the proximal apical dendrites of pyramidal cells (Maler et al., 1981; Berman and Maler, 1999) . The work presented here suggests that inhibition at this site will divide output firing rates. Thus, the removal of the excitatory drive to these cells by cerebellar lesions would be expected to eliminate the divisive gain that results from proximal dendritic inhibition and thus explain the multiplicative results observed after lesion (Bastian, 1986) .
It has been suggested that tonic inhibition can have an inherent divisive effect caused by a nonlinear preprocessing of the input and a power-law voltage-firing rate relationship induced by background noise (Murphy and Miller, 2003) . Because the divisive gain control effects were reproduced in slice experiments in which all preprocessing is absent, we can therefore discount this mechanism as contributing to the effects we observed.
Other models examining gain have included synaptically triggered forward-propagating dendritic spikes that are either inhibited (Archie and Mel, 2000) or recruited (Larkum et al., 2004) . In the study by Archie and Mel (2000) , synaptic input triggers forward propagating dendritic spikes and inhibition reduces the rate of these spikes rather than their amplitude, reducing excitatory drive to the cell. Evidence from in vitro studies of neocortical pyramidal cells has shown that the site of current injection along the apical dendrite can influence the gain of the firing through the all-or-none recruitment of dendritic spikes rate (Larkum et al., 2004) and subsequent bursts of activity. Because these dendritic spikes originate independently of the somatic spike, they cannot satisfy the mechanism we describe here. Notably, when noise is absent, the gain change is all-or-none and is associated with a large change in rheobase. A study of a pyramidal cell compartmental model demonstrated that combining saturating dendritic excitation with noisy somatic shunting inhibition can lead to gain control (Prescott and De Koninck, 2003) . This form of divisive regulation is stochastic, in contrast to our deterministic method of DAP/AHP scaling. Therefore, the dendritic mechanisms described above either remain fundamentally stochastic or do not regulate the gain of the firing mechanism and are thus distinct from our hypothesized mechanism.
General applicability
There are three basic requirements for our proposed mechanism to work, and any cell with all three should be able to regulate gain via dendritic input. First, an active dendrite that can generate a backpropagating spike. Dendritic spikes appear to always be wider than somatic spikes, with their peaks occurring later (Reyes, 2001) . This difference in membrane potential between the dendritic and somatic compartments obligatorily creates a brief positive dendrosomatic current, producing some DAP at the soma. Many cell types show strong DAPs (Nunez et al., 1993; Kang and Kayano, 1994) , easily visible in the membrane voltage trace that have been shown or suggested to be a result of active dendritic conductances (Turner et al., 1994; Larkum et al., 1996; Magee and Carruth, 1999) . Although a DAP might not be easily visible in the membrane voltage trace of many cells, active dendritic backpropagation should always provide some degree of dendrosomatic current flow. In many of our traces, the DAPs were not visible in the voltage trace until their contribution was revealed by blockade of active dendritic conductances. Thus, we do not expect that a cell has to exhibit a visually prominent DAP to display this kind of gain control, but some contribution of dendritic current from active dendrites is required.
A second requirement is some way of controlling the size of Bastian (1986) . A lesion of the excitatory pathway projecting from EGp granule cells removes excitatory inputs to both the pyramidal and VML cells. B, C, Multiplicative gain changes after lesions described in A. Pyramidal cells responding preferentially to either upstrokes (B) or downstrokes (C) in external electric fields communicated by peripheral electroreceptors are more strongly excited at high levels of stimulation after lesion, but firing rate is unchanged at low levels of stimulation. The suggested role of the VML cell in divisive gain control provides an explanation for the apparently paradoxical effects of this manipulation. Data are from the study by Bastian (1986) .
the DAP. In our case, dendritic inhibition is capable of reducing the contribution of current to the soma. In both CA1 pyramidal cells and the mitral cell, dendritic inhibition can reduce the dendritic action potential (and therefore the reciprocal dendrosomatic current flow) (Tsubokawa and Ross, 1996; Lowe, 2002) . The third requirement for our proposed mechanism is that the response to a DAP is always to advance the timing of the next spike (e.g., a type I membrane) (Ermentrout, 1996) . Interestingly, in some cells, an excitatory pulse immediately after spiking can delay the onset of the next spike (Hansel et al., 1993) . Such a mechanism would invert the effects of the spike-triggered dendrosomatic current flow described here, leading to inherent divisive effects, the reduction of which by dendritic inhibition would cause a net multiplicative effect. The simplicity of this gain control mechanism is demonstrated by the reproduction of the key effect by an LIF model (Fig. 4) . This guarantees that the mechanism does not depend on the complicated assortment of nonlinear ionic currents present in both real and the compartmental model of ELL pyramidal cells but can in fact be reduced to the above three rules. This reduction shows that the "divisive" computation performed by this mechanism is in fact a more complex operation rather than a simple scaling factor applied equally across the firing range of the cell.
Cortical cells in particular show the basic biophysical and anatomical requirements for displaying the deterministic gain control shown here. They have active dendritic sodium conductances (Stuart and Sakmann, 1994) , and spike timing is advanced by excitation (Reyes and Fetz, 1993) . Recent work has shown that balanced conductance fluctuations can attenuate backpropagating spikes in neocortical dendrites (Williams, 2004) . Additionally, the neocortex includes inhibitory interneurons exclusively contacting the soma or the dendrites (Markram et al., 2004) . Such spatial segregation of synaptic inputs may allow the same computations we observe to be performed in the cortex.
We suggest that because of the biophysical simplicity of the mechanism and the ubiquity of its elementary components, many cell types have the potential to display this type of dendritic scaling of a DAP, leading to a division of neuronal output.
