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In the classic scheduling theory (Conway et al. [1]), one assumes that job processing times are known in advance ﬁxed
values. The assumption, however, strongly restricts the applicability of the theory, since in many production environments
job processing times are variable. For example, the processing times of jobs increase (decrease) if the jobs are executed on
machines with decreasing (increasing) efﬁciency, jobs processed by robots or automated guided vehicles need variable
amount of time to execute in dependence of the machines processing speed etc.
The phenomenon of variability of job processing times is modelled in scheduling literature in a few different ways. For
example, the processing time of a job can be a function of a continuous resource (Gawiejnowicz [2]), the job waiting time
(Sriskandarajah and Goyal [3]), the number of already executed jobs (Gawiejnowicz [4]) or the position of the job in schedule
(Bachman and Janiak [5], Biskup [6], Wu and Lee [7]).
Scheduling problems with variable job processing times can also be considered in the framework of time-dependent sched-
uling (Alidaee andWomer [8], Cheng et al. [9], Gawiejnowicz [10]), a rapidly developing branch of modern scheduling theory.
In time-dependent scheduling the processing time of a job depends on the starting time of the job. This assumption consid-
erably extends the area of applicability of scheduling theory, since numerous real-life problems can be modelled as time-
dependent scheduling problems. For example, the problems of repayment of multiple loans (Gupta et al. [11]), producing
ingots in a steel mill (Kunnathur and Gupta [12]), recognizing aerial threats (Ho et al. [13]), maintenance assignments (Mos-
heiov [14]), assignment of divisible loads in a multiprocessor environment (Drozdowski [15]), ﬁre ﬁghting (Rachaniotis and
Pappis [16]) and scheduling derusting operations (Gawiejnowicz et al. [17]) can be formulated as time-dependent schedul-
ing problems.
In general, the functions that describe job processing times in a time-dependent scheduling problem can be arbitrary non-
negative functions of time. In time-dependent scheduling literature, however, most intensively studied are non-decreasing. All rights reserved.
x: +48 61 829 5315.
jnowicz), tclai@ccms.ntu.edu.tw (T.-C. Lai), cmh@ccms.ntu.edu.tw (M.-H. Chiang).
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functions are non-increasing, we consider shortening job processing times.
Though the hugemajority of time-dependent scheduling literature concerns the casewhen jobs are independent (i.e. when
job precedence constraints are empty), there are known some results concern dependent deteriorating jobs. Tanaev et al. [18],
using priority-generating functions, have formulated O(n logn) algorithms for a set of linearly deteriorating jobs executed on a
single machine and job precedence constraints in the form of a tree or a series–parallel graph. A similar result for series–
parallel precedence constraints was obtained by Wang et al. [19]. For a detailed discussion of scheduling deteriorating jobs
with different forms of polynomially solvable job precedence constraints, we refer the reader to monograph [10, Chapter 13].
Time-dependent scheduling with dependent shortening jobs was considered by Gordon et al. [20]. Applying priority-
generating functions, the authors proved polynomial solvability of series–parallel precedence constraints.
Throughout this paper, we consider the following time-dependent scheduling problem. There is given a set J of jobs
J1, J2, . . . , Jn to be processed on a single machine. The machine is available for processing at time t0P 0. We assume that
job processing times are shortening, i.e. the processing time of job Jj is equal to pj = aj  bjSj, where Sj is the starting time
of the job, the job basic processing time aj > 0 and the job deterioration rate 0 < bj < 1 for 1 6 j 6 n. We also assume that
for 1 6 j 6 n there hold inequalities !bj
Xn
i¼1
ai  aj < aj: ð1ÞWe restrict our further considerations only to schedules without idle times between jobs. This, together with inequalities (1),
causes that job processing times remain positive in all possible schedules (see Ho et al. [13] for details).
In the set J there are also deﬁned non-empty job precedence constraints, i.e. a reﬂexive, antisymmetric and transitive
relation on the Cartesian product J  J . These precedence constraints can be given in the form of a set of chains, a tree,
a forest or a series–parallel digraph.
Given the set of jobs deﬁned as above, our aim is to ﬁnd such a schedule that minimizes the maximum completion time,
Cmax :¼max16j6n{Cj}, where Cj denotes the completion time of job Jj.
In this paper, applying a uniform approach other than priority-generating functions, we show that for the mentioned
forms of job precedence constraints the above problem can be solved in O(n logn) time. For each case of job precedence con-
straints, we also propose a polynomial algorithm and prove its optimality. Hence, our results complement the result by Gor-
don et al. [20], since the authors have not presented details concerning algorithms for the case of series–parallel precedence
constraints and its subcases.
The remainder of the paper is organized as follows. In Section 2, we recall some graph deﬁnitions used in the paper. In
Section 3, we present basic properties of the problem. In subsequent sections, we consider different forms of job precedence
constraints: a set of chains (Section 4), a tree or a forest (Section 5), a series–parallel digraph (Section 6). Conclusions are
given in Section 7.
2. Preliminaries
In the section, we recall some graph deﬁnitions used throughout the paper. We start with deﬁnitions concerning directed
graphs.
A directed graph (a digraph) is an ordered pair G = (V,A), where V– ; is a ﬁnite set of vertices and A # {(v1,v2) 2 V  V :
v1– v2} is a set of arcs.
A directed path in a digraph G = (V,A) is a sequence (v1,v2, . . . ,vk) of distinct vertices from V such that (vi,vi+1) 2 A for each
1 6 i 6 k  1. The number k is called the length of the path (v1,v2, . . . ,vk).
A directed cycle in a digraph G = (V,A) is a directed path (v1,v2, . . . ,vk) such that vk = v1. A digraph G = (V,A) is an acyclic
digraph if it contains no directed cycle.
A digraph G = (V,A) is connected if for every v1, v2 2 V there exists in G a directed path starting with v1 and ending with v2;
otherwise, it is disconnected.
A digraph G0 = (V0,A0) is called a subdigraph of a digraph G = (V,A), if V0 # V and (v1,v2) 2 A0 implies (v1,v2) 2 A.
A vertex v1 2 V of a digraph G = (V,A) is called a predecessor (successor) of a vertex v2 2 V, if there exists a directed path
from v1 to v2 (from v2 to v1). For a given digraph G = (V,A) and v 2 V, we denote the set of all predecessors and successors of v
by Pred(v) and Succ(v), respectively.
If vertices v1, v2 2 V of a digraph G = (V,A) and the directed path from v1 to v2 is of unit length, then v1 is called a direct
predecessor (successor) of v2. A vertex v 2 V of a digraph G = (V,A) that has no direct predecessor (successor) is called an ini-
tial (a terminal) vertex in the digraph. A vertex v 2 V of a digraph G = (V,A) that is neither initial nor terminal is called an
internal vertex in the digraph.
A chain (v1,v2, . . . ,vk) is a digraph G = (V,A), where V = {vi : 1 6 i 6 k} and A = {(vi,vi+1) : 1 6 i 6 k  1}.
A special case of a chain is an independent chain.
Deﬁnition 1. A chain (v1,v2, . . . ,vk) in a digraph G = (V,A) is said to be an independent chain, if for any vi 2 Vn{v1,v2, . . . ,vk} the
vertex vi is neither predecessor nor successor of any vertex from the chain (v1,v2, . . . ,vk), or vi precedes (follows) all vertices of
the chain (v1,v2, . . . ,vk).
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An in-tree (out-tree) is a digraph which is connected, has a single terminal (initial) vertex called the root of this in-tree
(out-tree) and in which any other vertex has exactly one direct successor (predecessor). The initial (terminal) vertices of an
in-tree (out-tree) are called leaves.
A tree in which the largest directed path has the length O(logk), where k is the number of vertices in the tree, is called a
balanced tree.
A 2–3 tree is a balanced tree in which each internal vertex has 2 or 3 successors. In 2–3 trees the operations of insertion
(deletion) of a vertex and the operation of searching through the tree can be implemented in O(logk) time, where k is the
number of vertices in the tree (Aho et al. [21]).
An in-forest (out-forest) is a disjoint union of in-trees (out-trees).
Given digraphs G1 = (V1,A1) and G2 = (V2,A2) such that V1 \ V2 = ;, the parallel composition of the digraphs G1 and G2 is the
digraph GP = (V1 [ V2,A1 [ A2). The series composition of the digraphs G1 and G2 is the digraph GS = (V1 [ V2,A1 [ A2 [
({v 2 G1 : Succ(v) = ;}  {v 2 G2 : Prec(v) = ;})).
A digraph G = (V,A) is a series–parallel digraph if either jVj = 1 or G is obtained by the application of parallel or series com-
position to two series–parallel digraphs G1 = (V1,A1) and G2 = (V2,A2), V1 \ V2 = ;.
We complete the section by two deﬁnitions concerning undirected graphs.
A graph (undirected graph) is an ordered pair G = (N,E), where N– ; is a ﬁnite set of nodes and E # {{n1,n2} 2 2N :
n1– n2} is a set of edges.
A series–parallel digraph G = (V,A) can be represented by an undirected graph T(G) called the binary decomposition tree of
G (Valdes et al. [22]). Each leaf of T(G) represents a vertex in G, while each internal node labelled S (P) represents the series
(parallel) composition of its successors. Given the decomposition tree T(G), the digraph G can be constructed by successive
compositions of the nodes of T(G), starting from the root of the tree.
3. Basic properties
In the section, we present basic properties of the considered problem. We assume that job precedence constraints in the
problem are described by an acyclic digraph G = (V,A) and that vertices in the digraph G are labelled by distinct elements of
the set {1,2, . . . ,n}, i.e. the vertex j 2 V corresponds to job Jj 2 J . We also assume that G is given without transitive arcs, i.e.
the set A does not contain the arc (v1,v2), if there is a directed path from v1 to v2 not including (v1,v2).
We start the section with a result concerning the total processing time of a chain of jobs.
Lemma 1. The total processing time of all jobs from a chain (n1,n2, . . . ,nk) is equal toXk
j¼1
pnj ¼
Xk
i¼1
ani
Yk
j¼iþ1
ð1 bnj Þ  1
Yk
i¼1
ð1 bni Þ
 !
Sn1 ; ð2Þwhere Sn1 is the starting time of the ﬁrst job from the chain.Proof. We proceed by mathematical induction with respect to k. Formula (2) holds for a single job, since pn1 ¼ an1  bn1Sn1 .
Assume that (2) holds for a chain of jobs (n1,n2, . . . ,nk). Then we haveXkþ1
j¼1
pnj ¼
Xk
j¼1
pnj þ pnkþ1 ¼
Xk
j¼1
pnj þ ankþ1  bnkþ1 Sn1 þ
Xk
j¼1
pnj
 !
¼
Xk
i¼1
ani
Yk
j¼iþ1
ð1 bnj Þ  1
Yk
i¼1
ð1 bni Þ
 !
Sn1 þ ankþ1  bnkþ1 Sn1 þ
Xk
i¼1
ai
Yk
j¼iþ1
ð1 bnj Þ  1
Yk
i¼1
ð1 bni Þ
 !
Sn1
 !
¼
Xkþ1
i¼1
ani
Ykþ1
j¼iþ1
ð1 bnj Þ  1
Ykþ1
i¼1
ð1 bni Þ
 !
Sn1 : Before we formulate the next result, we introduce a new notation. LetAðn1;n2; . . . ;nkÞ :¼
Xk
i¼1
ani
Yk
j¼iþ1
ð1 bnj Þ ð3ÞandBðn1;n2; . . . ;nkÞ :¼ 1
Yk
j¼1
ð1 bnj Þ; ð4Þwhere (n1,n2, . . . ,nk) denotes a given chain.
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respectively.
Under the notation, by Lemma 1 we obtain the ﬁrst property of the problem.
Property 1. The total processing time of all jobs from chain (n1,n2, . . . ,nk) is a linear function of the starting time of the ﬁrst job
from the chain,Xk
j¼1
pnj ¼ Aðn1;nkÞ  Bðn1; nkÞSn1 : ð5ÞFrom Property 1 there follows the next property which gives a recurrent form of coefﬁcients deﬁned by (3) and (4).Property 2. For a given chain (n1,n2, . . . ,nk) and 1 6 i 6 k  1 we have
Aðn1;niþ1Þ ¼ Aðn1;niÞð1 bniþ1 Þ þ aniþ1 ð6ÞandBðn1;niþ1Þ ¼ Bðn1;niÞð1 bniþ1 Þ þ bniþ1 ; ð7Þ
with Aðn1;n1Þ :¼ an1 and Bðn1;n1Þ :¼ bn1 .
Notice that given a chain (n1,n2, . . . ,nk) of length k, by Property 2 we can calculate coefﬁcients A(n1,nk) and B(n1,nk) in O(k)
time.
Lemma 2. Let C1 ¼ ðni1 ;ni2 ; . . . ;nik Þ and C2 ¼ ðnj1 ;nj2 ; . . . ;njm Þ be two chains of jobs such that there are no precedence constraints
between any job from C1 and any job from C2. Let r0 (r00) denote the schedule in which all jobs from C1ðC2Þ are followed by all jobs
from C2ðC1Þ, and let the execution of the jobs start at the same time SP 0 in both the schedules. Then Cmax(r0) 6 Cmax(r00) if and
only if
Bðni1 ;nik Þ
Aðni1 ;nik Þ
6 Bðnj1 ;njm ÞAðnj1 ;njm Þ.Proof. Let the execution of jobs in schedules r0 and r00 start at time SP 0. Calculate the maximum completion times Cmax(r0)
and Cmax(r00). By Lemma 1,Cmaxðr0Þ ¼ Sþ Aðni1 ; nik Þ  Bðni1 ; nik ÞSþ Aðnj1 ;njm Þ  Bðnj1 ;njm ÞðSþ Aðni1 ;nik Þ  Bðni1 ;nik ÞSÞ
¼ Sþ Aðni1 ; nik Þ þ Aðnj1 ;njm Þ  Aðni1 ;nik ÞBðnj1 ;njm Þ  ðBðni1 ;nik Þ þ Bðnj1 ;njm Þ  Bðni1 ;nik ÞBðnj1 ;njm ÞÞSandCmaxðr00Þ ¼ Sþ Aðnj1 ; njm Þ  Bðnj1 ; njm ÞSþ Aðni1 ; nikÞ  Bðni1 ;nikÞðSþ Aðnj1 ;njm Þ  Bðnj1 ;njm ÞSÞ
¼ Sþ Aðni1 ; nik Þ þ Aðnj1 ;njm Þ  Bðni1 ;nik ÞAðnj1 ;njm Þ  ðBðni1 ;nik Þ þ Bðnj1 ;njm Þ  Bðni1 ;nik ÞBðnj1 ;njm ÞÞS:The difference between the two values is equal toCmaxðr0Þ  Cmaxðr00Þ ¼ Aðnj1 ;njm ÞBðni1 ;nik Þ  Aðni1 ;nik ÞBðnj1 ;njm Þand schedule r0 is not worse than r00 if and only if
Bðni1 ;nik Þ
Aðni1 ;nik Þ
6 Bðnj1 ;njm ÞAðnj1 ;njm Þ. h
Lemma 2 indicates the importance of the ratio Bðn1 ;nkÞAðn1 ;nkÞ of a given chain (n1,n2, . . . ,nk) of jobs. Therefore, now we formally
introduce the ratio.
Deﬁnition 2. For a given chain (n1,n2, . . . ,nk), the ratio Rðn1;nkÞ :¼ Bðn1 ;nkÞAðn1 ;nkÞ is called the ratio R(n1,nk) of this chain.
Notice that by Property 2 we can calculate the ratio R of a chain in linear time with respect to the length of this chain.
If it does not lead to ambiguity, in short we call the ratio R(n1,nk) the ratio R of the chain (n1,n2, . . . ,nk).
The next property concerns the sequence of the ratios R(n1,nj) of chains (n1,n2, . . . ,nj), where 1 6 j 6 k.
Property 3. Let there be given a chain of jobs (n1,n2, . . . ,nk) and its two subchains, (n1,n2, . . . ,nh) and (nh+1,nh+2, . . . ,nk), where
1 6 h 6 k  1. If R(nh+1,nk) 6 R(n1,nh), then R(nh+1,nk) 6 R(n1,nk) 6 R(n1,nh).Proof. Let h be any integer from the set {1,2, . . . ,k  1}. Then job Jnh divides the chain (n1,n2, . . . ,nk) into two subchains,
(n1,n2, . . . ,nh) and (nh+1, . . . ,nk). For simplicity of further presentation, we introduce the following notation: A(n1,nh) = A1,
B(n1,nh) = B1, A(nh+1,nk) = A2, B(nh+1,nk) = B2, A(n1,nk) = A, B(n1,nk) = B. Assume that
B2
A2
6 B1A1.
First, we will show thatA ¼ A1ð1 B2Þ þ A2 and B ¼ 1 ð1 B1Þð1 B2Þ: ð8Þ
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Yk
j¼1
ð1 bnj Þ ¼ 1
Yh
j¼1
ð1þ bnj Þ
Yk
j¼hþ1
ð1þ bnj Þ ¼ 1 ð1 B1Þð1 B2ÞandA ¼
Xk
i¼1
ani
Yk
j¼iþ1
ð1 bnj Þ ¼
Xh
i¼1
ani
Yh
j¼iþ1
ð1 bnj Þ
Yk
j¼hþ1
ð1 bnj Þ þ
Xk
i¼hþ1
ani
Yk
j¼iþ1
ð1 bnj Þ ¼ A1ð1 B2Þ þ A2:Now, we will show that R(nh+1,nk) 6 R(n1,nk). Since B2A2  BA ¼
AB2BA2
A2A
, by (8) we haveAB2  BA2 ¼ ð1 B2ÞðA1B2  A2B1Þ: ð9Þ
But from assumption of Property 3 we know that B2A2 6
B1
A1
. This implies thatA1B2  A2B1 6 0: ð10Þ
Hence, by (9) and (10), we haveB2
A2
¼ Rðnhþ1;nkÞ 6 BA ¼ Rðn1;nkÞ: ð11ÞIn a similar way we prove the second inequality. Indeed, sinceB
A
 B1
A1
¼ A1B B1A
AA1
ð12Þand since A1B  AB1 = A1B2  B1A2, by (10) and (12) we have
B
A
¼ Rðn1;nkÞ 6 B1A1 ¼ Rðn1; nhÞ: ð13ÞHence, by (11) and (13), B2A2 ¼ Rðnhþ1;nkÞ 6 BA ¼ Rðn1;nkÞ 6
B1
A1
¼ Rðn1;nhÞ. h
Notice that if in Property 3 we replace the symbol ‘6’ by the symbol ‘P’, we obtain a dual version of the property.
By Lemmas 1, 2 and Property 3 we can prove the following result.
Lemma 3. Let Rðn1;nkÞ ¼ min
16j6k
fRðn1;njÞg for a given independent chain (n1,n2, . . . ,nk). Then there exists an optimal schedule in
which no jobs from other chains are executed between jobs of this chain.Proof. Let r denote an optimal schedule in which some jobs are executed between jobs of the independent chain
(n1,n2, . . . ,nk). Represent schedule r as the sequence of subchains CL ¼ fC1;L1; C2;L2; . . . ; Ch1;Lh1; Chg, 1 6 h 6 k, where
each subchain Cj and Lj contains, respectively, jobs only from and jobs only outside of chain (n1,n2, . . . ,nk). Denote by
RðCjÞ, where 1 6 j 6 h (RðLjÞ, where 1 6 j 6 h  1), the ratio R of subchain Cj (Lj).
Since (n1,n2, . . . ,nk) is an independent chain, by Deﬁnition 1 we know that there are no precedence constraints between
any job from subchain Cj and any job from subchain Li. Hence, if we swap two successive subchains from the sequence CL,
then we get a feasible schedule again. We will show that we always can ﬁnd two successive subchains such that one can
swap these subchains without increasing the maximum completion time of schedule. On the contrary, assume that this is
impossible. Then, by Lemma 2, we haveRðC1Þ 6 RðL1Þ 6    6 RðCh1Þ 6 RðLh1Þ 6 RðChÞ: ð14Þ
From (14) it follows that RðC1Þ 6 RðC2Þ 6    6 RðCh1Þ 6 RðChÞ. But this implies, by Property 3, that RðC1Þ 6 Rðn1;nkÞ. A con-
tradiction, since by assumption the ratio R(n1,nk) is the smallest among the ratios R(n1,nj) of subchains (n1,n2, . . . ,nj) of the
chain (n1,n2, . . . ,nk), where 1 6 j 6 k.
Therefore, we can conclude that in schedule r there exist two successive subchains of jobs, such that we can swap them
without increasing the value of Cmax(r). This swap decreases the number h of subchains of jobs that do not belong to the
chain (n1,n2, . . . ,nk).
Repeating this swapping procedure at most h times, we obtain a schedule rw in which jobs of the chain (n1,n2, . . . ,nk) are
scheduled as a single group of jobs, without interleaving them by jobs that do not belong to the chain, and such that
Cmax(rw) 6 Cmax(r). h
Notice that since the jobs of subchains C1; C2; . . . ; Ch from the proof of Lemma 3 are scheduled sequentially and without
idle times, these subchains behave like big artiﬁcial jobs. We will call such jobs aggregated jobs. Hence, by Lemma 3, we ob-
tain the following property of the considered problem.
Property 4. In the set of chains there exist subchains that are executed in an optimal schedule like aggregated jobs, since insertion
into the subchains other chains (subchains) increases the maximum completion time of the schedule.
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uling problem formulated in Section 1. For brevity, we denote the cases using the three-ﬁeld notation (Lawler et al. [23])
with extensions concerning time-dependent scheduling problems (see [10, Section 5.3] for details).
4. Chain precedence constraints
In the section, we assume that digraph G = (V,A) is a set of chains. For clarity of presentation, we separately consider two
cases: a single chain and a set of chains including at least two chains. Applying the results of Section 3, we construct poly-
nomial-time algorithms for each of these cases.
4.1. A single chain
Assume that digraph G = (V,A) is a single chain (n1,n2, . . . ,nk). Denote this case of our problem by 1jpj = aj  bjt, chainjCmax.
We formulate for the problem an Algorithm, A1, that constructs a partition of a chain into a number of subchains. Since the
subchains behave like aggregated jobs, none of these subchains can be divided into smaller subchains and jobs from sub-
chains of different chains cannot be interleaved without increasing the Cmax. We will call the subchains generated by Algo-
rithm A1 independent subchains.
Denote the concatenation of subchains Ci and Cj by Ci  Cj. Under the above notation, the Algorithm A1 can be formulated
as follows:
Algorithm A1 for the problem 1jpj = aj  bjt, chainjCmax
Step 1:
Set h 1;
Set j 1;
Set C1  ðn1Þ;
Compute RðC1Þ;
Step 2:
while j + 1 6 k do
Set h h + 1;
Set j j + 1;
Set Ch  ðnjÞ;
Compute RðChÞ;
if RðCh1ÞP RðChÞ then
Set Ch1  Ch1  Ch;
Compute RðCh1Þ;
Set h h  1
Step 3:
return ðC1; C2; . . . ; ChÞ;Theorem 1. Algorithm A1 constructs a partition of a given chain C in O(k) time, where k ¼ jCj.Proof. Let k ¼ jCj, where C is a given chain. First, notice that Algorithm A1 is composed of three steps and Step 1 is performed
in a constant time. Second, the algorithm in Step 2 either generates a new subchain from an unconsidered vertex of the chain
C or joins two consecutive subchains. Third, each of these procedures can be executed at most k times and requires a ﬁxed
number of operations. Hence, the running time of Algorithm A1 is O(k). h
Before we prove the next result, we formulate three properties.
Property 5. Subchains Ci , 1 6 i 6 h, constructed by Algorithm A1 for a given chain C ¼ ðn1;n2; . . . ;nkÞ satisfy equality C ¼
Sh
i¼1Ci.Property 6. Subchain ðni1 ;ni2 ; . . . ;nir Þ constructed by Algorithm A1 satisﬁes equality Rðni1 ;nir Þ ¼min16j6rfRðni1 ;nij Þg.Property 7. Subchains Ci, 1 6 i 6 h, constructed by Algorithm A1 for a given chain C ¼ ðn1;n2; . . . ;nkÞ satisfy inequalities
RðC1Þ 6 RðC2Þ 6    6 RðChÞ.
Now, we prove that for Algorithm A1 there holds the following result.
Lemma 4. Partition U ¼ ðC1; C2; . . . ; ChÞ constructed by Algorithm A1 for a given chain C ¼ ðn1;n2; . . . ;nkÞ has Properties 5–7.
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A1, respectively.
First, we will prove that there holds Property 5. Indeed, since in Step 2 of Algorithm A1 we consider iteratively each vertex
of chain C, the union of obtained subchains covers C and Property 5 holds.
Now, we will prove that there holds Property 6. Assume that for a subchain Ci ¼ ðni1 ;ni2 ; . . . ;nir Þ, 1 6 i 6 h, Property 6
does not hold, i.e. there exists index p such that 1 6 p < r and Rðni1 ;nip Þ 6 Rðni1 ;nir Þ. Without loss of generality, we can assume
thatRðni1 ;nip Þ ¼ min16j6rfRðni1 ;nij Þg: ð15ÞConsider the part of U , obtained by Algorithm A1 before the element that is next to nip has been considered, and denote it by
U0. Because in the ﬁnal partition we have subchains ðC1; C2; . . . ; Ci1Þ, they have been obtained before element ni1 has been
considered and, in conclusion, also belong to the set U0. Let Ch ¼ ðnh1 ;nh2 ; . . . ;nhs Þ. Then, by (15), U0 ¼ ððC1; C2; . . . ; Ci1Þ; ChÞ.
Contrary, assume that this is impossible. Let U0 ¼ ððC1; C2; . . . ; Ci1Þ; Ch1 ; Ch2 ; . . . ; Chq Þ. Then, applying Algorithm A1, we
haveRðCh1 Þ 6 RðCh2 Þ 6    6 RðChq Þ:Hence, by Property 3, we have RðCh1 Þ 6 Rðni1 ; nip Þ. A contradiction to (15).
Consider now the subset of U, obtained by Algorithm A1 before the element that is next to nir has been considered, and
denote it by U00. By Property 3 and equality (15), Rðni1 ;nip Þ 6 Rðnipþ1 ;nij Þ for j = p + 1,p + 2, . . . ,r. Thus, in iterations
p + 1,p + 2, . . . ,r the condition in the ‘if’ sentence in Algorithm A1 is not satisﬁed. Hence, and since p < r, it follows that U00
includes subchain ðni1 ;ni2 ; . . . ;nip Þ and, in conclusion, does not contain subchain ðni1 ;ni2 ; . . . ;nir Þ. From the pseudo-code of
Algorithm A1 it is clear that such a chain cannot be obtained at subsequent iterations, either. A contradiction.
There remains to prove that Property 7 also holds. If for some 2 6 i 6 h we have RðCi1ÞP RðCiÞ, then Algorithm A1 joins
these subchains in Step 2 and from it follows that Property 7 holds as well. h4.2. A set of chains
Now, assume that digraph G = (V,A) is a set of chains composed of at least two chains. (Notice that any chain in this di-
graph is an independent chain.) Denote this case of our problem by 1jpj = aj  bjt, chainsjCmax.
Let Ci, where 1 6 i 6 k and
Pk
i jCij ¼ n, denote the ith independent chain. On the basis of Algorithm A1 we can formulate
the following algorithm.
Algorithm A2 for the problem 1jpj = aj  bjt, chainsjCmax
Step 1:
for i 1 to k do
Apply Algorithm A1 to chain Ci;
Step 2:
Arrange jobs in non-decreasing order of the R ratios of independent chains;
Step 3:
Schedule jobs in the order found in Step 2;Theorem 2. The problem 1jpj = aj  bjt, chainsjCmax is solvable by Algorithm A2 in O(nlogn) time.Proof. Property 7 of the partition U constructed for each chain implies the feasibility of the schedule generated by Algorithm
A1. The optimality of the schedule follows from Lemmas 2 and 3. Algorithm A1 runs in linear time with respect to the number
of vertices. From that it follows that the running time of Algorithm A2 is determined by its Step 2. Since this step needs order-
ing of at most n elements, A2 runs in O(n logn) time. h5. Tree and forest precedence constraints
Assume now that digraph G = (V,A) is an in-tree. Denote this case of our problem by 1jpj = aj  bjt, in-treejCmax. We will
show that the problem can be solved by the following algorithm.
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Step 1:
while G is not a single chain do
Choose v 2 V such that Pred(v) is a union of independent chains;
for each independent chain C 2 PredðvÞ do
Apply Algorithm A1 to C;
Arrange independent subchains of Pred(v) in non-decreasing order of their R ratios;
Replace in G the set Pred(v) by vertices corresponding to its independent subchains in the previously obtained
sequence;
Step 2:
Schedule jobs in the order given by G;Theorem 3. The problem 1jpj = aj  bjt, in-treejCmax is solvable by Algorithm A3 in O(nlogn) time.Proof. First, notice that Algorithm A3 generates a feasible schedule, since it always looks for job sequences that are feasible
with respect to the digraph G of job precedence constraints. Now, we will show that the schedule generated by the algorithm
is optimal.
Consider a vertex v 2 V such that set Pred(v) is a union of independent chains, PredðvÞ ¼ Ski¼1Ci, where Ci is an
independent chain, 1 6 i 6 k. Notice that if some j R Pred(v), then either any element from Pred(v) precedes j or there is no
precedence between j and any element from Pred(v). Apply Algorithm A2 to the set Pred(v) and consider the ﬁnal chain
C ¼ ðCn1 ; Cn2 ; . . . ; Cns Þ, where RðCn1 Þ 6 RðCn2 Þ 6    6 RðCns Þ. We will show that there exists an optimal schedule in which all
subchains are executed in the same order as in C.
Assume that there exists an optimal schedule r such that for some i < j jobs from Cnj precede jobs from Cni , 1 6 i,j 6 s.
Denote by L the chain of jobs that are executed in r after jobs from Cnj and before jobs from Cni . Without loss of generality,
we can assume that the intersection of C and L is empty, C \ L ¼ ;. Indeed, if some Cnk  L, then either a pair ðCnk ; Cnj Þ or a
pair ðCnk ; Cnj Þ violates the order of C. Since L does not contain jobs from C, then there are no precedence constraints between
any job of L and any job of C.
Remind that we chosen C in such a way that if some job Jj R C, then either any job from C precedes Jj or there are no
precedence constraints between Jj and any job from C. The ﬁrst case is impossible, because r is a feasible schedule. The same
reasoning implies that Cni and Cnj do not belong to the same independent chain in C. From that it follows that there are no
precedence constraints between any job from Cni and any job from Cnj .
Remind that RðCni Þ 6 RðCnj Þ. Calculate RðLÞ. If RðLÞ 6 RðCnj Þ, then the Cmax for schedule ðL; Cni ; Cnj Þ is at most equal to the
Cmax of r. If RðLÞ > RðCnj Þ, then the Cmax of schedule ðCni ; Cnj ;LÞ is at most equal to the Cmax of r. Repeating this reasoning for
all i < j such that the jobs of Cnj precede the jobs of Cni , we get an optimal schedule rw in which all jobs from L are in the same
order as in C.
Concluding, we have shown that there exists an optimal schedule rw in which all jobs from L are in the same order as in
C. Applying this procedure a ﬁnite number of times, we obtain from digraph G a new digraph Gw that is a single chain.
The reasoning for the case of an out-tree is similar. If we apply 2–3 trees, Algorithm A3 can be implemented in O(n logn)
time. h
If for a vertex v 2 V the set Succ(v) is a union of independent chains, then by replacing Pred(v) by Succ(v), we can modify
Algorithm A3 and apply it to the case when G = (V,A) is an out-tree. Denote this case of our problem by 1jpj = aj  bjt, out-
treejCmax. The modiﬁed Algorithm A3, that we will call A4, can be formulated as follows:
Algorithm A4 for the problem 1jpj = aj  bjt, out-treejCmax
Step 1:
while G is not a single chain do
Choose v 2 V such that Succ(v) is a union of independent chains;
for each independent chain C 2 SuccðvÞ do
Apply Algorithm A1 to C;
Arrange independent subchains of Succ(v) in non-decreasing order of their R ratios;
Replace in G the set Succ(v) by vertices corresponding to its independent subchains in the sequence obtained in the
previous operation;
Step 2:
Schedule jobs in the order given by G;
Applying a similar reasoning as in the proof of Theorem 3, we obtain the following result.
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Now, consider the case when G = (V,A) is an in-forest or an out-forest. Denote these two cases of our problem by
1jpj = aj  bjt, in-forestjCmax and 1jpj = aj  bjt, out-forestjCmax, respectively. We will prove now that there holds the following
result.
Theorem 5. The problem 1jpj = aj  bjt, in-forestjCmax is solvable by Algorithm A3 in O(nlogn) time.Proof. Assume that digraph G = (V,A) is an in-forest. In this case, we ﬁnd an optimal schedule as follows. First, we transform
the in-forest by adding a dummy vertex 0, with processing time p0 =  = const > 0, and connect roots of all in-trees with this
vertex. In consequence of this transformation, we obtain a new in-tree. Next, we apply to this in-tree Algorithm A3 and ignore
the dummy job in the ﬁnal schedule. h
Since in a similar way we can solve the case of an out-forest, we obtain the following result.
Theorem 6. The problem 1jpj = aj  bjt, out-forestjCmax is solvable by Algorithm A4 in O(nlogn) time.6. Series–parallel constraints
Assume now that digraph G = (V,A) is a series–parallel digraph.
Notice that immediately from deﬁnition of a series–parallel digraph we have the following three properties of series–
parallel digraphs.
Property 8. A chain is a series–parallel digraph.Property 9. The series composition of two chains is a chain.Property 10. If a node of the decomposition tree T(G) of a series–parallel digraph G is the parallel composition of two chains, then
each of the chains is an independent chain in the digraph G.
The general idea how to solve the case of series–parallel job constraints is as follows. Since in Property 10 we deal with a
union of independent chains, we can apply Algorithm A1 in order to ﬁnd the optimal sequence of vertices of the given node.
Remind that given a union of independent chains in digraph G, Algorithm A2 ﬁnds an optimal sequence of vertices from the
union. Hence, working from the bottom of the decomposition tree T(G) upward and merging subsequences of vertices in an
appropriate way, we ﬁnd an optimal sequence.
Taking into account the above reasoning, we can formulate for our problem with series–parallel job precedence con-
straints the following algorithm.
Algorithm A5 for the problem 1jpj = aj  bjt, ser-parjCmax
Step 1:
while there exists v 2 T(G) such that jSucc(v)j = 2 do
if v has label P then
Apply the Algorithm A2 to chains C1; C2 2 SuccðvÞ;
Replace v ; C1 and C2 in T(G) by the obtained chain;
else Replace v; C1 and C2 in T(G) by chain ðC1; C2Þ;
Step 2:
Schedule jobs in the order given by T(G);Theorem 7. The problem 1jpj = aj  bjt, ser-parjCmax is solvable by algorithm A5 in O(nlogn) time, provided the decomposition tree
T(G) of the job precedence constraints digraph G is given.Proof. First, notice that Algorithm A5 generates always a feasible job sequence, since it merges vertices of the decomposition
tree T(G). We will show how to obtain an optimal job sequence in the case of a parallel or series composition, given the
already computed sequence.
Remind that if we have found an optimal sequence for some job precedence digraph (subdigraph), we transform this
digraph (subdigraph) into a chain. Since each leaf of the tree T(G) represents a single job, it is sufﬁcient to show how to obtain
an optimal sequence of the jobs in the case of the parallel or the series composition, if both arguments of this composition
are chains.
Table 1
Polynomially solvable scheduling problems with dependent shortening jobs.
Problem Algorithm Complexity Reference
1jpj = aj  bjt, chainjCmax A1 O(n logn) Theorem 1
1jpj = aj  bjt, chainsjCmax A2 O(n logn) Theorem 2
1jpj = aj  bjt, in-treejCmax A3 O(n logn) Theorem 3
1jpj = aj  bjt, in-forestjCmax A3 O(n logn) Theorem 5
1jpj = aj  bjt, out-treejCmax A4 O(n logn) Theorem 4
1jpj = aj  bjt, out-forestjCmax A4 O(n logn) Theorem 6
1jpj = aj  bjt, ser-parjCmax A5 O(n logn) Theorem 7
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two chains that present an optimal sequence of vertices in G1 and G2, respectively. Applying algorithm A2 to chains C1 and C2,
we get an optimal sequence C for the node of G.
Now, let an internal node of T(G) be the series composition of subgraphs G1 and G2. Without loss of generality, we can
assume that G1 precedes G2. Let C1 and C2 be two chains that present an optimal sequence of vertices in G1 and G2,
respectively. Setting the ﬁrst vertex of C2 after the last vertex of C1, we get an optimal sequence for the node of G.
Proceeding in a similar way for other internal nodes of the tree T(G), we obtain an optimal sequence of jobs for digraph G.
By using 2–3 trees, Algorithm A5 can be implemented in O(nlog n) time. h
Notice at the end that if the decomposition tree T(G) is not given, Algorithm A5 must begin with the step in which the tree
is constructed. Since the step needs O(jVj + jAj)  O(n2) time (Valdes et al. [22]), in this case the running time of the modiﬁed
Algorithm A5 increases to O(n2) time.
7. Conclusions
In the paper, we considered a single machine scheduling problem with time-dependent shortening job processing times
and the maximum completion time criterion. We proved that the problem with job precedence constraints in the form of a
set of chains, a tree, a forest or a series–parallel digraph can be solved in O(n logn) time, where n denotes the number of jobs.
The results presented in the paper are summarized in Table 1.
The further research may go in one of the following two directions. The ﬁrst one is to explore the case of arbitrary pre-
cedence constraints, which we conjecture isNP-hard in the strong sense. Another interesting research direction is to identify
other polynomially solvable cases of the considered problem.
Acknowledgment
The research of the ﬁrst author has been partially supported by a KBN Grant of the Ministry of Science and Higher Edu-
cation of Poland.
References
[1] R.W. Conway, W.L. Maxwell, L.W. Miller, Theory of Scheduling, Addison-Wesley, Reading, MA, 1967.
[2] S. Gawiejnowicz, Brief survey of continuous models of scheduling, Found. Comput. Decis. Sci. 21 (1996) 81–100.
[3] C. Sriskandarajah, S.K. Goyal, Scheduling of a two-machine ﬂowshop with processing time linearly dependent on job waiting-time, J. Oper. Res. Soc. 40
(1989) 907–921.
[4] S. Gawiejnowicz, A note on scheduling on a single processor with speed dependent on a number of executed jobs, Inform. Process. Lett. 57 (1996) 297–
300.
[5] A. Bachman, A. Janiak, Scheduling jobs with position-dependent processing times, J. Oper. Res. Soc. 55 (2004) 257–264.
[6] D. Biskup, A state-of-the-art review on scheduling with learning effects, Eur. J. Oper. Res. 188 (2008) 315–329.
[7] C.C. Wu, W.C. Lee, A note on single-machine group scheduling problems with position-based learning effect, Appl. Math. Modell. 33 (2009) 2159–2163.
[8] B. Alidaee, N.K. Womer, Scheduling with time dependent processing times: review and extensions, J. Oper. Res. Soc. 50 (1999) 711–720.
[9] T.C.E. Cheng, Q. Ding, B.M.T. Lin, A concise survey of scheduling with time-dependent processing times, Eur. J. Oper. Res. 152 (2004) 1–13.
[10] S. Gawiejnowicz, Time-Dependent Scheduling, Springer, Berlin-Heidelberg, 2008.
[11] S.K. Gupta, A.S. Kunnathur, K. Dandapani, Optimal repayment policies for multiple loans, Omega 15 (1987) 323–330.
[12] A.S. Kunnathur, S.K. Gupta, Minimizing the makespan with late start penalties added to processing times in a single facility scheduling problem, Eur. J.
Oper. Res. 47 (1990) 56–64.
[13] K.I.J. Ho, J.Y.T. Leung, W.D. Wei, Complexity of scheduling tasks with time-dependent execution times, Inform. Process. Lett. 48 (1993) 315–320.
[14] G. Mosheiov, Scheduling jobs with step-deterioration: minimizing makespan on a single- and multi-machine, Comput. Ind. Eng. 28 (1995) 869–879.
[15] M. Drozdowski, Scheduling parallel tasks – algorithms and complexity, in: J.Y.T. Leung (Ed.), Handbook of Scheduling, Chapman and Hall/CRC, Boca
Raton, 2004.
[16] N.P. Rachaniotis, C.P. Pappis, Scheduling ﬁre-ﬁghting tasks using the concept of ‘‘deteriorating jobs’’, Can. J. For. Res. 36 (2006) 652–658.
[17] S. Gawiejnowicz, W. Kurc, L. Pankowska, Pareto and scalar bicriterion scheduling of deteriorating jobs, Comput. Oper. Res. 33 (2006) 746–767.
[18] V.S. Tanaev, V.S. Gordon, Y.M. Shafransky, Scheduling Theory: Single-Stage Systems, Kluwer, Dordrecht, 1994.
[19] J.B. Wang, C.T. Ng, T.C.E. Cheng, Single-machine scheduling deteriorating jobs under a series-parallel graph constraint, Comput. Oper. Res. 35 (2008)
2684–2693.
[20] V.S. Gordon, C.N. Potts, V.A. Strusevich, J.D. Whitehead, Single machine scheduling models with deterioration and learning: handling precedence
constraints via priority generation, J. Scheduling 11 (2008) 357–370.
S. Gawiejnowicz et al. / Applied Mathematical Modelling 35 (2011) 2005–2015 2015[21] A.V. Aho, J.E. Hopcroft, J.D. Ullman, The Design and Analysis of Computer Algorithms, Addison-Wesley, Reading, MA, 1974.
[22] J. Valdes, R.E. Tarjan, E.L. Lawler, The recognition of series-parallel digraphs, SIAM J. Comput. 11 (1982) 298–311.
[23] E.L. Lawler, J.K. Lenstra, A.H.G. Rinnooy Kan, D.B. Shmoys, Sequencing and scheduling: algorithms and complexity, in: S.C. Graves, A.H.G. Rinnooy Kan,
P.H. Zipkin (Eds.), Logistics of Production and Inventory, North-Holland, Amsterdam, 1993.
