Inverse imaging (InI) supercharges the sampling rate of traditional functional MRI 10-100 fold at a cost of a moderate reduction in spatial resolution. The technique is inspired by similarities between multi-sensor magnetoencephalography (MEG) and highly parallel radio-frequency (RF) MRI detector arrays. Using presently available 32-channel head coils at 3T, InI can be sampled at 10 Hz and provides about 5-mm cortical spatial resolution with whole-brain coverage. Here we discuss the present applications of InI, as well as potential future challenges and opportunities in further improving its spatiotemporal resolution and sensitivity. InI may become a helpful tool for clinicians and neuroscientists for revealing the complex dynamics of brain functions during task-related and resting states.
Introduction
Functional MRI (fMRI) in humans (Belliveau et al., 1991 ) using the blood-oxygen level dependent (BOLD) contrast (Kwong et al., 1992; Ogawa et al., 1990 ) allows non-invasive detection of hemodynamic responses associated with neural activity. Neuronal activity results in a complex series of hemodynamic changes in blood flow, volume, and oxygenation, the combination of which results in the BOLD signal (Logothetis et al., 2001) . Single-shot echo-planar imaging (EPI), which has been the principal technology for fMRI, has a sampling rate of 1-3 s and spatial resolution of 3-5 mm for 3D brain imaging.
Because of the sluggishness of the hemodynamic response relative to the underlying rapid electrophysiological events, one might think that improving the sampling rate of fMRI might not reveal information about brain dynamics. However, fast sampling of fMRI, achieved by scanning only a single or a small number of EPI slices (resulting in very limited spatial coverage), has found differences in the BOLD onset times across different brain areas in the order of hundreds of milliseconds (Menon et al., 1998) . Several studies have also used jittered stimulus timing to increase the effective sampling rate achieved during multislice EPI ( (Friston, 2007; Rosen et al., 1998) for reviews) but such studies are complicated by that the required acquisition time increases linearly with the amount of slices and desired sampling rate, typically leading to impractical scan durations (~hours). BOLD fMRI has also allowed detection of interactions across neural systems at a millisecond time scale (Ogawa et al., 2000) . Therefore, BOLD responses may convey more relevant and finely graded timing information than usually believed. For these purposes it is important to differentiate between BOLD sampling rate and its effective interregional temporal resolution. The former indicates how fast the planar or volumetric fMRI data can be acquired, which is the principal topic of the present review. The latter reflects the smallest significant interregional BOLD signal delays; here, interregional vascular and biochemical differences could potentially confound the ability of BOLD imaging to accurately reflect neuronal (electrophysiological) activation sequences across brain areas. Obviously, fast BOLD sampling techniques would greatly facilitate investigating the merits and limits of the timing information embedded in BOLD signals. MRI has also been considered for detecting fast functional changes related directly to neuronal (electrophysiological) activity (Xiong et al., 2003) but efforts to identify suitable MRI contrast mechanisms have been hampered by the lack of image acquisition and reconstruction methods that could achieve the required very high sampling rate, which is another area where techniques developed for fast BOLD imaging might become useful.
The sampling rate of gradient-encoded MRI is limited by the time required to traverse k-space. While classical gradient-or spin-echo images complete one line in the k-space in each excitation, EPI and spiral imaging utilize fast switching gradients to traverse a 2D k-space in a single RF excitation (Blum et al., 1987; Mansfield, 1977) , allowing the acquisition of a single slice image in~80 ms with 3 mm isotropic resolution. Further improvements can be achieved by optimizing the k-space sampling and reconstruction methods, for example, by using partial k-space sampling (McGibney et al., 1993) or by methods based on a priori information (Tsao et al., 2001 ) such as key-hole imaging (Jones et al., 1993; van Vaals et al., 1993) , singular-valuedecomposition MRI (SVD-MRI) (Zientara et al., 1994) , or wavelet encoded MRI (Panych et al., 1993; Weaver et al., 1992) .
Recently, parallel MRI methods that reconstruct images using spatial information derived simultaneously from multichannel RF receiver coil arrays have dramatically improved the sampling rate of dynamic MRI. Reconstruction methods such as k-space SMASH (Sodickson and Manning, 1997) , GRAPPA (Griswold et al., 2002) , and image domain SENSE (Pruessmann et al., 1999) methods, all of which share a similar theoretical background (Sodickson and McKenzie, 2001) , can accelerate the data acquisition rate by reduced k-space traversal at a cost of reduced signal-to-noise ratio (SNR). Additional benefits of parallel MRI include reduced gradientswitching noise (de Zwart et al., 2002) , reduced geometrical distortion due to higher bandwidth in the phase-encoding direction compared to single-shot EPI (Schmidt et al., 2005; Weiger et al., 2002) or in diffusion weighted (Bammer et al., 2001) imaging, and superior cancellation of ghosting artifacts (Kellman and McVeigh, 2001) . The acceleration rate of parallel MRI is limited by the phaseencoding schemes and by the available independent spatial information encoded in the array. Mathematically, the constraint manifests itself as a problem of solving an over-determined linear system. Increasing the number of channels can thus increase the acceleration rate in parallel MRI. The number of channels in head coil arrays has been increased from 8 to 16 de Zwart et al., 2002 ), 23, 32, and 90 (Wiggins et al., 2005a , 2005b . Recently, a dedicated 64-channel linear planar array has been developed to achieve 64-fold acceleration (McDougall and Wright, 2005) . Parallel imaging can also be combined with EPI (Golay et al., 2000; Preibisch et al., 2003; Schmidt et al., 2005; Weiger et al., 2002) . Accelerated multi-slice EPI acquisitions based on simultaneous excitation, simultaneous echo refocusing, and signal separation using coil sensitivity profiles have been demonstrated at both 3T and 7T, offering maximal full-brain sampling resolutions of about 0.4 s (Feinberg et al., 2010; Larkman et al., 2001; Setsompop et al., 2012) .
Inverse imaging (InI) (Lin et al., 2006 ) is based on the essential similarities (Hennig, 2005) between the geometric configurations of the 90-channel MRI head array (Wiggins et al., 2009 ) and those of whole-head MEG/EEG sensor systems (Hamalainen et al., 1993) . The MEG sensors detect magnetic fields generated by neural currents (Hamalainen et al., 1993) , whereas MRI detects oscillating electromagnetic fields from magnetization precession. While MEG derives all of its spatial information from the geometrical arrangement of the detectors, MRI still relies heavily on gradient encoding. Based on these analogies, we generalized the parallel MRI reconstruction technique to exceed the limitations of the over-determined linear system in parallel MRI. InI engages an under-determined linear system in order to reconstruct images using dramatically accelerated MR acquisition (Lin et al., 2006) . This method is a generalization of priorinformed parallel MRI (Lin et al., 2004 (Lin et al., , 2005 (Lin et al., , 2007 . Similar to the MR-encephalography (MREG) (Hennig et al., 2007) , InI fMRI offers an improved sampling rate due to the minimal time required to traverse k-space. Rather than heavily relying on gradient encoding, InI derives spatial information by solving inverse problems using data simultaneously acquired from all channels in the array.
Currently, when using a standard 32-channel head coil array, InI allows 100 ms sampling rate with whole-brain coverage and about 5 mm spatial resolution at the cortex. Below, we will discuss applications of InI and opportunities for its further technical development.
Applications of InI
Compared to EPI, InI offers 1-2 orders of magnitude faster sampling rate at the cost of slightly reduced spatial resolution in one encoding direction. The acquisition speed can be exploited in different dynamic imaging applications. fMRI with a fast sampling rate may provide hemodynamic timing information at neuronally relevant scales (Lin et al., 2010a) . InI can also be used to monitor and to suppress physiological fluctuations in order to improve the sensitivity of detecting BOLD activity (Kruger and Glover, 2001; Lin et al., in press ). This is due to the fact that the conventional 0.5 Hz/volume sampling rate is too low to resolve the aliased cardiac (1.0-1.3 Hz) and respiratory (0.2-0.3 Hz) cycles. Additionally, fMRI with a faster sampling rate could potentially improve the power of detecting causal modulations among brain areas (Deshpande et al., 2010; Kayser et al., 2009; Roebroeck et al., 2005) .
BOLD responses are about 10-30 s long and temporally smooth. However, they may also surprisingly accurately reflect neuronal timing (see Introduction). Furthermore, event-related fMRI (Dale and Buckner, 1997; Rosen et al., 1998) studies have suggested that the durations of the BOLD response in motor planning areas correlate with behavioral reaction times (Menon et al., 1998; Richter et al., 2000) , and that relative delays between visual hemifield stimuli correlate with inter-hemispheric BOLD latency differences (Huettel and McCarthy, 2000; Menon et al., 1998) . Timing differences across brain areas have also been reported in previous event-related BOLD chronometry studies ( (Kim and Ogawa, 2002; Rosen et al., 1998 ) for reviews). Using a two-choice reaction time visuomotor task and InI measurements, our preliminary results suggest that InI may resolve even small temporal delays between cortical areas at group level (Lin et al., 2010a) . Independently, it is possible to use InI to investigate the trial-by-trial variation in EEG and hemodynamics .
InI may be used to monitor and suppress physiological noise in BOLD fMRI experiments (Lin et al., in press ). Physiological noise is generally proportional to the signal, and going to higher field strength increases its contribution to overall variance (Kruger and Glover, 2001 ). In addition, at a given field strength, improvements to receiver hardware and signal reception (Bodurka et al., 2007) can result in physiological noise dominating the variance in fMRI time-course data. It has been reported that cardiac and respiratory noise account for approximately 33% of the total physiological noise encountered in human gray matter in 3T fMRI studies (Birn et al., 2006; Kruger and Glover, 2001 ). In attempts to mitigate the effects of physiological noise in fMRI experiments via digital filtering (Biswal et al., 1996) or signal processing (Glover et al., 2000; Hu and Kim, 1994) , there are two competing factors: the image volume sampling rate and spatial coverage. Currently, echo-planar imaging (EPI) requires approximately 2-4 s to acquire a full brain volume. EPI therefore lacks sufficient speed to avoid aliasing of higher frequency periodic cardiac and respiratory effects. InI allows the use of straightforward digital processing methods for suppressing physiological noise sources without the need for external physiological monitoring devices. Compared to spatially smoothed EPI data, filtered InI data has a 58% higher peak z-value (Lin et al., in press ). This result is higher than the 4% increase observed when using adaptive filtering, which has comparable performance to that seen with the RETROICOR method (Deckers et al., 2006) . This demonstrated InI's advantages of suppressing physiological noise in fMRI experiments.
In multi-slice EPI, different slices are acquired sequentially at different times. Slice timing correction is typically done by incorporating the convolution between the canonical hemodynamic response function and its temporal derivative to stimulus onsets as regressors in the design matrix of the General Linear Model (Friston et al., 1998) . InI is a single-shot 3D imaging method and thus does not suffer from errors resulting from timing differences across slices and attempts to correct for them.
InI can also improve the sensitivity to BOLD contrast by using multi-echo acquisitions (Poser and Norris, 2009; Posse et al., 1999) . For example, within 2 s (the TR typical in multi-slice EPI), InI allows 8 echoes with two averages to improve the sensitivity of detecting hemodynamic responses. In this case some spatial resolution is traded off for acquiring data with different TEs optimized for different parts of the brain.
Coupling systems and synchronization phenomena in brain have been widely investigated (for review, see (Singer, 1999) ). Functional connectivity (Friston et al., 1993 ) studies the temporal coherence among brain areas. For example, distributed cortical, sub-cortical, and cerebellar areas are jointly modulated by the rate of motor responses (Lin et al., 2009) . At rest, multiple areas in the "default-mode" network also have highly correlated spontaneous hemodynamics (Raichle et al., 2001 ) and electrophysiological activities (Mantini et al., 2007) . Such functional connectivity has been usually analyzed by studying the correlation and covariance of the time series between different brain areas. InI could help such functional connectivity studies in many ways. First, present functional connectivity studies, due to the slow sampling of EPI, can only detect very slow (b0.1 Hz) fluctuations in the network, whereas the brain apparently also demonstrates functional connectivity at much higher frequencies (Lee et al., 2011) . The high sampling rate of InI can be used to explore the different spectral contributions to the functional connectivity networks. Further, in distinguishing between direct and indirect modulations between brain areas using, for example, partial correlation analysis, the number of degrees of freedom (df) in the time series is critically important (Smith et al., 2011) . However, traditional EPI usually lacks a sufficient df when the model includes a realistically large number of areas and their connections. InI can mitigate this challenge by providing a large amount of data, although it has to be noted that the samples are temporally correlated and appropriate corrections are needed to ensure that the modeled data are sufficiently uncorrelated.
Different from functional connectivity analysis, effective connectivity analysis (Cabeza et al., 1997; Friston, 2007; Friston et al., 1997) attempts to reveal causal influences among active brain areas. Different from Structural Equation Modeling (Lin et al., 2009; McIntosh and Gonzalez-Lima, 1994) or Dynamic Causal Modeling (Friston et al., 2003) , Granger causality (GC) is a data-based approach for estimating directional interactions without first specifying the existence of directed interactions in a network. Using fMRI time series, GC estimates causal modulations by checking whether the residual errors of a modeled time series is statistically smaller after giving another time series.
Since causal relations are derived from fMRI time series, both GC (Deshpande et al., 2010; Kayser et al., 2009; Roebroeck et al., 2005) and Dynamic Causal Modeling (Kasess et al., 2010 ) favor acquisitions at high sampling rate in order to reveal more accurate causal modulations when regional vascular response variability is appropriately accounted for. Our preliminary studies demonstrate how InI can be used to improve the sensitivity of detecting causal modulation using BOLD-contrast fMRI data. Specifically, InI with TR = 100 ms detects clear feed-forward modulations in a visuomotor two-choice reaction time task (Chu et al., 2011; .
Lastly, spatial localization using highly parallel RF detection may also be applied to reduce the acoustic noise in MRI. MRI acoustic noise is generated by the induced Lorentz force as the passing current on the gradient coil perpendicular to the main field. The Lorentz force acting on the gradient coil causes vibration similar to a loudspeaker (Schmitt et al., 1998) . This acoustic noise is particularly prominent in EPI, where fast oscillatory gradients are used to accelerate k-space traversal. It has been shown that EPI gradient switching itself can elicit auditory BOLD-contrast responses . It has also been suggested that acoustic noise can result in modulation of visual areas (Raij et al., 2010; Zhang et al., 2005) . Thus, in the presence of acoustic scanner noise, EPI fMRI studies of the visual and auditory systems can be difficult to interpret. To mitigate this difficulty, sparse sampling methods have been utilized Hall et al., 1999; Schwarzbauer et al., 2006; Talavage et al., 1999) . Alternative approaches have utilized smoothing of gradient waveforms to suppress the acoustic noise level (Hennel et al., 1999) . However, with this technique, the soft sinusoidal gradient pulses limit the total gradient moment and thus decrease the spatiotemporal resolution. Using a minimal number of smooth gradient pulses, InI may still provide a reasonable spatiotemporal resolution with much quieter sound levels.
Technical challenges and future opportunities

Spatial resolution
The current implementation of volumetric InI uses 100 ms sampling rate for whole-brain coverage. This speed is accompanied with a moderate loss of spatial resolution (in the InI encoding direction only). Since InI solves underdetermined linear systems during image reconstructions, the spatial resolution of reconstructed InI data depends on the choice of the reconstruction methods. In general the spatial resolution is lower at the center of the brain and higher at the cortex (Lin et al., 2008a (Lin et al., , 2008b (Lin et al., , 2010b Liou et al., 2011) . Quantitatively, the spatial resolution is around 5 mm at cortex and 20 mm at the center of the brain when the minimum-norm estimate is used (Lin et al., 2008a) . This compromise seems acceptable since most EPI analyses spatially smooth the data using a volumetric kernel with 6-12 mm full-widthhalf-maximum. There are two approaches to reduce the loss of spatial resolution. First, reconstructions algorithms can be modified since there exist an infinite number of solutions in ill-posed underdetermined linear systems. Second, InI acquisitions can be modified. These approaches are discussed below.
For computational efficiency and solution stability, InI reconstruction utilizes the minimum-norm estimate (MNE) (Lin et al., 2008a) . The mathematical constraint of minimizing the L2 norm of the unknown prefers spatially diffuse solutions. Replacing the minimizing L2 norm constraint by minimizing L-p norm constraint (p b 2) can reduce spatial blurring (Tarantola, 2005) . With p = 1, the solution has been shown to be spatially focal in MEG and EEG source modeling (Chang et al., 2010; Matsuura and Okabe, 1995; Uutela et al., 1999) . InI may improve the spatial resolution by employing the same mathematical constraint at the cost of computational complexity using the Linear Programming or convex optimization.
Other than minimizing the norm of the solution, InI can be reconstructed using spatial filtering (Lin et al., 2008b; Liou et al., 2011 ) and k-space data interpolation (Lin et al., 2010b) . Beamformers create separate spatial filters at each source location to minimize the output variance (Lin et al., 2008b) or amplitude (Liou et al., 2011) for a higher sensitivity in detecting dynamic changes. However, spatial filtering cannot estimate solutions satisfying the forward problem. Thus, instantaneous reconstructions will be quite different from the reference scan. Similar to the GRAPPA formulism (Griswold et al., 2002) , K-space InI reconstruction exploits the dependency between data in neighboring k-space locations from different channels of the coil array to reconstruct highly under-sampled data (Lin et al., 2010b) . The K-InI reconstruction offers a compromise in computational efficiency, detection sensitivity, and quality of instantaneous image between MNE and spatial filter reconstructions.
Among different InI reconstruction methods, the MNE is the most computationally efficient, because of the availability of a closed form solution (Lin et al., 2006a (Lin et al., , 2008a . However, a spatial filtering technique minimizing the output variance provides higher detection sensitivity to brain activation and higher spatial resolution than MNE (Lin et al., 2008b) . At the cost of computational efficiency, the detection sensitivity of the LCMV spatial filtering can be further improved by using a constraint to minimize the output amplitude (Liou et al., 2011) . At the same time, the spatial filter techniques cannot reconstruct images with similar anatomical features and contrast as the reference scan. KInI reconstruction provides a trade-off between MNE and spatial filtering methods in terms of computational efficiency, spatial resolution, and detection sensitivity (Lin et al., 2010b) .
InI spatial resolution can also be improved by modifying acquisitions. In most BOLD-contrast fMRI experiments, repetitive measurements are usually required to compensate the relatively low contrastto-noise ratio (CNR) in order to detect activated brain areas with a sufficient statistical significance. Such a data acquisition protocol opens up the possibility of combining InI acquisitions to improve spatial resolution. For example, COBRA combines different in-plane projection data to achieve highly accelerated 2D fMRI (Grotz et al., 2009) . It is also possible to combine orthogonal projections in 3D to further improve the spatial resolution of volumetric acquisitions . Fig. 1 shows that when three orthogonal projection images were combined, BOLD signal has higher spatial resolution in the visual and motor cortices (less blurring along anterior-posterior direction than InI using only one coronal projection) in a two-choice reaction time task.
InI and COBRA use a (rotated) rectilinear k-space trajectory. When leaving out phase encoding, we obtain projection data and the spatial resolution becomes rather anisotropic. Other sophisticated trajectories, such as the single-shot Rosette trajectory (Zahneisen et al., 2011a) , may improve the homogeneity of the spatial resolution. Recently, multiple concentric-shell trajectory has also been realized to improve the spatial resolution of fast fMRI (Zahneisen et al., 2011b) . MREG using a Rosette or a concentric-shell trajectory is less sensitive to susceptibility artifacts, potentially due to over-sampling around the center of the k-space. Yet these acquisitions come at the price of trajectory calibration and reconstructions complexity.
Improving the RF and gradient hardware can also increase InI spatial resolution. Our present 3D InI experiments have used a 32-channel head coil arrays with elements evenly distributed like a soccer ball. Without reaching the electromagnetic theory limit (Ohliger et al., 2003; Wiesinger et al., 2004) , further increasing the channels of a head array, such as in a 96 channel head coil array (Wiggins et al., 2009) , can increase the amount of non-redundant spatial information among RF channels. This can be used to improve the spatial resolution of InI.
InI can be closely related to the echo-volume imaging (EVI) (Mansfield et al., 1994 (Mansfield et al., , 1995 Song et al., 1994) , which also aims to achieve whole brain imaging in hundreds of milliseconds. When the gradient system has high amplitude and slew rate, EVI can be achieved by modifying the InI trajectory traversing a 3D k-space. In addition to the requirement on gradient performance, one concern of EVI is that the spatial resolution is also inhomogeneous as the result of different bandwidths in three orthogonal directions. Particularly, the narrowest bandwidth in EVI is around 100 Hz/pixel , resulting in that the distortion and spatial resolution becomes rather poor in that specific direction.
Sampling rate
Currently InI uses the steady-state incoherent (SSI) pulse sequence (Haacke, 1999 ) to achieve 10 Hz sampling rate with whole-brain coverage. This sequence spoils the transverse magnetization by the end of each TR. In BOLD-contrast fMRI, the optimal echo time (TE) has been suggested to be the local T2* (Jezzard et al., 2001) , which is about 30 ms at 3 T. Using a readout bandwidth of 2 kHz/pixel and an image matrix of 64× 64, the readout takes only approximately 32 ms. Considering the time required for RF excitation, EPI pre-phasing, and RF/gradient spoiling, it is still possible to optimize the acquisition, such as using partial Fourier acquisition and reducing TE and thus the sensitivity to T2* changes, to further improve the sampling rate. However, for the optimal sensitivity, there are still tens of milliseconds between the RF excitation and the echo. This period of time prohibits a shorter TR.
However, it is possible to replace the SSI pulse sequence by the steady-state coherent (SSC) pulse sequence without compromising the optimal TE. Echo-shifting in the SSC pulse sequence allows TR > TE (Liu et al., 1993) . This is particularly desirable in InI where TR needs to be as short as possible without modifying the optimal TE. In fact, the first InI study using echo-shifting for 2D fMRI showed that it is possible to achieve TR = 20 ms with TE = 43 ms at 1.5T (Lin et al., 2006) . Recently, echo-shifting has been also implemented for volumetric InI to achieve TR = 25 ms with TE = 34 ms at 3T . Such sampling rate advancement comes at the price of reduced BOLD sensitivity (Liu et al., 1993) .
Summary
InI is a novel fast BOLD sampling technique that is beginning to show promise in several applications. With advances in RF technology, pulse sequences, and image reconstruction algorithms, further improvements in its spatiotemporal resolution as well as the sensitivity to hemodynamic or even to neuronal responses may be possible. Accordingly, versatile applications of InI can be developed with trade-offs between resolution and sensitivity. These tools will hopefully help clinicians and neuroscientists in revealing the complex dynamics of the human brain.
