




In this tutorial, we will review the basic concepts of Convolutional Neural Networks (CNN), we will 
define a few neural network models (including CNN), train them and evaluate their performance for 
image classification and some other related tasks. CNNs have become the state-of-the-art methods 
for any image-processing task. Their performance on image classification problems (reaching 
levels beyond human capacities) has motivated their application to many other challenges (image 
segmentation, image clustering, volumetric space processing, style transfer, synthetic image 
generation, etc.).  
The agenda: 
Day 1: 
Theory 1.1: Introduction to artificial neurons, activation functions, fully connected networks, back 
propagation algorithm and other basic components. 
Hands on 1.1: Train a network with 2 fully connected layers for solving MNIST 
COFFE BREAK 
Theory 1.2: Limitations of fully connected layers. Computational cost. 
Hands on 1.2: Train a network with 2 fully connected layers for solving CIFAR100 
Day 2: 
Theory 2.1: Introduction to convolutional layers, pooling and typical archtiectures 
Hands on 2.1: Train a network with 1 convolutional, 1 fully connected layer for solving CIFAR100 
COFFE BREAK 
Theory 2.2: Style transfer 
Hands on 2.2: Use a pre-trained network to perform image style transfer 
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