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Abstract
Typical machine learning approaches require centralised data for model training,
which may not be possible where restrictions on data sharing are in place due to, for
instance, privacy protection. The recently proposed Federated Learning (FL) frame-
work allows learning a shared model collaboratively without data being centralised or
data sharing among data owners. However, we show in this paper that the generaliza-
tion ability of the joint model is poor on Non-Independent and Non-Identically Dis-
tributed (Non-IID) data, particularly when the Federated Averaging (FedAvg) strategy
is used in this collaborative learning framework thanks to the weight divergence phe-
nomenon. We propose a novel boosting algorithm for FL to address this generalization
issue, as well as achieving much faster convergence in gradient based optimization. We
demonstrate our Federated Boosting (FedBoost) method on privacy-preserved text recog-
nition, which shows significant improvements in both performance and efficiency. The
text images are based on publicly available datasets for fair comparison and we intend to
make our implementation public to ensure reproducibility.
1 Introduction
Personal data protection and privacy preserved issues have particularly attracted researchers’
attention. Especially, General Data Protection Regulation (GDPR) 2016/679, an act in Eu-
ropean Union (EU) law on data protection and privacy was made in 2016 and has been im-
plemented in the EU and the European Economic Area (EEA) since 2018. Typical machine
learning approaches that require centralised data for model training may not be possible as
restrictions on data sharing are in place. Therefore, decentralised data-training approaches
are more attractive since they offer desired benefits in privacy, security, regulatory, etc.
FL [13] was firstly proposed by Google which enables learning a shared model from
resource-constrained edge compute devices while keeping the training data local. McMahan
et al. [13] presented a practical decentralised training method for deep networks based on
iterative model averaging. Comprehensive study was carried out on four datasets and five ar-
chitectures, which demonstrated the robustness of FL on the unbalanced and Non-IID data.
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Efficiency and effectiveness are still two major research challenges in FL framework that
are contradicting [7]. Commonly, frequent updating can lead to the global model with bet-
ter efficiency whereas the communication cost is increasing sharply especially for the large
datasets. In the paper [10], the authors focused on addressing efficiency issues and proposed
two weight updating methods based on FedAvg to reduce the uplink communication costs
of transmitting the weights from the local machine to the centralised server, namely struc-
tured updates and sketched updates approaches. Zhao et al. [20] demonstrated the accuracy
of FL reduces significantly on Non-IID. Furthermore, they showed the weight divergence
can be measured quantitatively using the Earth MoverâA˘Z´s Distance (EMD) between the
distribution over classes on each local machine and the population distribution. In order to
address this issue, they proposed to share a small subset of data among all the edge devices
to improve training on Non-IID data. However, such strategy is impossible when restrictions
on data sharing is in place which also leads to privacy breaching. Li et al. [11] studied the
convergence properties of FedAvg and demonstrated a trade-off between its communication
efficiency and convergence rate. They concluded that heterogeneity of data slows down the
convergence. Based on our empirical study, we confirm that given Non-IID data, the training
needs far more iterations to find an optimal solution and often fails to converge, especially
when the local models are trained with a small number of batch size and the global model
are aggregated after a large number of epoch. In this paper, we propose a so-called FedBoost
method to address the weight divergence issues in FL framework. Instead of treating individ-
ual local models equally, we consider the diversity of them in terms of status of convergence
and the ability of generalisation when the global model is aggregated. We evaluate our
proposed method in text recognition task using two large public datasets and demonstrate
its superior in terms of convergence speed and prediction accuracy. Our contributions are
threefold:
• We propose a novel aggregation strategy namely FedBoost for FL to address the
weight divergence issues. We empirically demonstrate that FedBoost converges sig-
nificantly faster than FedAvg while the communication costs are the same. Especially
when the local models are trained with small batch size and the global model are ag-
gregated after a large number of epoch, our approach can still converge to a reasonable
optimum whereas FedAvg often fails in such case.
• We show the feasibility and superior of our proposed FedBoost in text recognition task
on large-scale Non-IID datasets. The experimental results show that our approach out-
perform FedAvg in terms of convergence speed and prediction accuracy. Furthermore,
it suggests FedBoost strategy can be integrated with other deep learning models in the
privacy preserving scenarios.
• Our implementation of proposed FedBoost is public available to ensure reproducibil-
ity. It can be run in a distributed multiple Graphics Processing Units (GPUs) setup.
The rests of this paper are organised as follows: In Section 2 the related works on privacy
preserving machine learning is presented. The proposed method FedBoost is described in
Section 3 and evaluated on a text recognition task. The details of experiments and discussions
on the results are provided in Section 4 followed by the conclusion in Section 5.
REN ET AL.: PRIVACY PRESERVING TEXT RECOGNITION FOR FEDBOOST 3
2 Related Work
Gentry proposed a complete Homomorphic Encryption (HE) scheme that allows to evaluate
circuits or operations over encrypted data without decrypting them [3]. Assuming A and B
are two plain data, and Enc() is an encryption function. The following Equation 1 satisfies
when the encryption algorithm Enc is homomorphic.
Enc(A)•Enc(B) = Enc(A∗B) (1)
where “•" stands for operation on encrypted data and “∗" is operation on plain data. Al-
though, the data owner can shared the encrypted data with the algorithm providers without
losing the plain data, evaluating the homomorphic functions is usually computationally ex-
pensive, especially for non-linear operations, which makes infeasible for large-scale machine
learning tasks.
Secure Multi-Party Computation (MPC) [18] has draws great attention of researchers in
recent years, which is designed for addressing the problem of secured joint computing among
several parties where the data are held by individual participants privately. Similar to HE,
MPC is a secured collaborative computing mechanism based on cryptography and protocol
where no intermediate information is revealed during the whole computation. Therefore, it
often results in higher computation and communication cost for large-scale data.
Differential Privacy (DP) methods were firstly proposed by Dwork et al. which provided
a mathematical framework to quantify the privacy loss during the data computation [1, 2]. It
ensures the sensible information in the dataset cannot be recovered from the shared model
and its outputs via adding sufficient noises to the data. The formal definition is given as such
Pr( f (D) = y)≤ eε×Pr( f (D′) = y), where D and D′ are the original data and the noised data
respectively. If there is a learning algorithm f that ensures two probabilities are sufficiently
close for any output y, then f is so-called ε-DP. If ε is tending to 0, so eε is tending to 1, in
which case the algorithm f is of high level privacy protection. However, adding noise to the
data always leads to model degradation and lows the performance which is not desirable for
accuracy critical applications that are very common in prediction tasks.
Google research team proposed FL for privacy preserving machine learning that trains
a model across multiple decentralised edge devices or servers holding local data samples
[9, 10, 12, 13]. More specifically, FL framework keeps the raw data to the owners and
train the model locally at client nodes individually, whereas parameters of those models are
exchanged instead of data. Compared to HE MPC which ensures high level of security at
the price of expensive cryptographic operations, FL has loosen security requirements that
enables more efficient implementation and lower running cost. Since there is no exchange
of data, FL do not require adding noise to the data as DP does. Global fusion of parameters
from local model is one of core research problems in FL. McMahan et al. introduced the
FedAvg method for training deep neural networks over multiple parties, where the global
model takes the average of parameters from local models [13]. The method was evaluated
on MNIST benchmark and demonstrated its feasibility and robustness on a classic image
classification task using Convolutional Neural Networks (CNN) as learning model. Although
the experimental results show that FedAvg is suitable for both Independent and Identically
Distributed (IID) and Non-IID data, it is still a statistical challenge of FL when local model is
trained on Non-IID data. In this paper, our experimental results also support such argument,
where the prediction accuracy and convergence rate drop significantly on large scale Non-IID
data.
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Figure 1: The schematic diagram of proposed FedBoost. There are 3 clients used for demon-
stration purpose, whereas the proposed method can work with arbitrary number of local
clients.
3 Proposed Method
3.1 Global FedBoost Framework
FedAvg [13] averages the parameters from all local clients and produces a new model ac-
cording to ω ′=∑Ni 1Nωi, where ω ′ and ωi are the parameters of global model and the ith local
model, and N is the total number of clients. However, on the Non-IID data, the parameters
of local models may converge to different directions due to inconsistency of data distribu-
tion. Therefore, simple averaging scheme performs poorly, especially when strong bias and
extreme outlier exist. The proposed FedBoost approach uses boosting scheme to adaptively
merge the global model from local models according to the actual prediction performance
on the validation datasets. However, each client holds it own training and validation data,
where we not only consider the degree of fitness of local model but also take the generalisa-
tion characteristic over the whole parties into account. Meanwhile, in order to preserve the
data privacy, data exchange among decentralised clients and centralised server is restrictively
prohibited. So that, instead of exchanging the data between clients, the local models are ex-
changed via the centralised server and validated on each node independently. The schematic
diagram of proposed FedBoost is illustrated in Figure 1.
The i-th local models is firstly trained on the i-th client with a few epochs and tested
on the local validation dataset, which yields a model ωi and a validation loss Vi,i. The i-th
local model is shared among all other clients via centralised server. On the j-th node, the
i-th model ωi is tested on the validation dataset of the j-th client, which then yields a cross
validation loss Vi, j where i 6= j. Therefore, the global model ω ′ can be computed by merging
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the local models ωi where i = 1,2, ...,N according to the following equations:
ω ′=
N
∑
i
piωi, (2)
pi = norm(norm(Ti)×
N
∑
j
Vi, j), (3)
Vi, j =

V1,1 V1,2 · · · V1, j
V2,1 V2,2 · · · V2, j
...
...
. . .
...
Vi,1 Vi,2 · · · Vi, j
 (4)
where Ti and pi are the training loss and the mixture coefficient for the i-th local model, and
norm is the normalisation function. The complete FedBoost is given in Algorithm 1.
Algorithm 1 FedBoost
Server:
1: create model and initialise weights ω0
2: for each round r = 1,2, ...,R do
3: send ωr−1 to all clients
4: for each client i ∈CN do
5: ω ir,Ti←Client(i,ωr−1)
6: V ′i← ∑Nj Client( j,ω ir)
7: end for
8: for i ∈CN do
9: pir← norm(Ti)×V ′i
10: end for
11: ω ′r← ∑Ni=1(norm(pir)×ω ir)
12: test the new model with ω ′r
13: end for
Client(i,ωr−1):
1: if i == 1 then
2: load TrnDi,ValDi
3: end if
4: for each epoch e = 1,2, ...,E do
5: for each batch b = 1,2, ...,B do
6: ωnew← ωold−η l(TrnDi,b,ωold)
7: end for
8: end for
9: Ti← f (TrnDi|ωnew)
10: return ωnew,Ti to server
Client( j,ω ir)):
1: Vi, j← f (ValD j|ω ir))
2: return Vi, j to server
3.2 Local Text Recognition Networks
We adopt Convolutional Recurrent Neural Network (CRNN) as the local neural network
model for text recognition [15]. CRNN uses VGGNet [16] as backbone network for feature
extraction, where the fully-connected layers are removed and the feature map are unrolled
along the horizontal axis. To model the sequential representation, a multi-layer Bidirectional
Long-Short Term Memory (BiLSTM) network [5] is placed on the top of the convolutional
layers that takes the unrolled visual features as input and models the long-term dependencies
within the sequence in both directions. The outputs of BiLSTM are fed into a softmax, and
each element unrolled sequence is projected to the probability distribution of possible char-
acters. The character with the highest softmax score is treated as intermediate prediction.
Connectionist Temporal Classification (CTC) [4] decoder is used to merge intermediate pre-
diction to produce the final output text. More details of CRNN model, the reader can refer
to its original publication [15].
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Figure 2: Example of images from Synthetic Text (top two rows) and Synthetic Text 90k
(bottom two rows) datasets.
4 Experiments
We conducted extensive experiments to evaluate our models on a number of standard scene
text recognition benchmarks commonly used in the literature. Comparison with other state-
of-the-art methods was carried out to verify the effectiveness of our model.
4.1 Experimental Settings
The proposed model was trained on two synthetic datasets, Synthetic Text 90k and Synthetic
Text, without fine-tuning on other datasets. The model was tested on other 4 standard datasets
to evaluate its general recognition performance. For all experiments, the prediction perfor-
mance was measured using word accuracy.
Synthetic Text 90k [6] (Synth90K) is one of two training datasets for all the experiments
in this paper. The dataset contains about 7.2 million images and their corresponding ground
truth words. We split the images into two sets, the first one containing 6.5 million images is
for training, the rest is for validation containing 0.7 million images.
Synthetic Text [6] (SynthText) is the second training dataset we used. The dataset has
about 85K natural images containing some synthetic texts. We cropped all the texts via
labeled text bounding boxes to build a new dataset of 5.3 million text images. We split it into
training dataset of 4.8 million images and validation dataset of 0.5 million images.
IIIT 5K-Words [14] (IIIT5K) is collected from the internet, containing 3000 cropped
word images in its testing set. Each image contains a ground truth words.
Street View Text [17] (SVT) is collected from the Google Street View, consists of 647
word images in its testing set. Many images are severely corrupted by noise and blur, or have
very low resolutions.
SCUT-FORU [19] (SCUT) consists of 813 training images and 349 test images. The
background and illumination vary in large scales in the dataset.
ICDAR 2015 [8] (IC15) contains 2077 cropped images captured by Google glasses with
relatively low resolutions and multi-oriented texts. For fair comparison, we discard the im-
ages that contain non-alphanumeric characters, which results in 1811 images.
Figure 2 shows some example from Synthetic Text 90k and Synthetic Text, where large
variation of background and text can be observed in the images between two datasets. There-
fore, we can conclude that two datasets are of Non-IID. All the training and validation
images were scaled to the size of 100*32 in order to fit the model using mini-batch and ac-
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celerate the training process. All the testing images were scaled proportionally to match with
the height of 32 pixels. The testing images whose label length are less than 3 or more than 25
characters were dropped out due to the limitation of CTC. We deployed Synthetic Text 90k
and Synthetic Text datasets on two separate clients. On the local training nodes, ADADELTA
was used for back-prop optimisation and the initial learning rate was set to 0.05. Our method
was implemented using Keras and Tensorflow, and the source code is public available to en-
sure reproducibility, which can be run in a distributed multiple GPUs setup.
4.2 Result and Discussion
Table 1 shows the comparison results on testing datasets with different training hyper-parameters
including batch size, the number of epoch. The results of the first (CRNN*) and the second
rows (CRNN) are produced by the original CRNN model without using FL framework, where
CRNN* corresponds to accuracies reported by its authors in [15] and CRNN corresponds to
the results reproduced by us. Compared to original CRNN model, FedAvg shows a decent
amount of improvement. For example, the FedAvg model with batch size of 800 and epoch of
1 reports 86.67% on IIIT5K dataset, where an improvement of 1.19% is achieved compared
to CRNN that is of 85.48% using the same setting. An improvement of 1.65% of FedAvg
with the batch size of 512 and epoch of 1 can be observed on IC15 dataset. More impor-
tantly, the proposed FedBoost achieves the highest accuracy across all four testing datasets,
where 87.62%, 91.60%, 94.65% and 75.99% are reported on IIT5k, SVT, SCUT and IC15
respectively. In addition, our method outperforms both FedAvg and non-federated learning
methods by significant margins. More qualitative results are shown in Table 2.
It can be observed that the FedAvg model with bigger batch size and smaller epoch
amount has better performance. In other words, the model performs better when model in-
tegration occurs more frequently, which however will increase the communication cost. In
Table 1, the model with 256 batch size and 1 epoch even produce no result due to model
divergence after a few round of integration. The potential reason could be the extreme dif-
ferences of parameters that are learnt on each local machines. Figure 3 shows the comparison
of convergence curves between FedAvg and proposed FedBoost which are illustrated in Fig-
ure 3. The convergence curves of FedAvg model with smaller batch size or larger epoch
amount are alwasy lower than the curves of larger batch size or smaller number of epoch.
For example, in Figure 3 (a), the model with batch size of 800 and epoch of 1 (iterated 6,689
and 9,030 times per epoch on ST and 90K datasets respectively) performs significant better
than the model with batch size of 512 and epoch of 3 (iterated 10,452 and 14,110 times
per epoch on ST and 90K datasets respectively). On the other hand, the accuracy curves of
FedBoost models (see Figure 3 (d), (e) and (f)), do not have such issue. Therefore, we can
conclude that the boosting strategy we propose can overcome the model collapse issues of
FedAvg to a great extent.
5 Conclusion
In this paper, we proposed FedBoost a novel boosting scheme for FL framework to overcome
the limitation of FedAvg on Non-IID dataset. The proposed method was evaluated on scene
text recognition task using CRNN model, and the comparison results show that our model
outperform both standalone CRNN and FedAvg on four public benchmarks. FedBoost as a
model intergation scheme for FL, it can be applied to not only CRNN for scene text recog-
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Methods Dataset Batch Epoch IIIT5K SVT SCUT IC15
CRNN* 90K - - 81.20 82.70 - -
CRNN ST 512 - 76.07 77.60 89.38 55.92
ST 800 - 73.69 78.00 86.94 58.88
90K 512 - 80.95 86.40 87.49 67.43
90K 800 - 80.71 83.60 87.80 62.50
ST+90K 512 - 83.81 90.40 93.08 71.71
ST+90K 800 - 85.48 88.00 93.78 72.70
FedAvg ST+90K 256 1 - - - -
ST+90K 256 3 - - - -
ST+90K 512 1 85.48 87.60 93.31 73.36
ST+90K 512 3 80.83 87.60 91.11 64.80
ST+90K 800 1 86.67 89.60 94.49 72.37
ST+90K 800 3 81.82 88.00 93.47 70.07
Ours ST+90K 256 1 85.83 89.2 94.26 72.37
ST+90K 256 3 84.88 91.20 94.65 70.07
ST+90K 512 1 85.12 88.00 93.39 74.34
ST+90K 512 3 87.38 90.80 93.86 70.39
ST+90K 800 1 87.62 89.20 94.18 75.99
ST+90K 800 3 85.60 91.60 94.65 70.72
Table 1: Recognition accuracies (%) on four testing datasets. “90K" and “ST" are the
Synth90K and SynthText datasets respectively. “Epoch" means the amount of epoch trained
on client. The results of first (CRNN*) and the second (CRNN) rows are produced by the
original CRNN model without using FL framework, where CRNN* corresponds to accu-
racies reported by its authors in [15] and CRNN corresponds to the results reproduced by
us.
(a) IIIT5K (b) SCUT (c) IC15
(d) IIIT5K (e) SCUT (f) IC15
Figure 3: Testing accuracy of FedAvg (first row) and FedBoost (second row) models over
rounds with datasets of IIIT5K, SCUT and IC15. “1E800B" means the model is trained on
client with 800 batch size and 1 epoch. All samples in these testing parts are resized to
100*32, which is different with the processing in Table 1.
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Samples FedAvg FedBoost
MOUNTRIN MOUNTAIN
STATIONNN STATION
MANHATITAN MANHATTAN
PLAZZA PIAZZA
VIRG(I)N VIRGIN
MAXIVUS MAXIMUS
UGREENN GREEN
JECOIL ECOIL
DIR(E)CION DIRECTORY
CENIRAL CENTRAL
CANSY CANDY
ABARTMENTS APARTMENTS
WORKSHOPH(E) WORKSHOPE
TISC TSC
CRIAVEN CRAVEN
20MBIES ZOMBIES
344 844
17040 1040
1001000 100000
1800GOGEICO 1800G0GE1CO
YMCA IMCA
Table 2: Some testing results from FedAvg and FedBoost models with 512 batch size and 3
epochs. Wrong prediction character is sign in red and character in brackets means missing
prediction character.
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nition networks but also other deep neural networks. Our implementation is public available
to ensure reproducibility, and it can be run in a distributed multiple GPUs setup. Theoret-
ical study on model convergence from multi-parties computing and privacy leakage from
gradients are two directions worthy of further investigation.
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