It is important to minimize the area of a drawing of a graph, so that the drawing can fit in a small drawing-space. It is well-known that a planar graph with n vertices admits a planar straight-line grid drawing with O(n 2 ) area [H. de Fraysseix, J. Pach, R. Pollack, How to draw a planar graph on a grid, Combinatorica 10(1) (1990) 41-51; W. Schnyder, Embedding planar graphs on the grid, in: Proceedings of the First ACM-SIAM Symposium on Discrete Algorithms, 1990, pp. 138-148]. Unfortunately, there is a matching lower-bound of (n 2 ) on the area-requirements of the planar straight-line grid drawings of certain planar graphs. Hence, it is important to investigate important categories of planar graphs to determine if they admit planar straight-line grid drawings with o(n 2 ) area.
Introduction
Graph drawing: [5, 12] focuses on constructing a geometric representation (drawing) of a graph in the plane. It finds applications in several fields, such as software engineering (for visualizing UML models, and function call graphs), databases (for visualizing entity-relationship diagrams), sociology (for visualizing social-networks), and project-management (for visualizing PERT networks). While drawing a graph, it is important to minimize its area, so that the drawing can fit in a limited space, such as a computer screen or printing paper. In this paper, we focus on the problem of constructing drawings with small areas.
We use the graph-drawing-related terms and definitions given in [5] . We review some of them here. Let G be a graph. Two vertices u and v of G are adjacent to each other if there is an edge (u, v) in G. The vertices that are adjacent to v are called its neighbors. The degree of v is the number of its neighbors. The degree of G is the maximum degree of a vertex. Vertices u and v are called the end-points of an edge (u, v) .
A drawing of G maps each vertex to a distinct point in the plane, and each edge (u, v) to a simple open Jordan curve with endpoints u and v. is a straight-line drawing if each edge is drawn as a single line-segment. is a polyline drawing if each edge is drawn as a connected sequence of one or more line-segments, where the meeting point of consecutive line-segments is called a bend. is a grid drawing if all the vertices and bends have integer coordinates.
is a planar drawing if edges do not intersect each other. A planar drawing partitions the plane into topologically connected regions called faces. The unbounded face is called the external face, and the other faces are called internal faces. A planar drawing determines a circular ordering on the neighbors of each vertex v according to the clockwise sequence of the incident edges around v. Two planar drawings of the same graph are equivalent if they determine the same circular orderings of the neighbor sets. A (planar) embedding is an equivalence class of planar drawings, and is described by the circular order of the neighbors of each vertex.
Let be a grid drawing. The enclosing rectangle Encl( ) of is the smallest rectangle with sides parallel to the X-and Y -axes, respectively, that covers completely. The width, height, and area of are equal to the width, height, and area, respectively, of Encl( ).
It is well-known that a planar graph with n vertices admits a planar straight-line grid drawing with O(n 2 ) area [4, 15] , and in the worst case it requires (n 2 ) area. It is therefore important to investigate important categories of planar graphs to determine if they admit planar straight-line grid drawings with o(n 2 ) area.
Outerplanar graphs form an important category of planar graphs. Outerplanar graphs have several applications, such as in computing shortest paths, and network-routing [8] [9] [10] 13, 16] . A graph is outerplanar if it is planar and it admits an embedding where all its vertices are on the external face. Currently, the best known upper bound on the area-requirement of a planar straight-line grid drawing of an outerplanar graph with n vertices is O(n 2 ), which is the same as for general planar graphs. Hence, a fundamental question arises: can we draw an outerplanar graph in this manner in o(n 2 ) area?
In this paper, we give a partial answer to this question by showing that an outerplanar graph G with n vertices and degree d admits a planar straight-line grid drawing with area O(dn 1.48 ) in O(n) time. This implies that if d = o(n 0.52 ), then G can be drawn in this manner in o(n 2 ) area.
From a broader perspective, our contribution is in showing a sufficiently large natural category of planar graphs that can be drawn in o(n 2 ) area.
There has been little work done in the past on the area-requirement of grid drawings of outerplanar graphs. Biedl [1] has shown that an outerplanar graph with n vertices admits a planar polyline grid drawing as well as a visibility representation with O(n log n) area. Dujmović and Wood [6] , and Felsner, Liotta, and Wismath [7] have shown that an outerplanar graph admits an edge-crossing-free straight-line grid drawing with O(n) volume in the three-dimensional space.
In Section 7, we give our main theorem. It is based on a tree-drawing technique of Chan [2] , and uses the fact that the dual of an outerplane graph is a tree. To draw a tree, Chan uses the concept of a special kind of a root-to-leaf path of the tree, called a spine. The concept of a spine is useful for drawing outerplane graphs also. This paper is organized as follows. In Section 2, we review the concept of a spine, as defined by Chan [2] . In Section 3, we define some other concepts that we use in the paper, such as a maximal outerplane graph, the dual tree of a maximal outerplane graph, and a trapezoidal drawing. In Section 4, we present a short overview of our overall strategy for drawing an outerplanar graph. In Section 5, we describe the structure of a maximal outerplane graph with respect to a spine of its dual tree. In Section 6, we explain the construction of a trapezoidal drawing with small area of a maximal outerplane graph. In Section 7, we give our main theorem on drawing outerplanar graphs. Finally, in Section 8, we present our conclusion, and list some open problems.
Spine of an ordered binary tree
A leaf of a tree is a vertex with no child. A non-leaf vertex of a tree is one that has at least one child. A binary tree is one where each non-leaf vertex has at most two children. An ordered tree is a tree with a pre-specified root, and a pre-specified left-to-right ordering of the children of each vertex. In an ordered binary tree, if a node has two children, then they are called its left and right children, respectively, where the left child precedes the right child in the pre-specified left-to-right ordering. An empty tree is one that does not contain any vertex.
Let T be an ordered binary tree. We denote by |T |, the number of vertices in T . A subtree of T rooted at a vertex v is the maximal ordered tree that is a subgraph of T and that has v as its root. The size of a subtree is equal to the number of vertices in it. A path P = 0 1 . . . a of T is a root-to-leaf path, if 0 is the root of T , and a is a leaf of T . Two
, and i of a spine P of a tree T . The edges of P are shown with darker lines. This figure is a minor modification of a similar figure of [2] .
vertices of T are siblings if they have the same parent. A subtree of P is a subtree rooted at the sibling of a vertex of P . A subtree of P is a left (respectively, right) subtree of P if its root is the left (respectively, right) child of its parent. P is the leftmost (rightmost) path of T , if each i , where 1 i a, is the left (right) child of its parent.
The following lemma, which paraphrases Lemma A.1 of [2] , defines the concept of a spine, which is a special kind of a root-to-leaf path.
Lemma 1 (Chan [2, Lemma A.1] Chan [2] has given a simple iterative procedure for constructing a spine P = 0 1 . . . a , as defined in Lemma 1, where each i is a vertex of T . For the sake of completeness, we repeat the procedure here (see Fig. 1 ). Assume for simplicity that each non-leaf node of T has exactly two children; the procedure can be modified easily to accommodate a non-leaf node that has only one child.
• 0 is the same as the root of T .
• let i ( i ) be the left (right) subtree with the maximum size among the left (right) subtrees of the path 0 1 . . . i (where, 0 and 0 are both empty trees). Let L i and R i be the subtrees rooted at the left and right children of i , respectively (see Fig. 1 ).
• Case 1: [2] has proved that this case is not possible for p = 0.48 (with a sufficiently small value of ).
Remark 1.
The reason why p has value 0.48 in Lemma 1 is because for p = 0.48, Case 4 cannot happen, and so, there will always exist a spine P as defined. This is proved by Chan [2] . The crux of his proof is as follows: Let k and j be the parents of the roots of i and i , respectively (see Fig. 1 ). Assume without loss of generality that j > k. Since i is the right subtree of j , by the construction of P , it follows that Case 1 applies to j . So,
If Case 4 were to happen, then 2. (1) 
Proof. We will use induction over m to prove that (m) 
For 
Preliminaries
A graph is connected if there is a path between u and v for each pair (u, v) of vertices. A cutvertex of a graph is a vertex whose removal disconnects the graph. A biconnected graph is one that does not contain any cutvertex. A biconnected component of a graph G is a maximal biconnected subgraph of G. Throughout this paper, we will assume that a graph is connected. We will denote by |G|, the number of vertices in a graph G. We denote by |S|, the number of elements of a set S.
A maximal outerplanar graph is one to which no edge can be added without destroying its outerplanarity. An outerplane graph is an embedding of an outerplanar graph where all the vertices are on the external face. It is easy to see that a maximal outerplane graph is biconnected, and each internal face of the graph is bounded by a 3-cycle, i.e., a cycle consisting of exactly three edges. The reverse is also true, i.e., if an outerplane graph is biconnected, and each internal face is bounded by a 3-cycle, then it is a maximal outerplane graph. (s, t) . In this figure, G(u, v) is the graph enclosed by the dotted closed-curve.
Let G be a maximal outerplane graph. Let s and t be two distinct distinguished adjacent vertices of G; edge (s, t) is called the reference edge of G. Let G(u, v), where (u, v) is an edge of G, denote the maximal outerplane graph that is defined as follows:
is defined as follows: Assume that the clockwise order of s, t, u, and v on the boundary of G is s, u, v, t. The boundary of G can be partitioned into four paths, P 1 , P 2 , P 3 , and P 4 , where P 1 connects s and u, P 2 connects u and v, P 3 connects v and t, and P 4 consists of only one edge, namely, (s, t) (see Fig. 2 ). Note that P 2 consists of only one edge, namely, (u, v), if (u, v) is on the external face. Also, if s = u (respectively, t = v), then P 1 (respectively, P 3 ) consists of only one vertex, namely, s (respectively, t). G(u, v) is the subgraph of G whose boundary consists of the path P 2 and edge (u, v) (see Fig. 2 ). For example, Fig. 4 Fig. 3(a) .
t), we can refer to G as G(s, t). Let x(v) and y(v) denote the x-and y-coordinates, respectively, of a vertex v in a drawing of G(s, t).
The pair (a, b) denotes the line-segment that connects two points a and b in the plane. We denote the width and height of by W ( ) and H ( ), respectively.
A trapezoidal drawing of G(s, t) is a planar straight-line grid drawing where:
and • for each vertex o, where o = s, t, we have that y(o) > min{y(s), y(t)}, and x(s) < x(o) < x(t).

Lemma 3. Let be a trapezoidal drawing of G(s, t), then no vertex other than s and t is on the left or right boundary of Encl( ).
Proof. Let o be a vertex of G(s, t), where o = s, t. We have that x(s) < x(o) < x(t). Hence, o cannot be on the left or right boundary of Encl( ).
The dual tree T (s, t) of G(s, t) is an ordered binary tree that is defined as follows:
• If G(s, t) consists of only one edge, namely, (s, t), then T (s, t) is the empty tree, i.e., the tree containing no vertex.
• If G(s, t) contains at least two edges, then it contains at least one internal face.
• Corresponding to each internal face f of G, T (s, t) contains a vertex (f ).
• Corresponding to each edge e = (u, v) of G(s, t), such that e is not on the external face, T (s, t) contains an edge e = ( (f 1 ), (f 2 )), where f 1 and f 2 are the two internal faces of G(s, t) whose common boundary consists of e. Edges e and e are called the duals of each other.
• T (s, t) is rooted at the internal face of G(s, t) that has (s, t) on its boundary.
• For each edge ( 1 , 2 ) of T (s, t), 1 is the parent of 2 if and only if 1 is on the unique path of T (s, t) that connects 
. (a) A graph G(s, t). (b) The dual tree T (s, t) of G(s, t).
In part (b) the edges of T (s, t) are shown with darker lines.
shown with darker lines.
• For each non-leaf vertex (f ) of T (s, t), its left and right children are defined as follows: face f has exactly three edges e 1 , e 2 , and e 3 , on its boundary. Let e 1 , e 2 , e 3 be the counterclockwise sequence of these edges on the boundary of f . We have two cases depending upon whether (f ) is the root of T (s, t). If (f ) is not the root of T (s, t), then let 1 , 2 , and 3 be the neighbors of (f ) in T (s, t), such that the edge ( (f ), i ), where 1 i 3, is the dual of the edge e i . Assume without loss of generality that 1 is the parent of (f ). Then, 2 is the left child of (f ), and 3 is the right child of f . If (f ) is the root of T (s, t), then assume without loss of generality that e 1 = (s, t). Let 2 and 3 be the neighbors of (f ) in T (s, t), such that the edges ( (f ), 2 ) and ( (f ), 3 ) are the duals of the edge e 2 and e 3 , respectively. Then, 2 is the left child of (f ), and 3 is the right child of (f ).
For example, Fig. 3 (b) shows the dual tree T (s, t) of the maximal outerplane graph G(s, t) shown in Fig. 3 (a). Note that T (s, t) is rooted at the vertex corresponding to the internal face that has s and t on its boundary (for the graph G(s, t) of Fig. 3(a) , it is the face that has s, t, and u 1 on its boundary). The boundary of each internal face of G(s, t) consists of exactly three edges. Hence, each non-leaf vertex of T (s, t) has exactly two children.
It is easy to see that the dual tree T (u, v) of G(u, v), where (u, v) is an edge of G (s, t) , is the subtree of T (s, t) that is rooted at the vertex corresponding to the internal face of G (u, v) that has (u, v) on its boundary. For example, Fig. 4 Fig. 4(a) .
The following lemma is immediate:
Lemma 4. Tree T (s, t) consists of O(|G(s, t)|) vertices, and can be constructed in O(|G(s, t)|) time.
Overview of our drawing strategy
Let G be an outerplanar graph with degree d. Our overall strategy for drawing G is very simple (see the proof of Theorem 1 for a more formal description). First, we convert G into a maximal outerplane graph G * by inserting sufficient number of edges into it, such that |G * | = O(|G|) and d * = O(d), where d * is the degree of G * . Next, we construct a trapezoidal drawing * of G * . Finally, from * we obtain a drawing of G by removing the edges that were inserted into G to convert it into G * .
To construct * , we designate an arbitrarily selected edge (s, t) on the external face of G * to be its reference edge, and construct * recursively using a divide-and-conquer approach (note that in the proof of Theorem 1, * is called formally as * (s, t, 0)):
• A spine P * of the dual tree of G * (s, t) is computed. Let H * be the subgraph of G * (s, t) whose faces correspond to the nodes of P * . Graph G * (s, t) is splitted into several smaller maximal outerplane graphs, called its child graphs, by removing the vertices and edges of H * , and some other vertices and edges from it. The child graphs are determined by interpreting the structure of G * (s, t) with respect to P * (for details, see Section 5).
• A trapezoidal drawing of each child graph is constructed recursively. Then, these drawings are combined together appropriately, and the vertices and edges that were removed from G * (s, t) to obtain the child graphs are also placed back appropriately to obtain * (for details, see Section 6). 
Hence, the drawing of G also has area O(d · |G| 1.48 ).
Structure of a maximal outerplane graph G(s, t) Let T (s, t) be the dual tree of G(s, t). Let P be a spine of T (s, t).
We can describe the structure of G(s, t) with respect to P as follows: If G(s, t) consists of exactly one edge, namely, (s, t), or if it consists of exactly one internal face (which has (s, t) on its boundary), then we are done. Otherwise, assume that s precedes t in the counterclockwise ordering of the vertices on the external face of G(s, t). Let u 1 be the common neighbor of s and t (see Fig. 5 ). G(s, t) contains two maximal outerplanar graphs G(s, u 1 ) and G(u 1 , t) .
Exactly one edge among (s, u 1 ) and (u 1 , t) is the dual of an edge of P ; assume that (u 1 , t) is that edge (we can describe the structure of G(s, t) in a symmetrical fashion if (s, u 1 ) is that edge).
Since (u 1 , t) is the dual of an edge e 1 of P , G(u 1 , t) will contain at least one internal face (which corresponds to an end-point of e 1 ).
Structure of G(u 1 , t)
We can describe the structure of G(u 1 , t) as follows: Let u 1 , u 2 , . . . , u k be the clockwise sequence of the neighbors
, that are arranged in a clockwise order as shown in Fig. 6 . Note that G(u 1 , t) also contains G(u k , t), which consists of only one edge, namely, (u k , t).
Among the edges (
, where u k+1 = t, at most one edge is the dual of an edge of P ; let b be the integer such that:
• if none of these edges is the dual of an edge of P , then b = k, • otherwise, (u b , u b+1 ) is the edge that is the dual of an edge of P . (u b , u b+1 ) is the dual of an edge e 2 of P . G (u b , u b+1 ) contains at least one internal face (which corresponds to an end-point of e 2 ). Hence, u b (respectively, u b+1 ) has at least one neighbor in G (u b , u b+1 ) that is different from u b+1 (respectively, u b v 3 ) , . . . , (v m−1 , v m ) , at most one edge is the dual of an edge of P ; let c be the integer that is defined as follows:
Structure of
• If none of these edges is the dual of an edge of P , then there can be two cases.
• If m = 1, then G(u b , u b+1 ) contains only one internal face f . The boundary of f consists of u b , u b+1 , and v 1 . The leaf of P corresponds to f . In this case, c = 0. • If m 2, then we have two subcases.
If the leaf of P corresponds to the face whose boundary contains u b , v 1 , and v 2 , then c = 0. Otherwise, the leaf of P corresponds to the face whose boundary contains u b+1 , v m−1 , and v m . Then, c = m.
• Otherwise, c is the integer such that (v c , v c+1 ) is the dual of an edge of P (see Fig. 7(a) ). , w i+1 ) . Hence, G(u b , u b+1 ) contains at most q − 1 maximal outerplane graphs of the form G(w i , w i+1 ) that are arranged in a clockwise order as shown in Fig. 7(b w 3 ) , . . . , (w q−1 , w q ), at most one edge is the dual of an edge of P ; let h be the integer that is defined as follows:
• Case I: If none of these edges is the dual of an edge of P , then there can be three cases.
• If c = 0 or q = 1, then h = 0. (Note that if q = 1, then G consists of only one internal face; the leaf of P will correspond to this face.) • If the leaf of P corresponds to the face whose boundary contains v c , w 1 , and w 2 , then h = 0.
• Otherwise, h is the integer such that the leaf of P corresponds to the face whose boundary contains v c+1 , w h−1 , and w h . • Case II: Otherwise, h is the integer such that (w h , w h+1 ) is the dual of an edge of P (see Fig. 7(b) ). If Case I applies to G(u b , u b+1 ), then we are done. Otherwise, we can describe the structure of G(w h , w h+1 ) as in Section 5.3.
Structure of G(w h , w h+1 ), where (w h , w h+1 ) is the dual of an edge of P
Since (w h , w h+1 ) is the dual of an edge e 3 of P , G(w h , w h+1 ) contains at least one internal face (which corresponds to an end-point of e 3 ). Let M = 1 2 . . . r be the maximal subpath of P such that each edge ( i , i+1 ), where 1 i r − 1, is the dual of an edge of G(w h , w h+1 ) (see Fig. 8(a) ). Note that 1 will correspond to the internal face of G(w h , w h+1 ) that has (w h , w h+1 ) on its boundary.
We can describe the structure of G(w h , w h+1 ) as a sequence of graphs G 0 , G 1 , . . . , G r , where G(w h , w h+1 ) = G r , and for each i, where 0 i r − 1, G i ⊂ G i+1 . We will also correspondingly define vertices z −1 , z 0 , z 1 , . . . , z r of G(w h , w h+1 ).
• Graph G 0 consists of only one edge (w h , w h+1 ). Vertex z −1 = w h and z 0 = w h+1 .
• For each i, where 1 i r, G i is defined as follows (see Fig. 8(b,c) ).
• If 1 i r − 1, then let f i be the internal face of G(w h , w h+1 ) that corresponds to i . Vertex z i is the vertex on the boundary of f i that is not in G i−1 . Let z j and z g be the other two vertices on the boundary of f i . Both z j and z g are in G i−1 and j, g < i. Assume without loss of generality that ( i , i+1 ) is the dual of (z g , z i ).
If i+1 is the right child of i (see Fig. 8(b) ), then
If i+1 is the left child of i (see Fig. 8(c) 
Let L (respectively, R) be the set of all the left (respectively, right) subgraphs of G(w h , w h+1 ). This completes the description of the structure of G(s, t).
Child graphs of G(s, t)
The following are each called a child graph of G(s, t): G(s, u 1 ), each G(u i , u i+1 ), such that i = b, each G(v i , v i+1 ),  such that 1 i c−1, each G(w i , w i+1 ) , such that i = h and there is an edge (w i , w i+1 ) in G(s, t) , each G(z i , z j ) ∈ L, and each G(z j , z i ) ∈ R. Fig. 9 shows the overall structure of G(s, t) with respect to P in the general case where b = k, m 2, 1 c m − 1, and Case II applies to G(u b , u b+1 ) . The structure of G(s, t) in the special cases where b = k, or m < 2, or c = 0, or c = m, or Case I applies to G(u b , u b+1 ) have similar schematics.
Drawing a maximal outerplane graph G(s, t)
Let be an integer such that ∈ {−1, 0, 1}.
Let (s, t, ) be a drawing of G(s, t) where y(t) − y(s) = and x(t) − x(s) = |G(s, t)| − 1, and that is defined recursively as follows (we will prove later that (s, t, ) is a trapezoidal drawing): If G(s, t) consists of only one edge, namely, (s, t), then (s, t, ) consists of a single line-segment, (s, t), such that y(t) − y(s) = , and x(t) − x(s) = |G(s, t)|
− 1 = 2 − 1 = 1. If G
(s, t) consists of only one internal face f , then (s, t, ) consists of only one triangle with three vertices s, t, and u 1 such that y(t) − y(s) = , and x(t) − x(s) = |G(s, t)|
− 1 = 3 − 1 = 2, x(u 1 ) − x(s) = 1, and y(u 1 ) = y(s) + 1. Note that y(u 1 ) > min{y(s), y(t)}.
If G(s, t) contains at least two internal faces, then let P be a spine of the dual tree T (s, t) of G(s, t).
We will use the notation of Section 5 in the rest of this section. Exactly one edge among (s, u 1 ) and (u 1 , t) is the dual of an edge of P ; assume that (u 1 , t) is that edge (we can define (s, t, ) in a symmetrical fashion if (s, u 1 ) is that edge. In fact, the structures of (s, t, ) in the two cases where (s, u 1 ) and (u 1 , t), respectively, are the duals of an edge of P , are mirror-images of each other).
Drawing (s, t, ) consists of the line-segment (s, t), drawing (s, u 1 , 1), and a drawing D(u 1 , t, ) of G(u 1 , t) that are arranged as in Fig. 10(a) , such that • If b = 1, then: (see Fig. 11 ) • • the value of x(u b+1 ) − x(u b ) is defined as follows: 
• If b = k, then: (see Fig. 13 )
• D(u 1 , t, ) contains the drawing (u 1 , u 2 , 1), and the drawing (u i , u i+1 , 0) for each i, where 2 i k − 1.
• y(u 1 ) − y(t) = , and Figs. 15, 16 , and 17, respectively. Let be the integer that is defined as follows: ( (u i , u i+1 , 0) ), and
where for convenience, we define H ( (w i , w i+1 , 0)) = 0 if G(w i , w i+1 ) does not exist (which will happen if there is no edge (w i , w i+1 )).
(As we will show later, this value of helps in the planarity of (s, t, ).) In all the three cases,
• for each i, where (If 1 c m − 1 , then G has at least one internal face, which corresponds to the vertex of P that is an end-point of the dual of (v c , v c+1 ). So, q = 0 is not possible.) If q = 0, then also we are done with the definition of D(u b , u b+1 , ) (see Fig. 15(a) ). Now assume that q 1 (see Figs. 15(b) and 17(a,b)). Let be the integer, such that
, where for convenience, we define |G(w i , w i+1 )| = 0 if G(w i , w i+1 ) does not exist (which will happen if there is no edge (w i , w i+1 ) ).
Recall from Section 5.2 that there can be two cases, I and II, depending upon whether an edge among (w 1 , w 2 ), (w 2 , w 3 ) , . . . , (w q−1 , w q ) is the dual of an edge of P . In both Cases I and II (see Figs. 15(b) and 17(a,b) )),
contains (w i , w i+1 , 0) flipped left-to-right and upside-down, for each i, where h + 1 i q − 1, Fig. 18(a,b) .
• if i+1 is the right child of i , then D i is as shown in Fig. 18 This completes the definition of (s, t, ).
Child drawings of (s, t, )
The following are each called a child drawing of (s, t, ):
Figs. 20, 21, and 22 show the overall structures of (s, t, 1), (s, t, 0), and (s, t, −1), respectively, in terms of their child drawings in the general case where 2 b k − 1, m 2, 1 c m and Case II applies to G(u b , u b+1 ). The structures of (s, t, 1), (s, t, 0), and (s, t, −1) 
Technical lemmas related to (s, t, )
Lemma 5 (planarity). Drawing (s, t, ) is trapezoidal.
Proof. We will prove using induction that (s, t, ) is a trapezoidal drawing. If G(s, t) consists of only one edge (namely, (s, t) ), or of only one internal face, then trivially (s, t, ) is a trapezoidal drawing. If G(s, t) contains at least two internal faces, then we give the proof for the case where (u 1 , t) is the dual of an edge of P (the proof for the case where (s, u 1 ) is the dual of an edge of P is similar).
We give the proof for the general case where 2 b k − 1, m 2, 1 c m and Case II applies to G(u b , u b+1 ). The proofs for the special cases where b = 1, or b = k, or m < 2, or c = 0, or c = m, or Case I applies to G(u b , u b+1 ) are similar.
We give the proof for (s, t, 1). The proofs for (s, t, 0) and (s, t, −1) are similar. See Fig. 20 . From the inductive hypothesis, each child drawing of (s, t, 1) is a trapezoidal drawing. We will first prove that for each vertex o of G(s, t) that is different from s and t, x(s) < x(o) < x(t), and y(o) > min{y(s), y(t)}. Then, we will prove that (s, t, 1) is planar. This will prove that (s, t, 1) is a trapezoidal drawing. 
, and z r = z 7 .
Assume the plane is covered by an infinite grid consisting of horizontal rows and vertical columns, where each column (respectively, row) contains the points with the same integer x-coordinate (respectively, y-coordinate), and the horizontal (respectively, vertical) distance between adjacent columns (respectively, rows) is equal to 1.
Let C be the set of all the child graphs of G (s, t) . A vertex can be in at most two child graphs; if it is in two child graphs, then it is the common end-point of their respective reference edges. Let A be the set of all the vertices that are in two child graphs. Let B = {v i |c + 1 i m}. Note that |B| = m − c.
We have proved earlier that x(u k ) = min{x(w 1 ), x(w q )} − 1. Also, for each i, such that i = h, 1 i q − 1, and there is no edge (w i , w i+1 ), we have that |x(w i+1 ) − x(w i )| = max{|G(w i , w i+1 )| − 1, 1} = max{0 − 1, 1} = 1. Hence, it can be easily verified that each column that intersects the line-segment (s, v r ) either contains a v i , where c + 1 i m, or intersects the drawing of a child graph (see Fig. 20 ). The drawing of each child graph G is trapezoidal. Hence, the width of is equal to |G | − 1. Hence, the total number of columns intersecting is equal to |G |. Hence, the total number of columns intersecting the line-segment (s, v r ) is at most |B| + G ∈C |G | − |A|, where the term −|A| appears because the column containing each vertex of A is counted twice in G ∈C |G |.We also have that 
Conclusion and open problems
We have shown that a large category of outerplanar graphs, namely, those with degree d such that d = o(n 0.52 ), where n is the number of vertices in the graph, admit planar straight-line grid drawings with sub-quadratic areas in O(n) time (see Corollary 1) .
It would be interesting to see, if the above result can be extended to a larger category of outerplanar graphs. The above result uses a particular tree-drawing strategy of Chan [2] that draws the spine of a tree completely straight. Using this strategy leads to a beam-like drawing for the faces corresponding to M, where the vertices are placed on two rows, and the faces are drawn as triangles connecting these two rows (see Fig. 19 ). Chan [2] has presented another more sophisticated algorithm for drawing an n-vertex tree with area O(n 1+ ), where > 0 is an arbitrary constant. Unfortunately, this algorithm does not draw the spine of the tree completely straight. Using this algorithm will not give the beam-like drawing for the faces corresponding to M, which may make it more difficult to ensure the planarity of (s, t, ) . Still, it would be interesting to see, if the algorithm could be somehow used to obtain a more area-efficient drawing of an outerplanar graph. We leave it as an open problem at this juncture.
We mention a few other interesting open problems:
• In the drawing constructed by our algorithm, all the vertices are placed on the external face. Is it possible to construct a drawing with smaller area, if we are allowed to change the embedding, such that not all the vertices are placed on the external face? • The aspect ratio, i.e., the ratio of width and height, of the drawings constructed by our algorithm is O(n/(dn 0.48 )).
Is it possible to construct a drawing with the same (or better) area as the drawing constructed by our algorithm, but with a better aspect ratio, closer to O(1)? • Can we prove any non-trivial lower bound on the area-requirement of a planar straight-line grid drawing of an outerplanar graph? • Are there other interesting categories of planar graphs that admit planar straight-line grid drawings with sub-quadratic area?
