This work presents some recursion relations for solutions of a class of singular partial differential equations. The equations consist of iterated differential operators each of which involves real parameters.
Introduction
In this work, we consider a class of singular partial differential equations of the form 
In [2] , to these basic properties he added a third which is an important combination of (1.3) and (1.4) as follows:
Later, another recursion formula
was given by Altın and Young in [3] . In the special case when Krahn [4] showed that the solutions of Eq. (1.1) satisfy the following recursion relations:
In (1.7), v {α; 1} denotes any solution of the same equation. Various applications of these relationships have been performed in generalized axially symmetric potential theory [5] [6] [7] , the theory of the EPD equation [2, 5, 7] , the generalized radiation problem [8] and the theory of important classes of equations of higher order [4, [9] [10] [11] .
The main object of this work is to extend these known results to solutions of the more general iterated Eq. (1.1).
Recursion relations
That is, the function on the right is a solution of Eq. (1.1).
Proof. A simple computation shows that application of the operator L α 1 ,...,α n defined by (1.2) to the function
Applying the operator L α 1 ,...,α n repeatedly on both sides of (2.2), we then obtain by induction the result
This shows that when the function w is a solution of equation
which means that the function
. . , 2b n − α n ; q} satisfies Eq. (1.1). Thus the theorem is proved.
We point out that the formula (2.1) establishes a one-to-one correspondence between solutions u{α 1 , . . . , α n ; q} and u{2b 1 − α 1 , . . . , 2b n − α n ; q}. In other words, every u{α 1 , . . . , α n ; q} can be defined in terms of a u{2b 1 − α 1 , . . . , 2b n − α n ; q} and vice versa. Furthermore, formula (2.1) remains valid if the coefficients of the linear differential operator P depend on x 1 , . . . , x n and y 1 , . . . , y s provided that the differentiations are only with respect to y 1 , . . . , y s .
Theorem 2. Let u{α
Proof. The proof is similar to that of the previous theorem. Applying the operator L α 1 ,...,α n consecutively p times to the function
we readily obtain
which implies that if w = u {α 1 − 2b 1 , . . . , α n − 2b n ; q}, then the function
is a solution of Eq. (1.1).
We remark that the relation (2.3) generates from a function u {α 1 − 2b 1 , . . . , α n − 2b n ; q} a function u {α 1 , . . . , α n ; q}. 
Proof. We will prove this theorem by induction on p. By Theorem 2, the expression (2.4) is certainly true for p = 1. Suppose that it is valid for p − 1, that is,
Substituting this final expression on the right side of (2.5), we arrive at the desired result (2.4). 1 + 2b 1 , . . . , α n + 2b n ; q} be a solution of the equation
Theorem 4. Let u {α
Proof. By (2.1), we note that
is a solution of (1.1). Thus we have shown that every u {α 1 + 2b 1 , . . . , α n + 2b n ; q} defines a u {α 1 , . . . , α n ; q}.
Theorem 5. Let p be a positive integer, and let u {α
Proof. We will prove this by induction on p. From Theorem 4, we already know that (2.7) holds for p = 1. Now we assume that it is valid for p − 1, i.e. let
If we take α i + 2b i ( p − 1) in place of α i for i = 1, . . . , n, then the equality (2.6) becomes
Setting this on the right side of (2.8) we obtain the relation (2.7) which is the required result. Let u {α 1 , . . . , α n ; q} be a solution of the Eq. (1.1). Then
Theorem 6.
is also a solution of the same Eq. (1.1).
Proof. In (2.3), replacing α i by α i + 2b i for i = 1, . . . , n, we find that 
is a solution of Eq. (1.1). Making use of (2.10) in (2.11), we then find that 
