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Abstract: This paper deals with a convex stochastic optimization problem in deep learning
and provides appropriate learning rates with which useful adaptive learning rate optimiza-
tion algorithms, such as Adam and AMSGrad, for training deep neural networks can solve
the problem. In particular, concrete constant learning rates are provided to approximate a
solution of the problem. Moreover, sufficient conditions for diminishing learning rates are
provided to ensure that any accumulation point of the sequences generated by the adap-
tive learning rate optimization algorithms almost surely belongs to the solution set of the
problem. The adaptive learning rate optimization algorithms are examined in numerical ex-
periments. In particular, the experiments show that the algorithms with constant learning
rates perform better than ones with diminishing learning rates.
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1 Introduction
The main objective of the field of deep learning is to train deep neural networks [1], [2], [3],
[4] appropriately. One way of achieving the objective is to devise useful methods for finding
model parameters of deep neural networks that reduce certain cost functions called the
expected risk and empirical risk [5, Section 2]. Accordingly, optimization methods are needed
for minimizing the expected (or empirical) risk, i.e., for solving stochastic optimization
problems in deep learning.
The classical method for solving a convex stochastic optimization problem is the stochas-
tic approximation (SA) method [6, Algorithm 8.1], [7], [8, (2.1)] which is a first-order method
using the stochastic (sub)gradient of an observed function at each iteration. Modifications of
the SA method, such as the mirror descent SA method [8, Subsection 2.3] and the accelerated
SA method [9, Subsection 3.1], have been presented.
As the field of deep learning has developed, useful algorithms based on the SA method
and incremental methods [10] have been presented to adapt the learning rates of all model
parameters. These algorithms are called adaptive learning rate optimization algorithms [6,
Subchapter 8.5]. For example, some algorithms use momentum [6, Subchapter 8.3.2] or
Nesterov’s accelerated gradients [11, Subchapter 2.2], [6, Subchapter 8.3.3]. The AdaGrad
algorithm [12, Figures 1 and 2], [6, Algorithm 8.4] is a modification of the the mirror descent
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SA method, while the RMSProp algorithm [6, Algorithm 8.5] is based on AdaGrad. Ada-
Grad and RMSProp both use element-wise squared values of the stochastic (sub)gradient.
The Adam algorithm [13, Algorithm 1], [6, Algorithm 8.7], which is based on momentum
and RMSProp, is a powerful algorithm for training deep neural networks. The performance
measure of adaptive learning rate optimization algorithms is called the regret (see (4.2)
for the definition of regret), and the main objective of adaptive learning rate optimization
algorithms is to achieve low regret. However, there is an example of a convex optimization
problem in which Adam does not minimize the regret [14, Theorems 1–3].
The AMSGrad algorithm [14, Algorithm 2] was presented to guarantee the regret is
minimized and preserve the practical benefits of Adam. In particular, AMSGrad must
use diminishing learning rates [14, Theorem 4] to optimize deep neural network models.
When adaptive learning rate optimization algorithms with diminishing learning rates are
applied to complicated stochastic optimizations, the learning rates are approximately zero
for a number of iterations, which implies that using diminishing learning rates would not
be implementable in practice. Even if algorithms with diminishing learning rates could be
made to work, we would need to empirically select suitable learning rates to increase their
convergence speed. However, it is too difficult to select in advance suitable diminishing
learning rates that guarantee sufficiently quick convergence since the selection significantly
affects the model parameters [6, Subchapter 8.5].
Another issue of adaptive learning rate optimization algorithms is that they cannot
directly solve the convex stochastic optimization problem, while they can minimize the
regret and achieve a low regret. Since the primary goal of training deep models is to solve the
convex stochastic optimization problem in deep learning by using optimization algorithms,
we need to develop optimization algorithms that solve the convex stochastic optimization
problem directly.
In this paper, we propose an adaptive learning rate optimization algorithm (Algorithm
1) for solving the convex stochastic optimization problem in deep learning. The advantage
of the proposed algorithm is that it uses constant learning rates. In the case of constant
learning rates, we can show that it approximately solves the convex stochastic optimization
problem (Theorem 3.1). The rate of convergence of the proposed algorithm with constant
learning rates is also determined to show its efficiency. We also discuss how to set appropriate
constant learning rates to increase the convergence speed of the algorithm. We find that the
proposed algorithm can solve convex stochastic optimization problems from the viewpoints
of both theory and practice.
The proposed algorithm can also use diminishing learning rates. We provide sufficient
conditions for the diminishing learning rates to ensure that the algorithm can solve the
convex stochastic optimization problem; concretely speaking, any accumulation point of the
sequence generated by the algorithm almost surely belongs to the solution set of the convex
stochastic optimization problem (Theorem 3.2). We also determine the rate of convergence
of the algorithm with diminishing learning rates to establish its performance.
We compare the proposed algorithm with the existing adaptive learning rate optimiza-
tion algorithms, such as Adam and AMSGrad, and show that the proposed algorithm based
on Adam or AMSGrad can solve the convex stochastic optimization problem while the ex-
isting algorithms cannot solve it (Section 4). We numerically compare the performances of
these algorithms in text classification. The numerical results show that the proposed algo-
rithm with constant learning rates performs better than Adam and AMSGrad, which were
analyzed in [13, Theorem 4.1] and [14, Theorem 4] (Section 5).
This paper is organized as follows. Section 2 gives the mathematical preliminaries
and states the main problem. Section 3 presents the adaptive learning rate optimization
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algorithm for solving the main problem and analyzes its convergence. Section 4 compares the
proposed algorithm with the existing ones. Section 5 numerically compares the behaviors
of the proposed algorithm with constant learning rates and with diminishing learning rates.
Section 6 concludes the paper with a brief summary.
2 Mathematical Preliminaries
2.1 Notation and Definitions
N denotes the set of all positive integers and zero. Rd denotes a d-dimensional Euclidean
space with inner product 〈·, ·〉, which induces the norm ‖ · ‖. Sd denotes the set of d × d
symmetric matrices, i.e., Sd = {X ∈ Rd×d : X = X⊤}. Sd++ denotes the set of d × d
symmetric positive-definite matrices, i.e., Sd++ = {X ∈ Sd : X ≻ O}. Dd denotes the set
of d × d diagonal matrices, i.e., Dd = {X ∈ Rd×d : X = diag(xi), xi ∈ R (i = 1, 2, . . . , d)}.
A⊙B denotes the Hadamard product of matrices A and B. For all x := (xi) ∈ Rd, we have
x⊙ x := (x2i ) ∈ Rd.
Given H ∈ Sd++, the H-inner product of Rd and the H-norm are defined for all x,y ∈ Rd
by 〈x,y〉H := 〈x, Hy〉 and ‖x‖2H := 〈x, Hx〉.
The metric projection [15, Subchapter 4.2, Chapter 28] onto a nonempty, closed convex
set X (⊂ Rd), denoted by PX , is defined for all x ∈ Rd by PX(x) ∈ X and ‖x− PX(x)‖ =
infy∈X ‖x−y‖. PX satisfies the nonexpansivity condition, i.e., ‖PX(x)−PX(y)‖ ≤ ‖x−y‖
(x,y ∈ Rd), and satisfies Fix(PX) := {x ∈ Rd : x = PX(x)} = X [15, Proposition 4.8,
(4.8)]. The metric projection onto X under the H-norm is denoted by PX,H . When X is an
affine subspace, a half-space, or a hyperslab, the projection onto X can be computed within
a finite number of arithmetic operations [15, Chapter 28].
The subdifferential [15, Definition 16.1] of a convex function f : Rd → R is the set-valued
operator defined for all x ∈ Rd by
∂f(x) :=
{
u ∈ Rd : f(y) ≥ f(x) + 〈y − x,u〉 (y ∈ Rd)} .
A point u ∈ ∂f(x) is said to be a subgradient of f at x.
E[X ] denotes the expectation of a random variable X . The history of the process
ξ0, ξ1, . . . up to time n is denoted by ξ[n] = (ξ0, ξ1, . . . , ξn). For the random process
ξ0, ξ1, . . ., let E[X |ξ[n]] denote the conditional expectation of X given ξ[n] = (ξ0, ξ1, . . . , ξn).
Unless stated otherwise, all relations between random variables are supported to hold almost
surely.
2.2 Convex Stochastic Optimization Problem
Let us consider the following problem [8, (1.1)], [14, p.2]:
Problem 2.1 Assume that
(A1) X ⊂ Rd is a closed convex set onto which the projection can be easily computed;
(A2) f : Rd → R defined for all x ∈ Rd by f(x) := E[F (x, ξ)] is well defined and convex,
where ξ is a random vector whose probability distribution P is supported on a set
Ξ ⊂ Rd1 and F : Rd × Ξ→ R.
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Then,
find x⋆ ∈ X⋆ :=
{
x⋆ ∈ X : f(x⋆) = f⋆ := inf
x∈X
f(x)
}
.
We will examine Problem 2.1 under the following conditions [8, (A1), (A2), (2.5)].
(C1) There is an independent and identically distributed sample ξ0, ξ1, . . . of realizations
of the random vector ξ;
(C2) There is an oracle which, for a given input point (x, ξ) ∈ Rd×Ξ, returns a stochastic
subgradient G(x, ξ) such that g(x) := E[G(x, ξ)] is well defined and is a subgradient
of f at x, i.e., g(x) ∈ ∂f(x);
(C3) There exists a positive number M such that, for all x ∈ X , E[‖G(x, ξ)‖2] ≤M2.
3 Proposed Algorithm
This section describes the following algorithm (Algorithm 1) for solving Problem 2.1 under
(C1)–(C3).
Algorithm 1 Adaptive learning rate optimization algorithm for solving Prob-
lem 2.1
Require: (αn)n∈N ⊂ (0, 1), (βn)n∈N ⊂ [0, 1), βˆ ∈ [0, 1)
1: n← 0, x0,m−1 ∈ Rd, H0 ∈ Sd++ ∩ Dd
2: loop
3: mn := βnmn−1 + (1− βn)G(xn, ξn)
4: mˆn :=
mn
1− βˆn+1
5: Hn ∈ Sd++ ∩ Dd
6: Find dn ∈ Rd that solves Hnd = −mˆn
7: xn+1 := PX,Hn(xn + αndn)
8: n← n + 1
9: end loop
Since Hn := diag(hn,i) (hn,i > 0) implies that there exists H
−1
n = diag(h
−1
n,i), step 7 in
Algorithm 1 can be expressed as
xn+1 = PX,Hn

(xn,i − αn
(1− βˆn+1)hn,i
mn,i
)d
i=1

 . (3.1)
We can see that Algorithm 1 adapts the learning rate αn/((1−βˆn+1)hn,i) for each n ∈ N and
each i = 1, 2, . . . , d. Throughout this paper, we call the parameters αn and βn sub-learning
rates for the learning rate αn/((1− βˆn+1)hn,i).
The convergence analyses of Algorithm 1 assume the following conditions.
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Assumption 3.1 The sequence (Hn)n∈N ⊂ Sd++ ∩ Dd, denoted by Hn := diag(hn,i), in
Algorithm 1 satisfies the following conditions:
(A3) hn+1,i ≥ hn,i for all n ∈ N and all i = 1, 2, . . . , d;
(A4) For all i = 1, 2, . . . , d, a positive number Bi exists such that sup{E[hn,i] : n ∈ N} ≤ Bi;
(A5) D := maxi=1,2,...,d sup{(xn+1,i − xi)2 : n ∈ N} < +∞, where x := (xi) ∈ Rd and
(xn)n∈N := ((xn,i))n∈N is the sequence generated by Algorithm 1.
Assumption (A5) holds under the boundedness condition of X , which is assumed in [8,
p.1574] and [14, p.2]. Here, we provide some examples of (Hn)n∈N satisfying (A3) and
(A4) for when X is bounded (i.e., (A5) holds). First, we consider Hn and vn (n ∈ N) [13,
Algorithm 1], [6, Algorithm 8.7] defined for all n ∈ N by
vn := β¯vn−1 + (1− β¯)G(xn, ξn)⊙ G(xn, ξn),
v¯n :=
vn
1− β¯n+1 ,
vˆn = (vˆn,i) := (max{vˆn−1,i, v¯n,i}) ,
Hn := diag
(√
vˆn,i
)
,
(3.2)
where v−1 = vˆ−1 = 0 ∈ Rd and β¯ ∈ [0, 1). Algorithm 1 with (3.2) is based on the Adam
algorithm1 [13, Algorithm 1], [6, Algorithm 8.7]. The definitions of vˆn and Hn = diag(hn,i) =
diag(vˆ
1/2
n,i ) ∈ Sd++ ∩ Dd in (3.2) obviously satisfy (A3). Step 7 in Algorithm 1 implies that
(xn)n∈N ⊂ X . Accordingly, the boundedness of X ensures that (G(xn, ξn))n∈N is almost
surely bounded [15, Proposition 16.17(iii)], that is,
M1 := sup {‖G(xn, ξn)⊙ G(xn, ξn)‖ : n ∈ N} < +∞.
Moreover, from the definition of vn and the triangle inequality, we have, for all n ∈ N,
‖vn‖ ≤ β¯ ‖vn−1‖+ (1− β¯) ‖G(xn, ξn)⊙ G(xn, ξn)‖
≤ β¯ ‖vn−1‖+ (1− β¯)M1.
Induction thus shows that, for all n ∈ N, ‖vn‖ = (
∑d
i=1 |vn,i|2)1/2 ≤ M1, almost surely,
which, together with the definition of v¯n, implies that ‖v¯n‖ = (
∑d
i=1 |v¯n,i|2)1/2 ≤M1/(1−β¯).
Accordingly, we have, for all n ∈ N and all i = 1, 2, . . . , d,
|vn,i|2, |v¯n,i|2 ≤ M
2
1
(1− β¯)2 .
The definition of vˆn and vˆ−1 = 0 ensure that, for all n ∈ N and all i = 1, 2, . . . , d,
E [hn,i] := E
[√
vˆn,i
]
≤ M1
1− β¯ ,
which implies that (A4) holds.
1Adam uses Hn = diag(v¯
1/2
n,i ). We use vˆn = (vˆn,i) := (max{vˆn−1,i, v¯n,i}) in (3.2) so as
to satisfy (A3). The modification of Hn defined by diag(vˆ
1/2
n,i + ǫ) guarantees that hn,i 6= 0,
where ǫ > 0 [13, Algorithm 1]. See also (4.3) for the definition of Adam.
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Next, we consider Hn and vn (n ∈ N) [14, Algorithm 2] defined for all n ∈ N by
vn := β¯vn−1 + (1− β¯)G(xn, ξn)⊙ G(xn, ξn),
vˆn = (vˆn,i) := (max{vˆn−1,i, vn,i}) ,
Hn := diag
(√
vˆn,i
)
,
(3.3)
where v−1 = vˆ−1 = 0 ∈ Rd and β¯ ∈ [0, 1). Algorithm 1 with (3.3) is the AMSGrad algorithm
[14, Algorithm 2]. A discussion similar to the one showing that Hn and vn defined by (3.2)
satisfy (A3) and (A4) ensures that Hn and vn defined by (3.3) satisfy (A3) and (A4); i.e.,
for all n ∈ N and all i = 1, 2, . . . , d,
E [hn,i] := E
[√
vˆn,i
]
≤M1.
3.1 Constant sub-learning rate rule
The following is the convergence and convergence rate analyses of Algorithm 1 with constant
sub-learning rates. The proof of Theorem 3.1 is given in Section 7.
Theorem 3.1 Suppose that (A1)–(A5) and (C1)–(C3) hold and (xn)n∈N is the sequence
generated by Algorithm 1 with αn := α and βn := β (n ∈ N). Then,
lim inf
n→+∞
E [f(xn)− f⋆] ≤ B˜
2M˜2
2b˜(1− βˆ)2α+
M˜
√
Dd
b˜(1− βˆ)β, (3.4)
where b˜ := 1 − β, M˜2 := max{‖m−1‖2,M2}, and B˜ := sup{maxi=1,2,...,d h−1/2n,i : n ∈ N} <
+∞. Let (x˜n)n≥1 be the sequence defined by x˜n := (1/n)
∑n
k=1 xk. Then, for all n ≥ 1,
E [f(x˜n)− f⋆] ≤ D
∑d
i=1Bi
2b˜αn
+
B˜2M˜2
2b˜(1 − βˆ)2α+
M˜
√
Dd
b˜
β. (3.5)
Algorithm 1 with αn := α and βn := β is as follows (see also (3.1)):
mn,i = βmn−1,i + (1− β)gn,i,
xn+1 = PX,Hn

(xn,i − α
(1− βˆn+1)hn,i
mn,i
)d
i=1

 , (3.6)
where (gn,i) := G(xn, ξn). Assumptions (A3) and (A4) guarantee that (E[hn,i])n∈N (i =
1, 2, . . . , d) converges to h⋆i > 0. Accordingly, the sequence of learning rates (E[α/((1 −
βˆn+1)hn,i)])n∈N (i = 1, 2, . . . , d) converges to α/h
⋆
i > 0; i.e., the sequence of learning rates
does not converge to zero. Therefore, we can see that Algorithm 1 with constant sub-learning
rates is implementable in practice. Inequalities (3.4) and (3.5) in Theorem 3.1 indicate that
Algorithm 1 with small constant sub-learning rates
α =
1
10a1
and β =
1
10a2
(a1, a2 > 0) (3.7)
approximates a solution of Problem 2.1 in the sense of
1
Bˆ
lim inf
n→+∞
E [f(xn)− f⋆] ≤ 1
10a1
+
1
10a2
,
1
Bˆ
E [f(x˜n)− f⋆] ≤ O
(
1
n
)
+
1
10a1
+
1
10a2
,
6
where
Bˆ := max
{
B˜2M˜2
2b˜(1 − βˆ)2
,
M˜
√
Dd
b˜(1− βˆ)
}
.
The previously reported results in [13, Algorithm 1] and [14, Section 5] used a fixed param-
eter β := 0.9. Meanwhile, (3.4) and (3.5) show that using small constant sub-learning rate
β is an appropriate way to speed up the convergence of Algorithm 1.
3.2 Diminishing sub-learning rate rule
The following is the convergence and convergence rate analyses of Algorithm 1 with dimin-
ishing sub-learning rates. The proof of Theorem 3.2 is given in Section 7.
Theorem 3.2 Suppose that (A1)–(A5) and (C1)–(C3) hold and (xn)n∈N is the sequence
generated by Algorithm 1 with αn and βn (n ∈ N), satisfying
+∞∑
n=0
αn = +∞,
+∞∑
n=0
α2n < +∞, and
+∞∑
n=0
αnβn < +∞. (3.8)
Then,
lim inf
n→+∞
E [f(xn)− f⋆] = 0.
Let (x˜n)n≥1 be the sequence defined by x˜n := (1/n)
∑n
k=1 xk, where (xn)n∈N is generated
by Algorithm 1 with αn, βn, and γn := αn(1− βn)/(1− βˆn+1) (n ∈ N), satisfying
γn+1 ≤ γn (n ∈ N), lim sup
n→+∞
βn < 1, lim
n→+∞
1
nαn
= 0,
lim
n→+∞
1
n
n∑
k=1
αk = 0, and lim
n→+∞
1
n
n∑
k=1
βk = 0.
(3.9)
Then, any accumulation point of (x˜n)n∈N almost surely belongs to X
⋆, and Algorithm 1
satisfies, for all n ∈ N,
E [f(x˜n)− f⋆] ≤ D
∑d
i=1Bi
2b˜nαn
+
B˜2M˜2
2b˜(1− βˆ)2n
n∑
k=1
αk +
M˜
√
Dd
b˜n
n∑
k=1
βk,
where M˜ and B˜ are defined as in Theorem 3.1, (βn)n∈N ⊂ (0, b] ⊂ (0, 1), and b˜ := 1− b. In
particular, if αn := 1/n
η (η ∈ [1/2, 1)) and if (βn)n∈N and (γn)n∈N are such that
∑+∞
n=1 βn <
+∞ and γn+1 ≤ γn (n ∈ N)2, then Algorithm 1 achieves the following convergence rate:
E [f(x˜n)− f⋆] =


O
(√
1 + lnn
n
)
if η = 12 ,
O
(
1
n1−η
)
if η ∈ ( 12 , 1) .
2The sub-learning rates αn := 1/n
η (η ∈ [1/2, 1)) and βn := λn (λ ∈ (0, 1)) satisfy∑+∞
n=1 βn = λ/(1 − λ) and γn+1 ≤ γn (n ∈ N).
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Algorithm 1 with diminishing sub-learning rates αn and βn is as follows (see also (3.1)):
mn,i = βnmn−1,i + (1− βn)gn,i,
xn+1 = PX,Hn

(xn,i − αn
(1− βˆn+1)hn,i
mn,i
)d
i=1

 . (3.10)
Assumptions (A3) and (A4) guarantee that (E[hn,i])n∈N (i = 1, 2, . . . , d) converges to h
⋆
i > 0.
Accordingly, the sequence of learning rates (E[αn/((1 − βˆn+1)hn,i)])n∈N (i = 1, 2, . . . , d)
converges to zero. This means that Algorithm 1 with diminishing sub-learning rates would
not be implementable in practice. However, Theorem 3.2 guarantees the convergence of
Algorithm 1 with diminishing sub-learning rates to a solution of Problem 2.1, in contrast
to Theorem 3.1. The same discussion in (3.7) implies that diminishing sub-learning rates
αn = O(1/nη) and βn = O(λn) (n ≥ 1), for example,
αn =
1
10a1nη
and βn =
λn
10a2
(a1, a2 > 0) (3.11)
can be used to approximate a solution of Problem 2.1, where η ∈ [1/2, 1) and λ ∈ (0, 1).
4 Comparison of Algorithm 1 with the Exist-
ing Algorithms
4.1 Adam and AMSGrad
The main objective of adaptive learning rate optimization algorithms is to solve Problem
2.1 with f(x) = E[F (x, ξ)] = (1/T )
∑T
t=1 ft(x) under (A1)–(A2) and (C1)–(C3), i.e.,
minimize
T∑
t=1
ft(x) subject to x ∈ X, (4.1)
where T is the number of training examples, ft(·) = F (·, t) : Rd → R (t = 1, 2, . . . , T ) is a
differentiable, convex loss function, and X ⊂ Rd is bounded, closed, and convex (i.e., (A5)
holds). The performance measure of adaptive learning rate optimization algorithms to solve
problem (4.1) is called the regret on a sequence of (ft(xt))
T
t=1 defined as follows:
R(T ) :=
T∑
t=1
ft(xt)− min
x∈X
T∑
t=1
ft(x)︸ ︷︷ ︸
f⋆
, (4.2)
where (xt)
T
t=1 ⊂ X is the sequence generated by a learning algorithm. Adam [13, Algorithm
1], [6, Algorithm 8.7] is useful for training deep neural networks; it is defined as follows. Let
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v−1 := 0,x0,m−1 ∈ Rd and βˆ, β¯ ∈ [0, 1). For all t = 1, 2, . . . , T ,
mt := βˆmt−1 + (1− βˆ)G(xt, ξt),
vt := β¯vt−1 + (1 − β¯)G(xt, ξt)⊙ G(xt, ξt),
mˆt :=
mt
1− βˆt+1
, v¯t :=
vt
1− β¯t+1 ,
Ht := diag
(√
v¯t,i
)
,
xt+1 := PX,Ht
(
xt − αtH−1t mˆt
)
.
(4.3)
Theorem 4.1 in [13] indicates that Adam (4.3) with αt := α/
√
t (α > 0) ensures that there
is a positive real number D such that R(T )/T ≤ D/√T . However, Theorem 1 in [14] shows
that a counter-example to Theorem 4.1 in [13] exists.
To guarantee convergence and preserve the practical benefits of Adam, the following
method, called AMSGrad [14, Algorithm 2], was proposed: for v−1 = vˆ−1 := 0,x0,m−1 ∈
Rd and β¯ ∈ [0, 1),
mt := βtmt−1 + (1− βt)G(xt, ξt),
vt := β¯vt−1 + (1 − β¯)G(xt, ξt)⊙ G(xt, ξt),
vˆt := (vˆt,i) := (max{vˆt−1,i, vt,i}) ,
Ht := diag
(√
vˆt,i
)
,
xt+1 := PX,Ht
(
xt − αtH−1t mt
)
.
(4.4)
The AMSGrad algorithm has the following property [14, Theorem 4, Corollary 1], [13,
Corollary 4.2]: Suppose that βt := βˆλ
t (βˆ, λ ∈ (0, 1)), γ := βˆ/
√
β¯ < 1, and αt := α/
√
t
(α > 0). Then, there exist positive real numbers Dˆi (i = 1, 2, 3) such that
R(T )
T
=
1
T
(
T∑
t=1
ft(xt)− f⋆
)
≤ Dˆ1d
α(1 − βˆ)
√
T
+
β1Dˆ2
2(1− βˆ)(1− λ)2T
+
α
√
1 + lnT
(1− βˆ)2(1− γ)
√
1− β¯T
d∑
i=1
‖g1:T,i‖,
where gt := G(xt, ξt) = ∇xF (xt, ξt) and ‖g1:T,i‖ := (
∑T
t=1 g
2
t,i)
1/2 ≤ Dˆ3
√
T . Hence,
AMSGrad ensures that there is a positive real number Dˆ such that
R(T )
T
=
1
T
(
T∑
t=1
ft(xt)− f⋆
)
≤ Dˆ
√
1 + lnT
T
. (4.5)
From the discussion in (3.10), the sequences of the learning rates (αt/((1 − βˆt+1)√v¯t,i)) in
Adam (4.3) and (αt/
√
vˆt,i) in AMSGrad (4.4) converge to zero when t diverges. Hence,
Adam (4.3) and AMSGrad (4.4) would not be implementable in practice.
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4.2 Proposed algorithm based on Adam
We will consider Algorithm 1 with (3.2), i.e., for all n ∈ N,
mn := βnmn−1 + (1− βn)G(xn, ξn),
vn := β¯vn−1 + (1− β¯)G(xn, ξn)⊙ G(xn, ξn),
mˆn :=
mn
1− βˆn+1 , v¯n :=
vn
1− β¯n+1 ,
vˆn = (vˆn,i) := (max{vˆn−1,i, v¯n,i}) ,
Hn := diag
(√
vˆn,i
)
,
xn+1 := PX,Hn
(
xn − αnH−1n mˆn
)
,
(4.6)
where β¯, βˆ ∈ [0, 1) and v−1 = vˆ−1 := 0 ∈ Rd. The difference between Adam (4.3) and
algorithm (4.6) is in the definitions of mn and Hn. The discussion in (3.2) guarantees that
algorithm (4.6) satisfies (A3) and (A4). Accordingly, Theorem 3.1 indicates that algorithm
(4.6), with αn := α and βn := β = βˆ, for solving problem (4.1) satisfies, for all n ≥ 1,
lim inf
n→+∞
E
[
1
T
(
T∑
t=1
ft(xn)− f⋆
)]
≤ B˜
2M˜2
2b˜3
α+
M˜
√
Dd
b˜2
β (4.7)
and
E
[
1
T
(
T∑
t=1
ft(x˜n)− f⋆
)]
≤ DdM1
2b˜(1− β¯)αn +
B˜2M˜2
2b˜3
α+
M˜
√
Dd
b˜
β. (4.8)
This implies that, if we can use sufficiently small constant learning rates α and β (see,
e.g., (3.7)), then algorithm (4.6) approximates the solution of problem (4.1). Although the
previously reported results in [13, 14] considered only the case where (αt)
T
t=1 is diminishing
(e.g., αt := α/
√
t), the above result from Theorem 3.1 guarantees that algorithm (4.6) with
constant sub-learning rates can solve problem (4.1).
Moreover, Theorem 3.2 indicates that any accumulation point of (x˜n)n∈N generated by
algorithm (4.6), with αn := 1/n
η (η ∈ [1/2, 1)) and βn := βˆλn (λ ∈ (0, 1)) (see also (3.11)),
almost surely belongs to the solution set of problem (4.1), and that algorithm (4.6) satisfies,
for all n ≥ 1,
E
[
T∑
t=1
ft(x˜n)− f⋆
]
=


O
(√
1 + lnn
n
)
if η = 12 ,
O
(
1
n1−η
)
if η ∈ ( 12 , 1) .
This implies that algorithm (4.6) with diminishing sub-learning rates can solve problem
(4.1).
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4.3 Proposed algorithm based on AMSGrad
Next, we consider Algorithm 1 with (3.3), i.e., for all n ∈ N,
mn := βnmn−1 + (1− βn)G(xn, ξn),
vn := β¯vn−1 + (1− β¯)G(xn, ξn)⊙ G(xn, ξn),
mˆn :=mn (i.e., βˆ := 0)
vˆn = (vˆn,i) := (max{vˆn−1,i, vn,i}) ,
Hn := diag
(√
vˆn,i
)
,
xn+1 := PX,Hn
(
xn − αnH−1n mn
)
,
(4.9)
where β¯, βˆ ∈ [0, 1) and v−1 = vˆ−1 := 0 ∈ Rd. Algorithm (4.9) with n = 1, 2, . . . , T coincides
with AMSGrad (4.4). From the discussion in (3.3), algorithm (4.9) satisfies (A3) and (A4).
Theorem 3.1 thus indicates that algorithm (4.9), with αn := α and βn := β, for solving
problem (4.1) satisfies, for all n ≥ 1,
lim inf
n→+∞
E
[
1
T
(
T∑
t=1
ft(xn)− f⋆
)]
≤ B˜
2M˜2
2b˜
α+
M˜
√
Dd
b˜
β
and
E
[
1
T
(
T∑
t=1
ft(x˜n)− f⋆
)]
≤ DdM1
2b˜αn
+
B˜2M˜2
2b˜
α+
M˜
√
Dd
b˜
β.
Therefore, if we can use sufficiently small constant learning rates α and β (see, e.g., (3.7)),
then algorithm (4.9) approximates the solution of problem (4.1), as in (4.7) and (4.8). As a
result, algorithm (4.9) with constant sub-learning rates can solve problem (4.1), while Adam
(4.3) and AMSGrad (4.4) cannot solve it.
From Theorem 3.2, any accumulation point of (x˜n)n∈N generated by algorithm (4.9),
with αn := 1/n
η (η ∈ [1/2, 1)) and βn := λn (λ ∈ (0, 1)) (see also (3.11)), almost surely
belongs to the solution set of problem (4.1), and algorithm (4.9) satisfies, for all n ≥ 1,
E
[
T∑
t=1
ft(x˜n)− f⋆
]
=


O
(√
1 + lnn
n
)
if η = 12 ,
O
(
1
n1−η
)
if η ∈ ( 12 , 1) .
Although the previously reported results in [13, 14] (e.g., (4.5)) show that the regret achieves
a low value for a sufficiently large parameter T , but the point xT defined by each of Adam
(4.3) and AMSGrad (4.4) does not always approximate a solution of problem (4.1), as can
be seen in (4.5). Meanwhile, the above result from Theorem 3.2 indicates that algorithm
(4.9) with diminishing sub-learning rates can solve problem (4.1).
5 Numerical Experiments
We examined the behavior of Algorithm 1 with different sub-learning rates in text classi-
fication on the AG NEWS dataset in PyTorch3. The characteristics of the dataset are as
3 https://pytorch.org/tutorials/beginner/text_sentiment_ngrams_tutorial.html
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follows. The number of words is 1,308,844, the number of labels is 4, the number of train-
ing datasets is 120,000, the number of test datasets is 7,600, the number of parameters in
neural networks is (d =) 41,883,140, and the mini-batch size is 16. The adaptive learning
rate optimization algorithms with β¯ = 0.999 and βˆ = 0.9 used in the experiments4 were as
follows:
Algorithm 1 with constant sub-learning rates:
• ADAM-C1: Alg. (4.6) with αn = 10−3 and βn = 0.9
• AMSG-C1: Alg. (4.9) with αn = 10−3 and βn = 0.9
• ADAM-C2: Alg. (4.6) with αn = 10−3 and βn = 10−3
• AMSG-C2: Alg. (4.9) with αn = 10−3 and βn = 10−3
• ADAM-C3: Alg. (4.6) with αn = 10−2 and βn = 10−2
• AMSG-C3: Alg. (4.9) with αn = 10−2 and βn = 10−2
• ADAM-C4: Alg. (4.6) with αn = 10−1 and βn = 10−1
• AMSG-C4: Alg. (4.9) with αn = 10−1 and βn = 10−1
Algorithm 1 with diminishing sub-learning rates:
• ADAM-D1: Alg. (4.6) with αn = 10−3/
√
n and βn = 10
−3/2n
• AMSG-D1: Alg. (4.9) with αn = 10−3/
√
n and βn = 10
−3/2n
• ADAM-D2: Alg. (4.6) with αn = 10−2/
√
n and βn = 10
−2/2n
• AMSG-D2: Alg. (4.9) with αn = 10−2/
√
n and βn = 10
−2/2n
• ADAM-D3: Alg. (4.6) with αn = 10−1/
√
n and βn = 10
−1/2n
• AMSG-D3: Alg. (4.9) with αn = 10−1/
√
n and βn = 10
−1/2n
• ADAM-D4: Alg. (4.6) with αn = 1/
√
n and βn = 1/2
n
• AMSG-D4: Alg. (4.9) with αn = 1/
√
n and βn = 1/2
n
Although the parameters in ADAM-C1 are the same as those used in Adam [13, Al-
gorithm 1], ADAM-C1 is a modification that guarantees convergence (see Subsection 4.2).
AMSG-C1 coincides with AMSGrad used in [14, Section 5]. We implemented ADAM-
C2, ADAM-C3, and ADAM-C4 (resp. AMSG-C2, AMSG-C3, and AMSG-C4) to compare
ADAM-C1 (resp. AMSG-C1) with the proposed algorithms with small constant sub-learning
rates. We also implemented ADAM-Di and AMSG-Di (i = 1, 2, 3, 4) to compare fairly the
performances of the algorithms with constant sub-learning rates and the proposed algorithms
with diminishing sub-learning rates satisfying the conditions of Theorem 3.2.
The experiments used OMEN by HP Obelisk 875-0073jp with a 3.20 GHz 6-core Intel(R)
Core(TM) i7-8700 CPU, 16 GB DDR4 RAMmemory, NVIDIA GeForce RTX 2080 (NVIDIA
CUDA 10.2) GPU, and Microsoft Windows 10 Pro 64bit Version 1909 (Build 18363.657)
operating system. The algorithms used in the experiments were written in Python 3.8.1
with PyTorch 1.4.0. The performances of the algorithms were verified using the average
4The parameters β¯ = 0.999 and βˆ = 0.9 are used in [13, Algorithm 1] and [14, Section
5].
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value5 of a loss function defined by the cross entropy, called torch.nn.CrossEntropyLoss
in PyTorch, the classification accuracy, and the elapsed time.
Table 1 shows the elapsed time for the algorithms. It indicates that the elapsed time
for Algorithm (4.6) (resp. Algorithm (4.9)) for each epoch was about 125 s (resp. 117 s)
regardless of the sub-learning rate. This implies that the elapsed time for Algorithm (4.9)
based on AMSGrad was shorter than the elapsed time for Algorithm (4.6) based on Adam.
Tables 2 and 3 list the average values of cross entropy and the classification accuracies
of the algorithms for each epoch. Table 2 indicates that, for the algorithms with constant
sub-learning rates, ADAM-C3 and AMSG-C3 (i.e., Algorithms (4.6) and (4.9) with αn =
βn = 10
−2) had lower cross entropy losses than those of the other algorithms. In particular,
Tables 1 and 2 show that AMSG-C3 converged fastest. Table 3 shows that ADAM-C3
and AMSG-C3 had high accuracy in the early stage. A similar trend was observed in the
numerical results in [16, Table III] and [17, Table 2], showing that the stochastic optimization
algorithms with a constant step size 10−2 had high accuracy in multiclass classification.
Tables 2 and 3 show that the algorithms with diminishing sub-learning rates sometimes
performed well, but sometimes not so well. ADAM-D1 and AMSG-D1 (i.e., Algorithms
(4.6) and (4.9) with αn = 10
−3/
√
n and βn = 10
−3/2n) did not converge to a solution of
Problem 2.1 within five epochs. Meanwhile, ADAM-D4 and AMSG-D4 performed better
than the other algorithms with diminishing sub-learning rates. These tables also show that
ADAM-C2 and AMSG-C2 (resp. ADAM-C3 and AMSG-C3) performed better than ADAM-
D2 and AMSG-D2 (resp. ADAM-D3 and AMSG-D3). This fact implies that optimization
algorithms with diminishing learning rates would not be implementable in practice.
The above discussion shows that adaptive learning rate optimization algorithms using
constant sub-learning rates are useful for training neural networks.
6 Conclusion
This paper proposed an adaptive learning rate optimization algorithm for solving the convex
stochastic optimization problem in deep learning and performed convergence and conver-
gence rate analyses for constant sub-learning rates and diminishing sub-learning rate. The
analyses show that the proposed algorithm with constant sub-learning rates can solve the
problem, in contrast to the previously reported results for Adam and AMSGrad with di-
minishing sub-learning rates. We also compared the proposed algorithm with the existing
adaptive learning rate optimization algorithms such as Adam and AMSGrad. The com-
parison showed that the proposed algorithm can solve the convex stochastic optimization
problem directly, in contrast to the previously reported results for Adam and AMSGrad
that achieve low regret. It also had higher classification accuracy compared with the exist-
ing algorithms. In particular, the results showed that the proposed algorithm using constant
sub-learning rates is well suited to training neural networks.
7 Proofs of Theorems 3.1 and 3.2
Let (xn)n∈N, (mn)n∈N, (dn)n∈N, and (Hn)n∈N be the sequences generated by Algorithm 1.
First, we prove a lemma.
5The average value was computed in accordance with
https://pytorch.org/tutorials/beginner/text_sentiment_ngrams_tutorial.html.
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Table 1: Elapsed times (s) of the experimental algorithms for each epoch
Epochs 1 2 3 4 5 Average
ADAM-C1 125 124 125 125 124 124.6
AMSG-C1 117 117 117 117 117 117.0
ADAM-C2 124 124 124 124 124 124.0
AMSG-C2 117 117 117 117 117 117.0
ADAM-C3 125 125 124 124 125 124.6
AMSG-C3 117 117 117 117 117 117.0
ADAM-C4 125 124 124 124 124 124.2
AMSG-C4 117 117 117 117 117 117.0
ADAM-D1 125 125 125 125 125 125.0
AMSG-D1 117 117 117 117 117 117.0
ADAM-D2 125 124 125 125 124 124.6
AMSG-D2 118 117 117 117 117 117.2
ADAM-D3 124 124 124 124 124 124.0
AMSG-D3 117 117 117 117 117 117.0
ADAM-D4 125 124 125 125 125 124.8
AMSG-D4 117 117 117 117 117 117.0
Table 2: Average cross entropy of the experimental algorithms for each epoch
(The left value is the average for the training datasets, and the right value is
the average for the test datasets)
Epochs 1 2 3 4 5
ADAM-C1 0.0285 / 0.0001 0.0092 / 0.0001 0.0046 / 0.0002 0.0025 / 0.0002 0.0015 / 0.0002
AMSG-C1 0.0217 / 0.0002 0.0082 / 0.0002 0.0040 / 0.0002 0.0020 / 0.0002 0.0012 / 0.0002
ADAM-C2 0.0282 / 0.0001 0.0092 / 0.0002 0.0047 / 0.0002 0.0025 / 0.0002 0.0015 / 0.0002
AMSG-C2 0.0213 / 0.0002 0.0081 / 0.0002 0.0040 / 0.0002 0.0020 / 0.0002 0.0012 / 0.0002
ADAM-C3 0.0172 / 0.0002 0.0019 / 0.0002 0.0010 / 0.0002 0.0008 / 0.0002 0.0006 / 0.0002
AMSG-C3 0.0164 / 0.0002 0.0023 / 0.0002 0.0010 / 0.0002 0.0007 / 0.0003 0.0005 / 0.0002
ADAM-C4 0.0230 / 0.0003 0.0091 / 0.0006 0.0079 / 0.0008 0.0068 / 0.0009 0.0070 / 0.0012
AMSG-C4 0.0310 / 0.0002 0.0129 / 0.0005 0.0092 / 0.0006 0.0081 / 0.0012 0.0071 / 0.0015
ADAM-D1 0.0851 / 0.0004 0.0834 / 0.0004 0.0821 / 0.0003 0.0809 / 0.0003 0.0797 / 0.0003
AMSG-D1 0.0810 / 0.0003 0.0776 / 0.0003 0.0753 / 0.0003 0.0732 / 0.0003 0.0713 / 0.0003
ADAM-D2 0.0468 / 0.0002 0.0266 / 0.0002 0.0220 / 0.0002 0.0197 / 0.0002 0.0181 / 0.0002
AMSG-D2 0.0275 / 0.0002 0.0203 / 0.0001 0.0183 / 0.0001 0.0169 / 0.0001 0.0159 / 0.0001
ADAM-D3 0.0192 / 0.0001 0.0077 / 0.0001 0.0052 / 0.0001 0.0038 / 0.0001 0.0030 / 0.0001
AMSG-D3 0.0208 / 0.0001 0.0091 / 0.0001 0.0062 / 0.0001 0.0046 / 0.0001 0.0035 / 0.0001
ADAM-D4 0.0460 / 0.0003 0.0021 / 0.0003 0.0008 / 0.0003 0.0005 / 0.0003 0.0004 / 0.0003
AMSG-D4 0.1714 / 0.0002 0.0077 / 0.0002 0.0028 / 0.0002 0.0015 / 0.0003 0.0010 / 0.0003
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Table 3: Classification accuracy (%) of the experimental algorithms for each
epoch (The left value is the accuracy for the training datasets, and the right
value is the accuracy for the test datasets)
Epochs 1 2 3 4 5
ADAM-C1 86.9 / 91.8 95.6 / 92.4 98.1 / 92.6 99.2 / 92.6 99.6 / 92.6
AMSG-C1 89.6 / 91.8 96.0 / 92.4 98.4 / 92.4 99.3 / 92.4 99.6 / 92.4
ADAM-C2 87.1 / 91.8 95.6 / 92.3 98.1 / 92.5 99.2 / 92.7 99.6 / 92.8
AMSG-C2 89.6 / 91.6 96.1 / 92.0 98.4 / 92.2 99.3 / 92.0 99.6 / 92.1
ADAM-C3 91.1 / 92.6 99.0 / 91.9 99.5 / 92.4 99.6 / 92.1 99.7 / 92.4
AMSG-C3 91.3 / 92.6 98.8 / 92.1 99.5 / 92.1 99.6 / 92.1 99.7 / 92.4
ADAM-C4 89.1 / 91.3 97.9 / 89.1 98.5 / 90.0 98.9 / 90.5 99.1 / 90.6
AMSG-C4 87.6 / 91.1 97.3 / 89.8 98.4 / 90.2 98.8 / 90.5 99.1 / 90.3
ADAM-D1 41.1 / 49.6 54.7 / 58.4 61.8 / 63.2 66.3 / 66.5 69.3 / 68.5
AMSG-D1 62.1 / 67.8 71.4 / 71.2 74.6 / 73.3 76.5 / 74.7 77.7 / 75.6
ADAM-D2 81.9 / 84.8 88.7 / 86.7 90.3 / 87.7 91.1 / 88.3 91.7 / 88.8
AMSG-D2 86.5 / 87.0 90.0 / 88.0 91.0 / 88.4 91.7 / 88.6 92.3 / 89.0
ADAM-D3 90.1 / 91.0 96.4 / 91.3 97.8 / 91.4 98.6 / 91.5 99.0 / 91.6
AMSG-D3 89.5 / 91.1 95.6 / 91.7 97.2 / 91.8 98.1 / 91.9 98.7 / 91.8
ADAM-D4 88.5 / 90.7 99.1 / 90.5 99.7 / 90.5 99.8 / 90.6 99.9 / 90.7
AMSG-D4 85.8 / 87.4 97.0 / 89.5 98.9 / 89.7 99.5 / 89.8 99.7 / 89.8
Lemma 7.1 Suppose that (A1)–(A2) and (C1)–(C2) hold. Then, for all x ∈ X and all
n ∈ N,
E
[
‖xn+1 − x‖2Hn
]
≤ E
[
‖xn − x‖2Hn
]
+ 2αn
{
1− βn
1− βˆn+1E [f(x)− f(xn)]
+
βn
1− βˆn+1E [〈x− xn,mn−1〉]
}
+ α2nE
[
‖dn‖2Hn
]
.
Proof: Let x ∈ X and n ∈ N be fixed arbitrarily. From the definition of xn+1 and the
nonexpansivity of PX,Hn , we have, almost surely,
‖xn+1 − x‖2Hn
≤ ‖(xn − x) + αndn‖2Hn
= ‖xn − x‖2Hn + 2αn 〈xn − x, dn〉Hn + α2n ‖dn‖
2
Hn
.
Moreover, the definitions of dn, mn, and mˆn ensure that
〈xn − x, dn〉Hn =
1
βˆn
〈x− xn,mn〉 = βn
βˆn
〈x− xn,mn−1〉+ 1− βn
βˆn
〈x− xn,G(xn, ξn)〉 ,
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where βˆn := 1− βˆn+1. Hence, almost surely,
‖xn+1 − x‖2Hn ≤ ‖xn − x‖
2
Hn
+ 2αn
{
βn
βˆn
〈x− xn,mn−1〉+ 1− βn
βˆn
〈x− xn,G(xn, ξn)〉
}
+ α2n ‖dn‖2Hn .
(7.1)
The condition xn = xn(ξ[n−1]) (n ∈ N) and (C1) guarantee that
E [〈x− xn,G(xn, ξn)〉] = E
[
E
[〈x− xn,G(xn, ξn)〉 |ξ[n−1]]]
= E
[〈
x− xn,E
[
G(xn, ξn)|ξ[n−1]
]〉]
= E [〈x− xn, g(xn)〉] ,
which, together with (C2), implies that
E [〈x− xn,G(xn, ξn)〉] ≤ E [f(x)− f(xn)] .
Therefore, the lemma follows by taking the expectation of (7.1). ✷
Lemma 7.2 If (C3) holds, then, for all n ∈ N, E[‖mn‖2] ≤ M˜2 := max{‖m−1‖2,M2}.
Moreover, if (A3) holds, then, for all n ∈ N, E[‖dn‖2Hn ] ≤ B˜2M˜2/(1 − βˆ)2, where B˜ :=
sup{maxi=1,2,...,d h−1/2n,i : n ∈ N} < +∞.
Proof: The convexity of ‖ · ‖2, together with the definition of mn and (C3), guarantee
that, for all n ∈ N,
E
[
‖mn‖2
]
≤ βnE
[
‖mn−1‖2
]
+ (1− βn)E
[
‖G(xn, ξn)‖2
]
≤ βnE
[
‖mn−1‖2
]
+ (1− βn)M2.
Induction thus ensures that, for all n ∈ N,
E
[
‖mn‖2
]
≤ M˜2 := max
{
‖m−1‖2 ,M2
}
< +∞. (7.2)
Given n ∈ N, Hn ≻ O ensures that there exists a unique matrix Hn ≻ O such that Hn = H2n
[18, Theorem 7.2.6]. From ‖x‖2
Hn
= ‖Hnx‖2 for all x ∈ Rd and the definitions of dn and
mˆn, we have that, for all n ∈ N,
E
[
‖dn‖2Hn
]
= E
[∥∥∥H−1n Hndn∥∥∥2
]
≤ E
[∥∥∥H−1n ∥∥∥2 ‖mˆn‖2
]
=
1
βˆ2n
E
[∥∥∥H−1n ∥∥∥2 ‖mn‖2
]
,
where βˆn := 1 − βˆn+1 ≥ 1 − βˆ and ‖H−1n ‖ = ‖diag(h−1/2n,i )‖ = maxi=1,2,...,d h−1/2n,i (n ∈ N).
From (7.2) and B˜ := sup{maxi=1,2,...,d h−1/2n,i : n ∈ N} ≤ maxi=1,2,...,d h−1/20,i < +∞ (by
(A3)), we have that, for all n ∈ N,
E
[
‖dn‖2Hn
]
≤ B˜
2M˜2
(1 − βˆ)2 ,
which completes the proof. ✷
The convergence rate analysis of Algorithm 1 is as follows.
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Theorem 7.1 Suppose that (A1)–(A5) and (C1)–(C3) hold and (γn)n∈N defined by γn :=
αn(1− βn)/(1− βˆn+1) and (βn)n∈N satisfy
γn+1 ≤ γn (n ∈ N) and lim sup
n→+∞
βn < 1.
Then, the sequence (x˜n)n≥1 defined by x˜n := (1/n)
∑n
k=1 xk satisfies
E [f(x˜n)− f⋆] ≤ D
∑d
i=1Bi
2b˜nαn
+
B˜2M˜2
2b˜(1− βˆ)2n
n∑
k=1
αk +
M˜
√
Dd
b˜n
n∑
k=1
βk,
where (βn)n∈N ⊂ (0, b] ⊂ (0, 1), b˜ := 1 − b, M˜ and B˜ are defined as in Lemma 7.2, and D
and Bi are defined as in Assumption 3.1.
Proof: Let x ∈ X be fixed arbitrarily. Lemma 7.1 guarantees that, for all k ∈ N,
E [f(xk)− f(x)] ≤ 1
2γk
{
E
[
‖xk − x‖2Hk
]
− E
[
‖xk+1 − x‖2Hk
]}
+
βk
1− βkE [〈x− xk,mk−1〉] +
αkβˆk
2(1− βk)E
[
‖dk‖2Hk
]
,
where βˆn := 1− βˆn+1 ≤ 1 (n ∈ N). The condition lim supn→+∞ βn < 1 ensures the existence
of b > 0 such that, for all n ∈ N, βn ≤ b < 1. Let b˜ := 1 − b. Then, the convexity of f
implies that, for all n ≥ 1,
E
[
f
(
1
n
n∑
k=1
xk
)
− f(x)
]
≤ 1
2n
n∑
k=1
1
γk
{
E
[
‖xk − x‖2Hk
]
− E
[
‖xk+1 − x‖2Hk
]}
︸ ︷︷ ︸
Γn
+
1
n
n∑
k=1
βk
1− βkE [〈x− xk,mk−1〉]︸ ︷︷ ︸
Bn
+
1
2b˜n
n∑
k=1
αkE
[
‖dk‖2Hk
]
︸ ︷︷ ︸
An
. (7.3)
From the definition of Γn and E[‖xn+1 − x‖2Hn ]/γn ≥ 0,
Γn ≤
E
[
‖x1 − x‖2H1
]
γ1
+
n∑
k=2


E
[
‖xk − x‖2Hk
]
γk
−
E
[
‖xk − x‖2Hk−1
]
γk−1

︸ ︷︷ ︸
Γ˜n
. (7.4)
Since Hk ≻ O exists such that Hk = H2k, we have ‖x‖2Hk = ‖Hkx‖2, for all x ∈ Rd.
Accordingly, we have
Γ˜n = E
[
n∑
k=2
{∥∥Hk(xk − x)∥∥2
γk
−
∥∥Hk−1(xk − x)∥∥2
γk−1
}]
.
17
Assumption 3.1 ensures we can express Hk as Hk = diag(hk,i), where hk,i > 0 (k ∈ N, i =
1, 2, . . . , d). Hence, for all k ∈ N and all x := (xi) ∈ Rd,
Hk = diag
(√
hk,i
)
and
∥∥Hkx∥∥2 = d∑
i=1
hk,ix
2
i . (7.5)
Hence, for all n ≥ 2,
Γ˜n = E
[
n∑
k=2
d∑
i=1
(
hk,i
γk
− hk−1,i
γk−1
)
(xk,i − xi)2
]
.
From γk ≤ γk−1 (k ≥ 1) and (A3), we have hk,i/γk−hk−1,i/γk−1 ≥ 0 (k ≥ 1, i = 1, 2, . . . , d).
Moreover, from (A5), D := maxi=1,2,...,d sup{(xn,i − xi)2 : n ∈ N} < +∞. Accordingly, for
all n ≥ 2,
Γ˜n ≤ DE
[
n∑
k=2
d∑
i=1
(
hk,i
γk
− hk−1,i
γk−1
)]
= DE
[
d∑
i=1
(
hn,i
γn
− h1,i
γ1
)]
.
Therefore, (7.4), E[‖x1 − x‖2H1]/γ1 ≤ DE[
∑d
i=1 h1,i/γ1], and (A4) imply, for all n ∈ N,
Γn ≤ DE
[
d∑
i=1
h1,i
γ1
]
+DE
[
d∑
i=1
(
hn,i
γn
− h1,i
γ1
)]
=
D
γn
E
[
d∑
i=1
hn,i
]
≤ D
γn
d∑
i=1
Bi,
which, together with γn := αn(1 − βn)/(1− βˆn+1) and b˜ := 1− b, implies
Γn ≤ D
∑d
i=1Bi
b˜αn
. (7.6)
The Cauchy-Schwarz inequality, together with D := maxi=1,2,...,d sup{(xn,i−xi)2 : n ∈ N} <
+∞ (by (A5)) and E[‖mn‖] ≤ M˜ (n ∈ N) (by Lemma 7.2), guarantees that, for all n ∈ N,
Bn ≤
√
Dd
b˜
n∑
k=1
βkE [‖mk−1‖] ≤ M˜
√
Dd
b˜
n∑
k=1
βk. (7.7)
Since E[‖dn‖2Hn ] ≤ B˜2M˜2/(1− βˆ)2 (n ∈ N) holds (by Lemma 7.2), we have, for all n ∈ N,
An :=
n∑
k=1
αkE
[
‖dk‖2Hk
]
≤ B˜
2M˜2
(1− βˆ)2
n∑
k=1
αk. (7.8)
Therefore, (7.3), (7.6), (7.7), and (7.8) ensure that, for all n ≥ 1,
E [f(x˜n)− f(x)] ≤ D
∑d
i=1 Bi
2b˜nαn
+
M˜
√
Dd
b˜n
n∑
k=1
βk +
B˜2M˜2
2b˜(1− βˆ)2n
n∑
k=1
αk.
This completes the proof. ✷
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Theorem 7.1, together with Lemmas 7.1 and 7.2, leads to Theorem 3.1.
Proof of Theorem 3.1: Let αn := α ∈ (0, 1) and βn := β = b ∈ (0, 1). Assumptions (A3)
and (A4) ensure that, for all ǫ > 0, there exists n0 ∈ N such that, for all n ∈ N, n ≥ n0
implies that
E
[
d∑
i=1
(hn+1,i − hn,i)
]
≤ dαǫ. (7.9)
From (7.5), (A3), (A5), and (7.9), for all n ≥ n0,
E
[
‖xn+1 − x⋆‖2Hn+1
]
︸ ︷︷ ︸
Xn+1
−E
[
‖xn+1 − x⋆‖2Hn
]
= E
[
d∑
i=1
(hn+1,i − hn,i)(xn+1,i − x⋆i )2
]
≤ Ddαǫ.
Lemmas 7.1 and 7.2 thus lead to the finding that, for all n ≥ n0,
Xn+1 ≤ Xn +Ddαǫ − 2αb˜E [f(xn)− f⋆] + 2M˜
√
Dd
1− βˆ αβ +
B˜2M˜2
(1 − βˆ)2α
2, (7.10)
where b˜ := 1− b. We show that, for all ǫ > 0,
lim inf
n→+∞
E [f(xn)− f⋆] ≤ B˜
2M˜2
2b˜(1 − βˆ)2
α+
M˜
√
Dd
b˜(1− βˆ)
β +
Ddǫ
2b˜
+ ǫ. (7.11)
If (7.11) does not hold for all ǫ > 0, then there exists ǫ0 > 0 such that
lim inf
n→+∞
E [f(xn)− f⋆] > B˜
2M˜2
2b˜(1− βˆ)2α+
M˜
√
Dd
b˜(1− βˆ)β +
Ddǫ0
2b˜
+ ǫ0.
The definition of the limit inferior of (E[f(xn)−f⋆])n∈N guarantees that there exists n1 ∈ N
such that, for all n ≥ n1,
lim inf
n→+∞
E [f(xn)− f⋆]− 1
2
ǫ0 ≤ E [f(xn)− f⋆] ,
which implies that, for all n ≥ n1,
E [f(xn)− f⋆] > B˜
2M˜2
2b˜(1 − βˆ)2
α+
M˜
√
Dd
b˜(1− βˆ)
β +
Ddǫ0
2b˜
+
1
2
ǫ0. (7.12)
Therefore, (7.10) and (7.12) ensure that, for all n ≥ n2 := max{n0, n1},
Xn+1 < Xn +Ddαǫ0 − 2αb˜
{
B˜2M˜2
2b˜(1− βˆ)2α+
M˜
√
Dd
b˜(1− βˆ)β +
Ddǫ0
2b˜
+
1
2
ǫ0
}
+
2M˜
√
Dd
1− βˆ
αβ +
B˜2M˜2
(1− βˆ)2
α2
= Xn − αb˜ǫ0
< Xn2 − αb˜ǫ0(n+ 1− n2).
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Since the right-hand side of the above inequality approaches minus infinity when n diverges,
we have a contradiction. Hence, (7.11) holds for all ǫ > 0. From the arbitrary condition of
ǫ, we have that
lim inf
n→+∞
E [f(xn)− f⋆] ≤ B˜
2M˜2
2b˜(1− βˆ)2
α+
M˜
√
Dd
b˜(1− βˆ)
β.
Let αn := α ∈ (0, 1) and βn := β = b ∈ (0, 1), which satisfy the conditions γn+1 ≤ γn
(n ∈ N) and lim supn→+∞ βn < 1 in Theorem 7.1. Accordingly, from Theorem 7.1, for all
n ≥ 1,
E [f(x˜n)− f⋆] ≤ D
∑d
i=1Bi
2b˜αn
+
B˜2M˜2
2b˜(1 − βˆ)2α+
M˜
√
Dd
b˜
β,
which completes the proof. ✷
Proof of Theorem 3.2: Lemmas 7.1 and 7.2, together with a discussion similar to the
one for obtaining (7.10), ensure that, for all k ∈ N,
Xk+1 ≤ Xk +DE
[
d∑
i=1
(hk+1,i − hk,i)
]
− 2αk(1− βk)E [f(xk)− f⋆]
+
2M˜
√
Dd
1− βˆ
αkβk +
B˜2M˜2
(1− βˆ)2
α2k,
which implies that
2αkE [f(xk)− f⋆] ≤ Xk −Xk+1 +DE
[
d∑
i=1
(hk+1,i − hk,i)
]
+
B˜2M˜2
(1− βˆ)2α
2
k
+ 2
(
M˜
√
Dd
1− βˆ + F
)
αkβk,
where F := sup{|E[f(xn)− f(x)]| : n ∈ N} < +∞ holds from the continuity of f and (A5).
Summing up the above inequality from k = 0 to k = n ensures that
2
n∑
k=0
αkE [f(xk)− f⋆] ≤ X0 +DE
[
d∑
i=1
(hn+1,i − h0,i)
]
+
B˜2M˜2
(1− βˆ)2
n∑
k=0
α2k
+ 2
(
M˜
√
Dd
1− βˆ + F
)
n∑
k=0
αkβk.
Let (αn)n∈N and (βn)n∈N satisfy (3.8) in Theorem 3.2. From (A4), we have that
+∞∑
k=0
αkE [f(xk)− f⋆] < +∞. (7.13)
We prove that
lim inf
n→+∞
E [f(xn)− f⋆] ≤ 0. (7.14)
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If (7.14) does not hold, then there exist γ > 0 and m0 ∈ N such that, for all n ≥ m0,
E [f(xn)− f⋆] ≥ γ.
Accordingly, (7.13) and
∑+∞
n=0 αn = +∞ guarantee that
+∞ = γ
+∞∑
k=m0
αk ≤
+∞∑
k=m0
αkE [f(xk)− f⋆] < +∞,
which is a contradiction. Hence, (7.14) holds. Since (xn)n∈N ⊂ C is satisfied, we obtain
that lim infn→+∞ E [f(xn)− f⋆] = 0.
Theorem 7.1 obviously implies that
E [f(x˜n)− f⋆] ≤ D
∑d
i=1Bi
2b˜nαn
+
B˜2M˜2
2b˜(1 − βˆ)2n
n∑
k=1
αk +
M˜
√
Dd
b˜n
n∑
k=1
βk. (7.15)
Let (αn)n∈N and (βn)n∈N satisfy (3.9) in Theorem 3.2. Then, we have
lim
n→+∞
E [f(x˜n)− f⋆] = 0. (7.16)
Let xˆ ∈ X be an arbitrary accumulation point of (x˜n)n∈N ⊂ X . Since there exists (x˜ni)i∈N ⊂
(x˜n)n∈N such that (x˜ni)i∈N converges almost surely to xˆ, the continuity of f and (7.16) imply
that E [f(xˆ)− f⋆] = 0, and hence, xˆ ∈ X⋆.
Let αn := 1/n
η (η ∈ [1/2, 1)) and let (βn)n∈N and (γn)n∈N be such that
∑+∞
n=1 βn < +∞
and γn+1 ≤ γn (n ∈ N). When η = 1/2, we have that limn→+∞ 1/(nαn) = limn→+∞ 1/
√
n =
0 and
1
n
n∑
k=1
αk ≤ 1
n
√√√√ n∑
k=1
12
√√√√ n∑
k=1
(
1√
k
)2
≤
√
1 + lnn
n
,
where the first inequality comes from the Cauchy-Schwarz inequality and the second in-
equality comes from
∑n
k=1(1/k) ≤ 1+ lnn. Hence, limn→+∞(1/n)
∑n
k=1 αk = 0. Therefore,
(7.15) implies that
E [f(x˜n)− f⋆] = O
(√
1 + lnn
n
)
.
In the case where η ∈ (1/2, 1), we have that limn→+∞ 1/(nαn) = limn→+∞ 1/n1−η = 0 and
1
n
n∑
k=1
αk ≤ 1
n
√√√√ n∑
k=1
12
√√√√ n∑
k=1
(
1
kη
)2
≤ B√
n
,
where B :=
∑+∞
n=1(1/k
2η) < +∞, which implies that limn→+∞(1/n)
∑n
k=1 αk = 0. There-
fore, (7.15) ensures that
E [f(x˜n)− f⋆] = O
(
1
n1−η
)
,
which completes the proof. ✷
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