Abstract. We develop the a posteriori error analysis of finite element approximations of implicit power-law-like models for viscous incompressible fluids. The Cauchy stress and the symmetric part of the velocity gradient in the class of models under consideration are related by a, possibly multi-valued, maximal monotone r-graph, with
Introduction
Typical physical models of fluid flow rely on the assumption that the Cauchy stress is an explicit function of the symmetric part of the velocity gradient of the fluid. This constitutive hypothesis then leads to the Navier-Stokes system and its nonlinear generalizations, such as various electro-rheological flow models. It is known however that the framework of classical continuum mechanics, built upon the notions of current and reference configuration and an explicit constitutive equation for the Cauchy stress, is too narrow for the accurate description of inelastic behavior of solid-like materials or viscoelastic properties of materials. Our starting point in this paper is therefore a generalization of the classical framework of continuum mechanics, referred to as implicit constitutive theory, which was proposed recently in a series of papers by Rajagopal and collaborators; see, for example, [Raj03, Raj06, RS08] . The underlying principle of implicit constitutive theory in the context of viscous flows is the following: instead of demanding that the Cauchy stress is an explicit function of the symmetric part of the velocity gradient, one may allow an implicit and not necessarily continuous relationship between these quantities. This then leads to a general theory, which admits fluid flow models with implicit and possibly discontinuous power-law-like rheology; see, [Mál07, Mál08] . Very recently a rigorous mathematical existence theory was developed for these models by Bulíček, Gwiazda, Málek, and Świerczewska-Gwiazda in [BGMŚG09] , for r ą d`2 the Acerbi-Fusco Lipschitz truncation [AF88] was used in order to prove the existence of a weak solution. In [DKS13] , using a variety of weak compactness techniques, we showed that a subsequence of the sequence of finite element solutions converges weakly to a weak solution of the problem as the finite element discretization parameter h tends to 0. A key new technical tool in the analysis presented in [DKS13] was a finite element counterpart of the Acerbi-Fusco Lipschitz truncation of Sobolev functions. However, in the case of velocity approximations that are not exactly divergence-free the convergence theory developed there was restricted to the range 2d d`1 ă r ă 8. The focus of the present paper is on the adaptive finite element approximation of implicitly constituted power-law-like models for viscous incompressible fluids. As in [DKS13] , the implicit constitutive relation between the stress and the symmetric part of the velocity gradient is approximated by an explicit (smooth) constitutive law. The resulting steady non-Newtonian flow problem is then discretized by a mixed finite element method. Guided by an a posteriori error analysis, we propose a numerical method with competing adaptive strategies for the mesh refinement and the approximation of the implicit constitutive law, and we present a rigorous convergence proof generalizing the ideas in [MSV07] and [Sie09] . More precisely, we show that a subsequence of the adaptively generated sequence of discrete approximations converges, in the weak topology of the ambient function space, to a weak solution of the model when 2d d`1 ă r ă 8. In contrast with [DKS13] , stimulated by ideas from [BGMŚG12] we shall be able to avoid resorting to the theory of Young measures. We emphasize that even in the case when the weak solution is unique we have only weak convergence of a subsequence; in this case, however, such a subsequence can be identified with the aid of the a posteriori bounds derived herein; cf. Remark 31.
The paper is structured as follows. In Section 2 we shall formulate the problem under consideration and will introduce some known mathematical results. In Section 3 we define the finite element approximation of the problem and present related technical properties and tools, such as the discrete Lipschitz truncation from [DKS13] . Section 4 is concerned with the a posteriori error analysis for both the error in the approximation of the graph and the finite element approximation. The adaptive algorithm together with our main result are stated in Section 5; for the sake of clarity of the presentation certain technical parts of the proof are deferred to Section 6. We conclude the paper by discussing concrete graph approximations for certain problems of practical relevance. While the emphasis in this paper is on the mathematical analysis of adaptive finite elements algorithms for implicitly constituted fluid flow models, the ideas developed herein may be of more general interest in the convergence analysis of adaptive finite element methods for other nonlinear problems in continuum mechanics with possibly nonunique weak solutions.
Implicitly constituted power-law-like fluids
In this section we introduce the variational model of the steady flow for an incompressible fluid with an implicit constitutive law given by a maximal monotone x-dependent r-graph. We then recall the existence result from [BGMŚG09] together with some known results and mathematical tools from the literature. Finally we conclude the section by discussing the approximation of x-dependent r-graphs by regular single-valued tensor fields.
2.1. The variational formulation. Before we are able to state the weak formulation of the problem we need to introduce basic notations and recall some well-known properties of Lebesgue and Sobolev function spaces.
For a measurable subset ω Ă R d , we denote the classical spaces of Lebesgue and vector-valued Sobolev functions by pL s pωq, }¨} s;ω q and pW 1,s pωq d , }¨} 1,s;ω q, s P r1, 8s, respectively. We denote the closure of DpΩq :" C 
pDupxq, Spxqq P Apxq for almost every x P Ω.
(2.2)
Here, Du :" 1 2 p∇u`p∇uq T q signifies the symmetric part of the gradient of u. As is indicated in our choice of the solution space for the velocity u in the statement of the above boundary-value problem, we shall suppose a homogenous Dirichlet boundary condition for u.
The implicit constitutive law, which relates the shear rate to the shear stress, is given by an inhomogeneous maximal monotone r graph A : x Þ Ñ Apxq. In particular, we assume that for almost every x P Ω the following properties hold: (A1) p0, 0q P Apxq;
(A2) For all pδ 1 , σ 1 q, pδ 2 , σ 2 q P Apxq, pσ 1´σ2 q : pδ 1´δ2 q ě 0 (Apxq is a monotone graph), and if δ 1 ‰ δ 2 and σ 1 ‰ σ 2 , then the inequality is strict;
(A3) If pδ, σq P R dˆd symˆR dˆd sym and pσ´σq : pδ´δq ě 0 for all pδ,σq P Apxq, then pδ, σq P Apxq (i.e., Apxq is a maximal monotone graph); (A4) There exists a nonnegative function m P L 1 pΩq and a constant c ą 0, such that for all pδ, σq P Apxq we have
, Apxq is an r-graph);
(A5) The set-valued mapping A : Ω Ñ R dˆd symˆR dˆd sym is measurable, i.e., for any closed sets C 1 , C 2 Ă R dˆd sym , we have that x P Ω : Apxq X pC 1ˆC2 q ‰ H ( is a Lebesgue measurable subset of Ω.
Remark 1. Two remarks on the definition of x-dependent maximal monotone graph A are now in order:
sym be a closed set; then, for a.e. x P Ω we have that the set Apxq X D is closed. To see this, we assume w.l.o.g. that Apxq X D ‰ H and let tpδ k , σ k qu kPN Ă Apxq X D, such that δ k Ñ δ P R dˆd sym and σ k Ñ σ P R dˆd sym as n Ñ 8. Let pδ,σq P Apxq be arbitrary. We then have that 0 ď pσ´σ k q : pδ´δ k q Ñ pσ´σq : pδ´δq as k Ñ 8. This proves that pδ, σq P Apxq thanks to condition (A3) and the closedness of D. 
Korn's inequality. According to (2.2) the maximal monotone graph defined in (A1)-(A5) provides control only on the symmetric part of the velocity gradient. Korn's inequality states that this is already enough to control the norm of a Sobolev function; i. e., for s P p1, 8q, there exists a γ s ą 0 such that
compare e. g. with [DRS10] . We conclude this subsection with Chacon's biting lemma and a corollary of it that is relevant for our purposes [GMŚ07, Lemma 7.3].
Lemma 3 (Chacon's biting lemma). Let Ω be a bounded domain in R d and let tv n u nPN be a bounded sequence in L 1 pΩq. Then, there exists a nonincreasing sequence of measurable subsets E j Ă Ω with |E j | Ñ 0 as j Ñ 8, such that tv n u nPN is precompact in the weak topology of L 1 pΩzE j q, for each j P N. In other words, there exists a v P L 1 pΩq, such that for a subsequence (not relabelled) of tv n u nPN , v n á v weakly in L 1 pΩzE j q as n Ñ 8 for all j P N. We denote this by writing pv n´v q dx " 0 implies that v n á v weakly in L 1 pΩq as n Ñ 8.
2.3.
Approximation of maximal monotone r-graphs. In general an x-dependent maximal monotone r-graph A satisfying (A1)-(A5) cannot be represented in an explicit fashion. However, it can be approximated by a regular single-valued monotone tensor field based on a regularized measurable selection S ‹ with the following properties; compare with [BGMŚG09, BGMŚG12] and Remark 1.
sym be a measurable selection of the x-dependent maximal monotone r graph A with the properties (A1)-(A5). Then, for δ, σ P R dˆd sym , the following two statements are equivalent for almost all x P Ω:
However, our convergence analysis relies on stronger structural properties of the graph approximation. We shall demonstrate in Section 7, how such graph approximations can be constructed for some typical problems of practical interest within the class of problems under consideration.
Assumption 6. For n P N, there exists a mapping S n : ΩˆR
sym is continuous for almost every x P Ω; ‚ S n is strictly monotone; i.e., for almost every x P Ω we have pS n px, δ 1 q´S n px, δ 2: pδ 1´δ2 q ą 0 for all δ 1 ‰ δ 2 P R dˆd sym ;
‚ There exist constantsc 1 ,c 2 ą 0 and nonnegative functionsm P L 1 pΩq, k P L r 1 pΩq such that, uniformly in n P N, we have |S n px, δq| ďc 1 |δ| r´1`k pxq and S n px, δq : δ ěc 2 |δ| r´m pxq for all δ P R dˆd sym and almost every x P Ω.
We aim to approximate the solution of (2.2) by solving the following explicit nonlinear problem:
Spxq " S n px, Dupxqq for almost every x P Ω.
(2.6)
Finite Element Approximation
This section is concerned with approximating problem (2.2) by finite elements. To this end, we first approximate (2.2) by an explicitly constituted problem. We introduce a general finite element framework for inf-sup stable Stokes elements. This, together with some representative examples of velocity-pressure pairs of finite element spaces, is the subject of section 3.2. The finite element approximation of (2.2) is stated in section 3.3.
3.1. Domain partition and refinement framework. In this section we provide the framework for adaptive grid refinement. For the sake of simplicity, we restrict our presentation to conforming simplicial meshes and refinement by bisection. To be more precise, let G 0 be a regular conforming partition of Ω into closed simplexes, the so-called macro mesh. Each simplex in the partition is referred to as an element. We assume that there exists a refinement routine REFINE with the following properties.
‚ The refinement routine has two input arguments: a regular conforming partition G and a subset M Ă G of marked elements. The output is a refined regular conforming triangulation of Ω, where all elements in M have been bisected at least once. The input grid can be G 0 or the output of a previous application of REFINE. ‚ Shape-regularity: We call G 1 a refinement of G (briefly G 1 ě G), when it can be produced from G by a finite number of applications of REFINE. The set G :" tG : G is a refinement of G 0 u is shape-regular, i. e., for any element E P G, G P G, the ratio of its diameter to the diameter of the largest inscribed ball is bounded, uniformly with respect to all partitions G, G P G. For the existence of such a procedure, we refer to [Bän91] , [Kos94] or the monograph [SS05] and the references therein.
The neighbourhood of an element E P G, with G P G, is denoted by
Let ω Ă Ω and define U G pωq :"
ΩpMq :"
Thanks to the shape regularity of G, we have that
For x P interiorpEq, this coincides with the usual definition h G pxq " |E| 1{d ": h E . The mesh-size function is monotonic decreasing under refinement.
We call the pd´1q-dimensional sub-simplexes of any simplex E P G, whose interiors lie inside Ω, the sides of G and denote the set of all of them by SpGq. For S P SpGq, we define h S :" |S| 1{pd´1q and observe for x P S that ch S ď h G pxq ď Ch S , with constants C, c ą 0 depending solely on the shape-regularity of G.
3.2. Finite element spaces. Denote by P m the space of polynomials of degree at most m P N. For a given grid G P G and certain subspaces Q Ď L 8 pΩq and V Ď CpΩq, the finite element spaces are then given by
VpGq :"
QpGq :"
pÊq are finite-dimensional subspaces P 1 Ď P V Ď P and P 0 ĎP Q Ď P  for some ě  P N. For convenience, we introduce the space of piecewise polynomials of degree at most m P N over G by
Note that QpGq Ă L 8 pΩq X P  pGq and since VpGq Ă C 0 pΩq X P pGq it follows that Each of the above spaces is supposed to have a finite and locally supported basis; e. g. for the discrete velocity space this means that for G P G there exists an N G P N such that
We introduce the subspace of V 0 pGq of discretely divergence-free functions by
and we define
) .
It will be assumed throughout the paper that all pairs of velocity-pressure finite element spaces considered possess the following properties.
Assumption 7 (Projector I G div ). We assume that for each G P G there exists a linear projection operator I
is locally defined; i.e., for any other partition
, there exists a c 1 ą 0, independent of G, such thatˆEˇˇI
for all v P W 
Moreover, since VpGq contains piecewise affine functions, we have the following interpolation estimate. For all s P r1, 8s, there exists a c s ą 0 such that
for all E P G and v P W 1` ,s 0 pΩq d , 0 ď ď 1. As a consequence, we conclude the following result for weak limits in nested spaces. Before stating the result, we adopt the following notational convention: we shall write A À B to denote A ď C¨B with a constant C ą 0 that is independent of the discretization parameter h.
Proof. Thanks to the uniform boundedness (3.5) of the sequence of linear operators tI 
Thanks to the uniqueness of the strong limit, it suffices to identify the limit of tI
To this end, we introduce the sets
i.e., N Gj pEq " N G k pEq for all j ě k and E PGk . For j ě k, we consider the decomposition
For the latter term, we have according to (3.6) that › › ›pvj´I
Here we have used the monotonicity of the mesh-size under refinement in the last step. It follows from [MNS08, Corollary 4.1 and (4.15)] that
Thanks to the shape-regularity of G, this readily implies that
By the compact embedding W
Combining these observations, we conclude that for any ą 0 there exists a K ą 0 such that
We next investigate the term pI Gj div v j qχ ΩpGk q . Thanks to the definition ofGk and (3.3) we have
Since a linear operator between two normed linear spaces is norm-continuous if and only if it is weakly continuous (cf. Theorem 6.17 in [AB06] , for example,) we deduce that, for fixed k P N, we have
Together with (3.8), we have, for all j
Since ą 0 was arbitrary, this proves the assertion.
Next, we shall introduce a quasi-interpolation operator, which will be important for the treatment of the, generally non-polynomial, stress approximation.
Assumption 9. We assume that for each G P G there exists a linear projection operator
As a consequence, this implies that
with a constant c s depending on G 0 and s; compare also with (3.5).
Assumption 10 (Projector I G Q ). We assume that for each G P G there exists a linear projection operator I
|q| dx for all q P L 1 pΩq and all E P G.
We may argue similarly as for
for all E P G and q P W ,s pΩq, 0 ď ď 1. As a consequence of (2.3) and Assumption 7 (compare also with (3.5)) the following discrete counterpart of (2.3) holds; see [BBDR12] .
Proposition 11 (Inf-sup stability). For all s, s 1 P p1, 8q with
Thanks to the above considerations, there exists a discrete Bogovskiȋ operator, which has the following properties; compare also with [DKS13, Corollary 9].
Corollary 12 (Discrete Bogovskiȋ operator). The linear operator
for all H P div VpGq and s P p1, 8q, with a positive constant β s , independent of G P G. Moreover, let tG k u kPN Ă G be a sequence of nested partitions of Ω, i.e., G k`1 ě G k for all k P N, and let
Proof. The claim follows as in [DKS12, Corollary 10] after replacing [DKS12, Proposition 7] by Proposition 8 here in the proof.
As in [Tem84] , we wish to ensure that the discrete counterpart of the convection term inherits the skew-symmetry of the convection term. In particular, upon integration by parts, it follows thatˆΩ pv b wq : ∇h dx "ˆΩpv b hq : ∇w`pdiv vqpw¨hq dx (3.11)
for all v, w, h P DpΩq d . The last term vanishes provided that div v " 0, and then
It can be easily seen that this is not generally true for finite element functions V P VpGq, even ifˆΩ
i. e., if V is discretely divergence-free. However, we observe from (3.11) thatˆΩ pv b wq : ∇h dx " 1 2ˆΩ pv b hq : ∇w´pv b wq : ∇h dx ": Brv, w, hs (3.13)
for all v, w, h P W We further investigate this modified convection term for fixed r, r 1 P p1, 8q with 1 r`1 r 1 " 1; recall the definition ofr from (2.1). We note thatr ą 1 is equivalent to the condition r ą 2d d`2 . In this case we can define its dualr 1 P p1, 8q by 1 r`1 r 1 " 1 and we note that the Sobolev embedding
holds. This is a crucial property in the continuous problem, which guarantees that
. Because of the extension (3.13) of the convection term to functions that are not necessarily pointwise divergence-free, we have to adopt the following stronger condition in order to ensure that the trilinear form Br¨,¨,¨s is bounded on W In view of (3.13), for v " pv 1 , . . . , v d q T P W 1,r 0 pΩq d , the convective term can be reformulated asˆΩ
where Brv, vs P LrpΩq d is defined by pBrv, vsq j " 1 2
Example 13. The following velocity-pressure pairs of finite elements satisfy Assumptions 7 and 10 for d " 2, 3 (see, e.g., [BBDR12, GL01, GS03]):
‚ Lowest order Taylor-Hood element; ‚ Spaces of continuous piecewise quadratic elements for the velocity and piecewise constants for the pressure ([BF91, §VI Example 3.6]).
We note that the MINI element and the conforming Crouzeix-Raviart Stokes element do not satisfy the nestedness hypothesis stated in (3.2). [DKS13] to consist of pointwise divergencefree functions, whose construction is more complicated. For simplicity, we shall therefore confine ourselves here to the limited range of r ą 2d d`1 so as to be able to admit standard discretely divergence-free (cf. (3.12)) finite element velocity spaces.
3.3. The Galerkin approximation. We are now ready to state the discrete problem. Let tVpGq, QpGqu GPG be the finite element spaces of Section 3.2.
For n P N and G P G we call a triple of functions`U n G , P n G˘P VpGqˆQ 0 pGq a Galerkin approximation of (2.6) if it satisfieŝ
for all V P VpGq and Q P QpGq.
Restricting the test-functions to V 0 pGq the discrete problem (3.23) reduces to finding U
for all V P V 0 pGq. Thanks to (3.14), it follows from Assumption 6 and Korn's inequality (2.5) that the nonlinear operator defined on V 0 pGq by the left-hand side of (3.20) is coercive and continuous on V 0 pGq. Since the dimension of VpGq is finite, Brouwer's fixed point theorem ensures the existence of a solution to (3.20). The existence of a solution triple to (3.23) then follows by the discrete inf-sup stability, Proposition 11. Of course, because of the weak assumptions in the definition of the maximal monotone r-graph, (3.23) does not define the Galerkin approximation pU n G , P n G q uniquely. However, supposing the axiom of choice, for each n P N, G P G, we may choose an arbitrary one among possibly infinitely many solution triples and thus obtain
From (3.23) we see that U n G is discretely divergence-free and thus, thanks to (3.20) and (3.14), we have that
The coercivity of S n (Assumption 6) and Korn's inequality (2.5) imply that the sequence tU n G u nPN is bounded in the norm of W 1,r 0 pΩq d , independently of G P G and n P N. This in turn implies, again by Assumption 6, the uniform boundedness of
In other words, there exists a constant c f ą 0 depending on the data f , such that
For the sake of simplicity of the presentation, if there is no risk of confusion, we will denote in what follows S n pDU
Remark 15. An alternative formulation of (3.20) is follows: find a triple`U
for all V P VpGq, Q P QpGq, and D P P ´1 pGq dˆd . In particular, if we define
then Assumption 9 can be easily verified and S n G may take the role of Π G S n pDU n G q in the subsequent analysis.
3.4. Discrete Lipschitz truncation. In this section we shall recall a discrete counterpart of Lipschitz truncation, which acts on finite element spaces. This discrete Lipschitz truncation is a composition of a continuous Lipschitz truncation with a projection onto the finite element space. The continuous Lipschitz truncation used here is based on results from [DMS08, BDF12, BDS13], which provides finer estimates than the original Lipschitz truncation technique proposed by Acerbi and Fusco in [AF88] ; for details consider [DKS13] .
We summarize the properties of the discrete Lipschitz truncation in the following result. Similar results for Sobolev functions can be found in [DMS08] and [BDF12] .
Proposition 16. Let 1 ă s ă 8 and let tE k u kPN be a sequence such that for all k P N we have E k P VpG k q for some G k P G. In addition, assume that tE k u kPN Ă W Then, there exists a sequence tλ k,j u k,jPN Ă R with 2
Lipschitz truncated functions E k,j " E k,λ k,j , k, j P N, with the following properties:
The constants c appearing in the inequalities (b), (c) and (f) depend on d, Ω,P V and the shape-regularity of tG k u kPN . The constants in (b) and (f) also depend on s.
Proof. 
4.2.
A posteriori finite element error estimates. In this section we shall prove bounds on the residual
of (2.6). In particular, for pv, q, Although for the sake of simplicity we restrict ourselves here to residual-based estimates, we note that in principle other a posteriori techniques, such as hierarchical estimates, flux-equilibration or estimates based on local problems, can be used as well; compare with [MSV07, Sie09] . For n P N and G P G let`U n G , P n G˘P VpGqˆQ 0 pGq be the Galerkin approximation defined in (3.23). We begin with some preliminary observations. The first part of the residual in (4.2), R pde pv, q, T q P W´1 ,r pΩq d , provides information about how well the functions v, q, T satisfy the first equation in (2.6). For the second part, we have R ic pvq P pL r 0 pΩqq˚. We note that the space pL We emphasize that Rpv, q, T q " 0 if and only if R pde pv, q, T q " 0 and R ic pvq " 0, but that a vanishing residual itself does not guarantee that`Dvpxq, T pxq˘P Apxq for almost every x P Ω. For this, additionally E A pDv, T q " 0 is needed.
For the rest of the paper let t andt be such that
Note that (4.3a) implies that if r ď 3d d`2 , then t ă r andt ăr.
Lemma 18. The triple pu, p, Sq P W ,r pΩq dˆLr 0 pΩq. This is, in turn, equivalent to the fact that the triple pu, p, Sq satisfies the system of partial differential equations (2.2).
On the other hand we have that pDupxq, Spxqq P Apxq for almost every x P Ω if and only if E A pDu, Sq " 0, and that completes the proof.
Note that Lemma 18 does not provide a quantitative relation between the error and the residual. Even for simple r-Laplacian type problems, such a relation requires complicated techniques and problem-adapted error notions (e.g. a suitable quasinorm); cf. [DK08, BDK12, LY01]. However, because of the possible nonuniqueness of solutions to (2.2), such a relation cannot be guaranteed in our situation. We shall therefore restrict the a posteriori analysis to bounding the residual of the problem instead of bounding the error.
Recalling the quasi-interpolation Π G from Assumption 9 as well as the representation of the discrete convective term in (3.18), we define the local indicators on E P G as follows:
and
Here, for S P SpGq, rr¨ss | S denotes the normal jump across S and rr¨ss | BΩ :" 0. Moreover, we define the error bounds to be the sums of the local indicators, i.e., for M Ă G, we have
Theorem 19 (Upper bound on the residual). Let n P N and G P G, and denote bỳ U n , P n G˘P VpGqˆQ 0 pGq a Galerkin approximation of (3.23). We then have the following bounds:
The constant C 1 ą 0 depends only on the shape-regularity of G,t, and on the dimension d. 
Thanks to (3.18), local integration by parts and using Hölder's inequality, we obtain
Here, in the last inequality, we used the stability of I G div (see (3.4)), a scaled trace theorem, and the interpolation estimate for I G div in (3.6), as well as the finite overlapping of patches and a scaled trace theorem.
To prove the bound (4.5b), we first conclude from´Ω 1 div U n G dx " 0 and Hölder's inequality that for all c P R, we havê
Taking the infimum over all c P R and then the supremum over all o P L r 1 pΩq proves 'ď' in (4.5b). In order to prove 'ě', we observe that
Together with the definition of E ic G`U n G˘a nd noting that
this yields (4.5b).
Corollary 20. Under the conditions of Theorem 19, we have
Theorem 21 (Lower bound on the residual). Under the conditions of Theorem 19, we have
The constant c 2 ą 0 solely depends on the shape-regularity of G,t, and on the dimension d. The oscillation term is defined by
Proof. Let E P G and let S P SpGq, i.e., there exist E 1 , E 2 P G,
be arbitrary; for convenience we use the notation
It is well known that there exist local bubble functions
Moreover, we have that there exist ρ E P P d 2 ´1 and ρ S P P dˆd m , with }ρ E }t1 ,E " 1 " }ρ S }t1 ,S , such that
, and
compare e.g. with [Ver13, Chapter 3.6]. Here the constants only depend on r, the polynomial degree of R E , respectively J S , on the shape-regularity of G, and on the dimension d. Hence, for the element residual, we conclude that
where we have used Hölder's inequality and that 0 ď b E ď 1. Together with a triangle inequality and (4.7b), this implies that
(4.8)
For the jump residual, we deduce from (4.7a) and integration by parts, that
Therefore, we obtain, with (4.7b), Hölder's inequality, and (4.8), that
(4.9)
We define α E :"
, E P G, and β S :"
, S P SpGq. Then, combining (4.8) and (4.9) and summing over all E P G, S P SpGq, yields
Here we have used that f E P P d 2 ´1 , E P G are arbitrary in the last step.
Thanks to the fact that the supp b E , E P G, are mutually disjoint up to a nullset together with (4.7b), we have that
where we have used that each element E has at most pd`1q sides S P SpGq with S Ă BE. The constants C depend only on the shape-regularity of G. Analogously, we conclude from the fact that only finitely many of the supp b S , S P SpGq, overlap, that
Combining Hölder's inequality with similar arguments yields for the last term
Altogether, we have thus proved that
This is the desired bound.
The following result states the local stability of the error bound and is referred to as local lower bound in the context of linear elliptic problems.
Corollary 22 (Local stability). Suppose the conditions of Theorem 19 and let M Ă G; then, there exists a constant C depending solely on the shape-regularity of G,t, d and Ω, such that
Proof. The first bound follows as in the proof of Theorem 21. In order to prove the second bound, let v P W 
Note that in the case of (4.3a), we havẽ
Hence, Hölder's inequality, the stability of Π G (Assumption 9) and Assumption 6 yield
The oscillation term can be bounded above similarly, and the assertions follows.
Remark 23. Corollary 22 states the stability properties of the estimator, which are required in order to apply the convergence theory in [Sie09, MNS08] ; compare with [Sie09, (2.10b)], for example. The stability of the estimator is also of importance for the efficiency of the estimator. If Corollary 22 fails to hold, it may happen that the a posteriori error estimator is unbounded even though the sequence of discrete solutions is convergent; in particular, div S n pDU n G q need not belong to L r 1 pEq when 1 ă r ă 2. This problem already appears in the a posteriori analysis of quadratic finite element approximations of the r-Laplacian, or the r-Stokes problem (cf. [BS08] ) for 1 ă r ă 2. In order to avoid this, we use Π G S n pDU n G q instead of S n pDU n G q in the element residual (4.4a). This is compensated by the term
› ›tt in the a posteriori bounds (4.5a) and (4.6); cf. Appendix A for further details.
Convergent Adaptive Finite Elements
This section is concerned with the proof of convergence of an adaptive finite element algorithm for the implicit constitutive model under consideration.
The adaptive finite element method (AFEM).
In this section, we shall introduce an adaptive finite element method for (2.2). The details of the subroutines used in the process are listed below: The routine SOLVE. We assume that for arbitrary n P N, G P G, the routine SOLVEpn, Gq " pU n G , P n , S n p¨, DU n Gcomputes an exact solution pU n G , P n q P VpGqQ pGq of (3.23). The routine MARK. For a fixed function g : R0 Ñ R0 , which is continuous at 0 with gp0q " 0, we assume that the set
Let k " 0, n 0 " 1, and let G 0 be a given partition of Ω.
1: loop forever 2:
let S k " S n k .
3:
else 10:
end if
12:
k " k`1
13: end loop forever
Hence the marking criterion guarantees that all indicators in G are controlled by the maximal indicator in M. Note that this criterion covers most commonly used marking strategies with gpsq " s; cf. [Sie09, MNS08] . For the definition of the routine REFINE see Section 3.1. For the sake of simplicity of the presentation, in the following, we will suppress the dependence on x in our notation and write S k pDU k q " S k p¨, DU k q if there is no risk of confusion.
5.2.
Convergence of the AFEM. Let tG k u kPN Ă G be the sequence of meshes produced by AFEM. For s P p1, 8s, we define 
Proof. The upper bound, Theorem 19, together with
Thus the assertion follows from Lemma 24 and the uniqueness of the limit. 
then, pDu 8 pxq, S 8 pxqq P Apxq for almost every x P Ω.
Proof. The proof of this lemma is postponed to Section 6.2 below.
Lemma 27. Assume that the sequence tn k u kPN satisfies n k Ñ N ă 8 as k Ñ 8. We then have that
Proof. The proof of this lemma is postponed to Section 6.3 below.
We further assume that the graph approximation is uniform with respect to the graph approximation indicator.
Assumption 28. For every ą 0, there exists an N " N p q P N, such that
We note that this and Assumption 6 are the only strong assumptions among the ones we have made; Assumption 28 is, however, only used in the proof of the next theorem, and is not required for any of the preceding results.
Theorem 29. Let tpU k , P k , S k pDU k qqu be the sequence of function triples produced by the AFEM. We then have that
and, for a not relabelled subsequence, we have that
Proof. We argue by contradiction. First assume that there exists an ą 0 such that, for some subsequence, we have that
Consequently, by Assumption 28, we have that n k " N , for some 0 , N P N, and all ě 0 . Moreover, thanks to Lemma 24, there exists a not relabelled subsequence 
In particular, there exists an ą 0 , such that E G k pU k , P k , S k pDU kă . Therefore, by line 10 of AFEM we have that n k `1 " N`1, a contradiction. Consequently, we have (for the full sequence) that
This proves the first claim.
Assume now that there exists an ą 0 such that we have that
By the above considerations, there exists a k 0 P N, such that E A pDU k , S k pDU kă for all k ě k 0 . Therefore, according to line 5 of AFEM, we have that n k " n k0 for all k ě k 0 . Consequently, Lemma 27 contradicts (5.3).
Combining the two cases proves the assertion.
Corollary 30. Let tpU k , P k , S k pDU k qqu be the sequence of function triples produced by the AFEM. Then, there exists a not relabelled subsequence with weak limit pu 8 , p 8 , S 8 q P W 
as k Ñ 8 and pu 8 , p 8 , S 8 q solves (2.2).
Proof. The claim follows from Theorem 29, Lemma 26, Corollary 25, and Lemma 18.
Remark 31. We emphasize that even in the case when the exact solution of (2.2) is unique, we do not have that the statement of Corollary 30 is true for the full sequence. This is due to the fact that the finite element error estimator is not necessarily decreasing with respect to the refinement of the graph approximation. However, when the exact solution is unique, it is easy to select a converging subsequence with the help of the estimators; choose, for example, a subsequence, such that E G k pU k , P k , S k pDU kis monotonic decreasing in . and
as k Ñ 8. The function u 8 is discretely divergence-free with respect to Q r 1 8 , i.e.,
This follows from (3.10) as in the proof of [DKS13, Lemma 19], replacing [DKS13, (3.5)] with the density of the union of the discrete pressure spaces in Q r 1 8 . Moreover, using compact embeddings of Sobolev spaces, we have that We now prove convergence of the pressure. Thanks to (3.17), we havê
,r }V } 1,r 1`}f }´1 ,r 1 }V } 1,r for all V P VpG k q. By (3.22) and the discrete inf-sup condition stated in Proposition 11, it follows that the sequence tP k u kPN is bounded in the reflexive Banach space Lr 0 pΩq. Hence, there exists a p 8 P Qr 8 Ă Lr 0 pΩq such that, for a (not relabelled) subsequence,
weakly in Lr 0 pΩq.
On the other hand we deduce for an arbitrary v P V
as k Ñ 8, where we have used (6.2), the properties of I G k div together with the density of the union of the discrete velocity spaces in V 
pΩq dˆd , such that pD k pxq,S k pxqq P Apxq for a.e. x P Ω and
(6.4) Thanks to (3.22), the sequences tD k u kPN and tS k u kPN are bounded in L r pΩq dˆd and L r 1 pΩq dˆd respectively. Since both spaces are reflexive, together with the uniqueness of the limits, we obtain that
sym be a measurable selection with pδ, S ‹ px, δqq P Apxq for a.e. x P Ω and thus pDu 8 pxq, S ‹ px, Du 8 pxP Apxq for a.e. x P Ω ;compare with Remark 1. Consequently, for every bounded sequence tφ k u kPN P L 8 pΩq of nonnegative functions, we have (recall (A3)) that
where we have used (6.4) in the last step. We assume for the moment that a k Ñ 0 in measure and therefore
for at least a subsequence of a k . Since a k is bounded in L 1 pΩq, we obtain with the biting Lemma (Lemma 3) and Vitali's theorem, that there exists a nonincreasing sequence of measurable subsets E j Ă Ω with |E j | Ñ 0 as j Ñ 8, such that for all j P N, we have
This, together with (6.6) and (6.5), implies for all nonnegative φ P L 8 pΩzE j q Ă L 8 pΩq (extend φ by zero on E j ) and each fixed j P N, that
Consequently, since the graph is monotone, we observe, for arbitrary δ P R dˆd sym and all nonnegative φ P L 8 pΩzE j q, that
Since φ was arbitrary, we have that S 8´S ‹ p¨, δq˘: pDu 8´δ q ě 0 for all δ P R dˆd sym and a.e. x P ΩzE j .
According to Lemma 5, this implies that pDu 8 pxq, S 8 pxqq P Apxq for almost every x P ΩzE j .
The assertion then follows from |E j | Ñ 0 as j Ñ 8. It remains to verify that a k Ñ 0 in measure as k Ñ 8. We divide the proof into four steps.
Step 1: First, we introduce some preliminary facts concerning discrete Lipschitz truncations. For convenience we use the notation
and let tE k,j u k,jPN be the sequence of Lipschitz-truncated finite element functions according to Proposition 16. Recall from Lemma 24 that E k á 0 weakly in W 1,r 0 pΩq d , i. e., we are exactly in the situation of Proposition 16. Although E k P V 0 pG k q, i. e., E k is discretely divergence-free, this does not necessarily imply that E k,j P V 0 pG k q and thus we need to modify E k,j in order to be able to use it as a test function in (3.20). With the discrete Bogovskiȋ operator B k :" B G k from Corollary 12, we define
The 'corrected' function
is then discretely divergence-free. We need to control the correction in a norm.
To this end we recall from Section 3.2 that QpG k q " spantQ
u for a certain locally supported basis. Then, thanks to properties of the discrete Bogovskiȋ operator and Corollary 12, we have that
is the characteristic function of the set
Note that in the penultimate step of the above estimate we have used norm equivalence on the reference spaceP Q from (3.1b). In particular, we see by means of standard scaling arguments that for Q "
are equivalent with constants depending on the shape-regularity of G n andP Q only. This directly implies the desired estimate. Observe thatˇˇΩ k Eˇď c |E| for all E P G k , k P N, with a shape-dependent constant c ą 0; hence,ˇˇΩ k tE k,j ‰E k uˇď c |tE k,j ‰ E k u|, and it follows from Proposition 16(f) that
Moreover, we have from Proposition 16 and the continuity properties of B n (see Corollary 12) that
for all s P r1, 8q, (6.10b)
as k Ñ 8.
Step 2: We shall prove (recall the last line of (6.6) for the definition of a k ) that lim sup
with a constant c ą 0 independent of j. To see this we first observe that |a k | " a k`2 aḱ with the usual notation aḱ pxq " maxt´a k pxq, 0u, x P Ω. Therefore, we have that
(6.11) By choosing φ k :" χ supppaḱ q P L 8 pΩq in (6.6), we observe that the latter term is zero. In order to bound the first term, we recall (6.8) and observe that
Thanks to (5.2) and (3.22) we have that
as k Ñ 8. In order to estimate II k,j we recall that Φ k,j P V 0 pG k q is discretely divergence-free, and we can therefore use it as a test function in (3.20) to deduce that
Indeed, the second term vanishes thanks to (6.10a). The first term vanishes thanks to (6.3) and the weak convergence (6.10a) of Φ k,j . The term III k,j can be bounded by means of (6.9); in particular,
where we have used (3.22). Proposition 16 implies that
Finally, by (3.22) and Proposition 16, we have that
In view of (6.11), this completes Step 2.
Step 3: We prove, for any ϑ P p0, 1q, that
which then implies the assertion a k Ñ 0 in measure as k Ñ 8.
Using Hölder's inequality, we easily obtain that
Thanks to (3.22), we have that p´Ω |a k | dxq ϑ is bounded uniformly in k and by Proposition 16 we have that
where we have used that tE k u kPN is bounded in W 1,r 0 pΩq d according to (3.22) and Assumption 7. Consequently, from Step 2 we deduce that
The left-hand side is independent of j and we can thus pass to the limit j Ñ 8. This proves (6.12).
6.3. Proof of Lemma 27. Since n k Ñ N as k Ñ 8, we may, w.l.o.g., assume that n k " N for all k P N.
Step 1: We shall first prove that, in this case, we have that the (sub)sequences in Lemma 24 do actually converge strongly, i.e.,
(6.13)
To this end, we investigate
(compare with Assumption 6) distinguishing two cases: r ď 
where we have used that aḱ " 0 almost everywhere in Ω. Thus, recalling that S N is strictly monotone, we obtain that
at least for a subsequence of k Ñ 8. Since 1 ď t ă r and 1 ďt ă r 1 (compare with (4.3a)), we obtain with Lemma 24 and Vitali's theorem that
Indeed, using Hölder's inequality, we obtain with (3.22) that
for all measurable ω Ă Ω; i.e., t| DU k´D u 8 | t u kPN is uniformly integrable and the claim follows from Vitali's theorem and (6.15). The convergence of the stress sequence follows analogously and the claim S N pDu 8 q " S 8 is a consequence of the uniqueness of limits. 
It remains to prove the strong convergence of the pressure (sub)sequence tP k u kPN in Lt 0 pΩq. Thanks to (2.3), for k P N there exists a v k P W 
The second term vanishes thanks to Proposition 8. For the first term, we have, thanks to Lemma 24 and (3.23), that
Here we have used in the last step the strong convergence of tS N pDU k qu kPN and d . This completes the proof of (6.13).
Step 2: As a consequence of (6.13) we shall prove that
To this end we observe, for v P W
Hence, thanks to (2.1), (6.13), and the fact, that BrU k , U k s Ñ Bru 8 , u 8 s strongly in Lt 1 pΩq (see Step 1), this proves the assertion for R pde . The assertion for R ic is an immediate consequence of (6.13).
Step 3: We use the techniques of [Sie09] to prove that
To this end, we first need to recall some results from [Sie09] .
For each x P Ω, the mesh-size h G k pxq is monotonically decreasing and bounded from below by zero; hence, there exists an h 8 P L 8 pΩq, such that Gk :"
i.e., setting Ωk :" ΩpGk q and Ω 3.7) ) that, in the limit, the mesh-size function
(6.20)
Here Ω ‹ k :" U G pΩ 0 k q and we have used the local quasi-uniformity of meshes for the latter limit. Since Gì Ă Gk Ă G k for any k ě i, we have
pΩq, with }v} 2,t 1 " 1 " }q} 1,t 1 . We shall prove that 
where we have used Hölder's inequality and the finite overlapping of the U G k pEq, E P G k . In view of Lemma 24 and Corollary 22 we obtain that
Recalling (3.6), we thus obtain from the monotonicity of the mesh-size function that
A similar argument shows that
Thanks to (6.20), for ą 0 there exists an i P N such that
and it therefore remains to prove that
in order to deduce (6.18). To this end, let
Then, by the stability estimate, Corollary 22, and (4.4b) we have that
The first line of this bound vanishes thanks to (6.13). Since E k P Ω 0 k , we have that
and the remaining terms therefore vanish thanks to (6.20) and the observation that E k P Ω 0 k . Therefore, we conclude with (5.1) that
where we have used the continuity of g at zero and that Gì Ă Gk Ă G k zM k . Combining these observations proves (6.18).
Step 4: In this step, we shall prove that
To this end, we observe from (6.21) that it suffices to prove that
for some fixed i ě 0. In view of Corollary 22, (6.17) and (6.18), it thus suffices to show that
This is a consequence of the properties of the oscillation, (6.20), (6.13), and Assumption 9, noting that
Observing that this readily implies that the estimator vanishes on the whole sequence completes the proof.
Graph approximation
In this section we shall discuss the approximation of certain typical maximal monotone graphs satisfying Assumption 28. Admittedly, for particular problems the approximations suggested here might not always represent the best possible choices, and in the context of discrete nonlinear solvers, such as Newton's method, properties of the smoothness of the approximation may become important as well. We believe however that the following examples provide a reasonable guideline for constructing graph approximations with properties that are required in applications. where ν ą 0 denotes the viscosity ν ą 0; see [DL76] . A selection of the corresponding maximal monotone graph is given, for example, by
(7.2a)
For the sake of simplicity of presentation, we restrict ourselves in the following to ν ą 0 being a constant. However, we emphasize, that the approximation techniques presented below can be generalized to more complex relations such as, for example, for D ě 0. Here δ ě 0 and c 1 , c 2 , κ 1 , κ 2 ě 0, q 1 ą 1, q 2 " r, such that S 1 pδq ď S 2 pδq. We denote the maximal monotone graph containing tpD, S ‹ pDqq : t ě 0u by a and observe that pδ, σq P A if and only if p|δ|, |σ|q P a. Therefore, the approximation of the monotone graph reduces to approximating the univariate function S ‹ by some smooth S n : R0 Ñ R0 . The explicit smooth approximation of S ‹ is the obtained setting A simple approximation. A simple approach to approximating S ‹ in (7.2a) is to use the following smooth explicit law (cf. [HMST13] ):
First assume that σ ě S τ pDq; then, p0, S τ pDqq P a according to (7.1). Assume now that 0 ď σ ă S τ pDq; then, D ď τ implies
In other words this case can occur only for 'large' τ ě .
Therefore, we obtain
Combining the above cases shows the validity of Assumption 28 with τ " 1 n , for example. The verification of Assumption 6 is left to the reader. Approximation by mollification. We can extend S ‹ to an odd function on the whole real axis by setting S ‹ pDq :"´S ‹ p´Dq for D ă 0.
Then, for n P N, we define an approximation of S ‹ by S n ptq :"ˆ8 8 S ‹ psq η n ps´tq ds, with η n ptq " nηpntq; here η P C 0 pRq is a nonnegative even function with support p´1, 1q such that´R ηpsq ds " 1. Consequently, the function S n P CpRq is odd and thus S n p0q " 0. For nonnegative D P R0 we have by the monotonicity of S ‹ and the definition of S n , that there exists some 0 ď D ‹ P pD´1 n , D`1 n q, such that pD ‹ , S n pDqq P a. Therefore, we have |S n pDq´S n pDq| r 1`| D´D ‹ | r ď 0`1 n r , and consequently E A pδ, S n pδqq ď 1 n r Ñ 0 as n Ñ 8 for all δ P R Here c 1 , c 2 , κ 1 , κ 2 ě 0, q 1 ą 1, q 2 " r, such that S Section 7.1 with interchanged roles of S and D. Therefore, using the approximation techniques of Section 7.1, we can construct an approximation of the monotone graph where the shear rate depends explicitly on the shear stress. However, in a practical numerical method this relation typically has to be inverted, which may cause additional computational difficulties.
Another approach is to use an approximation of the form Remark 32. The arguments of §7.1 and 7.2 can obviously be extended to finitely many jumps/plateaus and in particular cases even to countably many jumps/plateaus. Since ∇U P P ´1 , for this to hold we need to have that p ´1qpr´2qr ą´1 ô ă 1`1 rp2´rq (A.1)
where we have used that 1 ă r ă 2. This puts a restriction on the polynomial degree of the finite element space. We consider some special cases:
‚ d " 1 and " 2, 1 ă r ă 2 andr " r 1 . For simplicity, we assume that E " r0, 1s and that U " x 2 . Thus ∇U " U 1 " 2x, div ∇U " U 2 " 2, and we have that 
