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Abstract 
We give an algorithm to decide if certain derivations are locally nilpotent. This algorithm is 
used to give a solution of the extendability problem for II < 3 (i.e. can F,. , F,, _ 1 be extended 
to a polynomial automorphism (F, , . F, , , F,) : C” + C’?) and to indicate a strategy for 
solving the n-dimensional extendability problem. We also reformulate the cancellation problem 
in terms of locally nilpotent derivations. 
1. Introduction 
In the papers [S, 91, we gave several applications of locally finite and locally 
nilpotent derivations; in this paper we concentrate on applications of locally nilpotent 
derivations. First in Section 1 we give a short self-contained exposition of some more 
or less known results concerning these derivations; one of the most important results 
there is Corollary 1.5, which is due to Deveney and Finston [4]. We use it to give an 
algorithm which decides if a derivation, which kernel is known to contain sufficiently 
many elements, is locally nilpotent. 
In Section 2 we use this algorithm to study the extendability problem, i.e. given 
F,, , F,_ , in C[X,, . . . ,X,1, decide if there exists an element F,, in C[Xi, . . . ,X,] 
such that F = (F,, . . . , F,): C” + @” is a polynomial automorphism. For n = 2 this 
problem was solved by Chadzynski and Krasinski [3]. In this paper we solve the case 
II I 3. Therefore, we describe the problem in terms of suitable derivations and then 
apply results from Section 1 [6, IS]. 
Furthermore, we show how the technique introduced in this paper can be applied 
to solve the n-dimensional extendability problem if one can solve the slice problem 
(see Section 1): this last problem will be solved in a forthcoming paper of Harm 
Derksen. 
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Another application of Corollary 1.5 is a new, very short, proof of the well-known 
fact that the degree of the inverse of a polynomial automorphism F is bounded by 
(deg F)“- ‘. 
Finally, in Section 3 we show that a positive solution to the cancellation problem is 
equivalent o the statement that the ring of constants of a locally nilpotent derivation 
on CIX1, . . . ,X,] which has a slice, is a polynomial ring in n - 1 variables. 
1. Locally nilpotent derivations 
Throughout this section we have the following notations: k is a field of character- 
istic zero, R is a commutative k-algebra, R[ [t]] the ring of formal powerseries in one 
variable t and R denotes the substitution homomorphism from R[[t]]to R which 
sends t to 0. Sometimes we write ~1, =0 instead of n(y). Finally, for each r E R the 
substitution map R[t] + R sending g(t) to .y(r) will be denoted by z,. 
Let D be a k-derivation of R. Extend D to a derivation of R [ [t]] by the formula 
D 
Then the map cp := exp tD : R [ [t]] + R[ [t]] defined by 
q(r) : = ~~=,, $ DP(r)tP 
is a ring automorphism with inverse given by exp( - to). Furthermore, one readily 
verifies that 
d 
--.cp=cpoD 
dt (1.1) 
and that 
7coq& = 1,. (1.2) 
A derivation D is called locully nilpotent if for every r E R there exists an integer n 2 1 
such that D”(r) = 0. To check that a derivation is locally nilpotent it suffices to check 
that every element of a generating set of the k-algebra R is annihilated by a suitable 
power of D. Observe that D is locally nilpotent if and only if q(R) c R[t]. So if D is 
locally nilpotent then exp tD: R[t] -+ R[t] gives a ring automorphism with inverse 
exp( - t D). The composition 71, oexp tD : R [t] -+ R we denote by cpI. 
Finally, an element s E R satisfying Ds = 1 is called slice and the set of elements 
r E R satisfying Dr = 0 form a ring, denoted RD, and is called the ring ofconstants ofD. 
So a slice is uniquely determined up to a constant. 
The following lemma (which plays a crucial role in the study of locally nilpotent 
derivations) and the Corollaries 1.2 and 1.5 are not new. All these results and the 
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proofs given below can be found in [4]. However, since all these proofs are very short 
we prefer to include them, in order to have a short self-contained introduction to 
locally nilpotent derivations. 
Lemma 1.1 (Deveney Finston [4, Lemma 2.11). Let D be a locally nilpotent derivation 
on R with slice s. Then each element r E R is a polynomial in s qf the,form 
Y = ~;*=“~‘P_.(D’(r))s’. 
Proof. Let r E R. Then q(r) E R[t], say deg,cp(r) = N. Using Taylor’s formula and 
( 1 .l ), respectively, we get 
SO 
r = exp( - to) exp(tD)(r) = Ciexp( - tD)(D’(r))t’. 
Finally, substitute t: = s. 0 
Corollary 1.2 (Rentschler [14] and Deveney and Finston [4]). Notations as in Lemma 
1.1. Then R is a polynomial ring in s over RD, i.e. R = RD[s]. So D = d/ds. 
Proof. Let g E R. Then Ds = 1 implies that D+,(g) = D( C( - I)‘/i!) D’(g).?) = 0. So 
q_,(g) E RD for all g E R. Hence R = RD[s] by Lemma 1.1. 
Finally, applying D one readily verifies that if CgiS’ = 0 with gi E RD then all 
gi= O. 0 
Corollary 1.3. Notations as in Lemma 1.1. Then RD = cp _,(R). In particular, if G is 
a generating setfor the k-algebra R, then q_,(G) is a generating set,for the k-algebra RD. 
Proof. We already showed above that v_,(R) c RD. Conversely, if r E RD then 
exp(tD)(r) = r, whence r = +Ar) E q_,(R). So R” = q_,(R). 0 
Corollary 1.4. Let R be a domain with tr deg, Q(R) = n( E N) and D a non-zero locally 
nilpotent deriuution on R. Then trdegkQ(RD) = n - 1 
Proof. Choose g E R with D’(g) = 0 and d : = D(g) # 0. Observe that d E RD. Con- 
sider R : = R[d- ‘1. Extend D to R. Then this extension, which we still denote by D, is 
locally nilpotent and s : = d-‘g E R is a slice of D in R. Observe that 8” = RD[d- ‘1. 
So by Corollary 1.2, a = RD[d-‘][s]. Using d E RD, this implies that Q(R) = 
Q(RD)(s), which gives the desired equality. IJ 
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Corollary 1.5. Deveney and Finston [4], Corollary 2.21). Notations as in Corollary 
1.4. Let r E R satisfy D(r) # 0. Then p(D, r) : = the least power qf D which annihilates 
r is exacrly equal to IQ(R): Q(RD)(r)I + 1. 
Proof. Since D(r) # 0, r is trancendental over Q(RD). So Q(RD)(r) c Q(R) is algebraic 
(by Corollary 1.4). Consider i? = R[d- ‘1 and s = d- ‘y as in the proof of Corollary 
1.4. Then use the formula for r in Lemma 1.1, Corollary 1.3 and the fact that 
Q(R) = Q(RD)(s), with s trancendental over Q(RD). 0 
One of the most important open problems concerning locally nilpotent derivations 
on a k-algebra R (even in case R is a polynomial ring over k) is the following. 
Recognition problem. Let R be a finitely generated k-algebra and D a k-derivation on 
R. Give an algorithm to decide if D is locally nilpotent. 
Remark 1.6. For R = k[X,, X,] this problem was solved by Rentschler in [14]. See 
also [S] where Rentschler’s method is extended to locally finite derivations on 
6X13X21. 
We will show now how Corollary 1.5 can be used to give a partial answer to the 
recognition problem, which turns out to be useful for several practical cases. For 
example, in Section 2 we use it to solve the extendability problem for 3-space and in 
Corollary 2.4 we show how together with a solution of the slice problem it gives 
a solution of the extendability problem. More precisely, we have the following 
algorithm 
Nilpotency-algorithm. Let R = k [x, , ,x,] be u .finitely generated domain over 
k with tr deg, Q(R) = n. Suppose r, , . . . , r, ~, E RD, algebraically independent over k, ure 
given. 
Let N be the maximum of all numbers IQ(R):Q(rl, . ,r,,-,)(xi)l where D(.~i) # 0. 
(Observe that D.q # 0 implies that Xi is not ulgebraic over Q(RD) and hence not over 
Q(r,, . ,r,-,). So IQ(R):Q(rI, . . . ,rn_ l)(~i)l is,finite.) Then D is locally nilpotent if 
and only if DN+ ‘(xi) = 0 for ~11 i. 
Proof. Since G = {x,, . ,x,} form a generating set of R it remains to prove ( a). 
Therefore,just observethat IQ(R):Q(r,, . ,r,-,h)l 2 IQ(R):Q(RDh)l and apply 
Corollary 1.5. 0 
Another important problem concerning locally nilpotent derivations is the following. 
The slice problem. Let R be a finitely generated k-algebra and D a locally nilpotent 
derivation on R. Give a criterion to decide if D has a slice and to compute it (if it 
exists). 
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2. Applications 
In this section we discuss the relation between locally nilpotent derivations and 
various problems concerning polynomial automorphisms. 
Throughout this section F = (F,, . , F,,) : C” + C” is a polynomial map, i.e. each Fi 
belongs to C[X] := @[X1, . . . ,X,]. 
2. I The extendnhili[l, problem 
Definition 2.1. Let F,, . , F,_, E @[IX]. We say that the n - 1 tuple (F,, . . . , F,_ ,) 
is extenduble if there exists a polynomial F, E C[X] such that F = (F 1, . . . , F,) is an 
invertible polynomial map. 
Extendability problem. Give an algorithm to decide if a given n - 1 tuple is extend- 
able and compute an F, (if it exists). 
In Proposition 2.3 we show how this problem is related to the recognition problem 
and the slice problem described in Section 1. 
Therefore, suppose that (F,, . . . , F,_ 1) is extendable. Then there exists F, E C[X] 
with @[Xl = @[F,, . . . , F,,] and det Jac(F,, . . . , F,,) = 1 (here Jac(Fr, . . , F,,) denotes 
the Jacobian matrix ((: F;/aXj) of (F,, . . . , F,)). So the derivation D on C[X] defined 
by 
D(g) = det Jac(F,, . , F,_ l,g), for all g E @[Xl (2.1) 
satisfies D(Fi) = 0 for all 1 i i I n - 1 and D(F,) = 1, i.e. s = F, is a slice of D. In 
particular, since F, , , F, generate, C [IX] as a C-algebra (F is invertible), D is locally 
nilpotent on C[X]. Furthermore, C[X]” = CIF1, . . . , F,_ 1]. Summarizing we have 
the following. 
Lemma 2.2. Jf’( F,, . . , F,_ ,) is extenduble then the derivation D defined by (2.1) is 
locully nilporent and satisfies C [XID = C[F I, . . . , F,_ ,I. Furthermore, if has a slice 
s and (F,, . , F,, ,, s) is invertible. 
Now we show that the converse of Lemma 2.2 also holds, i.e. we get the following. 
Proposition 2.3. Let F,, . . . , F,_ , E C [X] be given and denote by D the derivation 
dqfinedby(2.1). Then(F,, . . . , F, _ 1 ) is extendable if und only $D is a locally nilpotent 
derivution on C[X] having a slice s and satisfying C [Xl” = @[F ,, . . . , F,_ ,I. 
Proof. ( a): Follows from Lemma 2.2. Conversely, apply Corollary 1.2. Then 
@[Xl = @[X]“[s] = CIF1, . . . , F,_ 1, s], i.e. (F,, , F, _ , , s) is invertible and hence 
( F1, . . . F, 1 ) is extendable. 
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Corollary 2.4. A solution of the slice problem implies u solution of the extenduhility 
problem. 
Proof. Let F,, . . . , F,_ , E C[X] be given. First check if Fi, . . , F,_ , are algebraic- 
ally independent over C. If not, (F,, . , F, ,) is not extendable. If yes, define the 
derivation D as in (2.1). First check if D is locally nilpotent: since F1, . . . , F,_ 1 are 
algebraically independent over @ and belong to @ [XID, we are in the situation of the 
Nilpotency-algorithm. So we need to compute 1 C(X) : C( F,, , F,_ , , Xi)1 for each 
Xi with DXi # 0. This can be done by the algorithm of [18]. If D is not locally 
nilpotent, (F,, . . . ,F,_ 1) is not extendable. If D is locally nilpotent check if D has 
a slice. If not, (F,, . . . , F,_ 1) is not extendable. If yes compute S. Finally, verify 
@[Xl = @[F,, . , F,_ 1, s], for example, by the algorithms given in [I, 73 or the 
membership algorithm of [16]. 0 
Remark 2.5. If for the computed slice s, C[F,, , F,,_ I,s)] s C[X], then 
(F 1, ... 3 F,_ 1, s) gives a counter example to the Jacobian conjecture. 
Now we show how for the case II I 3 the method used in the proof of Corollary 2.4 
gives an algorithm to decide if (F 1, . . , F,_ , ) is extendable, without computing a slice. 
Therefore, we recall some results of [S, 61. 
A locally nilpotent derivation D on C [X] is called proper if @[X, t] is integral over 
A, where A is the C [Xl-subalgebra of C [X, t] generated by the elements exp tD(Xi), 
1 5 i < n. In fact it is proved in [S, Theorem 2.21 that properness is equivalent with 
the equality of the rings A and C [X, r]. In other words. we have the following result. 
Result 2.6. D is proper if and only if t belongs to C [X, exp tD(X, ), , exp tD(X,)]. 
Moreover, it is shown in [S, Theorem 2.23 that a proper derivation is fixed-point- 
free, i.e. DX,, . . . , DX, have no common zero. It is known in case n = 2 that 
fixed-point freeness is equivalent to properness and implies the existence of a slice (cf. 
[14]). For n 2 3 the situation is different. If n 2 4 there are fixed-point free derivations 
which are not proper (see [S] for examples). Furthermore, even properness does not 
imply the existence of a slice (see Remark 2.8). For n = 4 it is an open problem if 
a proper derivation has a slice. However it is shown by Deveney and Finston [6] that 
in case n = 3 properness implies the existence of a slice. 
Theorem 2.7. Deveney and Finston (Theorem 2.4, 2.6). Euevy proper locall) nilpotent 
derivation on @[Xi, X2,X,] has a slice. 
Remark 2.8. Jf n 2 5, u proper derivation need not hucr u slice: it is shown in [S] that 
D = (1 + X2X5 - X3X4)?i + X,C:2 + X,8, is proper und hus no slice. 
Finally, we need the following easy result. 
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Lemma 2.9. If D is a proper derivation on C [IX] and $ is a polynomial automorphism of 
@[Xl. Then the derivation $DI,!-’ is also proper. 
Proof. Extend $ to C[X,t] by defining II/(t) = t. Observe that $(Dk(Xi)) = 
(11/D+- l)k (I//(X,)) for all i, k. Consequently, $(exp t 0(X,)) = exp t(t+I/D$- ’ )(ll/(Xi)) for 
all i. Using this formula and result 2.6 the lemma follows easily. 0 
Algorithm (to decide extendability in cuse n I 3). Follow the arguments in the proof of 
Corollary 2.4. So first check if D is locally nilpotent. If yes, check if D is proper by using 
result 2.6 and the membership algorithm of [ 161. If D is not proper, (F,, . . . , F,_ 1) is 
not extendable (for if (F,, . . . , F,) is invertible then Ic/ : = F* defined by F*(X,) = Fi 
satisfies (F*)-‘DF* = d/dXi and hence D is proper by Lemma 2.9). If D is proper 
there exists a slice s by Theorem 2.7. Finally, compute @[Xl” by the algorithm of [lo] 
and check if @[Xl” = @[F,, . . . , F,- 1] (by the membership algorithm of [16] again). 
If yes, (F 1, , F, 1 ) is extendable to the invertible polynomial map (F I, , F, 1, s) 
by Proposition 2.3. If not, (F,, . , F,_ , ) is not extendable (by Lemma 2.2). 
2.2. The degree of the inverse qf a polynomial automorphism 
The following result was originally proved by Rusek and Winiarski [lS] and 
Gabber [2]. A little later a more elementary proof was given by Ploski [ 131 and 
recently along the same lines by Yu [19]. 
We present a new elementary proof based on Corollary 1.5. 
Proposition 2.10. !f F = (F,, . . , F,): @” -+ @” is a polynomial automorphism with 
inverse G = (G, , . . , G,), then deg G I (deg F)“- ’ (deg F : = max deg Fi). 
Proof. By making a suitable linear coordinate change we may assume that 
deg, Gi = deg,, Gi for all i. (Here deg, Gi means the total degree with respect 
to Y r, , Y,.) The derivation d/dF, on C[X] = @[F] is locally nilpotent and 
CCXI d’dFm = CIF1, . . . , F,_,]. Since Xi = Gi(F 1, . , F,) we get deg, Gi = 
degr”Gi = p(d/dF,,Xi) - 1. Since deg,G 2 1, Gi contains Y,. SO (d/dF,)(Xi) # 0, 
whence by Corollary 1.5, degrG;= IC(F1, . . . ,F,,):@(Fl, . . . ,Fn-l,Fn-i, 
Gi(F1, ... ,F,))l = l@(F,, . . . ,F,):@(Fl, ... ,F,-l,Xi)l = I@(X):C(FI, ... ,F,-1,Xi)l. 
By [ll], this degree is equal to the number of elements in the general fiber of 
F := (F1, . . . ,F,_,,Xi), which is bounded by degF,.degF, . ..degF.,_,.l I 
(deg F)“- ’ (by Bezout’s theorem) IJ 
2.3. The cancellation problem 
Let A be a C-subalgebra of @[X,, . ,X,1 such that C[X,, . . . ,X,] = ACT] (a 
one variable polynomial ring over A). Does it follow that A = C[F ,, . . . , F,- 1] for 
some Fi in A, algebraically independent over Cc? 
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This problem is solved for n I 3 (cf. [12, 171) and remains open for n 2 4. Now we 
give a reformulation of the cancellation problem. Therefore, we formulate the following. 
Problem 2.11. Let D be a locally nilpotent derivation on C [X] having a slice. Does it 
follow that C[X]” = @[Fr, . . . , F, _ 1 ] for some Fi in @[Xl, algebraically indepen- 
dent over @? 
Proposition 2.12. The cancellation problem is equivalent to Problem 2.11. 
Proof. Let D be a locally nilpotent derivation with slice s. So by Corollary 1.2 
C [X] = C [X]“[s]. So if the cancellation problem is true, Problem 2.11 has a positive 
answer too. Conversely, let @[Xl = A [T]. Then the derivation d/d T on C[X] is 
locally nilpotent, has a slice and C[X] d’dT = A So if Problem 2.11 has a positive . 
answer, so has the cancellation problem. 0 
Remark 2.13. One easily verifies the above formulation of the cancellation problem 
inturn is equivalent to the following statement: there is essentially (i.e. apart from 
a polynomial coordinate change) one locally nilpotent derivation on @[Xl which has 
a slice, namely d/dX,. 
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