Monte Carlo modelling has been performed in support of efforts to establish emergency dosimetry services based on optically or thermally stimulated luminescence (OSL/TL) of the Al 2 O 3 substrate present on the resistors found in mobile phones, which can act as fortuitous retrospective dosemeters for photon exposures. Specifically, a range of exposure conditions has been modelled to assess the dependence of the dosimetry on factors such as the position of resistors within a phone, the orientation of the phone relative to the source, and the location of the phone relative to its owner. Variations due to the resistors' positions and the phone's orientation were generally found to contribute just a few percent to the uncertainty on the dose assessments, though the electrical contacts surrounding the resistors could potentially enhance these by several 10s of percent. But, the location of the phone was found to impact dosimetry greatly. The largest discrepancies in the results were found for low-energy exposures: for 192 Ir, differences of up to an order-of-magnitude were found between resistor and whole body doses. The outcome of the work was to derive correction / calibration factors that can be applied to estimate whole body doses from OSL/TL readings, the accurate application of which would depend on the knowledge of the exposure geometry and the degree of conservatism acceptable for the dose assessment.
Introduction
Individuals occupationally exposed to potentially hazardous sources of ionizing radiation are obliged to wear personal dosemeters to estimate the doses that they have received. However, it is also possible that circumstances might arise in which significant exposures to penetrating radiation are experienced by people who are not monitored in this way: obvious examples could be non-classified workers exposed during a criticality accident, or members of the public present during a radiological or nuclear terrorist incident. In such cases, it would be necessary to estimate retrospectively the doses deposited in these individuals, so that appropriate medical care could be given, if required. Currently, retrospective dosimetry can be performed via methods such as chromosome aberration scoring (IAEA 2011) , but these methods are time-consuming, and organizations offering such services may have difficulty coping with simultaneous exposure of many individuals. An alternative approach has therefore been sought, with a faster throughput and with a better capacity to process the dosimetry of a large number of people. One method that has received considerable interest recently is the use of fortuitous dosemeters: objects that individuals might carry routinely about their person and that, under the right conditions, can act as an indicator of the dose received. One material identified for fortuitous dosimetry is the aluminium oxide (Al 2 O 3 ) used as a substrate for some electronic components (Inrig et al 2008) . In particular, the surface mount resistors (SMRs) found in mobile phones are considered a promising candidate (Trompier et al 2012) : not only do these reproduce many of the desired dosimetric properties, but the widespread proliferation of mobile phones into contemporary culture would make them a nearly ubiquitous retrospective dosemeter. Possible methods of performing dosimetry with such objects are via optically stimulated luminescence (OSL) or thermally stimulated luminescence (TL); to those ends, a number of authors have examined and characterized the responses of SMR dosemeters, and considered how they could be used within a retrospective dosimetry service to provide improved triage of exposed individuals (Inrig et al 2008 , Inrig 2009 , Beerten et al 2009 , Beerten and Vanhavere 2010 , Ekendhal and Judas 2012 , Pascu et al 2013 .
To date, many of the discussions and radiological exposure trials (Inrig 2009 , Bassinet et al 2014 on the use of resistors in mobile phones as dosemeters have focussed on controlled and artificial conditions: typically, the dose reconstruction method has assumed that the actual radiation exposure of the phone is well understood and well characterized. Furthermore, discussions on the use of phones for retrospective dosimetry have often considered the dose to the resistors rather than the dose to its owner. In a real emergency, however, inference of the dose to the individual from determination of the dose to the resistors in his/her phone may be complex: not only might the energy distribution of the exposure not be known until long after its occurrence (if at all), but the direction of the exposure may also be indeterminate. Moreover, the location and orientation of the phone relative to its owner's body, the extended nature of the body with its various organs positioned at different distances from both the source and the phone, and the potentially time-dependent orientation of the body relative to the radiation source, could all lead to significant differences between the doses deposited in a resistor within a phone and that deposited in a given organ. The lack of tissue equivalence of the aluminium oxide that comprises the radiation sensitive substrate of the resistor, and the perturbation of the radiation field by the phone's insides, casing and surroundings, will also impact accurate dosimetry. Taken together, these discrepancies could quickly lead to a situation in which the dose reconstructed from a luminescence analysis of a phone's resistors either greatly under-or over-estimates the average whole body doses received by a person or by a given radiosensitive organ. Indeed, it is likely that the statistical uncertainties associated with the physical measurement of the luminescence signal may be trivial in comparison with these larger uncertainties associated with the geometry of the exposure.
Some groups have looked into issues that are connected to this problem. For instance, a comparison of organ doses against doses absorbed by materials (dental enamel and sugar) used in electron spin resonance (ESR) retrospective dosimetry has allowed the relationships between the two to be estimated for a number of plane parallel exposures and point sources located 1 m from a modified MIRD phantom (Hervé et al 2007) . On the other hand, (Zankl 1999) has investigated the doses received by thermoluminescence dosemeters (TLDs) positioned at a variety of locations around the body, and considered how their responses compare with organ doses. However, no group has yet considered the issues specifically relevant to accident dosimetry using mobile phones, or derived explicit calibrations relating the dose absorbed in resistors to the dose absorbed by the body. The issues are more complex for phones than for personal dosemeters because they are not optimized for dosimetric response and there is no expectation that they will be worn at a location that is suitable for dosimetric purposes: personal dosemeters should not give significant underestimates of detriment and are designed and worn to ensure that this is not the case, but no such design considerations are made for mobile phones, with convenience rather than dosimetry dictating where they are kept. Further, in occupational situations there may be a reasonable expectation that the worker will be exposed primarily from the front, because typically they are working with the source of radiation, but this assumption does not hold for accident / emergency scenarios. Moreover, dosemeters are calibrated in terms of the operational quantities, which are recommended for protection levels of exposure of workers, for whom lifetime risk is from stochastic effects, and ought to be controlled to low levels (~μSv to ~mSv). Conversely, the scenarios considered in triage dosimetry concern high dose levels (>1 Gy) and potential tissue reactions in critical organs, so consideration of whole body absorbed doses is more relevant. Significant over-or under-estimates of risk may result if phone doses were calibrated in terms of the operational quantities H*(10) or H p (10), which could confound the twin goals of triage: prioritization of the most exposed individuals, and reassurance to those who simply fear that they might have been exposed.
To begin to investigate these issues, Monte Carlo modelling of different exposure situations has been performed, considering various photon exposures of mobile phones positioned free-in-space, on a slab phantom, and at different locations around a voxel phantom model of the International Commission on Radiological Protection (ICRP) reference male (ICRP 2008) . The doses per applied fluence in resistors within these phones were determined, and compared against one another and against the concurrent doses per applied fluence in the various organs of the body, as well as against estimates of the whole-body average absorbed doses per fluence. Some of the doses to the organs of the body are directly comparable to those in the ICRP reference values set (ICRP 2010) , providing important quality assurance of the calculation method. However, additional geometries are used that replicate accident/terrorist scenarios that could not be taken directly from the reference data, and have not been considered elsewhere. The methods and results obtained from the modelling are discussed in this paper: first, a description of the phone model is given, with results then presented that consider the effects of its geometry on dosimetry, with particular foci on the positions of the resistors within the phone and whether the phone is exposed from the front or the back. Finally, the impact of the phone location is examined, with the implications of this for accurate retrospective dosimetry considered. Estimates are then given for the magnitudes of the uncertainties that might result when this information is not available, with the subsequent limitations on the emergency dosimetry service then discussed. The physical feasibility of some potential emergency scenarios is also briefly considered.
Ultimately, the aspiration of this work is to derive correction / calibration factors that can be applied to ensure that the luminescence readings from phones give good estimates of whole body doses, where the particular emphasis is on avoiding significant underestimates (or at least accounting for them). In fact, several calibration factors can be derived to cope with different generic photon irradiation conditions, the correct application of which would require knowledge of the geometry of the exposure. Of course, it is unlikely that such information will be available in all emergency scenarios, but for specific investigations of the doses received by small numbers of individuals, detailed data on the direction of exposure may be obtainable and prove useful.
The phone model
The modelling was performed using the general purpose Monte Carlo radiation transport codes MCNP5 (X-5 2003) or, for the voxel phantom calculations, MCNPX (Pelowitz 2011) . The calculations were run in either photon-only ('mode p') or coupled electron-photon ('mode p e') transport modes, as discussed in due course. In general, default transport options were chosen for all simulations, with the exception of the selection of the Landau energy-straggling logic and appropriately small sub-step parameters (i.e. 'ESTEP') for electrons to ensure accurate simulation of their trajectories through microscopic regions within the model (X-5 2003) . A semi-realistic MCNP model was developed based on a consideration of the materials and dimensions of a touch-screen mobile phone, which might be viewed as typical of the designs of phone currently available. Schematically (figure 1), the phone had approximate outer dimensions 10 × 8 × 1 cm 3 comprising a 1.17 g cm −3 plastic case fronted by a 2.23 g cm −3
glass screen, and contained an aluminium-mounted circuit board (CB) modelled as a homogenous slab of appropriate average chemical composition. The 'lower' half of the phone was partially filled with a ~0.4 cm thick slab of density 3.13 g cm −3 that represented the phone's battery. The specifications of the phone design and the chemical and physical characteristics of its constituent parts were determined using a real mobile phone by means of x-ray chemical analysis using a Hitachi Analytical Table Top Microscope model TM3000. Trace amounts of some heavy elements incorporated into the CB and battery were derived from (Cui and Zhang 2008 , Li et al 2007 , Williams 2010 , Yamane et al 2011 .
For the purposes of the modelling, two 3.72 g cm −3 aluminium oxide (Al 2 O 3 ) resistors (labelled 'R1' and 'R2' in this work) were identified within the phone. Both resistors were positioned fairly close to the centre of the phone (figure 1), but with resistor R1 located in its lower half behind the battery, and R2 located a short distance away from the battery in the top half of the phone. Ultimately, it was the photon fluences and doses to these resistors that Figure 1 . Side view of a simulated mobile phone consisting of (1) front and (7) back plastic case, (2) glass screen, (3, 5) aluminium covers, (4) circuit board, (6) battery, and two resistor components with Al 2 O 3 substrates (R1 and R2).
were used to determine the suitability of the phones for assessing the various exposures, as discussed in due course. The resistors (figure 2), which correspond to '0805' series SMRs and are slightly larger than some of those (e.g. '0402' series) commonly encountered in many modern mobile phones, were surrounded by various regions of ruthenium oxide, epoxy resin, nickel and tin plating, as appropriate for electronic components within the circuit boards of some mobile phones. The dimensions and chemical compositions (table 1) of the various parts of the SMRs were determined using data sheets provided by various manufacturers (e.g. for Panasonic Thick Film Chip resistors).
Phone positioned in free space
In the first instance, attention was restricted to photon source exposures of the phone located off-phantom, i.e. in 'free space'. In photon-only transport mode, the phone was surrounded by vacuum, with doses estimated under the assumptions of the kerma approximation by recording the photon tracks through the resistors and applying energy-dependent average kerma factors (i.e. MCNP 'f6:p' kerma tallies). In the more physically realistic but computationally demanding coupled electron-photon mode calculations, however, the phone was surrounded by a mass-thickness of air sufficient to induce secondary charged particle equilibrium from the source in question, with doses to the resistors estimated explicitly by calculating the difference between the sums of the energies of all particles entering a resistor and all particles exiting it (i.e. MCNP '*f8:p,e' event tallies).
Initially, plane-parallel exposures of the phone were performed from its front, i.e. with photons impinging perpendicularly to its glass screen, using monoenergetic sources with energies from 20 to 2000 keV. The doses to the resistors were calculated, and the results normalized to the photon fluence in the case where all materials have been set to vacuum; these applied fluences were the same for all of the mode p calculations, because a common planar source of fixed size was used throughout, but differed in the case of the electron-photon calculations because the size of the source had to increase proportionally with the volume of the surrounding air to ensure that the in-and out-scatter of secondary electrons was accounted for correctly. Figure 3 shows the dose per fluence results as a function of energy for both resistors and both transport modes. From the four datasets, a number of observations are evident:
(1) The dose responses of the resistors vary with energy. This general result has been confirmed experimentally elsewhere Vanhavere 2010, Kouroukla 2015) , and is a consequence both of the energy-dependence of response of the Al 2 O 3 itself, and of the energy-dependent attenuations of the materials that surround the resistors within the phone. (2) For a given transport mode, the results for R1 and R2 agree well as a function of energy.
Specifically, the largest difference within each mode-dependent pair of datasets is ~7% and the mean difference is ~3%, both of which should be taken in context with the statistical uncertainties on the individual datapoints, which are of a similar magnitude. (3) Although the mode p and mode p e datasets are in good agreement at low energies, elsewhere they diverge. The greatest discrepancies between the data occur for the 100 keV exposure, where a difference of over 20% is found.
This final result was surprising. Although discrepancies are sometimes observed at high energies due to misapplications of the kerma approximation as secondary electron ranges increase, equivalence is typically exhibited at lower energies. To investigate the cause of these differences, a number of alternative phone models were developed so that individual parameters could be varied: modifications included using different compositions or densities for the circuit board, metal covers, battery, or the contacts. In every case, both mode p and mode p e calculations were performed. In addition, the numbers of photons and electrons passing through each of the six faces of the resistors were determined by defining current tallies on them (MCNP 'f1' tallies), with the MCNP 'cell flagging' option also employed to ascertain whether the particles had encountered the resistor previously during their histories. The full results from these investigations are beyond the focus of the current paper, but the conclusion was drawn that the differences between the mode p and mode p e data shown in figure 3 are caused primarily by the presence of the metal contacts that surround the aluminium oxide (figure 2). In particular, it was shown that if the materials of these contacts were changed to air (i.e. the contacts were essentially removed from the geometry) the doses to the resistors in both mode p and mode p e agreed. Furthermore, it was found that although the photon fluxes across a given surface of a resistor were fairly consistent in both cases and for both mode p and mode p e calculations, using air 'contacts' led to an increase in the number of electrons that crossed the rear surface of the resistor, which is the surface with greatest area touching the contacts; for the 100 keV source, this enhancement was ~70%. The 'cell flagging' showed that almost all of these electrons had previously left the resistor volume. These results imply that the metal contacts caused about ~70% of the electrons to be scattered back into the Al 2 O 3 , where they deposit dose. Since this backscattering appears only to affect the electrons significantly, it explains why the mode p e results were greater than the mode p results. The magnitude of the backscatter will depend on electron energy, due to the dependence on this of both the electrons' ranges through the media and their scattering angles following atomic interactions: at low energies, for instance, it is likely that the ranges of the secondary electrons created in the Al 2 O 3 may be too short for significant backscatter subsequently to arise. For higher energies the longer range electrons may penetrate the metal contact more efficiently and hence be backscattered less.
The above situation represents a breakdown of the kerma conditions occurring on the micro-scale at the interface between two materials of different densities and effective atomic numbers (Z), and demonstrates why the mode p e calculations are important and more accurate than mode p. But more than this, the result indicates a significant observation: the presence (and composition) or absence of the metal contacts surrounding the resistors in a phone could directly affect the dosimetry by up to a few tens of percent. This is important, because the components, materials, and even presence of the contacts are not universal across different phones and different manufacturers; the effect could also depend on the size of the resistors relative to their contacts, where the metal to alumina ratio may be higher or lower. The implication, therefore, is that rather than highlighting a limitation to the modelling, the potential for dose enhancement that arises from the possible use of metal contacts should be used to inform the overall uncertainty budget of the retrospective dosimetry method.
Whilst personal dosemeters ought to be worn on the body with their reference direction facing outwards and roughly towards the source, no such assumption can be made about mobile phones because they are likely to be placed in a pocket with no consideration of their orientation. Plane-parallel exposures of the phone were hence also modelled from its rear, i.e. with photons impinging perpendicularly to its back plastic case behind the battery, using monoenergetic sources with energies from 20 to 2000 keV. Figure 4 shows the dose per fluence results as a function of energy for both resistors and both transport modes. Again, a number of observations may be made:
(1) At low energies, i.e. below about 100 keV, the results for R1 from the mode p calculations agree with those from the mode p e calculations; likewise, the results for R2 from the mode p calculations similarly agree with those from the mode p e calculations. However, the results for R1 differ from those for R2, which are significantly higher. It is suggested that the reason for this discrepancy is the positioning of R1 behind the battery: the ~1.3 g cm −2
mass-thickness of material provided by the battery provides an effective shield for R1 for exposures from the rear, but R2 is not protected in this line-of-sight manner. The doses deposited in R2 are therefore considerably greater than those deposited in R1; at 30 keV, for example, the dose per fluence to R1 is almost 90% lower than that to R2. (2) At higher energies, the results from the mode p calculations for R1 and R2 are closer in magnitude: above 100 keV, the differences between the R1 and R2 results are <5%, which are commensurate with the statistical uncertainties on the data. This is also true for the results from the mode p e calculations. These agreements are as expected: for photons of increasing penetration, the effects of shielding of R1 by the battery are gradually diminished. (3) The results from the mode p e calculations do not always agree with those from the mode p calculations at higher energies, with discrepancies of several tens of percent exhibited at 100 and 200 keV. Similarly to exposures from the front, the explanation of this is a breakdown of the kerma equilibrium on the micro-scale due to the inhomogenous distribution of materials of different Z and density surrounding the resistors. Specifically, differences in electron ranges, absorptions, transmissions and backscattering as a function of energy can lead to a net in-or out-flux of secondary electrons through the tallied volumes, so that neglecting the transport of electrons and making the kerma approximation can lead to errors in the estimates of absorbed dose to the aluminium oxide.
Despite the differences highlighted in '(3)', and the similar observations made for the phone exposed from the front, only mode p calculations have been performed for the work described in subsequent sections of this paper, with the general validity of the kerma approximation assumed. The adoption of this photon-only mode conveys significant advantages in terms of calculation efficiencies, and hence on the precision of the results, which will be essential 
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later when the geometry is greatly enlarged to include a voxel phantom. The approximation is made, however, with the caveat that the discrepancies shown here between the mode p and mode p e data must subsequently be added to the overall uncertainty budget of the dose reconstruction method. This transfer of this uncertainty is justified, and indeed necessary, from the lack of consistency in the use or presence of metal contacts in different mobile phones, which will represent a genuine source of uncertainty in the determination of doses from measurements of different resistors, as well as perturbing the self-calibration process used in SAR dose reconstruction (Bøtter-Jensen et al 2003) due to the complete or partial removal of the contacts that is likely to take place after the exposure to the accident dose but before the exposure to the calibration dose. Using the mode p data given in figures 3 and 4, 
As expected, the R1 and R2 results are seen to agree well in general, apart from for low energy exposures from the rear. Also shown in table 2 are the quantities Δ f,r defined at a given energy as the magnitude of the difference between the mean dose per fluence results for front (subscript 'f') and rear (subscript 'r') exposures given relative to the smallest dose per fluence deposited in either resistor for either exposure direction, that is:
(1)
The parameter Δ f,r is just one way of indicating the divergences in the sets of results: at low energies it is clear that the direction of exposure significantly affects the dosimetry, but at higher energies the impact of the orientation of the phone relative to the source becomes less significant; above 300 keV, the issue of whether the phone is exposed from the front or from the rear is essentially irrelevant, with the resulting dosimetry affected by less than 1%. At the energies of the radionuclide sources that may be considered most important for emergency dosimetry (e.g. 137 Cs, 60 Co or 192 Ir) the battery of the mobile phone does not appear to perturb the response significantly, but it is clear that it could have a big impact on the accuracy of dosimetry for low energy exposures. If a phone had a bulkier battery, however, then its shielding effect would be maintained to higher photon energies, though this may not be of particular concern because phone designs are, in general, becoming slimmer with time. Whilst 137 Cs, 60 Co or 192 Ir may be the sources considered to be most effective for someone planning a malign exposure of the public, it must also be borne in mind not only that such individuals are likely to make use of whatever is available, but also that emergency dosimetry may be required following non-malign exposures of the public: other sources must therefore be considered, such as a low energy photon emitter such as 241 Am or an x-ray tube. Overall from figures 3 and 4 and table 2, no clear systematic relationships are generally apparent when R1 versus R2 results are compared, either in terms of their positions within the phone or of the orientation of the phone relative to the exposure; the exception to this generality is for low-energy exposures of phones from the rear, in which the dose to R1 is significantly lower. These are important conclusions: in general in an emergency, it is unlikely that it will be known whether the source photons impinged on the front or the back face of a phone, and likely that there will be little time available to accurately analyse or document the precise locations of the resistors within the phones. This latter difficulty is confounded by the fact that several resistors will need to be extracted from each phone to fill the cups necessary for accurate TL/OSL dosimetry, and each of these resistors will inevitably be at a different position. Although only two resistor positions within the phone have been considered in the present Monte Carlo modelling and only two exposure directions, the results found here may indicate that the siting of the resistors and the orientation of the phone relative to the source may not greatly impact the doses subsequently found: for photons above ~100 keV a combined value of no more than ~5% might be an appropriate assessment of the contribution from these uncertainties to the overall budget of the dosimetry technique. This uncertainty will be much larger for lower energy photons (<100 keV), for which the position of the resistor has a significant influence on the estimated dose because of the disparate attenuation of the photons by the various components within the phone. Pragmatically, however, it is perhaps less likely that a radiological emergency would arise in which individuals received significant exposures to very low energy x-rays.
Phone positioned on ISO slab phantom
In addition to the calculations performed above in free-space, simulations were performed with the phone located at the centre of the front face of a 30 × 30 × 15 cm 3 water-filled ISO slab phantom. Essentially, the aim of these calculations was to provide a preview and check of the results from the subsequent voxel phantom calculations, which are more advanced and realistic but at the disadvantage of being much more computationally demanding and accordingly yielding results with poorer statistical power; the simpler slab phantom calculations are quicker to perform and lower energy sources could be considered.
The on-phantom calculations were carried out using the photon-only transport mode, with absorbed doses per fluence estimated using f6:p tallies normalized to the photon fluence from the source in the absence of the phone and phantom. Six different source energies (0.05, 0.1, 0.2, 0.3, 0.662, and 1.253 MeV) were considered, with four different irradiation geometries: Table 2 . Mean doses deposited per fluence in resistors of mobile phones exposed to photons from the front or rear.
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Front exposure
Rear exposure Both exposures (1) 'AP, Out': with the phantom exposed from the front (anterior-posterior, AP) and the glass face of the phone facing outwards, i.e. towards the source and away from the phantom; (2) 'PA, Out': with the phantom exposed from the rear (posterior-anterior, PA) and the glass face of the phone facing outwards, i.e. away from the source and away from the phantom; (3) 'AP, In': with the phantom exposed from the front (AP) and the glass face of the phone facing inwards, i.e. away from the source and into the phantom; (4) 'PA, In': with the phantom exposed from the rear (PA) and the glass face of the phone facing inwards, i.e. towards the source and into the phantom.
The dose per fluence results for resistors R1 and R2 are shown in table 3. Three observations are immediately apparent from considering the results. Firstly, for a given exposure, it is seen that the dose deposited in R1 is generally similar to that deposited in R2; this is as expected from the conclusions of the previous section, i.e. that the position of the resistor within the phone does not appear to impact the dosimetry greatly. Also as might be expected, the differences between the R1 and R2 doses decrease with increasing energy, with the greatest discrepancies occurring for the 50 keV exposures, the photons from which would be most significantly affected by their disparate attenuations through the asymmetrically-distributed materials that surround the resistors. Given the broad similarity between the R1 and R2 results above 100 keV, it is reasonable to compute their mean for a given exposure, allowing the trends in table 3 to be better illustrated (figure 5); at lower energy, the usefulness of these mean data should be treated with more skepticism, due to the greater discrepancies in the R1 and R2 results.
A second observation from table 3 and figure 5 is that, for a given direction of exposure (i.e. AP or PA), the results at higher energies are fairly insensitive to the orientation of the phone towards or away from the phantom. This conclusion is also partly expected from a consideration of the results presented in the previous section for a phone located off-phantom, but is enhanced in the current situation in a manner that depends on the exposure direction. Specifically, for AP exposures, the effects of the asymmetric nature of the phone are, to an extent, cancelled-out by the production of significant backscattered radiation from the phantom: essentially, the combination of 'direct' photons from the source and 'indirect' photons backscattered from the phantom leads to the situation that, whichever way the phone is orientated, its resistors are simultaneously being exposed from both the most and least shielded directions. It is backscatter that also accounts for the AP doses being higher than those previously calculated for the phone in free space, with differences of up to ~70% found at 0.1 MeV; this result alone demonstrates the problems faced by considering phone doses in isolation, without reference to their locations. For PA exposures, the differences in the shielding of the resistors that are caused by orientating the phone towards or away from the phantom are small compared to the attenuation that results from photons passing through at least 15 cm of water and polymethyl-methacrylate that comprises the ISO slab phantom. The greatest differences between 'In' and 'Out' data for a given exposure direction are at 50 keV, which, again, is as expected: at lower energies even small differences in the attenuation of photons on their paths to the resistors can still be important, so factors such as the location of the battery or circuit board relative to a resistor may still have some significance.
The third observation from table 3 is that the direction of exposure (i.e. AP or PA) drastically affects the dose deposited in the resistors: the results for PA are significantly lower than those for AP. The differences between the AP and PA results are seen to increase with decreasing energy: at 1.253 MeV, for instance, the PA dose is ~60% that of the AP dose, but at 0.1 MeV a difference by a factor of ~5 is seen. Again, these differences are expected, and emphasize the significant dependence of the results on the exposure geometry. The implications of this Doses deposited per fluence in resistors of a mobile phone located on an ISO water-filled slab phantom and exposed to plane-parallel photon sources, and the same data given normalized to the mean of the R1 and R2 results for 0.662 MeV exposures at AP, Out. Fluence to personal dose equivalent conversion coefficients for AP (i.e. 0°) exposures are also included for comparison.
Energy, problem are illustrated by comparing ( figure 5 ) the results produced here with the fluence to personal dose equivalent conversion coefficients H p (10, 0°, E)/Φ for AP (i.e. 0°) exposures of energy E (ICRU 1998), with values for H p (10, 0°, E)/Φ at 0.662 and 1.253 MeV interpolated from the tabulated monoenergetic data. Conversion coefficient data for PA exposures, i.e. H p (10, 180°, E)/Φ, are not included in (ICRU 1998), so cannot also be considered here or used to provide an alternative comparison; this should not be a significant problem, however, because the H p (10, 0°, E)/Φ data may be considered to provide a reasonable first estimator of whole body doses for the present purposes, and are in any case primarily being used just to provide a convenient normalization with which to contrast the datasets. Evidently, personal dose equivalent is underestimated for all geometries and energies apart from AP exposures below 0.2 MeV photons, for which the phone dose overestimates the quantity. Aside from the geometric issues, the non-tissue equivalence of aluminium oxide within a phone will also play a part in these differences. For the AP exposures above 0.2 MeV, the underestimate of H p (10, 0°, E)/Φ by the resistors is not large (up to ~10%) and is fairly constant, leading to the suggestion that a single correction factor could potentially be applied for this irradiation condition to relate a phone dose to the dose received by its owner. However for PA exposures, the personal dose equivalent is underestimated significantly by the resistors and the energy dependence is less flat at higher energies. Of course, these differences for PA exposures have an obvious explanation, and it is acknowledged that using H p (10, 0°, E)/Φ is not really the correct method for determining risk in this case. But, the comparison does serve to illustrate the considerable impact that the location of the phone can have on the dose it receives, and introduces the scale Dose / H p (10,0°,E) (Gy/Sv)
of the problem that would be encountered if phone doses were automatically associated with doses to the person. These problems are the focus of the remainder of this paper. Before broadening the context, however, it is noted that the trends highlighted in this section become particularly apparent from the lower half of table 3, in which the data are reexpressed relative to the mean of the R1 and R2 'AP, Out' doses per fluence for 137 Cs. This normalization is important because it is a measurement that could naturally be picked to provide a convenient calibration for the retrospective dosimetry system (for instance to check the emission rates of any internal radiation sources that might be used by the measurement equipment during the dose reconstruction process, such as that found in the 'Risø TL/OSL Reader' commonly used in retrospective dosimetry), as it is analogous to the exposure conditions typically used by dosimetry services to calibrate personal dosemeters (IEC 2012) . Indeed, by comparing the data in tables 2 and 3, energy-dependent conversion factors may readily be derived for the retrospective dosimetry system that relate free-in-space phone doses to phone doses received on-phantom; for 137 Cs, for example, it is seen that the mean 'AP, Out' result is approximately 1.08 × the mean resistor dose-per-fluence received when the phone is located free-in-space, with the difference caused by backscatter from the phantom. Alternative calibration factors could similarly be derived, such as by considering calibration doses applied to 'free' resistors removed from phones (Kouroukla 2015) .
Phone positioned on ICRP male voxel phantom
Model set-up
The phone model was embedded within an MCNPX input file that contained a rendering of the voxel phantom corresponding to the ICRP reference male (ICRP 2008) . The entire phantom-phone configuration was surrounded by vacuum, with all calculations performed using photon-only transport (mode p) under the general assumptions of the kerma approximation; in real emergency scenarios, secondary charged particle equilibrium incident on the phone is likely to be fulfilled because exposed individuals, and hence their phones, are likely to be considerable distances from the radiation source. This decision was made on the basis of the significant advantages of mode p over coupled electron-photon transport in terms of simulation efficiency, especially given the large spatial extent of the voxel geometry, and justified from the reasonable equivalence of the two methods that may be anticipated if the potential dose enhancement from the metal contacts surrounding the resistors has been subsumed within the overall uncertainty budget of the dose reconstruction method (figures 3 and 4); dosimetry within the body is discussed further below. Four locations of the phone about the body were considered:
(1) 'Chest', i.e. with the phone centred close to the location of the heart, as shown in figure 6 (a). This configuration is representative of a phone positioned in an inside jacket or breast pocket. (2) 'Leg', i.e. with the phone centred just in front of the left thigh, as shown in figure 6(b).
This configuration is representative of a phone positioned in a trouser front pocket. (3) 'Back', i.e. with the phone centred just behind the left buttock, as shown in figure 6(c).
This configuration is representative of a phone positioned in a trouser back pocket. (4) 'Hip', i.e. with the phone centred close to the left hip, as shown in figure 6(d). This configuration is representative of a phone positioned either in the outside pocket of a jacket, or held in the left hand, or inside a handbag or shoulder bag with its strap over the left arm.
The approximate (x, z) positions, in centimetres, of resistor R1 relative to the body's centre line (x = 0) and the soles of the feet (z = 0) were, respectively, (6, 131), (9, 76), (7, 88) and (19.5, 93) in the four cases. These may be used as reference co-ordinates to illustrate the approximate locations of the phones relative to the body. Taken as a set, it is suggested that the four configurations cover a number of the most likely places for mobile phones to be located about the person. In the Chest, Leg and Back configurations, the glass front of the phone was parallel to the x-z plane (figures 6(a)-(c)); in the Hip configuration it was parallel to the y-z plane ( figure 6(d) ). In each case, the y positions of R1 were such that the phones were nearly in contact with the skin.
For the current analysis, attention was restricted to exposures from caesium-137 (which was assumed to be a pure source of monoenergetic 662 keV photons), cobalt-60 (which was modelled as an equal distribution of 1173 and 1333 keV photons), and iridium-192 (modelled with an energy spectrum taken from the Brookhaven National Laboratory resource (NNDC 2014) , the strongest photon component of which has an energy of 312 keV). Together, these three radionuclides are perhaps the ones of greatest potential interest for radiological emergency scenarios involving malevolent use of radioactivity. Six exposure geometries, G, were considered:
• Four planar sources, from the four cardinal directions: anterior-posterior (AP); posterioranterior (PA); left-lateral (LLAT); and right-lateral (RLAT). In all cases, the photons were emitted perpendicularly from planes of sufficient spatial extent to completely cover the phantom-phone configuration. These sources could be considered to represent exposures from point sources that are a sufficiently far away from the body to render inverse-square divergences negligible.
• Isotropic (ISO). Photons were emitted isotropically from a spherical shell of radius 102 cm centred such that the phantom-phone configuration is (only just) enclosed completely, to give a field that is isotropic and homogenous everywhere within it. This source could be imagined to represent exposures to an individual who is immersed in an infinite 'cloud' of radionuclide, of uniform spatial dispersion.
• Floor (FLR). Photons were emitted semi-isotropically from a disc of radius 200 cm, orientated in the x-y plane and centred at the position (0, 0), i.e. on the body's centre line and level with the soles of the feet. This source was considered to represent a scenario in which a radionuclide is spread uniformly across the surface of the ground; the validity of this approximation is discussed later.
A seventh exposure scenario was also considered indirectly: by taking the mean of the AP, PA, LLAT and RLAT data, results could be estimated that may be expected to approximate those from rotational exposures (labelled ROT*, where the asterisk reminds that this is not a true rotational field). Arguably, these results are actually more relevant than those from any of the four planar exposures themselves: in a real emergency, individuals are likely to move both translationally and rotationally relative to the source, leading to them (and their phones) becoming exposed from a wide range of directions. All of the simulations for 192 Ir and 60 Co were performed with the glass screen of the phone facing away from the phantom; this choice was fairly arbitrary, however, given the independence of the results shown previously on the orientation of the phone relative to the phantom. As an extra check of this, however, two specific cases of phone orientation were considered during the 137 Cs exposures: with the glass front of the phone facing out, i.e. away from the body (labelled 'Out'); and with the glass front of the phone facing in, i.e. towards from the body (labelled 'In').
For each exposure, doses were recorded in the cells representing the aluminium oxide substrate of the resistors in the phones, and 27 tissues or organs identified as key for biological dosimetry (ICRP 2007) . These organs or tissues were: adrenal glands, urinary bladder, brain, breast, extra-thoracic region, gall bladder, stomach, small intestine, colon, heart, kidneys, liver, lymphatic nodes, lungs, muscles, oesophagus, oral mucosa, pancreas, salivary glands, skin, spleen, thymus, thyroid, prostate, testes, red bone marrow (RBM) and endosteal (bone surface) tissues. All doses were estimated via f6:p kerma tallies defined using the relevant volumes of interest, i.e. the cells representing the resistors and organs, with the exception of RBM and endosteal tissue, for which the dosimetry is more complex. There are two reasons for this complexity. Firstly, the sizes of the 2.137 × 2.137 × 8 mm 3 voxels are too large to define in the model the distinct tissues of radiological importance inside the major bones; the materials filling these voxels are defined simply as homogenous mixtures that represent an average of red marrow, yellow marrow, endosteal, and trabecular tissues, and so the doses to just the RBM or endosteal tissue cannot be resolved individually. Secondly, the presence of the interspersed trabecular tissue in real bones undermines the validity of using the kerma approximation for their dosimetry. Specifically, the sharp difference in density and composition at the interface between trabecular bone and RBM, and the inhomogeneity of the RBM / trabeculae structure on the microscopic scale, destroys the secondary-electron equilibrium that may be assumed for most other organs. In particular, photoelectrons are more readily produced in the trabecular bone than in the RBM, and the bone is also a more efficient electron absorber; this is important, because the ranges of the secondary electrons are large compared to the scale of the structures within the bone. To overcome these problems, the average fluences of photons passing through each bone group defined in the phantoms were determined in suitable bins (MCNP 'f4:p' fluence tallies), and the doses to the RBM or endosteal tissue were calculated by applying appropriate energy-dependent conversion coefficients. For the RBM, these conversion coefficients were derived by considering estimates of the mass-energy absorption coefficients (Hubbell et al 1995) of RBM and the photoelectric enhancement factors for trabecular tissue given for various bones (King et al 1985) ; for the endosteal tissues, the mass-energy absorption coefficients (Hubbell et al 1995) were again used, with the photoelectric enhancement factors provided in table D5 of Cristy et al (1987) . Finally, the overall skeletal RBM or endosteal doses were calculated by weighting the doses from the individual bone groups according to the fractions they contain of the total mass of RBM or endosteal tissue in the body, and summing; these relative fractions are documented in table 4.2 of ICRP Publication 110 (ICRP 2008) . In the context of the current work, the extra effort on bone dosimetry is particularly worthwhile because one of the most important doses for acute radiation syndrome (ARS) is that to the red bone marrow.
To make a valid comparison across the datasets, each dose was normalized to the relevant fluence from the source in that geometry. For the planar exposures (AP, PA, LLAT and RLAT), this free-in-vacuo fluence was calculated precisely, by taking the reciprocal of the area of the source. For the isotropic exposures, the applied fluence was determined by voiding all materials of the phantom and phone except the volumes representing the resistors, the material of which was set to air; the simulations were then repeated, with the fluence applied by the source estimated from MCNP f4:p fluence tallies on the 'resistor' volumes. As a check, this calculation was performed for each of the eight resistor positions considered (= 2 resistors × 4 phone locations); all results agreed to within 0.5%. The applied fluence in the case of the exposures representing ground contamination was more problematic. The intention of the FLR calculations was to recreate a situation in which radioactive contamination is spread over a large area of the ground, i.e. across a surface of effectively infinite extent. In principle, a radionuclide distributed uniformly across a plane of infinite extent and emitting radiation (semi-)isotropically should, in a vacuum, lead to a spatial fluence distribution that is independent of distance from the plane, and would only have a weak dependence on height for strongly penetrating radiation in air. In the Monte Carlo model, however, only a limited approximation to an infinitely extended contaminated ground source could be considered, namely a circular floor of radius 200 cm, because there is an inevitable compromise between accuracy and precision: a floor of increasing area gives improved approximation to an infinite plane, but at the cost of increasingly poorer precision for a given simulation time. Ultimately, this finite source causes the fluence to decrease slightly with distance from the floor. To account for this variation, the dose results from the FLR exposures were normalized, on a case-by-case basis, by the fluences that would be present through each tallied volume had the phone and phantom not been present. These fluences were estimated by changing all materials within the configuration to air, and tallying the photon fluences (f4:p) passing through each of the regions of interest, i.e. the former resistor or organ volumes, as well as through a few 1 cm radius spheres placed strategically to investigate the spatial distribution of fluence more thoroughly. The results from these calculations are not presented here, but to illustrate the scale of the spatial distribution, it is reported that the fluences through the 'Leg' and 'Chest' dosemeters were found to be 66% and 46%, respectively, of the fluence 1 cm from the floor. These results also indicate the approximate variation in fluence across the locations of many of the radiosensitive organs of the body, relative to their distances from the source. The fluence at the scalp was 32% of the fluence at the toes. As a check on the accuracy of this method of normalization, both the organ dose and fluence calculations were repeated for a larger circular floor source of radius 400 cm. The organ doses per fluence data that resulted from the two different source radii were then compared. It was found that although applying the height corrections helped the two datasets to agree, it is not a perfect solution: the differences in organ doses ranged from 1.3% for the testes to 20% for the brain, which reflects an anticipated increase in divergence with distance from the floor, with the difference averaged over all organs being 11%. However, although these differences are significant, they are not large enough to change the overall results and observations that will be seen in the next section.
Results and analysis
The absorbed doses per fluence in each of the organs of the phantom are given in table 4(a) for each of the six exposures to 192 Ir, as well as for the ROT* exposure that was estimated by averaging the AP, PA, LLAT and RLAT data. Also contained in table 4(a) are the results from the FLR exposures to 137 Cs and 60 Co; the AP, PA, LLAT, RLAT, ISO and ROT* results for these isotopes are not duplicated here as they were all found to agree well with the analogous organ absorbed doses per fluence data published in ICRP 116 (which does not consider either FLR or 192 Ir exposures), a resemblance that supports not only the fidelity of the current method of calculation but also the averaging method adopted in this work to estimate the results from genuine rotational exposures (ROT). In the table, bracketed values denote one standard uncertainty, which quantifies just the statistical fluctuations in the Monte Carlo simulations.
The most important data in table 4(a) are those in the top few rows, which are: the estimates of the average whole body doses, D B G , from exposure geometry G; the associated standard deviations, σ N (D B G ), that indicate the spreads in the various organ doses around these values; and the doses to the red bone marrow, stomach and small intestine, which are key tissues for acute radiation syndrome. The quantity 'whole body absorbed dose' is not defined in any of the ICRP Publications, but it would seem logical to define it as the total energy deposited in the body divided by the mass of the body. For relevance to acute radiation syndrome (ARS), however, it would seem more appropriate to instead restrict attention just to the most radiosensitive organs and tissues, such as those that contribute to effective dose, with whole body absorbed doses then most accurately estimated by summing the energies deposited in those organs and dividing by the sum of their masses. But, the masses of large organs (e.g. the muscles) would dominate this division, which could potentially lead to a false assessment of risk for some exposures. As a consequence, whole body doses have been estimated here using equation (2), which takes the average of the absorbed doses to the N organs that contribute to effective dose, including those that are considered part of the 'remainder'. The small standard deviation on the results is taken as establishing that this result is not unduly biased by the high weighting that could be given to some light organs.
In equation (2), E i G is the energy deposited in organ i of mass m i and the summation is over the N most radiosensitive organs specified by ICRP 103 and reported in table 4(a). As defined by equation (2), this whole body average absorbed dose D B G may perhaps be regarded as a parameter that is somehow analogous to the protection quantity effective dose, but without the latter's tissue (or radiation) weighting factors that are derived from radiobiology to account for the stochastic effects induced at low levels of exposure (ICRP 2010): for emergency dosimetry, the focus is instead on high doses and their associated tissue reactions. The whole body dose is perhaps the most natural of the parameters to use in deriving a calibration factor for emergency dosimetry, but potentially it may not be optimal because it includes organs and tissues that are not known to play significant roles in acute radiation syndrome (ARS). Ultimately, it may prove better simply to use the red bone marrow doses, or an average of just red bone marrow, stomach and small intestine, because doses to these organs are considered to be the most impacting for ARS. Some other organs, such as the brain, are also important, but only at very high doses where the effects are likely to lead to rapid death, which would make the OSL method redundant, except perhaps in a forensic sense. Resolution of these issues is beyond the scope of this report, however, and for the present purposes the averaging method (2) may be considered to provide a sufficiently reasonable estimator of the general risk to an individual from a significant exposure to penetrating radiation, given the wide spatial distribution of these organs in the body and the limited level of precision required for triage dosimetry. Of course, average doses for any alternative groups of organs could also readily be derived using the data shown in table 4(a) (or ICRP 116), and subsequently contrasted with phone doses using analyses similar to those presented below. The calculated whole body average doses for Co-60 and Cs-137, which are not provided by ICRP 116 but are important for the current work, are given in table 4(b) for the seven exposure geometries. Table 4 (c) provides essentially the same data as table 4(a), but for each exposure the most important results are given relative to the whole body dose for that geometry. From table 4(c) it is immediately apparent how the doses to the key organs deviate from those to the whole body. From the data in table 4(a)-(c) it is evident that for AP exposures to 192 Ir, for instance, although the average dose to the body may be close to 1.639 ± 0.002 pGy cm 2 , the individual doses received by the various organs cluster around this mean with a distribution that has a standard deviation of 0.298, or ~18% of the mean. Comparing the doses per fluence across each row is also revealing: for example, for AP exposures it is seen that the dose per fluence to the whole body is consistent with that to the stomach to within a few percent; but, for LLAT exposures the dose per fluence to the stomach is ~40% higher than that to the whole body, whilst for RLAT exposures it is ~40% less. On the other hand, the data for the red bone marrow, which is perhaps the most significant organ for ARS, show that an estimate of whole body dose would provide a conservative (over-) estimate for all field orientations except for PA, for which the dose to the red bone marrow is ~15% higher. Similar anomalies are found elsewhere across the datasets and are significant, and reflect the fact that the radiosensitive organs are not distributed uniformly throughout the body, and hence have different average depths depending on the direction of the radiation field. As a consequence, average body doses cannot necessarily be assumed to be adequate estimators of detriment to a given organ, and are therefore not always reliable assessments of radiological risk.
Of course, this lack of spatial coherency in the results is not surprising and these types of disparity are well-known (ICRP 2010). Instead, the relevance here lies in the fact that the fortuitous dosimetry method is based on doses absorbed by resistors in phones that are located at specific locations on the body. These doses cannot be expected, therefore, to provide perfect estimates of either whole body absorbed dose, or doses to specific organs within it, especially for those organs far from the site of the phone. To begin to quantify these discrepancies, tables 5(a)-(c) show data for the mean absorbed dose per fluence, (D R12 M )/Φ, averaged over the two resistors in phones positioned at the four different locations (Chest, Leg, Back, Hip) and exposed to 192 Ir, 137 Cs and 60 Co photons, respectively, from various geometries (AP, PA, LLAT, RLAT, ISO, FLR and ROT*); as before, bracketed values in the tables denote one standard uncertainty, reflecting only the statistical imprecisions of the Monte Carlo simulations. Ultimately, the factors that govern the ability of a phone to reliably indicate the doses received by specific organs are the similarities or differences in the degrees to which the photon field is attenuated by the body at the locations of the phone and organ. As might be expected, therefore, a comparison between the data in table 4 (and in ICRP 116) and 5 shows that the performances of the phones as organ dosemeters vary in a predictable manner according to the location of the phone relative to the organ. For instance, it is seen that for an organ such as the adrenal gland, which is located deep inside the body but closer to the back than to the front, for AP and PA exposures a phone located in the Chest location gives a much poorer dose estimate than a phone located in the Back location. On the other hand, neither location leads to a good estimate of the adrenal gland dose per fluence during LLAT or RLAT exposures. In an ISO or FLR field, however, where there is less dependence on obvious directions of greatest or least shielding, all of the phone locations lead to results that are fairly close (i.e. within ~30%) to the adrenal dose. Of course, doses to the adrenal gland are not considered critical to ARS, but are highlighted here to illustrate the variability in the results. Other correlations or anti-correlations between phone and organ doses may be seen for some of the other locations and exposure types.
For a stated exposure geometry, G, and phone location and orientation, the fourth columns of tables 5(a)-(c) show the values of R G,C,O , which is defined as the average dose per fluence in both resistors given relative to the average dose per fluence in both resistors from the same exposure G with the phone located at the 'Chest' location and facing Out (i.e. away from the body); of course, only for the 137 Cs exposures is the 'orientation' parameter non-redundant here. Similarly, the fifth columns of tables 5(a)-(c) provide the values of R AP,C,O , defined as the average dose per fluence in both resistors given relative to the result for the AP exposure 
with the phone located in the 'Chest' location and facing Out. From these, the strong dependence of the dose on the location of the phone and the exposure type is immediately apparent. For example, for an AP exposure, it is seen that phones located in the Chest, Leg or Hip positions generally receive fairly comparable doses; but, phones positioned at the Back location receive doses that are consistently less than these. On the other hand, for a PA exposure, a phone located at the Back or Hip position receives several times the dose absorbed by a phone located at the Chest position. Moreover, for phones at the Hip position, exposures from the left can lead to doses that are an order of magnitude greater than doses following exposure from the right. Conversely, however, the doses received by the phones during the ISO or ROT* exposures appear relatively insensitive to their locations; the doses received by the phones during the FLR exposures are also relatively insensitive to their locations, though for obvious reasons the phones located at the Leg position tended to receive slightly higher doses. Of 
course in all of these examples, it is the relative differences in attenuation and backscattering of the fields by the body that cause the discrepancies.
The configurations that led to the greatest and smallest results are highlighted in tables 5(a)-(c). For each radionuclide, the greatest and least doses per fluence occurred when the phone was located at the Hip, for PA and RLAT exposures respectively. This outcome is predicable from a consideration of directional shielding, as is the observation that the gulf between the two extremes widens with decreasing energy: for Co-60 a difference by a factor of 6.6 is seen, for Cs-137 a factor of ~13, but for Ir-192 a factor of ~19. This is a highly significant result: if two people were in close proximity during an exposure to iridium-192 but were orientated such that one received an RLAT exposure whilst the other a PA exposure, and if both individuals had their phones located by their left hips, their whole body doses (table 4(a)) would only differ by ~40% but the doses to their phones would be found to differ by ~1900%. 
The above types of relationships are illustrated in figures 7(a)-(c), which summarize, as a function of exposure type, the dose per fluence results averaged over both resistors (and both phone orientations for 137 Cs) for phones in the four locations of interest (Chest, Leg, Back and Hip), for iridium-192, caesium-137 and cobalt-60 respectively. Also shown in figures 7(a)-(c) are the corresponding data for the whole body, which were estimated by averaging over the individual organ doses determined in the voxel phantom calculations (equation (2)). Two main conclusions may be drawn from these data. Firstly, it is evident that inaccurate knowledge of the direction of exposure can lead to significant inaccuracy in the reported doses. Secondly, it is evident that, for a given exposure direction, the location of the phone strongly impacts the dose it receives. Table 6 For completeness, table 6 also provides the 'effective doses', E M , for the exposures, which were calculated by weighting then summing the separate organ doses in the appropriate way (ICRP 2007); here, the inverted commas and subscript M provide the reminder that this quantity is not true effective dose, because only the male ICRP phantom has been considered. Calibration factors, defined as the ratio between the dose per fluence for the whole body and the mean dose per fluence for the phone, are also included in table 6, along with their associated margins of uncertainty; these are discussed further later.
The results obtained previously from the free-in-space and slab phantom exposures suggested that the absorbed doses are fairly insensitive both to the positions of the resistors within the phone and to whether the phone is exposed from the front or from the back. This justifies the use of the average dose per resistor for a given exposure in tables 5(a)-(c), rather than the individual doses to the separate resistors, and the 'Out' orientation of the phone, i.e. with its glass front always facing away from the body. However as a check, both 'In' and 'Out' orientations were modelled for the caesium exposures. The results are not included here explicitly, but it is reported that no unexpected systematic trends or correlations were resolvable when like-for-like datasets from the two orientations were compared, at least within the precision of the typical uncertainties on the individual dose per fluence results from these calculations (~5-10%). This analysis supports the previous conclusions, and would likely also be demonstrated during Co-60 or Ir-192 exposures.
Although tables 5(a)-(c) focus just on the doses averaged over both resistors, it is possible also to analyse the results for the resistors individually. For Cs-137 exposures, the mean of the modulus differences between R1 and R2 doses averaged over the 6 exposures, 4 locations and 2 orientations was 7.9%, with the overall set of differences in the results distributed around this mean with a (comparable) standard deviation of 6.9. For Co-60 exposures, the analogous data were 7.3% and 8.0; for Ir-192 exposures, the data were 8.9% and 9.6. However, there were no obvious trends in any of these datasets, or correlations with any other factors: sometimes the R1 dose was higher than the R2 dose, whilst the converse was true at other times. Overall, no clear systematic relationship was apparent when R1 versus R2 results were compared, in terms of either the location of the phone, its orientation, or the field to which it is exposed, which supports the use of average resistor doses in tables 5(a)-(c). As discussed previously, this conclusion is significant for an emergency dosimetry service: in general, it is likely that there would be little time available to accurately analyse or document the precise location of a resistor within a phone; and in any case, during the OSL/TL measurement procedure numbers of resistors are likely to be extracted from the phone and analysed together, rendering an averaging process unavoidable. Although only two resistor positions within the phone have been considered in the present Monte Carlo modelling, the results found here could be taken to indicate that ignorance of their siting may contribute little to the overall uncertainty budget of the dosimetry technique.
Ground and airborne contaminations
It is useful to put some of these results into the context of a real emergency scenario by considering actual radiological contaminations. In particular, for the FLR exposures the question is posed: what density of ground contamination would physically be needed to give whole body dose rates equal to some particular critical value, say 1 Gy per hour? To begin to answer this, it is reported that it was found in the Monte Carlo simulation that the mean dose to the body from each 662 keV photon emitted by the 2 m radius (disc) source was, on average, ~1.33 × 10 −17 Gy. From this, it can be deduced that this 2 m radius source would need to emit ~7.50 × 10 16 photons per hour to achieve a 1 Gy h −1 whole body dose rate, which would correspond to a required activity of ~24.4 TBq, assuming a 662 keV photon emission probability of 0.851 for 137 Cs (NNDC 2014) . If uniform contamination conditions were also assumed, this result implies an areal activity density of ~1.94 TBq m −2 across the 2 m radius disc. Equivalently, taking for 137 Cs a molar mass of 137 g and a half-life of 30.08 years (NNDC 2014), the mass density of ground contamination required to give whole body dose rates of 1 Gy h −1 would be ~610 mg m −2 , or approximately 1 kg of contaminant per 40 × 40 m 2 region. Similarly, the mean dose to the body deposited by each photon from the ISO exposure to Cs-137, which was modelled as a source emitting photons isotropically inwards from a sphere of radius 1.2 m centred on the body's mid-point, was on average ~6.21 × 10 −17 Gy, implying an emission rate ~1.61 × 10 16 photons per hour to achieve a 1 Gy h −1 whole body dose rate. If the effects of in/out scatter are neglected such that the exposure could, as a first approximation, be related to a cloud of radionuclide distributed uniformly throughout the volume of this 1.2 m radius sphere, then this cloud would require an activity of 5.26 TBq, which implies an activity density of 0.73 MBq cm −3
. By again considering the mass and half-life of Cs-137, it can be concluded that whole body dose rates of 1 Gy h −1 would result from exposures to a cloud of Cs-137 of concentration of 0.23 μg cm −3 . Analogous analyses for iridium and cobalt can also be performed. For iridium-192 it can be shown that an areal activity density of ~ 3.33 TBq m −2 would be required across the 2 m radius disc of the FLR exposure to give a whole body dose rate of 1 Gy h −1 , which is equivalent to a mass density of ground contamination of ~9.8 mg m −2
, or approximately 1 kg of contaminant per 320 × 320 m 2 region. Likewise, an activity density of 1.2 MBq cm −3 , equivalent to a cloud of Ir-192 of concentration 3.5 ng cm −3 , would lead to a whole body dose rate of 1 Gy h −1 from an ISO exposure. For cobalt-60 it can be shown that a FLR areal activity density of ~0.87 TBq m −2 would be required to give a whole body dose rate of 1 Gy h −1
, which is equivalent to a mass density of ground contamination of ~21 mg m −2 , or approximately 1 kg of contaminant per 220 × 220 m Average phone and whole body doses per fluence, calibration factors, and confidence levels for each exposure. Defined for a given exposure as the standard deviation of the distribution of the mean phone doses from the four locations. (b) Defined as the ratio:
Defined in equation (4a) to provide a conservative estimate of the potential over-response from using C G .
Defined in equation (4b) to provide a conservative estimate of the potential under-response from using C G .
Note:
Bracketed values denote one standard uncertainty, representing just the statistical variance from the Monte Carlo calculations.
hazardous whole body dose rates, and hence provide a handle on the feasibility of some emergency scenarios that could potentially be considered.
Discussion
A number of conclusions may be drawn from the results presented in this paper. Firstly, little evidence has been found to suggest that the positions of the resistors within the phone greatly impact the dosimetry: apart from for very low energy exposures, variations of only a few percent have generally been found between R1 and R2 results (figures 3 and 4), which are within the levels of statistical fluctuation. However, this outcome must be considered with the caveat that only two positions have been investigated, and it is not inconceivable that greater variations could be found for alternative positions in phones: the dose deposited in a resistor surrounded by large quantities of high-Z material very close to the back of a phone by a battery, say, could still be different from that in a comparatively unshielded resistor closer to the same phone's screen. In fact, measurements of dose deposition as a function of depth within a phone have been considered elsewhere for Cs-137 (Mrozik et al 2014) , with discrepancies of over 20% found between resistors positioned at the front and back of a phone. However, it is remarked that because resistors are typically located on a common circuit board, they may all be located at a comparable depth within a given phone. As a consequence, the consistencies shown here for laterally separated resistors are not necessarily in conflict with any differences that might arise due to depth separations: all resistors taken from the same circuit board may be expected to exhibit a fairly similar absorbed dose, though some exceptions to this statement are inevitable. Secondly, it is apparent that the circuit board itself could significantly affect the results. Specifically, the presence or absence of the metal contacts that surround the resistors has been seen to alter the doses that they receive, with their presence enhancing the absorbed dose to a degree that depends on the energy of the source. It is likewise reasonable to assume that the exact compositions of these contacts, in particular their densities and effective Z, would also perturb the dosimetry, although the extent of this has not been investigated in the current work. Given that the resistors in different phones may be connected to their respective circuit boards using different types of electrical contact, and that it is unlikely that such differences could be taken properly into account during an emergency dosimetry protocol, it may be suggested that this factor could add an uncertainty to the dose estimates that is several tens of percent at some energies.
Thirdly, the orientation of the phone relative to the source has been shown not to affect the results greatly for exposures above ~100 keV (figures 3-5). This is as expected for resistors located inside a phone, with the small differences that were found readily explainable from a consideration of the disparate attenuation of the field by the asymmetric distribution of materials around the resistors. It might be argued that exposures to sources with energies less than 100 keV are considerably less likely to occur in emergency dosimetry scenarios than exposures to sources greater than this value. Accordingly, the general lack of dependency of the results on the orientation of the phone is extremely fortunate: it would be a difficult problem to correct for otherwise, because when carried in a pocket, say, it is unlikely that an individual would be able to state with certainty the precise orientation of the phone during the exposure.
Finally, it has been shown that the parameter that most significantly affects accurate dosimetry is the location of the phone. Comparing results for a phone free in space to one on an ISO slab phantom, the increase in dose due to backscatter is readily apparent and can be by tens of percent. Similarly, attenuation of the field by the phantom when exposed from the rear can change the dose to the phone by more than a factor of two, relative to exposures from the front (figure 5). These differences, the magnitudes of which exhibit a strong energy-dependence, were explored further as functions of both the location of the phone about the body and the direction of exposure (tables 4-6 and figures 7(a)-(c)). Significant differences were found between the doses deposited in phones at different locations, with their resulting estimates for whole body doses being incorrect by up to an order of magnitude. The data in tables 2, 3, 5(a)-(c) and 6 may be compared to provide appropriate conversion factors necessary to calibrate a retrospective dosimetry system.
There are many limitations to the approach considered in this paper. For a start, only the adult male ICRP phantom has been considered, which is positioned standing upright. The phantom is also unclothed, which therefore neglects any shielding or backscatter provided by the very wide variety of garments that individuals might be wearing during a radiological emergency. In addition, all of the phones are located on the left-hand side of the body (from the phantom's point-of-view), the organs of which are not distributed perfectly symmetrically about the left-right axis; this is unlikely to be too significant for the AP, PA, ISO, FLR or ROT* exposures, but would affect the LLAT and RLAT results. Also, only seven exposure geometries have been considered, but many more scenarios are feasible, such as a small-volume source positioned close enough to an individual to invalidate the plane parallel conditions assumed here for AP, PA, LLAT and RLAT; in principle, if the geometry of an exposure were known, then a specific model could be used to correct the readings for that case, but the diversity of possible cases is too great to be investigated in detail in advance. Different designs of phone would also lead to different dose depositions in their resistors. Finally, there are clearly an infinite number of positions in which a phone might be located relative to a body, and an infinite number of ways in which it might be turned; mobile phones tend to be significantly asymmetric about their natural rotational axes. Whilst all of these limitations are valid objections, it is suggested that many of them, such as those concerning the exact design of the phone or small rotations of it, are unlikely to change the overall outcomes too significantly, at least within the context of the large uncertainties reported in the present work and the very crude estimates of dose acceptable for triage dosimetry. But others, such as those arising from the use of the standard ICRP adult male phantom, may be more fundamental and might only properly be resolved by future work that could involve considering voxel phantoms of different age, gender or posture (e.g. sitting or crouching), not all of which exist at present. Nevertheless, compared to these possible alternatives, using a standing adult male gives the configuration with the greatest spatial distribution of phones and organs, so may at least be speculated to provide a worst-case scenario for some of the dose variations highlighted in the current work.
There are currently no criteria against which retrospective / fortuitous dosemeters for triage should be judged, because this is a relatively new field of dosimetry. It would not be reasonable to judge them against the performance criteria required of personal dosemeters, because those dosemeters are worn in more ideal conditions and are designed to meet the specified criteria (IEC 2012); for instance, a variation in the response by a factor of just 1.5 is permitted for photon personal dosemeters at doses above 10 mSv, but this would not be realistic for mobile phone dosimetry, which is intended only to provide a rough first estimate for individuals receiving high absorbed doses. Instead, since there are no specified criteria, the goal of this work is to show what can be achieved. Because the uncertainties are larger in emergency dosimetry than in routine dosimetry, it is recognized that there may be a need to tailor the calibration for an incident to factors known about the type of exposure, although the situation where a routine system calibration is applied has also been considered. G , which could then be reported as the dose received by the individual. Clearly, the choice of which calibration factor to apply depends upon what is known about the exposure, e.g. whether it is known to be predominantly AP, PA, LLAT, RLAT, ISO, FLR or ROT. Of course in an ideal situation, perfect knowledge would be available regarding the nature and direction of the radiation exposure, the orientation of the individual relative to this source, and the location of the phone about the body. With such knowledge, the data in tables 4 and 5 could be used to relate the phone doses to the doses received either by the whole body or by specific organs within it. In practice, however, it is unlikely that such knowledge will always be available, and the number of phones that might need to be processed in an emergency could be far too large to introduce specific geometry corrections for different individuals. Indeed, even if the general direction of the radiation emission were known in terms of some fixed coordinate system, from a dosimetry service standpoint it is unrealistic to expect that adequate information could always be collected during an emergency to clarify whether this direction was, say, strictly AP, PA, LLAT or RLAT from the perspective of each individual, or where their phone was located relative to it. In any case, movement of the individual or use of the phone during the exposure could negate such information anyhow. In practice therefore, and based on the speculated occurrence of various likely situations, a number of suggestions are hence made, which could perhaps be adopted with the following priorities:
(1) In the idealized case that sufficient information is available on the energy and direction of the exposure and the location of the phone, the data of tables 4 (and ICRP 116) and 5 may readily be used to derive localized organ or whole body doses directly from reconstructed phone doses. (2) Assuming, more realistically, that the location of the phone is not known, but that the direction of the exposure is known and sufficient information can be obtained regarding the relative orientation of the individual during it, the relevant calibration factor from table 6 may be applied. The potential systematic uncertainties in the dose deposited in the individual that then follow from this ignorance of the phone's locations can be estimated using the parameters S G + and S G − from table 6, as will be discussed below. (3) If no directional information is available, it may still be reasonable to suggest that three exposure types are most likely:
(a) If predominantly aerosol debris is suspected, the conditions of a radioactive cloud may perhaps be assumed most appropriate, and the ISO exposure data in table 6 may be used. (b) For heavy radioactive debris or 'fallout' conditions where ground contamination is suspected, the FLR data in table 6 may be used. (c) For discrete sources located significant distances from the individual, the ROT* data in table 6 may be used, with the assumed effects of movement of the individual mitigating an assumed rotational uniformity of exposure.
4. If no information about the exposure is known, a default of ROT* should perhaps be chosen, as potentially this may be assumed to be the most likely general scenario once air or ground contamination exposures have been ruled out.
For plane parallel exposures of phones located on the front or back of the body at photon energies lower than those considered here, the data given in table 3 for a phone positioned on a slab phantom may be used in conjunction with the organ absorbed doses published in ICRP 116 (ICRP 2010) to estimate approximate values for dose conversion factors. These dose-perfluence data are summarized in table 7, where the results have been determined by averaging over both resistors for a phone facing away from the phantom (table 3) , and the whole body doses have been calculated using equation (2); the data could potentially be interpolated, as necessary, to estimate intermediate values. As expected, knowledge of the location of the phone is seen to be critical for accurate conversions from resistor to whole body doses for a given exposure geometry, with factors such as the orientation of the phone and the positions of the resistors within it also known to become increasingly significant at lower energies (figures 3-5). In the event that no energy characteristics of the exposure are known, it may be appropriate either to average over the data given here for 192 Ir, 137 Cs and 60 Co, or else adopt a more conservative approach by choosing the data that correspond to the worst-case scenario. Clearly, the accuracy of the dosimetry could be highly compromised in such circumstances, though by comparing figures 7(a)-(c) it is at least noted that some general trends and ratios appear to exist between phone and body doses that are fairly independent of the sources, even if just as a very rough first approximation.
The parameters S [G, Location] is the dose per fluence for G averaged over both resistors for a given location (Chest, Leg, Back or Hip), and the set {…} is taken over each of the four locations. In an attempt to mitigate for the asymmetry of the modelled geometry, and given that phones are presumed just as likely to be carried on the right side of the body as the left, the worst-case results for S G + and S G − were merged in table 6 for LLAT and RLAT exposures. The maximal term in equations (4a) and (4b) originates from the supposition that in a real emergency situation the precise location of a phone will not necessarily be known to the people performing the TL/OSL measurements on its resistors, and hence the people who will be determining the individual's whole body dose from the dose reconstructed from the TL/OSL signal. Accordingly, taken together S G + and S G − effectively provide an envelope function reflecting the necessary assumption that the phone could have been located in either of the worst possible positions to provide accurate dosimetry for exposure G, considering that this dosimetry uses a method that is based upon applying a standard calibration factor, C G . For a given exposure, these worst possible positions are the ones that would lead to dose estimates that are furthest from the value that was determined by averaging over all phone locations, upon which the value for C G was based. In this way, a handle can be gained on the accuracy of the dose reported for an individual, and the degree to which it could be a serious over-or under-estimate of the true dose actually received. Of course, rather than simply making the blanket assumption of a worst-case scenario, other less conservative estimates of the uncertainties resulting from the application of C G could alternatively be derived, such as making a statistical appraisal of the distributions of results that arise from ignorance of the phone's location. Although S G + and S G − are always non-negative, from the definitions in equations (4a) and (4b) it is apparent that, whilst S G + can never exceed 100% for any conceivable exposure, the value of S G − is not similarly constrained: the whole body dose to an individual could potentially be many times larger than the dose deposited in a phone located about their person, and, since S G − is given as a percentage of this phone dose, its value can be greater than Table 7 . Absorbed dose per fluence, averaged over both resistors in a phone located on the front or back of a slab phantom and facing away from it, and whole body dose per fluence, from which conversion factors may be derived for low energy AP and PA photon exposures; the 'reversal' of the phone datasets arises from the symmetry of the slab phantom configuration. emergency dosimetry, and would hence effectively be unusable for mono-directional exposures apart from in identifying negligible doses, for which precise estimates would not be necessary. Mono-directional exposures may be the most relevant scenario for, say, non-monitored workers exposed during a criticality accident, or in situations where an x-ray tube or sealedsource is placed in the vicinity of individuals who are stationary or seated (e.g. IAEA (2004)) at distances that render inverse-square divergences negligible. Fortunately, however, in general it might still be expected that ISO, FLR or ROT* exposures of individuals are the ones that are most likely to occur in the majority of real-World emergency scenarios, especially in the mass-casualty situations for which the benefits of mobile phone retrospective dosimetry are most anticipated. In particular, and notwithstanding section 5.3, it is reasonable to suggest that many actual emergencies may be most likely to take one of the general forms highlighted in '(a)' above, that is: (1) a plume of radioactive material has been released and has engulfed individuals, in which case ISO exposures are appropriate; (2) a release of heavy radioactive debris has occurred that has settled as ground contamination, in which case FLR exposures of individuals are relevant; (3) the source of radiation is located a significant distance away from individuals, who move relative to it during the exposure so that data for ROT* exposures may be considered suitable. In these anticipated scenarios, using mobile phones as emergency dosemeters could be considered reasonably accurate means of assessing whole body doses from external exposures, with uncertainties (i.e. S G + and S G − ) of only ~ ± 5% for ISO, ~ ± 10-20% for FLR and ~ ± 5% for ROT* resulting as a consequence of ignorance of the location of the phone during 192 Ir, 137 Cs or 60 Co irradiations; if the ISO, FLR or ROT* nature of the field is also unknown, but mono-directional exposures are still considered unlikely, an overall worst-case uncertainty of ~ ± 20% is perhaps applicable. These uncertainties could rise to ~ ± 20-40% if the other sources of uncertainty discussed in this paper are also taken into account, such as the issue regarding the presence / absence of the metal contacts surrounding the resistors, the positions of the resistors within the phone, or the orientation of the phone. Of course, none of these analyses take into account any of the other sources of uncertainty that are appropriate for the TL/OSL measurement techniques themselves. For triage dosimetry, for which nearest-gray assessments of exposures would generally be sufficient, this magnitude of uncertainty on a dose estimate may be considered acceptable, supporting the use of the proposed emergency dosimetry method in the above situations.
