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(Communicated by Barbara L. Keyfitz)

Abstract. We study the uniqueness and stability of nonnegative solutions for
classes of nonlinear elliptic Dirichlet problems on a ball, when the nonlinearity
is monotone, negative at the origin, and either concave or convex.

1. Introduction
In this paper we consider the boundary value problem

(1.1)
(1.2)

Aw+ A/(«) = 0 inQ,
u = 0 ondQ,

where A is the Laplacian operator, Q is the unit ball in R" , n > 2, and
X > 0 is a parameter. We also assume that /: [0, oo) —>R is monotonically
increasing and that

(1.3)

f(0) < 0 (semipositone)

and

f(u) > 0 for some u > 0.

We will denote by F the primitive of / with F(0) = 0.
Our main results are

Theorem A. // f is concave then there exists y.\ such that if A > n\ then (1.1)(1.2) has at most one nonnegative solution. Furthermore, there exists Hi such
that all nonnegative solutions for A > hj are stable.
Theorem B. // / is convex, lim,_00(/(?)/f)

= oo, there exists k e (0, 1) such

that
A = lim (t/f(t))n'2{2nF(kt)
t—*oo

- (n - 2)tf(t)} = oo,

and y/(t) := f{t)/{tf'(t) - f(t)) is an increasing function, then there exists n$
such that if A < fi} then (1.1)-(1.2) has at most one nonnegative solution.
The case n = 1 was studied in [4] where, in particular, it was shown that
Theorem A is true for positive solutions but not for nonnegative solutions. Also
in [4], Theorem B for n — 1 was proven and an extensive study of existence
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results was established. Existence results for n > 1 can be found in [3, 5, 9-11].
For nonexistence results see [ 1] and for unstability of positive solutions in the
convex case see [2]. Uniqueness and stability results have yet to be addressed,
which we do here.
Our methods involve shooting arguments, estimates at and near the boundary,
Pohozaev's identity, and comparison arguments. The assumption /(0) < 0
makes it difficult to establish the existence of a minimal nonnegative solution,
unlike in the case of positone problems (/(0) > 0).
Due to the results of [6] we know that nonnegative solutions to (1.1)-(1.2)
are positive in Q and hence are radially symmetric (see [7]). Thus it is sufficient
to study the equation

(1.4)
(1.5)
(1.6)

v" + ((n-l)/r)v' + kf{v) = 0,
?/(0) = 0,
v(l) = 0.

For future reference we note that, because of (1.3), there exist positive real

numbers /? < 9 with

(1.7)

f(P) = F(6) = 0.

The number 6 plays a crucial role in the study of positive solutions to (1.1)(1.2) as every positive solution to (1.4)—(1.6) satisfies

(i.8)

v{0)>e.

Indeed, if v is a solution to (1.4)—(1.6) nonnegative in [0, 1) then multiplying
(1.4) by r"v' and integrating on [0, 1] we have

(1.9)
From

(v'(\))2+ I {n-2)r"-l{v'(r))2dr

Jo

(1.9) we clearly see that the integrand

= 2nX f r"-lF{v{r))dr.

Jo

on the right-hand

side must be

positive for some r. Since F is an increasing function on [/?, oo) and v is
radially decreasing, we see that (1.8) holds.
We will give preliminaries in §§2 and 3 and prove our main theorems in §4.

2. Preliminary

lemmas, / concave

Throughout this section we assume that / is concave.

Lemma 2.1. There exist positive constants X2 and Mi such that if v is a positive
solution to (1.4)—(1.6)with X > X2 then

(2.1)

\v'(l)\>M2X.

Proof. From [ 1] it follows that there exists a positive real number M independent of X such that if v is a positive solution to (1.4)—(1.6) then v(to) —P/2
for some to e (0, 1) and
(2.2)

l-t0<

MX~l/2.

From (2.2) and the mean value theorem we see that there exists t* e [to, 1]
with \v'(t*)\ > {P/(2M))X1/2. Because the positive solutions to (1.4)-(1.6) are
radially decreasing and / is negative on [0, ft), we see that

(2.3)

\v'{s)\ > {P/(2M))X1'2 for all s € [r, :=v~l(B),
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Integrating v' on [/[, to] and using (2.2)-(2.3), we see that

(2.4)

l-ti<2MX~i/2.

Let pe{p,6)

be such that p + {P2/(64M2f{p))) > p.. Let t2 e (0, 1) be

such that v(t2) = p.. The existence of such a t2 follows from (1.8).

Now we show that t2 > t\ - {P/(SMf(p)))X~^2 for X large. Suppose not.
Integrating (1.4) on [t, /i] for t e[t2, ti] we have (see (2.3))
t"-iv'(t)

= tnl-lv'(tl) + xj\"-lf(v(s))ds

<-{BI{4M))kV2+k{h-t)f{n),
where we used that t"~l is bounded below by \ as long as X is sufficiently large

(see (2.4)). Thus if t > t{ - {P/{iMf{p)))X-xl2 then {p/{M))X1'2 < -v'(t).
By our choice of p. we have v(t\ - (P/(8Mf(p)))X~l/2) > p,, which contradicts
the definition of t2 . Thus there exists A3 such that for X > A3 we have

(2.6)

tx-t2<{pl{%Mf(n)))^12-

Because of (2.4) and (2.6), for X sufficiently large t\ > \ . Thus for t e[t2, 1]
we obtain

t"-lv'{t) - -X f 2s"-lf{v{s))ds-X f sn-xf(v(s))ds
J°
hl
<-X(f(p)t"2-max{\f(0)\,f(p)}(l-t"2))/n
<-Xf{p)/2n + KX{/2,

(2 7)
K' '

where K is independent of X. From (2.7) we see that there exists X2> A3 and
M2 > 0 such that if X > X2 then

(2.8)

\v'(t)\>M2X

for all te[t2,

1].

In particular,
(2.9)

\l - t2\ < p(M2Xyl .

With inequality (2.8) the lemma is proven.

Corollary 2.2. Given C > p there exists X(C) such that if X > X(C) and v
is a positive solution to (1.4)—(1.6) then for some T e (0, 1), v(T) = C and

l-T

= 0(X~1).

Proof. Because of (2.9), we can assume that t2 > |.
we have

(2.10)

-t"-1v'{t) = X f s"-lf(v(s))ds
Jo

where y = f(p)/(4"n).

Thus for all t e[\,

> Xf(p)tn/n > yX,

Now for all t e [\ , |] we obtain
rh

(2.11)

v{t) = p-

v'{s)ds>p

+ yX(t2-t)>p

+ yX{t2-\).

Hence there exists T such that v(T) = c for X large and 1 - T = 0(X~{).
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Lemma 2.3. If'(1.4)-(l. 6) has a positive solution for all X large then Mm^^ f'{t)

= 0.

Proof. Suppose lim,-^ f'(t) = A > 0. Let t\ be as in Lemma 2.1. Without
loss of generality, we can assume that t\ > \ (see (2.4)). Let m(r) denote
an eigenfunction corresponding to the smallest eigenvalue o(t\) of -A with
Dirichlet boundary condition on the ball of radius t\. Thus
rt,

(2.12)

/

Jo

s"-l(X(g(w)/w)-o)wmds

= 0,

where g{t) = f(t + P) and w(t) = v{t) - p. Since /" < 0, the function
g(w)/w is nonincreasing. Thus if X > (a(j)/A) we have a contradiction,
which proves the lemma.

3. Preliminaries,

/ convex

Throughout this section we assume f to satisfy the assumptions of Theorem

B.
Let z(r,X, d) denote the solution to the initial value problem

(3.1)

z" + ((n-l)/r)z'+Xf(z)

(3.2)
(3.3)

z(0) = d,
z'(0) = 0.

= 0,

Suppose, in addition, that z is positive in [0, 1), and that z(l)
is a positive solution to (1.4)—(1.6). Because y/ is an increasing
Theorem B), for each y e [0, 2y/{z(0)) the function a(r) :=
-(2 + y)f(z(r)) + yz(r)f'(z(r))
has exactly one zero r*(y).

= 0. Thus z
function (see
4>{z{r), y) :=
This follows

from the facts that a{\) > 0, cr(0) = -(2 + y)f(d) + ydf'{d) = -2f(d) +
y{df'{d) - f{d)} < 0, and that y = 2y/{z{r*)) with y increasing and z decreasing. Moreover, r* is a continuous function of y and

(3.4)

<l>(z(r),y) < 0 for r < r*(y) and

Let h{r) = -rz'(r)/z(r).

(3.5)

4>{z(r), y) > 0 for r > r*(y).

From Pohozaev's identity we have

h'(r) = X{2rx~"J + r(zf(z) - 2F(z))}/z2 ,

where J = J0rsn~l{nF(z)-({n-2)/2)zf(z))ds.
Since / is convex and /(0) <
0, we have zf(z) - 2F(z) > 0. Also (see [5, (3.3)]) because A = oc we see that
J > 0. Hence h' > 0. Now letting H(r) := 2y/(z(r)) - h{r) we see that H is
strictly decreasing, H(0) > 0, and linv^i H{r) = -oo . Let r0 e (0, 1) be such
that H{rQ) = 0. Thus if y0 = h{r0) then y0 = 2t//(z(rQ)), i.e., r0 = r*(y0).

Hence
(3 6)

^Z^'

7o^ < ° and y^ := rz'^ + y°z^ > ° for r < r°'
<f>(z{r),y0) > 0 and y{r) < 0 for r > r0.

An elementary calculation shows that

(3.7)

(3.8)

y" + ((n-l)/r)y'

+ Xf'(z)y = X<P(z(r),y0),

y'(0) = o.
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Let w denote the solution to

(3.9)
(3.10)

w" + {(n-l)/r)w'
w(0) = l,

+ Xf'(z)w = 0,
ur*(0)= 0;

that is, w is the derivative with respect to d of z(r, X, d).
Now we are ready to prove.

Lemma 3.1. Under the above assumptions w has exactly one zero in [0, 1] and

w(l)<0.
Proof. First we show that w is positive on [0, r*(yo) = ro]. In fact, suppose
w has a zero in the latter interval. Let c be the smallest positive zero of w .
Multiplying (3.7) by rn~lw and (3.9) by r"~xy and integrating on [0, c] we
have

(3.11)

c"-lw'{c)y{c) = -X f 4>{z{r),yo)rn-xw{r)dr.

Jo

Since (3.11) contradicts (3.6) we see that w is positive on [0, r0]. On the other
hand, if w has its first two zeros p < q in the interval (r0, 1], then arguing as
in (3.11) we have

(3.12)

q"-xw'(q)y(q) - p"-lw'(p)y(p) = -X f <)>{z(r),
yo)w(r)r"-xdr,
Jp

which contradicts (3.6) and the fact that p and q are the first two zeros of w .
Thus w has at most one zero on (ro, 1]. Let us see that such a zero exists in
(ro, 1). Since z satisfies

(3.13)
(3.14)

z" + ((« - l)/r)z' + Xf'(z)z = X(zf'(z) - f(z)),
z>0
on [0,1),
z(l) = 0 = z'(0),

and since / is convex, the right-hand side of (3.13) is positive. But multiplying
(3.13) by rn~xw and (3.9) by r"~xz and integrating on [0, 1] we obtain

(3.15)

z'(l)w(l)

= X [ (zf'(z)-f(z))r"-xwdr
Jo

and know that z'(l) < 0. Hence from (3.15) w must have a zero in (r0, 1)
and u;(l) < 0. Thus Lemma 3.1 is proven.
Finally, an elementary calculation shows that

(3.16)

z{r/a,X,d)

= z{r,X/a2,d)

for all a >0.

Differentiating the latter identity with respect to a and replacing a by 1 we
have

(3.17)

rz'(r,X,d) = 2Xzx(r,X,d).
4. Proof of Theorems A and B

Proof of Theorem A. Suppose (1.1)—(1.2) has positive solutions for arbitrarily
large values of X. From Lemma 2.3 we see that there exist positive constants
a > p and b such that

(4.1)

f(t)>tf'(t)

+ b for all t> a.
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By Corollary 2.2 we see that there exists ?3 < t2 such that t;(f3) = a and

(4.2)

\ti-l\<0(X-x),

for any v positive solution to (1.4)—(1.6). Let us see now that if y: [0, 1] —►
R
satisfies

(4.3)

y" + ((n-l)y'/r)

+ Xf'(v)y = 0,

(4.4)

y(0) = 1,

(4.5)

/(0) = 0,

then y > 0 on [0,1]. Suppose not. Let T e (0, 1] be the first zero of y.
Multiplying (4.3) by r"~xv and (1.4) by r"~xy and integrating on [0, T] we
have

(4.6)

0=T"-xy'(T)v{T)-X

[ rn~x{f{v) - f'{v)v)ydr.
Jo

Since y'{T) < 0 and f(v) > f'(v)v on [0, r3] we see that r > Z3. Thus from
(4.1), (4.6), and the fact that y is nonincreasing on (0, T], we have

(tn3/n)by(t3)< f3r"-x(f(v)-vf'(v))ydr
Jo

(4'7)

< / r"-x(f'(v)v-f(v))ydr
Jti
<y(h)0(X-x).

But from (4.2) we see that the latter inequality cannot hold for X large. Therefore y is positive on [0, 1].
Suppose now that for X large (1.4)-( 1.6) has two solutions positive on [0, 1).
Let them be v and w . By the uniqueness of solutions for initial value problems
we see that v(0) ^ w(0), say v(0) > w(0). Taking T = min{t e [0, 1];
w(t) = v(t)} we see that z = v - w is positive on [0, T) and

(4.8)

z" + ((« - l)z'/r) + X((f(v) - f(w))/(v - w))z = 0,

(4.9)

z'(0) = z(r) = 0.

Since / is concave (f(v) - f(w))/{v - w) < f'(w) on [0, T]. This and the
Sturm comparison theorem imply that y must have a zero on [0, T), which we
have proven not to happen. Thus (1.4)—(1.6) has at most one positive solution.
Next suppose u is a nonnegative solution for X large. Then consider the
eigenvalue problem

,

(' '

4>"+ ((«- i)W + (A/'(«)+ xx)<t>
= o,
0(0) = 1,

0'(O)= O,

0(1) = 0,

where X\ is the smallest eigenvalue. If X\ < 0 then by the Sturm comparison
theorem y must vanish in [0, 1] which is a contradiction. Hence X\ > 0 and
thus u is stable (see [8]), which proves Theorem A.
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Proof of Theorem B. Let z(r,X, d) be as in §3. From Lemma 3.2 of [5], it
follows that there exist X* and d* such that

,4 m
{' '

If Ae(0,A*) and d > d* then (z{r, X, d))2 + (z'(r, X, d))2 >
0 for all re[0, 1] .

Let now z( , Ao, do) be a solution to (1.4)—(1.6) positive in [0, 1) with Ao <
A*. By further restricting A* we can assume that if Xq < X* then do > d*
(see [5, Lemma 3.2]). Hence from (3.17), (4.11), Lemma 3.1, and the implicit
function theorem there exist e > 0 and a decreasing function A: [do -e, oo) —>
R such that A(do) = Xo, and z( , A(d), d) is a positive solution to (1.4)(1.6). Suppose now that for some A' e (0,A*) the problem (1.4)—(1.6) has
two solutions z( , A', d\) and z( , A', d2). Without loss of generality we can
assume that d\ < d2. Let Ai and A2 be the functions whose graphs determine
positive solutions to (1.4)—(1.6) and such that

Ax{dx) = A2{d2) = X'.
Since both Ai and A2 are decreasing functions, their graphs are disjoint. Let

X" = Ax{d2). Hence A" < A'. Since by (3.17) and (4.11) the first zero of
z( , A, d) is a decreasing function of A, we see that z( , A", d2) has a zero
in (0, 1), which contradicts that it is a positive solution to (1.4)—(1.6), and
Theorem B is proven.

5. Remarks
Theorem B holds under less restrictive assumptions. Indeed, the reader can
verify that the convexity condition may be replaced by suitable superlinear conditions. However, there remain a great deal of open questions. For example,
in Theorem B uniqueness of the positive solutions for arbitrary values of A
remains unsettled even in the radial case. Also Theorems A and B need to be
proven for general regions.
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