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Para apoiar os estudos hidrológicos baseados em física ambiental, há a 
necessidade de encurtar a distância entre imagens de satélite bruto e modelos de 
gestão de recursos hídricos no que diz respeito às classes de cobertura da terra. À 
medida que as melhorias na resolução espacial de imagem permitem uma visão 
mais detalhada da superfície da Terra, o número de classes possíveis também 
aumenta. No entanto, os modelos hidrológicos ou de qualidade da água ainda 
dependem de dados grosseiros, como mapas de solo em pequena escala ou 
estimativas de chuva interpoladas que não são compatíveis com uma descrição 
detalhada da superfície. Por outro lado, manter os modelos mais gerais permite usá-
los em diferentes regiões ao redor do mundo. Nesse sentido, é proposta uma rede 
semântica hierárquica de classes com base nos modelos hidrológicos e de 
qualidade da água mais comuns e, essa rede também está relacionada a resoluções 
de imagem. Os resultados mostraram a relação quase direta entre parâmetros de 
diferentes modelos e, comprovou-se que as classes necessárias pelos modelos 
podem ser organizadas dentro de uma rede hierárquica, da mesma forma que os 
sistemas de classes propostos por agências internacionais como CORINE e LCCS. 
Este esquema de classificação desenvolvido foi então aplicado a um caso de estudo 
no Brasil, a bacia de Vossoroca. As imagens Rapideye da área são classificadas 
usando a análise de imagem baseada em objetos (OBIA). O uso da abordagem de 
análise de imagem baseada em objetos em imagens digitais para fins de 
classificação em imagens de satélite de alta resolução espacial pode ser dividido em 
dois passos principais: o primeiro seria a etapa de segmentação e o segundo está 
relacionado à rotulagem esses segmentos ou objetos de acordo com um 
determinado conjunto de recursos e classificadores. As árvores de decisão são 
comumente usadas para representar o conhecimento humano em relação às 
classes de interesse na etapa de classificação. A questão nessa pesquisa foi sobre 
como selecionar uma quantidade menor ou combinação de características de um 
espaço de características disponível; que poderiam ser espaciais, espectrais e/ou 
texturais, a fim de descrever melhor as classes de interesse. Essa pergunta leva à 
escolha do melhor ou mais conveniente método de seleção de características. Para 
a etapa de seleção de características, diferentes algoritmos de seleção foram 
comparados: um modelo wrapper, um baseado em perceptron e outro no algoritmo 
SBS. O efeito do conjunto escolhido de variáveis derivadas das características 
disponíveis foi avaliado classificando as regiões de teste da mesma imagem. 
Acurácias globais da classificação foram satisfatórias, com valores maiores que 
90%, revelando que, usar o método desenvolvido de seleção de características 
(modelo wrapper), junto com OBIA e o classificador pelo método do vizinho mais 
próximo é um bom caminho. 
 







To support environmental physics-based hydrological studies there are 
several studies made throughout the years in order to shorten the distance between 
raw satellite imagery and water resources management models as regards land 
cover classes. As improvements in image spatial resolution enable a more detailed 
view of the Earth’s surface the number of possible classes also increases. 
Nevertheless, hydrological or water quality models still rely on coarse data, such as 
small-scale soil maps or interpolated rain estimates that are not compatible with a 
detailed description of the surface. On the other hand, keeping the models more 
general allows using them in many different regions around the world. In this sense, 
in this thesis it is proposed a semantic hierarchical network of classes based on the 
most common hydrological and water quality models based on the water body 
components’ samples and this net is related to image resolutions. Findings showed 
the almost direct relation between parameters of different models and it is proved 
that the classes needed by the models can be organized within a hierarchical net, in 
the same way as the classification systems CORINE and LCCS proposed by 
international agencies. This classification schema is then applied to a study case in 
Brazil, the Vossoroca basin. RapidEye images are classified using the object-based 
image analysis (OBIA). The use of object-based image analysis approach on digital 
imagery for classification purposes on high spatial resolution satellite imagery can be 
divided into two main steps: the first one would be the segmentation step and the 
second one is related to labeling these segments or objects according to a certain set 
of features and classifier. Decision trees are commonly used to represent human 
knowledge regarding the classes of interest in the classification step. The issue here 
is regarding on how to select a smaller amount or combination of features from a 
feature space; that could contain spatial, spectral and/or textural features, in order to 
improve the classes of interest description as well as the feature selection in this 
context. That question leads to choosing the best or more convenient feature 
selection method. For the feature selection step, different feature selection algorithms 
were compared: the wrapper model, the perceptron-based model and the SBS 
algorithm. The effect of the chosen set of variables derived from the available 
features was evaluated classifying test regions from the same image. Satisfactory 
overall image classification accuracy larger than 90% were revealed when using the 
developed feature selection method along with the OBIA approach using the nearest 
neighbor as classifier. 
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1 INTRODUCTION  
 
Water is one of the most vital resources for human beings and it is used for 
various purposes, from drinking water supply to electric power generation. Many 
surface water bodies worldwide are strongly impacted and threatened in terms of 
quantity and quality. Water bodies are tightly related to their catchment and 
associated natural processes, for instance, erosion and sediment transport. 
Nevertheless, human activities can change the natural equilibrium and introduce 
severe changes that alter strongly the natural relationships between living species 
and water.  
Today, a more conscious relation between the human race and water 
resources is being developed all over the world, as the problem gained global and 
huge implications. Human beings become more and more aware that natural 
resources need to be preserved to grant life and, that a sustainable approach 
regarding water management is needed to guarantee human life as well as social 
development.  
Global initiatives are now looking for solutions to monitor and manage water 
quality and availability all over the world. Relevant national and international 
institutions are working towards normalizing, sharing and grouping data used for 
water and catchment management. A common tool to forecast changes as a basis 
for the proposal of use and preservation strategies is the use of models.  
Although the quantity of models is considerable, depending on the aim and 
regional characteristics, many of them share common characteristics in terms of the 
type of information that is used as input. When the catchment is part of the study, 
information about its surface is needed to provide reliable estimates. For example, 
estimating runoff along the watershed demands knowledge of the amount of 
precipitation, as well as the physical characteristics of the catchment. Even the 
simpler model, such as the rational method model, needs such information. Its runoff 
coefficient (c) is a function of the soil type and drainage basin slope. As the model 
becomes more complex, more details are included and more input information is 
needed, such as land cover, land use, conservation practices or topography. Of 
course, more accurate results are expected with more complex models, but the 
information increase makes the model more difficult to use or applied in different 




models that can be easily adapted in order to perform historical or geographical 
comparative studies (Ragan and Jackson, 1980; Tucci, 1993; Bruno and Stein, 2004, 
Barbosa et al. 2015). A well-known simple model is the one developed by the 
American Soil Conservation Service (SCS), which relies on the use of a parameter 
that describes the catchment based on the area's hydrologic soil group, land use, 
treatment and hydrologic condition. 
Among other parameters, freshwater service models are designed to predict 
water quality in a catchment and also depend on the reliable description of the 
surface and soil. Many of them are based on the USLE (universal soil loss equation) 
and its family (RUSLE – revised USLE, RUSLE2 – revised USLE 2, and MUSLE – 
modified USLE). They are physics-based and use spatially explicit environmental 
input data (Hamel et al, 2015). USLE-based models are widely used for water 
resources management since soil erosion and hence siltation of water bodies are 
major problems leading to the degradation of the water quality, regarding their 
physical and chemical parameters (Benavidez el al, 2018; Wohl et al, 2015; Beskow 
et al, 2009; Borrelli et al, 2017). The main equation for the USLE family has six 
factors; one of them is directly related to the basin land use and land cover, the cover 
and management factor (CP). Then, the USLE model also describes the catchment 
using coefficients, among which the cropping management factors (C and P or CP) is 
the key to describe surface conditions. The classes of interest and the coefficients 
used in this factor were both chosen to represent the river basin in a universal and 
simpler way. Since the C and P factors depend on the classified land use type, the 
correct identification of land use classes is of very high relevance. Due to high C 
values, the precise identification of agricultural and urban land is of particular 
importance (Hamel et al, 2015). 
One of the aims of hydrological modeling and water quality models is to 
predict the consequences of land use changes (Brauman et al., 2007), which implies 
changes on the coefficients that describe the physical properties of the catchment. 
The importance of these changes will increase due to strong climate and direct 
anthropogenic changes (Beck et al, 2018).  
In this context, remote sensing is the only viable option to create full-
coverage, high-resolution catchment information of increasing quality also in terms of 
seasonal information (Borrelli et al, 2017). It plays an important role in current water 




applications related to land cover studies and assessment, mainly for urban and 
semi-urban catchments.  
The improvements in terms of spatial resolution and the advent of (very) 
high-spatial-resolution imagery either derived from satellites such as GeoEye and 
Quickbird or coming from the so-called unmanned aerial vehicles (UAVs), opens a 
wide research field in terms of image analysis. As the spatial resolution of images is 
improved, featuring pixel sizes of less than 5 meters, the variability between digital 
values of the same target (object) on the scene also increases (Carleer and Wolff, 
2007), reducing the efficiency of spectral-based classifiers. On the other hand, the 
higher spatial resolution allows analyzing new variables such as the spatial ones.  
Dealing with a detailed image of the Earth’s surface proved that pixel-based 
methods have limitations. The use of spectral information, the digital numbers in the 
spectral bands, to take a decision about the possible class was widely spread in the 
70s to the 90s, but the paradigm changed as high resolution images were introduced, 
because in high resolution images the classes are less uniform and object mixtures 
are more visible. Such new reality created space for alternative image analysis 
approaches such as the so-called object-based image analysis (OBIA) that adopts 
image regions as elements instead of isolated pixels. Uniform regions are delimited 
in the image and it is assumed that these regions are associated to objects in the 
scene. Therefore, the region concept in the image space is linked to the object 
concept in the scene. Using the object as a processing element opens up a wide 
array of ways in image classification, where it is possible to combine both spectral 
and spatial features to describe the classes of interest. Meanwhile, choosing the 
features that describe the classes as reliably as possible can be a challenging task 
due to a large number of combinations that can be made from all of the spatial and 
spectral descriptors available. Thus, within this framework of image analysis, it is 
reasonable to state that the OBIA classification is highly dependent on the proper 
selection of the most significant variables. 
 
1.1 HYPOTHESIS  
 
Considering the discussions from the above paragraphs some opportunities 
can be addressed and can be taken into account in this study. These main lines 




 The first question can be formalized as: “is it possible to propose a 
class schema that fulfills the needs of broad hydrological models used 
in water quality?” 
 The second question is: “once the classification schema is defined as a 
semantic hierarchical network, is it possible to automatically select the 
best features for the classification step and bring some interpretation 
from it? Differing from method that use dimensionality reduction, for 
instance.” 
Formally, this study aims can be divided into two main parts: 
a) To propose a semantic hierarchical network of land cover classes that 
can support hydrological studies at different scales considering several 
studies to base the network in; and 
b) To propose a feature selection method that can be used within the 
context of the defined class hierarchy and brings more efficiency and 




One of the main desires regarding water management is that the hydrological 
model could be used worldwide, meaning in different scenarios and landscapes and, 
using data that should be as free and as easy to handle as possible It is also desired 
that the input data is similar in different studies to enable comparisons (Ragan and 
Jackson, 1980). For this purpose, in this study common water resources models’ 
parameters derived from the land cover are analyzed and compared with the aim of 
reducing complexity and building clusters at different generalization levels. This 
conceptual hierarchical network can be translated into a classification schema that 
can be solved using the OBIA approach. As an alternative to the statistical algorithms 
commonly used to conduct image classification, the use of a decision trees has been 
proposed by several studies, it became popular mainly by its use in the object-based 
image analysis algorithms (Van Coillie et al., 2007; Mahmoudi et al., 2013; 
Hamediantar and Shafri 2016; Wang et al., 2016). When it comes to object-based 
image classification, the system first divides the image into segments according to 





The classes are defined by the hydrology models demands in terms of inputs 
information about the Earth’s surface. They are also used to build a semantic 
hierarchical network. One of the most important aspects of defining the classes of 
interest and the semantic hierarchical network is to increase a good transferability on 
a global scale, also based on the study made by Yang et al (2017). There is the need 
for interoperability between different land cover datasets in order to harmonize all of 
the available land cover/land use systems and to improve the comparison, validation 
and understanding of patterns and changes in a universal way (Yange et al, 2017). 
As the classes will be organized within a hierarchical network, it is 
reasonable to use also a hierarchical classification schema, a decision tree, product 
of the former class hierarchy analysis. The tree I then used to solve the classification 
problem by applying rules at each node, decision based on features that can be 
computed for each segment. The question addressed here is on choosing the 
features to be analyzed at each node of a given decision tree and the expected 
solution can also be applied to other watersheds using the same decision tree. Once 
established a hierarchical class network, a feature selection method is necessary to 
solve the classification problem.  
The constant improvement of sensors as well as the object-based image 
analysis techniques for classifying high spatial resolution satellite imagery led to a 
large number of available variables, for instance, spatial and spectral features. 
Nevertheless, the large number of features (feature space) causes problems, as it 
happens when statistical methods are used. According to Haertel and Landgrebe 
(1999), a high dimensional feature space might cause problems in the estimation of 
the classes' covariance matrices. As the dimensionality increases, so do the number 
of samples requires a reliable estimation of the covariance matrix, which is known as 
the Hughes phenomenon, when dealing with a parametric classifier. In his work, 
Hughes (1968) concluded that as the number of features increases, so the classifier 
accuracy also does until a maximum accuracy value is reached. In that way, adding 
new features to the classification algorithm would reduce the accuracy instead of 
improving it. The solution for that issue would be to increase the set of training 
samples, which is not easy mainly because it is a truly time-consuming task. 
Therefore, methods to reduce the feature space dimensionality have been studied by 
several authors (XIE et al., 2018). Furthermore, reducing the number of descriptors in 




different method to solve the feature selection problem was introduced and 
discussed, playing the major role in explaining the features used also giving them 
interpretation through the classes used inside the hierarchical network, and using the 
most from the features themselves. Meaning that, in the wrapper model developed 
there were no hyper-parameters or parameters, such as happens when using 







2 REVIEW OF LITERATURE 
 
In the following subsections, all the techniques and contextualization that 
were used as base for this work are presented in order to keep the context and give 
an overview of what has been made and what would be possible to be done.  
 
2.1 SEGMENTATION  
 
The first step in the image classification using the object-based image 
analysis (OBIA) approach is to group similar adjacent pixels in homogeneous regions 
that should correspond to an object in the scene or part of it. This is achieved 
applying segmentation algorithms. In the present study, the FNEA (Fractal Net 
Approach) was applied to perform segmentation. 
The segments, also called regions, are spatially connected set of pixels that 
share common attributes. The algorithm used for this study was the well-known multi-
scale resolution segmentation (FNEA – fractal net evolution approach) that can be 
stated as a region merging technique. This method depends on homogeneity 
definitions in combination with local and global optimization techniques, and 
comprises the choice of three main parameters being: the scale, shape and 
compactness parameters more about these and the segmentation approach can be 
found in Baatz and Schäpe (2000).  
One of the prerequisites needed for a successful segmentation is to consider 
the paradigm of object-oriented analysis in image processing (BAATZ and SCHÄPE, 
2001). According to Baatz and Schäpe (2000), this is achieved through a general 
segmentation algorithm, based on homogeneity definitions in combination with local 
and global optimization techniques. 
In the FNEA (Fractal Net Evolution Approach) method available in the 
eCognition software, the grouping criterion is defined based on spectral and spatial 
heterogeneity (Definiens User Guide).  
The parameter “f” is responsible for the production of more spatially uniform 
segments, if desired. This parameter is computed, according to equation 1, by the 





         (1) 
 
Where: 
 : weight of the spectral uniformity; 
 : spectral uniformity; 
 : spatial uniformity; 
The two criteria used to describe the separation of the image object are: 
spectral heterogeneity (color-related) and spatial heterogeneity (related to smoothing 
and compaction), which control the homogeneity of segments and regions 
(BLASCHKE et al, 2000). Color is directly related to spectral homogeneity and shape 
to spatial homogeneity (HOFMANN, 2002). A parameter is obtained by the weighted 
sum of these two criteria. (BATISTA, 2006). The spatial criterion is, again, the 
weighted sum of two parameters (compactness and softness).  
The possibility of grouping the pixels in regions, the so-called objects, and 
even super objects, by combining adjacent regions, creates a hierarchical network in 
the image. Therefore, these different levels of generalization enable the generation of 
different levels of resolution in the same image, so that it is obtained from each 
available resolution level, which is appropriate for the extraction of information of 
interest. This hierarchical network is defined topologically, that is, the edge of a super 
object is consistent with the edge of its sub objects (KERSTING, 2006). The process 
ends when the smallest possible growth of a pair of objects exceeds a certain 
threshold, the scale parameter, according to Baatz and Schäpe (2000), the main 
components of multi-resolution segmentation are: 
 Heuristic decision – it is the stage in which picture elements (initially 
pixels, then segments, are grouped within an iterative process. 
Assuming that there are two adjacent objects A and B; there are 
several heuristic approaches to group the elements despite other 
possible combinations in the image. eCognition has four approaches: 
o Adjustment: Groups object A with any neighboring object B when 
a heterogeneity criterion is achieved.   
o Optimal Adjustment: Object A is fused with a neighbor B if this is 




possible fusions of adjacent objects, it is chosen the one that 
introduces less loss of uniformity in the image as a whole. 
o Optimal Local Mutual Adjustment: Two objects (A and B) are 
combined if the fusion is the best possible for element A, at the 
same time that is the best option for element B. 
o Optimal Global Mutual Adjustment: Groups the pair of adjacent 
objects that achieve the best heterogeneity criterion for the 
entire scene, considering mutual adjustment. 
 Definition of the fusion criterion that determines the degree of 
agreement for a pair of objects: 
o Being X an n-dimensional feature space, in which each 
dimension is represented by a spatial or spectral variable, two 
objects A and B will look similar when they are as close as 
possible to each other, relative to all n-dimensions of X. 
According to Baatz and Schäpe (2000) and Blaschke et al (2000), a multi-
resolution or object-based segmentation should consider beyond the similarity 
criteria, the scale parameter, which determines the average size of objects. The 
definition of the segmentation parameters is still considered directly dependent on 
the characteristics of the image, the purpose of the segmentation – linked to the 
objects of the classes of interest that is desired to classify, and the knowledge of the 
analyst. In Benz et al (2001) it is emphasized that the choice of the scale parameter 
and similarity criteria is related to spatial and spectral resolutions of the image. 
 
2.2 IMAGE FEATURES 
 
The following subsections stand for the concepts related to the descriptors 
that were used in this research. These are described in three categories: spectral, 
spatial and textural. Although the texture can also be considered a spatial variable, 
here it is treated separately. Texture concerns the variation of the values of the digital 
value within the object and the spatial variables refer to the external characteristics of 






2.2.1  Spectral features 
Spectral variables are related to the response to reflected and/or emitted 
radiation by targets in the various regions of the electromagnetic spectrum and they 
can be (SONKA, HLAVAC, BOYLE, 1998.): 
● Spectral mean: the average value of the digital values of a spectral band for 
each object of the segmented image. 
● Spectral standard deviation: Quantifies the variation of digital values for each 
object in a spectral band. 
● Spectral Ratio: is defined by the ratio between the spectral mean of the 
segment of a band, by the sum of spectral means over all segments. 
     (2) 
Where   
: spectral ratio of the segment in the band , 
 : spectral mean of the segment in the band , 
: segment identification, 
 : total number of segments of the  band. 
● Brightness: it is the sum of the values in all spectral bands. 
● Maximum Difference: indicates the maximum spectral difference of a segment 
considering each spectral band. 
 
2.2.2 Spatial fetures 
 
Shape, size, and texture variables, which are the spatial attributes of the 
object, carry important information to describe the objects. They also provide 
information about the context of the object, that is, introduces the idea of human 





Spatial attributes can be divided by according to their characteristics, 
commonly with geometric and texture properties. Thus spatial variations of the 
objects can be described primarily with geometric features.  
● Size: It can be seen as the total number of pixels that build the segment. 
● Length: It can be defined by linear extension in space from one end to another 
on an object.  
● Width: describes the extension of the segment along the perpendicular 
direction to the main axis: 
● Length/Width ratio: describes the shape of objects. A ratio close to one 
describes a compact object, while larger values stand for elongated shapes 
(ANDRADE & CENTENO).   
●   Compactness: It represents the concentration of pixels around a point, for 
example the centroid (SONKA et al, 1998). 
● Elliptic Fit: compares the border of the segment to an inscribed ellipse. 
● Rectangular Fit: It has the same purpose as the elliptical fit but using a 
rectangle.  
● Border Length: The perimeter is the linear extension of the segments border.  
● Shape Index: this variable describes the smoothness or roughness of the 
borders. Thus, the lower the shape index, the more smoothed the contour.  
●  Density: It is another feature to describe the concentration of pixels.  
● Main Direction: designates the most significant spatial orientation for each 
object. This variable can be obtained computing the first eigenvalue of the 
line/row coordinates of all the pixels of the region. 
● Asymmetry: demonstrates the geometric regularity of the segments. The more 
the shape of the segment approaches a circumference or square, the lower 
the value of its asymmetry. 
 
2.2.3 Texture  
 
One can understand texture as the variation of the digital values of the pixels 
in the image, or within a given region. If the values are very similar, then the region is 
said to be uniform or smooth in terms of texture. According to Gonzalez and Woods 




independent properties, because if there were no hue variations, there would be no 
texture.  
There are several proposals for the extraction of texture attributes in the 
literature, one of which is described by SALI & WOLFSON (1992), who describe the 
main statistical methods from the first-order statistics, the mean, variance and 
moment, considering the pixels neighborhood. They also include second-order 
statistics that are related to the co-occurrence matrix. 
Haralick (1979) proposes the use of the co-occurrence matrix to derive a set 
of texture variables. For this purpose, the relative frequency of the digital values 
within the region is analyzed. Statistics are computed considering how many time 
combinations of different digital values happen at close pixels, preserving the spatial 
relationship. That means that it is counted how many time a digital value “I” is found 
in a pixel at the same time that the value “j” is present in the neighbor located in a 
given distance in a given direction (θ). These values are stored in a matrix which is 
later used to compute the features. 
Haralick (1973) proposes a set of features that can be computed from the 
covariance matrix in order to describe the texture. Among these variables are: 
homogeneity, contrast, dissimilarity, entropy, second-order angular moment, mean, 
standard deviation and correlation, which are described below, based on individual 
digital counters for each segment (HARALICK, 1973).  
● Homogeneity is a measure of local uniformity in terms of gray levels. An 
extreme homogeneous region would have all pixels of with the same value. 
● Contrast refers to the difference between the highest and lowest values within 
the region.  
● Dissimilarity quantifies the internal difference between the elements, the 
greater the difference between the elements, the greater the value of 
dissimilarity, which is very similar to contrast. 
●  Entropy measures gray levels disorder. The lower the values presented in the 
GLCM, the lesser the texture uniformity will be. 
● Second order angular moment: evaluates texture uniformity, according to the 
repetition of pairs of digital values.  
● Mean: This parameter is the mean value of the frequencies stored in the co-




● Standard Deviation: Provides a measure of dispersion of the data around the 
mean, within the matrix. 
 
2.3 CLASSIFICATION  
 
On a simplified way, the classification steps consist of labelling pixels or 
objects based on their characteristics, depending on the analysis approach. Since 
the region growing algorithm consists on dividing the image into segments or objects, 
that can be describe in terms of spectral features, spatial and textural features. 
These features build up a feature space that can be used to label the segments 
according to previously defined classes of interest, which leads to the next 
processing step in OBIA, the classification.  
Image classification aims at, given a set of available features, estimating the 
membership relation between the object and the classes and deciding for the most 
similar class. There are several approaches to perform classification, however the 
best-known algorithms can be grouped into parametric and nonparametric. 
Parametric methods compare the hypothetical values of discriminating functions 
computed for each class, using parameters such as the mean vector and variance-
covariance matrix and generally assume normal distribution. Conversely, 
nonparametric algorithms don’t rely on parameters and evaluate relationships of 
dependency. Generally nonparametric techniques are called robust because they are 
applied to a wide variety of class distributions, when class signatures are reasonably 
distinct (SCHOWENGERDT, 1983). 
Some criteria must be respected in order to classify remote sensing images 
into land use and coverage classes, (ANDERSON et al, 1976 apud ANDERSON, 
1971):  
 The minimum accuracy of the product should be at least 85 percent;  
 The classification should be valid for extensive areas;  
 The classification system must adapt to different dates; 
 Class clustering into more general classes should be possible; 





 Multiple land cover classes and uses should be mapped when possible. 
From these considerations, it is concluded that the classifier methods used 
must comply with the minimum requirement of global accuracy (85%), as well as, 
depending on the purpose of the mapping to be carried out, the classes can be 
defined using decision trees, or directly. In this study, a semantic hierarchical network 
was developed to define de classes of interest in different levels as well as to be 
used to classify the high spatial resolution images. 
 
2.4 DECISION TREE CLASSIFIER 
 
Object-based classification methods provide the combination of several 
spatial, spectral, texture and neighborhood relationships in class description, which is 
closely close to human cognition in the perception of objects, as well as whether 
linked to topological relations between objects (MOLENAAR 1998). One option would 
be to use all computed variables to build up a feature vector for each segment and 
use it in the classification process. This option would lead to errors because some 
features are not significant for the description of the classes. Therefore, a preliminary 
feature selection step would be necessary.  
Another option is to build up a decision tree that represents human 
knowledge using selected features, which the user considers relevant at each step, 
in a hierarchical classification. Nevertheless, a human is not always able to 
reproduce his/her knowledge with the available variables (features) and has 
difficulties to select them. Therefore, automatic variable selection methods for 
decision trees are necessary, as described in Patel and Rana (2014). 
According to NAVULUR (2008), decision tree models are useful for both 
classification and regression problems. The problem domain consists of a set of 
classification or forecast variables and a dependent variable. In image analysis, 
typically, the forecast variables are the spectral and spatial features and other 
quantitative or qualitative variables, as a land cover class. The root node of the 
decision tree is located at the so-called level 0 (zero), which contains all the existing 
classes. In the following nodes decisions are taken to refine the groups according to 
(NAVULUR, 2008): 
a) A decision rule;  




c) A specific set of classes. 
Safavian and Landgrebe (1991) relate to potentialities of the Decision Tree 
Classification, point out the optimized form of decision model algorithms and their 
computational performance, as well as improvement in the discriminating 
performance of the classifier. In a Decision Tree Classification complex decisions can 
be replaced by a set of simple local decisions structured in hierarchical net, through 
the use of various levels of the tree. The advantage is, according to BATISTA (2006) 
the fact that, in the decision tree each sampled is evaluated with a restricted set of 
features, optimizing computational performance. 
 The decision tree classification is considered optimal or sub-optimal, based 
on the comparison between a pair of classes, which can be made through 
separability measures such as: the Euclidean distance, Bhattacharyya distance, the 
Kolmogorov-Smirnoff distance, among others (BATISTA, 2006). 
 
2.5 FEATURE SELECTION FOR A DECISION TREE 
 
When a decision tree is proposed, the next problem is to find the best feature 
(or set of features) that can be used in each node to support the decisions. A 
decision tree uses an organized tree-like model of decisions and relation between the 
decisions to obtain the classification result of the branches. The principle is to break 
up a complex decision (the desired classes of interest) into a union of several simpler 
decisions (nodes), hoping that the final product is the desired and most correct 
classification (Safavian and Landgrebe, 1991). Despite the fact that the principle is 
simple, the algorithm requires applying rules at each node, which should be able to 
perform the binary classification based on a reduced set of variables and thresholds.  
Feature selection is part of the dimensionality reduction techniques that can 
be performed according two approaches: feature extraction and feature selection. In 
feature extraction, the original variables are combined in order to create a smaller set 
of new features that preserve the information of the original feature space. A typical 
feature extraction example is to apply the Principal Components transformation in the 
original feature space and then select the most significant new features (Weinberger 
and Saul, 2006), based on their percentage of representation of the entire dataset. 
Other well-known approaches to extract information such as Locally Linear 




(2009). In recent years, researches on deep learning techniques are also bringing 
alternative solutions, for instance, using the restricted Boltzmann machine (Sohn et 
al. 2013). A drawback of such approaches is based on their intentions to represent 
the original information from the dataset using a lower number of variables without 
considering on what the selection is aiming to. In that way, the same set cannot be 
suitable for different classification schemas.  
On the other hand, feature selection methods are used to select a subset 
from the original set of variables with the most informative and distinctive variables to 
solve a certain problem according to a search strategy and an evaluation criterion. 
Firstly, the search strategy is based on looking for the most suitable subset among all 
the features available. Then, the evaluation criterion measures the success of each 
selected feature subset, for example, evaluating the classification results. Examples 
of how the search strategy and evaluation criterion work can be found in Aguilar et al. 
(2012), Guo et al. (2016) and/or Xiurui et al. (2014).  
The problem of feature selection is basically to select the best features to 
solve a given problem among a set of available features. In this process, variables 
that are similar to another, or that are highly correlated to it, are discarded to reduce 
the computational effort. The optimal solution should still be able to solve the 
classification problem with enough accuracy and include, it is expected, the most 
significant variables. 
The similarity between variables can be measured by statistical methods, 
such as the transformed divergence or the Jeffries-Matusita distance. Such distances 
measure the distance in the feature space considering the position of the classes, 
given by the mean vector, and the distribution of the elements, as described by the 
variance-covariance matrix. The next subsections present some of the statistical 
distances used in feature selection. 
 
2.5.1 Transformed divergence 
 
According to Jensen (1996), the transformed divergence measures the 
distance between the classes based on the provided samples. First, the divergence 
is computed, which is later normalized for comparison purposes. The scale of the 
transformed divergence values varies between 0 and 2000, thus, the higher the 




considered features. It is also valid that, for a good separation of the samples, the 
values of the transformed divergence should be greater than 1900. The distance is 
considered reasonable when the values are between 1700 and 1900, and poor if it 
lies below 1700. The Transformed Divergence (DT) is given by: 
      (3) 
        (4) 
   (5) 
     (6) 
Where: 
 – Transformed Divergence between classes a and b; 
 –Variance – covarince matrix; 
 – Mean vector; 
 – Distnce between classes a and b 
 – trace of the matrix. 
 
2.5.2 Jeffries-Matusita distance 
 
The Jeffries-Matusita (J-M) distance can be used to measure the separability 
between classes and is frequently applied in pattern recognition and feature 
selection. The J-M distance is the J-criterion that separates two classes wi and wj 
that are members of a set of classes C (i,j=1,2,…,C,i≠j), as defined by Swain and 
Davis (1978). The J-M distance between a pair of classes, given by their probabilistic 
distributions is defined as (RICHARDS and JIA, 2006): 
Here P(x/w_i) e P(x/w_j) are conditional density functions and conditional 
probabilities of the random variable x, given the classes w_i and w_j. It is assumed 
as the measure of the average distance between two class density functions, 
assuming the normality distribution, as follows: 




Where, B is the Bhattacharyya distance (RICHARDS e JIA, 2006), defined as: 
   (8) 
with: 
mj – mean vector, 
Σi – variance – covariance matrix.  
The exponential term B provides an exponentially decreasing weight in order 
to enhance the spectral separation of classes (RICHARDS and JIA, 2006). The J-M 
distance is asymptotic to 2, thus, a distance value equal to 2 between two classes 
would imply that distance is perfectly separable (RICHARDS and JIA, 2006).  
Such classical methods are easily applied when the number of available 
features is reduced, as it happens in a pixel-based classification of a multispectral 
image, nevertheless, their computation becomes prohibitive or difficult as the number 
of features increase. They are also restricted by the normality assumption, which may 
not be granted in all studies. Therefore, other possibilities were searched to solve the 
problem, especially when dealing with object-based classifications. Some of them are 
discussed below. 
 
2.5.3 Kullback-Leibler (KL) Divergence And -Shannon (JL) Distance 
 
Within a decision tree, at each node, a decision is made to split the samples 
into two clusters that are supposed to be different. In statistics, to verify if two 
populations can be considered different from each other a suitable test must be 
applied and a hypothesis verified (MOURIER, 1946). One available option is to 
measure the similarity (or difference) between the classes using the KL divergence, 
also called relative entropy. A low, close to zero, KL divergence value indicates that 
the distributions of the two clusters have similar behavior, otherwise, they can be 
considered different (KULLBACK e LEIBLER, 1951).  
Cantú-Paz (2004) developed a hybrid classification method, based on a 
genetic algorithm and the KL divergence as separability measure between the 
classes, using a public domain database. The performed experiments suggested that 




better results when compared to those coming from the Sequential Forward 
Algorithm (SFS) and the Sequential Backward Elimination (SBE). 
Therefore, the KL divergence was proposed as separability criteria between 
histograms, which represent the distributions and their frequencies, for each pair of 
two different classes for all the available features (CANTÚ-PAZ, 2004): 
    (9) 
Where, D_KL is the KL divergence; 
 p(i) is the histogram of one class; and 
 q(i) is the histogram of another class in a specific feature.  
The KL divergence is a not symmetric measure between two probability 
distributions, in other words; it is a measure of information loss when q is used to 
approach p.  
There are some limitations to the use of the KL divergence when dealing with 
clusters in a segmented image. Therefore, alternatives were proposed, such as the 
Jensen-Shannon (JS) distance, which is based in the KL divergence, and includes 
symmetry and a finite value (LIN, 1991). 
The Jensen-Shannon (JS) divergence is basically a distance metric that 
measures the similarity of two groups based on the comparison of the distributions of 
given features that describes the groups (ENDRES and SCHINDELIN, 2003). One 
advantage if the JS divergence is that it is always finite when finite random variables 
are used. Formally, the JS divergence is always positive and values close to zero 
describe would indicate that the clusters (or populations) are similar or even equal. 
The JS divergence is based on the comparison of two entropy values: the 
entropy of the mixture and mixture of the entropy, according to equation 15 
(ENDRES and SCHINDELIN, 2003). Considering two distributions (P and Q): 
 
                             (10) 
If   
M=(P+Q)/2                                 (11) 
then 





                  (13) 
By developing the equation, we achieve the JSD: 
              (14) 
 
2.6 FEATURE SELECTION APPROACHES AND THE OBIA CONTEXT 
 
Feature selection techniques require the establishment of a proposed aim as 
well as corresponding evaluation criterion and search strategy (Xie et al. 2018). The 
search strategy can be simple, such as the evaluation of all possible feature 
combinations, or optimized search algorithms, for instance, based on genetic 
algorithms (RIBEIRO, 2006). A comparison of feature selection methods in remote 
sensing is available in Serpico et al (2003). The most popular feature selection 
methods can be grouped into two groups: sequential backward search (SBS) and 
sequential forward search (SFS). The SBS method is an iterative process in which 
the original set of variables is analyzed, in each iteration the less significant variable 
is discarded until a desired number of variables is reached or when the derived set 
reaches a satisfactory stopping criterion for the problem. On the other side, the SFS 
method starts by selecting the most significant variable and subsequently new 
variables, the ones that are more significant between the remaining variables are 
added iteratively. It can be found different studies on feature selection in the 
literature. Some of them are introduced here. 
Over the last years, scientific studies have been using object-based image 
analysis along with feature selection methods to improve high-spatial-resolution 
image (HSRI) classification. Examples can be found in the literature e.g., Van Coillie 
et al (2007) who used genetic algorithms as feature selection methods, Mahmoudi et 
al (2013) who applied multi-agent recognition systems, Hamediantar and Shafri 
(2016) who relied on the C 4.5 algorithm, or Wang et al (2016) who used support 
vector machine and random forest classifiers. Meanwhile, even though using spatial 




Jung and Ehlers (2016), Persello and Bruzzone (2016), and Pu and Bell (2017) still 
used the pixel-based approach along with feature selection. 
Using the object as a processing element opens up a wide array of ways in 
image classification, where it is possible to combine both spectral and spatial 
features to describe the classes of interest. Meanwhile, choosing the features that 
describe the classes as reliably as possible can be a challenging task due to a large 
number of combinations that can be made from all of the spatial and spectral 
descriptors available, thus providing a large dataset. 
A set of well accepted methods is based on random forest classifiers. For 
example, Watmough et al (2017) introduced an operational structure for classifying 
high resolution three satellite images of a heterogeneous rural landscape – where 
land cover varied between agriculture and urban areas. The authors reinforce that 
the methodology is flexible enough to be applied in data from different platforms, with 
different geometries of target and lighting, from different dates of the year, producing 
results in the classifications of the different images that are reliable and can be 
compared between them.   
To evaluate and select spatial and spectral attributes, within the object-based 
image analysis, Batista (2006) proposed the use of the Bhattacharyya distance at 
each node of the binary decision tree, using a Quickbird image. The results obtained 
from the proposed methodology were compared to the traditional process that 
employed a Single Stage Classifier (CEU), which showed a significant gain in the 
accuracy of the classification of images produced by the proposed method in relation 
to the traditional method, especially when the form/spatial attributes were used. 
Chen et al (2010) developed a semi-supervised feature selection method, 
which consisted of evaluating the separation of classes into unbalanced sample sets 
(unequal quantities between the pixels of class samples). As part of the 
methodology, object-based image analysis was used for classification. This method 
incorporates asymmetric costs of incorrect classification, using weight matrices, as 
well as locally explores various types of relationships between sample pairs to more 
accurately evaluate the capacity of resources in preserving geometric and 
discriminating structures. The experimental results on satellite images of very high 





In order to characterize patterns of the differences between Alzheimer's 
patients and cognitively normal people, as well as differences between people with 
and without cognitive impairment, Chu et al (2012) used four feature selection 
methods, and used high dimensional images of two different dates. The methods are: 
the univariate analysis with the t-student test, a method based on “a priori 
knowledge”, the recursive feature selection (RFE) and using the t-Student test using 
samples. The predictive accuracy obtained from different sample sizes, with and 
without selection of characteristics, were statistically compared. It was shown that 
more accurate classifications were achieved using “a priori knowledge” in patients 
with neurodegeneration, and that feature selection improves the accuracy of 
classifications using samples (CHU et al, 2012). 
Mahmoudi et al (2013) studied the possibilities of multi-agent systems in 
object detection, given the difficulties encountered in the classification of objects in 
high and very high spatial resolution of urban areas. In the study a Worldview images 
and a digital surface model (MDS) were used as a data source. The authors 
concluded that the use of multi-agents easies the use of the object-based image 
analysis (with contextual relationships and structural descriptors) in object 
recognition, and improves the accuracy of the classification by about three percent. 
Goshi and Joshi (2014) proposed another methodology when dealing with a 
study to map bamboo fragments using worldview-2 images, based on both pixel-
based and object-based classification techniques. The object-based classification 
generated better results in thematic images, whose accuracy of the producer 
reached 94%.    
Genetic algorithms are also a valid option for feature selection, as proved by 
Van Coillie et al (2007). The methodology was divided into three stages: 
segmentation, feature selection with by genetic algorithms (GOLDBERG, 1986) and 
finally the classification by neural networks (GIACINTO and ROLI, 2000; KITTLER et 
al., 1998; COILLIE et al., 2004; XU et al., 1992). The proposed method prove to be 
effective when the set of training samples is small, achieving up to 97% in terms of 
accuracy. 
Dabboor et al (2014) used the J-M distance as criterion for separation 
between classes, when dealing with polarimetric Synthetic Aperture Radar (SAR) 
data. Although it is assumed that the data are normally distributed when using the J-




performed to evaluate the CWJM method (Complex Wishart J-M separability), using 
two study areas. Better global accuracy was obtained with the Applying the Wishart 
algorithm the overall accuracy was around 85.1%, while when using the CWJM 
criterion it reached 88.5%. Thus, it was concluded that the CWJM separability 
criterion is useful for the evaluation of the separability of classes from a set of 
selected samples in the case of SAR images. 
Ehlers (2016), in his study of spectroradiometer data to distinguish 14 
sediment classes, proposed a new feature selection method based on the Jeffries-
Matusita Distance (Jeffries-Matusita Distance Based Feature Selection). The results 
obtained by the proposed method were compared to the method of selecting 
attributes known as ReliefF (ROBNIK-SIKONJA and KONOKENKO, 2003); cited by 
the authors as the state of the art regarding selection methods. Both methods 
presented the ability to improve the separation of classes with global accuracy 
obtained above 82%, said, the advantage offered by the proposed method revolves 
around the shorter computational processing time compared to the method used in 




3 MATERIAL AND STUDY AREA   
 
The area of interest is the Vossoroca reservoir catchment. It is located in the 
state of Paraná, at approximately 50 kilometers from it main city Curitiba, in the Serra 
do Mar. The reservoir water body covers an area of around five square kilometers 
and was created in 1940 to regulate the Chaminé dam water flow, located seven 
kilometers downstream. The basin area of the reservoir is predominantly rural, mostly 
covered by Atlantic forest, including Paraná pine (Araucaria angustifolia). Most of the 
reservoir catchment became part of the environmental protection area of the 
municipality of Tijucas do Sul. However, due to the agricultural land use and high 
relief energy in the upstream area of the catchment, erosion processes as well as 
siltation of the reservoir represent relevant environmental threats to water quality and 
electricity generation. This is especially the case since the metropolitan area of 
Curitiba consumes high amounts of water and the Vossoroca reservoir may one day 
become a source of drinking water. 
Considering that the changes in river basins are important as regards to 
possible hydrological impacts (Welde and Gebremariam (2017), Temesgen et al 
(2018) and Lei and Zhu (2018)) the study was developed using two mosaics of 
images from the RapidEye sensor. A comparison between the features used to 
classify the two mosaics was possible since they had the same classes of land use 
and hierarchical network scheme. The mosaic images were acquired from the years 
of 2009 and 2014 for the Vossoroca basin. They are georeferenced to the 
WGS84/UTM22 system coordination. The images have five meters of spatial 
resolution and five radiometric bands; blue (440 – 510 nm), green (520 – 590 nm), 
red (630 – 685 nm), red edge (690 – 730 nm) and near-infrared (760 – 850 nm). 
The Vossoroca dam is used for power generation and the basin is 
predominantly rural. The frequent land cover classes are "forest cover", "agriculture", 
"bare soil" and small "urban areas". Figure 1 displays the basin in RGB composition 









FIGURE 1 - AREA OF INTEREST LOCATION MAP – VOSSOROCA BASIN 
 







4 METHODS  
 
The Object-based analysis of high-resolution image differs from pixel-based 
analysis because segments are used as image elements instead of pixels. That is, in 
addition to the spectral information used in pixel-based image analysis, object-based 
analysis also uses spatial and texture parameters. This concept had a very important 
milestone in July 2006, with the 1st International OBIA Conference held in Salzburg – 
Austria. From that, from a rigorous process of reviewing the articles sent to the 
conference, the book OBIA – Spatial Concepts for Knowledge-Driven Remote 
Sensing Applications originated, edited by the most well-known and respected 
researchers in this subject: Thomas Blaschke, Stefan Lang and Geoffrey J. Hay 
(BLASCHKE and LANG, 2006). 
Therefore, the methodology is divided in steps: 
1. Survey of the land cover classes used in hydrology studies 
2. Definition of a class hierarchy for hydrological studies by clustering 
3. Image segmentation 
4. Proposal of feature selection methods for the decision tree, considering 
the study Survey of the land cover classes used in hydrology studies: 
Study case of the Vossoroca catchment. 
a. Feature selection using a perceptron 
b. Feature selection using the JS distance 
5. Image classification 
 
4.1 SURVEY OF THE LAND COVER CLASSES USED IN HIDROLOGY STUDIES 
 
The discussion about the classes of interest is based on the demands of 
environmental physics-based models, such as USLE (WISCHMEIER and SMITH, 
1960), or more complex USLE-based models such as MoRE (modeling of 
regionalized emissions) in Fuchs et al (2017), in terms of land use and land cover 
(LU/LC). A literature analysis was performed to find the most recent works regarding 
surface runoff and erosion prediction and determine how the classes of interest from 
LULC were defined. Even though they use different hydrological models, Rizeei et al 
(2017) and Demirel et al (2018) applied different classes of interest and used satellite 




and Gebremariam (2017), Temesgen et al (2018) and Lei and Zhu (2018) worked in 
the same direction analyzing how the LU/LC changes could cause hydrological 
impacts on river basins. Welde and Gebremariam (2017) and Lei and Zhu (2018) 
used already processed data from other institutions, whereas Temesgen et al (2018) 
used Landsat imagery to classify three different scenes. For all of the studies 
mentioned, the classes of interest were partly different or had different 
nomenclatures and different levels of detail regarding the map scale.  
Considering previous studies, an important point is revealed regarding the 
classes of interest: even if classes had different names, they could be directly related 
to each other. This means that although their names may be partly or completely 
different, they represent comparable land cover or land use characteristics 
depending on the level of detail.  
A similar problem was found when remote sensing was applied to map large 
areas, covered by different countries, and a standardized product was expected. 
Classification schemas were proposed to overcome the problem, such as the 
CORINE (coordination of information on the environment) and LCCS (land cover 
classification system) systems. A pioneer approach, in the field of hydrology, was 
proposed by Ragan and Jackson (1980), based on Landsat images. These three 
main studies were compared and used as a basis for the definition of classes of 
interest as well as the semantic hierarchical network for image classification. For 
instance, the study by Ragan and Jackson (1980) introduces a classification system 
that can be applied to Landsat images to map land cover classes according to the 
soil conservation service model (SCS, developed by the US Department of 
Agriculture) for urban areas. So, a hierarchical net of classes, similar to the one 
available in CORINE or LCCS, was proposed analyzing the class hydrological 
properties, as described by the values of the curve number (CN) of the Soil 
Conservation Model as well as the C factor of the USLE.  
The soil conservation service curve number model (SCS-CN) defined a set of 
land cover and land use classes according to the soil, and covering conditions in 
watersheds in the USA. Translations and adaptations of this model can be found in 
the literature, (e.g. in Tucci (1993)). As described by Tucci (1993), the values in Table 
1 can be used for Brazilian urban basins. Basically, the model computes runoff (Q), 




abstractions (Ia) and the potential maximum soil moisture retention (S) after runoff 
begins. 
       (15) 
The local soil conditions, given by S, are described in terms of soil type and 
land cover/land use and computed using a value (curve number CN) that ranges 
from 30 to 100, where lower numbers are related to low runoff potential and larger 
numbers describe larger runoff potential. 
      (16) 
 
TABLE 1 - CURVE NUMBER (CN) VALUES FOR THE SCS MODEL FOR URBAN AND SEMIURBAN 
BASINS, ACCORDING TO TUCCI (1993). 
Cover type and hydrological condition Code 
CN for hydrological soil 
A    B    C    D 
Cultivated agricultural lands:    
     With soil conservation 'CultSC' 72   81   88   91 
     Without conservation    'CultCC' 62   71   78   81 
Grass or bald land, bad conservation    'PastMa' 68   79   86   89 
Bald land preserved 'Baldio' 39   61   74   80 




     Poor condition (grass cover < 50%) 'Aber50' 68   79   86   89 
     Good condition (grass cover > 75%) 'Aber75' 39   61   74   80 
Meadow—continuous grass, protected 'PradoB' 30   58   71   78 
Woods—grass combination 'Bosque' 45   66   77   83 
Forest 'Floret' 25   55   70   77 
Urban districts: Commercial APIA=85 'Comer' 89   92   94   95 
Urban districts:  Industrial APIA=72 'Indust' 81   88   91   93 
Residential, according to average lot size 
(ALS) and average percent of impervious area 
 
 
     1/8 acre or less, APIA=65 (town houses) 'Resi65' 77   85   90   92 
     1/4 acre APIA=38 'Resi38' 61   75   83   87 
     1/3 acre  APIA=30 'Resi30' 57   72   81   86 
     1/2 acre APIA=25 'Resi25' 54   70   80   85 
     1 acre v APIA=20 'Resi20' 51   68   79   84 
Paved parking lots 'estTel' 98   98   98   98 
Streets roads   




     paved 'RuasPl' 76   85   89   91 
     dirt ‘RuasTr' 72   82   87   89 
 
Another well accepted model is the USLE, equation 22, which estimates soil 
loss (A) using values representing four major factors: climate erosivity represented by 
R, soil erodibility represented by K, topography represented by LS, and land use and 
management represented by CP. 
                                A = R x K x LS x CP       (17) 
An example of the USLE in a Brazilian watershed was described by Bueno & 
Stein (2004). Their study focused on the Brotas region in the state of Sao Paulo and 
considered the land use classes displayed in Table 2 to apply the CP factor. In a 
similar study, Barbosa et al (2015) included other land cover classes. More about 
other works regarding CP or C factor for other regions can be found, for example, in 
Shi et al (2002) or Lee & Lee (2006). However, to help create the semantic 
hierarchical network, Table 2 was used, where both CP factors and land use 
categories applied by Bueno & Stein (2004) and Barbosa et al (2015) were related. 
 
TABLE 2 - CP FACTOR VALUES USED IN BRAZILIAN STUDIES ACCORDING TO (A) BUENO & 
STEIN (2004) AND (B) BARBOSA ET AL (2015). 
Land use categories CP factor 
Dense urban /water (a) 0,0000 
Dense vegetation (b) 0,00004 
Cerrado (a, b) 0,0007 
Urban residential (a) 0,0080 
Woods (a) 0,0158 
Farmlands (a) 0,0400 
Sugarcane (a) 0,0500 
Grass (a, b) 0,0050 - 0,01 
agriculture 0,2 
Dirty agricultural fields (b) 0,25 








4.2 CLASS HIERARCHY AND CLUSTERING 
 
A set of land cover classes that can be used as input in the mentioned 
models was proposed. In this attempt, it was considered that the same class may be 
described with a different name, according to the source. In this effort it was noticed 
that the most complete description is given by the Soil Conservation Curve Number. 
Then, just few additions were necessary to turn the list complete. Each class was the 
described by a vector that includes the curve number values, as well as the CP factor 
of the USLE. The next step was to group similar classes into more general groups, 
making it possible to reduce the number of classes and, also, build up a hierarchical 
network that is controlled by the hydrologic information. This net was obtained by 
hierarchical clustering. 
Clustering is the technique that groups similar elements (land cover classes 
in the present case) such that the elements in one group are more similar to each 
other than to other elements in the set. A group of similar classes is called a cluster 
and therefore the grouping technique is known as clustering.  
Hierarchical clustering was applied because it has two advantages: first, it 
reduces the number of classes; it also combines similar classes building a new 
generalization level that can be linked to the image resolution, it is straight forward 
and is easily computed. Clustering can be agglomerative or divisive. In the present 
study, the agglomerative approach was used. 
In the first case, agglomerative, each class is considered as an initial cluster. 
Within an iterative process, similar clusters are merged. The process ends when a 
predefined number of clusters is achieved.  
It is necessary to evaluate the similarity between classes at each iteration. 
This is achieved computing a similarity matrix, a matrix that stores the similarity, or 
distance, between each pair of classes. This matrix allows identifying the most similar 
pair of classes that can be merged at this stage. 
The result can be visualized as a dendrogram. A dendrogram is a tree-like 
diagram that represents the sequence of decisions taken at each iteration, fusions. 
The divisive clustering is exactly the opposite of the agglomerative clustering. 
It starts with a unique class, that is composed by all the elements, and in each 




is expected that new clusters are built and the classes better specified. This will not 
be detailed here because it was not applied in the study. 
 The agglomerative approach needs a similarity measurement to take the 
decisions. There are many options to measure similarity, as the already mentioned 
divergence, but simpler options are more common, because of the reduced number 
of available elements. The most common is the Euclidian Distance Between 
Centroids. Although other methods, like the single linkage can be used. In this case, 
the similarity is given by the shorter distance between elements of two groups.  In a 
similar manner, the complete linkage computes similarity as the largest distance 
between elements of two different groups. 
In the effort to combine land cover classes according to their hydrological 
properties, the Euclidian Distance Between Centroids was used here. 
 
4.3 IMAGE PREPROCESSING 
 
The images used in this work were acquired from the German satellite 
constellation RapidEye. They have the 3A level of preprocessing, which means that 
they are radiometrically, sensor- and geometrically corrected and are aligned to a 
cartographic map projection (UTM) and a horizontal datum (WGS84).  
Even though the images were radiometrically corrected, their coming from 
different dates and times of the day required a normalization between the data. To 
solve this problem, new normalizations between the bands of the images were 
performed in order to make uniform mosaics for the area of interest. Ten images 
were used to produce the two mosaics for the Vossoroca basin – five images for time 





The next step is image classification with object-based image analysis. When 
it comes to performing OBIA, there are two major steps: image segmentation and 
image classification. Due to the high level of information as regards class descriptors 
in high spatial resolution imagery, it is important to consider the feature selection step 




In the segmentation step, the interest area is divided into (geographical) 
objects using a segmentation algorithm. The one used for this study is the well-
known multi-scale resolution segmentation (FNEA – fractal net evolution approach) 
that can be stated as a region merging technique. This method depends on 
homogeneity definitions in combination with local and global optimization techniques 
(BAATZ and SCHÄPE, 2000), which means that it works with spectral and/or spatial 
information as homogeneity criteria and a scale parameter to control the average 
image object size. This method was developed with a view to six design goals: high-
quality image objects, multiresolution - objects of interest appear at different scales in 
an image, from a finer to a coarser level of detail, similar resolution, reproducibility, 
universality, and speed. For details on this technique and details on how the 
algorithm works, see (BAATZ and SCHÄPE, 2000). 
As a consequence of image segmentation, dividing the image into uniform 
regions based on spectral and spatial characteristics, the spatial and spectral 
features were computed for all image objects. Therefore, to continue with the 
processing steps, the samples of the classes were collected and used regarding 
each level of detail. Different samples were collected to be used as information to 
perform the feature selection step, and then samples to perform the nearest 
neighborhood classification step, which are more detailed in the next sections. 
Regarding the focus of this work, in one of the classifications’ approaches a 
search strategy was used in order to choose the best feature or a combination of two 
or more features that could better describe and distinguish two classes at each tree 
node. This proposed method was based on the principles of a single perceptron; one 
advantage regarding the method used here is that, it does not require a specific 
statistical distribution, as occurs in the Transformed Divergence, for instance. 
Another one remains on proposing a linear combination of two or more features 
when necessary. Along with the used method advantages, one of the most important 
goals is to improve high spatial resolution satellite imagery classification using a 








4.5 CLASS FEATURES 
 
Before explaining how the feature selection methods worked, the part of how 
and from what kind of data the features come is an important step. The segmented 
image allows the computation of a huge number of features, beings spatial, spectral 
and textural for each object and each available class. Considering the objects or 
segments, the features that were taken into account were: 
1) Spectral features: 
● Mean of the available bands;  
● Standard deviation of the available bands; 
● Maximum difference; 
● Brightness; 
● Water and vegetation normalized indexes. 
2) Spatial features: 
● Based on the object area and dimensions: border length, number of 
pixels, length, length / width, length / thickness, area, width, volume, 
border-to-border ratio of the image; 
● Based on geometry - shape: shape index, circularity, rectangular fit, 
radius of the largest enclosed ellipse, radius of the smallest enclosed 
ellipse, main direction, elliptical adjustment, density, compactness, 
border index, asymmetry; 
● Based on geometry – polygons: standard deviation of edges, polygon 
auto-intersection, perimeter, number of edges, number of internal 
objects, length of the longest edge, volume, average length of edges, 
area including internal polygons, area excluding external polygons; 
● Based on geometry – skeletons: main line width, standard deviation of 
the area represented by segments, standard deviation of curvature, 
maximum branch length, circle line length, main line length, main line 
length / width, skeleton branching degree, curvature / length of the 
main line, average area represented by segments, average length of 





● The texture features were computed considering four directions (0°, 
45°, 90° and 135°), according to Haralick (1979), using the co-
occurrence matrices of gray levels, they are:  
● GLCM second angular moment; GLCM contrast; GLCM correlation; 
GLCM dissimilarity; GLCM entropy; GLCM homogeneity; GLCM 
Average; GLCM standard deviation; GLDV second angular moment; 
GLDV Contrast; GLDV Entropy and GLDV Average. 
The next step, after obtaining that large number of features for all the 
classes, the JS distance was used in order to choose the most significant ones, for 
each pair of classes. 
 
4.6 CLASSES AND FEATURE SELECTION METHODS 
 
To perform the feature selection step, a set of samples that would best 
describe the classes’ distributions is needed, Congalton and Green (2009) stated that 
the minimum sample size acceptable would be 50 pixels per class of interest. From 
the samples collected for every class, one processing step of feature selection is the 
algorithm or measure to be used. In this work, the JS distance was used to select the 
best feature both for threshold and nearest neighborhood classification. 
Regarding the sampling step, the samples were arranged into the 
hierarchical network previously defined in section 4.1. The first level was divided into 
water and non-water, from the non-water class all the other subclasses two by two 
were also arranged. In that way, the measure (JS distance) was used to compute the 
values between each two-classes node and define if and what features are more 
suitable on differing those classes. 
Details on how the JS distance was used to select the suitable features to be 
used in the two different classification approaches are in the following sections. 
 
4.6.1 Nearest neighborhood classification 
 
The nearest neighborhood classification was used as one of the 
classifications approaches, once the features were defined by the JS distance-based 
method. This classification was performed into the eCognition ® software, in which 




membership functions coming from Fuzzy logics. Two main steps compose the 
processing: 
1) To estimate the classes’ averages through the samples collected; 
2) To classify the image objects (or segments) in the image domain based on 
the average classes’ distances, selecting then the nearest one. 
The pertinence value assigned by the classifier is given for an image object 
ranging between 0 and 1. This value is computed based on the distance that sets 
apart the object, in the feature space, from the classes in consideration. The 
pertinence degree is equal one when the image object is identical to one of the 
classes. Otherwise, as the pertinence degree decreases, the bigger is the distance 
between the image object and the considered class in the feature space. Thus, the 
classifier chooses the class with the biggest pertinence degree in order to attribute to 
this object a class label. 
In the figure 2 bellow, it is possible to remark in the x-axis, 0.5 as pertinence 
value, and the distance between the object and the sample is of 0.8, leading to the 
conclusion that the object would have 50% of probability to belong to the analyzed 
class based on the samples. 
 
FIGURE 2 - MEMBERSHIP FUNCTION EXAMPLE 
 
 







4.6.2 Feature selection in the image analysis context 
 
Although the two parts in OBIA might seem trivial, classification process can 
be difficult due to the huge amount of class descriptors/features (e.g. spatial and 
spectral features) that can be used to classify the image (Tang et al, 2014). 
Considering it is necessary to define the features that best describe the classes of 
interest for classification purposes, spectral, spatial and/or textural descriptors need 
to be selected among the large set of available features, being in such case, the 
objects from the segmentation process allowed to compute. Some examples of all 
the features available are listed below (Gonzalez & Woods, 2000; Haralick et al, 
1973): 
● spectral features – mean and standard deviation of the spectral bands, 
● spatial features – length/width, area, border length, asymmetry, compactness, 
● textural features – according to Haralick (1979), gray level co-occurrence 
matrix, such as entropy, homogeneity and so on, and 
● other possible class descriptors – normalized indexes, such as NDVI 
(normalized difference vegetation index), NDRR (normalized difference red 
and red edge index), NDNB (normalized difference near-infrared and blue 
index), NDGR (normalized difference green and red index). 
In that way, to select the best features and then perform the classification 
final step, a wrapper approach was developed for this work. Firstly, it may be 
interesting to clarify or remember the differences between filter and wrapper 
approaches. Theodoridis and Koutroumbas (2009) said that, in order to choose the 
best features in an optimal way, it is necessary to check all the possible feature 
combinations available. There are two ways to find and check those combinations: 
● by using filter models: in which the feature selection works 
independently from the classifier method chosen. For each combination of features, a 
separability criterion should be used to compute and select the best feature or the 
best vector of feature combinations. This method has no control regarding how 
selecting one feature or a combination of them can affect the classification step, 
other than that, a huge number of combinations can provide good separability 
measures, bringing the question on which combination should be used towards 




● by using wrapper models: this approach is used considering that, as 
several or the most part of the times, a decision is needed to help choosing the 
feature or combination of features is worth using, other than only using some kind of 
separability measure. It consists of verifying the classification error that can be 
derived from a feature or combination of features used in a classifier method 
previously chosen, and then choosing the best one(s). 
 
4.6.3 THE PERCEPTRON-BASED FEATURE SELECTION 
 
Throughout the recent decades, studies introduced advances and new 
methods in feature selection. Gasca et al (2006) and Ruck et al (1990) proposed the 
use of multilayer perceptron to solve the problem of high dimensionality in the feature 
space. Such algorithms select a subset of relevant variables by estimating the 
relative contribution of the input variables from the corresponding classes’ problem to 
the output neurons (Gasca et al 2006). Another recent example using the perceptron 
in feature selection was described in Habermann et al. (2018). 
The perceptron is the basic learning algorithm in neural networks and 
machine learning. Although its formulation is relatively simple, it proved to be very 
efficient. A Perceptron is also described as a “binary classifier” because it proposes a 
function, which can decide whether an input represented by a feature vector belongs 
or not to a specific class (1 in the positive case, 0 in the negative case). Therefore, its 
input is a set of values (feature vector) and its output is either one or zero. This 
algorithm is considered as supervised because it develops its classification rule 
based on inputs with known output given by the user. Formally, the classification rule 
combines the inputs (feature values) to produce an output according to equation 18. 
                                     (18) 
When the input vector contains two values, equation 23 can be written as 
displayed in equation 24 Note that when the decision border is a line in a 
bidimensional feature space. 
                     (19) 
When more input variables are used, the function becomes the equation of a 




variables. The weights and b-bias computation depends on the given training dataset 
and it is achieved with the Backpropagation algorithm. This algorithm perform the 
weights correction according to the difference between the computed output and the 
desired one. 
In this study, the idea was to use a single perceptron to find the best fitting of 
variables (or variable combination) for each classification network node using only 
one variable, a pair of variables and the SBS. It is relevant to highlight that the 
decision tree has nodes with only binary solutions. As described in equation 25, the 
decision is taken based on a polynomial whose size depends on the number of input 
variables. The problem that a perceptron can solve is, given a set of input features 
and a set of training samples known as the “expected classification output”, it 
computes the a priori unknown parameters of w. The Backpropagation algorithm is 
used to estimate the optimal set of parameters (wi) for the linear function used on the 
classification node, using the selected features as (xi) well. 
                         (20) 
The evaluation criterion is the degree of partial accuracy achieved with the 
probable solution. As there are just two possible classes at each node, the accuracy 
is measured as the percentage of correct classified elements.  
Regarding this work methodology, in a first attempt, the perceptron was used 
to select the best feature for each node. For this purpose, all the features (Tables 1 
and 2) were evaluated. This was a relatively simple task because just two parameters 
need to be computed: the weight w1 and the bias b in equation 26. The feature that 
best separates the two proposed classes was the solution and the value of the bias 
was the desired threshold in separating the classes. 
                                                  (21) 
In the second experiment, an exhaustive search was performed using pairs 
of features. As the search can achieve big proportions when the number of original 
variables increases, the process was divided into two steps. In the first step was 
conducted using only the spectral variables displayed in Table 1, under the 
assumption that the probability to solve the nodes containing the superclasses with 
spectral variables is high. From that point and variables, if no solution was achieved, 
then the spatial variables (Table 2) were included, but only for the nodes that 




cases one variable was not enough to describe the difference between the classes 
and superclasses. As displayed in equation 27, the decision boundary assumes the 
form of the equation of a line in the bidimensional space, which allowed finding 
solutions that were not necessarily parallel to the axes. 
                                            (22) 
Finally, the perceptron was used to select the less significant feature within a 
SBS. The search started with all possible variables and computed the set of weights 
that enabled an optimal solution. The feature associated with the lower weight was 
then discarded and the process repeated. This iterative process was repeated until 
the accuracy of the binary classification at each node was above a given value. The 
results were finally evaluated using test samples. For the evaluation, the final 
classification was considered, not the results at each node. A confusion matrix was 
also computed for comparison purposes. 
 
4.6.4 THE JS-DISTANCE-BASED FEATURE SELECTION 
 
In this work, the wrapper model developed for the feature selection step was 
based on the Jensen-Shannon Divergence (JSD) and global accuracy using 
minimum distance. The JSD is a method of measuring the similarity between two 
probability distributions, also known as total divergence to the average (Dagan et al, 
1997), based on the Kullback-Leibler divergence (KLD). It differs from KLD in terms 
of symmetry and finite value, on other words, JSD is a symmetrized and smoothed 
version of the KLD, and it is defined by (Lin, 1991): 
   (23) 
Where m is the mixture distribution defined by: 
       (24) 








To perform the calculations, the first set of class samples were separated to 
be used as training and test sets. The training samples were used to compute the 
JSDs for all the network nodes and features. Then, also for each node, the minimum 
distances were used to classify the training samples and the test samples, so the 
overall accuracy could be computed. 
The KLD was computed based on the features’ distribution for all the classes 
and nodes, that is to say, when combining “water” and “non-water” classes, for 
instance, the KLD values were performed for all the spectral, spatial and textural 
features from the training samples, using their probabilities that came from their 
histograms, and then used in the JDS formula. With this large amount of scores, the 
next step was to choose the best ones, thus, the minimum distance was used to test 
the overall accuracy for all the JSD values on the test samples. Only the five features 
with the best values of JSD and overall accuracies bigger than 70% were considered. 
With the classes and their descriptors chosen from the features available at 
each level of the semantic hierarchical network, the classification step itself was then 
performed using the thresholds and nearest neighbor classifier. The thresholds were 
computed using one feature for each node with the best values of JSD and overall 
accuracy, then, based on the features’ distribution, using the medium value between 
the end of the first distribution and the beginning of the second one.  
On the other hand, the features to be used in the nearest neighbor 
classification in eCognition (based on a fuzzy classification algorithm) were chosen 
respecting the following rules: the ones with high JSD and overall accuracy bigger 
than 0.9, then, if it was not possible, only features with global accuracy bigger than 







Regarding the image segmentation, only one level was used. This decision 
was made in order to test the feature selection algorithm without a bigger influence of 
the user that could optimize the segmentation using his/her knowledge. The 
parameters for the segmentation were 100 for the scale parameter, 0.5 both for 
shape and compactness parameters. All the spectral bands were used to segment 
the image, only differing that for the NIR band weight 2 was used and weight 1 for the 
other ones (figure 3). The NIR band was used with more importance, one might say, 
due to scene land cover that was mainly covered by vegetated areas and water 
bodies, in which, the NIR plays an important role at describing them and their 
spectral curves. 
 
FIGURE 3 - MAP WITH THE IMAGE SEGMENTS FROM 2009 
 





The NIR band was used with more importance, one might say, due to scene 
land cover that was mainly covered by vegetated areas and water bodies, in which, 
the NIR plays an important role at describing them and their spectral curves. Table 3 
presents the list of features used in the feature selection step. 
 
TABLE 3 - LIST OF USED FEATURES 
Feature Description 
NDWI Normalized difference water index – definition and equation in Gao (1996) 
NDVIre Normalized difference vegetation index – definition and equation in Tucker (1979), 
computed with the red edge and NIR bands  
NDVIr Normalized difference vegetation index, computed with the red and NIR bands –  
Max. diff. Maximum difference between bands 
Max.Std.dev. maximum standard deviation of the region in each band 
Mean(RE) Mean of the red edge 
Mean(R) Mean of the red band 
Mean(NIR) Mean of the near infrared 
Mean(G) Mean of the green band 
Mean(B) Mean of the blue band 
Brightness Sum of all bands 
 
In figure 4 it is presented the variation of the spectral features of the final 
classes, using the 2009 training samples, regarding the last level of detail in the 
hierarchical network. This node was chosen in order to show how only the spectral 
features are not enough to distinguish these two classes (paved roads and 
buildings), once it is visible that they have almost the same intervals of values for the 

























Table 4 displays the additional spatial features used in the feature selection 
step, they were computed in the eCognition software, more about how they are 
calculated can be found in Gonzalez and Woods (2002). 
 
TABLE 4 - LIST OF ADDITIONAL SPATIAL FEATURES 
Features Features 
Border length Compactness (polygon) 
Number of edges (polygon) Average branch length 
Width Std. dev. of length of edges (polygon) 
Asymmetry Volume 
Length/Width (only main line) Radius of the largest enclosed ellipse 
Rel. Border to Image Border Perimeter (polygon) 
Avrg. area represented by segments 
Elliptic Fit 
Length/Thickness 
Std. dev. of the area represented by the segments 
Std. dev. Curvature (only main line) Main direction 
Length of longest edge (polygon) Length of main line (no cycles) 
Density Shape index 
Average length of edges (polygon) Degree of skeleton branching 
Number of pixels Thickness 
Polygon self-intersection (polygon) Number of segments 
Radius of smallest enclosing ellipse Maximum branch length 
Area (excluding inner polygons) Compactness 
Rectangular Fit Curvature/length (only main line) 
Length of main line (regarding cycles) Roundness 
Length Area 
Area (including inner polygons) Border index 
Number of inner objects (polygon) Width (only mainline) 
Length/Width  
 
Training samples were selected for each class using the image objects 
(segments), taking care that use more than 30 segments, as widely used in 
probability and statistics. The samples collected by the analyst were based on the 
objects that could best describe the classes of interest. The quantities of each class 
are presented below, from the 2009 and 2014 mosaic images, respectively: 
● Water: 31 and 34 objects; 
● Non-water: 357 and 156 objects; 




● Non-vegetation: 133 and 319 objects; 
● Bare soil: 248 and 252 objects; 
● Impervious area: 76 and 72 objects; 
● Low vegetation: 99 and 167 objects; 
● High vegetation: 267 and 181 objects; 
● Reforestation: 89 ad 45 objects; 
● Natural forest: 183 and 316 objects; 
● Bare land: 139 and 337 objects;  
● Bare roads:169 and 136 object; 
● Buildings 62 and 105 objects; 
● Paved roads: 34 and 21 objects; 
● Grass: 93 and 112 objects; 
● Agriculture: 172 and 223 objects.  
For each training segment, the spectral and spatial features were computed 
and stored in a database. The samples were separated into training and test sets. It 
must be remarked that the frequency of the classes is not regular so that more 
samples are available for some of the classes, as well as the image segment sizes 
were different. 
 
5.1 FEATURE SELECTION APPROACH AND CLASSIFICATION 
 
Although the two parts in OBIA might seem trivial, the classification process 
can be difficult due to the huge amount of class descriptors/features (e.g. spatial and 
spectral features) that can be used to classify the image (Tang et al, 2014). 
Considering that it is necessary to define the features that best describe the classes 
of interest for classification purposes, spectral, spatial and/or textural descriptors 
need to be selected among the large set of available features. Some examples of all 





● spectral features – mean and standard deviation of the spectral bands, 
● spatial features – length/width, area, border length, asymmetry, compactness, 
● textural features – according to Haralick (1979), gray level co-occurrence 
matrix, such as entropy, homogeneity and so on, and 
● other possible class descriptors – normalized indexes, such as NDVI 
(normalized difference vegetation index), NDRR (normalized difference red 
and red edge index), NDNB (normalized difference near-infrared and blue 
index), NDGR (normalized difference green and red index). 
Theodoridis and Koutroumbas (2009) said that, in order to choose the best 
features in an optimal way, it is necessary to check all the possible feature 
combinations available. There are two ways to find and check those combinations:  
Filter models: Feature selection works independently from the classifier 
method. For each combination of features, a separability criterion is used to compute 
and select the best feature or the best sub vector of features. This method has no 
control regarding how the choice of one feature, or a sub set, can affect the 
classification step and a huge number of combinations can provide good separability 
measures, bringing the question on which combination should be used towards 
generating good results. 
Wrapper models: In this approach not only the separability of the clusters is 
analyzed when selecting the best features, but it is also verified the classification 
error that can be derived the possible decision. 
In this work, the wrapper model developed for the feature selection step was 
used, based on three concepts: the Jensen-Shannon Divergence (JSD); the 
minimum distance and the Overall Accuracy to check how well the test samples were 
classified using the minimum distance. The class samples were separated into 
training and test sets. The training samples were used to compute the JSDs for all 
the network nodes and features. In each node, the minimum distance method was 
used to classify the training samples and the test samples, and finally the overall 
accuracy was computed. 
The KLD was computed based on the features’ distribution for all the classes 
and nodes. For example, when analyzing the “water” and “non-water” clusters, the 
KLD values were computed for all the spectral, spatial and textural features from the 
training samples. To compute the similarity between the clusters with the JDS, it was 




This procedure enables a large number of scores, because all the features are used. 
Then, the next step is to choose the best features, which was performed analyzing 
the overall accuracy of the minimum distance classification of the test samples. Only 
the five features with the best JSD values and overall accuracies bigger than 70% 
were considered. 
All the step described regarding the wrapper model were implemented into a 
MATLAB language script. 
 
5.2 REFERENCE SBS 
 
A comparison of feature selection methods in remote sensing is available in 
Serpico et al (2003). The most popular feature selection methods can be grouped 
into two groups: sequential backward search (SBS) and sequential forward search 
(SFS). The SBS method is an iterative process in which the original set of variables is 
analyzed, in each iteration the less significant variable is discarded until a desired 
number of variables is reached or when the derived set reaches a satisfactory 
stopping criterion for the problem. On the other side, the SFS method starts by 
selecting the most significant variable and subsequently new variables, the ones that 
are more significant between the remaining variables are added iteratively. 
As the two approaches are new, the result of a established feature selection 
method was necessary to validate the success or fail of the proposed methods. For 
this purpose, the traditional SBS method was used here as reference. The search 
strategy is simple. First, all variables, after normalization, are used to compute the 
mean vector of each cluster. Then, the distance, or difference between the two 
clusters in each variable is computed. Finally, the variables are ranked according to 
their distance. 
In a second step, within an iterative process, all available training samples 
are classified using these variables. The classification is performed using the 
minimum distance algorithm, using the means as representative value for the 
clusters. This allows computing the total error rate. If the error rate lies above a given 
threshold, then it is considered that the classification is a success. Then, it is verified 
if a variable can be discarded without increasing significantly the error rate. For this 





This new set of variables is used to compute the new error rate and the 
process is repeated. The process stops when then error rate achieves a value bellow 
the given tolerance or when only one variable remains.  
This algorithm was applied to all nodes of the decision tree and the obtained 




With the selected features for each level of the hierarchical semantic 
network, the classification step was then performed using thresholds and nearest 
neighborhood classifier. The thresholds were computed using one feature for each 
node with the best values of JSD and overall accuracy, then, they were used to 
classify the segments, based on their features’ distribution. 
As reference, a traditional classification was performed with the same dataset 
within the eCognition software. It was used the nearest neighbor classification (based 
on a fuzzy classification algorithm) and the features were selected using the following 
criteria: Consider the features with higher JSD and overall accuracy above 0.9.  In 
some cases, this minimal accuracy was not achieved. In these cases, the value was 
decreased to 0.7. Different training and test samples were collected to be used in 




6 RESULTS AND DISCUSSIONS 
 
As the project is composed of different steps, the results were also organized 
according to the steps described in the methodology. First, the results of the class 
selection are introduced. Later, the feature selection results are described. 
 
6.1 HYDROLOGICAL LAND COVER CLASSES 
 
As the number of land cover classes is larger for the SCS-CN model and it 
includes other classifications, such as the most part of the classes in Table 2, two 
dendrograms of land cover classes of the SCS model were created. The CN values 
can be stored as a vector for each land cover class that was used to perform a 
hierarchical clustering, aiming at grouping similar land covers in terms of hydrological 
properties. The first result is displayed on Figure 2(a). In a second attempt, the 
dendrogram can be computed including the USLE CP factor for each class. The 
result is displayed on Figure 2(b). The column “code” in Table 1 is used to help on 
identifying the real label of the land cover classes in the dendrogram (Figure 2), since 
they were of considerable size to be represented in the image. 
 
FIGURE 5 - DENDROGRAM OF LAND COVER CLASSES OF THE SCS MODEL, ACCORDING TO 
THE CURVE NUMBER VALUES 
 
Comparing the dendrograms table 5 was created based on the relations 
between their classes as well as a semantic hierarchical scheme to classify images 




TABLE 5 - COMPARISON BETWEEN SCS-CN AND BRAZILIAN STUDIES ACCORDING TO 
BUENO & STEIN (2004) AND (B) BARBOSA ET AL (2015) 
Level 1 Level 2 Level 3 Level 4 
SCS and CP factor SCS and CP factor SCS CP factor - 
Vegetation 
Low vegetation 
Cultivated Agriculture - 
Grass - 
Medium/high vegetation 
Forest and woods Dense vegetation - 
Meadow Medium vegetation - 
Level 1 Level 2 Level 3 Level 4 






Urban residential Dense urban - 
Bare land Bare land 
Bare soil - 
Dirt agriculture - 
 
Another important aspect to be taken into account regarding the thematic 
image classification process is the spatial resolution that is directly related to the 
scale. The spatial resolution of images can range from low to medium through to high 
and very high spatial resolutions. Figure 6 shows a simple scheme of different spatial 
resolutions related to each other concerning the level of detail and the minimum area 


















FIGURE 6 - IMAGE SPATIAL RESOLUTION AND SCALE COMPARISON (ADAPTED FROM MELO 
(2002)) 
 
FONT: the author 
 
Based on ongoing discussions in river basin management and the need for 
harmonization of existing land cover classification systems (Yang et al, 2017) and a 
global interoperability to use them in environmental physics-based models, nine 
classes of interest were defined in a first step. The final classes to be represented in 
that context were water bodies, grass, agriculture, natural forest, reforestation, bare 
roads, bare land, buildings and paved roads. Bare roads and bare land are the most 
important areas as regards erosion processes leading to strongly increased loads. 
Natural forest and reforestation are the classes of interest that represent an elevated 
infiltration capacity and thus a very low delivery area. Agriculture comprises the 
agricultural activities that are also important to CP factor choosing. The buildings and 
paved roads classes are where the urban and industrial areas are located – houses, 
industrial plants and paved roads, leading to peak surface runoff. 
These nine classes were arranged into a hierarchical semantic network 
(Figure 7) going from a coarser (water and non-water classes) to a finer level (most 
detailed) of classification (water bodies, grass, agriculture, natural forest, 






FIGURE 7 - SEMANTIC HIERARCHICAL NETWORK 
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As shown in Figure 7, the semantic network can be extended when the 
spatial resolution is increased and allows distinguishing more classes when level 3 
from Table 5 is considered. Nevertheless, based on the works employed to build 
Tables 1 and 2, it can be assumed that a simpler network would be more useful for 
environmental modeling to reproduce effects such as: 
 diffuse pollution emissions,  
 dependence of different land covers on soil infiltration,  
 increase in the suspended sediment load in runoff, 
 plant cover protection against erosion, 
 water interception by vegetation, and  
 Increased response of impervious areas in terms of surface runoff. 
The final classes used to represent the land cover area could either have a 
different name or could be in a different hierarchical network disposition. Anyhow, the 
decision to go ahead with the one developed and showed in figure 6 makes sense 
due to all the work involved in finding in the literature the most used and suitable 





6.2 VOSSOROCA BASIN SEGMENTATION PARAMETERS 
 
The first part of the practical experiment refers to the segmentation within the 
OBIA approach. The values for the two times mosaics were: 
 time 1 (2009) – 100 of scale parameter, 0.5 both for shape and 
compactness parameters, 
 time 2 (2014) – 80 of scale parameter, 0.5 both for shape and 
compactness parameters. 
It is important to stress that only one level of segmentation was used for the 
benefit of simplifying all other next steps. Anyhow, the one level of segmentation for 
all mosaics was enough to separate and define the most important classes’ objects.  
Even though the level of detail in the land cover classes was generalized, the 
OBIA approach was used for image classification because of the high spatial 
resolution of the available images. A discussion of using or not this approach and 
dataset is open, mainly because it is already possible to use multispectral images 
with lower spatial resolution, free of charge from satellites such as Sentinel 2, 
together with a pixel-based processing approach if the four classes of level 2 and the 
water class were to be used. However, other than providing high spatial resolution 
images, RapidEye satellite constellation has a bigger archive in terms of temporal 
resolution along with the red edge band having the same spatial resolution as the 
other spectral bands, which, for instance, do not occur in Sentinel 2. 
 
6.3 RESULTS FROM THE FEATURE SELECTION METHODS 
 
In this section, the results of the feature selection approaches are described 
and discussed. The experiments were organized as follows: first, a RapidEye mosaic 
of 2009 was selected to compare the algorithms. Then, after a discussion, it was 
decided to use the wrapper algorithm to study the evolution of the land cover in the 
Vossoroca basin between 2009 and 2014. 
 
6.3.1 Feature selection with the traditional SBS[ 
 
As explained before, the simple SBS algorithm was applied in order to obtain 




an iterative process, less relevant variables and keeps the best ones, considering a 
maximal tolerated of error rate.  
Table 7 displays the obtained result using the spectral and spatial variables 
of the 2009 image when only one variable is chosen. 
 
TABLE 6 - FEATURES SELECTED WITH THE SBS METHOD FOR 2009. 
Node Classes Variable Threshold Training samples accuracy 
Water x Non-water NDVIr -0,20 0.850 
Veg. x Non-vegetation NDVIr 0,3 0.533 
High veg. x Low veg. Mean(NIR) 789 0.500 
Forest x Reforestation Brightness 480 0.500 
Bare roads x Bare soil NDVIre 0.5 0.950 
Bare land x Imperv. area NDWI 0.1 0.250 
Grass x Agriculture Density 1.2 0.500 
Paved roads x Buildings Compactness 0.3 0.933 
 
The result regarding the features selected was reasonable and can be 
partially explained in terms of the classes and variables. For example, the use of a 
vegetation index is an acceptable choice to identify areas covered by vegetation or to 
separate water bodies. The use of the near infrared seems also reasonable to 
discriminate high and low vegetation, because high vegetation appears brighter in 
the near infrared. To separate paved roads from buildings the SBS algorithm 
proposes the se of a geometrical property, compactness, which can be used to 
separate elongated areas that can be roads. It must be pointed out that there are 
other variables combinations that can produce the same results in terms or error rate.  
In the same table, it is presented the accuracy of the classification of the 
training samples. The values were not satisfactory, for instance, the accuracy 
between bare soil and impervious area classes was the smallest one, 25%. It must 
be pointed out that only 30 samples were randomly selected to represent each 
cluster, so that might have a share on the accuracy results. In the first nodes of the 
tree, more samples were available, while the number of available samples was 
reduced as the decision tree become more specific. 
 
 





In the second series of experiments, the perceptron concept was applied at 
each node to select the best features. The idea was to use the possibility to select a 
linear combination of two variables instead of just one, as proposed by the SBS 
method, in the hope that more complex decisions can be taken at each node.  Figure 
9a displays an example where only one variable is necessary; in this case, the 
spatial feature “border length” can be used, where one can readily understand that 
the decision border was a horizontal line. On the other hand, at some nodes, the 
decision border was only achieved when using a linear combination of two variables, 
as displayed in figure 9b, where the decision boundary is not parallel to the axes. 
 
FIGURE 8 - EXAMPLES OF THE COMPUTED SOLUTIONS. (A) THE CLASSES (CLASS ONE 
REPRESENTED BY THE EMPTY CIRCLE AND CLASS 2 BY THE FILLED CIRCLE) CAN BE 
SEPARATED USING ONLY ONE FEATURE; (B) A LINEAR COMBINATION OF TWO FEATURES IS 
NECESSARY TO SEPARATE THE CLASSES 
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In some cases, the perceptron converged very quickly, showing that most of 
the times only one feature would be enough to separate two classes. This happened 
when one of the features' weights were too small compared to the other one. In other 
situations, the solution was a fair combination of two variables. The perceptron 
enables obtaining the decision line as a linear combination of two variables. The 
obtained results are listed in table 7. The last column in table 7 displays the accuracy 
obtained with the training samples. In some cases, more than one pair of variables 






TABLE 7 - PAIRS OF FEATURES AND WEIGHT CHOSEN FOR EACH NODE, ACCORDING TO 
THE PERCEPTRON METHOD. 
Node Classes Variable Training samples accuracy 
Water x Non-water R= 11.607 Blue -8098 NDWI -9271 1.00 
Veg. x Non-vegetation R=-12.31 NDVIr + 13.310 NDVIre + 2.00 0.98 
High veg. x Low veg. R= -14.410 Mean(RE)  +  4751.6 NDVIr + 5265 0.96 
Forest x Reforestation R= -27.710 NDVIre -15.470 NDWI  + 1.00 0.97 
Bare roads x Bare soil R=-17.380 NDVIr + 34.09 NDVIre 0.88 
Bare land x Imperv. area R= -76726 Mean(G) +3078 Mean(RE) + 417 0.97 
Grass x Agriculture R= -19.83 Max. diff. -60.84 NDWI  + 12.00 0.86 
Paved roads x Buildings R=6912 length/width -27,66 Brightn +669 1.00 
 
The result was suitable in some cases, when one considers the involved 
variables. For instance, to separate water, the inclusion of the water index is a good 
choice, but the use of the mean Blue band as a feature is complex to explain. In the 
second node, when it comes to separate areas covered by vegetation, two 
vegetation indexes are selected. As the coefficients are very similar, it can be 
assumed that the use of just one index would also be enough. 
Low and high vegetation were separated using a vegetation index and the 
red edge data, which is acceptable too. To distinguish natural forest from 
reforestation, the water index is included. This does not sound reasonable at first, but 
the combination of a vegetation index and a water index would represent the contrast 
between the near infrared and two regions of the visible, which can help to detect 
some vegetated areas. In the last nodes, more spatial information was included, 
because the classes become more similar in spectral terms and new information is 
needed. 
 A weak side of the perceptron method is that it demands a high computer 
effort to analyze each node. This effort grows very fast with the amount of variables 
(features and their weights), because the algorithm evaluates all possible pair wise 
combinations. Therefore, it might turn not very interesting when the number of 
variables grows. 
For information purposes, the elected variables were used to classify the 






6.3.3 Wrapper method 
 
In the third experiment, the wrapper method was used to select the best 
variables for the 2009 and 2014 mosaic images. For this purpose, the JD divergence 
was computed for the available feature set, considering the two clusters of each node 
of the semantic hierarchical network developed. Table 8 displays the number 
selected features that were obtained at each node of the decision tree, considering a 
JSD distance above 0.5. In table 8, the results obtained using the 2014 image are 
also included. 
 
TABLE 8 - NUMBER OF SELECTED FEATURES FOR EACH NODE WITH THE WRAPPER 
METHOD. 
Node 2009 2014 
Water x Non-water 10 10 
Vegetation x Non-vegetation 6 10 
High vegetation x Low vegetation 11 6 
Bare land x bare roads 1 1 
Natural forest x Reforestation 7 7 
Grass x Agriculture 5 2 
Bare soil x Impervious area 8 7 
Buildings x Paved roads 11 15 
 
As expected, the number of features varies for each node. In some cases, 
the number of features is low, for example to separate bare land and bare roads only 
one feature was obtained in both dates, respecting the selection method stated in the 
methodology section. On the other hand, at some nodes, a larger number of possible 
features was available. For instance, 11 features were selected to distinguish low 
and high vegetation in 2009. 
 Table 9 displays the best five features for each node. The features were 
ranked according to its JSD value. When the JSD is equal, then the overall accuracy 
(OA) was used as second criteria. Here, again, the results of the 2014 image were 








TABLE 9 - FIVE BEST SELECTED VARIABLES FOR EACH NODE ACCORDING TO THE JSD AND 
OVERALL ACCURACY. 
Node 2009 2014 Features JSD OA Features JSD OA 
Water x Non-
water 
NDWI 0.693 0.971 NDVIre 0.693 0.968 
GLCM Mean (45°) 0.693 0.932 Mean RE 0.693 0.905 
GLCM Mean (90°) 0.693 0.932 GLCM Mean (45°) 0.693 0.948 
GLCM Homog.  (0°) 0.693 0.750 GLCM Mean (90°) 0.693 0.948 
NDVIre 0.688 0.966 NDWI 0.680 0.979 
Mean NIR 0.683 0.966 NDVIr 0.680 0.989 
GLCM Mean (0°) 0.675 0.932 Mean NIR 0.680 1.000 
GLCM Mean(all dir.) 0.675 0.932 GLCM Mean (0°) 0.679 0.948 
NDVIr 0.670 0.961 GLCM Mean  (all dir.) 0.679 0.948 




NDVIr 0.643 0.975 GLCM Mean (90°) 0.634 0.705 
NDWI 0.626 0.967 GLCM Mean) (all dir.) 0.634 0.705 
NDVIre 0.620 0.959 GLCM Entropy (all dir.) 0.634 0.705 
Max. diff. 0.607 0.975 GLCM Correlation (135°) 0.634 0.705 
Mean R 0.493 0.891 GLCM Homogeneity (all dir.) 0.623 0.705 
   NDVIr 0.597 0.958 
Average branch length 0.364 0.727 Max. diff. 0.577 0.951 
   NDVIre 0.571 0.944 
   NDWI 0.547 0.937 
   Standard deviation R 0.518 0.753 
High x Low 
vegetation 
Mean G 0.693 0.994 Mean G 0.656 0.925 
Mean R 0.693 0.994 Mean RE 0.655 0.942 
GLCM StdDev (0°) 0.693 0.813 Brightness 0.644 0.954 
GLDV Ang. 2nd moment 
(135°) 0.693 0.813 Mean R 0.634 0.890 
GLDV Ang. 2nd moment 
(all dir.) 0.693 0.813 Mean B 0.581 0.896 
GLCM StdDev (45°) 0.693 0.813 Compactness 0.348 0.705 
GLCM Ang. 2nd moment 
(all dir.) 0.693 0.813    
Mean B 0.680 1.000    
Mean RE 0.676 0.978    
NDVIr 0.665 0.918    
Compactness 0.344 0.702    
Bare land x 




Max. diff. 0.535 0.830 GLDV Mean (quick 8/11) (45°) 
0.674
3 0.772 
GLDV Mean (quick 8/11) 
(all dir.) 0.514 0.815 
GLCM Dissimilarity 
(quick 8/11) (45°) 0.674 0.772 
GLCM Dissimilarity (quick 
8/11) (all dir.) 0.514 0.815 
GLCM StdDev (quick 
8/11) (0°) 0.664 0.777 
NDVIre 0.507 0.778 NDVIre 0.540 0.883 
NDWI 0.502 0.822 Mean NIR 0.514 0.878 
Mean NIR 0.447 0.874 Brightness 0.478 0.789 
Standard deviation B 0.440 0.726 Compactness (polygon) 0.433 0.706 
Grass x 
Agriculture 
GLDV Entropy (all dir.) 0.543 0.765 Mean NIR 0.436 0.695 
GLCM Contrast (all dir.) 0.532 0.788 NDVIr 0.382 0.695 




GLCM StdDev (135°) 0.528 0.742    
GLCM StdDev (90°) 0.527 0.712    
Bare soil x 
Bare land 
Std. deviation G 0.602 0.934 NDVIre 0.447 0.906 
Std. deviation RE 0.567 0.928 Mean NIR 0.438 0.762 
Std. deviation R 0.539 0.902 NDVIr 0.418 0.902 
Std. deviation B 0.507 0.830 NDWI 0.410 0.855 
Std. deviation NIR 0.494 0.836 Std. deviation RE 0.374 0.923 
Density 0.456 0.784 Density 0.315 0.834 
main line width 0.444 0.823 Length/Width 0.283 0.813 
Width 0.422 0.712 NDVIre 0.447 0.906 
   Mean NIR 0.438 0.762 
   NDVIr 0.418 0.902 
Buildings x 
Paved roads 
GLDV Ang. 2nd moment 
(45°) 0.693 0.812 
Average length of 
edges (polygon) 0.693 
0.967
7 
Length/Width 0.693 0.770 GLCM Mean (90°) 0.693 0.9677 
Elliptic Fit 0.693 0.770 Length/Width 0.693 0.9516 
GLCM Entropy (135°) 0.659 0.875 GLCM Mean (0°) 0.693 0.9355 
GLCM Entropy (0°) 0.651 0.854 NDVIr 0.693 0.9194 
GLCM Homogeneity (all 
dir.) 0.626 0.854 Mean NIR 0.693 0.919 
GLCM Mean (135°) 0.626 0.770 NDWI 0.693 0.919 
Mean NIR 0.623 0.937 Compactness (polygon) 0.693 0.919 
Brightness 0.607 0.937 GLCM Entropy (45°) 0.693 0.919 
Standard deviation RE 0.593 0.895 Standard deviation R 0.693 0.887 
Standard deviation NIR 0.518 0.750 GLCM Entropy (135°) 0.693 0.887 
   Max. diff. 0.693 0.871 
   Average branch length 0.693 0.758 
   Stddev of length of edges (polygon) 0.693 1.000 
   GLCM Entropy (90°) 0.658 0.903 
 
From a results comparison between 2009 and 2014, it was possible to see 
that there are coincidences between the features selected for both dates and same 
nodes. This is a positive aspect of the wrapper model here proposed. It makes sense 
that similar variables were chosen for the same area, because the classes that build 
the clusters were the same. Differences were also expected, mainly due to different 
illumination or atmospheric conditions when the different mosaic images were 
acquired. 
Taking as example the first node (water x non-water). The spectral features 
were almost the same (NDVIre, NDWI, NDVIr, and Mean NIR) for both scenes (2009 
and 2014). The only difference was the use of “Standard deviation NIR” instead of 




node, no spatial features were selected. This can be attributed to the low number of 
samples, which did not provide enough information about shape. 
For the node containing bare soil and impervious area classes, it was 
selected just one feature in both scenes (NDWI). One first remark is towards these 
two classes’ objects; they are very similar both in spectral and spatial terms. This 
example shows a classical matter that occurs when dealing with remote sensing 
image classification. The classes are different in terms of their hydrological 
properties, but the desired information difference is not visible in the image.  
To continue with the classification steps, two approaches were considered to 
classify the image mosaics. In the first one, only the best feature presented by the 
feature selection method proposed was used in a thresholding classification. In the 
second, using the Nearest Neighborhood classification, the best five features, when 
available, were included into the classifier. After some experiments, it was observed 
that the computation of the GLCM matrix demands too much computation and time. 
Therefore, textural variables were not considered even if some of them provided 
good results.  
Table 10 displays the best features for each node and the threshold that was 
used to perform the first classification in the decision trees for 2009 and 2014. 
 
TABLE 10 - FEATURES AND THRESHOLDS OF 2009 AND 2014 USED IN THE CLASSIFICATION. 
 2009 2014 
Node Classes Variable Threshold Variable Threshold 
Water x Non-water Mean NIR 1314 NDVI – Red band -0.442 
High veg. x Low veg. Mean– Red band 835 NDVI – Red band 0.330 
Forest x Reforestation Max. Difference 2.83 Mean – Red Edge  1818 
Bare roads x Bare soil Std. dev. Green  261 NDVI – Red Edge  -0.0178 
Veg. x Non-vegetation NDVI (Red) 0.411 NDVI – Red Edge  0.529 
Bare land x Imperv. area NDWI -0.137 NDWI -0.0034 
Grass x Agriculture GLCM Contrast (all dir.) 1002 Mean – NIR 5584 
Paved roads x Buildings Mean – NIR 3533 Average length of edges 
5.274 
 
Table 11 displays the best five spectral and spatial features used in the 
second series of classifications. Only the five features with the best JSD values and 






TABLE 11 - BEST FIVE FEATURES FOR EACH NODE OF THE DECISION TREE FOR 2009 AND 
2014. 
Classes Features – 2009 Features – 2014 
Water x Non-water 
NDWI, NDVI - Red edge band, 
Mean – NIR band, and NDVI – 
Red band 
NDVI - Red edge band, Mean – 
Red edge band, NDWI, NDVI – 
Red band, and Mean Red band 
High veg. x Low veg. 
Mean – Red band, Mean – 
Green band, Mean -Red Edge 
band, and NDVI – Red band 
Mean – Green band, Mean -Red 
Edge band, and Brightness. 
Forest x Reforestation Max. difference NDVI - Red edge band 
Bare roads x Bare soil 
Std. dev. – Green band, Std. 
dev. Red edge band, and Std. 
dev. – Red band 
NDVI - Red edge band, Std. dev. 
Red edge band, and NDVI – Red 
band 
Veg. x Non-vegetation 
NDVI – Red band, Max. 
difference, NDWI, and NDVI - 
Red edge band 
NDVI – Red band, Max. 
difference, NDVI - Red edge 
band, and NDWI 
Bare land x Imperv. 
area 
NDWI NDWI 
Grass x Agriculture GLCM Contrast (all dir.) 
Average length of edges 
(polygon) and Std. dev. of length 
of edges (polygon) 
Paved roads x 
Buildings 
Mean – NIR, Brightness, and 
Std. dev. – Red edge band 
Mean – NIR band, NDVI - Red 
band, and NDWI 
 
 
6.3.4 Comparison 2009 – between methods 
 
Table 12 shows a summary of the selected features using the four options, 
SBS, perceptron, wrapper using one variable and wrapper using the best features. 
The selected features were not the same, but some similarities can be seen in terms 
of the classes’ spectral properties. For instance, to separate vegetated areas, the 
tendency is to use a vegetation index, while to separate water the methods proposed 
the use of a water index of a vegetation index. The use of vegetation indexes was 
frequent when it was necessary to classify two types of vegetation, which indicates 
that the methods respected spectral curve’s behavior of these classes. 
On one hand, the simple SBS method is very fast in terms of time processing 




other samples. The perceptron method was adequate in terms of performance, but it 
is very time consuming. Therefore, the wrapper method was selected to classify the 
Vossoroca basin image and performs a temporal analysis. As the computational 
effort is the same to obtain one or five features, test were performed using a single 
feature or a set of best features. 
 
TABLE 12 - COMPARISON OF SELECTED VARIABLES. 
Node Classes Perceptron SBS Wrapper 1 Wrapper 5 
Water x Non-water Blue; NDWI NDVIr NIR NDWI, NDVI - Red edge, NIR, and NDVI–Red  
Veg. x Non-vegetation NDVIr NDVIre NDVIr Red 
NDVI – Red, Max. 
difference, NDWI, and 
NDVI - Red edge 
High veg. x Low veg. Mean(NIR)   Mean(R) NIR Max. Difference 
Red, Green, Red Edge, 
and NDVI – Red 
Forest x Reforestation NDVIr ;  NDVIre Brightness Std.dev.(Green)  Max. difference 
Bare roads x Bare soil NDVIr ; NDVIre NDVIre NDVI (Red) NDWI 
Bare land x Imperv. area Mean(G)   Mean(RE) NDWI NDWI NDWI 
Grass x Agriculture Max. diff; NDWI Density 
GLCM Contrast 
(all dir.) GLCM Contrast (all dir.) 
Paved roads x Buildings length/width; Brightness Compactness Mean – NIR 
NIR, Brightness, and 
Std.dev.(Red edge)  
 
6.3.5 Classification with JSD features 
 
In the next step, the selected variables were used to classify the images and 
evaluate the quality of the produced thematic maps. Four classifications were 
performed. For each date (2009 and 2014) two classifications were necessary: with 
one feature and with best features available (max. of 5). Table 13 and 14 contain the 
confusion matrices for the image mosaic of 2009 using the best feature (Table 6) and 
the five selected features (table 7). To ease the comparison between the results, no 











TABLE 13 - CONFUSION MATRIX OF 2009 USING ONE FEATURE. 
Classes 1 2 3 4 5 6 7 8 9 
Water (1) 15 0 0 0 0 2 0 0 0 
Bare land (2) 0 27 4 0 0 0 0 0 0 
Bare roads (3) 0 2 24 1 0 0 0 0 0 
Buildings (4) 0 0 0 14 0 0 0 0 0 
Paved roads (5) 0 1 0 0 15 0 0 0 0 
Natural forest (6) 0 0 0 0 0 27 0 0 4 
Reforestation (7) 0 0 0 0 0 1 30 0 0 
Grass (8) 0 0 2 0 0 0 0 3 4 
Agriculture (9) 0 0 0 0 0 0 0 12 7 
 
 
TABLE 14 - CONFUSION MATRIX OF 2009 USING THE BEST FIVE FEATURES. 
Classes 1 2 3 4 5 6 7 8 9 
Water (1) 15 0 0 0 0 0 0 0 0 
Bare land (2) 0 28 0 0 0 0 0 0 1 
Bare roads (3) 0 2 27 1 2 0 0 0 0 
Paved roads (4) 0 0 0 12 0 0 0 0 0 
Buildings (5) 0 0 1 2 13 0 0 0 0 
Natural forest (6) 0 0 0 0 0 26 1 0 0 
Reforestation (7) 0 0 0 0 0 4 29 0 0 
Agriculture (8) 0 0 0 0 0 0 0 12 2 
Grass (9) 0 0 2 0 0 0 0 3 12 
 
There are two interesting points to be highlighted regarding some classes 
and the classification methods: there are no misclassified samples for water in 
neither of the classifications. Water bodies are easy to classify because of theie high 
electromagnetic radiation absorption, and therefore, the decision based on the NIR 
band or the NDVI is very stable. The second noticeable fact is that, the agriculture 
classification performed properly in 2009 but in 2014 this class presented 
misclassification with the grass class.  
The same classifications and comparisons were performed using the 2014 
mosaic image. The confusion matrices for 2014 are presented in Tables 15 and 16.  
The number of test samples varied between 15 and 30 and it is not uniform. The 
number of samples depends on the classes’ frequency in the images. 
Bare land and bare roads were the classes with higher amounts of 
misclassification. In hydrological terms, these classes are different because bare 
roads are compacted by the traffic, which reduces the permeability. In spectral terms, 
bare land and bare road are very similar because they are covered by dirt. This 
confusion could be improved if images with higher spatial resolution are used. In this 
case, using RapidEye images, the lack of information was reflected by the fact that 




misclassified samples in both experiments can also be caused by wrong decisions in 
the previous nodes. 
 
TABLE 15 - CONFUSION MATRIX OF 2014 USING ONE FEATURE. 
Classes 1 2 3 4 5 6 7 8 9 
Water (1) 15 0 0 0 0 0 0 0 0 
Bare land (2) 0 22 1 0 0 0 0 0 0 
Bare roads (3) 0 4 27 0 2 0 0 0 0 
Paved roads (4) 0 2 0 14 1 0 0 0 0 
Buildings (5) 0 2 1 1 12 0 0 0 0 
Natural forest (6) 0 0 0 0 0 29 2 0 0 
Reforestation (7) 0 0 0 0 0 1 28 0 0 
Agriculture (8) 0 0 0 0 0 0 0 14 3 
Grass (9) 0 0 1 0 0 0 0 1 12 
 
TABLE 16 - CONFUSION MATRIX OF 2014 USING THE BEST FIVE FEATURES. 
Classes 1 2 3 4 5 6 7 8 9 
Water (1) 15 0 0 1 0 0 0 0 0 
Bare land (2) 0 29 0 1 3 0 0 0 1 
Bare roads (3) 0 0 26 0 0 0 0 0 0 
Paved roads (4) 0 0 0 13 0 0 0 0 0 
Buildings (5) 0 1 4 0 12 0 0 0 0 
Natural forest (6) 0 0 0 0 0 29 3 0 0 
Reforestation (7) 0 0 0 0 0 1 27 0 0 
Agriculture (8) 0 0 0 0 0 0 0 13 2 
Grass (9) 0 0 0 0 0 0 0 2 12 
 
The overall accuracies of the classifications are relative good, as displayed in 
table 17. They vary from 83% to 90%, which might be considered a remarkable 
amount for this type of measure. Higher overall accuracy index values were achieved 
with five features, but the values using one variable were not very different when 
compared result-wise. For example, in 2014 it can be considered that the accuracies 
were equal using one of the best five features. Furthermore, the Kappa indexes 
varied from 0.80 to 0.89. The lowest overall accuracy was observed in 2009 when 
only one feature was used to perform the thresholding classification. Again, in 2014, 
the use of one or five variables made no difference. This comparison points out that 
the use of more variables could increase the accuracy, but it also showed that 
increased overall accuracy value might not be significant. Using a large number of 
features demands more processing effort and this fact can support the preference for 







TABLE 17 - OVERALL ACCURACY AND KAPPA INDEX OF THE CLASSIFICATIONS. 
 Overall accuracy (%) Kappa 
Date One feature Five features One feature Five features 
2009 83 89 0.80 0.88 
2014 89 90 0.89 0.89 
 
The analysis was extended to the comparison of the producer’s and user’s 
accuracies, as shown in tables 18 and 19 (for 2009 and 2014 respectively). 
 
TABLE 18 - PRODUCER’S ACCURACY FOR 2009 AND 2014 USING ONE OR A SET OF 
FEATURES. 
 2009 2014 
Classes One feature Best features One feature Best features 
Water  1.00 1.00 1.00 1.00 
Bare land  0.90 0.93 0.73 0.97 
Bare roads  0.80 0.90 0.90 0.87 
Paved roads  0.93 0.80 0.93 0.87 
Buildings  1.00 0.87 0.80 0.80 
Natural forest  0.90 0.87 0.97 0.97 
Reforestation  1.00 0.97 0.93 0.90 
Agriculture  0.20 0.80 0.93 0.87 
Grass 0.47 0.80 0.80 0.80 
 
TABLE 19 - USER’S ACCURACY FOR 2009 AND 2014 USING ONE OR A SET OF FEATURES. 
 2009 2014 
Classes One feature Best features One feature Best features 
Water  0.88 1.00 1.00 0.94 
Bare land  0.87 0.96 0.96 0.85 
Bare roads  0.89 0.87 0.82 1.00 
Paved roads  1.00 1.00 0.82 1.00 
Buildings  0.94 0.81 0.75 0.70 
Natural forest  0.87 0.96 0.93 0.91 
Reforestation  0.97 0.88 0.96 0.96 
Agriculture  0.33 0.86 0.82 0.87 
Grass 0.37 0.70 0.86 0.86 
Minimum 0,33 0,7 0,75 0,7 
Maximum 1.00 1.00 1.00 1.00 
Mean 0,79 0,89 0,88 0,90 
 
The user’s accuracy values were satisfactory, reaching more than 80% in 
most cases. There was a similar trend along time, which means that lower values are 
visible for the same classes in both dates, which is coherent. The worst results were 
obtained when the 2009 mosaic image was classified using only one feature per 
node. Especially agriculture and grass classes were not adequately classified. Fact 
that did not happen in 2014, when the values lied close to 0,85. Considering 




a good indicator. Regarding the number of features, the use of more variables 
increased the user’s accuracy. The lowest performance observed in 2009 for grass 
and agriculture was corrected when five features were used when the Nearest 
Neighborhood classification was performed. 
As the best overall accuracies and Kappa values were performed when using 
the NN classification and the best features, the two thematic maps yielded from 2009 































FIGURE 9 - THEMATIC MAP FOR 2014 MOSAIC IMAGE 
 







FIGURE 10 - THEMATIC MAP FOR 2009 MOSAIC IMAGE 
 





Visually, the comparison between the two maps might turn a bit complicated 
for various reasons, to help with some conclusions; some facts can be stated. Firstly, 
table 20 with the area results is presented: 
 
TABLE 20 - COMPARISON BETWEEN LAND COVER QUANTITIES. 
 
2009 2014 







Agriculture 6.85 8.21 3.14 6.65 
Bare land 14.05 14.18 4.39 15.73 
Bare road 4.43 5.16 9.02 4.63 
Buildings 0.19 0.61 1.97 2.07 
Reforestation 11.25 20.86 9.92 4.21 
Natural forest 84.21 72.12 91.81 86.68 
Grass 8.24 10.31 10.32 12.17 
Paved roads 0.82 1.00 3.36 1.18 
Water 6.55 4.08 2.66 2.87 
 
All the areas are in square kilometers. There are naturally multiple changes 
between the four column values, but they can be explained for some reasons. 
Regarding the main water body – the reservoir, its shape and the bare land area 
around it in the two maps, it is possible to spatially see a decrease of the reservoir 
area between 2009 and 2004. Because of this decrease in the reservoir mirror area, 
many cities in Paraná state near the reservoir had trouble with water supply. This 
was also a reflection of the reservoir volume decrease. The same problem occurred 
in São Paulo state at the same period. 
Concerning the natural forest classification, it was possible to remark that, 
there are more areas labelled as such class in 2014 than in 2009 – 72.12 square 
kilometers in 2009 and in 86.68 in 2014. One of the biggest characteristics regarding 
this class was based on the illumination, the more illuminated the “high vegetation” 
segments were, the bigger the chance it was going to be put in the reforestation 
class, mainly because the texture in such segment surface was less roughened;  
otherwise, the segment would be more likely to be labelled as natural forest. Along 
those lines, and the inconsistence of having a bigger amount of natural forest land 
cover years after, a misclassification might be considered due to differences in 







In this work, three topics were developed. The first one is the proposal of a 
thematic class schema to support image classification within the hydrology context. 
The second theme refers to feature selection within the OBIA classification process 
and the last one is the multitemporal study of the Vossoroca basin between 2009 and 
2014. 
Concerning classes’ definition with a hydrological meaning, the study showed 
two contributions. The first one concerning the definition of a semantic hierarchical 
network of land cover classes that could be applied to different test areas and 
produce thematic maps that could also be compared in hydrological studies. The 
second one is the fact that the semantic network can be adapted to different image 
resolutions. In the common case, a lower resolution is enough, because the 
hydrologist faces the problem of poor data sources. For instance, not always, a 
detailed soil map is available and therefore a detailed land cover map becomes 
useless. In such cases, the user would rather to restrict the proposed semantic 
hierarchical network to lower nodes, avoiding wasting time with a detailed map. 
Nevertheless, when the study needs more detailed land cover information, the whole 
network could be used.  
 In a second part, three feature selection approaches were compared: the 
simple SBS method, a method based in the perceptron principle that was proposed 
by the author and the use of the JS divergence in the wrapper model method, also 
proposed by the author. All that, to test he pros and cons of these different feature 
selection approaches, as well as comparing results from thresholding and Nearest 
Neighborhood classifications. 
The first advantage regarding the use of perceptron for the methods 
developed in this work is that, this given technique does not require any prior 
statistical assumption on data distribution, the assumption of normality within the 
classes, for instance. This is an important point, mainly because when using the 
OBIA approach for image classification purposes, pixels are grouped together in the 
segmentation step, reducing the number of available samples. Nevertheless, the pair 
wise selection based in the perceptron principle demands higher computational effort 
comparing to the other ones, because it consists of an exhaustive search within a 




including the spatial features, the number of possible combinations also increases 
significantly. The advantage of these methods is that they can find solutions to the 
classes’ separation problem combining more than one feature in a linear discriminant 
function. Besides, the use of the perceptron with a single input proved to achieve 
results that can be compared to those using a pair of variables as input, with lower 
effort. 
Concerning the feature selection using wrapper models and the JS 
divergence, the results in both overall accuracy and Kappa values were very similar 
to the perceptron one. Which leads to the conclusion that, the developed feature 
selection had a good performance. Another point to be addressed is towards the 
classification approaches used from the selected features. The best values for user’s 
and producer’s accuracies were given when the best features were used inside the 
NN classification. In relation to the features selected using the wrapper model, for 
each node the features selected made sense with the land cover they were 
representing, which means that, they were chosen based on the behavior of the 
classes spectral curve. 
Now, changing the topic to the third part of this work, the land cover evolution 
in the Vossoroca basin, other than care information of the different scenes, it was 
important to test if the methodology using the wrapper model developed and the 
semantic hierarchical network was going to make sense. From the discussions 
regarding the problem with water supply in 2014, the maps from 2009 and 2014 
showed a difference between the water bodies area, being 4.08 square kilometers in 
2009 and 2.86 in 2014, representing properly the phenomenon.  
It is important to highlight that OBIA is widely used on high spatial resolution 
imagery not only with the feature selection methods applied in this work but also with 
other methods carrying the buzzwords inside Machine Learning, such as support 
vector machine and random forest. The point is that the classifications were made for 
the area of interest to test an up-to-date and universal framework that would be 
useful and provide accurate results on estimating soil loss in river basins. This goal 
was achieved, since the accuracy assessment results showed overall accuracies of 
above 90% for both mosaic images and of above 80% for producer and user’s 
accuracy for the most part of the classes of interest. One interesting aspect of the 




from a coarser layer, the land cover classes can be the same even though it is a 
different country. 
To wrapper the conclusions, it would be recommended to use the semantic 
hierarchical network used in this study for other types of images, from others satellite 
sensor, as well as different spatial resolution. 
Multiple aspects could be improved regarding the methodology and the data 
source, but the one of the most important regarding the wrapper model, would be to 
improve it towards better results when the set of features is smaller and the way the 
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