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Abstract 
The flow shop manufacturing cell scheduling problem with sequence dependent setup time is a topic of great concern for many 
industrial applications. This paper addresses batch scheduling problem in the Multi cell Flexible Manufacturing System 
(MCFMS) havingsequence dependent batch set up time with flow shop characteristics. The objective of this research problem is 
the minimization of makespan. A mathematical model for the research problem is developed in this paper.  As the research 
problem is known to be NP-hard, Artificial Immune Systems (AIS) algorithm and Simulated annealing algorithm (SA) algorithm 
are developed to solve the problem. Eighty test problems are solved in order to test the proposed algorithms. The quality of 
solution in terms of makespan obtained by AIS algorithm is found superior to that of the SA algorithm. But in computational 
point of view, SA algorithm takes shorter time than AIS algorithm to find the near optimal batch sequence. Since the operation 
parameters of meta-heuristic algorithms normally affect the quality of the solution, Sensitive Analysis is carried out for the test 
problems by varying the percentage of receptor editing in AIS algorithm. 
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   Nomenclature 
 
l  number of jobs in a batch 
    n  number of batches 
m  number of machine-cells (or stages) 
i  1, 2,…,l subscript of the thi  job 
j  1,2,…,m subscript of the thj  cell 
k  1, 2,…, n subscript of the kth  batch 
௜ܲ௝௞   Processing time of job i on cell j belong to batch k ܵ ஻ܶሺ௞ିଵሻǡ஻ሺ௞ሻǡ௝ Set up time of Batch k from its previous batch on the cell j in the sequence B 
ܥ௜௝௞  Completion time of job i on cell j which belong to batch k 
iky   1, if batch k follows batch i  
0, otherwise
1. Introduction 
MCFMS batch scheduling problem with sequence dependent setup time (SDST) with flow shop characteristics is 
considered in this research work. MCFMS is a type of FMS that consists of a number of flexible manufacturing cells 
and possibly a number of single flexible machines connected by an automated material-handling system[1].  Major 
setup is required before processing each batch on every machine.  Das and Canel [1], MacCarthy and Liu [2] and 
Liu and MacCarthy [3]make the point that in an FMS, setup times could be both significant and sequence 
dependent.In this paper, it is assumed that the setup time of a batch for each machine depends on the immediately 
preceding batch that was processed on that machine. The importance of sequence dependent setup time (SDST) 
scheduling problems has been discussed in several studies by Schaller et al. [4], Franca et al.[5], Allahverdi et al.[6], 
Hendizadeh etal. [7]. Many real world applications of sequence-dependent scheduling problems have been 
considered in literature,e.g. scheduling circuit probing machines for integrated circuit testing [8], press shop in 
automobile industry [9]and painting automobiles with different colors [10].  
 
Lot of research has been carried out in flowshop sequence dependent group scheduling (FSDGS) problem with 
permutation of batches as well as jobs. Schaller et al. [4] investigated the FSDGS problem in a single cell for the 
first time. They developed several heuristic algorithms with minimization of make span as the criterion. They also 
developed a lower bounding method in their paper to evaluate the performance of their heuristic algorithms. Franca 
et al. [5] developed two evolutionary algorithms, a Genetic algorithm (GA) and a Memetic algorithm (MA) with 
local search to minimize the make span for FSDGS problems. Hendizadeh et al. [7] developed a TS algorithm for 
the same problem with minimization of make span. Concepts of elitism and acceptance of worse moves from 
simulated annealing are examined in the proposed meta heuristics.  Salmasi et al. [10] developed a mathematical 
model for the FSDGS problem and also they proposed a hybrid Ant Colony Optimization method. Lin et al. [11] 
proposed effective multi start simulated annealing in a single cell FSDGS problem in order to minimize the make 
span. 
Little research has been conducted on multicell manufacturing scheduling problem. Solimanpur et al.[12] 
addressed the scheduling of parts in multi manufacturing cells. Sequencing of parts within the cells (Intra cell 
scheduling) and sequencing of cells (Inter cell scheduling) are addressed and they also developed a new heuristic 
named SVS algorithm to solve the problem. Das and Canel [1] addressed the problem of scheduling batches of parts 
in a MCFMS with flow shop characteristics. They used conventional branch and bound solution for strong lower 
bounds. Mogghaddam et al.[13] designed a scatter search method to minimize the make span, intracellular 
movement, tardiness and sequence dependent setup costs. Also they developed meta heuristic algorithm based on 
scatter search method. 
The objective of this paper is to minimize the completion time of the last batch on the last machine cell for the 
job availability model of MCFMS. In the job availability model, a traditional type of processing is followed in 
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which each job in its batch becomes available for a downstream operation immediately when the current machine 
has finished its processing [6]. Scheduling of flow shop problem is more challenging [14, 15, 16].   
Literature on FMS scheduling problems addresses exact solution procedures and heuristic algorithms [1, 17]. 
Artificial Immune System Algorithm [18, 19] and Simulated Annealing Algorithm [20, 21] that belong to heuristic 
search category are considered suitable for many hard optimization problems. On the above consideration, this paper 
proposes AIS algorithm and SA algorithm to provide optimal or near optimal solution for the batch scheduling 
problem based on job availability model having sequence-dependent setup time in a MCFMS. 
The rest of the paper is organized as follows: Section 2 presents the Problem formulation of the scheduling 
batches of parts in a MCFMS, Section 3 and 4 describe the computational procedure of the proposed algorithms AIS 
and SA respectively. An illustration is provided in section 5, Sensitive analysis in section 6 and Performance 
evaluation in 7, followed by the conclusion in section 8. 
2. Problem Formulation 
The problem considered in this paper is to efficiently schedule batches of parts with SDST in MCFMS to 
minimize the make span. The major assumptions made in this study are: 
x The flexible machines in a flow shop are capable of processing at most one batch at a time, and each batch 
can be processed on at most one machine cell at any time.  
x Machine cell sequences of all batches are the same.  
x Each job has a known and finite processing time on each machine cell. 
x Pre-emption of individual jobs is not allowed.  
x Setup times for each batch on a machine cell are dependent on the order in which the batches are processed. 
x When a cell has completed processing of a batch, the setup for the next batch on that cell can begin even 
though the next batch is still being processed at the previous cell. 
To formally define the MCFMS batch scheduling problem, consider that given set of n batches is to be processed 
on m machine cells in the same technological order creating the flow shop structure. In the Job availability model 
each job’s start and finishing times are independent of other jobs in its batch. At each machine there is a change over 
time from one batch to another batch called setup time. To formulate SDST problem we assume setup times for each 
batch on a machine cell is dependent on the order in which they are processed.  
The objective function that is used in this research is the minimization of the total production time or makespan. 
For this batch scheduling problem in a multi cell FMS the make span is given by the completion time of the last job 
in the batch on the last machine cell.  
 2.1 Mathematical Model 
The finishing times of various batches at different machine cells are calculated recursively as described below. 
1. Completion time of first job of batch 1 in cell 1  
ܥଵǡଵǡଵ ൌ ଵܲǡଵǡଵFor i=1, j=1 and k=1        (1)     
2. Completion time of other  jobs of batch 1 in cell 1  
ܥ௜ǡଵǡଵ ൌ ܥ௜ିଵǡଵǡଵ ൅ ௜ܲǡଵǡଵ         For i=2..., l, j=1, k=1          (2)    
3. Completion time of  first job in other cells in the batch 1 
ܥଵǡ௝ǡଵ ൌ ܥଵǡ௝ିଵǡଵ ൅ ଵܲǡ௝ǡଵ For i=1, j=2..., m, k=1      (3) 
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4. Completion time of  other  jobs in other cells in the batch 1 
ܥ௜ǡ௝ǡଵ ൌ ܯܽݔሼሺܥ௜ିଵǡ௝ǡଵ ൅ ௜ܲǡ௝ǡଵሻǢ ሺܥ௜ǡ௝ିଵǡଵ ൅ ௜ܲǡ௝ǡଵሻሽ   For i=2.., l, j=2...,m,  k=1             (4) 
5. Completion time of first job of  in cell 1 in subsequent batches 
ܥଵǡଵǡ௞ ൌ ሺܥ௟ǡଵǡ௞ିଵ ൅ ܵ஻ሺ௞ିଵሻǡ஻ሺ௞ሻǡ௝ ൅ ଵܲǡଵǡ௞) For i=1, ݆=1, ݇= 2..., ݊    (5) 
6. Completion time of other  jobs  in cell 1 in subsequent  batches 
ܥ௜ǡଵǡ௞ ൌ ሺܥ௜ିଵǡଵǡ௞ ൅ ௜ܲǡଵǡ௞ሻ For i=2.., l, ݆=1, ݇= 2..., ݊      (6) 
7. Completion time of  first job in other cells in subsequent batches 
ܥଵǡ௝ǡ௞ ൌ ܯܽݔሼሺܥ௟ǡ௝ǡ௞ିଵ ൅ ܵ஻ሺ௞ିଵሻǡ஻ሺ௞ሻǡ௝ ൅ ଵܲǡ௝ǡ௞ሻǢ ሺܥଵǡ௝ିଵǡ௞ ൅ ௜ܲǡ௝ǡ௞ሻሽ    (7) 
For i=1, ݆=2...,݉,  ݇=  2..., ݊       
8. Completion time of  other  jobs in other cells in subsequent batches 
ܥ௠௔௫ ൌ ܥ௜ǡ௝ǡ௞ ൌ ܯܽݔሼሺܥ௜ିଵǡ௝ǡ௞ ൅ ௜ܲǡ௝ǡ௞ሻǢ ሺܥ௜ǡ௝ିଵǡ௞ ൅ ௜ܲǡ௝ǡ௞ሻሽ  
For ݅=2...,݈,  ݆=2...,݉,  ݇=  2..., ݊        (8) 
With the above computations, the problem considered in this paper is to find the processing sequence of the n 
batches on all m machines so as to minimize the makespan. 
3.Artificial Immune Systems Algorithm: 
Artificial Immune System (AIS) algorithm based approach for solving flow shop scheduling problem with 
sequence dependent setup time is proposed in this paper. This algorithm is based on the mechanisms of the 
vertebrate immune system. The ideas proposed by De Castro and Von Zuben [18] are taken as a basis to construct 
the algorithm. The main application domains of AIS are optimization, pattern recognition, computer and network 
security, scheduling, anomaly detection and data mining. De Castro and Timmis[22] presented the use of AIS 
algorithm in pattern recognition applications. Satheesh kumar et al. [19] proposed AIS algorithm for loop layout 
problem. The efficient mechanisms of immune system which are the clonal selection, learning ability, memory, 
robustness and flexibility make artificial immune systems useful for scheduling problems. Scheduling problems 
using AIS approach was dealt by Hart et al. [23], Costa et al. [24]. 
3.1. Computational Procedure of AIS 
The complete computational procedure of the AIS algorithm for the batch scheduling problem in MCFMS can be 
summarized as follows: 
Step 1: 
(i) Set popsize (B), No of iterations (Iiter) 
(ii) Initialize a random population of strings up to the specified popsize B. A string represents a sequence of 
batches. 
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Step 2: 
(i) Compute the objective function Cmax for all randomly generated strings in the current population using the 
recursive equations 1 to 8. 
(ii) Calculate the affinity values for all the strings. The following equation is used to calculate the affinity 
value. It is clear from the Eq. 9 that lower the makespan higher the affinity value. 
ܣ݂݂݅݊݅ݐݕሺݖሻ ൌ ଵெ௔௞௘௦௣௔௡ሺ௭ሻ         (9) 
 
(iii) The selection of strings for cloning is done directly proportional to the affinity value. The cloned antibodies 
and original strings are stored in temporary population set (C).  The rate of cloning is calculated by Eq.10.   
 
ܴܽݐ݁݋݂ܥ݈݋݊݅݊݃ሺܴܱܥሻ ൌ ௔௙௙௜௡௜௧௬௩௔௟௨௘௢௙௦௢௟௨௧௜௢௡כ௣௢௣௨௟௔௧௜௢௡௦௜௭௘்௢௧௔௟௔௙௙௜௡௜௧௬௩௔௟௨௘௦௢௙௦௢௟௨௧௜௢௡௦௜௡௧௛௘௣௢௣௨௟௔௧௜௢௡    (10) 
Step 3:  
(i) Inverse mutation: Given a sequence S, let i and j be two positions in the sequence S. A neighbour of Sis 
obtained by inversing the sequence of batches between positions i and j. If the makespan value of mutated 
sequence is smaller than that of the original sequence, original sequence is replaced with mutated sequence. 
Otherwise, the sequence will be mutated again with pair wise interchange mutation method. 
(ii) Pair wise mutation:  Given a sequence S, let i and j be randomly selected two positions in the sequence S. 
A neighbour of Sis obtained by interchanging the jobs in positions i and j. If the makespan value of mutated 
sequence is smaller than the original sequence, then store the mutated one in place of the original one. 
Otherwise the original sequence is retained. 
(iii) Select the improved strings only from the temporary population set in order to maintain the original 
popsize.  
Step 4: 
(i) Receptor Editing: A number of worst antibodies in the antibody population are eliminated and randomly 
created antibodies at the same number are replaced with them. Exploring new search regions may help the 
algorithm to escape from local optima. 
Step 5: 
(i) Repeat step 2 to step 4 for the required number of iterations 
4. Simulated Annealing algorithm 
SA was introduced by Metropolis et al. [25] and popularised by Kirkpatrick et al.[26]. SA is analogous to the 
process of physical annealing with solids. Slow cooling of metals produces a uniform low energy state 
crystallization whereas fast cooling produces poor crystallization. This process of optimization of thermodynamic 
behaviour is used to connect the search for optimal solutions of combinatorial optimization problems.The SA 
algorithm starts from an initial solution and searches around the current solution using neighbourhood search 
structure to find a better solution. However in this algorithm, it is possible to get worst solution, this is because of 
escaping from local optima. But this can be controlled by a parameter called temperature (T). Setting an appropriate 
temperature initially causes global search and gradually limits the search scope to find optimal solution. 
4.1 Computational Procedure of AIS 
The complete computational procedure of the SA algorithm for the batch scheduling problem in MCFMS can be 
summarized as follows:  
Step 1: 
Initial solution or string (X) is randomly generated. Here the initial solution represents the sequence of 
batches.ܺ௕௘௦௧ ൌ ܺ, ܥ௕௘௦௧ ൌ ܥ௠௔௫ሺܺሻ. 
Step 2: 
(i) The current temperature T is set to ଴ܶǤ 
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(ii) For each iteration the neighbourhood solution (Y) is generated using pair wise interchange mutation. This 
process is called neighbourhood generation. 
Pairwise Interchange Mutation: Given a sequence S, let i and j be randomly selected two positions in the 
sequence S. A neighbour of S is obtained by interchanging the batches in positions i and j.  
Step 3: 
(i) Objective function values of initial generated solution Cmax ( ܺሻ  and objective function values of 
neighbourhood solutions Cmax(ܻሻ are calculated using the recursive relations described in section 2. (Eq.1 
to Eq.8) 
(ii) Difference between Cmax  ሺܻሻand Cmax (ܺሻ is calculated where X is the current solution and Y is the 
neighbourhood solution.  
 = Cmax (Yሻ െCmax (ܺሻ 
Step 4: 
(i) If ο൑ Ͳ , then ܺ is replaced by Y. 
(ii) If ο൐ Ͳ, The probability of replacing X with Y is denoted by Cauchy’s formulaܶȀሺܶଶ ൅ οଶሻ (Lin et.al 
[19]). This process is achieved by a generating a random number ݎ א ሾͲǡͳሿand replacing the solution ܺwith 
ܻ if r <ܶȀሺܶଶ ൅ οଶሻ. 
Step 5: 
(i) T is decreased after running ܫ௜௧௘௥  iterations from the previous temperature according to the formula ܶ ൌ ߙܶ 
where Ͳ ൏ ߙ ൏ ͳǤ 
(ii) If T is less than ிܶ  the algorithm is terminated. ܺ௕௘௦௧records the best solution.  
5.  Numerical Illustration 
The proposed AIS and SA algorithm for the MCFMS batch scheduling problem for the job availability model 
with sequence dependent set up time are coded in MATLAB R2009b and run on an Intel core i3 2120 CPU @ 3.3 
GHz PC with 4 GB memory. 
In Das and Canel [1], they solved batch availability model using branch and bound method. We consider Job 
availability model in this paper. For numerical illustration we have taken the same setup time data from Das and 
Canel [1], The processing time of batches given in Das and Canel [1] is split as Job processing times in each batch 
in each cell and also the total processing times of jobs is equal to a batch processing time in order to compare the 
solution that provided in Das and Canel [1]. The size of the problem is 4x3 and processing time of jobs and set up 
time matrix are given in Table 1 and 2. 
Table 1. Processing time of jobs        Table 2. Setup time matrix 
  batches (k) 
  1 2 3 4 
Cell 
(j=1)From 
batchsi) 
1 0 20 25 5 
2 19 0 11 5 
3 18 7 0 1 
4 19 4 13 0 
Cell (j=2) 
From 
batches(i) 
1 0 13 24 2 
2 12 0 26 13 
3 16 8 0 5 
4 23 24 30 0 
Cell (j=3) 
From 
batches(i) 
1 0 14 26 10 
2 6 0 14 13 
3 12 25 0 20 
4 26 23 29 0 
  Jobs (i) 
  1 2 3 
Batch 1 1 12 8 4 
2 2 2 0 
3 19 5 5 
Batch 2 1 12 12 2 
2 3 3 3 
3 10 5 2 
Batch 3 1 9 8 1 
2 2 2 2 
3 3 4 5 
Batch 4 1 12 13 2 
2 8 10 10 
3 9 5 5 
For the above problem considered, the local optimal solution obtained using the AIS and SA algorithms are the 
same and it is found as 144. This is the last element in the solution matrix presented in Table 3. The optimal 
sequence obtained is 3 4 2 1 which is the same optimal sequence obtained from Das and Canel (2005). But Das and 
Canel (2005) solved the problem in batch availability model and the makespan obtained is 168. Hence for the same 
set of data Job availability model performs better in terms of solution quality compared to batch availability model. 
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    Table 3. Solution Matrix for Job availability Model 
Batch Sequence Cells 
1 2 3 
3 
 
 
9 11 14 
17 19 23 
18 21 28 
4 31 39 57 
44 54 62 
46 64 69 
2 62 91 102 
74 94 107 
76 97 109 
1 107 111 134 
115 117 139 
119 119 144 
6. Sensitive analysis  
The performance of meta heuristic algorithms will be greatly affected by the parameters of the algorithm. The 
parameter Receptor Editing (R %) in AIS algorithm is taken for sensitive analysis. We consider Receptor editing as 
10%,20% and 30% for comparison. The results for R= 10%, R=20% and R=30% are tabulated in Table 4.  As the 
population size we have taken as 10, in 10% Receptor editing, only one inferior solution is deleted and the same is 
replaced by a random solution. In 20% Receptor Editing two inferior solutions are replaced by two random 
solutions and in 30% Receptor editing, three inferior solutions are replaced with three random generated solutions. 
Table 4 Makespan value for different receptor editing (R %)   
S.No Size R=10% R=20% R=30% S.No Size R=10% R=20% R=30% 
1 5x5 538 538 538 41 18x5 928 928 928 
2 5x6 619 619 619 42 18x6 1061 1061 1061 
3 5x7 826 825 816 43 18x7 1271 1271 1271 
4 5x8 914 884 921 44 18x8 1425 1425 1428 
5 5x9 1039 1036 1036 45 18x9 1506 1493 1491 
6 5x10 1075 1052 1050 46 18x10 1655 1646 1616 
7 5x15 1455 1400 1384 47 18x15 2115 2170 2148 
8 5x20 1937 1908 1853 48 18x20 2585 2666 2676 
9 10x5 730 730 730 49 19x5 948 948 948 
10 10x6 935 935 935 50 19x6 1064 1064 1064 
. . . . . . . . . . 
. . . . . . . . . . 
21 15x9 1318 1338 1318 61 20x9 1560 1524 1534 
22 15x10 1585 1608 1581 62 20x10 1697 1699 1692 
23 15x15 2085 2051 2044 63 20x15 2190 2109 2205 
24 15x20 2569 2577 2519 64 20x20 2769 2698 2758 
25 16x5 866 866 866 65 30x5 1305 1305 1305 
. . . . . . . . . . 
. . . . . . . . . . 
37 17x9 1509 1507 1479 77 50x9 2295 2278 2279 
38 17x10 1505 1463 1482 78 50x10 2425 2427 2450 
39 17x15 2110 2132 2132 79 50x15 2978 3020 3020 
40 17x20 2574 2563 2574 80 50x20 3707 3675  3689 
From the Table 4 it is observed that,  
x In 25 problems all three R%provide the same result. 
x In 23 problems R=30% provide best result. 
x In 14 problems R=20% provide best result. 
x In 8 problems R=10% provide best result. 
x In 8 problems both R=20% and R=30% provide better and same result. 
x Only one problem provides better result in both R=10 % & R=30 % and  
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x Only one problem provides better result in both R=10% &R=20%.  
From the result it is inferred that R=30% will produce near optimal solution for any size of the problems. 
7. Result and Discussion 
Eighty test problems are considered for performance comparison and are solved in proposed AIS algorithm and 
SA algorithm. Each problem instance was run for 10 replications. 
In order to have a fair comparison of both the algorithms the number of solutions generated for obtaining near 
optimal solutions is same in AIS and SA. The small size problems (n<7) require less number of solutions for getting 
optimal solutions and we get the same solution in both SA algorithm and AIS algorithm for all 10 replications. As 
the problem size increases, for n>9 the number of solutions generated are higher for getting near optimal solution.  
Our objective is minimization of total completion time. This can be obtained by the completion time of the last 
job in the last cell. For this objective, the performance of AIS algorithm was compared with SA algorithm to see the 
impact of AIS algorithm on the solution quality. The relative percentage deviation (RPD) is calculated as 
஼೘ೌೣሺ஺ூௌሻି஼೘ೌೣሺௌ஺ሻ
஼೘ೌೣሺௌ஺ሻ . 
Table 5 shows the performance of AIS algorithm over SA algorithm. 
Table 5. Performance of AIS algorithm over SAalgorithm. 
Problem No Problem size 
AIS algorithm SA algorithm RPD of AIS over 
SA in terms of 
Cmax Cmax CPU Time Cmax CPU Time 
1 5x5 538 8.11 538 1.93 0 
2 5x6 619 19.11 619 4.25 0 
3 5x7 816 39.77 816 10.19 0 
4 5x8 884 112.18 914 24.54 -3.28 
5 5x9 1036 156.75 1047 35.75 -1.05 
6 5x10 1050 184.84 1049 42.98 0.09 
7 5x15 1384 275.20 1417 138.37 -2.32 
8 5x20 1853 357.11 1925 194.16 -3.74 
9 10x5 730 12.52 730 3.08 0 
10 10x6 935 31.14 935 8.37 0 
11 10x7 979 72.59 981 17.39 -0.20 
12 10x8 1165 199.00 1165 42.42 0 
13 10x9 1245 277.60 1246 60.92 -0.08 
14 10x10 1251 320.51 1263 92.54 -0.95 
15 10x15 1846 424.93 1810 191.33 1.99 
16 10x20 2317 537.51 2364 315.83 -1.98 
17 15x5 955 31.57 955 7.32 0 
18 15x6 1013 74.46 1013 15.10 0 
19 15x7 1117 310.16 1117 32.27 0 
20 15x8 1326 383.39 1302 116.29 1.84 
21 15x9 1318 1211.49 1369 165.07 -3.72 
22 15x10 1581 1441.32 1568 192.37 0.83 
23 15x15 2044 1570.19 2065 284.08 -1.02 
24 15x20 2519 2491.36 2809 411.53 -10.32 
25 16x5 866 33.01 866 6.19 0 
26 16x6 1047 80.18 1047 16.26 0 
27 16x7 1185 270.22 1185 37.24 0 
28 16x8 1323 557.82 1323 99.30 0 
29 16x9 1376 778.76 1389 141.57 -0.93 
30 16x10 1510 879.91 1547 169.59 -2.39 
31 16x15 2164 1104.64 2183 259.18 -0.87 
32 16x20 2525 1404.88 2642 373.66 -4.42 
33 17x5 944 34.28 944 10.34 0 
34 17x6 1109 88.10 1109 22.33 0 
35 17x7 1204 179.62 1204 49.98 0 
36 17x8 1303 474.34 1308 106.91 -0.38 
37 17x9 1479 748.53 1497 152.99 -1.20 
38 17x10 1463 857.26 1475 192.51 -0.81 
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39 17x15 2110 803.80 2120 291.18 -0.47 
40 17x20 2563 1345.13 2594 433.98 -1.19 
41 18x5 928 49.76 928 9.12 0 
42 18x6 1061 150.09 1061 19.85 0 
43 18x7 1271 293.32 1271 37.09 0 
44 18x8 1425 759.08 1442 111.39 -1.17 
45 18x9 1491 1044.16 1462 167.21 1.98 
46 18x10 1616 1198.05 1654 199.71 -2.29 
47 18x15 2115 1257.58 2177 305.92 -2.85 
48 18x20 2585 1503..29 2664 450.43 -2.96 
49 19x5 948 43.05 948 10.88 0 
50 19x6 1064 102.51 1064 23.97 0 
51 19x7 1197 202.17 1197 53.99 0 
52 19x8 1409 479.09 1409 127.27 0 
53 19x9 1550 783.81 1568 222.15 -1.15 
54 19x10 1715 875.12 1733 255.85 -1.04 
55 19x15 2082 1114.53 2157 340.95 -3.47 
56 19x20 2630 1351.99 2713 433.52 -3.06 
57 20x5 1006 70.78 1006 11.77 0 
58 20x6 1176 146.13 1176 27.05 0 
59 20x7 1267 294.82 1267 58.01 0 
60 20x8 1428 748.86 1420 148.76 0.56 
61 20x9 1524 1033.67 1533 216.61 -0.59 
62 20x10 1692 1051.19 1709 253.94 -0.99 
63 20x15 2109 1290.17 2224 335.35 -5.17 
64 20x20 2198 1601.98 2767 476.02 -20.56 
65 30x5 1305 131.87 1305 59.52 0 
66 30x6 1423 267.59 1423 92.20 0 
67 30x7 1701 550.42 1701 169.06 0 
68 30x8 1712 1321.14 1737 304.39 -1.44 
69 30x9 1822 1976.85 1820 392.92 0.11 
70 30x10 1900 1865.04 1931 493.76 -1.61 
71 30x15 2588 2939.40 2593 587.31 -0.19 
72 30x20 3021 6580.72 3082 1306.34 -1.98 
73 50x5 1619 216.91 1619 49.83 0 
74 50x6 1754 456.81 1754 100.00 0 
75 50x7 1876 889.59 1876 203.87 0 
76 50x8 2019 2286.51 2037 493.89 -0.88 
77 50x9 2278 3560.49 2273 706.07 0.22 
78 50x10 2450 3366.03 2412 992.49 1.58 
79 50x15 3020 6764.3 3025 1505.99 -0.17 
80 50x20 3675 6437.02 3714 2106.48 -1.05 
The performance of the AIS algorithm over SA algorithm is as follows: 
x 32 problems provide the same solution as SA algorithm. 
x 39 problems provide solutions better than SA algorithm. 
x The remaining 9 problems provide solutions inferior to SA algorithm; however they are very close to SA 
algorithm. 
8. Conclusion 
The problem of scheduling batches in a Job availability model of MCFMS is considered in this paper and AIS 
algorithm and SA algorithm are proposed to minimize the makespan in the presence of sequence dependent batch 
setup time. A sensitive analysis is carried out to evaluate the quality of the AIS algorithm. Eighty test problems of 
various sizes are considered for the performance comparison of AIS algorithm and SA algorithm. The comparison 
reveals that AIS algorithm has the explicit excellence in proportion to the SA algorithm in terms of the solution 
quality especially for medium and large-sized problems. Future studies could build upon this research in several 
ways. First the problem can be solved by using other meta heuristic algorithms like Ant colony algorithm, Bee 
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colony algorithm etc., Then  It is possible to extend the proposed algorithms to solve more complex batch 
scheduling problems  in a multiple cell hybrid flowshop. Finally, extensions of the proposed algorithms to solve this 
problem with other performance criteria can also be considered. 
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