Following Ellison and Glaeser (1997), we develop a framework to test for the link between concentration, spatial clustering and the size of plants. Concentration is an a-spatial concept of variability that can be measured with the Ellison and Glaeser (EG) index. By contrast, spatial clustering being directly concerned with distances, a two-dimensional measure such as the Moran index allows to identify specific agglomeration patterns. We argue that, if the size of plants were independent on both concentration and agglomeration, as in the standard monopolistic competition framework, all the variability in those indexes should be accounted for by the variation in the number of plants. Using the Italian 1996 census year data, we compare the values and significance of both the EG and Moran indexes computed on an employment and a number of plants basis. Our results indicate that, for the majority of Italian manufacturing industries, big plants have larger concentration incentives than small ones, even once controlled for size effects, and that concentration and size simultaneously influence each other. By contrast, small plants exhibit stronger positive auto-correlation, whose scope might extend to large spatial scales, size and clustering being also endogenous. Different externalities might thus drive concentration and agglomeration patterns according to a size-related basis, which casts some doubt on the relevance of standard monopolistic frameworks to empirically account for large scope "pecuniary" externalities instead of spatially bounded spillovers.
Introduction
The concentration of production, which is one of the most striking feature of the geography of economic activities, is probably also the most direct evidence of the pervasive need for firms to draw benefits from the presence of externalities. Disentangling the sources of co-location decisions is a challenge that a long tradition of economists has tried to take up. To this purpose, the intensity of regional specialization in particular industries, and, conversely, the level of industrial concentration in particular locations, have been used as complementary evidences for the existence and the significance of externalities. As explanatory variables to concentration or specialization patterns, determinants such as factor endowments, increasing returns to scale, or spatially bounded technological externalities arising from the close proximity of agents (Marshallian labor market pooling, urbanization or localization economies) have been largely explored. 1 By contrast, studies measuring benefits coming from non spatially bounded "pecuniary" externalities are quite scarce and this paper dedicates to the issue of disentangling the source of co-location decisions between pecuniary and localized externalities according to their respective spatial scope.
New Economic Geography models, with those "Market potential" reduced specifications that can be derived from them, offer a seducing theoretical background to account for spillovers whose geographical scope overlaps the borders of local labor markets, and more particularly for "pecuniary" externalities arising from demand and input-output linkages. The standard Dixit -Stiglitz (1977 ) -Krugman (1980 monopolistic competition model (DSK) 2 has been the most successful framework in explaining how large scope externalities might drive concentration and specialization patterns, in the presence of increasing returns to scale and transport costs. Therefore, most empirical studies structurally address the quantification of these effects, as the measure of their geographical scope of propagation, within this tractable framework (Hanson, 1998 , Forslid, Haaland and MidelfartKnarvik, 2002 , Redding and Venables, 2004 , Mion, 2004 . However, a few recent models (Combes and Lafourcade, 2001 , Duranton and Puga, 2001 , Melitz and Ottaviano, 2004 , Holmes and Stevens, 2004b actually depart from the main stream in proposing an alternative framework designed to overcome one of the major drawbacks of the standard DSK structure: its difficulty to account for differences in the size of plants as a determinant of industrial concentration or regional specialization.
The framework we develop here can help to shed a new light on the question of which models are the most relevant according to empirical issues. We disentangle the concentration and specializa-tion processes according to three different aspects indeed: 'internal' (the size of plants), 'localized' (natural advantages, factor endowments, technological spillovers) and 'large spatial scope' (non spatially bounded pecuniary externalities). Following the probabilistic-based approach of Ellison and Glaeser (1997) , we study the link between concentration, spatial clustering and the size of plants, paying particular attention to the causal direction of this relation. Concentration is referred to as an a-spatial concept of variability that can be measured with the standard locational Gini or the more sophisticated Ellison and Glaeser (EG) index. By contrast, spatial clustering or "agglomeration" is directly concerned with distances. Therefore we also use a two-dimensional measure (the Moran index) to identify some specific distance-based patterns. In this respect, our approach turns towards a trend of studies designed to develop new measures accounting for the spatial content of concentration patterns, as Duranton and Overman (2002) , Paci and Usai (2003) , Marcon and Puech (2003) or Burchfield, Overman, Puga and Turner (2003) .
We argue that, in a world where the size of establishments would be independent on both concentration and spatial agglomeration, as the standard DSK framework, all the variability in these measures should be accounted for by the variation in the number of plants. Using the Italian 1996 census year data on manufacturing industries, we therefore compare the values and significance of both the EG and Moran indexes computed on an employment and number of plants basis.
A first result arising from the comparison of the standard EG index to its plant alternative measure is the existence of huge discrepancies, the correlation being poor with respect to both values and ranks. However, comparisons based on two distinct samples (one for big and the other for small plants) and inspired by the work of Holmes and Stevens (2002) , indicate that, once controlled for the size of plants, the EG model is consistent with data, with the two indicators of concentration giving similar results. In particular, we show that big plants exhibit much stronger co-location incentives (50% on average) than small ones, suggesting that they are more sensitive to 'localized' externalities.
Moreover, as a further explorative exercise, we identify those industries whose concentration is mainly driven by big vs small units. Interestingly, many historical Italian Districts belong to the second group, 3 while the first one includes mass-production activities as industries belonging to the final stage of production.
As regards the relation between size and agglomeration, our main finding is that small firms display a stronger spatial pattern than big ones. This is, as far as we know, the first study that attempts to deal with this issue. Contrary to the case of concentration, small units thus seem to be more sensitive to final markets accessibility and input-output linkages (pecuniary externalities). Finally, we characterize those industries whose agglomeration is fostered by big vs small units. Upstream and final product industries display more spatial correlation, with the latter being disproportionately more represented in the sample of small establishments.
The paper is therefore structured as follows. Section 2 computes standard employment-based indexes of concentration and specialization and compares them to their plant-based alternatives.
Discrepancies between both types of measures being large, Section 3 then turns to the more sophisticated plant-based location model of Ellison and Glaeser (1997) and focuses on its robustness to the size of plants. Section 4 is designed to measure the geographical scope of spillovers, by constructing a spatial Moran index that is consistent with the Ellison and Glaeser model of location choices. Moreover, this index allows to disentangle local sources of concentration from a broader non spatially bounded agglomeration process, according to the size pattern of firms. Finally, Section 5 concludes and proposes directions for further research.
Measuring Specialization and Concentration
This section dedicates to the study of standard measures of concentration and specialization. It more particularly focuses on the comparison of employment-based and plant-based indexes, in order to reveal some specific patterns that could stem from differences in the size of establishments.
Employment-based Indexes
One of the most-often used measure of specialization is the employment Location Quotient (LQ), also known as the Hoover-Balassa coefficient. With respect to this measure, a particular location is defined as specialized in an industry (for instance manufacturing) if that location share of employment in the industry exceeds its national share. Complementary to the previous index, one can also define an employment "Industry Quotient" (IQ) along the idea that an industry should be concentrated in a particular location if its share of employment in the location exceeds the corresponding national share.
Let M (S) denote the number of spatial units (sectors),
emp s i location i share of employment in the manufacturing sector s, and
s=1 emp s i its share of total employment. The simplest way to measure how much location i is specialized in industry s is therefore to compute 
s=1 emp s i its share of total employment. It is straightforward to see that LQ, as defined in equation (1), also measures the industry s concentration in location i, IQ.
We have indeed
Values above 1 mean that the location (industry) is relatively specialized (concentrated) in the industry (location), as it has relatively more employment than it would be predicted based on its aggregate employment share.
Let illustrate this definition with a broad picture of the concentration and specialization patterns obtained for the manufacturing industry in Italy. mean concentration index, at 0.88 < 1, reveals that manufacturing as a whole is less concentrated than total employment in Italy (yellow LLS dominate over blue ones indeed). However, the spatial 4 The reader will find in Holmes and Stevens (2004a) , Combes and Overman (2004) and Fujita, Henderson and Mori (2004) , very complete surveys of studies related to this issue for a large set of North-American, European and Asian countries.
5 Extreme values of LQs can be traced back thanks to the white and black extreme classes of the legend.
variability exhibited for the concentration of manufacturing is strong, with LQs ranging from 0.11 (in the North-Center winter sports resort of 'Canazei', in white) to 2.20 (in the Middle-East leather product district of 'Monte San Pietrangeli', in black). This maximum value of 2.20 means that the share of employment in the manufacturing industry is 120 percent greater in this area than in Italy as a whole. Among the four Italian LLS presenting the highest absolute shares in manufacturing employment in 1996, 'Milano', 'Torino', 'Roma' and 'Napoli' (with relative LQs of respectively 0.88, 1.12, 0.40 and 0.74), only Torino exhibits some low manufacturing concentration.
To make inter-sectoral comparisons easier, it is convenient to synthesize this spatial distribution within a single measure of concentration. The 'Industrial' Gini coefficient is the LQ-based index that is most often used to measure the overall degree of an industry concentration within a set of different locations. 
It takes values in the range [0, 1] . A value of 0 means that all locations share the same employment proportion of the industry s, while, on the contrary, a value of 1 denotes extreme inequality, the whole industry employment being concentrated in a single location. The value obtained for the Italian manufacturing industry as a whole in 1996, at 0.225, is large compared to other sectors 7 and confirms the first glance impression of strong inequalities given by Figure 1 -left.
Regarding the 'specialization' complementary perspective, we also compute a 'Locational Gini' coefficient by ordering employment IQs according to their increasing values and cumulating the corresponding shares c s i and x s ranked over a sample of manufacturing sub-industries. Whereas the industrial gini uses the variability in regional concentration for a given industry, this specialization index uses, by contrast, the variability in the industrial structure of locations. This index therefore summarizes the degree of specialization of LLS with respect to diverse manufacturing sub-industries, a value of 1 meaning that the area is specialized in a single sub-activity. Figure 1 -right exhibits the 6 Indeed, it is based on the Lorenz cumulative frequency curve, that compares the distribution of employment in a specific location with the uniform distribution that would represent equality to the national average. This equality distribution is represented by a diagonal line, and the greater the deviation of the Lorenz curve from this line, the greater the inequality in the specialization patterns of employment.
7 The corresponding Gini for non public services in 1996 is 0.138.
spatial distribution of Locational Gini's computed for the NACE revision 1 three-digits classification of manufacturing industries.
It is straightforward to see that the pattern of specialization is inversely related to the level of concentration, as depicted in Figure The relative specialization of an area in few industries as the degree to which an industry concentrates in few areas can be driven by two possible sources: differences in the number of manufacturing plants and differences in the size of these plants. Section 2.2 focuses more particularly on the issue of disentangling these sources.
Plant-based Indexes
The Gini and the Hoover-Balassa indexes measure specialization and concentration taking workers as the unit of analysis. By contrast, the literature on externalities and location is concerned with the interaction of plants while labor measures, like the thickness of the market in Marshall (1890) labor pooling idea, are considered as proxies for the externalities arising from the proximity of plants.
Therefore, if we aim at measuring the strength of these spillover effects, we have to reconsider our unit of analysis in favor of plants.
In order to gain some insight, it is useful to think about the distribution of workers over space as the mixture of two distributions:
• The plant size distribution (i.e. the allocation of workers among plants).
• The plant location distribution (i.e. the outcome of the location choices of plants).
The concentration of workers may thus come from both sources, but spatial externalities matter only in the second distribution. Consider, for instance, the two following polar cases. In the first one, there is only one big plant in industry s, and it is located in region i. In the second case, there are many plants belonging to industry s, and they are all located in i. Clearly, the employment-based Gini indexes would take the same high value in both cases, indicating a strong concentration pattern in industry s. However, the nature of this concentration is completely different in both cases. In the first one, concentration occurs at the establishment scale, resulting in a unique operating plant that hires all workers (industrial concentration). This could be reasonably associated to factors that are internal to a plant, like increasing returns to scale in production, but, no matter where this plant locates, we will observe a high value of Gini. The second case is, by contrast, characterized by a colocation of different plants in the same place (spatial concentration), and suggests that there are some "external" elements like natural resources, knowledge spillovers or local demand and input-output linkages, that drive this process.
A first simple way to disentangle the effects of spatial concentration and industrial concentration is thus to compute the LQ on the basis of the number of plants, to compare it with its employmentbased alternative, and to examine whether differences in the spatial distribution of employment and plants are driven by the heterogeneity of plant sizes. • Patterns of concentration are strongest for employment than for plants, due to the strong un-even spatial distribution of the size of establishments in the manufacturing industry. Although the left-map of Figure 2 exhibits LQ now ranging from 0.30 (in the insular LLS of 'Porto Azzurro') to 3.13 (in the LLS of 'Montegranaro', which is contiguous to 'Monte San Pietrangeli', in the same leather district), the plant-based Gini, 0.187, is lower than for employment. This casts some doubt on the quantitative significance of a measure of concentration that would not correct for industrial concentration.
• Kim (1995) and by Holmes and Stevens (2002) , for the US Census Regions and counties. The correlation that may therefore arise between employment-based measures of concentration and the average size of plants may be partly due to randomness, however, and one has to purge from the endogenous concentration stemming from the location choice of big plants.
• Both plants and employment indexes display strong spatial auto-correlation patterns, suggest- 3 The Ellison and Glaeser model and its robustness to plant size effects Inconsistencies arising from the comparison of raw employment-based and plant-based measures of concentration are huge and put forward the need to correct for sectoral differences in the size of establishments. In order to deal with the issue of spatial concentration, Ellison and Glaeser (1997) propose a more structured framework consisting in starting from the employment-based 8 However, the correlation obtained for other 3-digit activities such as services is much more lower, around 0.1.
and then neutralizing the contribution of industrial concentration by means of an appropriate measure. Importantly, and this is one of their greatest contribution, they derive this measure from an explicit and rigorous probabilistic model of plant location decisions.
In particular, Ellison and Glaeser (1997) spell out two sources of spatial concentration: natural advantages and spillover effects among neighbor plants producing the same kind of goods. However, the two parameters corresponding to these forces are observationally indistinguishable, and only a linear combination of them can be estimated. 10 Consequently, from now on, we will refer to this linear combination as the spillover parameter γ. Despite the impossibility to directly disentangle resourcesdriven from externalities-driven concentration, this model approach has several nice features.
Basic features of the EG model
Let us recall the basic properties fulfilled by the EG model and the associated index of concentration. 11 Let N denote the number of plants and z 1 , ..., z j , ...z N , the shares of these plants in the total employment of an industry. The fraction of sectoral employment related to location i is therefore
where u ji = 1 if the business unit j locates in area i, and 0 otherwise. The u ji are non-independent
Bernouilli variables such that P (u ji = 1) = x i , which means that a random process of plants' location choices will, on average, lead to a pattern of employment shares matching the aggregate one (x i ), as well assumed to be exogenous as the size of each plant (z j ). More precisely, the authors propose to model the interaction between the location decisions of any pair of plants j and k belonging to the same industry by
where γ is a parameter lying between −1 and 1 describing the strength of spillovers within the industry. In that case, the probability that business units j and k locate in the same area i is independent from j and k
and the probability P that the same pair of plants locates in any of the M locations is
that is a (linear) function of γ. From an empirical point of view, this simple relation means that using actual data on plants' location as an estimator of P , one can trace back the parameter γ.
Coming back to intuition, one of the most appealing way to interpret this model is, as suggested by Ellison and Glaeser themselves, to think about plants as darts to be thrown in space. Imagine a two-stage process in which nature first chooses to weld some of the darts into clusters (representing groups of plants that are sufficiently interdependent that they will always locate together), and then each cluster is thrown randomly at the dartboard to choose a location. The importance of spillovers is then captured by the parameter γ, which can be viewed as the "fraction" of plants among which co-location must occur. Ellison and Glaeser (1997) , propose the following statistic as an estimator of γ:
where H = N j=1 z 2 j is the Herfindahl index of the industrial plant size distribution, and G EG is defined as above. The authors show thatγ EG has useful properties:
• It is an unbiased estimator of the spillover parameter γ.
• As the variance ofγ EG can be computed under the null of independent location choices (γ = 0), one can make inference about the significance of estimates.
• This estimator gives a "pure" measure of spatial concentration that is comparable across industries in which the size distribution of plants differs. Indeed, as shown in expression (8), starting from a raw employment-based index of concentration (G EG ), it then controls for the
as well as for the degree of industrial specific concentration (H).
• The expectedγ EG does not depend on the way data are partitioned in space. So that, no matter what level of geographical disaggregation is chosen, if the scope of externalities does not change over space the expectation of the estimator will not change as well.
In section 3.2, we re-examine the underlying hypothesis of the EG model, focusing more particularly on the neutrality of plants size. In section 3.3, we then try to shed some light on the relation between size and concentration, and characterize it for different sectors.
Weighted vs Un-weighted estimators
One simple way to test for the robustness of the EG model, is to compare different estimators. As far as these estimators are equivalent under the null that the model is a good approximation of reality, but still different under the alternative, one can use them to indirectly test the EG model. Furthermore, if differences under the alternative can be related to the size of plants, one can also question the robustness of the EG model to size effects.
Based on the same location model, Maurel and Sedillot (1999) actually propose two different estimators for γ. The first one, that is very close toγ EG , is given bŷ
where the only difference is given by
. The other one, to which we will refer as the un-weighted estimator for a reason that will become evident, is instead given byγ
where
N , the share of plants located in i, whileH = 1/N is the corresponding Herfindahl index of plants concentration. Maurel and Sedillot (1999) prove that, under the assumptions of the location model, these two estimators should have the same properties asγ EG and, in particular, they should give an un-biased estimate of the spillover parameter γ EG . However, there is a fundamental difference betweenγ U W and the others. Indeed, the authors show that bothγ EG andγ M S can be viewed as weighted frequency estimators of the co-location event, with weights being given by the size of co-locating plants. 12 This means that they both give a disproportional importance to the co-location of big plants, while small establishments have a smaller impact on the value of estimators. By contrast, γ U W has an un-weighted nature, because it treats all observations in the same manner. 13
12 Formally, when a co-location between two establishments j and k occurs (uji = u ki = 1), this information receives a weight that is proportional to the product z j * z k .
13 Another way to interpret the difference betweenγUW and the other two estimators is in terms of the data they focus on. Bothγ EG andγ M S start from a raw measure of geographical concentration based on employment data (respectively G EG and G M S ), and then neutralize the industrial concentration component due to an unequal allocation of workers to plants by means of the Herfindahl index. On the other hand,γUW uses directly plants data (GUW ) , and the distribution of workers is used only as a measure of a location attractiveness (x i ). As the model is concerned with establishment interactions over space, the second approach seems more natural.
Turning back to the model, the use of a weighted estimator could be justified if the information about co-location of big business units would be more reliable or, in other words, if there is some degree of heteroscedasticity linked to the establishment size. However, the EG underlying location model excludes such an heteroscedasticity because the co-location probability p(i, i) is independent from the size of j and k. Therefore,γ U W should, if the model is correct, be preferred to the others because it is more efficient. 14 Moreover, an eventual discrepancy in the results stemming from the data comparison of the un-weighted and weihgted estimators could also suggest that there is a more fundamental problem: the endogeneity of the plant size distribution with respect to their location choice. If we relax the assumption that the tendency to concentrate does not depend on the establishment scale, then the estimates given by a weighted and a un-weighted estimator should depart significantly from each other. In particular, the weighted one will give values that are representative of big plants spillovers while the other (the number of small plants being much higher), should be closer to the γ of small units. Table 1 contains the results of a comparison betweenγ EG andγ U W , as computed from the Italian Census of Economic Activities for the year 1996, disaggregated at both spatial (LLS and provinces) and industry (NACE, 2 and 3-digits) levels. This data source, on which a complete description can be found in Appendix A, gives detailed geographic (up to the 8192 Italian commons) and Industrial (up to 3-digit NACE revision 1 for 1981 and 1991, and 5-digits for 1996) information on location and employment of the universe of Italian plants. Contrary to the US Census for instance, there is therefore no problem of withheld data in our sample, the only limitation being that the size of plants has to be recovered from the size-range groups to which data are allocated. However, given the level of data disaggregation, in roughly 90% of the cases, the size of a plant can be directly identified. 15 14 Like in the standard linear regressions framework, both a weighted and an un-weighted estimator are un-biased but, if there is no heteroscedasticity, the latter should have a smaller variance.
Comparing the weighted and un-weighted estimators
15 See Appendix A for additional information on the procedure used to recover the Herfindahl index.
It is straightforward to notice that the correlation between both estimators is quite weak. The average means across sectors are significantly different, with the weighted estimator systematically giving values from 50% to 100% higher than the un-weighted one. Although a proper inference cannot be performed, 16 these discrepancies are very large, suggesting that the scope of spillover effects for big business units is significantly higher than for small ones. The difference of average standard errors is also important, with a magnitude so strong (up to 15 times) that it is unlikely to be the result of an unreliable co-location information for small plants. This is instead suggestive of the presence of a more deep source of un-accounted heterogeneity, and is consistent with a problem of sample heterogeneity due to a structural difference in the γ of small and big units. Finally, the correlation between the two estimators, both for values and ranks, is very weak, indicating that these two indicators measure forces that are not equally represented in all sectors. Small and big plants have indeed an heterogenous weight in different industries, with small plants playing in some cases (the Italian Industrial Districts for instance) a leading role.
Identifying the most concentrated industries
Most standard results stem from the comparison of γ with respect to both the geographical and sectoral disaggregations. Independently on the level of industrial disaggregation considered, γ increases with the geographical scope. 17 This suggests that the concentration process overlaps the borders of Local Labor Systems in Italy, meaning that other forces than localized spillovers shape the distribution of manufacturing activities. However, we leave the issue of measuring the geographical scope of spillovers and disentangling localized externalities from other agglomeration sources along with the size of plants for Section 4.
In the same spirit as Maurel and Sedillot (1999) , we identify those industries for which there is a substantial departure from the randomness hypothesis (γ = 0), by using the variance of the estimator and performing a test based on a two sigma rule criterion. 18 Coherently with the French manufacturing analysis of Maurel and Sedillot (1999) , we find that at least 90% of industries 19 appear to be significantly concentrated in Italy, this % increasing when passing from the 3-to the 2-digits classification.
As for comparability with other studies, we also consider the values of γ as having their own 16 Unfortunately, the variance ofγEG andγUW is available only under the null of no spillover effect (γ = 0), so that it is not possible to properly test the differences between two positive values of the estimators. However, knowing the variances of both estimators allows to compute confidence intervals based on twice the standard deviations, which leads to significant discrepancies for 80% to 95% of industries depending on the level of disaggregation.
17 The result that concentration rises when considering bigger spatial units is now well established. See Ellison and Glaeser (1997) , Maurel and Sedillot (1999) , Barrios, Bertinelli, Strobl and Teixeira (2003) , and Pagnini (2003) among others.
18 The difference betweenγ U W and its expected value under the null (0) has to be larger than twice its standard deviation to accept the sector to have a significant degree of concentration.
19 For 2-digits sectoral results, see Appendix B. Detailed 3-digits results are available upon request.
meaning. For example, Ellison and Glaeser (1997) 
Concentration and the size of plants
The idea that the size of a plant is not exogenous to its location decision has been put forward in other investigations. From a theoretical point of view, the nursery city location model developed by Duranton and Puga (2001b) is probably one of the most convincing explanation of this issue.
The authors show that, in equilibrium, new products are developed in diversified cities, trying processes borrowed from different activities. On finding their ideal process, firms then switch to massproduction and relocate to specialized cities where production costs are lower. depending on the population sizes and, more importantly, on the degree of industrial specialization across locations. Manufacturing activities, that bear lower transport costs than services or retail industries, are shown to concentrate in low population locations because of labor costs advantages that largely exceeds the benefits of markets proximity. Furthermore, in their empirical analysis, both Holmes and Stevens (2002) , and , find evidence that big plants are disproportionately located in specialized locations, and that this pattern is statistically significant. However, these studies do not address neither the issue of the direction of causality, nor its characterization by industries. 22
Defining a criterion for partition
We therefore address here the issue of the endogeneity of plant size with respect to location, by partitioning the set of firms into two groups (big and small firms), as first suggested by Holmes and Stevens (2002) . We then compareγ EG andγ U W in each sub-sample in order to understand if inconsistencies are a matter of sample heterogeneity linked to the establishment scale. To partition the universe of firms, however, one must draw a straight line between what is a big or a small establishment and this is certainly not an easy task. Studying this issue, which would reasonably involve a large number of individual and industrial features, certainly goes beyond the scope of this analysis, however. The simplest approach is to take the number of employees as a cut-off value, and we will follow this strategy using the same threshold value (20 employees, as in Holmes and Stevens, 2002) for all manufacturing industries. Table 2 contains summary statistics of the two sub-samples obtained. Another possibility would have been to define an industry specific critical level of employment calculated on the basis of market shares. According to the assumption that small (big) firms account for a share y (1 − y) of the market, one can trace back the only cut-off value of establishment size that is consistent with this hypothesis. 23 Nevertheless, this approach seems at least as arbitrary as 22 A noticeable exception to this lack of analysis, although in a different framework, is given by Duranton and Overman (2003) .
23 This is actually the approach followed in a related work by Duranton and Overman (2003) .
ours. Furthermore, the cut-off value of 20 workers for Italy has a valuable economic meaning, as both the fiscal and legal status of a firm remarkably change if it has more or less than 20 employees. For instance, many fiscal incentives exist for firms with less than 20 employees only ('piccole imprese'), while in order to have an employee board a firm needs to have at least 20 employees. Tables 3 and 4 refer respectively to calculations for the sub-sample of plants with less than and at least 20 employees. 24 In both cases, the relation between the weighted and the un-weighted estimator is now quite good, suggesting that, once controlled for the relation among concentration and the establishment size, the EG location model is consistent with data. This is particularly true for the sub-sample of small establishments where the correlation among both measures is at 0.9 at least in all specifications. 25
Comparing estimators along the partition of small vs big plants
Moreover, differences for the means reduce dramatically in most cases to values around 10%. The fact that a positive (although strongly reduced) gap still remains indicates that an approach that 24 See Tables in Appendix B for detailed 2-digits sectoral results. Detailed 3-digits results available upon request. 25 Strong correlations for the sample of small plants is reasonably due to a larger homogeneity among small units. For the sample of big firms, the ratio between the smallest and the biggest plant is around one hundred (much higher than 20), as confirmed by the coefficients of variation in table 2.
considers γ as a continuous function of size will probably be preferable to our simple partition scheme. Nevertheless, our approximation seems to be an acceptable compromise between the need to correct for size effects and computational complexity. The heterogeneity of concentration measures with respect to the size of plants is further supported by the strong decline of the discrepancies on standard errors when splitting the sample. While the un-weighted estimator has, coherently with the underlying model, a lower variance, the magnitude of the difference is now compatible with a simple efficiency problem rather than with a lower informational value of the co-location of small plants (heteroscedasticity).
Finally, as a further evidence that industrial spillovers depend positively on the size of plants, we present in Table 5 the result of an industry fixed-effects panel regression (for the three census years 81 91 96), using the differenceγ EG −γ U W as the independent variable to be regressed on Size=ln(average size of establishments) in each industry, with u s being the industry fixed-effect. 26 As expected, the coefficient of plant size is positive and highly significant. Furthermore, in unreported GMM estimations in which the model is estimated in first differences using both contemporaneous and lagged levels of Size as instruments, 27 the Sargan test strongly refuses the null of the strong exogeneity of Size, suggesting that there is no clear direction of causality between the size of plants and concentration. This is certainly a very preliminary result that would deserve further investigations that are, however, beyond the scope of this paper. 28 Once it is recognized that the partition into small and big units gives coherent results inde- 26 We use data on the universe of firms for the 3-digits industrial classification. 27 See Arellano (2003) for further details on estimation and hypothesis testing in panel data model with endogenous and/or predetermined variables.
28 In this simple panel regression framework, we have only one explanatory variable (Size), while unobserved variables are accounted for by means of the time-invariant industry effect u s . The share of the variance of the independent variableγEG −γUW explained by those fixed effects alone being huge (78% for LLS and 70% for provinces ), our results potentially suffer from an important bias due to time-varying omitted variables.
pendently on the particular estimator used, it seems then reasonable to rely on these estimates to evaluate different concentration patterns. Comparing the corresponding values of Tables 3 and 4, one can see that the estimated correlation of co-locations among establishments is about 50% higher for big plants compared to small ones. Therefore, we can reasonably presume that, if splitting plants according to a larger cut-off than 20, this gap would be even larger. Holmes and Stevens (2002) find comparable values for the U.S., with a ratio of EG indexes of plants belonging to the fourth quartile (average size of 268 employees) over the first quartile (average size of 25 employees) of around 2.
Industrial concentration patterns of big vs small plants
Measures of concentration being different according to the size of plants, one can try to address the following interesting question: Is the observed concentration in an industry mainly driven by big or small establishments? Apart from its value for theory, this is likely to be an important feature in the design of industrial or firm-size oriented policies. Comparing the γ s of big vs small plants for each industry is a way to tackle this issue. In Table 6 , we exhibit the industries that display the largest and lowest ratios between big (γ ≥20 U W ) and small (γ <20 U W ) plants spillovers, at the scale of LLS. In particular, the first column contains the 10 3-digits industries whose spatial concentration is mainly due to small units (lowγ Let us now turn to the issue of spatial auto-correlation and its causal relation with the size of plants.
Spatial Agglomeration and the Size of Plants
Starting from the concept of spatial correlation, we first introduce the Moran's index, which is often used to measure it. Afterwards, we use this indicator in order to disentangle the different externalities driving the process of spatial agglomeration, as well as to provide some insights on the relation between size and the agglomeration scope of plants. 29 We prefer to use data on LLS because Industrial Districts are more easily identified at this level of disaggregation. This leaves open the possibility of overlooking concentration phenomena that spill-over LLS boundaries. Nevertheless, the general picture coming out from provinces data is not dramatically different. 
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4.510
Concentration vs Agglomeration
As mentioned in Section 3.2, the concentration process extends outside the limits of Local Labor Systems, which casts some doubt on the idea that the two mainly sources of concentration should restrict to natural advantages or localized externalities, as studied in Ellison and Glaeser (1999) .
However, one could claim these large-scale forces to be the result of an uneven factor endowments distribution. As endowments play a role at all spatial scales, if one assumes that their distribution is more heterogeneous for bigger geographical units rather than for small ones, then one should find evidence of the above described pattern. Although this assumption seems quite plausible, we argue that, by ignoring the spatial content of location choices, the standard approach of concentration misses an important feature, we illustrate by means of the following example. Let us distribute 12 plants over the 9 locations corresponding to the cells of a 3x3 grid. All the measures of concentration we have presented so far satisfy the property of being invariant to a permutation in the observations order, so that their value would be the same in both case a) and b) of Figure 3 . However, one has to admit that the two distributions differ in a substantial way that cannot be captured by such measures. As pointed out by Arbia (2001) , the uneven distribution of a spatial phenomenon is characterized by (at least) two different features: 2. The second feature is 'agglomeration': i.e. the degree of spatial correlation among observations.
As far as a phenomenon displays some variability, observations may be distributed in a twodimensional space in order to form some specific distance-based pattern. More precisely, there is spatial correlation as long as knowing the value of the observation in location i is 'linearly' informative about neighboring spaces. Moreover, as detailed in Fujita and Thisse (2002) , there is a substantial difference in the geographical scope of traditional externalities and the so-called pecuniary externalities that are the engine of agglomeration in NEG models. Traditional spillovers such as Marshallian externalities, 30 For further details about spatial processes and measures of association, see Cliff and Ord (1981) , and Anselin (1995) .
31 For a comprehensive review of the NEG theoretical framework, see Fujita, Krugman and Venables (1999) , Fujita and Thisse (2002) , and Baldwin, Forslid, Martin, Ottaviano, and Robert-Nicoud, (2003) .
require some degree of physical interaction among agents within the same place. They are therefore bounded to relatively small geographical units that should fit the definition of local labor markets.
In terms of Figure 3 , traditional localized externalities may give the plants an incentive to form clusters of 3 units instead of remaining isolated, but not control for the mutual position of these clusters within space. By contrast, acting trough the price system, pecuniary externalities arising from the final markets proximity and/or the input-output linkages, can have a large-scale impact on the location of economic activities.
With respect to our analysis, pecuniary externalities can thus be part of those forces that boost concentration beyond the LLS disaggregation, with positive spatial correlation being their distinctive feature with respect to both traditional externalities or factor endowments. Even though factor endowments clearly matter at large-scale, it would be difficult to understand why nature should have put resources in space following some specific pattern and in particular that of positive spatial correlation.
The Moran's I index of spatial agglomeration
In order to measure the degree of spatial correlation of a centered variable y, one can use the Moran's I index. To do so, one must start by defining the M × M spatial weighting matrix W , as the matrix whose generic element w il is the relative weight of location l for region i. w il is inversely related to the distance d il between i and l, which may actually take different analytic forms like d −τ il , or exp −τ d il , or can be based on a contiguity criterion. For our investigations, we choose a first-order contiguity matrix, that gives weight one to those locations that are contiguous to a given unit i and zero otherwise. The Moran's I formula is then given by
where y i is the variable value in location i, and
Moreover, as suggested in Anselin (1988) , we row-standardize 33 this matrix so that S 0 equals to M . The most intuitive interpretation of the Moran's I index is found in the regression context. If we actually regress the (spatially) weighted variable W y on y (where y is the vector of y i ), then the slope coefficient of the regression is precisely given by I, as the Moran index is the ratio of cov(W i y, y i ) over var(y i ), where (w i1 , ..., w il , . .., w iM ) is the corresponding raw of the weight matrix W. To this respect, the 32 See Cliff and Ord (1981) for further details. 33 Elements of each row are therefore divided by the sum of the row elements. For further details about spatial weighting matrices, see Anselin (1988) .
Moran index can be interpreted as a measure of the linear correlation between y i and its neighbors' observations. This index can be interpreted closely to the one of Ellison and Glaeser (1997) . Let the variable y, whose values are assumed to be exogenous, be distributed over space according to a random scheme.
Each value has therefore the same probability to be observed in any location i, and data will not show any specific spatial pattern. Under this null, the Moran index has a mean E[I] = −1/(M −1) 34 while on the alternative of spatial correlation, it takes large positive or negative values according to the sign of the correlation. A test on the absence of spatial correlation can therefore be made by using the variance of I under the null. To be consistent with the EG model, and more particularly with the un-weighted specification of the γ estimator, we use the variable y i = n i N − x i as the basis of our investigations. The reason of this choice is that γ U W can be rewritten as a "spatially corrected" measure of the variability of our y i s.
Controlling for the overall manufacturing and industrial concentration
Starting from a "raw" measure of concentration (G U W ), the index γ U W further controls as well for the overall distribution of activity
, as for industrial concentration (1/N). 35 For the two investigations to be comparable, the index I needs therefore to account for both sources of concentration. However, an overall spatial concentration control is not necessary here because, in the linear regression of W y on y, multiplying y on both sides by a constant would not affect the slope coefficient (I). The issue of industrial concentration is, by contrast, more difficult to deal with. Since there is no proper formal way to do it, we resort to the same basic reasoning as the EG framework.
The kind of situation that one wants to avoid is to say that a sector where only few firms operate is strongly agglomerated. In such a case indeed, spatial correlation simply comes from the fact that the number of plants is small compared to locations (industrial concentration). As an attempt to control for this problem, we then "re-size" the number of locations for computing the index I on the basis of the number of "active" plants. In particular, for each sector, we calculate I using only those y i s for which n i /N = 0 (i.e. we do not consider those regions where no plant is located), and this actually amounts to redefine the spatial weighting matrix by eliminating those rows and columns corresponding to "abandoned" areas. Although quite demanding in terms of computations, this strategy makes sure that to a positive significant spatial correlation will also correspond a positive significant γ U W . 36
Controlling for "localized" clusters of production
In the real world, both "localized" and "pecuniary" externalities influence the location of plants and its degree of spatial correlation. In some cases, local clusters of production spread over more than one location unit, generating an observed spatial correlation that has a very local nature.
Therefore, failing to take into account such phenomena might lead to an over-estimation of the degree of the spatial agglomeration related to "pecuniary" externalities (i.e. the correlation related to large distances patterns). As a control for the presence of such local clusters, we follow the procedure suggested by Anselin (1995) , which consists in identifying those locations that correspond to local outliers, or "hot spots" and, subsequently, eliminating them in the same way as for empty locations. 37
Let us illustrate the presence of "hot spots", by looking at the distribution of activities in the 'Motor vehicles trail and semi trail' industry (2-digits NACE number 34) and the 'Footwear' industry . Figure 4 shows the respective 21 and 10 spatial outliers we find for these industries, with different colors corresponding to their significance level. Further insights can be gained by looking at Figure 5 , that depicts the "type" of local correlation observed in the data. While the motor vehicle cluster of 'Torino' is characterized by highly specialized locations surrounded by highly specialized neighbor units (High-High, as shown on the left-map of Figure 5 ), all other motor vehicle clusters exhibit a low level of specialization. 'Torino' is a spatial 37 The identifying procedure suggested in Anselin (1995) uses information coming from different sources. In particular, for each location, we calculate the so-called local Moran statistic I i that measures the correlation between a particular y i and its specific neighbors. Using the conditional randomization approach, one can make a test of the local instability of I i s. Furthermore, as the Moran index corresponds to the sample average of the I i s, one can use the sample variance of the I i s and, assuming normality, identify the extreme values with a two-sigma rule. Finally, only those locations corresponding to extreme values for both tests are actually considered as spatial outliers. The reason for this double check is the need to test for local instability when the null is not randomization, but some degree of spatial correlation. Under spatial correlation, the presence of outliers is more likely to occur than under a random scheme.
38 The probabilities given refer to the second test, i.e. the one that uses normality and the sample variance of the I i s. (1890) stories of Labor Market size and acquired workers' skills. The same story applies to the eight highhigh clusters of production in the footwear industry. By contrast, for the remaining outliers, input requirements and urbanization externalities are probably the best explanation. Building cars, trucks and their accessories requires space, and the land rent of metropolitan areas is probably too high for land-consuming activities to be profitable there. 39
As one can notice, the analysis of spatial outliers has a value per se, because it allows to identify locations where localized externalities foster industrial concentration (clusters of productions), in areas where diversification forces dominate (extremely low specialized locations). However, the problem is that, when considering small distances, natural advantages, localized and pecuniary externalities can operate at the same time. Our main goal here is to emphasize the contribution of 39 Both Holmes and Stevens (2002) and Duranton and Puga (2001a) found evidence of such a relocation pattern for mass-production activities.
pecuniary externalities to specialization patterns. We therefore prefer to take a rather demanding approach that considers local outliers as noisy observations to be removed in order not the overevaluate the degree of spatial agglomeration. 40 We show in Section 4.3 that distance-based externalities play an important role in many manufacturing industries, even once controlled for extreme agglomeration cases. Table 7 presents summary statistics about the two spatial matrices (one for LLS and the other for provinces). 41 In particular, the last row contains the shorter distance needed for all units to have at least one neighbor (minimum allowable distance cut-off). Roughly speaking, our first-order contiguity matrices thus correspond to a distance-bands criterion that leads to cut-off values of 34 (LLS) and 84 (Provinces) km. As a robustness check, we have actually tried to use matrices based on these distance-bands, but, as results are almost equivalent, we present here the results arising from the contiguity criterion only. Our approach is demanding with respect to the presence of pecuniary externalities in the sense that, with all our controls, we are excluding a priori as well their impact on a small geographical scale as their contribution to extreme agglomeration phenomena. Nevertheless, it is important to remark that results obtained without eliminating spatial outliers are not tremendously different, with industries displaying slightly stronger agglomeration patterns.
Evidence of Pecuniary Externalities
41 In the case of LLS, two units (corresponding to two islands) have been actually dropped because of their lack of contiguous locations.
42 See Appendix B for results on specific 2-digits industries. Detailed results for the 3-digits classification are availbale upon request. linkages were already emphasized by Ellison and Glaeser (1997) and Maurel and Sedillot (1999) , in order to explain their results on co-location indexes. Our analysis complements their findings by assessing that, coherently with the NEG framework, they have a spatial nature and a large spatial scope. Concerning statistic significance, using a two-sigma rule leads to the conclusion that pecuniary externalities do matter for 37% to 87% of industries, depending on the disaggregation chosen. This is a quite strong result that confirms how important is the role of distance-based externalities for the location of plants location. As for comparability with the study on concentration, the mean (respectively median) Moran being 0.126 (0.116) for provinces, 47.2% of industries can be classified as very agglomerated.
Agglomeration and the size of Plants
In Section 3.3 we saw that big plants were more concentrated than small ones. As we already mentioned, this result is coherent with previous empirical findings, and suggests that big business units are more sensitive to localized externalities, while small establishments are attracted by diversified areas where both new products and knowledge are created. An interesting related issue we want to address in Section 4.4 is the relation between the size of plants size and spatial agglomeration.
Tables 9 and 10 contain summary results on spatial agglomeration for the sample of small and big establishments. 43
As one can immediately notice, small units show a stronger pattern of spatial agglomeration than big plants. They seem to be more sensitive to pecuniary externalities both in terms of the mean Moran, and in the number of significantly agglomerated industries. The mean I is 2-3 times larger for small plants, and only few industries display a significant spatial correlation in the sample of big 43 See Appendix B for detailed 2-digits results (3-digits results available upon request). This relation between size and agglomeration is further confirmed by an industry panel fixedeffects regression (for the three census years 81 91 96), where I is the independent variable to be regressed on Size=ln(average size of establishments) and u s is an industry fixed-effect. 45 The coefficient of Size in Table 11 is negative and significant and, parallel to the case of concentration, unreported GMM estimations of the model in first-differences suggest that the size of plants and agglomeration simultaneously influence each other. Again, this result should be taken with care because the regression framework is potentially biased by omitted time-varying variables, and further investigations are needed.
As a comparative exercise with previous results on concentration patterns (see Table 6 ), we report in Table 12 the 10 3-digits industries whose agglomeration patterns are more driven by small (big)
44 By ignoring those regions with no employment and spatial outliers, one may create 'islands' that are no longer connected with other locations.
45 As before, we use data on the universe of firms for the 3-digits industries. Table 6 . Again, this leaves open the possibility of overlooking concentration phenomena that spill-over LLS boundaries. Nevertheless, the general picture coming out from provinces data is not dramatically different.
pressing, stamp of metals' (284), also display strong spatial effects. Most examples of these upstream industries can be found in the sample of big plants. 
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Conclusions
Following the model-based approach of Ellison and Glaeser (1997) , we develop a coherent framework to test for the presence of both spatial concentration and agglomeration in Italian manufacturing industries. In particular, we focus on positive spatial correlation, that is a peculiar feature of NEG models, as a mean to disentangle pecuniary externalities from other forces shaping the distribution of manufacturing activities.
Furthermore, by means of this framework complemented with some panel estimations, we shed some light on the relation between the size of plants and the degree of concentration and agglomeration. Our findings suggest that, once controlled for size effects, the EG model is actually coherent with its a priori, giving a reliable measure of the concentration of plants. This result thus casts some doubt on the relevance of the fixed plants size DSK monopolistic framework to structurally account for the role of the so-called "pecuniary" externalities compared to more "localized" ones.
Almost all industries display a significant departure from randomness and, for the majority of them, big plants have a much higher propensity to concentrate in specialized areas. This result is coherent with the empirical and theoretical findings of Holmes and Stevens (2002) , and suggests that big business units are more sensitive to traditional externalities, while small establishments are attracted by diversified areas where both new products and knowledge are created.
As for "pecuniary" externalities, many sectors (at least 40%) do show a significant positive spatial auto-correlation. Coherently with the NEG framework, upstream and final-consumers oriented industries are those which display more agglomeration patterns. By contrast, our analysis suggests that mass-production activities of big plants, as well as some historical Italian Districts, are mainly driven by traditional externalities rather than pecuniary ones. Furthermore, contrary to the case of concentration, small plants seem to be more sensitive to pecuniary externalities, and especially to final demand linkages. This is also confirmed by our panel regressions, which still suggests a simultaneous relationship among size and agglomeration.
There are several directions for further research. A first valuable contribution would be to extend the EG location model by introducing distance declining spill-over effects in order to account for spatial correlation. This would allow to treat localized and large-scope externalities within the same theoretical ground facilitating the separation task. Another interesting topic is related to the twoway causality we found between the size of plants and the spatial features of their location choice (in particular agglomeration). Further research on this field, especially from theorists, is certainly needed. As for the pervasiveness of pecuniary externalities, it would indeed be desirable to have further evidence from other countries. This will probably be the next step of our research. Finally, the topic of input-output linkages and their impact on location choices deserves a deeper analysis.
Although it is possible to some extent to deal with this issue within the EG framework (by means of a co-agglomeration index), what one would really need is a characterization of both vertical and horizontal interrelations among sectors that would allow to go beyond the limit of the simple NACE classification.
has to be reconstructed from the size-range groups to which data are allocated. Consequently, the
