In this work we study a family of shape optimization problem where the state equation is given in terms of a nonlocal operator. Examples of the problems considered are monotone combinations of fractional eigenvalues. Moreover, we also analyze the transition from nonlocal to local state equations.
Introduction
In this article, we consider shape optimization problems that in the most general form can be stated as follows: Given a cost functional F, and a class of admissible domains A, solve the minimization problem min A∈A F(A).
(1.1)
These types of problems have extensively been considered, and they arise in many fields and in many applications. The literature is very wide, from the classical cases of isoperimetrical problems to the most recent applications including elasticity and spectral optimization. Only to mention some references, we refer the reader to the books of Allaire [2] , Bucur and Buttazzo [7] , Henrot [19] , Pironneau [27] and Sokołowski and Zolésio [34] , where a huge amount of shape optimization problems are tackled.
In most of the existing references, the cost functional F is given in terms of a function u A which is the solution of a state equation to be solved on A of the form
Typically, this state equation is an elliptic PDE.
In recent years there has been an increasing amount of interest in nonlocal problems due to several interesting applications that include some physical models [14, 15, 17, 23, 26, 36] , finance [1, 24, 31] , fluid dynamics [10] , ecology [20, 25, 30] and image processing [18] .
However, there are only a handful of results of shape optimization problems of the form (1.1), where the state equation involves a nonlocal operator instead of an elliptic PDE.
For instance, in [33] , the authors extend the well-known Faber-Krahn inequality to the fractional case and as a simple corollary, they solve problem (1.1) in the case when For other recent shape optimization problems where the state equation is nonlocal, see [8, 11, 21, 22, 29] , and references therein.
The purpose of this article is to consider a family of minimization problems of the form (1.1) for costs functions F under some natural assumptions that includes the particular cases mentioned above. These natural assumptions are similar to those considered in [9] where the authors addressed this problem when the state equation is given in terms of an elliptic PDE. Roughly speaking, these assumptions are:
• monotonicity with respect to the inclusion, • lower semicontinuity with respect to a suitable defined notion of convergence of domains.
Observe that the results of [4] put a restriction on the classes of admissible domains that one needs to consider if you want to obtain a positive result. This is mainly due to the fact that taking a domain with two connected components and making these components go far away from each other makes the nonlocal energy decrease. So, in the spirit of [9] we restrict ourselves to the class A of open sets of fixed measure that are contained in a fixed box Q ⊂ ℝ n .
Under these conditions, we are able to recover the results of [9] in the fractional setting and, moreover, we analyze the transition from the fractional case to the classical elliptic PDE case proving convergence of the minima and of the optimal shapes.
Setting of the problem

Some preliminaries and notation
Given s ∈ ( , ) we consider the fractional laplacian, that for smooth functions u (C and bounded are enough, see [13] ) is defined as
where
is a normalization constant. The constant c(n, s) is chosen in such a way that the following identity holds:
for u in the Schwarz class of rapidly decreasing and infinitely differentiable functions, where F denotes the Fourier transform. See [13, Proposition 3.3] . The natural functional setting for this operator is the fractional Sobolev space H s (ℝ n ) defined as 
Aimed at our purposes in this paper, it is suitable to analyze the behavior of the normalization constant c(n, s) as s ↑ . In [35] , E. Stein studied the relation between negative powers of the Laplace operator and Riesz potentials. In this context it is proved that
where ω n− denotes the (n − )-dimensional measure of the unit sphere S n− . That choice of the constant is consistent in order to recover the usual laplacian in the sense that
For a direct proof of these facts, we refer to the article [13] . Moreover, in [13, Remark 4.3] it is shown that
Statements of the main results
We begin with some definitions.
Definition 2.1. Let Ω ⊂ ℝ n be an open set. Given A ⊂ Ω, for any < s < , we define the Gagliardo s-capacity of A relative to Ω as
In 
For further properties of the s-capacity we refer the reader, for instance, to [32] .
Remark 2.3. Observe also that u s
A is the unique minimizer of
With this notation, we define the following notion of set convergence.
Remark 2.5. This is the fractional version of the γ-convergence of sets defined in [9] . Now, take < s < be fixed and let F s : A s (Ω) → ℝ be such that (H s ) F s is lower semicontinuous with respect to the γ s -convergence; that is,
(H s ) F s is decreasing with respect to set inclusion; that is
So, the problem that we address in this paper is the following: 
and soÃ is a minimizer of F s .
Following the same approach and ideas of [9] , problem (2.3) can be analyzed and that is the content of our first result. As we mentioned, the proof of Theorem 2.7 follows the ideas developed in [9] and that is carried out in Section 3.
Next, we want to analyze the behavior of these minimum problems and its minimizers when s ↑ . In order to perform such an analysis we need to assume some asymptotic behavior on the cost functionals F s . In order to do this, we need to define a notion of convergence for sets when s varies.
Remark 2.9. Observe that the notion of γ-convergence of sets given in [9] is denoted in this paper by γ -convergence. This should not cause any confusion.
Now we can give the assumptions of the functionals F s : (H ) Continuity with respect to
Under these assumptions, we obtain the following result. The proof of Theorem 2.10 is carried out in Section 4 and also uses ideas developed in [9] . However, in this case nontrivial modifications need to be made in order to consider the varying spaces where one is working.
Examples
Let first establish some notations. Given a bounded domain A ∈ A s (Ω), consider the problem
where λ s ∈ ℝ is the eigenvalue parameter. It is well known that there exists a discrete sequence {λ s k (A)} k∈ℕ of positive eigenvalues of (2.4) approaching +∞ whose corresponding eigenfunctions {u s k } k∈ℕ form an orthogonal basis in L (A). These fact follows directly from the spectral theorem for compact and self adjoints operators, see [6] . Moreover, the following variational characterization holds for the eigenvalues: 
is achieved. More generally, the minimum
is achieved, where Φ s : ℝ N →R is lower semicontinuous and increasing in each coordinate.
. . , t N ), then Theorem 2.10 together with the result of [5] imply that
Proof of Theorem 2.7
This section is devoted to proving Theorem 2.7. The arguments follow essentially the lines of [9] with some modifications for the nonlocal setting. The sketch of the argument is as follows: Given A ∈ A s (Ω), we first prove that u s A is the solution to
Moreover, as a consequence of Lemma 3.2 below, u s A belongs to the convex closed set K s defined as
2)
It will be convenient to also consider K defined as in (3.2) with s = , where (−∆) = −∆. Finally, one defines a functional G s on K s satisfying that (G ) G s is decreasing on K s , (G ) G s is lower semicontinuous on K s with respect to the strong topology on L (Ω),
has a solution w . If we denote A = {w > }, then u s A is also a minimum point of G s over the whole K s subject to the condition |{w > }| ≤ c and hence, A is a minimizer for F s in A s (Ω) subject to the condition |A| ≤ c.
We start by proving (3.1). Let us define
and w A ∈ K A the (unique) minimizer of
Observe that, by Stampacchia's theorem, w A is characterized by the variational inequality
where we denote Proof. The proof is standard. We will use the standard notations of w + = max{w, } and w − = max{−w, }. Take w + A as test function in the variational inequality (3.4) and obtain 
Using that (−∆) s u s A = in A, the last inequality reads as
Since v ∈ H s (Ω) is nonnegative but otherwise arbitrary, we get that
Hence, by comparison, w ≤ u s A in ℝ n . The set K s satisfies the following properties:
Proposition 3.3. The set K s is a convex, closed and bounded subset of H s (Ω).
Proof. Clearly, K s is a convex set. It is also bounded. Indeed, given u ∈ K s , by Hölder's and Poincaré's inequalities we get
In order to see that K s is closed, let {u k } k∈ℕ be a sequence in K s such that u k → u in H s (Ω). For any k ∈ ℕ and any v ∈ H s (Ω), v ≥ , it holds that
Since E( ⋅ , v) is continuous in H s (Ω) (in fact is weakly continuous), taking the limit as k → ∞ we obtain that
is nonnegative but otherwise arbitrary, we obtain that (−∆) s u ≤ in Ω and then u ∈ K s .
Remark 3.4.
Observe that optimal constant in Poincaré's inequality
has a dependence on s of the form
C(Ω, s) ≤ ( − s)C(Ω).
See [5] . Therefore, the proof of Proposition 3.3 gives that if u ∈ K s , then
where C depends on Ω but is independent on < s < . Now, in order to prove the existence of solution to (2.3) we define a functional G s on K s satisfying conditions (G )-(G ). We will use the notation, for < s ≤ ,
For any < s ≤ , given w ∈ K s we define
This functional J s is not lower semicontinuous in general. So we define G s to be the lower semicontinuous envelope of J s in K s with respect to the strong topology in L (Ω), i.e.,
where the infimum is taken over all sequences
Observe that G s automatically verifies (G ).
Proposition 3.5. Let < s ≤ . The functional G s satisfies conditions (G ).
Proof. The case s = is considered in [9] , so we take < s < . Let us begin by noticing that if u, v ∈ K s , then max{u, v} ∈ K s . In fact, let us denote w = max{u, v} and consider the convex set
By Stampacchia's theorem there exists a unique function z ∈ E such that
where I s is defined in (2.2). In addition, z satisfies that
where E is defined in (3.5).
Let us see that (−∆) s z ≤ . Given φ ∈ H s (Ω) such that φ ≤ , we define the functional
Observe that i ὔ ( ) ≥ . In consequence, for any nonpositive φ ∈ H s (Ω) it holds that E(z , φ) ≥ ∫ Ω φ dx, and then E(z, φ) ≤ ∫ Ω φ dx for any φ ∈ H s (Ω), φ ≥ and the claim follows. Now, we will prove that z ≥ u (and for symmetry reasons that z ≥ v), from where it will follow that z ≥ w. Since z ∈ E, the reverse inequality holds and we can conclude that z = w ∈ K s .
Let η = max{z , u} and let us see that z = η. Observe that η ∈ E and thus it can be consider as a test function in (3.9). Thus,
On the other hand, since η − z ≥ and (−∆) s u ≤ in Ω, it follows that
From both inequalities it is straightforward to see that
and then (u − z ) + = in ℝ n , which implies that z ≥ u in ℝ n , as we required. Now we proceed with the proof. Let u, v ∈ K s be such that u ≤ v and let
Consequently, since J s is nonincreasing and v k ≥ u k for any k ∈ ℕ, we get
as we wanted to show.
We will need the following lemma in order to prove condition (G ). We omit the proof since it is completely analogous to that of [9, Lemmas 3.2 and 3.3] where the case s = was considered.
With the help of Lemma 3.6 we are able to show that G s satisfies condition (G ).
Proposition 3.7. Let < s ≤ . Then the functional G s satisfies (G ).
Proof. We only need to consider < s < . Let us fix A ∈ A c s (Ω). From (3.8) it follows that G s (u s A ) ≤ F s (A). To prove the reverse inequality, it suffices to see that 
We have obtained the following chain of inequalities:
Taking limit as k → ∞, we conclude that
This fact concludes the proof of the proposition.
Having proved these preliminary results, the proof of Theorem 2.7 follows in the same way of that of [9, Theorem 2.5]. We include the details for the reader convenience.
Proof of Theorem 2.7. First, we solve (3.3). Take {w k } k∈ℕ ⊂ K s such that |{w k > }| ≤ c and
By Proposition 3.3, there exists w ∈ K s such that w k → w strongly in L (Ω), up to a subsequence. Thus,
So, w is a solution to (3. 
Therefore, A is a solution to (2.3).
Proof of Theorem 2.10
In this section we prove Theorem 2.10 following the same spirit of [9] ; however, nontrivial changes must be performed due to the nonlocal settings.
Our first goal is to show that a sequence {u k } k∈ℕ ⊂ L (Ω) such that u k ∈ K s k is precompact and that every accumulation point belongs to K . This is the content of the next lemma. 
Proof. From Remark 3.4, there exists a constant C > such that
Now the first claim follows from [3, Theorem 4] .
By the convergence assumption on u k and the fact that the convergence (2.1) is also strong in L (Ω), we can take limit as k → ∞ in the previous inequality to obtain that
and conclude that −∆u ≤ in Ω. Consequently, u ∈ K as required.
Analogously as in the previous section, we define the following functionals for the limit problem: This first lemma is key in understanding this limit behavior and the ideas are taken from [9] .
Proof. We need to show that w = in ℝ n \ {u > }, i.e., w = in {u = }. Let us define the functional
. By the compactness of Γ-convergence, there exists a subsequence still denote by Φ k such that
Let B : D(Φ) × D(Φ) → ℝ be the bilinear form associated to Φ, which is defined by
Let us denote by V the closure of D(Φ) in L (Ω) and consider the linear operator
By [12, Proposition 12.17] , D(T) is dense in D(Φ) with respect to the norm
Moreover, the following relation holds:
Since Since Φ k Γ → Φ, it follows that Ψ k Γ → Ψ and so we have that v k → v strongly in L (Ω). For ε > we consider f ε to be a bounded function with compact support such that ‖f ε − f‖ < ε and v ε k is a solution of (−∆)
By using the linearity of the operator together with Hölder's and Poincaré's inequalities, we get
Thus, there exists a sequence < ε k ↓ such that
That is, A k ∪ A ε k =:Ã k γ-converges to A. 
