In this paper, the problem of exponential stability for the standard form of the state control, realized in a networked control system structure, is studied. To deal with the problem of stability analysis of the event-time-driven modes in the networked control systems the delayed-dependent exponential stability conditions are reformulated and proven. Based on the delay-time dependent Lyapunov-Krasovskii functional, exponential stability criteria are derived. These criteria are expressed as a set of linear matrix inequalities and their structure can be modified to use the bilinear inequality techniques.
system may become unstable. The usual approach ignores in the controller design stage the network delays and in the next design step there is analyzed stability, performance and robustness of the system with respect to the effects and characteristics of network delays and scheduling policy. Some progres review in this research field can be find in [2] , [3] , [5] .
This paper is concerned with the problem of the event-time-driven modes in the networked control systems. Under these in a critical event the switched delay system structure is occasioned, which may include an unstable autonomous system. The paper actualizes, completes and extends the basic idea presented in [16] in coincidence with [10] and [22] to obtain conditions for the exponential stability of such structure. The network-induced time-varying delay upper bound is considered and main attention is focused on LMIs which have to to be analyzed to verify exponentially stability of this control structure. One indirect reason was to regularize the obtained LMIs. The presented LMI approach is computationally efficient as it can be solved numerically (see e.g. [1] , [14] ), and is based on the redefined Lyapunov-Krasovskii functional and on the LeibnizNewton formula [13] to eliminate some dead-time dependent terms. Since LyapunovKrasovskii functional is used, sufficient conditions for exponential stability are obtained to set the derivative of this functional be negative along all trajectories of the switched system.
Problem description
Through this paper the task is concerned with stability analysis of NCS, where the linear dynamic system is given by the set of equationṡ
q q q(t) = A A Aq q q(t) + B B Bu u u(t)
(1)
y y y(t) = C C Cq q q(t)
where(t) ∈ ℜ n , u u u(t) ∈ ℜ r , y y y(t) ∈ ℜ m are vectors of the state, input and measurable output variables, respectively, and system matrices A A A ∈ ℜ n×n , B B B ∈ ℜ n×r and C C C ∈ ℜ m×n are real matrices. It is supposed that the pair (A A A, B B B) is controllable, i.e.
rank B B B A A AB B B · · · A A A n−1 B B B = n
and the stable closed-loop system with the linear memoryless state feedback controller of the form u u u(t) = −K K K(t) (4) was designed using any standard method, i.e. the controller gain matrix K K K ∈ ℜ r×n is known yet. This control is closed through a shared network to make NCS so the signals from sensors are transmitted in digital form to the controller input and the controller output signals are transmitted in digital form to actuators through this network, where data is sent through the network in packets. It is straightforward to consider that the severity of the network-induced delays is aggravated when data packet dropouts occur during a network transmission. On another side it is supposed that delays in the chain "actuatorssystem-sensors", localized on the same side of the network, can be neglected. The main problem of the interest is to analyze the exponential stability of such NCS.
Event-time-driven system
Accepting a network delay-time, the event-time-driven system (1), (2) takes forṁ
where (i k : k = 1, 2, . . . ) are some integers, ∆t is the sampling period, and τ k 0 is the time delay, which denotes the time interval from the instant time i k ∆t where sensors notes the sample sensor data from the plat to the instant time when actuators transfer the data to the plant. It is supposed that the next condition is satisfied
where h is an upper bound of the intervening time. Event-time-driven mode means, that the controller and the actuator data will be updated once a new packet comes, and this new data can be held during the intervening time less then h. If at the end of this time interval the new data packet has not yet come, the acting data will be set to zero, and will stay zero until the new data package will come. It is naturally that this process starts in the control mode. By this rule obtained the switched delay control system may include an unstable subsystem.
Basic definitions
Let a nonlinear system, described by the vector differential equatioṅ
is controlled by the memory-free linear controller of the form
where
is piecewise smooth and globally Lipschitzian, and the origin is an equilibrium.
If no control input u u u(t−τ) is imposed on the system, then the system is said to be in the unforced (autonomous) mode described bẏ(t) = f ((t),t) (9) and(t) is said to be a solution (or state trajectory) of (9) over t 0 ,t 1 ) if(t 0 ) =0 .
Definition 1 (Lyapunov Function [17] ) The equilibrium 0 0 0 of system (9) If (9) is linear and time invariant, then with matrix A A A ∈ ℜ n×n equation (9) can be rewritten as(t) = A A A(t).
It is clear that the origin is always the equilibrium of system (10), and (10) Let(t,t 0 , φ φ φ) be a solution of (7) at time t with a initial data φ φ φ specified at time t 0 , i.e.(t 0 + ϑ,t 0 , φ φ φ) = φ φ φ(ϑ) for ϑ ∈ −τ, 0 . Because of the time-invariance of the system,(t,t 0 , φ φ φ) =(t −t 0 , φ φ φ) for all t > t 0 , then the state of the system is(t + ϑ) =t (ϑ) for ϑ ∈ −τ, 0 and its equilibrium solution ist (ϑ) ≡ 0 0 0.
Definition 3
For some τ > 0 the equilibrium solution 0 0 0 of system (7) 
Because of the time-invariance of the system equation, the above definitions in Definition 3. are in fact automatically uniform, but there exist no such equivalencies in the sense of uniform equivalency for linear systems with delays like are given in Definition 2. If (7) is linear and time invariant, then with matrix A A A ∈ ℜ n×n , B B B ∈ ℜ n×r (7) can be rewritten asq
Since into the control law (4) admit all state variables the are no relative states to some specific state for the remainder of the system. It can be naturally supposed that the linear controller (8) was designed so that the controlled system (7), (8) free of delay (τ ≡ 0) is asymptotically stable. With this assumption the controlled system be delay-dependent stable, if is unstable for some values of τ > 0. The task of analyze of such controlled system is finding a bound on the delay size which still ensures the stability property, while in the presented NCS formulation, the task is to obtain such as large as possible sub-optimal (maximal allowable) one, introducing the event-time-driven switching (controlled and autonomous) modes. Generally, for the time-varying delay case, delay-dependent stability means that the stability property holds for any continuous (or piece-wise continuous) and bounded time-varying delay function, with any positive and finite bound. 
Proof. (e.g. see [1] , [9] ) Let the linear matrix inequality takes form
Thus, using Gauss elimination it yields
where I I I is the identity matrix of appropriate dimension. Since
given transform doesn't change the negativity of (13), i.e. yields (12) .
Lemma 2 (Null Complement) Let z z z(t) is an arbitrary vector, W W W is any nonzero matrix of appropriate dimension and x x x(t) is a differentiable vector function, then
Proof. Since Leibniz-Newton formula
implies
then yields (16), too.
is a real positive definite and integrable vector function of the form
such that there exist well defined integrations as following
Proof. (e.g. compare [5] , [6] .) Since for (19) it can be written
and according to Schur complement (12) it is true that
Then the double integration of (27) 
Using the equalities
(30) with c as given in (23), inequality (28) can be rewritten as 
It is evident that (28) implies (22) . Analogously using (27) it yields 
which implies (24). This concludes the proof.
Hereafter, * denotes the symmetric item in a symmetric matrix.
Exponential stability of the switched system
Defining the delay-dependent Lyapunov-Krasovskii functional candidate as follows
, respectively, and evaluating derivative of v((t)) with respect to t it can be obtaineḋ 
Proof. Since in this case the derivative of Lyapunov-Krasovskii functional takes form (36), then it implieṡ 
t)P P Pq q q(t) + q q q T (t)P P Pq q q(t) + q q q T (t)Q Q Qq q q(t)−

−q q q T (t−h)e
Defining w w w
with (16) 
respectively, where
Using (48) it implies, too
Also it is possible to write
hq q q T (t)R R Rq q q(t) = w w w T (t) A A A T −K K K T B B B T hR R R A A A −K K KB B B w w w(t) = w w w T (t)U U U 3 w w w(t) (57)
and
q q T (t)P P Pq q q(t) + q q q T (t)P P Pq q q(t) +q q q T (t)P P Pq q q(t) + q q q T (t)Q Q Qq q q(t) = w w w T (t)U U U 4 w w w(t) = = w w w T (t)
On the other hand, for h > 0 and any semi-positive definite matrix S S S 0, it is true
hw w w T (t)S S Sw w w(t) − hw w w T (t)S S Sw w w(t) = hw w w T (t)S S Sw w w(t) − t t−h w w w T (t)S S Sw w w(t)dr
where 
S S S = S S S 11 S S S
w w w(t) + w w w T (t)V V Vq q q(r) = s s s T (t, r)S S S • s s s(t, r)
S S S
Inequality (46), together with (50) and (61) can be written now in the forṁ
v(q q q(t)) + α 1 v(q q q(t)) w w w T (t)U U U • w w w(t) − t t−h s s s T (t, r)S S S • s s s(t, r)dr
It is evident, that (65) is negative if
Using Schur complement property (66) can be partitioned as 
from which implies (37)-(44). Therefore, (65) gives
and integration of (75) from t 0 to t results in
respectively, which implies (45). This concludes the proof.
Autonomous mode
Theorem 2 Given matrices P P P > 0, Q Q Q > 0, R R R > 0, and scalar α 1 > 0, if there exist scalar
then for Lyapunov-Krasovskii functional (35) along the autonomous system trajectory it yields v(q q q(t))
Proof. Using the autonomous system equation implying from (1) aṡ
this follows after substitution into (36)
v(q q q(t)) − α 2 v(q q q(t)) = q q q T (t) A A A T P P P + P P PA A A
Using (22), (23) and (24) it yieldṡ
where notations (80) was introduced. Since it can be written
and with notation
(83) takes the form
(89) where
With (88) it can be written
Null constraint (16) can be adapted into this solution in the next forms
Completing the right side of (99) to square with notation
wherė
Using Schur complement property for
and combining it with (90), (92), and (96), inequality (105) can now be rewritten as follows
from whose imply (78), (79). Therefore it also holds from (104)
Integrating (109) from t 0 to t results in the formula
from which implies (81). This concludes the proof.
Derivatives
Using l'Hopital (Bernoulli) rule, it is evident that lim
respectively. These imply the next corollary
Corollary 1
• If for α 1 = 0 there exist matrices P P P > 0, Q Q Q > 0, R R R > 0, S S S 0, V V V and scalar h > 0 such that
then for Lyapunov-Krasovskii functional (35) along the controlled system trajectory it yields v((t)) < v((t 0 )), t 0 = i k ∆t.
• Given matrices P P 
it is evident, thatv
This remark implies the next corollary.
Corollary 2
then for Lyapunov-Krasovskii functional (35) and α 1 = 0, α 2 = 0 along the autonomous system trajectory it holds
Remark 2 Solving all matrix inequalities together, i.e. (37), (38), as well as (78), it can be obtained the average decay degree α 2 for which the switched networked control system is exponentially stable. It is evident, that other modifications can be obtained setting Q Q Q = 0 0 0, R R R = 0 0 0, respectively.
Illustrative example
The numerical example is provided below to illustrate the main results. It is assumed that the parameters of the system (1), (2) 
It is evident that Q Q Q = 0 0 0 regularizes the solution.
One can apply this in the structure, where (37), (38) are used for initialization and obtained matrices P P P > 0, Q Q Q > 0, R R R > 0, S S S > 0, V V V are included in the optimization with respect to α 2 → α 2min based on (78).
Concluding remarks
The significance of NCS problems is tied to the recent ample interest in designing control strategy for networked systems. This paper motivations imply the next facts:
-For applications within the scope of large-scale distributed and networked systems the network induced time-delay is by nature time-varying and sometimes randomized. Generally, if a the delay τ is unknown but constant, then the energy of(t−τ) is the same as the energy of(t), and a simple but conservative delay-independent stability criterion can be used for stability analyze. When the delay parameter is time-varying, stability analysis is more involved since systems with time-varying delays are comparatively less stable than those with constant time delays, and it is obvious that stability criteria for system with constant time delays cannot be easily generalized for time-varying delay systems.
-It is known that delay-independent Lyapunov-Krasovskii functional to be very conservative since it considers the delay as a norm bounded uncertainty and implies in a fact the delay part does not help for the stabilization. Therefore it was interesting to develop criterion based on the more sophisticated Lyapunov-Krasovskii functional.
We observe that the used criterion gives better stability margins without an improvement of the computational complexity of the optimization problem to be solved. Although deriving these conditions may not be a trivial matter, once they are available, using them is as simple as changing LMIs structure in program routines. Note, a simple quadratic function can be used to analyze the autonomous mode, but without direct connection to the controlled mode.
Therefore, the main objective of this paper was to present a method of determining the delay-dependent stability criteria for event-time-driven modes in the networked con-trol system. In particular, with used Lyapunov-Krasovskii functional, there were introduced the additional design parameters to regularize LMI feasibility results and to obtain the size of the available margins under which the system can stay stable. The presented procedure was developed in such a way that simpler LMI structures can be derived directly from.
