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Abstract
The subject of the first part of this thesis is the investigation of electro-
nic and optical properties of polar and nonpolar InN/GaN quantum-dots,
which was done in the framework of a cooperation with O. Marquardt and
K. Schuh. The electronic properties were calculated by means of an effective-
bond-orbital model (EBOM) by including the elastic properties of the nano-
structure, which were provided and calculated in second-order continuum-
elasticity theory by O. Marquardt. In order to solve the interacting many-
body problem, K. Schuh applied a full configuration-interaction calculation
and used the single-particle basis obtained by the EBOM to construct the
interacting configurations. The purpose of this investigation was to study
the interplay between attractive electron-hole interaction and the strong
persistent intrinsic fields with piezo- and pyroelectric contributions in these
nitride-heterostructures for one exciton. As a main result, the intrinsic fields
were compensated by the Coulomb-interaction in the nonpolar quantum dot,
thus enhancing the many-body oscillator-strength of the ground-state tran-
sition. This effect is a possible explanation for experimental findings of fast
recombination rates in nonpolar nitride quantum-dots. In the second part
of this thesis electronic and magnetic properties of the dilute magnetic se-
miconductors (DMS) Ga1−xMnxAs and Ga1−xMnxN were studied with the
goal to improve existing theoretical models describing magnetic impurities
in these systems. By treating disorder effects exactly in combination with a
realistic bandstructure described within the EBOM, it was shown that non-
magnetic impurity scattering terms are important to stabilize ferromagnetic
order, as the effective exchange interactions are mainly ferromagnetic and
agree with first-principles. The magnetic properties were examined by means
of an equilibrium Green’s-function theory for the disorderd Heisenberg mo-
del in Tyablikow approximation after a mapping of the exchange constants
calculated earlier was done. The results for the concentration dependance of
the critical temperature TC of Ga1−xMnxAs were in qualitative and quan-
titative agreement with existing experimental and theoretical data. Simili-
ar studies were performed for Ga1−xMnxN, but the electronic model was
constructed to reproduce experimental findings of the optical conductivity,
which was calculated theoretically as well. As a main result, ferromagnetic
order with a low TC correlates with a nonvanishing AC-conductivity in the
infrared spectral-region and a Fermi-level lying in the impurity-band.
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1Einleitung & Motivation
1.1 Optische Eigenschaften von Nitrid-Nanostrukturen
Das III-V Wurtzit-Nitrid-Materialsystem (AlN,GaN,InN) ist von besonderem techno-
logische Interesse für optoelektronische Anwendungen [106], weil seine Legierungen im
Prinzip das gesamte sichtbare Spektrum des Lichtes abdecken können. Allerdings füh-
ren in Nitrid-basierten Heterostrukturen einerseits Auger-Prozesse [62,73] zu einem Ef-
fizienzverlust für hohe Anregungsdichten und andererseits treten in Nanostrukturen
wie etwa Quantenpunkten starke intrinsische elektrostatische Felder mit piezo- und
pyroelektrischen Beiträgen auf. So kommt es in solchen Nanostrukturen aufgrund des
Quantum-Confined-Stark-Effektes (QCSE), welcher einerseits die Einteilchen-Energien
der Ladungsträger modifiziert und zusätzlich für eine räumliche Trennung [94] dieser
sorgt, ebenfalls zu einem Effizienzverlust wegen verringerter Stärke der Dipolübergän-
ge und zu einer erhöhten Lebensdauer. Einen möglichen Ausweg bietet zum Beispiel
das Wachstum von Benetzungsschichten [177], InxGa1−xN/GaN [185]- und GaN/AlN [44]-
Quantenpunkten mit Konzentration x entlang einer unpolaren Richtung, weil zumindest
der Anteil der spontanen Polarisation zu den intrinsischen Feldern aufgrund einer ver-
ringerten polaren Oberfläche reduziert werden kann. Die experimentellen Befunde von
beschleunigter Rekombination für GaN-Quantenpunkte [44] konnten bis vor kurzem von
theoretischer Seite nicht eindeutig und komplett erklärt werden, wobei der Fokus auf der
Untersuchung des Einflusses der intrinsischen Felder auf die Einteilchengrundzustände
in Bezug auf Geometrie & Konzentration und Wahl der piezoelektrischen Konstan-
ten [142,144] für Nitrid-basierte Quantenpunkte lag. Die Diskrepanz mag unter Anderem
an der großen Ausdehnung der unpolaren GaN-Quantenpunkte in Feldrichtung liegen,
weil auch ein schwächeres intrinsisches Feld die räumliche Separation [94] dann nicht auf-
heben kann und die theoretischen Ergebnisse eine geringe Oszillatorstärke implizierten
aufgrund von reduziertem räumlichem Überlapp.
Um einen weiteren bisher vernachlässigten Aspekt dieser Problematik zu untersuchen,
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wurde in Kooperation mit K. Schuh und Dr. O. Marquardt der Einfluss von angereg-
ten Zuständen auf die optischen Eigenschaften von polaren und unpolaren InN/GaN-
Quantenpunkten untersucht. Dies geschah unter zusätzlicher Berücksichtigung von
Elektron-Loch-Coulombwechselwirkung für ein Exziton im Rahmen einer Konfigura-
tionswechselwirkungsmethode, welche formal eine exakte Lösung des wechselwirken-
den Vielteilchenproblems liefern kann. Die Vielteilchenbehandlung ist explizit Gegen-
stand der Dissertation von K. Schuh, wobei die Ergebnisse gemeinsam interpretiert
wurden. Motiviert ist diese Fragestellung dadurch, dass die attraktive Elektron-Loch-
Coulombwechselwirkung einer Ladungsträgerseparation aufgrund von intrinsischen Fel-
dern entgegenwirken kann und möglicherweise diese sogar kompensiert, was einen qua-
litativen Erklärungsansatz für die experimentellen Ergebnisse von theoretischer Seite
bieten kann.
Die Betreuung dieses Aufgabenkomplexes der Dissertation erfolgte durch Prof. Dr.
G. Czycholl und Prof. Dr. F. Jahnke, was zu einer gemeinsamen Publikation [136] mit K.
Schuh führte.
1.2 Verdünnt magnetische Halbleiter
1.2.1 Ga1−xMnxAs in Zinkblendestruktur
Im Hinblick auf zukünftige Spintronik-Anwendungen [194] nimmt der verdünnt magne-
tische Halbleiter Ga1−xMnxAs [111] die Rolle eines Prototypsystems ein. Allerdings ist
letztendlich eine endliche Magnetisierung bei Raumtemperatur für technische Anwen-
dungen nötig. Experimentell konnte über die letzten Jahre die kritische Temperatur
beispielsweise von 110 K [111,120,189,190] über ungefähr 160-170 K [40,41,67,79,167] bis ca.
180 K für Ga1−xMnxAs [113,173] gesteigert werden. Die Proben wurden dabei mit Mo-
lekularstrahlepitaxie hergestellt und weisen Mn-Konzentrationen im Bereich von bis zu
x = 12% auf. Die Steigerung in der Curie-Temperatur konnte dabei auf eine bessere
Kontrolle des Wachstumsprozesses und durch das Entfernen von Defekten (Mn auf As-
Plätzen) über das Ausheizen der Proben erreicht werden. Der strukturelle Einbau von
Mn erfolgt hauptsächlich auf Ga-Plätzen und über die elektronischen Eigenschaften ist
lange bekannt, dass das Mn-Akzeptor Niveau bei Eb ≈ 113 meV liegt [30,88]. Formal kann
Mn in drei unterschiedlichen elektronischen Konfigurationen vorliegen [183]: a) Als ioni-
sierter Akzeptor A− in der Konfiguration 3d5 für Mn2+, b) als neutraler Akzeptor A0 im
Komplex 3d5+h für Mn2+, welcher ein Valenzloch h bindet und c) als neutrale 3d4 Kon-
figuration für Mn3+. Dabei stelle sich heraus, dass der Komplex aus b) mit Spin S = 5/2
realisiert wird [88,182,183], so dass beim Dotieren von Mn ebenfalls Löcher als Ladungs-
träger in das System eingebracht werden. In diesem Kontext stellt sich die Frage, ob die
Fermi-Energie im Valenz- oder in einem Störstellenband liegt, welches sogar möglicher-
weise vom Valenzband energetisch separiert ist. Sowohl von theoretischer [96,119] als auch
experimenteller Seite über Messung der Zustandsdichte an der Fermi-Kante [107] wurde
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beispielsweise versucht, diese Frage zu beantworten und ein separiertes Störstellenband
konnte ausgeschlossen werden [107]. Zusammenfassend kann festgestellt werden, dass der
verdünnt magnetische Halbleiter Ga1−xMnxAs experimentell als recht gut verstanden
angesehen werden kann und die Herausforderung besteht nun von theoretischer Seite
darin, geeignete theoretische Modelle zu entwickeln, welche die relevanten physikalischen
Mechanismen beschreiben. Auf der einen Seite kamen Modellstudien (mikroskopische
Tight-Binding- & Kohn-Luttinger k ·p-Modelle) mit realistischen Bandstrukturen zum
Einsatz [35,66] und materialspezifische ab-initio-Theorie [133] auf der anderen Seite. Die
essentiellen Eigenschaften von verdünnt magnetischen Halbleitern konnten aber bereits
in vereinfachten Modellstudien innerhalb eines Einbandmodells [18,20] beschrieben wer-
den, wobei über Störungsrechnung erster Art (Molekularfeldnäherung) hinausgegangen
wurde und Unordnungseffekte nicht in virtual crystal approximation behandelt wurden.
Daher soll im Rahmen dieser Dissertation eine Erweiterung der vorhandenen Modell-
Ansätze um eine realistische Bandstruktur zu einer verbesserten Beschreibung der elek-
tronischen und magnetischen Eigenschaften von verdünnt magnetischen Halbleitern
stattfinden, hier speziell Ga1−xMnxAs, um die theoretische Lücke zwischen Modell und
ab-initio-Behandlung weiter zu verringern.
Die Betreuung einiger Teilaspekte dieses Aufgabenkomplexes der Dissertation er-
folgte durch Dr. habil. G. Bouzerar, welche in einer gemeinsamen Publikation [6] veröf-
fentlicht wurden. Alle anderen Aspekte wurden von Prof. Dr. G. Czycholl und Dr. P.
Gartner betreut.
1.2.2 Ga1−xMnxN in Wurtzitstruktur
Der erste Teil dieser Einleitung ist am Übersichtsartikel von A. Bonanni [13] orientiert,
da der Stand der Forschung für Ga1−xMnxN widersprüchlich ist.
Für den verdünnt magnetischen Halbleiter Ga1−xMnxN wird in der Literatur über
viele unterschiedliche magnetische Eigenschaften berichtet und das generelle Forschungs-
interesse an Nitrid-basierten Halbleitern, die mit Übergangsmetallen (Sc, Ti, V, Cr, Mn,
Fe, Co, Ni und Cu) oder seltenen Erden (Sm, Eu, Gd, Tb, Dy, Er) dotiert sind, ist sehr
hoch [13]. Dies liegt einerseits daran, dass die konventionellen III-V-Nitride (InN, GaN,
AlN) und deren Legierungen neben Si bereits technologisch relevante und etablierte
Halbleiter im Bereich der Elektronik und Photonik sind. Andererseits wurde aufgrund
der theoretischen Vorhersage des Auftretens von Raumtemperatur Ferromagnetismus
für GaN- basierte verdünnt magnetische Halbleiter durch Dietl et al. [35] das weite-
re Forschungsinteresse stimuliert. Die mögliche Kombination von magnetischen Eigen-
schaften und Kontrolle des Spin-Freiheitsgrades mit bereits existierenden Anwendungen
auf einem Chip auf Basis der III-V Halbleiter lässt auf gänzlich neue Anwendungsfelder
hoffen und ist ebenso interessant für die Grundlagenforschung, um das physikalische
Verständnis von Spin-basierten Effekten zu erlangen bzw. um dieses zu erweitern. Auf
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der Suche nach einer experimentellen Bestätigung für Raumtemperatur Ferromagne-
tismus von Ga1−xMnxN als Prototypsystem kamen verschiedene Herstellungsmetho-
den (z.B. Ionen-Implantation, epitaktisches Wachstum und Diffusion) zum Einsatz [13].
Die experimentellen Befunde für die auf diese Weise hergestellten dünnen Filme von
Ga1−xMnxN gehen weit auseinander und es wurden Ferro- [124], Para- [56] und Antiferro-
magnetismus [191], sowohl eine kritische Temperatur von 8 K [132], über 300 K [89] bis hin
zu sensationellen 940 K [150] als auch Spin-Glas-Verhalten [34] gefunden, wie es bereits von
A. Bonanni [13] in dieser Form dargelegt wurde. Entsprechend ist das Auftreten von solch
hohen Sprungtemperaturen auf das Vorhandensein von Nanokristallen mit einer hohen
Konzentration von magnetischen Störstellen zurückzuführen aufgrund von spinodaler
Entmischung oder Ausbildung einer sekundären Phase. Dann könnte die beobachtete
hohe Sprungtemperatur als sogenannte superparamagnetische Blocking-Temperatur TB
interpretiert werden [13,14]:Für Temperaturen T < TB sind thermische Fluktuationen,
welche das makroskopische magnetische Moment des Clusters zerstören, so unwahr-
scheinlich, dass diese auf makroskopischen Skalen (Messzeiten) nicht auftreten. Da in
verdünnt magnetischen Halbleitern mit großer Bandlücke die effektive Austauschwech-
selwirkung ferromagnetisch und kurzreichweitig ist, siehe hierzu beispielsweise die ex-
perimentelle Arbeit [14] oder den theoretischen ab-initio Übersichtsartikel [133], sind auch
Perkolationseffekte [114] nicht zu vernachlässigen. Es stellt sich die berechtigte Frage, ob
sich ein verbundener ferromagnetischer Cluster bei den beobachteten Störstellenkonzen-
trationen dann überhaupt ausbilden kann. Die kurzreichweitige Kopplung widerspricht
zunächst einer langreichweitigen ferromagnetischen Ordnung bei Störstellenkonzentra-
tionen, die kleiner als die zur Perkolation nötige Konzentration sind, und passt qualitativ
daher in den Bereich des Auftretens von wenig bis gar keinen Magnetismus.
Speziell die zwei neueren Arbeiten [14,134] befassen sich mit dünnen Filmen von
Ga1−xMnxN, die Mn-Konzentrationen x von 0.5% bis ca. 3.1% aufweisen und per metall-
organischer Gasphasenepitaxie hergestellt wurden. Die Charakterisierung zeigte, dass
die Proben keine kristallographische Phasentrennung aufweisen und die Mn-Ionen über-
wiegend die Oxidationsstufe 3+ aufweisen. Der Einbau erfolgt substitutionell auf Ga
Gitterplätzen und ist räumlich homogen verteilt. Weiterhin weisen die Proben einen
hohen Widerstand bei sogar 300 K auf und eine kritische Temperatur von ca. TC = 1.8
K für x = 3.1%. Die nächsten-Nachbar-Kopplungen zwischen Mn-Spins sind kurzreich-
weitig und ferromagnetisch, so dass sich die ferromagnetische Ordnung aufgrund des
ferromagnetischen Superaustausches als mikroskopischer Mechanismus ausbilden soll.
Die sehr aktuelle Arbeit von G. Kunert et al. [82] berichtet über dünne Filme mit Mn-
Konzentrationen bis zu x = 10% und TC ≤ 15 in der Wurtzit-Struktur, wobei die
Charakterisierung die zuvor genannten Aspekte bestätigt und auch den Superaustausch
als verantwortlichen Mechanismus für Ferromagnetismus ansieht. Andere Arbeiten be-
stätigen jeweils gewisse Teilaspekte, z.B. wird die Oxidationstufe Mn3+ sowohl theo-
retisch [159,162] als auch experimentell gefunden [54,55,132,151] und die Wurtzit-Phase liegt
auch in anderen Proben [92,115,132,151,153,157,181] vor.
Ziel in diesem Teil der Dissertation ist es, die Erfahrungen und Vorkenntnisse aus der
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theoretischen Beschreibung von elektronischen und magnetischen Eigenschaften von
Ga1−xMnxAs auf das Nitrid-Materialsystem Ga1−xMnxN zu übertragen. Dabei sollen
explizit theoretische Modellrechnungen auf Grundlage der experimentellen Ergebnisse
von G. Kunert et al [82] erfolgen, so dass sowohl qualitativ Transporteigenschaften als
auch quantitativ magnetische Eigenschaften zu studieren sind. Gleichzeitig kann auf das
elektronische Modell [102] für das III-V Wurtzit-Nitrid-Materialsystem (AlN,GaN,InN)
zurückgegriffen werden, welches zur Studie der optischen Eigenschaften von InN/GaN-
Quantenpunkten eingesetzt wird.
Die Betreuung dieses Aufgabenkomplexes der Dissertation erfolgte durch Prof. Dr.
G. Czycholl und Dr. D. Mourad.
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Teil I
Methoden und Modelle
7

2Das Empirische
Tight-Binding-Modell
Teile dieses Kapitel sind an der gemeinsamen Publikation mit D. Mourad [102] orientiert
und können sinngemäße Übersetzungen aus dem Englischen enthalten.
2.1 Das Effective-Bond-Orbital-Modell
Zur Berechnung und Modellierung der elektronischen Eigenschaften von in dieser Arbeit
studierten Halbleitern soll ein Effective-Bond-Orbital-Modell (EBOM) als eine spezielle
Art des klassischen, atomistischen, empirischen Tight-Binding-Modells (ETBM) ver-
wendet werden. Der Fokus der nun folgenden Darstellung liegt auf der Modellierung
von Volumenmaterialien und niederdimensionalen Strukturen wie beispielsweise Benet-
zungsschichten, Quantendrähten oder -punkten im Hinblick auf die Studie der optischen
Eigenschaften solcher Systeme. Eine Erweiterung dieser Modelle zur Beschreibung ma-
gnetischer Eigenschaften erfolgt dann später als seperater Abschnitt.
Das klassische atomistische, empirische Tight-Binding-Modell [76,130,139,140,141] kann
die kinetische und potentielle Energie der Elektronen im periodischen Potential einer
niederdimensionalen Struktur oder eines Volumenmaterials unter Berücksichtigung von
orbitalen und Spin-Freiheitsgraden beschreiben. Der Vorteil gegenüber Mehrband k ·p-
[5,43,123,152] oder Effektivmassen- Modellen [57,147,179] ist durch die verbesserte mikrosko-
pische Auflösung auf der Skala von Gitterplätzen gegeben. Dadurch ist es ausreichend
einen minimalen Satz von Basisorbitalen zur Beschreibung der chemischen Bindun-
gen zu verwenden, so dass physikalisch größe Systeme zugänglich werden. Prinzipiell
liefern auch empirische Pseudopotential-Modelle [9,168,171,172] eine mikroskopische Be-
schreibung, jedoch lösen diese die Schrödinger-Gleichung im kompletten Ortsraum und
als Konsequenz sind diese Ansätze auf kleinere Strukturen beschränkt. Das klassische
ETBM verwendet eine Löwdin-orthogonalisierte atomare Basis zur Linearkombination
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atomarer Orbitale (LCAO) als Ansatz der Eigenzustände [149]. Ebenso können prinzipi-
ell aus dieser atomaren Basis stark lokalisierte Wannier-Funktionen w(r−R) innerhalb
der Einheitszelle an der Position R des Bravais-Gitters konstruiert werden. Jedoch ist
im empirischen Tight-Binding-Modell die explizite Kenntnis über sowohl atomare Or-
bitale als auch Wannier-Funktionen nicht notwendig, so dass als Ausgangspunkt direkt
Löwdin-orthogonalisierte, effektive Orbitale |R, α, σ〉 verwendet werden können, welche
auf dem Bravais-Gitter am Gitterplatz R mit Orbital- und Spinindex α bzw. σ lokali-
siert sind. Diese Variante nennt sich Effective-Bond-Orbital-Modell und existiert in der
Literatur sowohl für die Zinkblende- [29,90] als auch Wurtzit-Struktur [31,102], die sich in
der Anzahl der berücksichtigten Überlapp-Matrixelemente (nächste oder übernächste
Nachbarn) unterscheiden. Dadurch, dass der Hamiltonoperator des EBOM in Impuls-
darstellung als Taylorentwicklung für k = 0 äquivalent zum k · p Hamiltonoperator
ist, können die Überlapp- oder Hüpfmatrixelemente tαβij als Spin-unabhängig analytisch
an physikalische Parameter (anisotrope effektive Massen, Luttinger-Parameter, Band-
lücken, Dispersionsenergien an Hochsymmetriepunkten der Bandstruktur, usw.) ange-
passt werden, die entweder experimentell oder über ab-initio-Theorie zuänglich sind.
Alle zuvor genannten Parametrisierungen verwenden die minimale sp3-Basis aufgrund
der chemischen Bindung: Das Leitungsband transformiert sich am Γ-Punkt haupt-
sächlich s-artig und das Valenzband p-artig. Per Konstruktion liegt keine atomistische
Symmetrie des Gitters vor, jedoch kann z.B. die ursprüngliche Inversionsasymmetrie
der Wurtzit-Struktur durch Erweiterung der orbitalen Basis hergestellt werden [26]. Die
Berücksichtigung der Spin-Bahn-Wechselwirkung erfolgt üblicherweise als Spin-Bahn-
Aufspaltung [27] Δso am Γ-Punkt über einen lokalen additiven Hamiltonoperator Hˆso
mit Matrixelementen zwischen p-Orbitalen unter der Annahme einer schwachen Spin-
Bahn-Wechselwirkung. Falls jedoch beispielsweise Effekte wie Spin-Hall-Leitfähigkeiten
in zweidimensionalen Systemen studiert werden sollen [176], ist auf Bychkov-Rashba- [24]
oder Dresselhaus- Spin-Bahn-Wechselwirkung [38] zurückzugreifen, was jedoch nicht Ziel
dieser Arbeit ist. Aufgrund des nichtidealen c/a Verhältnisses der Gitterkonstanten a, c
ist zusätzlich auch eine Kristallfeldaufspaltung über den Aufspaltungsparameter Δcr als
diagonaler Beitrag für Matrixelemente zwischen pz-Orbitalen zu berücksichtigen [31,102].
2.2 Modellierung elektronischer Eigenschaften
Zur Modellierung eines Volumenmaterials mit Translationsinvarianz wird eine Eigen-
funktion |k〉Bulk als Linearkombination mit unbekannten Koeffizienten cα(k) von Bloch-
Summen |k, α〉 angesetzt, welche über eine Fourier-Summe der EBOM-Basis |R, α〉 (mit
kombiniertem Orbital- und Spinindex α) gegeben ist:
|k〉Bulk =
∑
α
cα(k)
1√
N
∑
R
eikR|R, α〉
︸ ︷︷ ︸
|k,α〉
. (2.1)
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Das zugehörige Matrix-Eigenwertproblem ist dann von der Form
HˆBulkαα′ (k) =
1
N
∑
R,R′
eik(R−R
′) 〈R, α|Hˆ|R′, α′〉︸ ︷︷ ︸
tα,α
′
R,R′
(2.2)
und ergibt dann die Dispersion ε(k) und Koeffizienten cα(k) nach exakter Diagonalisie-
rung von Gl.(2.2) in einer endlichen Basis. N ist hier die Anzahl der Einheitszellen und
sorgt für die korrekte Normierung.
Der Übergang zu einem System ohne jegliche Translationsinvarianz, z.B. einem
Quantenpunkt, ergibt direkt:
HˆQdRR′,αα′ = 〈R, α|Hˆ|R′, α′〉. (2.3)
Die zugehörigen Eigenfunktionen sind Linearkombinationen der EBOM-Basis mit den
Koeffizienten cR,α:
|ψ〉Qd =
∑
R,α
cR,α|R, α〉. (2.4)
Der nächste Schritt zur Verallgemeinerung von Gl.(2.2) zur Beschreibung eines
zweidimensionalen translationsinvarianten Systems, z.B. einer Benetzungsschicht, wird
über Einschränkung der Fourier-Summe auf die translationsinvarianten Dimensionen in
der Ebene erreicht. Dies entspricht einer Abbildung auf ein eindimensionales Problem
im Ortsraum, bei dem die effektiven Hüpfmatrixelemente über eine partielle Fourier-
Summe erzeugt werden und ist nichts Anderes als eine Faktorisierung in einen Anteil in
der Ebene (⊥,"in-plane") und senkrecht (‖,"out-of-plane") dazu. Es folgt die entspre-
chende Gleichung mit N⊥ als Anzahl der "in-plane" Einheitszellen:
HˆWlR‖R′‖,αα′
(k⊥) =
1
N⊥
∑
R⊥,R′⊥
eik⊥(R⊥−R
′
⊥)
× 〈R⊥ +R‖, α|Hˆ|R′⊥ +R′‖, α′〉. (2.5)
Im Vergleich zu Gl.(2.2) existieren jetzt zusätzliche Matrixelemente zwischen verschiede-
nen Benetzungsschichten R‖, R′‖ und nicht nur zwischen verschiedenen Orbitalen α, α
′.
Eine Diagonalisierung dieses Matrix-Eigenwertproblems ergibt die Benetzungsschicht-
Dispersion ε(k⊥) und Entwicklungskoeffizienten cR‖,α(k⊥) der zugehörigen Eigenfunk-
tionen:
|k⊥〉Wl =
∑
R‖,α
cR‖,α(k⊥)
1√
N⊥
∑
R⊥
eik⊥R⊥ |R⊥ +R‖, α〉
︸ ︷︷ ︸
|k⊥,R‖,α〉
. (2.6)
An der Grenzfläche einer Heterostruktur mit zwei unterschiedlichen Materialien A/B
wird in dieser Arbeit das gemittelte Hüpfmatrixelement der beiden Konstituenten ver-
wendet und zusätzlich muss ein angemessener Valenzbandversatz ΔEV als zusätzlicher
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Diagonalbeitrag berücksichtigt werden, welche als empfohlene Literaturwerte für das
Nitrid-Materialsystem [165] verfügbar sind. Streng genommen sind diese Versätze jedoch
nach Ausrichtung der Grenzfläche und Geometrie unterschiedlich und Gegenstand aktu-
eller Forschung [103]. Die numerische Diagonalisierung von Gl.(2.3) wird in dieser Arbeit
über die Folded-Spectrum-Methode [170] erzielt.
2.3 Berücksichtigung von Verspannungseffekten
Aufgrund der Gitterfehlanpassung treten speziell beim Wachstum von
Nitrid-Heterostrukturen große Verspannungsfelder auf, welche über den zugehörigen
Verspannungstensor ij(r) eine Polarisation Ppiezo(r) erzeugen. Eine zusätzliche Ver-
schiebung der Ladungsschwerpunkte wird im Nitrid-Materialsystem aufgrund des nicht-
idealen Tetraeder-Verhältnisses c/a 	= √8/3 mit den Gitterkonstanten a, c erzeugt, so
dass ebenso eine intrinsische spontane Polarisation Psp(r) vorliegt. Diese sogenann-
ten piezo- und pyroelektrischen Beiträge generieren in der Summe eine Polarisations-
Ladungsdichte in der Heterostruktur, die wiederum über die Poisson-Gleichung ein in-
trinsisches elektrostatisches Potential φP (r) erzeugt. Für eine korrekte Modellierung
von Nitrid-Nanostrukturen sind diese Effekte nicht zu vernachlässigen und es existie-
ren mehrere theoretische Zugänge zur Berechnung von elastischen Eigenschaften, z.B.
Kontinuumselastizitätstheorie [93,138] oder atomistische Methoden wie die Valenz-Force-
Field-Methode [72,104,122]. Weitere Details sind der Literatur zu entnehmen, da die Be-
rechnung von elastischen Eigenschaften nicht Ziel dieser Arbeit ist. Stattdessen wurden
diese Rechnungen extern von O. Marquardt durchgeführt [93,138] und im Rahmen ei-
ner Kooperation zur Verfügung gestellt, so dass im Folgenden die Berücksichtigung
im EBOM erläutert wird. Prinzipiell kann die Berücksichtigung von Verspannungsef-
fekten auf unterschiedlichem Niveau erfolgen. Einerseits sind die Hüpfmatrixelemente
tα,α
′
R,R′ passend zu modifizieren: Wenn die neuen relaxierten Atompositionen aus der
Minimierung der elastischen Energie bekannt sind, treten neue Bindungslängen und -
winkel auf, so dass die Hüpfmatrxielemente reskaliert werden müssen. In der Literatur
wird dazu oft das Harrison-Gesetz [48] verwendet, ohne allerdings zu Bedenken, dass
dieses keine Allgemeingültigkeit für beliebige Materialien besitzt. Alternativ bietet die
Zwei-Zentren-Näherung [149] für die tα,α
′
R,R′ einen direkten analytischen Zusammenhang
zu Bindungslängen und -winkeln. Als ein Spezialfall im Tight-Binding-Formalismus re-
produziert der EBOM-Hamilton-Operator den entsprechenden Operator aus der k · p-
Theorie im Grenzfall k = 0 per Konstruktion. Daher wäre alternativ auch eine direkte
analytische Parametrisierung der tα,α
′
R,R′ inklusive der Deformationspotentiale
[184] mög-
lich, welche im k · p-Hamilton-Operator zur Berücksichtigung von Verspannungen [178]
auftreten. Ein anderer relevanter Beitrag resultiert aus dem zuvor angesprochenen in-
trinsischen elektrostatischen Potential φP (r), welches jedoch auf natürliche Weise als
diagonaler Beitrag im EBOM Hamilton-Operator über die intrinsische elektrostatische
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Energie VP (r) berücksichtigt werden kann, mit e0 als Elementarladung:
VP (r) = −e0 · φP (r). (2.7)
In dieser Arbeit ist die Berücksichtigung von Verspannungseffekten auf Gl.(2.7) be-
schränkt, da es sich bei diesem Beitrag um den wesentlicheren Beitrag im Vergleich zu
einer Modifikation der tα,α
′
R,R′ handeln sollte. Ausserdem erfordert eine sinnvolle physi-
kalische Reskalierung der Hüpfmatrixelemente oder eine eigene neue analytische Para-
metrisierung inklusive Deformationspotentialen einen sorgfältigen Vergleich zu sowohl
theoretischen als auch experimentellen Daten. Diese konzeptionelle Erweiterung stellt
für sich alleine eine zeitaufwändige Aufgabe dar, die im zeitlichen Rahmen dieser Ar-
beit nicht geleistet werden konnte. Um nicht die Symmetrien des gegebenen Problems
künstlich zu brechen, sind selbst bei der Berücksichtigung von VP (r) einige Details zu be-
achten, welche im Ergebnisteil erläutert werden, weil das diskrete Tight-Binding-Gitter
R nicht identisch zum Gitter r der Kontinuumselastizitätstheorie ist.
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3Greensche Funktionen
Eine Einführung in die umfangreiche Theorie der Vielteilchen-Greenschen-Funktionen
findet sich beispielsweise in den Büchern [37,42,91,110] oder auch im speziell für diese Arbeit
relevanten Übersichtartikel von Fröbrich und Kuntz [47] für Spinsysteme. Im Folgenden
soll die Darstellung auf die für diese Arbeit relevanten Teilaspekte beschränkt werden,
so dass dieses Kapitel an Teilen [47,110] der zuvor genannten Literatur orientiert ist.
3.1 Physikalische Observablen
Das recht abstrakt erscheinende Konzept der Vielteilchen- Greenfunktionen als eine
Methode der statistischen Mechanik ermöglicht es, zwei Klassen von physikalischen
Messgrößen auf approximative Weise zu bestimmen, die normalerweise die Kenntnis
über die komplette Zustandssumme des physikalischen Systems erfordert:
• Erwartungswerte von (zeitabhängigen) Operatoren 〈Aˆ(t)〉
• Korrelationsfunktionen, d.h. Erwartungswerte von Produkten von (zeitabhängi-
gen) Operatoren 〈Aˆ(t) · Bˆ(t′)〉 zu Zeiten t und t′
Gerade für Vielteilchen-Probleme gestaltet sich die Berechnung aller Eigenwerte und
Eigenfunktionen als problematisch, so dass die Methode der Greenschen Funktionen als
Näherungsmethode Abhilfe schafft. Es wird beispielsweise Zugriff auf Antwortfunktio-
nen (elektrische Leitfähigkeit, magnetische Suszeptibilität) gegeben, d.h. die Reaktion
eines physikalischen Systems auf eine äußere Störung kann berechnet werden. Weiterhin
stellt sich heraus, dass die noch zu definierenden retardierten Green-Funktionen genau
diesen Größen entsprechen und die sogenannte lineare Antworttheorie ein geeignetes
Lösungsverfahren zur Berechnung bietet. Zusätzlich liefern Greensche Funktionen einen
Zugang zu Elementaranregungen und der (Quasiteilchen-) Zustandsdichte eines Systems
über die ebenfalls noch zu definierende Spektraldichte. Solche Größen sind auch experi-
mentell mit speziellen Spektroskopietechniken zugänglich, beispielsweise Photoemission
15
3. GREENSCHE FUNKTIONEN
als Einteilchen- Spektroskopie oder Auger- Elektronen-Spektroskopie im Zwei-Teilchen
Fall.
3.2 Zweizeitige Greenfunktionen und Bewegungsgleichung
Es wird die folgende zweizeitige, retardierte Greenfunktion in ähnlicher Notation zu
Fröbrich und Kuntz [47] im thermodynamischen Gleichgewicht definiert:
GRij,η(t− t′) = 〈〈Aˆi(t);Bj(t′)〉〉Rη = −iΘ(t− t′)〈[Aˆi(t), Bj(t′)]η〉. (3.1)
Der Index i, j soll hier explizit Gitterplätze kennzeichnen und formal kann sowohl der
Kommutator (η = −) oder der Antikommutator (η = +) für die Operatoren Aˆi(t) und
Bj(t
′) im Heisenbergbild verwendet werden. Bei nicht explizit zeitabhängigem Hamil-
tonoperator Hˆ = Hˆ ′ − μNˆ der großkanonischen Gesamtheit gilt im Heisenberg-Bild:
Aˆi(t) = e
i

HˆtAˆie
− i

Hˆt. (3.2)
Die Stufenfunktion ist definiert als:
Θ(t− t′) =
{
1 für t > t′,
0 für t < t′.
(3.3)
Zusätzlich ist die Heisenberg-Bewegungsgleichung zu berücksichtigen:
d
dt
Aˆi(t) = − i

[Aˆi(t), Hˆ]− +
∂
∂t
Aˆi(t). (3.4)
Hierbei ist im letzten Term eine explizite Zeitabhängigkeit zu betrachten, die in der
Regel verschwindet:
∂
∂t
Aˆi(t) = e
i

Hˆt ∂
∂t
Aˆie
− i

Hˆt. (3.5)
Die doppelten Klammern 〈〈...〉〉 sind als abkürzende Notation zu verstehen, wohingegen
einzelne Klammern 〈...〉 den thermodynamischen Erwartungswert der großkanonischen
Gesamtheit kennzeichnen,
〈...〉 = 1
Z
Sp
(
e−βHˆ ...
)
, (3.6)
wobei Z die großkanonische Zustandssumme mit β = 1/(kBT ) (Boltzmann-Konstante
kB mit Temperatur T ) darstellt:
Z = Sp
(
e−βHˆ
)
. (3.7)
Die Berechnung der Greenfunktion erfolgt in dieser Arbeit über die zugehörige Bewe-
gungsgleichung, welche sich aus der allgemeinen Bewegungsgleichung für Heisenberg-
Operatoren formal mit ∂∂tΘ(t− t′) = δ(t− t′) ergibt:
i
∂
∂t
GRij,η(t− t′) = δ(t− t′)〈[Aˆi(t), Bj(t′)]η〉+ 〈〈[Aˆi(t), Hˆ]−; Bˆj(t′)〉〉Rη . (3.8)
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Die retardierte Greenfunktion unterliegt der Randbedingung Gij,η(t− t′) = 0 für t < t′
und auf der rechten Seite entsteht eine neue höhere Greenfunktion mit dem Kommuta-
tor [Aˆi, Hˆ]−, die mehr Operatoren als die ursprüngliche Greenfunktion aufweist. Dies
führt in der Regel auf eine unendliche Hierarchie von Bewegungsgleichungen, da auch die
höhere Greenfunktion wieder eine eigene Bewegungsgleichung besitzt. Zu einer approxi-
mativen Lösung gelangt man in der Praxis durch systematische Störungsrechnung oder
durch eine phänomenologische, physikalisch begründbare Entkopplung bzw. Faktorisie-
rung dieser Kette und üblicherweise wird in der Energiedarstellung E = ω gearbeitet,
welche über Fourier-Transformation gegeben ist:
GRij,η(ω) = 〈〈Aˆi;Bj〉〉Rη,ω =
∫ ∞
−∞
d(t− t′)GRij,η(t− t′)eiω(t−t
′), (3.9)
GRij,η(t− t′) =
∫ ∞
−∞
dω
2π
GRij,η(ω)e
−iω(t−t′). (3.10)
Die Bewegungsgleichung lautet dann:
ω〈〈Aˆi;Bj〉〉Rη,ω = 〈[Aˆi(t), Bj(t′)]η〉+ 〈〈[Aˆi(t), Hˆ]−; Bˆj〉〉Rη,ω. (3.11)
3.3 Spektraldarstellung und Spektraltheorem
Zunächst ist die sogenannte Spektraldichte zu definieren:
Sηij(t− t′) =
1
2π
〈[Aˆi(t), Bj(t′)]η〉 ⇔ GRij,η(t− t′) = −iΘ(t− t′)2πSηij(t− t′). (3.12)
Wird nun eine komplette Eigenbasis Hˆ|m〉 = ωm|m〉 eingesetzt, ergeben sich die Spek-
traldarstelllungen der Korrelationsfunktionen:
〈Aˆi(t)Bˆj(t′)〉 = 1
Z
∑
n,m
〈n|Bˆj |m〉〈m|Aˆi|n〉e−βωneβ(ωn−ωm)e−i(ωn−ωm)(t−t′),
〈Bˆj(t′)Aˆi(t)〉 = 1
Z
∑
n,m
〈n|Bˆj |m〉〈m|Aˆi|n〉e−βωne−i(ωn−ωm)(t−t′). (3.13)
Mit diesen Gleichungen lautet die Spektraldarstellung der Spektraldichte vor und nach
Fourier-Transformation entsprechend:
Sηij(t− t′) =
1
2πZ
∑
n,m
〈n|Bˆj |m〉〈m|Aˆi|n〉e−βωn
(
eβ(ωn−ωm) + η
)
e−i(ωn−ωm)(t−t
′),
Sηij(ω) =
1
Z
∑
n,m
〈n|Bˆj |m〉〈m|Aˆi|n〉e−βωn
(
eβω + η
)
δ(ω − (ωn − ωm)).
(3.14)
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Bisher wurde nur die retardierte Greenfunktion diskutiert und es ist an dieser Stelle
zweckmäßig, auch die avancierte Greenfunktion einzuführen, für die alle bisher getrof-
fenen Aussagen auf analoge Weise übertragbar sind:
GAij,η(t− t′) = 〈〈Aˆi(t);Bj(t′)〉〉Aη = iΘ(t′ − t)〈[Aˆi(t), Bj(t′)]η〉. (3.15)
Mit einer geeigneten Darstellung der StufenfunktionΘ(t−t′) und Einsetzen von Gl.(3.12)
in Gl.(3.9) sowie Fourier-Transformation der Spektraldichte kann die Spektraldarstel-
lung der retardierten und avancierten Greenfunktion gefunden werden:
G
R/A
ij,η (ω) = 
∫ ∞
−∞
dω′
Sηij(ω
′)
ω − ω′ ± iδ . (3.16)
Der Unterschied besteht lediglich im Vorzeichen des infinitesimalen Imaginärteils, so
dass die retardierte (avancierte) Greenfunktion in die obere (untere) komplexe Halbebe-
ne analytisch fortsetzbar ist. Etwas allgemeiner können diese zwei Funktionen auch zu
einer gesamten einheitlichen Greenfunktion Gij,η(z) in der komplexen Ebene z = ω±iδ
zusammengefasst werden, wobei die Pole bzw. Anregungsenergien nun auf der reellen
Achse ω liegen:
Gij,η(z) = 
∫ ∞
−∞
dω′
Sηij(ω
′)
z − ω′ =
{
GRij,η(z), für (z) > 0,
GAij,η(z), für (z) < 0.
(3.17)
Als Umkehrung folgt dann die Relation,
Sηij(ω) = lim
δ→0
i
2π
[GRij,η(ω + iδ)−GAij,η(ω − iδ)], (3.18)
die sich unter der Annahme einer reellen Spektraldichte weiter vereinfacht:
Sηij(ω) = ∓
1
π
{GR/Aij,η (z)}. (3.19)
Durch Kombination der zweiten Korrelationsfunktion aus Gl.(3.13) mit der Spektraldar-
stellung der Antikommutator-Spektraldichte folgt nun das Spektraltheorem für (η = +):
〈Bˆj(t′)Aˆi(t)〉 = 1

∫ ∞
−∞
dω
S+ij (ω)
eβω + 1
e−iω(t−t
′). (3.20)
Dieses Theorem ist für den Formalismus von Bedeutung, weil es die Berechnung von Kor-
relationsfunktionen und Erwartungswerten anhand der passend definierten Greenfunk-
tionen ermöglicht. Allerdings ist unter Verwendung von Kommutator-Spektraldichten
für (η = −) Vorsicht geboten, weil das Spektraltheorem im Grenzfall ω → 0 divergiert
und somit die Korrelationsfunktion nicht vollständig festlegt. Dieser Sachverhalt ist auf
einfache Weise an Gl.(3.14) für (η = −) ersichtlich, weil dann in der Kommutator-
Spektraldichte Matrixelemente zu gleicher Anregungsenergie fehlen. Als Konsequenz
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muss für einen allgemein gültigen Ausdruck im Falle der Kommutator-Spektraldichte
ein zusätzlicher konstanter Beitrag Cij addiert werden:
〈Bˆj(t′)Aˆi(t)〉 = 1

∫ ∞
−∞
dω
Sηij(ω)
eβω + η
e−iω(t−t
′) +
1
2
(1− η)Cij . (3.21)
Die Konstante Cij kann jedoch über die Antikommutator- Greenfunktion (η = +) als
ein komplexer Grenzwert bestimmt werden und auf eine Herleitung [110] wird verzichtet:
lim
z→0
z ·Gij,η(z) = (1 + η)Cij . (3.22)
Dadurch ergeben sich zwei abschliessende Bemerkungen: Einerseits besitzt die Anti-
Kommutator- Greenfunktion für Cij 	= 0 bei z = 0 einen Pol erster Ordnung mit
Residuum 2Cij und andererseits ist die Kommutator-Greenfunktion am Ursprung da-
gegen regulär. Die letzte Tatsache wird in dieser Arbeit analytisch nicht ausgenutzt.
Weitere Gebiete des Formalismus (kausale Greenfunktionen, Selbstenergien, Dyson-
Gleichung, diagrammatische Partialsummen, Matsubara-Methode, Nichtgleichgewichts-
Greenfunktionen) werden hier nicht weiter erläutert, weil diese durchaus interessanten
Gebiete in dieser Arbeit keine explizite Anwendung finden. So sei zur Vertiefung der
Materie auf einschlägige Literatur [37,42,91] verwiesen ohne Anspruch auf Vollständigkeit.
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4Polynomkernmethode
Als numerische Methode zur Berechnung von spektralen Größen und Korrelationsfunk-
tionen kommt in dieser Arbeit die Polynomkernentwicklung zum Einsatz, wobei die
folgende Darstellung auf dem Übersichtsartikel von A. Weiße et al. [175] basiert. Die
Methode erlaubt die numerische Behandlung von physikalischen Systemen mit vielen
Freiheitsgraden F (z.B. Teilchen, Orbitale, Gitterplätze, etc.). Eine Berechnung aller
Eigenwerte und Eigenfunktionen für solche Systeme ist vom numerischen Standpunkt
ausgehend entweder sehr ressourcenintensiv und zeitaufwändig oder gar schlicht unmög-
lich, weil Speicher der Größenordnung F 2 in Kombination mit einer Anzahl von Rechen-
operationen der Ordnung F 3 erforderlich sind, obwohl die technologische Entwicklung
immer leistungsfähigere Computer liefert. Daher sind auch heutzutage effiziente und
stabile Algorithmen für numerische Simulationen im Bereich der Festkörperphysik not-
wendig. Die Polynomkernentwicklung skaliert dagegen linear mit F bezüglich der erfor-
derlichen Ressourcen für Sparse-Matrizen und wird daher als numerisch vorteilhafter
Ansatz zur Problemlösung erachtet. Für einen Überblick über die historische Entwick-
lung und tiefere mathematische Details der Methode sowie Anwendungsbeispiele, die
über diese Arbeit hinausgehen, wird erneut auf den Übersichtsartikel [175] verwiesen.
4.1 Orthogonale Polynome und Tschebyschow-Entwicklung
Bezüglich eines Skalarproduktes,
〈f |g〉 =
∫ b
a
w(x)f(x)g(x)dx, (4.1)
mit der auf dem Intervall [a, b] definierten Gewichtsfunktion w(x) zwischen zwei integ-
rablen Funktionen f, g : [a, b] → R existiert ein vollständiges Orthonormalsystem von
Polynomen pn(x), welche eine Orthogonalitätsrelation erfüllen:
〈pn|pm〉 = δn,m
hn
, h = 〈pn|pn〉−1. (4.2)
21
4. POLYNOMKERNMETHODE
Auf Grundlage dieser kann nun eine gegebene Funktion f(x) in diesen orthogonalen
Polynomen entwickelt werden, weil die zugehörigen Entwicklungskoeffizienten αn zum
Skalarprodukt von f und pn proportional sind:
f(x) =
∞∑
n=0
αnpn(x), αn = 〈pn|f〉hn. (4.3)
Obwohl im Prinzip jede Art von orthogonalen Polynomen für eine solche Entwick-
lung und die Polynomkernentwicklung verwendet werden kann, sind die Tschebyschow-
Polynome der ersten und zweiten Art, Tn und Un, wegen der guten Konvergenzeigen-
schaften und des engen Bezuges zur Fourier-Transformation meist die beste Wahl. Beide
Arten von Tschebyschow-Polynomen sind auf dem Intervall [a, b] = [−1, 1] mit der Ge-
wichtsfunktion w(x) = (π
√
1− x2)−1 für Tn und mit w(x) = π
√
1− x2 für Un definiert.
Die Diskussion soll von nun an auf Tn beschränkt werden und anhand des Skalarpro-
duktes,
〈f |g〉 =
∫ b
a
f(x)g(x)
π
√
1− x2dx (4.4)
und der Orthogonalitätsrelation,
〈Tn|Tm〉 = 1 + δn,0
2
δn,m, (4.5)
ergibt sich ein expliziter Ausdruck für die Tschebyschow-Polynome erster Art:
Tn(x) = cos[n arccos(x)]. (4.6)
Aus diesen Relationen ergeben sich dann folgende Rekursionsformeln, welche die Basis
des numerischen Iterationsverfahrens darstellen:
T0(x) = 1, T−1(x) = T1(x) = x
Tm+1(x) = 2xTm(x)− Tm−1(x). (4.7)
Letztendlich kann eine Funktion f : [−1, 1] → R in Tschebyschow-Polynomen der ersten
Art mit den Momenten μn als Entwicklungskoeffizienten entwickelt werden:
f(x) =
1
π
√
1− x2
[
μ0 + 2
∞∑
n=1
μnTn(x)
]
, μn =
∫ 1
−1
f(x)Tn(x)dx. (4.8)
4.2 Berechnung von Momenten und Gibbs-Oszillationen
Es bleibt zu erklären wie in der Praxis physikalische Größen zu entwickeln und welche
Modifikationen bei einer endlichen Entwicklungsordnung zu treffen sind. Zuerst muss das
Spektrum des Hamiltonoperators H, welcher das zu untersuchende System beschreibt,
auf den reellen Definitionsbereich [−1, 1] der Tschebyschow-Polynome abgebildet wer-
den. Dieses Problem löst eine einfache lineare Transformation [175] von H → H˜ bzw.
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der Energie E → E˜. Die Momente μn besitzen nun eine Abhängigkeit vom skalierten
Hamiltonoperator H˜ und es existieren formal zwei Typen von physikalisch relevanten
Erwartungswerten:
• Erwartungswerte von Tschebyschow-Polynomen in H˜ mit bestimmten Zuständen
|α〉 und |β〉 des Systems:
μn = 〈β|Tn(H˜)|α〉. (4.9)
• Spuren über Polynome und einen gegebenen Operator A:
μn = Sp[ATn(H˜)]. (4.10)
Im ersten Fall können die Rekursionrelationen aus Gl.(4.7) dazu benutzt werden, aus
dem Zustand |α〉 die Zustände |αn〉 = Tn(H˜)|α〉 iterativ zu konstruieren,
|α0〉 = |α〉, |α1〉 = H˜|α0〉, (4.11)
|αn+1〉 = 2H˜|αn〉 − |αn−1〉, (4.12)
so dass ein einfaches Skalarprodukt mit |β〉 die Momente μn ergibt:
μn = 〈β|αn〉. (4.13)
Für |β〉 = |α〉 kann das Iterationsschema weiter vereinfacht und um einen Faktor 2
beschleunigt werden [175]. Der zunächst als komplizierter erscheinende zweite Fall, wel-
cher eine Spur über den kompletten Hilbertraum erfordert, kann über eine stochastische
Auswertung der Spur äußerst effektiv approximiert werden. Dazu genügt es, die μn als
ein Mittel über eine geringe Anzahl R  D von zufällig generierten Zuständen |r〉
abzuschätzen:
μn = Sp[ATn(H˜)] ≈ 1
R
R−1∑
r=0
〈r|ATn(H˜)|r〉. (4.14)
In dieser Arbeit wird ein dynamisches Abbruchkriterium für R verwendet: Unter der
Forderung, dass der relative Fehler bei der Berechnung der Einteilchen-Spektraldichte
bei < 1% liegt, ist die typische Anzahl dann in der Größenordnung R = 10...20. Als
Anforderung an die Zufallsvektoren,
|r〉 =
D−1∑
i=0
ξri|i〉 (4.15)
mit einer beliebigen Basis |i〉 sind einige Bedingungen bzgl. des statistischen Mittels zu
stellen [175] und es werden in dieser Arbeit komplexe Zufallsvariablen ξri = eiφ aus einer
unabhängigen Gleichverteilung für φ verwendet, was einer zufälligen Phase φ ∈ [0, 2π]
entspricht und zu einer optimalen Abschätzung der Spur [175] führt.
Weiterhin wird in einer numerischen Implementierung die Entwicklungsordnung n
jedoch immer endlich sein, was zu schlechter Präzision und Fluktuationen von f(x)
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führt. Diese sog. Gibbs-Oszillationen treten an Punkten auf, bei denen die Funktion f(x)
nicht stetig differenzierbar ist. Deswegen wird an Sprungstellen sowie Singularitäten die
Genauigkeit weiter reduziert. Die übliche Prozedur zur Dämpfung der unerwünschten
Oszillationen besteht in der Modifikation der Momente μn → gnμn mit geeigneten
Koeffizienten gn. Mathematisch entspricht dies einer Faltung von f(x) mit einem Kern
KN (x, y). Details werden an dieser Stelle nicht gegeben, jedoch wird in dieser Arbeit
der optimale Jackson-Kern mit
gJn =
(N − n+ 1) cos( πnN+1) + sin( πnN+1) cot( πN+1)
N + 1
(4.16)
benutzt, der von der maximalen Entwicklungsordnung N und der aktuellen Ordnung
n abhängig ist. Unter Verwendung des Jacks-Kerns ist die quadrierte Verbreiterung σ2
einer δ-Funktion δKPM(x− a) an der Stelle a analytisch gegeben:
σ2 =
N − a2(N − 1)
2(N + 1)
{
1− cos
(
2π
N + 1
)}
. (4.17)
Dies bedeutet, dass die Polynomkernentwicklung eine künstliche, inhomogene Verbrei-
terung als Funktion der Position a einführt, was ein Artefakt der Methode darstellt. Als
Konsequenz ist die Verbreiterung für a = 0 in der Mitte des Intervalls [-1,1] größer als
am Rand a = ±1.
Zuvor wurde bereits die Nähe der Polynomkernentwicklung zur Fourier-Transformation
erwähnt: Werden für die N˜ Stützstellen xk explizit die Koordinaten der numerischen
Tschebyschow-Integration [175] gewählt,
xk = cos
π(k + 1/2)
N˜
, k = 0, ..., (N˜ − 1), (4.18)
kann f(xx) über eine schnelle Fourier- bzw. Kosinustransformation erhalten werden: Der
numerische Aufwand wird weiter reduziert ohne die naive Rekonstruktion der Funktion
f(x) über Gl.(4.8) durchzuführen. Für die Anzahl der Stützstellen empfiehlt A. Weisse
den doppelten Wert der Anzahl von maximalen Momenten N˜ = 2N , der auch in dieser
Arbeit in Kombination mit der Kosinustransformation verwendet wird.
4.3 Anwendungen
Als einfachste Anwendung der Polynomkernmethode kann die Spektraldichte einer her-
miteschen Matrix H der Dimension D mit Spektrum Ek berechnet werden:
ρ(E) =
1
D
D−1∑
k=0
δ(E − Ek). (4.19)
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Nach der linearen Transformation H → H˜ gilt entsprechend Gl.(4.8) für die Momente:
μn =
∫ 1
−1
ρ˜(E˜)Tn(E˜)dE˜ =
1
D
D−1∑
k=0
Tn(E˜k)
=
1
D
D−1∑
k=0
〈k|Tn(H˜)|k〉 = 1
D
Sp[Tn(H˜)]. (4.20)
Eine stochastische Auswertung der Spur, Rekonstruktion von ρ(E˜) auf dem Intervall [-
1,1] über eine Kosinustransformation unter Berücksichtigung des Jackson-Kerns und
anschliessender Reskalierung (Umkehrung der linearen Transformation) liefert letzt-
endlich ρ(E). Als einfaches Beispiel zum prinzipiellen Verständnis der Tschebyschow-
Entwicklung und Polynomkernmethode ist die Berechnung der Spektraldichte für so-
wohl wechselwirkende als auch wechselwirkungsfreie System instruktiv und es wird in
Abb.(4.1) die Zustandsdichte eines einfach kubischen Tight-Binding-Modells mit iso-
tropem nächsten-Nachbar Hüpfmatrixelement t für ein System mit N = 8 · 106 Git-
terplätzen und M = 1024 Momenten in der Entwicklungsordnung gezeigt. Das Ergeb-
nis entspricht den Erwartungen mit einer Bandbreite von 12t und Bandzentrum bei
E/t = 0. Mögliche Anwendungen der Polynomkernentwicklung schliessen jedoch auch
die Berechnung von statischen Korrelationen bei endlicher Temperatur und dynamische
Korrelationsfunktionen bei T = 0 K für wechselwirkende Systeme mit ein. Allerdings
ist die Behandlung von dynamischen Korrelationsfunktionen bei endlicher Temperatur
und speziell für den Fall von wechselwirkungsfreien Systemen bei endlicher Dichte kom-
plizierter, da eine Doppelsummation über Matrixelemente zwischen allen Einteilchen-
Zuständen mit der Fermi-Funktion als Gewichtsfaktor nötig ist. Dies erfordert die Ver-
allgemeinerung der Polynomkernmethode auf zwei Dimensionen, dessen theoretischer
Hintergrund und praktische Umsetzung an dieser Stelle nicht erläutert werden soll, da-
her sei nachmals auf den Übersichtsartikel A. Weiße et al. [175] verwiesen. Bei der Berech-
nung des Realteils der optischen Leitfähigkeit im Rahmen der Polynomkernentwicklung
können einige ausgewählte Aspekte dennoch kurz angesprochen werden.
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Abbildung 4.1: Zustandsdichte des einfach-kubischen Tight-Binding-Modells
aus der Polynomkernentwicklung - Es wurde ein isotropes Hüpfmatrixelement t zu
den nächsten Nachbarn für ein System mit N = 2003 Gitterplätzen und einer Entwick-
lungsordnung von M = 1024 Momenten verwendet.
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Die nun folgenden Darstellungen basieren auf Standardwerken [33,110] zur theoretischen
Festkörperphysik und ergänzende Literatur [37,42,91] kann zur Vertiefung genutzt werden.
Die Erläuterung der Polynomkernentwicklung zur Berechnung von Korrelationsfunktio-
nen wechselwirkungsfreier Elektronen bei endlichen Temperaturen bzw. Dichten basiert
auf den Arbeiten von A. Weisse [174,175] mit speziellem Fokus auf der Leitfähigkeit als
Transportgröße.
5.1 Lineare Antworttheorie
Wie bereits in der kurzen Einführung des Formalismus der Greenschen Funktionen an-
gedeutet, besteht ein enger Zusammenhang zwischen retardierten Greenfunktionen und
der Antwort eines physikalischen Systems auf eine äußere Störung im Rahmen der linea-
ren Antworttheorie, die es nun kurz zu erläutern gilt. Ausgangspunkt ist ein zeitabhän-
giger Hamiltonoperator Hˆ(t), der aus einem allgemeinen Vielteilchen-Hamiltonoperator
Hˆ0 und einer äusseren Störung Hˆ1(t) besteht:
Hˆ(t) = Hˆ0 + Hˆ1(t), Hˆ1(t) = −AˆF (t). (5.1)
Hierbei ist die Störung das Produkt aus einem Operator Aˆ mit einer Funktion F (t),
welche die Zeitentwicklung beschreibt und betrachtet wird nun die Bewegungsgleichung
des Dichteoperators ρˆD(t) im Dirac-Bild:
d
dt
ρˆD(t) = − i

[ρˆD(t), AˆD(t)]−F (t). (5.2)
Ohne Störung zur Zeit t = −∞ soll sich als Randbedingung das System im thermo-
dynamischen Gleichgewicht befinden, bis die Störung zu einem beliebigen Zeitpunkt t
eingeschaltet wird:
lim
t→−∞ ρˆD(t) = ρˆ0 =
1
Z0
e−βHˆ0 . (5.3)
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Z0 ist die zu Hˆ0 passende Zustandssumme und die Bewegungsgleichung kann mit obiger
Randbedingung auf die noch exakte Integralgleichung gebracht werden:
ρˆD(t) = ρˆ0 +
i

∫ t
−∞
dt′
[
AˆD(t
′), ρˆD(t′)
]
−
F (t′). (5.4)
Weil der Integrand linear durch den Störoperator gegeben ist, führt ein Potenzreihen-
ansatz für ρˆD(t) formal zur Möglichkeit einer iterativen Lösung und in linearer Ant-
worttheorie wird nur die erste Ordnung als Näherung berücksichtigt:
ρˆD(t) ≈ ρˆ0 + i

∫ t
−∞
dt′
[
AˆD(t
′), ρˆ0
]
−
F (t′). (5.5)
Jetzt sind hiermit die gestörten thermodynamischen Erwartungswerte einer Observa-
ble Bˆ unter Ausnutzung der Invarianz der Spur zu berechnen und es ergibt sich der
Zusammenhang zu einer retardierten Kommutator-Greenfunktion,
〈Bˆ〉ρ(t) = Sp
(
ρˆD(t)BˆD(t)
)
≈ 〈Bˆ〉ρ0 −
1

∫ ∞
−∞
dt′F (t′)(−iΘ(t− t′)〈[Bˆ(t), A(t′)]−〉ρ0). (5.6)
welche die verallgemeinerte retardierte Suszeptibilität oder Antwortfunktion definiert:
χBA(t, t
′) = iΘ(t− t′)〈[Bˆ(t), A(t′)]−〉ρ0 . (5.7)
5.2 Elektrische Leitfähigkeit und Kubo-Formel
Zur Berechnung der elektrischen oder optischen Leitfähigkeit in linearer Antworttheorie
ist zu beachten, dass ein elektromagnetisches Feld nun auf die Elektronen im Festkör-
per einwirkt und experimentell wird dann die Antwort oder Reaktion auf diese äussere
Störung gemessen. Daher müssen formal das zugehörige Vektor- A(r, t) und Skalar-
potential Φ(r, t) über minimale Ankopplung und als zusätzliches Einteilchen-Potential
berücksichtigt werden. Ein magnetisches Feld koppelt ergänzend noch an die magneti-
schen Momente über die Zeeman-Ankopplung, falls der Spin-Freiheitsgrad der Teilchen
explizit berücksichtigt werden soll. In dieser Arbeit wird zur Berechnung der Transpor-
teigenschaften die Zeeman-Ankopplung jedoch vernachlässigt. Unter Verwendung eines
näherungsweise räumlich homogen elektromagnetischen Wechselfeldes,
E(t) = E
−i(ω+iδ)t
0 , (5.8)
dessen Wellenlänge sehr viel größer als die atomare Längenskala ist und einen adiaba-
tischen Einschaltterm δ zur Realisierung der Anfangsbedingung nach Gl.(5.3) aufweist,
ist jetzt der Erwartungswert 〈Jˆα(r)〉ρ(t) des vollen Stromoperators [33],
Jˆ(r, t) =
e
2m
∑
i
([
pˆi − e
c
A(ri, t)
]
δ(r− ri) + δ(r− ri)
[
pˆi − e
c
A(ri, t)
])
, (5.9)
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über Gl.(5.6) in linearer Ordnung zu berechnen. Aufgrund der Dipolnäherung kann
〈Jˆα(r)〉ρ(t) über das physikalische System zur Stromdichte 〈jˆα〉ρ(t) gemittelt werden, so
dass der formale Vergleich mit dem Ohmschen Gesetz j = σE den Tensor der komplexen,
frequenzabhängigen Leitfähigkeit liefert:
σα,β(ω + iδ) =
−i
w + iδ
1
V
χjα,jβ (ω + iδ) + i
ne2
m(ω + iδ)
δαβ . (5.10)
Details dieser Rechnung sind erneut Standardwerken zur theoretischen Festkörperphy-
sik, hier speziell Czycholl [33], zu entnehmen und die obige Gleichung wird als Kubo-
Formel bezeichnet. Hierbei ist n = 1V
∫
d3r〈nˆ(r)〉 die gemittelte Teilchendichte, e die
Ladung des Elektrons, m die Elektronenmasse, V das Volumen des Systems und jα
bezeichnet die Komponenten des über das System gemittelten Stromoperators:
jˆ =
e
m
∑
i
pˆi. (5.11)
Letztendlich handelt es sich um eine Strom-Strom Korrelationsfunktion, welche bei den
Diagonalelementen α = β noch durch den sogenannten diamagnetischen Anteil mit
dem Gleichgewichtserwartungswert 〈nˆ(r)〉 ergänzt wird. Experimentell ist der Realteil
der komplexen Leitfähigkeit zugänglich, welcher in Spektraldarstellung bzgl. einer Ei-
genbasis {|n〉} des ungestörten (Vielteilchen-) Hamilton-Operators gegeben ist:
{σαα(ω)} = π
V ω
1
Z0
∑
n,m
〈n|jˆα|m〉〈m|jˆα|n〉δ(ω + ωn − ωm)
(
e−βωn − e−βωm
)
(5.12)
Dies kann unter der Annahme reeller Matrixelemente und Fourier-Transformation der
retardierten Suszeptibilität sowie Verwendung von Gl.(3.14) mit Gl.(3.17) gezeigt wer-
den. Weiterhin sind die Matrixelemente 〈n|jˆα|m〉〈m|jˆβ |n〉 immer für α = β reell, so dass
sich die folgenden Darstellungen auf diesen Fall beschränken. Die obige Gleichung ist die
Grundlage zur Berechnung von Transporteigenschaften in dieser Arbeit, allerdings muss
noch der Übergang vom wechselwirkenden System zu wechselwirkungsfreien Elektronen
im Rahmen eines Mehrband-Tight-Binding-Modells geleistet und die Behandlung mit-
tels der Polynomkernentwicklung erläutert werden.
5.3 Optische Leitfähigkeit im Mehrband-EBOM
Die Verallgemeinerung des Spin-diagonalen Stromoperators für ein Band [33] für die in
dieser Arbeit verwendete Tight-Binding Basis mit lokalisierten Orbitalen α am Gitter-
platz i im Spin-Sektor σ mit e0 als Elementarladung und m als Elektronenmasse ist
offensichtlich:
jˆγ = −e0
m
∑
ij,αβ,σ
〈i, α, σ|pˆγ |j, β, σ〉cˆ†i,α,σ cˆj,β,σ. (5.13)
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Unter Verwendung der elementaren Beziehung,
i

[Hˆ, rˆγ ]− =
pˆγ
m
, (5.14)
und dem zugehörigen allgemeinen Einteilchen-Hamiltonoperator des elektronischen Mo-
dells,
Hˆ =
∑
ij,αβ,σ
tαβ,σij cˆ
†
i,α,σ cˆj,β,σ (5.15)
in Kombination mit der Annahme, dass sich der Ortsoperator rˆ bzgl. der Tight-Binding-
Basis diagonal in Einhüllendennäherung [140] darstellen lässt,
rˆ ≈ Rˆ ≈
∑
i,α,σ
Ricˆ
†
i,α,σ cˆi,α,σ, (5.16)
folgt unmittelbar der in dieser Arbeit verwendete Stromoperator:
jˆγ = −i · e0
m
∑
ij,αβ,σ
tαβ,σij (R
j
γ −Riγ)cˆ†i,α,σ cˆj,β,σ. (5.17)
Die Einhüllendennäherung des Ortsoperators passt auf natürliche Weise zum EBOM,
da mikroskopische Beiträge innerhalb der Einheitszelle per Konstruktion nicht explizit
modelliert werden und ist konsistent mit der Berechnung der Dipolmatrixelemente aus
Gl.(7.2). Zusätzlich kann Gl.(5.16) als ein auf der Einheitszelle gemittelter Ortsopera-
tor aufgefasst werden, welcher mikroskopische Beiträge effektiv bereits berücksichtigt
hat, so dass die Näherung mit der Betrachtung des über das System gemittelten Stro-
moperators aus Gl.(5.9) übereinstimmt. Letztendlich ist der vektorielle Stromoperator
für dieses elektronische Modell mit mehreren Bändern durch die Matrixelemente des
Hamilton-Operators bestimmt, die bis auf einen Vorfaktor mit den zugehörigen Hüpf-
vektoren Rj − Ri gewichtet werden. Bei wechselwirkungsfreien Elektronen ist die Ei-
genbasis {|n〉} nun durch Einteilchen-Zustände gegeben und das Boltzmann-Gewicht
im Realteil des Leitfähigkeitstensors durch Fermi-Funktionen zu ersetzen:
{σαα(ω)} = π
V ω
∑
n,m
〈n|jˆα|m〉〈m|jˆα|n〉 [f(En)− f(Em)] δ(ω + ωn − ωm). (5.18)
5.4 Berechnung über die Polynomkernmethode
Zur Berechnung von Gl.(5.18) mit der Polynomkernentwicklung wird folgende Funktion
definiert:
j(E,E′) =
1
D
∑
n,m
〈n|jˆα|m〉〈m|jˆα|n〉δ(E − ωn)δ(E′ − ωm). (5.19)
Dabei wurde das Systemvolumen durch die Dimension des Einteilchen-Hilbertraumes
ersetzt V → D, um konsistent mit dem Übersichtsartikel von A. Weiße et al [175] zu
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arbeiten, auf dem die Ausführungen dieses Abschnittes zu Teilen basieren. Diese Matri-
xelementdichte j(E,E′) kann jetzt über eine zweidimensionale Polynomkernentwicklung
berechnet werden, wobei hier die auf das Intervall [-1,1] reskalierte Größe j˜(E˜, E˜′) an-
gegeben wird:
j˜(E˜, E˜′) =
N−1∑
a,b=0
μabhabgagbTa(E˜)Tb(E˜
′)
π2
√
(1− E˜2)(1− (E˜′)2)
. (5.20)
Hier kennzeichnen a, b die aktuelle Ordnung der Entwicklung, N die entsprechende
maximale Ordnung, die ga sind Gewichtsfaktoren des Jackson-Kerns und ha,b ist ein an
dieser Stelle nicht näher erläuterter Normierungsfaktor aufgrund der zweidimensionalen
Entwicklung. Die Momente bzw. Entwicklungskoeffizienten μab berechnen sich zu:
μab =
∫ 1
−1
∫ 1
−1
j˜(E˜, E˜′)Ta(E˜)Tb(E˜′)dE˜dE˜′ =
1
D
∑
n,m
〈n|jˆα|m〉〈m|jˆα|n〉Ta(E˜n)Tb(E˜m)
=
1
D
∑
n,m
〈n|Ta(H˜)jˆα|m〉〈m|Tb(H˜)jˆα|n〉 = 1
D
Sp[Ta(H˜)jˆαTb(H˜)jˆβ ]. (5.21)
Die numerische Implementierung obiger Gleichung ist an der Arbeit von Wang [169] ori-
entiert, in der die Polynomkernentwicklung zur Berechnung von optischen Absorpti-
onsspektren verwendet wird. Analog zur Berechnung der Zustandsdichte kann die Spur
dabei stochastisch abgeschätzt werden und nach einer zweidimensionalen Kosinustrans-
formation sowie Reskalierung ergibt sich die Matrixelementdichte j(E,E′), wobei erneut
auf die Literatur [175] für technische Details verwiesen wird. Der Realteil der frequenzab-
hängigen Leitfähigkeit lässt sich mit j(E,E′) dann folgendermaßen berechnen [33,174,175]:
σACαα (ω) := {σαα(ω)} =
π
ω
∫ ∞
−∞
dE
∫ ∞
−∞
dE′j(E,E′)
[
f(E)− f(E′)] δ(ω − (E′ − E)).
(5.22)
Weil beide Energieachsen E,E′ Kosinus-artig diskretisiert sind, siehe Gl.(4.18), wird die
δ-Funktion als Lorentzkurve mit γ˜ als voller Breite bei halbem Maximum bei der nu-
merischen Integration dargestellt und die Größenordnung wird bei den entsprechenden
Ergebnissen kommentiert. Es verbleibt die Diskussion der Gleichstrom-Leitfähigkeit,
welche dem Grenzwert ω → 0 des Realteils der frequenzabhängigen Wechselstrom-
Leitfähigkeit entspricht. Durch Auswertung der δ-Funktion E′ = E+ ω und anschlies-
sender Grenzwertbildung folgt:
{σαα(0)} = π
∫ ∞
−∞
dE
(
−df(E)
dE
)
j(E,E). (5.23)
Für T = 0 K reduziert sich dies weiter auf die Diagonalelemente von j(E,E) an der
Fermi-Energie EF :
σDCαα (ωF ) := {σαα(0)}T=0K = π · j(EF , EF ). (5.24)
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Der Vorteil der Polynomkernentwicklung besteht darin, dass sobald einmalig j(E,E′)
berechnet wurde, der Realteil der frequenzabhängigen Leitfähigkeit für alle chemischen
Potentiale, Temperaturen und sogar Frequenzen durch Integration zugänglich ist. Ab-
schliessend ist anzumerken, dass Gl.(5.24) nur im thermodynamischen Limes eines un-
endlich großen Systems mit der Reihenfolge der Grenzwerte ω → 0, T → 0 gültig ist, weil
für Streuprozesse sowohl besetzte als auch unbesetzte Zustände an der Fermi-Energie
existieren müssen [33] und dies ist nur für dicht liegende Zustände erfüllt. Andere theo-
retische Zugänge zur Berechnung der statischen Leitfähigkeit (Landauer-Formel) und
Transport unter Berücksichtigung von Magnetfeldern sollen nicht angesprochen werden.
5.5 Numerischer Test: Anderson-Modell für Unordnung
Als numerischer Test dient für T = 0 K die Berechnung der Matrixelementdichte
j(E,E′), der statischen Leitfähigkeit σDCxx (ωF ) und frequenzabhängigen Leitfähigkeit
σACxx (ω) mit chemischem Potential μ = 0 im Anderson-Modell für Unordnung. Es wird
dementsprechend der folgende Hamiltonoperator und Stromoperator auf einem einfach
kubischen Gitter (N = 503 Gitterplätze) mit nur nächsten Nachbar Kopplungen 〈ij〉,
periodischen Randbedingungen und Gitterkonstante a = 1 sowie  = π = e0 = 1
studiert:
Hˆ = t
∑
〈ij〉
cˆ†i cˆj +
∑
i
Vinˆi, jˆx = −i · t
∑
〈ij〉
(Rjx −Rix)cˆ†i cˆj . (5.25)
Dieses Modell beschreibt wechselwirkungsfreie Elektronen (ohne Spin) in einem zufäl-
ligen, gleichverteilten lokalen Potential Vi ∈ [−W/2,W/2], das über die Unordnungs-
stärke W gegeben ist [174]. In diesem Zusammenhang wird das Lokalisierungsverhalten
der Wellenfunktionen studiert, welches sich in der statischen Leitfähigkeit niederschlägt.
Die Bestimmung eines durch die Unordnung W induzierten Metall-Isolator Übergan-
ges soll hier allerdings nicht erfolgen, da der Test der numerischen Implementierung
im Vordergrund steht und zusätzlich auch eine eigene systematische Studie mit Finite-
Size-Analyse für quantitative Aussagen mit Sicherheit notwendig ist. In Abb.(5.1) ist
dazu die berechnete Matrixelementdichte j(E,E′) für W = 2 und W = 12 mit M = 64
Momenten aufgetragen und die Ergebnisse stimmen qualitativ mit der Arbeit von A.
Weisse [174] überein, so dass die zweidimensionale Polynomkernentwicklung als qualita-
tiv korrekt implementiert angesehen werden kann: Mit steigender Unordnungsstärke W
fällt j(E,E′) bei E = E′ erwartungsgemäß ab, was zum Verschwinden der statischen
Leitfähigkeit führt [174]. Weiterhin sind in Abb.(5.2) die berechneten statischen und fre-
quenzabhängigen Leitfähigkeiten im Vergleich für zwei unterschiedliche Ordnungen in
der Polynomkernentwicklung für W = 12 aufgetragen. Bei M = 64 Momenten wurde
über 10 Unordnungskonfigurationen gemittelt und für M = 1024 Momente nur eine
Konfiguration ausgewertet, daher ist die Kurve für σDCxx (ωF ) nicht glatt. Zur Integra-
tion von Gl.(5.22) wird in dieser Arbeit γ˜ so gewählt, dass dieser dem Doppelten des
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mittleren Diskretisierungsabstandes von E bzw. E′ entspricht, um einen glatten Funk-
tionsverlauf des Ergebnisses zu gewährleisten. Die frequenzabhängigen Leitfähigkeiten
stimmen ebenso qualitativ mit den Ergebnissen von A. Weisse [174] überein, d.h. die
Wechselstrom-Leitfähigkeit weisst für diese Unordnungsstärke eine Reduktion bei An-
näherung an ω = 0 auf. Allerdings ist der aus σACxx (ω) extrapolierte Wert für die Gleich-
stromleitfähigkeit σDCxx (0) nicht identisch mit dem direkten Ergebnis über Gl.(5.24), d.h.
der folgende Grenzfall ist numerisch nicht erfüllt:
lim
ω→0
σACαα (ω)|ωF = σDCαα (0)|ωF . (5.26)
Die Abweichung ist mit einem Faktor von ≈ 8 für M = 1024 sehr groß und der extrapo-
lierte Wert liegt unter dem über Gl.(5.24) berechneten Ergebnis, wohingegen für N = 64
die Extrapolation einen größeren Wert ergibt mit einer kleineren Abweichung. Dies zeigt
deutlich die Notwendigkeit einer systematischen Finite-Size-Analyse für quantitative
Aussagen, da die Diskretisierung der Energieachse, die Wahl der Anzahl der Momente
und implizit die Verbreiterung γ˜ zur Integration von σACxx (ω) die Ergebnisse beeinflussen.
A. Weisse verwendet jedoch auch M = 1024 Momente und schreibt [174], dass die Auf-
lösung verbessert werden muss, um das kritische Verhalten der statischen Leitfähigkeit
zu studieren. Aufgrund dieser Tatsache sind die Ergebnisse der Transporteigenschaften
in dieser Arbeit als qualitativ zu interpretieren, weil erstens keine aufwendige Finite-
Size-Analyse geleistet wird und zweitens auch zunächst nur das qualitative Verhalten
interessiert bzw. σACαα (ω) und σDCαα (ωF ) nicht weiter zu anderen physikalischen Größen
verrechnet werden.
Abbildung 5.1: Matrixelementdichte j(E,E′) für das Anderson-Modell - Im linken
Bild wurde W = 2 verwendet und im rechten W = 12 mit je M = 64 Momenten und
N = 503 Gitterplätzen.
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Abbildung 5.2: Leitfähigkeiten des dreidimensionalen Anderson-Modells für
T = 0 K - Im Falle von statischen Leitfähigkeiten σDCxx (ω) ist ω = ωF als Fermi-Energie
zu aufzufassen, wohingegen bei frequenzabhängigen Leitfähigkeiten σACxx (ω) die Anregungs-
energie ω gemeint ist und das chemische Potential μ = 0 verwendet wurde.
5.6 Numerische Kontrolle: Wahl der Entwicklungsordnung
Es findet sich im Übersichtsartikel von A. Weiße et al. [175] keine Aussage darüber, bis zu
welcher Ordnung N für einen gegebenen Hamiltonoperator die Polynomkernentwicklung
auszuführen ist. Um ein sinnvolles Kriterium für diese korrekte Ordnung M zu finden,
kann die Forderung dienen, dass die mittlere Verbreiterung 〈δN (E)〉 von Anregungen in
der Spektraldichte kleiner ist als die halbe mittlere Energiedifferenz 〈δE〉 des Spektrums
von Hˆ:
〈δN (E)〉 = γ ·
√
σ2 <
〈δE〉
2
. (5.27)
Der Skalierungsfaktor γ kehrt die zuvor durchgeführte lineare Transformation von E →
E˜ um. Aufgrund der Tatsache, dass Gl.(4.17) für a = 0 eine gute Näherung an eine
Gauss-Verteilung darstellt [175],
δKPM(x) ≈ 1√
2πσ2
e−
x2
2σ2 , (5.28)
entspricht das Kriterium genau der Forderung, dass sich zwei Anregungen in der Spek-
traldichte mit einer mittleren Energiedifferenz 〈δω〉 und welche als Gauss-Kurven ap-
proximiert werden bei der zugehörigen Standardabweichung schneiden. Dadurch sollte
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Abbildung 5.3: Zustandsdichte des Anderson-Modells für W = 2 - Das Unord-
nungsmittel umfasste 10 Konfigurationen unter Verwendung von M = 4608 Momenten.
im Mittel kein Bereich verschwindender Zustandsdichte existieren, in dem physikalische
Zustände für ein unendlich großes System zu erwarten sind. Allerdings sind die Zu-
standsdichten für translationsinvariante Systeme, die unter strenger Berücksichtigung
von Gl.(5.27) berechnet werden, nicht zwingend glatt. Als Konsequenz wird in dieser
Arbeit die halbe Anzahl der über Gl.(5.27) vorgeschlagenen Momente des translationsin-
varianten Systems für ungeordnete Systeme verwendet und ggf. weiter reduziert, falls es
der numerische Aufwand erfordert. Das Spektrum eines ungeordneten Systems liegt im
Vergleich dichter, weil Entartungen aufgehoben werden. Zur Simulation des unendlich
großen Systems wird dann über verschiedene Unordnungskonfigurationen gemittelt, so
das die Ausbildung einer glatten Zustandsdichte begünstigt wird. Um dies exemplarisch
zu zeigen, ist in Abb.(5.3) die Zustandsdichte des bereits erläuterten Anderson-Modells
für W = 2 mit einem Mittel von D = 10 Unordnungskonfigurationen aufgetragen. Die
von Gl.(5.27) vorgeschlagene Ordnung der Polynomkernentwicklung liegt bei M ≈ 9216.
Die resultierende gemittelte Zustandsdichte mit M = 4608 Momenten ist fast glatt und
zeigt, dass entweder die Entwicklungsordnung weiter reduziert werden kann oder das
Unordnungsensemble erhöht werden muss. Für die in dieser Arbeit studierten ungeord-
neten Systeme sind die resultierenden Gesamtzustandsdichten hinreichend glatt in der
Umgebung der Fermi-Energie und es wird erwartet, dass dadurch eine sinnvolle Ap-
proximation des unendlich großen Systems im relevanten Energiebereich gewährleistet
ist ohne eine zu niedrige Ordnung in der Polynomkernentwicklung zu verwenden. Die
numerische Berechung von 〈δN (E)〉 und 〈δE〉 bzw. Implementierung von Gl.(5.27) wird
aus Platzgründen nicht erläutert.
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6Magnetismus in Festkörpern
6.1 Formen des Magnetismus und etablierte Modelle
Zum Einstieg in die Physik des Magnetismus sei ein kurzer Überblick und die Wiederho-
lung von elementarem Wissen gegeben, die sich in einführender Literatur [33,74,108,109,110]
wiederfinden lassen. Der Fokus soll dabei auf ausgewählten theoretischen Aspekten lie-
gen, so dass der folgende Teil den Büchern von Nolting [108,110] inhaltlich entnommen ist,
weiterhin werden Grundkenntnisse über den atomaren Magnetismus vorrausgesetzt, der
nicht diskutiert wird. Für ein weiteres Verständnis sei daher auf die Bücher [97,98,117,188]
verwiesen.
Das Phänomen des Magnetismus manifestiert sich auf drei Arten (und Ursachen):
A) Diamagnetismus (Quanteneffekt),
B) Paramagnetismus (permanente magnetische Momente):
1. Lokalisierte Momente (teilweise gefüllte Elektronenschale),
2. Bewegliche Momente (quasifreie Leitungselektronen),
C) Kollektiver Magnetismus (Wechselwirkung zwischen magnetischen Momenten):
1. Ferromagnetismus,
2. Ferrimagnetismus,
3. Antiferromagnetismus,
welche sich über die magnetische Suszeptibilität,
χ =
(
∂M
∂H
)
T
, (6.1)
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d.h. die Änderung der Magnetisierung M (extensive Größe) bzgl. des äusseren Magnet-
feldes H (intensive Größe) als Funktion der Temperatur T klassifizieren lassen [110].
Der A) Diamagnetismus ist keine direkte Folge der Lenz’schen Regel, wie es oft naiv
diskutiert wird [110]. Es gibt keinen klassischen Diamagnetismus (Bohr-van-Leeuwen-
Theorem) und daher tritt dieser als ein reiner Quanteneffekt schon bei minimaler An-
kopplung von elektromagnetischen Feldern auf [33]. Es gilt:
χDia < 0, χDia(T,H) ≈ const. (6.2)
Weil Diamagnetismus bei allen Materialien auftritt, ist der Terminus nur zu gebrauchen,
wenn kein zusätzlicher Paramagnetismus oder kollektiver Magnetismus existiert.
Das Auftreten von B) Paramagnetismus ist an das Vorhandensein von permanenten
magnetischen Momenten geknüpft, welche vom äusseren Feld H ausgerichtet werden.
Als Konkurrenzprozess existiert die thermische Bewegung der magnetischen Momente
und es gilt:
χPara > 0. (6.3)
Nun muss etwas genauer unterschieden werden, da bei lokalisierten Momenten aus
einer unvollständig gefüllten Valenzschale der Erwartungswert der Magnetisierung Null
wird. Bei hinreichender Abschirmung sind diese Momente stark lokalisiert und liefern
keinen Beitrag zum Ladungsträgertransport. Ein externes Feld kann diese Momente
ausrichten, so dass die Suszeptibilität bei nicht zu tiefen Temperaturen das sogenannte
Curie-Gesetz,
χPara(T ) ≈ C
T
, (C = const.), (6.4)
befolgt [110] und das System als Langevin-Paramagneten bezeichnet wird. Es existiert
auch noch einen zweiter, positiver Term zur gesamten Suszeptibilität, welcher für tiefe
Temperaturen näherungsweise temperaturunabhängig ist (van-Vleck-Paramagnetismus).
Andererseits tragen auch quasifreie Leitungselektronen bewegliche Momente mit je-
weils einem Bohr’schen Magneton und hierbei ist der Begriff Pauli-Paramagnetismus
üblich.
Als reiner Vielteilchen-Effekt hebt sich der kollektive Magnetismus von den zu-
vor als verstanden angesehenen Erscheinungsformen ab. Ursache ist hier eine Wechsel-
wirkung zwischen permanenten magnetischen Dipolen, die sowohl lokalisiert als auch
beweglich (itinerant) sein können. Aufgrund der Wechselwirkung liegt unterhalb einer
kritischen Temperatur Tcrit. eine spontante magnetische Ordnung ohne externes Feld H
vor und oberhalb kann das Verhalten der magnetischen Momente als paramagnetisch
beschrieben werden. Dabei weist die Suszeptibilität unterhalb Tcrit. eine nicht triviale
Abhängigkeit von Temperatur, externem Feld und Historie (Zeiten t < t0) der Probe
auf:
χKoll = χKoll(T,H, t < t0), T ≤ Tcrit.. (6.5)
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Die weitere Einteilung erfolgt dann zum Einen in Ferromagnetismus, bei dem un-
terhalb einer kritischen Temperatur eine spontane Symmetriebrechung vorliegt. Diese
Temperatur wird als Curie-Temperatur TC bezeichnet und kennzeichnet den Phasen-
übergang zweiter Ordnung, an dem die makroskopische Magnetiserung zusammenbricht
bzw. verschwindet. Alle magnetischen Momente sind am absoluten Nullpunkt T = 0 K
entlang einer gemeinsamen Vorzugsrichtung ausgerichtet, so dass mit steigender Tempe-
ratur diese Phase abgebaut wird. Dennoch liegt unterhalb TC eine spontane Magnetisie-
rung vor und oberhalb weist das System Paramagnetismus auf, wobei die Suszeptibilität
dem sogenannten Curie-Weiß-Gesetz folgt:
χ(T ) =
C
T − TC , (T  TC). (6.6)
Zum Anderen liegt bei Ferrimagnetismus eine unterschiedliche, spontane Untergit-
termagnetisierung der Gitter A und B vor:
MA 	= MB : MA + MB = M 	= 0, T < TC . (6.7)
Es bleibt der Antiferromagnetismus, ein Spezialfall des Ferrimagnetismus, bei dem
die beiden Untergitter unterhalb der kritischen Temperatur, der Néel-Temperatur TN ,
ferromagnetisch mit entgegengesetztem Vorzeichen ordnen:
| MA| = | MB| : MA + MB = M = 0, T < TN . (6.8)
Oberhalb der kritischen Temperatur liegt wieder paramagnetisches Verhalten vor und
die Suszeptibilität verhält sich auf ähnliche Weise wie beim Ferromagneten, allerdings
ist die Temperatur TP endlich für T → 0:
χ(T ) =
C
T + TP
, (T  TN ). (6.9)
Der Unterschied zwischen TN und TP ist auf die Übernächste-Nachbar-Kopplung J ′ des
Heisenberg-Modells zurückzuführen [33]. Zum vollständigen Verständnis des Magnetis-
mus fehlt bis heute eine komplette theoretische Beschreibung und daher ist die Verwen-
dung von Modellen zwingend erforderlich. Dabei beschränken sich die Ansätze auf die
gezielte Modellierung ausgewählter Teilaspekte und die folgende Einteilung erscheint
sinnvoll:
A) Magnetismus von lokalisierten magnetischen Momenten aus unvollständig gefüll-
ten d- oder f -Elektronenschalen: Ionen von seltenen Erden (Sm, Eu, Gd, Tb, Dy,
Er) oder Übergangsmetallen (Sc, Ti, V, Cr, Mn, Fe, Co, Ni und Cu).
B) Bandmagnetismus der delokaliserten Leitungselektronen von 3d-Elektronen: Die
Metalle Fe, Co, Ni.
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In Isolatoren, magnetischen Halbleitern oder in ferromagnetischen Systemen mit loka-
lisierten magnetischen Momenten aufgrund einer unvollständig gefüllten d- oder
f -Elektronenschale erfolgt die Beschreibung über das Heisenberg-Modell:
Hˆ = −
∑
ij
i>j
JijSˆiSˆj . (6.10)
Das Modell simuliert den Beitrag der Austauschmatrixelemente der Coulombwechselwir-
kung bei Anwendung auf entsprechende Spinzustände [110] und ist daher ein effektiver
Hamiltonoperator für die Spinoperatoren Sˆi am Gitterplatz i. Die quantenmechani-
schen Ursachen [47] werden an späterer Stelle noch aufgezählt und die Matrixelemente
Jij werden effektive (Heisenberg-) Austauschintegrale genannt, weil die magnetostati-
sche Dipol-Dipol-Wechselwirkung zwischen den lokalisierten Momenten zu schwach ist,
um die richtige Größenordnung der kritischen Temperatur erklären zu können.
Alternativ kann der lokalisierte Magnetismus auch über einen anderen Ansatz model-
liert werden: Die nahezu frei beweglichen Leitungselektronen werden über einen Anteil
Hˆ0 beschrieben und ein zusätzlicher Wechselwirkungsterm wird ergänzt, der die Lei-
tungselektronen über den Spinoperatoren sˆi an die lokalisierten Momente Sˆi am gleichen
Gitterplatz ri mit der Konstanten J koppelt. Hier wird folglich der Magnetismus und die
elektrische Leitfähigkeit von unterschiedlichen Elektronengruppen hervorgerufen. Die-
se lokale Kontaktwechselwirkung (ähnlich zur Kontakt-Hyperfeinwechselwirkung [108])
führt zum s-f(s-d)-Modell:
Hˆ = Hˆ0 − J
∑
i
sˆi · Sˆi. (6.11)
Für die Anwendung auf realistische Materialien, wie etwa Ga1−xMnxAs oder
Ga1−xMnxN, ist das obige Modell mit Sicherheit systematisch auf mehrere Orbitale
und Unordnungs- bzw. Legierungseffekte zu erweitern. Dies soll allerdings an anderer
Stelle erfolgen, bei der die konkrete Motivation dieser Erweiterungen über den Bezug
zu magnetischen Einzelstörstellen-Modellen geleistet wird.
Im Falle von Bandmagnetismus liegt im einfachsten Modell, dem Hubbard-Modell
in Molekularfeldnäherung (Stoner-Modell) aufgrund der (direkten) Coulombwechselwir-
kung eine Spin-polarisierte Zustandsdichte mit gemeinsamer Fermi-Energie vor. Für
Temperaturen T < TC ergibt sich netto ein magnetisches Moment, weil die Bänder im
jeweiligen Spinsektor unterschiedlich gefüllt sind. Hier trägt also die gleiche Elektro-
nengruppe sowohl zum Magnetismus als auch zum Transport bei. Das Hubbard-Modell
lautet explizit:
Hˆ =
∑
ij,σ
tij cˆ
†
iσ cˆjσ +
U
2
∑
i,σ
nˆi,σnˆi,−σ. (6.12)
Allerdings ist das Auftreten von Ferromagnetismus im Hubbard-Modell nicht gesichert
und ungewiss, so dass mögliche Kandidaten zur Erklärung auch mehrere Orbitale oder
inter-site Wechselwirkungen berücksichtigen müssen.
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6.2 Quantenmechanische Austauschmechanismen
An dieser Stelle ist es instruktiv, das Auftreten von Magnetismus als reinen quantenme-
chanischen Effekt detaillierter zu erläutern. Als Grundlage dient dabei Kapitel 7 von E.
Koch aus den Schriften des Forschungszentrums Jülich über korrelierte Elektronen [117].
Die magnetostatische Dipol-Wechselwirkung zwischen atomaren magnetischen Momen-
ten führt zu recht kleinen magnetostatischen Energien (O ≈ 10−5 eV) und daher wird
klar, dass es andere Ursachen für das Ausbilden einer ferromagnetischen Ordnung ge-
ben muss. Es stellt sich heraus, dass das Pauli-Prinzip zusammen mit der Coulomb-
Abstoßung (Coulomb-Austausch) und das Hüpfen von Elektronen (kinetischer Aus-
tausch) zu einer effektiven Kopplung zwischen magnetischen Momenten führt. Unter
Coulomb-Austausch versteht man die Tatsache, dass obwohl die Wahrscheinlichkeit
zwei Elektronen mit gleichem Spin nah beieinander zu finden geringer ist als mit unter-
schiedlichen Spin (Pauli-Prinzip), die gesamte Coulomb-Energie nach Berücksichtigung
der Austausch-Coulombwechselwirkung von der relativen Spinorientierung abhängt und
dann die parallele Anordnung von Spins letztendlich energetisch begünstigt (1. Hund-
sche Regel). Ähnlich ist die Situation bei kinetischem Austausch, bei dem das Hüpfen
eines Elektrons zum benachbarten Orbital nur dann möglich ist, wenn dort nicht schon
ein Elektron mit gleichem Spin vorliegt und die Coulomb-Abstossung dies zulässt. Die
Kombination beider Mechanismen wird als Doppelaustausch bezeichnet, so dass ein
hüpfendes Elektron eine Spin-Korrelation von einem Atom zu seinen Nachbarn bewirkt.
Natürlich entspricht diese vereinfachte Darstellung nicht der realistischen Situation in
echten Materialien und ist somit nur als Konstrukt zum besseren Verständnis geeignet.
6.2.1 Coulomb-Austausch
Um den Mechanismus des Coulomb-Austausches genauer zu verstehen, werden die Ma-
trixelemente der Coulomb-Wechselwirkung,
HˆC =
e2
2
∑
ij
1
|ri − rj | , (6.13)
bezüglich der Vielteilchenwellenfunktionen Φa,σ;bσ′(r1, s1; r2, s2) bestehend aus zwei Elek-
tronen in den Orbitalen α ∈ {a, b} mit Spin σ und σ′ gebildet. Die Notation ist ähnlich
zu der von E. Koch [117] gewählt. Eine mögliche Darstellung bzgl. einer Einteilchenbasis
φα dieser Vielteilchenwellenfunktion ist durch folgende Slaterdeterminante gegeben:
Φa,σ;bσ′(r1, s1; r2, s2) =
1√
2
(
φa(r1)φb(r2)σ(s1)σ′(s2)− φb(r1)φa(r2)σ′(s1)σ(s2)
)
.
(6.14)
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Dies führt dann nach simpler Rechnung [117] auf die Matrixdarstellung des Operators
der Coulomb Wechselwirkung in der Basis Φ↑↑,Φ↑↓,Φ↓↑ und Φ↓↓:
Hˆ
C
=
⎛
⎜⎜⎝
Uab − Jab 0 0 0
0 Uab Jab 0
0 Jab Uab 0
0 0 0 Uab − Jab
⎞
⎟⎟⎠ . (6.15)
Bei Uab und Jab handelt es sich um die direkten und die Austausch- Coulombmatri-
xelemente, welche sich formal aus HˆC ergeben. Es resultieren die Triplett Zustände
Φ↑↑, (Φ↑↓ +Φ↓↑)/
√
2,Φ↓↓ als Eigenzustände mit der Energie:
εt = Uab − Jab. (6.16)
Der Singulett Eigenzustand (Φ↑↓ − Φ↓↑)/
√
2 besitzt dagegen die Eigenenergie:
εs = Uab + Jab. (6.17)
Weil Jab > 0 gilt, ist sofort ersichtlich, dass die Triplett Zustände den energetisch
niedriger liegenden Grundzustand mit einer Energiedifferenz von 2Jab zum Singulett
Zustand bilden. Sofern die Einteilchen Zustände φα entartete atomare Orbitale sind,
weist der Grundzustand ausserdem maximalen Spin auf (1. Hundsche Regel). Es sei
abschliessend angemerkt aber nicht weiter diskutiert, dass HˆC sowohl mit dem Gesamt-
Bahndrehimpuls als auch mit dem Gesamt- Spin vertauscht, so dass eine Klassifizierung
nach den entsprechenden Quantenzahlen möglich ist.
6.2.2 Kinetischer-Austausch
Beim kinetischen Austausch ist das Hüpfen von Elektronen die Hauptursache des Aus-
tauschmechanismus und die Wechselwirkung ist in der Regel antiferromagnetisch. An-
hand eines einfachen Zwei-Level Systems, einem Zwei-Platz Hubbard-Modell, kann die-
ser Mechanismus erläutert werden, so dass der folgende Hamiltonoperator für zwei Git-
terplätze studiert wird [117]:
Hˆ = −t
∑
ij,σ
cˆ†iσ cˆjσ + U
∑
i
nˆi,↑nˆi,↓. (6.18)
Die Elektronen hüpfen mit dem Matrixelement −t zu einem benachbarten Gitterplatz
und U beschreibt die lokale Coulomb-Wechselwirkung, die zu berücksichtigen ist, wenn
sich zwei Elektronen am gleichen Gitterplatz befinden bzw. das gleiche Orbital beset-
zen.
Direkter-Austausch: Zum weiteren Verständnis soll nun der Grenzfall U  t un-
tersucht werden. Es ist ersichtlich, dass der relative Spin der Elektronen die Energie
der Zweielektronen Zustände beeinflusst und für großes U ergeben sich zwei energetisch
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Abbildung 6.1: Eigenenergien des Hubbard-Modells für zwei Gitterplätze - Die
Energiedifferenz der zwei energetisch niedrig liegenden Zustände entspricht der Austausch-
Energie.
niedrig liegende Wellenfunktionen (Ψ2 & Ψ3), deren Energiedifferenz der Austausch-
Energie entspricht. In Abb.(6.1) sind die Eigenenergien als Funktion der lokalen Cou-
lomb Wechselwirkung U aufgetragen [117], die genau diesen Sachverhalt verdeutlichen
und zusätzlich die Energien der Zustände (Ψ1 & Ψ4) zeigen. Interessant ist nun jener
Teil des Hilbertraumes, in dem die energetisch niedrig liegenden Eigenfunktionen liegen
und über eine geeignete Projektion [117] führt dies auf einen effektiven Hamiltonoperator,
was ein Argument zweiter Ordnung Störungsrechnung ist:
Hˆeff = −2t
2
U
(
cˆ†1↓cˆ1↓cˆ
†
2↑cˆ2↑ − cˆ†1↑cˆ1↓cˆ†2↓cˆ2↑ − cˆ†1↓cˆ1↑cˆ†2↑cˆ2↓ + cˆ†1↑cˆ1↑cˆ†2↓cˆ2↓
)
. (6.19)
Unter Verwendung der Tatsache, dass sich die Spinoperatoren sˆ = 2 σˆ für Elektronen
(s = 1/2) über die Pauli-Matrizen σ bzgl. der hier verwendeten Basis darstellen lassen,
gelangt man zu einem effektiven Spin-Spin Hamiltonoperator ( = 1):
Hˆeff =
4t2
U
(
sˆ1sˆ2 − nˆ1nˆ2
4
)
. (6.20)
In diesem Grenzfall geht das Hubbard-Modell in das antiferromagnetische Heisenberg-
Modell mit der effektiven Austauschkopplung J = −4t2/U über, was folglich die an-
tiparallele Ausrichtung der Spins an zwei unterschiedlichen Gitterplätzen energetisch
begünstigt. Letztendlich ist klar, dass genau diese antiparallele Ausrichtung der Spins
erst das Hüpfen zu anderen Gitterplätzen ermöglicht, weil das Pauli-Prinzip dies bei
paralleler Spinausrichtung an beiden Gitterlätzen verbietet. Dies ist das stark verein-
fachte Prinzip des direkten Austausches.
Superaustausch: Der bisher diskutierte Austauschmechanismus setzt ein Hüpfen der
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Elektronen zwischen verschiedenen Gitterplätzen bzw. Orbitalen vorraus, allerdings
kann dieses Bild für stark lokalisierte Orbitale zusammenbrechen. Um beispielsweise
den Antiferromagnetismus in Übergangsmetalloxiden zu erklären, ist ein neues Kon-
zept erforderlich, weil die großen Sauerstoff Anionen ein direktes Hüpfen zwischen den
stark lokalisierten d-Orbitalen verhindern. Dazu muss beispielsweise ein Hüpfprozess zu
einem zwischen den d-Orbitalen liegenden p-Orbital zugelassen werden, was eine 180◦
Anordnung dieser Orbitale aus Symmetriegründen impliziert. Über diesen zusätzlichen
Hüpfprozess wird eine indirekte, antiferromagnetische Austauschwechselwirkung vermit-
telt [117] und diesen Mechanismus nennt man dann Superaustausch. Der entsprechende
Hamiltonoperator lautet der Vollständigkeit halber:
Hˆ =
∑
iσ
dnˆiσ +
∑
σ
pnˆpσ︸ ︷︷ ︸
atomare Energien
der d- und p-Orbitale
−
∑
iσ
tpd(cˆ
†
iσ cˆpσ + cˆ
†
pσ cˆiσ)︸ ︷︷ ︸
Hüpfprozess zwischen
p- und d-Orbitalen
+
∑
i
Udnˆi↑nˆi↓︸ ︷︷ ︸
Coulomb-Abstossung
in d-Orbitalen
. (6.21)
Ferromagnetischer Superaustausch: Jetzt soll der Fall eines 90◦ Winkels zwi-
schen den d-Orbitalen betrachtet werden: Die Hüpfprozesse sind dann aus Symmetrie-
gründen eingeschränkt, d.h. es kann kein Elektron von einem zum anderen d-Orbital
gelangen weil ein Hüpfen nur zwischen p- und d-Orbitalen möglich ist, aber kein Hüpf-
prozess zwischen p-Orbitalen am gleichen Gitterplatz. Wird allerdings die Coulomb-
Austauschtwechselwirkung Jxy an dem Sauerstoff Anion berücksichtigt, führt dies zu
einer indirekten, ferromagnetischen Austauschwechselwirkung [117]. Prinzipiell ist die-
ser ferromagnetische Superaustauch schwächer als der antiferromagnetische Superaus-
tausch bei 180◦, aber sobald z.B. eine Abweichung vom 90◦ Winkel vorliegt, greift der
antiferromagnetische Superaustausch als Konkurrenzprozess weil ein Hüpfen von Elek-
tronen zwischen beiden p- Orbitalen möglich ist. Die sogenannten semi-empirischen
Goodenough-Kanamori Regeln [52,53,68] versuchen unter Anderem das Auftreten von fer-
romagnetischem Superaustausch zu beschreiben.
6.2.3 Doppelaustausch
Wenn kinetischer und Coulomb- Austausch kombiniert werden, spricht man von Dop-
pelaustausch, so dass auch der ferromagnetische Superaustausch als ein solcher Me-
chanismus angesehen werden kann. In Systemen mit gemischter Valenz ist der Dop-
pelaustausch beispielsweise anzutreffen, da trotz einer möglichen starken Korrelation
und somit einem großen U einige Gitterplätze eine ungerade Anzahl von Elektronen
aufweisen. Somit ist ein Hüpfen von Elektronen möglich ohne die Coulomb Energie U
aufwenden zu müssen und die Systeme weisen metallischen Charakter auf. An dieser
Stelle sei auf erneut auf E. Koch [117] für ein erläuterndes Beispiel verwiesen.
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Nach diesem Überblick über die quantenmechanische Ausbildung von magnetischen
Wechselwirkungen aufgrund des Pauli-Prinzips, Coulomb-Wechselwirkung und kineti-
scher Energie muss darauf hingewiesen werden, dass die effektiven magnetischen Aus-
tauschkopplungen viel komplexer und vor allem ein Zusammenspiel [133] mehrerer Me-
chanismen sein können als in den hier aufgeführten simplen Grenzfällen. Dennoch tragen
gerade diese vereinfachten Konzepte zum Verständnis realer Materialien bei.
6.3 Vom Anderson- zum Kondo s-d-Modell
In den beiden vorherigen Kapiteln wurden Modellansätze und die quantenmechanische
Ursache für das Phänomen des Magnetismus diskutiert, allerdings gilt es nun, eine
Verknüpfung beider Aspekte bzw. die den Modellen zugrunde liegende Rechtfertigung
zu geben. Anhand des Beispiels für den direkten Austausch wurde klar, dass die lo-
kale Coulomb-Wechselwirkung U des Hubbard-Modells im Grenzfall U  t auf ein
Heisenberg-Modell, ein effektives Spin-Spin Wechselwirkungsmodell, führt. Der logische
und historisch möglicherweise geeignetste Weg, beide Aspekte zu verbinden, geschieht
über das Anderson-Störstellen-Modell [4]. Diese Modell beschreibt die Ankopplung eines
lokalisierten d-Orbitals an itinerante Leitungselektronen mit Dispersion εk unter Be-
rücksichtigung der lokalen Coulomb-Wechselwirkung Ud auf dem d-Orbital, d.h. es liegt
ein Einzelstörstellenmodell für Metalle vor:
Hˆ =
∑
kσ
εknˆkσ +
∑
σ
εdnˆdσ︸ ︷︷ ︸
Dispersion und atomare Energien
der s- und d-Elektronen
+
∑
kσ
Vdk(cˆ
†
kσ cˆdσ + cˆ
†
dσ cˆkσ)︸ ︷︷ ︸
s-d-Hybridiserung
+ Udnˆd↑nˆd↓︸ ︷︷ ︸
Coulomb-Abstossung
im d-Orbital
. (6.22)
Die Ähnlichkeit zum Vielteilchenhamiltonoperator aus Gl.(6.21) ist ersichtlich und in
der Arbeit von Schrieffer und Wolf [135] konnte nun über eine kanonische Transformation,
welche den Hybridisierungsterm Vdk bis zur ersten Ordnung eliminiert und für kleine und
endliche Vdk gerechtfertigt ist, gezeigt werden, dass das Anderson-Störstellen-Modell für
eine Einfachbesetzung des d-Orbitals auf den folgenden Hamiltonoperator führt:
Hˆ =
∑
kσ
εknˆkσ +
∑
σ
εdnˆdσ −
∑
kσ
{
Wkk +
Jkk
2
nˆd−σ
}
nˆdσ (6.23)
− 
2
4
∑
k′k
Jk′k(Ψ
†
k′σΨk) · (Ψ†dσΨd) (6.24)
+
∑
k′k
{
Wk′k +
Jk′k
4
(Ψ†dΨd)
}
(Ψ†k′Ψk). (6.25)
Bei Ψα mit α ∈ {k, d} handelt es sich um Feldoperatoren,
Ψα =
(
cˆα↑
cˆα↓
)
, (6.26)
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und bei σ um die bekannten Pauli-Matrizen, sowie bei Wkk um hier nicht näher erläuter-
te Terme. Die letzte und vorletzte Summe entspricht einem s-d Wechselwirkungsterm,
von denen letzterer spinunabhängig ist. Der dritte Summand hingegen kann formal mit
der Dispersion εk, den atomaren Energien εd und dem Coulomb Ud-Term in einen An-
teil H0 absorbiert werden. Der direkte s-d Wechselwirkungsterm führt im Falle einer
Einfachbesetzung (Ψ†dΨd = 1) auf ein Einteilchen-Potential, welches in einer geeigneten
Basis von Einteilchen-Leitungsbandzuständen enthalten ist. Mit diesen Argumenten [135]
bleibt nur die s-d Austauschwechselwirkung aus Gl.(6.24) übrig, wobei das Matrixele-
ment Jk′k an der Fermi-Energie durch folgenden Ausdruck gegeben ist:
Jk′k = 2|Vdk|2 U
εd(εd + U)
< 0. (6.27)
Somit liegt eine analytische Rechtfertigung für das zuvor erläuterte s-f(s-d)-Modell aus
Gl.(6.11) vor, auch wenn an dieser Stelle nur eine einzelne Störstelle betrachtet wurde.
Weiterhin zeigt sich, dass die effektive antiferromagnetische Kopplung zwischen itineran-
ten und lokalisierten Spins durch die Hybridisierung Vdk und die Coulomb-Abstossung
erzeugt wird. Das Anderson Störstellen Modell reduziert sich in diesem Grenzfall daher
daher auf das phänomenologische Kondo s-d Modell [75], welches auf Zener [192], Kasu-
ya [69] und Yosida [187] zur Beschreibung von magnetischen Momenten in Metallen und
Legierungen zurückgeht. Auf eine Diskussion der Kondo-Physik wird an dieser Stelle
verzichtet.
6.4 Vom Kondo s-d- zum Heisenberg-Modell
Interessanterweise kann das s-d-Modell wiederum auf ein effektives Heisenberg-Modell
abgebildet werden, dazu ist die zweite Ordnung Störungsrechung bzgl. des s-d Terms zu
betrachten [69]. An dieser Stelle sei auf eine Herleitung von Czycholl zurückgegriffen, so
dass jetzt der folgende Hamiltonoperator für mehrere magnetische Störstellen diskutiert
wird:
Hˆ = (0)Hˆ + (1)Hˆ =
∑
kσ
εkσnˆkσ − J
∑
i
Sˆisˆi. (6.28)
Es werden nun im Term (1)Hˆ die Ladungsträgerspins über elektronische Erzeugungs-
und Vernichtungsoperatoren ausgedrückt ( = 1):
(1)Hˆ = − J
2N
∑
i
∑
k,k′
{
Sˆ+i cˆ
†
k′↓cˆk↑ + Sˆ
−
i cˆ
†
k′↑cˆk↓ + Sˆ
z
i (cˆ
†
k′↑cˆk↑ − cˆ†k′↓cˆk↓)
}
ei(k−k
′)Ri .
(6.29)
Charakteristisch sind die (Spin-) Streuprozesse aus besetzten k in unbesetzte k′ und
diese virtuellen Zustände |m〉 können über eine kanonische Transformation eliminiert
werden. In zweiter Ordnung in (1)Hˆ lautet der transformierte Operator:
HˆT =
(0)Hˆ − 1
2
∑
n,n˜
|n˜〉〈n|
∑
m
〈n˜|(1)Hˆ|m〉〈m|(1)Hˆ|n〉
(
1
Em − En −
1
En˜−Em
)
. (6.30)
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Zu berechnen sind nun die effektiven Matrixelemente zwischen Zuständen |n˜〉, |n〉 bei
denen an den Orten Ri, Rj die Spin-Zustände |Si,mi〉|Sj ,mj〉, |Si, m˜i〉|Sj , m˜j〉 vorhan-
den sind, sowie sich die Ladungsträger im Vielteilchen-Grundzustand |ψ0〉 befinden.
|n˜〉 = |ψ0〉|Si, m˜i〉|Sj , m˜j〉, |n〉 = |ψ0〉|Si,mi〉|Sj ,mj〉
|ψ0〉 =
∏
kσ
cˆ†kσ|0〉. (6.31)
Hierbei ist |0〉 der Vakuum-Zustand und über Auswertung der Wirkung von (1)Hˆ auf die
Anfangs- und Endzustände |n˜〉, |n〉 kann ein expliziter Ausdruck für (1)Hˆ entsprechend
Czycholl oder Nolting [97] gefunden werden:
− 1
2
∑
n,n˜
|n˜〉〈n|
∑
m
〈n˜|(1)Hˆ|m〉〈m|(1)Hˆ|n〉
(
1
Em − En −
1
En˜−Em
)
= − 1
2
∑
ij
∑
k,k′
k≤kF
J2
N2
ei(k
′−k)(Ri−Rj) + e−i(k′−k)(Ri−Rj)
ε(k′)− ε(k)
︸ ︷︷ ︸
=:Jij
(Sˆi · Sˆj). (6.32)
Als Ergebnis folgt eine indirekte, effektive Austauschkopplung Jij zwischen den ma-
gnetischen Momenten am Gitterplatz Ri bzw. Rj . Somit ist gezeigt, dass auch das s-d
Modell wiederum ein effektives Heisenberg-Modell beinhaltet und die zu Beginn als phä-
nomenologisch präsentierten theoretischen Modelle zur Beschreibung von Magnetismus
ihre Rechtfertigung aus der Coulomb- Wechselwirkung erfahren.
6.5 Effektive Austauschwechselwirkung
Im vorherigen Kapitel wurde klar, dass einerseits Modelle zur Beschreibung von Ma-
gnetismus unerlässlich sind und andererseits, dass die Ursache ein komplexer quan-
tenmechanischer Vielteilcheneffekt ist. In beiden zuvor diskutierten Fällen tritt eine
effektive Austauschwechselwirkung zwischen magnetischen Momenten bzw. Spins auf,
dessen Größe, Vorzeichen und Anisotropie bzw. Symmetrie die Ausbildung von magne-
tischer Ordnung in realen Materialien bestimmen. Zweckmäßig kann die Beschreibung
des thermodynamischen Problems dann oft über das Heisenberg-Modell erfolgen. Es
gibt mit Sicherheit auch Systeme, in denen das Hubbard-Modell von Beginn an verwen-
det werden muss, aber dennoch ist die Studie der effektiven Austauschwechselwirkung
aufschlussreich.
Als Ausgangspunkt dienen die Arbeiten von Katsnelson und Lichtenstein [70,85,86,87] zur
Berechnung der effektiven Austauschintegrale Jij für stark korrelierte Systeme. Der re-
sultierende Ausdruck ist das Ergebnis der Variation des thermodynamischen Potentials
bezüglich kleiner Spin-Rotationen in Kombination mit dem Local Force Theorem, dessen
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Erweiterung auf den Spin-polarisierten Fall bzw. den Spin-Freiheitsgrad unter dem Be-
griff Magnetic Force Theorem geläufig ist [22,86,133]. In diesem Zusammenhang sei auch
auf Arbeiten verwiesen, welche sich mit der (Nicht-) Relevanz von durch Unordnung
induzierten Vertexkorrekturen zu Jij beschäftigen [23,71] oder den systematisch einge-
führten Fehler [85](Vernachlässigung einer Energierenormierung) für endliche Magnon-
Wellenlängen korrigieren [22]. Im Folgenden soll allerdings der ursprüngliche Ausdruck [70]
verwendet werden, der bereits beispielsweise sowohl für Metalle [15,71,116] als auch ver-
dünnt magnetische Halbleiter [80] ausgewertet wurde.
Entsprechend ist der Hamiltonoperator (im nichtrelativistischen Fall) für wechselwir-
kende Spins an den Orten ri in Form eines Heisenberg-Modells mit dimensionslosen
Spins |ei| = 1 gegeben1:
Hˆ = −
∑
ij
i>j
Jijeiej . (6.33)
Die Wechselwirkungsmatrixelemente Jij zwischen den Spins oder auch effektiven Aus-
tauschintegrale lauten dann:
Jij = −Trω,α{Σˆi(iω)Gˆ
↑
ij
(iω)Σˆ
j
(iω)Gˆ
↓
ji
(iω)}. (6.34)
Bei Gˆ
σ
ij
(iω) handelt es sich um eine Matsubara-Greenfunktions Matrix im Spinsektor
σ bezüglich der orbitalen Basis α, d.h. zn = iωn mit ωn = πβ (2n + 1) als Matsubara
Frequenzen, und Σˆ
j
(iω) = 12(Σˆ
↑
j
(iω) − Σˆ↓
j
(iω)) ist dabei das effektive Spin-abhängige
Potential. Trω,α ist dann die Summe bzw. Spur über Matsubara-Frequenzen und Or-
bitalindizes, wobei sich die diskrete Frequenzsummation entweder als Integration über
die reelle Energieachse ω anhand folgender Identität schreiben lässt oder mittels Resi-
duensatz ausgewertet werden kann:
TrωF (iω) =
1
β
∑
n
F (iωn) = − 1
π
∫ ∞
−∞
dωf(ω){F (ω + iδ)} =
∑
p
Res(F, zp)f(zp).
(6.35)
Bei f(ω) handelt es sich um die Fermi-Funktion und F (z) ist analytisch in der oberen
und unteren komplexen Halbebene mit der Eigenschaft F (z)∗ = F (z∗) sowie der Annah-
me, dass F (z) im Unendlichen hinreichend stark abfällt und Pole bei zp besitzt. Somit
bleibt das folgende Integral für ein im Rahmen dieser Arbeit verwendetes elektronisches
Einteilchen-Modell zu berechnen:
Jij =
1
π
∫ ∞
−∞
dωf(ω){Σˆ
i
(ω + iδ)Gˆ
↑
ij
(ω + iδ)Σˆ
j
(ω + iδ)Gˆ
↓
ji
(ω + iδ)}. (6.36)
Unter den Annahmen, dass a) einerseits die Spin-abhängigen Potentiale aus einer lokalen
Kontaktwechselwirkung zwischen Spins resultieren, entsprechend dem letzten Term des
1Die Summationsbeschränkung i > j resultiert aus der Arbeit von Bouzerar et al. [19], taucht aber
in den Arbeiten von Katsnelson und Lichtenstein nicht explizit auf.
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s-d Modells aus Gl.(6.11) und dass b) die Spins der magnetischen Momente für T =
0K vollständig ausgerichtet sind (T = 0K → keine Spin-Flip-Streuung, ersetze Sˆzi →
〈Sˆzi 〉), sind die Spin-abhängigen Potentiale durch frequenz- und gitterplatzunabhängige
Diagonalmatrizen gegeben ( = 1),
Σˆ
i
(ω + iδ) = Σˆ = −J · 1ˆ S
2
, (6.37)
dessen Elemente bis auf einen Vorfaktor durch das Produkt aus Spin-Erwartungswert
〈Sˆzi 〉 = S der Störstellen mit dem Vektor der Kopplungskonstanten Jα (für mehrere
Orbitale α) zwischen Störstellen- und Ladungsträger- Spins gegeben ist. Die an dieser
Stelle gemachten Modellannahmen werden später für Ga1−xMnxAs und Ga1−xMnxN
näher erläutert und gerechtfertigt. Letztendlich muss nur ein Integral über das Produkt
zweier Einteilchen-Greenfunktionen gelöst werden:
Jij =
S2
4π
∑
α,β
JαJβ
∫ ∞
−∞
dωf(ω){Gˆ↑,αβij (ω + iδ)Gˆ↓,βαji (ω + iδ)}. (6.38)
Als nächster Schritt wird jetzt der Imaginärteil ausgewertet um abschliessend eine Dar-
stellung in Eigenbasis angeben zu können. Über die Dirac-Identität,
1
ω − ω0 ± iδ = P
1
ω − ω0 ∓ iπδ(ω − ω0), (6.39)
wobei P den Cauchy’schen Hauptwert bezeichnet, können beide Greenfunktionen in
ihren Real- und Imaginärteil zerlegt werden, so dass für das Produkt mit der Eigenbasis∑
n |n〉〈n| = 1ˆ gilt:
{Gˆ↑,αβij (ω + iδ)Gˆ↓,βαji (ω + iδ)} =
∑
n,m
{〈i, α, ↑ |n〉〈n|j, β, ↑〉〈j, β, ↓ |m〉〈m|i, α ↓〉}
·
[
P
1
ω − ωnP
1
ω − ωm − π
2δ(ω − ωn)δ(ω − ωm)
]
−π{〈i, α, ↑ |n〉〈n|j, β, ↑〉〈j, β, ↓ |m〉〈m|i, α ↓〉}
·
[
P
1
ω − ωn δ(ω − ωm) + δ(ω − ωn)P
1
ω − ωm
]
. (6.40)
Für den Fall, dass Hˆ reelle Matrixelemente besitzt, verschwindet der erste Term in Form
des Imaginärteils, weil dann wegen reellen Eigenfunktionen |n〉 ∈ R gilt:
{〈i, α, ↑ |n〉〈n|j, β, ↑〉〈j, β, ↓ |m〉〈m|i, α ↓〉} = 0. (6.41)
Für den Spezialfall, dass Hˆ hermitesch und Spin-unabhängig ist, gilt dies auch, weil nach
komplexer Konjugation der Entwicklungskoeffizienten und Umbenennung der Summa-
tionsindices m ↔ n die Summe aufgrund des Vorzeichenwechsels im Imaginärteil exakt
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null ergibt. Aus diesem Grund soll von jetzt an reelle Matrixelemente für Hˆ vorraus-
gesetzt werden und die weitere Auswertung des Ausdruckes für die effektiven Austau-
schintegrale ergibt dann:
Jij =
S2
4
∑
α,β
JαJβ
∑
n,m
f(ωm)− f(ωn)
ωn − ωm {〈i, α, ↑ |n〉〈n|j, β, ↑〉〈j, β, ↓ |m〉〈m|i, α ↓〉}.
(6.42)
Die Umwandlung der Summation in ein kontinuierliches Integral liefert anschliessend:
Jij =
S2
4
∑
α,β
JαJβ
∫ ∞
−∞
dω
∫ ∞
−∞
dω′
f(ω′)− f(ω)
ω − ω′ ×∑
n,m
δ(ω′ − ωm)δ(ω − ωn){〈i, α, ↑ |n〉〈n|j, β, ↑〉〈j, β, ↓ |m〉〈m|i, α ↓〉}. (6.43)
Die untere Zeile kann wiederum auf die folgende Form gebracht werden,
{〈i, α, ↑ |δ(ω − Hˆ)|j, β, ↑〉〈j, β, ↓ |δ(ω′ − Hˆ)|i, α ↓〉} = {ραβ↑ij (ω)ρβα↓ji (ω′)}, (6.44)
bei der es sich um ein Produkt von Matrixelementen des Spektraldichte-Operators han-
delt. Da reelle Matrixelemente für Hˆ vorrausgesetzt wurden, kann streng genommen
auch auf die Angabe von  verzichtet werden. Diese Form erlaubt die Berechnung der
effektiven Austauschintegrale mittels der Polynomkernentwicklung, so dass die Berech-
nung der vollen Eigenbasis, welche zur Auswertung von Gl.(6.42) benötigt wird, entfal-
len kann. Zweckmäßig erfolgen die Rechnungen konsistent mit den Modellannahmen für
T = 0K, so dass die Doppelintegration über die Differenz der Fermi-Funktionen noch
explizit vereinfacht werden kann:
Jαβij =
S2
4
JαJβ
∫ ∞
Ef
dω
∫ Ef
−∞
dω′
1
ω − ω′ ×{ρ
αβ↑
ij (ω)ρ
βα↓
ji (ω
′) + ραβ↑ij (ω
′)ρβα↓ji (ω)}.
(6.45)
In dieser Definition der effektiven Austauschintegrale in Kombination mit dem effektiven
Spin-Spin Hamiltonoperator, wird von klassichen Spins ausgegangen und die Größe des
Spins S ist in die Definition von Jij absorbiert worden. Daher muss beim Übergang zu
quantenmechanischen Spins Sˆi die Definition der klassischen Austauschintegrale eben-
falls modifiziert werden:
ei → Sˆi,
JClij := Jij → JQmij :=
1
S2
Jij . (6.46)
RKKY-Grenzfall: Die bisher vorgestellte Theorie enthält auch qualitativ den be-
kannten Spezialfall der RKKY-Wechselwirkung [11,69,129,187], wie im Folgenden gezeigt
werden soll. Dazu sind für die Greenfunktionen in Gl.(6.38) die (0)G
ij
(ω + iδ) des un-
gestörten gitterperiodischen Volumenmaterials zu wählen, das bedeutet, dass eventuell
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auftretende magnetische (Spin-abhängige) und nichtmagnetische Potentialstreuterme
Hˆ1 im zugehörigen Hamiltonoperator Hˆ = (0)Hˆ + (1)Hˆ zu vernachlässigen sind. Durch
Einfügen der Eigenbasis
∑
n,k |n,k〉〈n,k| = 1ˆ, dargestellt bezüglich der gitterperiodi-
schen Bloch- |k, α, σ〉 bzw. als Fourier-Summe der lokalisierten |i, α, σ〉 Basis:
|n,k〉 =
∑
α,σ
|k, α, σ〉〈k, α, σ|n,k〉 = 1√
N
∑
i,α,σ
eikRi |i, α, σ〉〈k, α, σ|n,k〉, (6.47)
(0)Gσ,αβij (ω + iδ) =
1
N
∑
n,k
eik(Ri−Rj)
〈k, α, σ|n,k〉〈n,k|k, β, σ〉
ω − ωn(k) + iδ︸ ︷︷ ︸
(0)Gσ,αβnk (ω+iδ)
, (6.48)
ergibt sich für den Fall eines (n = 1) elektronischen s-artigen Leitungsbandes (α = s)
und unter Verwendung der gleichen Näherungen wie zuvor eine skalare Selbstenergie,
Σˆ
i
(ω + iδ) = Σˆ = −JS
2
, (6.49)
so dass für die effektiven Austauschkopplungen folgender Ausdruck resultiert:
JRKKYij =
(JS)2
4N2
∑
k,k′
ei(k−k
′)(Ri−Rj) f(ω(k
′))− f(ω(k))
ω(k)− ω(k′) ×
{〈k, ↑ |k〉〈k|k, ↑〉〈k′, ↓ |k′〉〈k′|k′, ↓〉}. (6.50)
Die weitere Auswertung in der Näherung freier Elektronen mit parabolischer Dispersion
und ebenen Wellen als Eigenfunktionen,
ω(k) =

2k2
2m
, ω(kf ) =

2k2f
2m
,
〈k, ↑ |k〉 = 〈k, ↓ |k〉 = 1, (6.51)
liefert dann bis auf einen Vorfaktor S2/2 das bekannte Lehrbuchresultat J˜RKKYij
[108],
JRKKYij =
(JS)2
4N2
∑
k,k′
ei(k−k
′)(Ri−Rj) f(ω(k
′))− f(ω(k))
ω(k)− ω(k′) =
S2
2
J˜RKKYij ,
J˜RKKYij =
J2k6f
ωf
· 
2V 2
(2π)3N2
F (2kfRij), F (x) =
sin(x)− x · cos(x)
x4
, (6.52)
welches sich über Störungsrechnung in (1)Hˆ ≡ −J∑i Sˆisˆi als zweite Ordnung ergibt [97].
In Abb.(6.2) ist der Funktionsverlauf von F (x) dargestellt und somit oszilliert die
RKKY-Wechselwirkung als Funktion des Produktes aus Betrag des Fermivektors kf
mit dem Abstand Rij zwischen den magnetischen Momenten. Anhand dieses Resulta-
tes kann der Magnetismus in Metallen, bei denen die Fermienergie im Leitungsband liegt
und somit im Bereich einer endlichen Zustandsdichte, qualitativ verstanden werden, da
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Abbildung 6.2: Charakteristische RKKY-Funktion - Die für die RKKY-
Wechselwirkung typische Funktion F (x) oszilliert langreichweitig und weist eine Dämpfung
auf.
je nach Abstand der magnetischen Momente zueinander die Kopplung zwischen diesen
entweder ferromagnetisch (Jij > 0) oder antiferromagnetisch (Jij < 0) sein kann. Den-
noch muss auch das Wirken aller Kopplungen auf ein einzelnes Moment bzw. die zuein-
ander in Konkurrenz stehenden positiven und negativen Kopplungen zu verschiedenen
Abständen mit bedacht werden, um eine mögliche makroskopische, ferromagnetische
Ordnung zu gewährleisten.
6.6 Das Heisenberg-Modell
Zur Untersuchung der thermodynamischen Eigenschaften von verdünnt magnetischen
Halbleitern wird das Heisenberg-Modell verwendet. Es liefert eine realistische Beschrei-
bung des Magnetismus, der von lokalisierten magnetischen Momenten aus einer unvoll-
ständig gefüllten d- oder f - Elektronenschale hervorgerufen wird [110]. Daher wird erwar-
tet, dass die magnetisch dotierten Halbleiter Ga1−xMnxAs und Ga1−xMnxN ebenfalls
ausreichend beschrieben werden können, weil das Übergangsmetall Mn die Elektronen-
konfiguration [Ar] 3d5 4s2 aufweist. Die Elementaranregungen bzw. Quasiteilchen des
effektiven Modells werden Magnonen oder auch Spinwellen genannt. Bis heute existiert
nur eine exakte Lösung in einer Dimension und daher sind Näherungen unerlässlich,
wobei diese das Mermin-Wagner [99] und Goldstone Theorem [51] nicht verletzten sollten.
Ersteres besagt, dass im isotropen Heisenberg Modell in einer und zwei Dimensionen
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keine spontane Magnetisierung auftreten kann und letzteres, dass bei einer spontanen
Symmetriebrechung (z.B. ferromagnetische Ordnung unterhalb der kritischen Tempe-
ratur TC) Skalarteilchen ohne Masse auftreten, hier also Magnonen. Das Heisenberg-
Modell lautet explizit [19,47,129]:
Hˆ = −
∑
ij
i>j
JijSˆiSˆj = −1
2
∑
i =j
JijSˆiSˆj . (6.53)
Die Vektoroperatoren Sˆi stellen quantenmechanische Spinoperatoren an einem Gitter-
platz ri dar, wobei die übliche Spinalgebra analog zum Drehimpuls gilt:
[Sˆlj , Sˆ
m
j ]− = iSˆ
n
j εlmn l,m, n ∈ [x, y, z], (6.54)
Sˆ±i = Sˆ
x
i ± iSˆyi , (6.55)
Sˆ±i Sˆ
∓
i = Sˆ
2 ± Sˆzi − (Sˆzi )2, (6.56)
[Sˆ+i , Sˆ
−
j ]− = 2Sˆ
z
i δij , (6.57)
[Sˆ+i , Sˆ
−
j ]+ = 2Sˆ
−
j Sˆ
+
i + 2Sˆ
z
i δij , (6.58)
[Sˆ+i , Sˆ
−
i ]+ = 2Sˆ
2 − 2(Sˆzi )2, (6.59)
... = ... (6.60)
Für ungeordnete Spinsysteme läuft die Summe nur über die von magnetischen Ionen
besetzten Gitterplätze im Unterschied zu translationsinvarianten Systemen. An dieser
Stelle sei angemerkt, dass die Quasiteilchen des Heisenberg-Modells keine reinen Boso-
nen oder Fermionen sind, wie anhand der Holstein-Primakoff Transformation [60] gezeigt
werden kann. Nur für tiefe Temperaturen bei Linearisierung des Magnon-Hamilton-
Operators handelt es sich bei den energetisch niedrigsten Anregungen um wechselwir-
kungsfreie Bosonen. Für den Spin S=1/2 Grenzfall ist über die Jordan-Wigner Trans-
formation [65] auch eine rein fermionische Beschreibung zugänglich. Bei der Lösung des
Heisenberg-Modells sind die thermodynamischen Erwartungswerte interessant, wie et-
wa die lokalen Momente 〈Sˆzi 〉, 〈(Sˆzi )2〉 oder auch 〈Sˆ−i Sˆ+i 〉, welcher transversale Spin-
Fluktuationen beschreibt. Die bei weitem interessanteste und technologisch relevanteste
Größe ist allerdings die spontane Magnetisierung, welche an der kritische Temperatur
TC zusammenbricht und somit ein Phasenübergang zweiter Ordnung stattfindet.
Anhand dieses kurzen Überblicks wird deutlich wie vielfältig und komplex die theoreti-
sche Beschreibung von Magnetismus werden kann. Dies liegt unter Anderem daran, dass
neben möglichen Unordnungseffekten der Spin-Freiheitsgrad ein integraler Bestandteil
der Beschreibung des Systems ist und nicht nur eine kleine Störung.
6.6.1 Greenfunktion und Bewegungsgleichung
Zur Lösung des (ungeordneten bzw. anisotropen) Heisenberg-Modells wird der Forma-
lismus der Vielteilchen Greenfunktionen für Spinsysteme [47] angewandt. Dadurch ist ei-
ne approximative Lösung des thermodynamischen Problems in Tyablikow-Näherung [12]
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über eine Molekularfeldnäherung hinaus möglich. Weil eine Beschreibung von Spin-
Freiheitsgraden sowohl über eine Kommutator- als auch Antikommutatoralgebra er-
folgen kann und in der Antikommutator-Spektraldichte keine Matrixelemente fehlen,
definieren wir die folgende retardierte, temperaturabhängige
Antikommutator-Greenfunktion im thermodynamischen Gleichgewicht mit t > 0 als
relativer Zeit:
Gij(t) = 〈〈Sˆ+i (t); Sˆ−j 〉〉+ = −iΘ(t)〈[Sˆ+i (t), Sˆ−j ]+〉. (6.61)
Die doppelten Klammern 〈〈...〉〉 sind als abkürzende Notation zu verstehen, wobei ein-
fache Klammern 〈...〉 den thermodynamischen Erwartungswert kennzeichnen. Durch
die Verwendung der Antikommutator Greenfunktion bzw. die Wahl einer fermionischen
Beschreibung ergeben sich später formale Vorteile, prinzipiell sollte allerdings die bo-
sonische Beschreibung über die Kommutator Greenfunktion äquivalent sein. Die ent-
sprechende Bewegungsgleichung nach Fourier Transformation für die energieabhängige
Greenfunktion ist dann gegeben durch:
ω〈〈Sˆ+i ; Sˆ−j 〉〉+ω = 〈[Sˆ+i , Sˆ−j ]+〉+ 〈〈[Sˆ+i , Hˆ]−; Sˆ−j 〉〉+ω. (6.62)
Als nächster Schritt ist es notwendig, den Kommutator in der höheren Greenfunktion zu
berechnen. Dazu wird der Heisenberg Hamiltonoperator zunächst in eine symmetrische
Form umgeschrieben,
Hˆ = −1
2
∑
ij
JijSˆiSˆj = −1
2
∑
ij
Jij
{
1
2
(Sˆ+i Sˆ
−
j + Sˆ
−
i Sˆ
+
j ) + Sˆ
z
i Sˆ
z
j
}
, (6.63)
um dann folgende Identitäten anwenden zu können:
[Sˆ∓i , Sˆ
±
k Sˆ
∓
l ]− = ∓2Sˆzi Sˆ∓l δik, (6.64)
[Sˆ∓i , Sˆ
∓
k Sˆ
±
l ]− = ∓2Sˆ∓k Sˆzi δil, (6.65)
[Sˆ∓i , Sˆ
z
kSˆ
z
l ]− = ±Sˆ∓i Sˆzl δik ± SˆzkSˆ∓i δil. (6.66)
Wegen Jkk = 0 und Jkl = Jlk ergibt sich das Zwischenergebnis,
[Sˆ+i , Hˆ]− = −
∑
n
Jin(Sˆ
z
i Sˆ
+
n − SˆznSˆ+i ), (6.67)
welches auf folgende, zunächst noch exakte Gleichung führt:
ω〈〈Sˆ+i ; Sˆ−j 〉〉+ω = 〈[Sˆ+i , Sˆ−j ]+〉−
∑
n
Jin{〈〈Sˆzi Sˆ+n ; Sˆ−j 〉〉+ω−〈〈SˆznSˆ+i ; Sˆ−j 〉〉+ω}. (6.68)
An dieser Stelle muss nun eine sinnvolle Entkopplungsvorschrift für die zwei unbekann-
ten Greenfunktion von höherer Ordnung gefunden werden, um ein geschlossenes und
somit lösbares Gleichungssystem zu erhalten. Eine Hartree-Fock-artige Entkopplung
liefert:
〈〈Sˆzi Sˆ+n ; Sˆ−j 〉〉+ω ≈ 〈Sˆzi 〉〈〈Sˆ+n ; Sˆ−j 〉〉+ω + 〈Sˆ+n 〉〈〈Sˆzi ; Sˆ−j 〉〉+ω. (6.69)
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Unter der weiteren Annahme, dass lokale Spinerhaltung 〈Sˆ+n 〉 = 0 gilt, gelangt man zur
sogenannten Tyablikow-Näherung [12], welche sehr erfolgreich bei der Beschreibung kon-
zentrierter Spinsysteme zum Einsatz kommt. Im Hochtemperaturbereich ergibt sich das
Curie-Weiß Gesetz, die Curie-Temperatur wird gegenüber der Molekularfeldnäherung
verbessert und im Tieftemperaturberich wird die Abhängigkeit der Magnetisierung als
Funktion der Temperatur im Vergleich zur Spinwellentheorie von Dyson [39] korrekt in
den Termen T 3/2,T 5/2 und T 7/2 reproduziert. Es entsteht allerdings ein inkorrekter T 3
Term [108].
Es wird folglich die Selbstenergie durch den Erwartungswert der (lokalen) Magne-
tisierung approximiert. Mit dieser Entkopplungsvorschrift lautet dann die Bewegungs-
gleichung:
{ω −
∑
n
Jin〈Sˆzn〉}Gij(ω) + 〈Sˆzi 〉
∑
n
JinGnj(ω) = 〈[Sˆ+i , Sˆ−j ]+〉. (6.70)
In Molekularfeldnäherung ist der zweite Term auf der linken Seite zu vernachlässigen,
so dass z.B. das Magnon-Spektrum für translationsinvariante Systeme keine Dispersion
aufweist:
{ω −
∑
n
Jin〈Sˆzn〉}GMFij (ω) = 〈[Sˆ+i , Sˆ−j ]+〉. (6.71)
Die ursprüngliche entkoppelte Gl.(6.70) kann als Matrixgleichung mit einem effektiven
Hamiltonoperator aufgefasst werden:
(ω1−Heff)G = I,
Heffik =
∑
n
Jin〈Sˆzn〉δik − 〈Sˆzi 〉Jik,
Iik = 〈[Sˆ+i , Sˆ−k ]+〉. (6.72)
Allerdings ist der effektive Hamiltonoperator Heff nicht mehr hermitesch aufgrund der
Tatsache, dass eine nichtuniforme, an jedem Gitterplatz unterschiedliche lokale Magne-
tisierung 〈Sˆzi 〉 wegen der Tyablikow-Näherung vorliegen kann. Für konzentrierte Spin-
systeme ist die lokale Magnetisierung jedoch gitterplatzunabhängig, 〈Sˆzi 〉 = 〈Sˆz〉, und
daher tritt in solchen Systemen dieses Problem nicht auf bzw. Heff ist hermitesch. Somit
stellt sich die berechtigte Frage, ob Heff ein reelles Spektrum besitzt und es kann gezeigt
werden, dass dies nur für 〈Sˆzi 〉 > 0, ∀i gewährleistet ist. Somit setzen wir von nun
an eine lokale positive Magnetisierung vorraus, die jedoch gitterplatzunter-
schiedlich sein darf.
Aufgrund dieser Tatsache kann die Greenfunktion formal durch das Einfügen der linken
und rechten Eigenvektoren ausgedrückt werden, wobei ωα die entsprechenden Eigen-
energien der Magnon-Anregungen sind:
Gij(ω) = 〈[Sˆ+i , Sˆ−j ]+〉 ·
∑
α
〈i|αR〉〈αL|j〉
(ω − ωα) + i0 . (6.73)
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6.6.2 Korrelationsfunktionen & Relation zwischen Kommutator und
Antikommutator Inhomogenitäten
Die entsprechende Anwendung des Spektraltheorems der Antikommutator-Spektraldichte
liefert die Korrelationsfunktion
〈Sˆ−j Sˆ+i (t)〉 = −
1
π

∞∫
−∞
dω
Gij(ω + i0)
eβω + 1
e−iωt
= lim
δ→0
i
2π
∞∫
−∞
dω
Gij(ω + iδ)−Gij(ω − iδ)
eβω + 1
e−iωt, (6.74)
welche unter Anderem transversale Spin-Fluktuationen zur Relativzeit t = 0 beschreibt:
〈Sˆ−j Sˆ+i 〉 = 〈[Sˆ+i , Sˆ−j ]+〉 ·
∑
α
〈i|αR〉〈αL|j〉
eβωα + 1
= 〈[Sˆ+i , Sˆ−j ]+〉 · φFij . (6.75)
Hier wurde eine neue Größe φFij , dessen Diagonalelemente der lokalen Quasi-Fermion
Besetzungszahl entsprechen, definiert. Der Vorteil dieser Gleichung wird klarer im Falle
des Auftretens von Magnon Moden mit Eigenenergie ωα = 0, weil zur Berechnung der
Korrelationsfunktion über die Kommutator-Spektraldichte mit entsprechender Green-
funktion,
G˜ij(ω) = 〈[Sˆ+i , Sˆ−j ]−〉 ·
∑
α
〈i|αR〉〈αL|j〉
(ω − ωα) + i0 , (6.76)
zusätzlich dann noch der konstante Beitrag zu geraden Matsubara-Frequenzen ω = 0
im Spektraltheorem berücksichtigt werden muss:
〈Sˆ−j Sˆ+i 〉 = 〈[Sˆ+i , Sˆ−j ]−〉 ·
∑
α,ωα =0
〈i|αR〉〈αL|j〉
eβωα − 1 + 〈[Sˆ
+
i , Sˆ
−
j ]+〉
∑
α0
〈i|αR0 〉〈αL0 |j〉
2
= 〈[Sˆ+i , Sˆ−j ]−〉 · φBij + 〈[Sˆ+i , Sˆ−j ]+〉 · φB,0ij . (6.77)
Die Bestimmung der zusätzlichen Konstanten Cij in der Kommutator-Spektraldichte
erfolgt über den folgenden im Komplexen durchzuführenden Grenzübergang mit der
Antikommutator-Greenfunktion, da diese für Cij 	= 0 dort einen Pol erster Ordnung
mit dem Residuum 2Cij besitzt [110]:
lim
z→0
z ·Gij(z) = 2Cij . (6.78)
Auch hier wurden zwei neue Größen φBij und φ
B,0
ij , dessen Diagonalelemente als lokale
Quasi-Boson Besetzungszahlen aufzufassen sind, entsprechend für ωα 	= 0 und ωα = 0
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eingeführt und es sei angemerkt, dass unter Benutzung der Kommutator Greenfunktion
sich in der Bewegungsgleichung nur die Inhomogenität ändert. In diesem Kontext sei
auch auf die Arbeiten von Fröbrich und Kuntz [46,47] verwiesen, die sich intensiv mit dem
Auftreten von Nullmoden und den Konsequenzen für das Spektraltheorem befassen.
Nun ist es zweckmäßig, sich die Verbindung zwischen 〈[Sˆ+i , Sˆ−j ]−〉 und 〈[Sˆ+i , Sˆ−j ]+〉 klar
zu machen. Aus der einfachen Beziehung,
〈Sˆ−j Sˆ+i 〉 =
〈[Sˆ+i , Sˆ−j ]+〉
2
− 〈[Sˆ
+
i , Sˆ
−
j ]−〉
2
, (6.79)
kann durch Multiplikation mit φBij und φ
F
ij , sowie Einsetzen beider Ausdrücke für die
Erwartungswerte 〈Sˆ−j Sˆ+i 〉 gezeigt werden, dass ohne explizite Auswertung bzw. Berück-
sichtigung einer Algebra1 allgemein gelten muss:
φBij(1− 2φFij) = φFij − φB,0ij ⇐⇒ φFij(1 + 2φBij) = φBij + φB,0ij , (6.80)
〈[Sˆ+i , Sˆ−j ]−〉 = (1− 2φFij) · 〈[Sˆ+i , Sˆ−j ]+〉. (6.81)
Diese wichtigen Beziehungen erlauben es, die fermionische und bosonische Theorie inein-
ander umzurechnen und wie sich später zeigen wird, einen analytischen Korrekturterm
zur kritischen Temperatur TC in Tyablikow-Näherung herzuleiten. Die letzte Gleichung
wird auch implizit von Fröbrich und Kuntz [47] unabhängig von dieser Arbeit bestätigt.
6.6.3 Lokale Magnetisierungen für beliebigen Spin S
Als nächster Schritt sind die lokalen Magnetisierungen 〈Sˆzi 〉 zu berechnen und zwar
unabhängig davon, auf welche Art die Selbstenergie im Heisenberg-Modell approxi-
miert wird. Im Spezialfall von S = 12 kann dies noch auf relativ einfache Weise gesche-
hen, weil 〈[Sˆ+i , Sˆ−i ]+〉 = 2 bzw. 〈(Sˆzi )2〉 = 
2
4 gilt und somit die bekannte Beziehung
〈Sˆzi 〉 = 2 − 1〈Sˆ−i Sˆ+i 〉 direkt aus Gl.(6.81) mit i = j folgt.
Für den allgemeinen Fall mit beliebigem Spin S muss ein anderer Ansatz gewählt wer-
den, da der Antikommutator 〈[Sˆ+i , Sˆ−i ]+〉 den unbekannten Erwartungswert von 〈(Sˆzi )2〉
enthält. Eine mögliche Lösungstrategie wurde von Callen [25] für die Kommutator Green-
funktion entwickelt und beruht im Wesentlichen darauf, eine Differentialgleichung für
〈eaSˆzi 〉 herzuleiten. Aus der entsprechenden Lösung kann ein analytischer Ausdruck für
beliebige Momente 〈(Sˆzi )n〉 durch Differentiation und durch anschließendes Bilden des
Grenzwertes a → 0 erhalten werden. Anstelle der Kommutator Spin-Algebra, wie et-
wa im Lehrbuch von Nolting [108] analog zu Callens Arbeit [25] vorgerechnet, soll aber
1Die angegeben Relationen gelten auf jeden Fall für den interessanten Spezialfall i = j und mögen
sich für i = j weiter vereinfachen, wenn die Spinalgebra explizit berücksichtigt wird.
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nun die Antikommutator Formulierung verwendet werden, dazu ist die Berechnung von
〈[Sˆ+i , eaSˆ
z
i Sˆ−i ]+〉 über folgende zwei Identitäten nötig:
[Sˆ+i , (Sˆ
z
i )
n]+ = {(Sˆzi − )n + (Sˆzi )n}Sˆ+i (6.82)
[Sˆ+i , e
Sˆzi ]+ = (e
−a + 1)eaSˆ
z
i Sˆ+i . (6.83)
Somit ergibt sich die Gleichung
〈[Sˆ+i , eaSˆ
z
i Sˆ−i ]+〉 = 2〈eaSˆ
z
i Sˆzi 〉+ (e−a + 1)〈eaSˆ
z
i Sˆ+i Sˆ
−
i 〉+ 2〈eaSˆ
z
i Sˆ−i Sˆ
+
i 〉. (6.84)
Durch Einfügen der allgemeinen Relation,
Sˆ±i Sˆ
∓
i = Sˆ
2 − (Sˆzi )2 ± Sˆzi , (6.85)
und kurzer Rechnung ergibt sich:
〈[Sˆ+i , eaSˆ
z
i Sˆ−i ]+〉 = 2S(S + 1)(e−a + 1)〈eaSˆ
z
i 〉
+ (e−a − 1)〈eaSˆzi Sˆzi 〉 − (e−a + 1)〈eaSˆ
z
i (Sˆzi )
2〉. (6.86)
An dieser Stelle muss nun eine zweite retardierte, temperaturabhängige Antikommu-
tator Greenfunktion im thermodynmischen Gleichgewicht mit t > 0 als relativer Zeit
definiert werden,
G′ij(t) = 〈〈Sˆ+i (t); eaSˆ
z
i Sˆ−j 〉〉+ = −iΘ(t)〈[Sˆ+i (t), eaSˆ
z
i Sˆ−j ]+〉, (6.87)
dessen Bewegungsgleichung zu der von Gij(t) formal identisch ist (auch wenn die
Tyablikow-Entkopplung verwendet wird), obwohl eine andere Inhomogenität vorliegt,
was daran liegt, dass der Exponentialterm auf der rechten Seite eingebaut ist. Ausser-
dem sind beide Greenfunktionen im Grenzfall a = 0 identisch. Aus diesen Gründen
kann auch die zugehörige Erwartungswert für t = 0 durch die gleichen Quasiteilchen
Besetzungszahlen φFii ausgedrückt werden wie bei Gij(ω):
〈eaSˆzi Sˆ−i Sˆ+i 〉 = 〈[Sˆ+i , eaSˆ
z
i Sˆ−i ]+〉 · φFii. (6.88)
Entsprechend der Arbeit von Callen [25] werden jetzt die folgende Größe und der Diffe-
rentialoperator,
Ωi(a) = 〈eaSˆzi 〉, Da = d
da
, (6.89)
eingeführt um Gl.(6.86) umzuschreiben:
〈[Sˆ+i , eaSˆ
z
i Sˆ−i ]+〉 = 2S(S + 1)(e−a + 1)Ωi(a)
+ (e−a − 1)DaΩi(a)− (e−a + 1)D2aΩi(a). (6.90)
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Multiplikation von Gl.(6.85) mit eaSˆzi und Bildung des Erwartungswertes liefert:
〈eaSˆzi Sˆ−i Sˆ+i 〉 = 2S(S + 1)Ωi(a)−D2aΩi(a)− DaΩi(a)
= 〈[Sˆ+i , eaSˆ
z
i Sˆ−i ]+〉 · φFii. (6.91)
Letztendlich können die letzten beiden Gleichungen miteinander kombiniert werden, so
dass eine Differentialgleichung für Ωi(a) das Resultat ist:
0 = −2S(S + 1) · Ωi(a) + (1− φ
F
ii)e
a + φFii
(1− φFii)ea − φFii
 ·DaΩi(a) +D2aΩi(a). (6.92)
Die allgemeine Lösung mit den zwei unbekannten Koeffizienten c1 und c2 lautet mit
 = 1:
Ωi(a) =
c1 · e−Sa
ea(φFii − 1) + φFii
+
c2 · e(S+1)a
(2S + 1)[ea(φFii − 1) + φFii]
(6.93)
Zur vollständigen Bestimmung der Lösung werden zwei Randbedingungen benötigt und
aus der trivialen Beziehung Ωi(0) = 1 folgt sofort:
c2 = (2S + 1)[(2φ
F
ii − 1)− c1], (6.94)
Ωi(a) =
c1 · e−Sa
ea(φFii − 1) + φFii
+
(2φFii − c1) · e(S+1)a
ea(φFii − 1) + φFii
. (6.95)
Es ist jetzt sinnvoll Ωi(a) über die folgende Definition neu auszudrücken:
ωi(x, a) =
exa
ea(φFii − 1) + φFii
⇒ Ωi(a) = c1 ·ωi(−S, a) + (2φFii− c1) ·ωi(S +1, a). (6.96)
Die zweite Randbedingung ist durch Mitteln der Operatoridentität, welche sich mit
Ωi(a = 0) schreiben lässt, gegeben:
S∏
p=−S
(Sˆzi − p) = 0 ⇒
S∏
p=−S
(Da − p)Ωi(a)|a=0 = 0. (6.97)
Auswertung dieses Ausdruckes führt auf die Relation:
c1 − (2φi − 1)
c1
=
∏S
p=−S(Da − p)ωi(−S, a)|a=0∏S
p=−S(Da − p)ωi(S + 1, a)|a=0
. (6.98)
Anschliessend ist es offenbar notwendig die Größe
∏S
p=−S(Da−p)ωi(x, a) zu berechnen,
um einen expliziten Ausdruck für c1 zu erhalten. Durch Substitution von y = ea und
Anwendung der geometrischen Summenformel, nachdem 1/φFii ausgeklammert wurde,
gelangt man zu:
S∏
p=−S
(
y
d
dy
− p
)
yx
y(φFii − 1) + φFii
=
1
φi
∞∑
n=0
(
1− φFii
φFii
)n S∏
p=−S
(n− x− p)yn+x. (6.99)
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Letztendlich setzen wir y = 1 (a = 0), ändern die Summationsindices zu m = n+x und
realisieren, dass Terme mit m < S + 1 verschwinden um das Ergebnis für x = −S zu
erhalten:
S∏
p=−S
(Da − p)ωi(−S, a)|a=0 = 1
φFii
∞∑
m=S+1
(
1− φFii
φFii
)m+S S∏
p=−S
(m− p). (6.100)
Auf analoge Art wird der Fall für x = S + 1 behandelt:
S∏
p=−S
(Da − p)ωi(S + 1, a)|a=0 = 1
φFii
∞∑
m=S+1
(
1− φFii
φi
)m−S−1 S∏
p=−S
(m− p). (6.101)
Der Quotient bzw. das Verhältnis
(
1−φFii
φFii
)2S+1
beider unendlicher Reihen (6.98) liefert
den noch unbekannten Koeffizienten c1 und ebenso die angestrebte Lösung für den
Erwartungswert 〈eaSˆzi 〉:
c1 =
(
2φFii − 1
)
1−
(
1−φFii
φFii
)2S+1 , (6.102)
〈eaSˆzi 〉 = (1− 2φFii)
[
φFii
2S+1
e−Sa − (1− φFii)2S+1e(S+1)a
(φFii
2S+1 − (1− φFii)2S+1)[(1− φFii)ea − φFii]
]
. (6.103)
Die lokale Magnetisierung ist dann durch die Ableitung bzgl. a an der Stelle a = 0
gegeben:
〈Sˆzi 〉 =
d
da
〈eaSˆzi 〉|a=0 =
(
S − φFii
1−2φFii
)
(1− φFii)2S+1 +
(
S +
1−φFii
1−2φFii
)
φFii
2S+1
(1− φFii)2S+1 − φFii2S+1
= S − φ
F
ii
1− 2φFii
+
(2S + 1)φFii
2S+1
(1− φFii)2S+1 − φFii2S+1
. (6.104)
In Kombination mit der Tyablikow-Entkopplung, kann folglich das ungeordenete Heisen-
berg-Modell im Rahmen des Gültigkeitsbereiches der Näherungen selbstkonsistent gelöst
werden. Es bleibt zu diesem Zeitpunkt allerdings offen, inwiefern die lokale Magnetisie-
rung eine gute Näherung für die fermionische bzw. bosonische Selbstenergie darstellt.
Gl.(6.104) ist trotzdem unabhängig von allen Approximationen an die Selbstenergie gül-
tig, da nur Quasiteilchen Besetzungszahlen eingehen und deswegen allgemein analytisch
exakt für beliebigen Spin S.
6.6.4 Verbindung zur bosonischen Theorie
Die bisher präsentierte fermionische Formulierung einer Greenfunktions Theorie für das
Heisenberg-Modell ist das Gegenstück zu der bosonischen Variante von Tahir-Keli et
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al. [154], Callen [25] und Praveczky [121]. Tatsächlich wurde bereits eine analoge Gleichung
der Magnetisierung als Funktion der bosonischen Quasiteilchen Besetzungszahl für kon-
zentrierte Spinsysteme (〈Sˆzi 〉 = 〈Sˆz〉) mit allgemeinem Spin S von Callen und Praveczky
fast gleichzeitig gefunden, sowie bereits von Bouzerar et al. [19,28,133] eine gitterplatzab-
hängige Form aufgezeigt. Letztendlich müssen aber beide Beschreibungen der Physik
des Heisenberg-Modells, sei es bosonisch oder fermionisch, zum gleichen Ergebnis füh-
ren. Im Folgenden wird daher gezeigt, dass sich die fermionische Formulierung auf das
bosonische Ergebnis von Callen umtransformieren lässt und somit auch analytisch be-
stätigt werden kann.
Zu diesem Zweck wird der Kommutator und Antikommutator Erwartungswert 〈Sˆ−j Sˆ+i 〉
mittels Gl.(6.81) umformuliert. Der Beitrag der Nullmoden zur Quasiteilchen Beset-
zungszahl kann auf diese Weise in die neue Größe φCij , entsprechend der Formulierung
von Callen, absorbiert werden und schliesst auch den möglichen Fall ein, dass gar keine
Nullmoden (d.h. φB,0ij = 0) existieren :
〈Sˆ−j Sˆ+i 〉 = 〈[Sˆ+i , Sˆ−j ]−〉 · φBij + 〈[Sˆ+i , Sˆ−j ]+〉 · φB,0ij
〈Sˆ−j Sˆ+i 〉 = 〈[Sˆ+i , Sˆ−j ]−〉 ·
(
φBij +
φB,0ij
1− 2φFij
)
︸ ︷︷ ︸
=φCij
= 〈[Sˆ+i , Sˆ−j ]−〉 ·
(
φFij
1− 2φFij
)
(6.105)
Die letzte Zeile von obiger Gleichung kann auch von Fröbrich und Kuntz [47] bestätigt
werden, wird dabei jedoch als nutzlos erachtet und nicht weiter verfolgt. Stattdessen wer-
ten beide Autoren die Regularitätsbedingung der Kommutator-Greenfunktion aus, um
einen Ausdruck für den impulsabhängige Erwartungswert zu erhalten. In dieser Arbeit
wird dagegen ein anderer Weg gewählt und die Forderung von identischen Erwartungs-
werten 〈Sˆ−j Sˆ+i 〉 unter der Nebenbedingung, dass der Erwartungswert 〈[Sˆ+i , Sˆ−j ]−〉 	= 0
erfüllt, was aufgrund der Spinalgebra i = j impliziert, führt auf den simplen Zusam-
menhang:
1
φCii
=
1− 2φB,0ii
φBii + φ
B,0
ii
=
1
φFii
− 2. (6.106)
Für das zweite Gleichheitszeichen wurde der Term φFii über Gl.(6.80) eliminiert. In
der Tat kann jetzt durch Ausklammern und Kürzen von φFii
2S+1 in der ersten Zeile von
Gl.(6.104) und Verwendung von Gl.(6.106) die lokale Magnetisierung für beliebigen Spin
S durch die quasi Boson Besetzungszahl φCii ausgedrückt werden, wie es bereits zuvor
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Callen [25] und Praveczky [121] im Jahr 1963 gelang:
〈Sˆzi 〉 =
(S − φCii)(1 + φCii)2S+1 + (S + 1 + φCii)φCii2S+1
(1 + φCii)
2S+1 − φCii2S+1
. (6.107)
Somit liegt einerseits eine analytische Bestätigung obiger Gleichung über die alternati-
ve Antikommutator-Algebra vor und andererseits wurde explizit die Äquivalenz einer
bosonischen und fermionischen Greensfunktionstheorie bewiesen. Es sei allerdings ange-
merkt, dass im Ergebnis von Callen [25] und Praveczky [121] nur φBii berücksichtigt wurde,
dagegen in dieser Arbeit explizit die Gültigkeit für φCii, welche einen Nullmodenbeitrag
einschliesst, gezeigt wurde.
6.6.5 Kritische Temperaturen
Zuletzt soll nun ein analytischer Ausdruck für die kritische Temperatur TC hergeleitet
werden. Dazu wird wieder in Gl.(6.104) die Größe φFii
2S+1 ausgeklammert und gekürzt:
〈Sˆzi 〉 =
(
S − 11
φF
ii
−2
)
( 1
φFii
− 1)2S+1 +
(
S +
1
φF
ii
−1
1
φF
ii
−2
)
φFii
2S+1
( 1
φFii
− 1)2S+1 − 1 , (6.108)
In der Umgebung des Phasenüberganges T = TC wird die vorherige Gleichung um
1/φFii = 2 bis zur ersten Ordnung entwickelt weil die Anzahl der angeregten Quasiteil-
chen dann aufgrund der Fermi-Funktion 1/2 (dies entspricht unendlich vielen angeregten
Bosonen mit φCii = ∞ nach Gl.(6.80) ) sein muss:
〈Sˆzi 〉 ≈
1
3
S(S + 1)
(
1
φFii
− 2
)
+ O2 + ... . (6.109)
An dieser Stelle kann erneut Gl.(6.106) verwendet werden,
〈Sˆzi 〉 ≈
1
3
S(S + 1)
(
1− 2φB,0ii
φBii + φ
B,0
ii
)
+ O2 + ... , (6.110)
um anschliessend die Bose-Funktion bis zur zweiten Ordnung in der Umgebung des
Curie-Punktes zu entwickeln. Dies stellt keine Hochtemperatur-Entwicklung dar, weil
die Magnon-Anregungsenergien für das ungeordenete Heisenberg-Modell mit Tyablikow-
(RPA-) Näherung in erster Ordnung bei T → TC (bzw. 〈Sˆzi 〉 → 0) aufgrund des effek-
tiven Hamiltonoperators proportional zu 〈Sˆzi 〉 selbst sind:
φBii ≈ 〈i|(βCHeff + O2 + ...)
−1|i〉 =
(
βC
∑
n
Jin〈Sˆzn〉
)−1
, βC = (kBT
i
C)
−1. (6.111)
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Es wird sofort klar, dass die Entwicklung der Bose-Funktion somit in Nachhinein für klei-
ne Magnon-Anregungsenergien ωα über die verschwindende Magnetisierung gerecht-
fertigt werden kann ohne Vorraussetzungen an die Größenordnung von TC selbst zu
stellen. Falls ausserdem die Magnetisierung wurzelförmig mit der Temperatur 〈Sˆzn〉 ∼√
TC − T gegen null konvergiert (dies ist ein Resultat der Molekularfeldnäherung für
das Heisenberg-Modell) [33], ergibt sich ein zweites Argument für die Entwicklung der
Bose-Funktion:
lim
T→TC
√
TC − T
kBT
= 0. (6.112)
Der analytische Ausdruck für die lokale Curie-Temperatur am Gitterplatz i lautet dann
mit eβωα ≈ (1 + βωα):
T iC =
S(S + 1)
3kB
{
1− φB,0ii (2 + 〈Sˆzi 〉)
}⎡⎣ ∑
α,ωα =0
〈Sˆzi 〉〈i|αR〉〈αL|i〉
ωα
⎤
⎦−1. (6.113)
Dieser Ausdruck ist das Gegenstück der bekannten Ausdrücke von
Bouzerar et al. [16,17,19,28] oder (bis auf den Faktor 1/2) von Hilbert und Nolting [58,59] für
die über die Gitterplätze gemittelte kritische Temperatur TC in Tyablikow-Näherung,
allerdings nun in einer komplett lokalen Formulierung für ungeordenete Systeme unter
expliziter Berücksichtigung des in der Literatur fehlenden, aber durchaus möglichen
Nullmodenbeitrages in Form eines Korrekturterms −φB,0ii (2 + 〈Sˆzi 〉) im Zähler und aus
der alternativen fermionischen Herleitung. Die makroskopische Curie-Temperatur ergibt
sich analog als Mittelwert über die N besetzten Gitterplätze:
TC =
1
N
∑
i
T iC = F (T ). (6.114)
Obige Gleichung ist ausserdem eine temperaturabhängige Funktion F (T ), weil sich
die lokalen Magnetisierungen 〈Sˆzi 〉 im Falle von Unordnung und gitterplatzabhängiger
Selbstenergie nicht exakt kürzen lassen. Dieser Gedankengang wird bei der entsprechen-
den Diskussion im nächsten Abschnitt genauer erläutert. Der wichtige Unterschied zur
Literatur besteht darin, dass Bouzerar et al. die lokalen Magnetisierungen in Gl.(6.113)
vorab zu 〈Sˆz〉 mittelt und die Magnon-Spektralfunktion des ungeordneten Systems einer
Fourier-Transformation unterzieht. Hilbert und Nolting mitteln dagegen die Magnon-
Spektralfunktion über die Gitterplätze für endliche Konzentrationen x ≤ 1 und verwen-
den von Beginn an eine gitterplatzunabhängige Magnetisierung.
Von nun an soll für den Rest der Arbeit auf den Beitrag φB,0ii zweckmäßig verzichtet
werden, d.h. es wird φCii = φ
B
ii entsprechend φ
B,0
ii = 0 gesetzt. So kann konsistent mit
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der bekannten Literatur in der bosonischen Beschreibung von Hilbert und Nolting [58],
sowie Bouzerar im Review von Sato et al. [133] gearbeitet und vergleichen werden, weil
die fermionische Variante des Heisenberg-Modells den Nullmodenbeitrag intrinsisch mit-
einschliesst und in der Literatur bisher nicht untersucht wurde.
6.6.6 Numerische Implementation und Spin S = 1
2
Ferromagnet
Im entwickelten Algorithmus zur selbstkonsistenten Lösung des ungeordneten Heisen-
berg Modells wird in jedem Iterationsschritt der effektive Hamiltonoperator Heff exakt
diagonalisiert, um dann die bosonische Quasiteilchenbesetzungszahl φBii zu berechnen,
aus denen sich wiederum die lokalen Magnetisierungen über Gl.(6.107) für den nächs-
ten Iterationsschritt ergeben. Parallel dazu werden die lokalen kritischen Temperatu-
ren T iC über Gl.(6.113), der Erwartungswert 〈Sˆ−i Sˆ+i 〉 entsprechend Gl.(6.77) und der
Erwartungswert 〈(Sˆzi )2)〉 nach Gl.(6.56) berechnet. Im Gegensatz zu Hilbert und Nol-
ting [58] sowie Chakraborty und Bouzerar [28] wird folglich die Magnon-Spektralfunktion
in der Implementation nicht gemittelt bzw. Fourier transformiert. Weiterhin muss be-
tont werden, dass die volle lokale Selbstkonsistenz für obige Erwartungswerte berechnet
und erst nach Abschluss eines Temperaturschrittes über Gitterplätze gemittelt wird,
was ebenfalls einen Unterschied zur Literatur darstellt. Die Mittelung über das Un-
ordnungsensemble erfolgt als letzter Schritt, wenn jede zufällige Konfiguration einzeln
berechnet wurde. Als Startwert für die lokalen Magnetisierungen werden zufällige Wer-
te 〈Sˆzn〉 ∈ [0, S] aus einer Gleichverteilung verwendet, welche dann beim Durchlaufen
der Selbstkonsistenzschleife konvergieren müssen. Als Abbruchkriterium dient einerseits
die Änderung dM der gitterplatzgemittelten Magnetisierung zwischen den Iterations-
schritten und andererseits der absolute Wert der gitterplatzgemittelten Magnetisierung
M = 1N
∑
i〈Sˆzi 〉, d.h die selbstkonsistent berechneten lokalen Magnetisierungen werden
akzeptiert wenn entweder M < δM am Phasenübergang erfüllt ist oder die Änderung
der Magnetisierung dM < δdM Konvergenz signalisiert. Mitunter zeigt das Konver-
genzverhalten eine Verlangsamung bei Annäherung an den Phasenübergang, was auch
beispielsweise ein Problem in klassischen Monte-Carlo Rechnungen [100,180] für Spinsys-
teme darstellt. Weiterhin werden in der Berechnung alle lokalen Magnetisierungen durch
die gitterplatzgemittelte Magnetisierung nur für den nächsten Iterationsschritt gesetzt
falls eine negative lokale Magnetisierung auftritt, weil dies zu komplexen Eigenwerten
führen kann und somit der Gültigkeitsbereich der Theorie höchst wahrscheinlich ver-
lassen wird. Auf diese Weise wird garantiert, dass Hˆeff immer reelle Eigenwerte hat auf
Kosten der Näherung einer uniformen Magnetisierung [58] innerhalb des entsprechenden
Iterationsschrittes.
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Als Test der numerischen Implementierung1 zur Lösung des ungeordneten Heisenberg-
Modells ist es zweckmäßig, den translationsinvarianten Spin S = 12 Ferromagneten (mit
Jn.N. = 1 für nächste Nachbarn und J = 0 sonst) auf einem einfach kubischen Gitter
mit periodischen Randbedingungen als endliches System zu betrachten. Es kann dabei
allerdings nicht der Anspruch bestehen, kritische Temperaturen und Exponenten aus
klassischen Monte-Carlo Simulationen [7,32,64] zu reproduzieren, weil dies über eine nicht-
klassische Greenfunktionstheorie in Tyablikow-Näherung nicht möglich ist. Für das hier
studierte System ist die analytische kritische Temperatur zu kBTC = 1.32S(S+1)2J [58]
als Referenzwert gegeben. Weil die lokale Magnetisierug 〈Sˆzi 〉 = 〈Sˆz〉 zusätzlich gitter-
platzunabhängig ist, kann aus dem effektiven Heisenberg Hamiltonoperator 〈Sˆz〉 ausge-
klammert werden kann, so dass das entsprechende Eigenwert-Problem (mit den Anre-
gungsenergien ω′α) temperaturunabhängig und nur einmalig vor Beginn der Selbstkon-
sistenzschleife zu lösen ist. Allerdings ist zur Berechnung der Quasiteilchenbesetzungzahl
dann ωα = 〈Sˆz〉 · ω′α zu setzen, um die korrekten Magnon-Energien zu verrechnen.
Die Ergebnisse für die thermodynamischen Erwartungswerte 〈Sˆz〉, 〈Sˆ−Sˆ+〉 und
〈(Sˆz)2)〉 sind als Funktion der dimensionslosen Curie-Temperatur T/T refC in Abb.(6.3)
für ein System mit N = Nx = Ny = Nz = 20 Spins in jeder Raumrichtung aufgetra-
gen. Die temperaturabhängige Magnetisierungskurve scheint keine vom wurzelförmigen
Verlauf abweichende Krümmung zu haben und auch der zugehörige Erwartungswert für
〈(Sˆz)2)〉 ergibt das erwartete analytische Resultat von 〈(Sˆz)2)〉 = 1/4 ( = 1) über den
gesamten Temperaturverlauf. Der verbleibende Erwartungswert 〈Sˆ−Sˆ+〉 = 1/2 − 〈Sˆz〉
zeigt ebenfalls das erwartete Verhalten. Die Auswertung des Ausdruckes für die kri-
tische Temperatur ist in der linken Abb.(6.4) als Funktion der relativen Temperatur
dargestellt und sobald der Phasenübergang erfolgt, muss die berechnete Kurve die Ur-
sprungsgerade schneiden, d.h. es muss F (T )/T refC = T/T
ref
C gelten. Daher ergibt sich
T/T refC ≈ 1.05 mit einer Abweichung von ca. 5% aufgrund der Endlichkeit des Systems,
welches in Übereinstimmung mit dem Wert für verschwindendes 〈Sˆz〉 aus Abb.(6.3) ist.
Interessanterweise ist es für das translationsinvariate System offenbar ausreichend den
Ausdruck F (T ) für die Curie-Temperatur für eine kleine Temperatur T = 0+K auszu-
werten, was daran liegt, dass die Elementaranregungen ω′α = ωα/〈Sˆz〉 sich aufgrund
von Translationsinvarianz nicht mit der Temperatur ändern. In der rechten unteren
Abb.(6.4) ist die dimensionslose Curie-Temperatur F (T )/T refC als Funktion der Anzahl
1Für alle Rechnungen wurden als Konvergenzparameter δM = S·10−3 und δdM = S·10−8 verwendet.
Eine Magnonmode |α〉 wird numerisch als Nullmode |α0〉 klassifiziert, wenn für die Magnon-Energie
ωα < ε · 103 gilt, wobei ε die relative Fliesskomma-Genauigkeit ist.
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Abbildung 6.3: Thermodynamische Erwartungswerte des Spin S=1/2 Ferroma-
gneten (einfach kubisch) - Selbstkonsistent berechnete Erwartungswerte als Funktion
der dimensionslosen Curie-Temperatur T/T refC für eine Systemgröße mit N = 20 Spins in
jeder Raumrichtung.
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Abbildung 6.4: Kritische Temperaturen des Spin S=1/2 Ferromagneten (ein-
fach kubisch) - Auswertung des Ausdruckes der dimensionslosen Curie-Temperatur
F (T )/T refC für eine Systemgröße mit N = 20 Spins in jeder Raumrichtung (links) und
Finite-Size Analyse (rechts).
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von Spins N3 zur Finite-Size Analyse aufgetragen und das Konvergenzverhalten befolgt
das erwartete Gesetz [32] TC(N) ≈ T refC + aq · N−1/ν . Die hier gegebene Abweichung
vom Referenzwert liegt an der endlichen Systemgröße N und unter Vernachlässigung
der ω = 0-Mode erhält man für endliche N kritische Temperaturen, die größer als der
Referenzwert sind. Im Ansatz von Hilbert und Nolting [58] ergeben sich (bei Einführung
eines Parameters, der ω = 0-Mode ins Positive verschiebt) dagegen kleinere kritische
Temperaturen als der Referenzwert.
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7Polare und unpolare Nitrid
Heterostrukturen
7.1 InN/GaN Quantenpunkte und Benetzungsschichten
7.1.1 Geometrie
Zu einer ersten qualitativen Studie der Auswirkungen von Elektron-Loch-Wechselwirkung
auf intrinsische Felder, angeregte Einteilchenzustände und Oszillatorstärken bietet sich
die Verwendung eines Modell-Quantenpunktes an, der sich ausschliesslich auf den zu
untersuchenden Effekt konzentriert. Daher wird im Folgenden ein linsenförmiger
InxGa1−xN/GaN Quantenpunkt mit Konzentration x = 1 (rein) auf einer Benetzungs-
schicht mit einer Dicke von zwei Gitterkonstanten in der polaren (c-plane) und unpola-
ren (m-plane) Orientierung simuliert. Die polare Geometrie ist in Bezug auf Größe und
Form durchaus realistisch [128,156], aber die experimentelle Konzentration von x ≈ 20%
wird nicht berücksichtigt. Weiterhin wird für die unpolare Wachstumsrichtung die glei-
che Geometrie angenommen, obwohl bekannt ist, dass sich Form und Größe experimen-
tell durchaus ändern. Yang et al. [185] berichten beispielsweise über m-plane InGaN/GaN
Quantenpunkte mit x ≈ 12% Indium, jedoch sind diese einerseits nicht überwachsen
(uncapped) und eine eindeutige Form kann anhand der TEM-Aufnahmen nicht identi-
fiziert werden. Eine Berücksichtigung von chemischer Unordnung, Konzentrationsgradi-
enten und Formänderung ist der hier gesetzten Zielsetzung daher eher abträglich und
außerdem entspricht die Wahl eines reinen Quantenpunktes dem Grenzfall von stärks-
ten intrinsischen Feldern. Somit kann der Fokus klar auf die Relevanz der Coulomb-
wechselwirkung bei Änderung der Orientierung des Polarisationspotentials und dessen
mögliche Kompensation gelegt werden. Aufgrund der verschiedenen Kristallorientierun-
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gen und des diskreten Ortsgitters im Rahmen der verwendeten Tight-Binding-Theorie
zur Modellierung der elektronischen Eigenschaften unterscheiden sich die Abmessungen
der Quantenpunkte innerhalb von 10%. Der polare (unpolare) Quantenpunkt besitzt
eine Grösse von Δx ≈ 7.74 nm (Δx ≈ 2.76 nm), Δy ≈ 7.66 nm (Δy ≈ 7.66 nm)
und Δz ≈ 3.11 nm (Δz ≈ 7.26 nm). Im Einklang mit der Symmetrie des Problems
kam in der polaren Geometrie eine hexagonale und im unpolaren Fall eine rechteckige
Superzelle zum Einsatz. Die in der numerischen Berechnung verwendeten Superzellen
wurden in der Abmessung so gewählt, dass der Abstand zwischen den Quantenpunkten
aufgrund der verwendeten periodischen Randbedingungen ungefähr doppelt so groß wie
die Nanostruktur selber ist. Explizit ergeben sich die Abmessungen dann in der pola-
ren Geometrie zu (36
√
3a, 72a, 18c) in der (x, y, z)-Richtung und (17
√
3a, 72a, 44c) im
unpolaren Fall, dabei sind die nicht-primitiven Gittervektoren im verwendeten Modell
als a1 = (
√
3a/2,−a/2, 0), a2 = (0, a, 0) und a3 = (0, 0, c) mit a, c als Gitterkonstanten
des GaN Materialsystems definiert.
7.1.2 Elektronische Modell und elastische Eigenschaften
Als elektronisches Modell kommt das selbstentwickelte Effective-Bond-Orbital Modell
(EBOM) für die Gruppe III-Nitride in Wurtzit-Struktur zum Einsatz, welches für das he-
xagonale Bravais-Gitter in Kombination mit der sp3-Basis und Hüpfmatrixelementen bis
zu übernächsten Nachbarn analytisch parametrisiert wurde [102]. Die Eingangsparame-
ter stammen einerseits aus ab-initio-Rechnungen (G0W0) [125,126,127,184] für das Wurtzit
Materialsystem und andererseits aus empfohlenen Literaturwerten [165] für Nitrid ba-
sierte Halbleiter. Das Modell liefert eine vernünftige Beschreibung der elektronischen
Dispersion ε(k) der Volumenmaterialen AlN,GaN und InN über die Brillouin-Zone,
weil ein Leitungsband und drei Valenzbänder an die Eigenenergien von allen Hoch-
symmetriepunkten der ab-initio Bandstruktur außer dem K-Punkt angepasst wurden
und es zusätzlich die effektiven Massen am Γ-Punkt sowie den Kane-Parameter berück-
sichtigt. Die Spin-Bahn-Aufspaltung wird in den folgenden Rechnungen vernachlässigt,
weil diese mit Δso = 5 meV für InN gering ist [165] und als Valenzbandversatz für das
InN/GaN Materialsystem kommt der empfohlene Wert von 0.5 eV zum Einsatz [165]. In
Abb.(7.1) ist die zugehörige Bandstruktur für die hier relevanten Materialien entlang
des irreduziblen Pfades aufgetragen und als Nullpunkt wurde die GaN Valenzbandkante
gewählt.
Die elastischen Eigenschaften wurden von O. Marquardt über Kontinuumselasti-
zitätstheorie [93] mit üblichen Piezokonstanten [165] berechnet und die zugehörige int-
rinsische elektrostatische potentielle Energie Vp(r) im Rahmen der Kooperation zur
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Abbildung 7.1: Bandstruktur für GaN und InN entlang des irreduziblen Pfades
im EBOM. - Es wurde der empfohlene Valenzbandversatz von 0.5 eV [165] für das InN/GaN
Materialsystem berücksichtigt.
Verfügung gestellt. Dabei wurden die Superzellen konsistent mit denjenigen aus der Be-
rechnung der elektronischen Eigenschaften gewählt, d.h. die Abmessungen sind
(23.1, 23.1, 9.3) nm in der polaren und (9.3, 23.1, 23.1) nm in unpolaren Ausrichtung.
Die Berücksichtigung im Tight-Binding Hamiltonoperator erfolgt dann ganz natürlich
als diagonaler Beitrag entsprechend Gl.(2.7) und modifiziert die diagonalen Matrixele-
mente. Allerdings ist zuvor Vp(r) auf das Tight-Binding Gitter R abzubilden bzw. zu
interpolieren und anschliessend eine Symmetrisierung durchzuführen. In der polaren
(c-plane) Geometrie wird Vp(R) sechsmal entsprechend der C6v-Symmetrie rotiert und
ein Mittelwert V¯p(R) gebildet um eine künstliche Symmetriebrechung durch Interpola-
tionsfehler zu vermeiden. Die gleiche Vorgehensweise wird im unpolaren (m-plane) Fall
angewendet, aber diesmal bleibt als Symmetrieoperation nur eine Spiegelung durch die
zentrale x − z Ebene des Quantenpunktes übrig. Die Modifikation der Tight-Binding
Matrixelemente aufgrund der Verspannungsfelder wird im Folgenden auf die diagonale
Korrektur durch V¯p(R) beschränkt, wobei angenommen wird, dass dieser Beitrag we-
sentlicher als eine Modifikation der nichtdiagonalen Hüpfmatrixelemente aufgrund neuer
Bindungslängen und -winkel ist. Zusätzlich ist das korrekte Skalierungsverhalten nicht
eindeutig klar, bzw. die zuvor erläuterten Varianten müssten einzeln auf ihre Gültigkeit
und Qualität untersucht werden. Im Rahmen einer qualitativen Modellstudie ist die
Kombination von EBOM, Kontinuumselastizitätstheorie und Korrektur der Diagonal-
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elemente ein guter Startpunkt um erste Einblicke auf die Auswirkung von attraktiver
Elektron-Loch-Coulombwechselwirkung auf die Vielteilchen-Oszillatorstärke zu erhal-
ten, obwohl diese Ansätze atomistische Symmetrien vernachlässigen. Daher ist unter
Verwendung genauerer Methoden wie etwa von empirischen Pseudopotentialen [45], ato-
mistischen Tight-Binding-Modellen (ETBM) [63,77,163] in Kombination mit der Valence-
Force-Field Methode (VFFM) [72,104,122] zur Berechnung der Verspannungsfelder eine
akkuratere Beschreibung zu erwarten. Zum Beispiel lieferte ein direkter Vergleich von
EBOM und atomistischem ETBM bei der Berechnung der Polarisationsanisotropie in
der [110]- und [11¯0]- Richtung für kubische GaN/AlN Zinkblende Nitrid Quantenpunkte
ohne Verspannungen qualitativ und quantitativ eine gute Übereinstimmung abgesehen
von einer kleinen Energieverschiebung [143].
7.1.3 Subbandstrukturen
Zur Untersuchung von angeregten Zuständen, welche später in der Vielteilchenbehand-
lung berücksichtigt werden sollen, ist die Kenntnis über die Anzahl von gebundenen
Quantenpunkt- Zuständen in der Nanostruktur von Bedeutung. Physikalisch findet mit
Sicherheit ein gradueller Übergang von im Quantenpunkt lokalisierten Zuständen zu de-
lokalisierten Wellenfunktionen in der Benetzungsschicht statt, dennoch mag ein energe-
tischer Abschneideparameter, der beide Klassen von Zuständen näherungsweise trennt,
ein systematisches Kriterium zur Unterscheidung darstellen. Die Bestimmung dieses ap-
proximativen Parameters kann über die Berechnung der Dispersion ε(k⊥) für die polare
und unpolare Benetzungsschicht ohne Quantenpunkt anhand von Gl.(2.6) erfolgen und
die entsprechenden Ergebnisse sind in Abb.(7.2) (polare Geometrie) und in Abb.(7.3)
(unpolare Geometrie) entlang des irreduziblen Pfades dargestellt. In beiden Fällen liegen
acht Subbänder vor, weil die elektronische Parametrisierung die sp3- Basis verwendet
und die Benetzungsschicht aus zwei Monolagen aufgebaut ist. Im polaren Fall bleibt
die hexagonale Symmetrie des Bravais-Gitters erhalten und in der unpolaren Geometrie
reduziert sich diese auf eine einfach rechteckige Symmetrie aufgrund der Rotation der
Benetzungsschicht. Die zugehörigen Koordinaten der Hochsymmetriepunkte sind expli-
zit in Tab.(7.1) angegeben und zur weiteren Verdeutlichung ist zusätzlich in Abb.(7.2)
und Abb.(7.3) als Einlage das niedrigste Leitungsband als zweidimensionale Dispersi-
on visualisiert. Die energetischen Abschneideparameter können nun als Minimum der
Leitungsbanddispersionen für die Elektronen, d.h. min(εCBk⊥=0), und als Maximum der
Valenzbanddispersionen für die Löcher, d.h. max(εV Bk⊥=0), für beide Wachstumsrich-
tungen seperat abgeschätzt werden. Diese Vorgehensweise ist dadurch gerechtfertigt,
dass sofern der Quantenpunkt als eine kleine Störung auf einer unendlich ausgedehnten
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Γ M K Γ Y S X
kx 0 2π/
√
3a 2π/
√
3a - - - -
ky 0 0 2π/3a 0 π/a π/a 0
kz - - - 0 0 π/c π/c
Tabelle 7.1: Hochsymmetriepunkte in der polaren (links) und unpolaren (rechts) Benet-
zungsschicht mit entsprechender hexagonaler (C6v) und einfach rechteckiger (C2v) Sym-
metrie. Eine fehlende Koordinatenangabe im Impulsraum impliziert die Behandlung der
jeweiligen Dimension des Problems im Ortsraum.
Benetzungsschicht aufgefasst wird, genau diese Eigenenergien prinzipiell den korrekten
energetischen Grenzwert ergeben, bei dem delokalisierte Wellenfunktionen im Spektrum
auftauchen. Letztendlich ergeben sich auf diese Weise in der polaren (unpolaren) Geo-
metrie für die Elektronen ein Abschneideparameter von ≈ 1.821 (2.324) eV und für die
Löcher ≈ 0.429 (0.343) eV.
Abbildung 7.2: Subbandstruktur der Benetzungsschicht in polarer (c-plane)
Wachstumsrichtung - Die Dispersion besitzt hexagonale Symmetrie und als Einlage
ist das niedrigste zweidimensionale Leitungs-Subband inklusive des irreduziblen Pfades
gezeigt.
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Abbildung 7.3: Subbandstruktur der Benetzungsschicht in unpolarer (m-plane)
Wachstumsrichtung - Die Dispersion besitzt einfach rechteckige Symmetrie und als Ein-
lage ist das niedrigste zweidimensionale Leitungs-Subband inklusive des irreduziblen Pfades
gezeigt.
7.1.4 Effektive Einschlusspotentiale
Zum weiteren Verständnis der Relevanz von angeregten Einteilchenzuständen soll eine
neue Größe, ein effektives Einschlusspotential, definiert und berechnet werden. Dieses
zweidimensionale Einteilchen-Potential wird seperat für Elektronen bzw. Löcher be-
stimmt und berücksichtigt Geometrie, intrinsische Felder sowie das Einschlusspotential
der Nanostruktur. Weiterhin erlaubt dieses erste Rückschlüsse auf das qualitative Loka-
lisierungsverhalten der Einteilchenzustände senkrecht zur Wachstumsrichtung in jeder
Geometrie und gibt daher einen Ausblick auf den zu erwartenden räumlichen Überlapp
von Elektronen- und Lochzuständen. Zuvor soll jedoch die in Abb.(7.4) und Abb.(7.5)
dargestellte intrinsische elektrostatische potentielle Energie V¯p(R) diskutiert werden,
weil auf Grundlage dieser das effektive Einschlusspotential bestimmt wird. Die maxi-
male potentielle Energiedifferenz reduziert sich um ca. 100 meV von 488 meV auf 384
meV im Vergleich von polarem und unpolarem Quantenpunkt. Dies liegt am reduzier-
ten Beitrag der spontanen Polarisation in der unpolaren Wachstumsrichtung, weil die
polare Oberfläche in z-Richtung reduziert wird. Dennoch separieren die starken intrin-
sischen Felder Elektronen- und Lochwellenfunktionen in beiden Geometrien, so dass im
polaren Fall Elektronen im oberen Teil des Quantenpunktes lokalisiert sein werden und
Löcher im unteren Teil in der Umgebung der Benetzungsschicht. Dagegen ist im un-
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polaren Fall eine räumliche Trennung mit Lokalisierungsverhalten an unterschiedlichen
Seiten der Linse zu rechnen. In dieser Argumentation werden Grundzustandswellen-
funktionen benutzt und es stellt sich die berechtigte Frage, ob dies auch für angeregte
Einteilchenzustände gilt und welche Konsequenzen dies für die Vielteilchenbehandlung
hat.
x−Achse in a
z−
Ac
hs
e 
in
 a
 
 
0 10 20 30 40 50 600
10
20
−0.2 −0.1 0 0.1 0.2
Abbildung 7.4: Elektrostatische potentielle Energie des polaren (c-plane) Quan-
tenpunktes in eV - Die weissen Punkte kennzeichnen die InN Einheitszellen in diesem
Querschnitt durch die numerische Superzelle. Gezeigt ist V¯p(R) nach der Interpolation und
Symmetrisierung durch den Autor dieser Arbeit, S. Barthel. Die Eingangsdaten stammen
von O. Marquardt.
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Abbildung 7.5: Elektrostatische potentielle Energie des unpolaren (m-plane)
Quantenpunktes in eV - Die weissen Punkte kennzeichnen die InN Einheitszellen in
diesem Querschnitt durch die numerische Superzelle. Gezeigt ist V¯p(R) nach der Interpo-
lation und Symmetrisierung durch den Autor dieser Arbeit, S. Barthel. Die Eingangsdaten
stammen von O. Marquardt.
Das effektive Einschlusspotential erlaubt nun Rückschlüsse über diese angeregte Zu-
stände und deren zugehörige energetische Lage. Die Berechnung erfolgt formal durch
77
7. POLARE UND UNPOLARE NITRID HETEROSTRUKTUREN
Berücksichtigung der intrinsischen elektrostatischen potentiellen Energie bei der Be-
rechnung der Benetzugsschichtdispersion:
HˆWlR‖R′‖,αα′
(k⊥) =
1
N⊥
∑
R⊥,R′⊥
eik⊥(R⊥−R
′
⊥)〈R⊥+R‖, α|Hˆ|R′⊥+R′‖, α′〉+ V¯p(R‖)δR‖,R′‖ .
(7.1)
D.h. für eine feste Position R0⊥. in einer Ebene senkrecht zur Wachstumsrichtung wird
die Materialabfolge entlang R‖ als eindimensionales Benetzungsschichtproblem aufge-
fasst und V¯p(R‖) als Diagonalbeitrag berücksichtigt. Dies ist für alle möglichen zwei-
dimensionalen Vektoren Ri⊥. zu wiederholen und nach exakter Diagonalisierung für
k⊥ = 0 kann die Elektronen- bzw. Lochgrundzustandsenergie als effektives zweidimen-
sionales Einschlusspotential Veff(R⊥) aufgefasst werden. Physikalisch entspricht das ei-
ner Ersetzung der Potentialvariation senkrecht zur Wachstumsrichtung im vollen drei-
dimensionalen Problem durch ein translationsinvariantes Potential.
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Abbildung 7.6: Seitenansicht des effektiven Einschlusspotentials Veff(x, y) für
den polaren Quantenpunkt. - Das Potential für die Elektronen (oben) und Löcher
(unten) zeigt verschiedene Profile entlang jeder Linie für unterschiedliche y-Koordinaten.
Die schwarze durchgezogene Linie entspricht der elektronischen Abschneide-Energie von
≈ 1.821 eV und die gestrichelte Linie dementsprechend ≈ 0.429 eV für die Löcher.
Die Ergebnisse dieser Rechnungen sind in Abb.(7.6) für die polare und in Abb.(7.7)
für die unpolare Geometrie senkrecht zur Wachstumsrichtung dargestellt. Sowohl für
Elektronen als auch Löcher in der polaren Orientierung scheint das Potential inner-
halb des Quantenpunktes flach und von homogener Natur zu sein. Die Grundzustän-
de sollten innerhalb des Quantenpunktes lokalisiert sein, allerdings räumlich getrennt
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Abbildung 7.7: Seitenansicht des effektiven Einschlusspotentials Veff(z, y) für
den unpolaren Quantenpunkt. - Das Potential für die Elektronen (oben) und Löcher
(unten) zeigt verschiedene Profile entlang jeder Linie für unterschiedliche y-Koordinaten.
Die schwarze durchgezogene Linie entspricht der elektronischen Abschneide-Energie von
≈ 2.324 eV und die gestrichelte Linie dementsprechend ≈ 0.343 eV für die Löcher.
mit einer Lokalisierung der Elektronen im oberen Bereich der Linse und die Löcher
im unteren Bereich der Benetzungsschicht aufgrund der vorherigen Diskussion von
V¯p(R), wie es anhand einer üblichen Darstellung des verkippten Einschlusspotentials
parallel zur Wachstumsrichtung verständlich ist. Für niedrige Energien sind die elek-
tronischen Zustände im Quantenpunkt lokalisiert und mit steigender Energie verschiebt
sich der Ladungsschwerpunkt in Richtung der Benetzungsschicht. Wegen der unter-
schiedlich hohen Potentialbarrieren von Elektronen und Löchern zur Benetzungsschicht
kann erwartet werden, dass erst angeregte Elektronenzustände mit sehr hoher Energie ei-
ne nichtverschwindende Wahrscheinlichkeitsdichte in der Benetzungsschicht entwickeln.
Bei den Löchern ist diese Potentialbarriere geringer, so dass mit steigender Energie ver-
gleichsweise schnell eine Verschiebung der Wahrscheinlichkeitsdichte zur Benetzungs-
schicht erfolgen sollte. Als Konsequenz wird eine geringe Oszillatorstärke für angeregte
Zustände postuliert, da die Lochzustände schneller in die Benetzungsschicht abwandern
als das angeregte Elektronenzustände eine entsprechende Wahrscheinlichkeitsdichte ent-
wickeln. Die räumliche Variation von Veff(x, y) befolgt die C6v-Symmetrie und es liegt
keine räumliche Anisotropie von Veff(x, y) innerhalb des Quantenpunktes vor, so dass
eine erhöhte Oszillatorstärke der Zustände nur mit einer Überwindung der intrinischen
Felder entlang der z-Richtung verknüpft sein kann. Zuletzt ist anzumerken, dass für die
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Elektronen das effektive Einschlusspotential um den Quantenpunkt herum im Vergleich
zur Benetzungsschicht weiter verstärkt und somit energetisch ungünstiger ist, was für
die Löcher nicht der Fall ist, weil das effektive Einschlusspotential monoton abklingt.
Für die unpolare Geometrie Abb.(7.7) ergibt sich ein anderes Gesamtbild: Die gebun-
denen Lochzustände sind im unteren Teil (z < z0) des Quantenpunktes lokalisiert und
die Elektronenzustände im oberen Teil (z > z0). Für niedrige Energien sollte daher eine
geringe Oszillatorstärke resultieren und nur angeregte Zustände können einen vergrös-
serten Überlapp im Zentrum des Quantenpunktes ausbilden. Dies liegt am verkippten
Einschlusspotential bzw. der Anisotropie von Veff(y, z), weil angeregte Zustände mit stei-
gender Energie zwangsläufig eine vergrösserte Wahrscheinlichkeitsdichte senkrecht zur
Wachstumsrichtung ausbilden im Gegensatz zum polaren Quantenpunkt. Aber wegen
der Anisotropie werden ab einer hinreichend hohen Energie Teile des Quantenpunktes
energetisch ungünstig, so dass die Entwicklung einer Wahrscheinlichkeitsdichte in der
Benetzungsschicht für Zustände mit gerade dieser hohen Energie zu erwarten ist. Gene-
rell ist das effektive Potential Veff(R) im polaren Fall zu kleineren (hoheren) Energien für
die Elektronen (Löcher) verschoben, was in stärker gebunden Zuständen resultiert und
an der erhöhten Feldstärke in der polaren Geometrie liegt. Abschliessend kann noch
ein Vergleich zu den approximativen energetischen Abschneideparametern mit dieser
etwas genaueren Rechnung erfolgen, welche zusätzlich Veff(R) und den Quantenpunkt
approximativ berücksichtigt. Dazu sind sowohl in Abb.(7.6) als auch in Abb.(7.7) der
elektronische Abschneideparameter als schwarze durchgezogene Linie für die Elektro-
nen und als gestrichelte Linie für die Löcher eingezeichnet. In der polaren Geometrie
liefert die genauere Rechnung einen ca. um ≈ 7 meV erhöhten Wert für die Elektro-
nen und entsprechend um ≈ 40 meV größer für die Löcher. Demnach scheinen letztere
sensitiver auf eine Veränderung des Einschlusspotentials aufgrund der intrinsischen Fel-
der zu reagieren. Die vergleichsweise große Abweichung des Abschneideparameters für
die Löcher führt technisch lediglich zu einer Berücksichtigung von mehr Lochzustän-
den in der Vielteilchenbehandlung als vermutlich nötig. Trotzdem besteht eine gewisse
Freiheit bei der Festlegung, wieviele gebundene Zustände letztendlich in der Vielteil-
chenbehandlung entsprechend des Abschneide-Kriteriums zu berücksichtigen sind, weil
die Faktorisierung aus Gl.(7.1) den Einfluss des Quantenpunktes nicht vollständig be-
rücksichtigt. In der unpolaren Geometrie resultiert für Elektronen und Löcher dagegen
ein um ≈ 1 meV erhöhter Abschneideparameter, der wie erwartet energetisch symme-
trisch ist. Letztendlich scheint das approximative Kriterium zur Unterscheidung von
gebundenen Zuständen des Quantenpunktes und ausgedehnten Zuständen der Benet-
zungsschicht über einen energetischen Abschneideparameter sinnvoll zu sein.
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7.1.5 Einteilchen-Wellenfunktionen
In diesem Teil sollen einige ausgewählte Einteilchen-Wellenfunktionen für die polare und
unpolare Geometrie in Abb.(7.8) sowie Abb.(7.9) gezeigt werden, um die vorangehen-
de Diskussion zu unterstützen. Dabei wurde versucht, den Fokus auf Wellenfunktionen
mit einem charakteristischen räumlichen Lokalisierungsverhalten zu legen. Im polaren
Fall besitzen alle Zustände die sechsfache Rotationssymmetrie des unterliegenden Git-
ters. Die elektronische Grundzustand, der angeregte Zustand und ein hoch-angeregter
Zustand sind im Quantenpunkt lokalisiert und bewegen sich mit steigender Energie lang-
sam zur Benetzungsschicht. Im Gegenteil dazu ist der zweifach entartete Loch- Grundzu-
stand tief in der Benetzungsschicht unterhalb des Quantenpunktes lokalisert, während
der angeregte Zustand räumlich um den Quantenpunkt herum eine Wahrscheinlich-
keitsdichte aufweist, aber immernoch in der Benetzungsschicht lokalisiert ist. Nur der
gezeigte hoch- angeregte Lochzustand weist eine signifikante Wahrscheinlichkeitsdichte
innerhalb des Quantenpunktes auf. Im unpolaren Fall ist die Situation komplett ver-
schieden, wie Abb.(7.9) zeigt. Es bleibt als Symmetrieoperation nur eine Spiegelung
bzgl. der xz-Ebene bei y = 0 übrig, weil die intrinsische elektrostatische potentielle
Energie aufgrund der Anisotropie in z-Richtung die zuvor vorliegende C2v-Symmetrie
reduziert. Wegen des verkippten Einschlusspotentials sind die Grundzustände räumlich
stark separiert und weil die Ausdehnung des Quantenpunktes in Feldrichtung grösser
ist als im polaren Fall, liegt sogar eine stärkere Trennung vor. Mit ansteigender Ener-
gie entwickeln die angeregten Zustände eine Wahrscheinlichkeitsdichte zum Zentrum des
Quantenpunktes hin, weil das effektive Einschlusspotential diese geringere räumliche Se-
paration erlaubt. Dabei weist der angeregte Elektron-Zustand eine Wahrscheinlichkeits-
dichteverteilung über den kompletten Quantenpunkt auf, wohingegen der Loch-Zustand
auf den unteren Teil des Quantenpunktes beschränkt ist. Physikalisch kann dies anhand
einer erhöhten effektiven Lochmasse erklärt werden, so dass die Löcher stärker gebunden
sind als die Elektronen. Abschliessend bleiben die hoch-angeregten Zustände zu disku-
tieren, welche aufgrund des effektiven Einschlusspotentials eine verstärkte Lokalisation
in der Benetzungsschicht aufweisen sollten. Genau dies ist für Elektronen und Löcher
der Fall, welche zwar immernoch eine nichtverschwindende Wahrscheinlichkeitsdichte
innerhalb des Quantenpunktes aufweisen, aber der Grossteil der Wahrscheinlichkeits-
dichte ist direkt über und unter dem Quantenpunkt lokalisiert in Kombination mit einer
grossen Verteilung über die Benetzungsschicht.
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Abbildung 7.8: Visualisierung ausgewählter Einteilchenzustände über Flächen
von gleicher Wahrscheinlichkeitsdichte in der polaren (c-plane) Geometrie -
Der Quantenpunkt ist als schwarze Linie angedeutet und jeder Zustand ist als Drauf-
sowie als Seitenansicht dargestellt. Im oberen Teil sind elektronische Wellenfunktionen mit
steigender Eigenenergie von links nach rechts gezeigt: Grundzustand, angeregter Zustand
und hoch-angeregter Zustand. Die gleiche Auftragung ist für die Löcher im unteren Teil
gewählt.
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Abbildung 7.9: Visualisierung ausgewählter Einteilchenzustände über Flächen
von gleicher Wahrscheinlichkeitsdichte in der unpolaren (m-plane) Geometrie
- Der Quantenpunkt ist als schwarze Linie angedeutet und jeder Zustand ist als Drauf-
sowie als Seitenansicht dargestellt. Im linken Teil sind elektronische Wellenfunktionen mit
steigender Eigenenergie von oben nach unten gezeigt: Grundzustand, angeregter Zustand
und hoch-angeregter Zustand. Die gleiche Auftragung ist für die Löcher im rechten Teil
gewählt.
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7.2 Optische Eigenschaften: Lineare Einteilchenspektren
Es bleiben die Dipolmatrixelemente für beide Geometrien zu diskutieren und eine sinn-
volle Darstellung erfolgt als lineares optisches Einteilchenspektrum in den Abb.(7.10)
für den polaren Quantenpunkt und in Abb.(7.11) für den unpolaren Fall. Dazu wurden
die Dipolmatrixelemente [140] dij zwischen Elektron- und Loch-Einteilchenzuständen |ei〉
bzw. |hj〉 über Einhüllendennäherung des Ortsoperators [140] aus Gl.(5.16) unter Ver-
nachlässigung von mikroskopischen Beiträge innerhalb der Einheitszelle berechnet:
dij = e〈ei|R|hj〉. (7.2)
Für den Fall eines linear polarisierten elektrischen Feldes E = [1, 1, 1]/
√
3 werden diese
über Fermis-Goldene-Regel [33] mit den entsprechenden Einteilchen-Energien Eei , E
h
j von
Elektron- und Lochzuständen zu einem linearen optischen Einteilchenspektrum I(ω)
verrechnet:
I(ω) =
2π

∑
ij
|dij ·E|2 δ
2
hom
(ω − (Eei − Ehj ))2 + δ2hom
. (7.3)
Es werden allerdings nur Zustände mit Eigenenergien bis zum jeweiligen energetischen
Abschneideparameter berücksichtigt. Für beide Geometrien sind die Spektren in un-
terschiedliche Anteile bei der Summation aufgeschlüsselt: Die blaue Kurve entspricht
Übergängen zwischen dem elektronischen Grundzustand und allen Lochzuständen, die
rote Kurve berücksichtigt dagegen zusätzlich alle elektronischen Zustände und die grü-
ne Kurve beschreibt nur den Übergang zwischen den Einteilchen-Grundzuständen. Als
homogene Verbreiterung in der Lorentzkurve zur Visualisierung der Spektren wurde
δhom = 1 meV verwendet.
Im polaren Fall in Abb.(7.10) liegen signifikante nichtverschwindende Dipolmatrix-
elemente des elektronischen Grundzustandes mit wenigen Lochzuständen bis zu einer
relativen Übergangsenergie von Δω ≈ 132 meV zum Grundzustandsübergang vor, weil
dort die blaue Kurve abklingt. Der Grundzustandsübergang erfolgt bei einer Energie
von ω ≈ 886 meV, wobei der elektronische Grundzustand bei Ee1 ≈ 1.450 eV und der
zweifach entartete Loch- Grundzustand bei Eh1 ≈ 564 meV liegt. Dies zeigt, dass obwohl
viele Lochzustände entsprechend des Abschneideparameters formal zu berücksichtigen
wären, auch viele Zustände optisch inaktiv normiert auf den Grundzustandsübergang
bei Δω = 0 zu sein scheinen. Ab Δω ≈ 158 meV setzen Übergänge von höheren elek-
tronischen Eigenzuständen ein, weil die rote und blaue Kurve nicht mehr identisch sind.
Bemerkenswert ist hier die Tatsache, dass Übergänge, welche den elektronischen Grund-
zustand miteinbeziehen, im optischen Spektrum ganz klar energetisch von Übergängen
mit Beiträgen von höheren elektronischen Zuständen getrennt sind. Weiterhin ist der
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Grundzustandsübergang der grünen Kurve nur halb so stark verglichen mit den anderen
Fällen, weil für den zweifach entarteten Lochgrundzustand nur eine Einfachbesetzung
des Unterraumes angenommen wird. Wird nun die Größenordnung der Übergänge be-
trachtet, ist festzustellen, dass, verglichen mit den Übergang bei Δω ≈ 132 meV und
dem Grundzustandsübergang, die Dipolmatrixelemente des elektronischen Grundzu-
standes mit allen Lochzuständen vergleichsweise niedrig ausfallen.
Abbildung 7.10: Lineares optisches Einteilchen-Spektrum des polaren (c-plane)
Quantenpunktes - Das Spektrum ist für verschiedene Elektron- & Lochanteile aufge-
schlüsselt, siehe Text, und zusätzlich sind die Wahrscheinlichkeitsdichten des Elektron-
und Lochgrundzustandes visualisiert.
Im unpolaren Fall dagegen sieht die Situation qualitativ und quantitativ anders aus:
Einerseits fehlen optische Übergänge mit einer vergleichsweise großen Oszillatorstärke,
jedoch treten insgesamt mehr optisch aktive Übergänge auf, was an der reduzierten
Symmetrie in der unpolaren Geometrie liegen mag. Der Grundzustandsübergang bei
Δω ≈ 1.022 eV mit einer im Vergleich zur polaren Geometrie geringeren Oszillator-
stärke ist zu einer leicht höheren Energie als im polaren Quantenpunkt verschoben und
die elektronische Grundzustandenergie liegt bei Ee1 ≈ 1.581 eV, sowie der nicht entarte-
te Loch-Grundzustand bei einer Energie von Eh1 ≈ 559 meV. Bis zu einer Energie von
Δω ≈ 148 meV befinden sich nur Übergänge des elektronischen Grundzustandes mit
allen Lochzuständen. Ein Vergleich zum polaren Quantenpunkt im etwa gleichen Ener-
gieintervall zeigt, dass deutlich mehr optisch aktive Übergänge mit teilweise stärkerer
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Oszillatorstärke vorliegen. Ab einer Energie von Δω > 148 meV setzen optische Über-
gänge zwischen angereten elektronischen Übergängen mit allen Lochzuständen ein und
interessanterweise in Kombination mit Beiträgen des elektronischen Grundzustandes bis
zu Energien von etwa Δω ≈ 213 meV. Dies ist ein weiterer qualitativer Unterschied
zum polaren Quantenpunkt, bei dem in diesem Energiebereich keine Mischung von Bei-
trägen aus unterschiedlichen elektronischen Zuständen außer dem Grundzustand zum
optischen Spektrum vorlag.
Abbildung 7.11: Lineares optisches Einteilchen-Spektrum des unpolaren (m-
plane) Quantenpunktes - Das Spektrum ist für verschiedene Elektron- & Lochan-
teile aufgeschlüsselt, siehe Text, und zusätzlich sind die Wahrscheinlichkeitsdichten des
Elektron- und Lochgrundzustandes visualisiert.
Zusammenfassend besteht der Unterschied zwischen polarem und unpolarem Quan-
tenpunkt darin, dass einerseits im gleichen Energieintervall bis Δω ≈ 148 meV ange-
regte Lochzustände im unpolaren Fall ein erhöhtes Dipolmatrixelement mit dem elektro-
nischen Grundzustand aufweisen und andererseits dann bis zu Energien von Δω ≈ 213
meV zusätzlich Beimischungen von angeregten elektronischen Zuständen erfolgen. Bei-
de Effekte fehlen im polaren Quantenpunkt, obwohl der Grundzustandsübergang eine
wesentlich größere Oszillatorstärke aufweist, was anhand der Wahrscheinlichkeitsdich-
ten für die entsprechenden Zustände verdeutlicht wird. Diese hier beobachteten Effekte
können sich auch möglicherweise auf die entsprechenden Coulombmatrixelemente aus-
wirken, so dass in Kooperation mit K. Schuh das wechselwirkende Vielteilchenproblem
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auf Basis der hier berechneten Einteilchen-Basis im Rahmen des EBOM untersucht
wurde.
Abbildung 7.12: Vergleich der linearen optischen Einteilchen- und Vielteilchen
Spektrem für den polaren und unpolaren Quantenpunkt - Die Absorptionsspek-
tren (rot) sind als Funktion der relativen Übergangsenergie zum Grundzustandsübergang
aufgetragen und die Emissionspektren (blau) analog für den exzitonischen Grundzustand
gezeigt. Als Einlage sind Wahrscheinlichkeitsdichten für Flächen konstanter Wahrschein-
lichkeitsdichte aufgetragen, um die Modifikation des räumlichen Überlapps aufgrund von
attraktiver Elektron-Loch Coulomb-Wechselwirkung zu verdeutlichen.
Zur klaren Abgrenzung zur Dissertation von K. Schuh, in der die Vielteilchen-
Behandlung des Problems geleistet wird und entsprechende Resultate diskutiert werden,
sollen an dieser Stelle zur Verdeutlichung des wesentlichen Ergebnisses nur die optischen
Spektren des polaren und unpolaren Quantenpunktes in Abb.(7.12) aus der Dissertation
von K. Schuh reproduziert sowie kurz kommentiert werden.
In der gemeinsamen Veröffentlichung [136] wurden die Wahrscheinlichkeitsdichten zur
Illustration quadratisch skaliert, um den Unterschied des räumlichen Überlapps noch
stärker zu betonen. Weiterhin wurden in Abb.(7.12) Visualisierungsfehler der Wahr-
scheinlichkeitsdichten aus der entsprechenden Abbildung in der Dissertation von K.
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Schuh für den unpolaren Quantenpunkt korrigiert. Die Vielteilchenrechnungen wurden
von K. Schuh im polaren Fall anhand von Tight-Binding Rechnungen für eine Superzelle
mit den Abmessungen (21
√
3a, 42a, 18c) in (x,y,z)-Richtung durchgeführt, weil für die
polare Geometrie weniger Einteilchenzustände zur Berechnung der niedrigen Vielteil-
chenzustände aufgrund von geringerer Mischung der Konfigurationen notwendig sind.
Für die unpolare Geometrie wurden dagegen Tight-Binding Ergebnisse auf Basis der
Superzelle mit den Abmessungen (17
√
3a, 72a, 44c) in (x,y,z)-Richtung durchgeführt.
Die Berücksichtigung von Coulomb-Korrelationen für den unpolaren Quantenpunkt
führt zu einer Verstärkung des Vielteilchen-Dipolamatrixelementes für den Vielteilchen-
Grundzustand, so dass eine im Vergleich zum polaren Quantenpunkt ähnlich große
Oszillatorstärke resultierte. In beiden Geometrien trat weiterhin aufgrund der Berück-
sichtigung von Coulomb-Wechselwirkung innerhalb der Konfigurationswechselwirkungs-
methode eine Energie-Renormierung des Vielteilchen-Grundzustandsüberganges auf.
Kürzlich konnte auch in einer Arbeit von S. Schulz et al. [137] die Bedeutung von Coulomb-
Wechselwirkung gezeigt werden: Es wurden unpolare GaN/AlN Quantenpunkte unter
Berücksichtigung der präzisen Geometrie in Kombination mit einer selbstkonsistenten
Hartree-Näherung zur Berücksichtigung der Elektron-Loch Anziehung auf Einteilchen-
niveau untersucht und der beobachtete erhöhte räumliche Überlapp von Elektron- und
Lochwellenfunktion stimmt mit den experimentellen Photolumineszensmessungen [44]
überein. Dies unterstützt die These, dass Berücksichtigung von Coulomb-Wechselwirkung
und der exakten Geometrie zur vernünftigen Beschreibung von unpolaren (a-plane)
GaN/AlN Quantenpunkten erforderlich ist.
Vor diesem Hintergrund sind die gemachten Modellrechnungen für reine InN/GaN
Quantenpunkte als Indiz für die Relevanz der Coulomb-Wechselwirkung zum weiteren
theoretischen Verständnis der optischen Eigenschaften von unpolaren Quantenpunk-
ten zu erachten, weil eine Kompensation der intrinsischen Felder durchaus möglich ist.
Eine kleinere Indium-Konzentration sollte zu einer Reduktion der intrinsischen Felder
führen, wie es theoretisch vorhergesagt wurde [144], so dass in einem solchen Fall die
Coulomb-Wechselwirkung das Vielteilchen-Dipolmatrixelement weiter erhöhen könnte.
Dennoch sind die hier präsentierten Ergebnisse möglicherweise auf andere reine Systeme
übertragbar. Die Konsequenzen für andere Quantenpunkt-Geometrien und Formen sind
nicht sofort ersichtlich, weil beispielsweise auch der exakte Winkel der polaren Seite des
unpolaren (a-plane) GaN/AlN Quantenpunktes von erheblicher Relevanz ist [137]. Aus
diesen Gründen sind weitere theoretische Untersuchungen sehr nah am Experiment er-
forderlich und die Coulomb-Wechselwirkung scheint ein zusätzlicher wichtiger Faktor in
der theoretischen Beschreibung zu sein.
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8.1 Zinkblende Ga1−xMnxAs
Teile dieses Kapitels wurden in einem wissentschaftlichen Fachmagazin [6] publiziert und
enthalten daher teilweise Übersetzungen aus dem Englischen.
8.1.1 Elektronische Eigenschaften
Zur Modellierung des verdünnt magnetischen Halbleiters Ga1−xMnxAs wird der folgen-
de Hamiltonoperator verwendet:
Hˆ =
∑
ij,αβ,σσ′
tαβ,σσ
′
ij cˆ
†
iασ cˆjβσ′︸ ︷︷ ︸
=:(0)Hˆ
+
∑
i,α,σ
piVαnˆiασ −
∑
i,α
piJαSˆisˆi,α
︸ ︷︷ ︸
=:(1)Hˆ
. (8.1)
Der erste Term simuliert die elektronischen Eigenschaften des Volumenmaterials GaAs
im Sinne eines empirischen Tight-Binding-Modells und ist daher prinzipiell in der La-
ge, die kinetische Energie des Systems über orbitale (α, β) und Spin- (σ, σ′) Freiheits-
grade auf einem mikroskopischen Niveau bzw. inklusive atomistischer Symmetrien zu
beschreiben. Die Parametrisierung der Hüpf-Matrixelemente tαβ,σσ
′
ij kann nun auf ver-
schiedene Arten erfolgen: a) Weil die Bindungen von GaAs sp3 hybridisiert sind und
die Mn-Störstellen d-Orbitale zum Problem beitragen, ist eine Beschreibung über diese
auf einem voll atomistischen Gitter eine Option. Allerdings ist dies bereits in den theo-
retischen Arbeiten von Tang und Flatté [155] ohne d- Orbitale, von Mašek et al. [95] mit
d- Orbitalen geschehen und sogar ein Vergleich beider Ansätze von Turek et al. [160] er-
folgt. b) Eine einfachere Möglichkeit ist es, im Sinne von lokaliserten Wannier-Orbitalen
auf dem Bravais-Gitter in Kombination mit einem minimalen Satz von Basisorbitalen
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zu arbeiten. Dann kann eine spezielle Klasse von empirischen Tight-Binding-Modellen
eingesetzt werden; das bereits im Rahmen dieser Arbeit verwendete und diskutierte
Effective-Bond-Orbital-Modell (EBOM). Für GaAs kann so auf zwei analytische (6- und
8-Band) Parametrisierungen der tαβ,σσ
′
ij zurückgegriffen werden, die auf dem fcc-Gitter
diskretisiert wurden. Somit ist eine Beschreibung des Ga-Untergitters gegeben und die
auf Ga- Plätzen substitutionell eingebauten Mn Störstellen werden mit der korrekten
Gittersymmetrie modelliert. Die erste analytische Parametrisierung [101,186] verwendet
nur p-Orbitale zur minimalen Beschreibung der Valenzbänder wohingegen eine zweite
Variante von Loehr [90] eine sp3-Basis verwendet um auch ein Leitungsband berücksichti-
gen zu können und bereits zur Beschreibung von ferromagnetischen Übergittern [164] ein-
gesetzt wurde. In beiden Parametrisierungen sind die Matrixelemente Spin-unabhängig
tαβ,σσ
′
ij ≡ tαβij , werden aber im Folgenden in jedem Spin-Sektor verwendet tαβij → tαβ,σij .
Die nachträgliche Berücksichtigung der Spin-Bahn-Wechselwirkung am Γ-Punkt kann
prinzipiell über den bereits diskutierten additiven Hamiltonoperator Hˆso erfolgen, diese
wird aber trotzdem vernachlässigt. Hierfür gibt es zunächst keine Rechtfertigung weil
für GaAs Δso = 341 meV sehr groß ist, aber später soll ein Vergleich zu ab-initio Resul-
taten [80] aus Tight-Binding Linear-Muffin-Tin-Orbital-Theorie (TB-LMTO) erfolgen,
in der auch keine Spin-Bahn-Wechselwirkung enthalten ist.
Beim zweiten und dritten Term handelt es sich um die Beschreibung der magneti-
schen Störstellen im System über einen nichtmagnetischen Potentialstreuterm Vα und
einen Spin-Spin Wechselwirkungsterm im Rahmen eines s/p-d-Modells. Beide Beiträge
werden lokal als gitterplatzdiagonal berücksichtigt und zur Simulation der Unordnung1
nimmt die Variable pi den Wert 1 mit der Wahrscheinlichkeit x bzw. 0 mit Wahrschein-
lichkeit 1 − x für jede Unordnungskonfiguration an jedem Gitterplatz i an. Physika-
lisch lassen sich beide Terme über die Schrieffer-Wolf Transformation [135] des Anderson
Hamiltonoperators [4] begründen und nˆiασ ist der Besetzungszahloperator. Prinzipiell
ist auch die Erweiterung des Hamiltonoperators um ein nächstes-Nachbar Coulomb-
Potential in ähnlicher Weise möglich, allerdings steigt dann die Anzahl der freien Para-
meter im Modell an. Im Sinne eines minimalen Modells wird daher auf diesen Beitrag
verzichtet und ausserdem Vα = V für alle Orbitale α identisch gewählt und dessen Wert
später physikalisch motiviert.
1In der numerischen Implementation ist es zweckmäßig, Konzentrationsfluktuationen zwischen un-
terschiedlichen Konfigurationen zu vermeiden. Dazu wird für jeden Gitterplatz i eine Zufallszahl aus
einer Gleichverteilung gezogen und anschliessend erfolgt eine Sortierung nach Größe. Die resultieren-
den Permutationsindizes kennzeichnen die mit Störstellen besetzten Gitterplätze und ermöglichen es,
Konzentrationsfluktuationen zu vermeiden ohne einen Bereich des numerischen Gitters zu bevorzugen,
wenn für jede Konfiguration die gleiche Anzahl an Indizes verwendet wird.
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Der Spin-Spin Wechselwirkungsterm koppelt Störstellen Spins Sˆi an Ladungsträ-
gerspins sˆi von GaAs über die Kopplungskonstante Jα und es handelt sich um quan-
tenmechanische Spin S = 5/2 für die Mn2+ Störstellen bzw. s = 1/2 für die Ladungs-
träger. Für Ga1−xMnxAs ist Jα einerseits als antiferromagnetisches Jpd ≈ −1.2 eV
gegeben [112], welches die Kopplung von p-artigen Ladungsträgerspins des Valenzbandes
an Störstellen-Spins der Mangan d-Orbitale beschreibt und anderseits als antiferroma-
gnetisches Jsd ≈ −0.02 eV [105,118]. In der Literatur [49,164] werden diese zwei Parameter
auch als N0α bzw. N0β bezeichnet und die hier angegeben Werte beziehen sich explizit
auf die Arbeiten von Okabayashi et al. [112] und Myers et al. [105]. Für das angestrebte
minimale elektronische Modell wird erneut Jα = Jpd gesetzt. Formal ist der Spin-Spin
Wechselwirkungsterm dann unter Verwendung der Pauli-Matrizen für sˆi gegeben durch:
− Jpd
2
∑
i,α
pi{Sˆ−i (cˆ†i,α,↑cˆi,α,↓) + Sˆ+i (cˆ†i,α,↓cˆi,α,↑)︸ ︷︷ ︸
Spin-Flip Streuterm
+ Sˆzi (nˆi,α,↑ − nˆi,α,↓)︸ ︷︷ ︸
Zeeman-Term
}. (8.2)
Der erste Summand erzeugt eine lokale Spin-Flip Streuung der Ladungsträger über
die Störstellen-Spin Leiteroperatoren Sˆ±i , während der zweite Summand nach Mean-
Field Entkopplung einem effektiven Magnetfeld entspricht, welches eine Spinpolarisa-
tion der Ladungsträger hervorruft. Dieses nichttriviale Vielteilchenproblem entspricht
dem Kondo-Gitter Modell für mehrere Bänder [145] mit Unordnung und ist daher auch
dem Einzelstörstellen s-d-(Austausch)-Modell sehr ähnlich, welches sich, wie bereits im
vorherigen Kapitel gezeigt, über die Schrieffer-Wolf Transformation [135] des Anderson
Hamiltonoperators [4] ergibt. Eine Behandlung dieses Problems für translationsinvari-
ante Systeme über Greenfunktionstheorie erfolgte beispielsweise für ein Band [193] oder
mehrere Bänder [145]. An dieser Stelle soll jedoch keine Diskussion und Literaturübersicht
über die Kondo-Physik oder das Anderson Modell für magnetische Störstellen erfolgen.
Allerdings sollen in dieser Arbeit zunächst die effektiven Austauschmatrixelemen-
te Jij zwischen magnetischen Mn-Störstellen anhand eines Einteilchen-Modells für die
elektronischen Eigenschaften studiert werden, um anschliessend die Abbildung auf ein
ungeordnetes Heisenberg-Modell zur Studie der thermodynamischen, magnetischen Ei-
genschaften vornehmen zu können. Daher sind jetzt geeignete Näherungen zur Vereinfa-
chung des Vielteilchenproblems zu wählen und zu begründen: Unter der Annahme, dass
sich die effektiven Austauschintegrale Jij als Funktion der Temperatur nicht wesentlich
ändern, können die Rechnungen für T = 0 K erfolgen. Darauf aufbauend kann ange-
nommen werden, dass der ferromagnetische Grundzustand mit voller Spinpolarisation
bei T = 0 K vorliegen muss, wenn eine ferromagnetische Lösung bzw. Ordnung existiert.
Aufgrund dieser fehlenden transversalen Spin-Fluktuationen sollte für die Erwartungs-
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werte 〈Sˆ±i 〉 = 0 und 〈Sˆzi 〉 = S gelten1. Werden jetzt die Störstellen Spin- Operatoren Sˆi
durch ihren Erwartungswert ersetzt, was einer Molekularfeldnäherung entspricht, ver-
schwinden die Spin-Flip Streuterme der Ladungsträger und es bleibt für den Spin-Spin
Wechselwirkungsterm folgender Ausdruck übrig:
− JpdS
2
∑
i,α
pi(nˆi,α,↑ − nˆi,α,↓). (8.3)
Letztendlich handelt es sich dann beiH um einen einfachen Einteilchen-Hamiltonoperator,
der wechselwirkungsfreie Ladungsträger auf einem Gitter über kinetische Energie, ma-
gnetische und nichtmagnetische Streuterme für jede zufällige Unordnungskonfiguration
von magnetischen Störstellen beschreibt.
Zur Illustration der verwendeten Tight-Binding Parametrisierung für GaAs sind in
Abb.(8.1) die entsprechenden Bandstrukturen unter Verwendung von 6 Valenzbändern
und von 8 Bändern (6 Valenz- und 2 Leitungsbänder) mit Spinentartung entlang des
irreduziblen Pfades gezeigt. Aufgrund der analytischen Parametrisierung der Hüpfma-
trixelemente kann das 8-Band Modell an die experimentelle Bandlücke und effektiven
Massen am Γ-Punkt angepasst werden [166]. Zusätzlich ist die Berücksichtigung der X-
Punkt Energien möglich, so dass insgesamt eine Bandbreite von ≈ 12 eV resultiert. Im
Vergleich zu ab-initio Resultaten [1,148] ist sowohl die Bandbreite sinnvoll reproduziert
als auch die Lage der X-Punkt Energien, welche im Bereich der Literaturwerte liegt [1].
Abweichungen treten erwartungsgemäß für betragsmäßig größere Wellenvektoren k ent-
lang W − L und X − W − K auf. Im Intervall L − Γ − X ist die Übereinstimmung
besser, allerdings ist die Reproduktion der experimentellen Bandlücke in der ab-initio-
Behandlung [1] schwierig. Im direkten Vergleich dazu weisst das 6-Band-Modell eine
unrealistische Bandbreite von ≈ 30 eV auf und die Übereinstimmung ist nur in der Um-
gebung des Γ-Punktes gegeben weil die Anpassung an weniger experimentelle Größen
erfolgte. Eine Übersicht über die verwendeten Modellparameter ist in Tab.(8.1) gege-
ben, wobei a die Gitterkonstante, mc die effektive Leitungsbandmasse, Γ1c − Γ15v die
Bandlücke ist und Xi die X-Punkt Energien sowie γi die effektiven Valenzbandmassen
sind.
Zur Modellierung der Mn-Störstellen wird im Grenzfall einer einzelnen Störstelle der
Parameter V so gewählt, dass das experimentelle Akzeptor-Niveau von Mn2+ bei Eb ≈
113 meV [88] reproduziert wird. Für das 6-Band-Modell ist daher V = 1.93 eV und für
das 8-Band Modell V = 0.85 eV zu wählen. Diese Parameter werden dann für endliche
Störstellen Konzentrationen x verwendet und physikalisch entspricht dies lediglich einer
1Diese Annahme ist konsistent mit der Tyablikow-Entkopplung der Bewegungsgleichung des
Heisenberg-Modells, bei der lokale Spinerhaltung 〈Sˆ±i 〉 = 0 benutzt wird.
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Abbildung 8.1: Bandstruktur von GaAs im 6- und 8-Band-Modell - Die blaue
Kurve entspricht der sp3-Parametrisierung und die rote Kurve verwendet nur p-Orbitale
als minimale Basis. Weil die Spin-Bahn-Aufspaltung nicht berücksichtigt wird, sind alle
Bänder zweifach entartet.
Parameter Einheit Wert 6 Bänder 8 Bänder
a Å 5.64
√ √
Δso eV 0.341 - -
mc m0 0.067 -
√
Γ1c − Γ15v eV 1.519 - √
X1c eV 2.1 -
√
X5v eV -3 -
√
X3v eV -7 -
√
γ1 6.85
√ √
γ2 2.1
√ √
γ3 2.9
√ √
Tabelle 8.1: Verwendete Modellparameter für GaAs. Eingangsparameter welche die je-
weilige analytische Parametrisierung nicht beinhaltet, sind mit einem Minus (-) markiert.
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Modifikation von atomaren on-site-Energien. Daher ist diese Vorgehensweise nur für
kleine Konzentrationen gerechtfertigt, weil prinzipiell auch Nebendiagonal-Elemente im
Tight-Binding-Modell für MnAs [131] anzupassen sind sofern größere Konzentrationen x
untersucht werden sollen. Dieser Punkt wird später im Falle von Ga1−xMnxN besonders
wichtig, wenn ein elektronisches Modell an Transportmessungen angepasst wird.
Als Nächstes sollen die numerischen Ergebnisse für die elektronischen Eigenschaf-
ten von Ga1−xMnxAs für x=5% mit und ohne Berücksichtigung des nichtmagnetischen
Potentialstreuterms V diskutiert werden. Dazu wurden die Spin-aufgelösten Zustands-
dichten für ein System von N = 40 Einheitszellen (insgesamt 4N3 Gitterplätze im
flächenzentrierten kubischen Gitter) in jeder Raumrichtung mit periodischen Randbe-
dingungen mittels der Polynomkernentwicklung berechnet, welche in Abb.(8.2) für die
Valenzbänder und in Abb.(8.3) für das Leitungsband im 8-Band Modell dargestellt sind.
Die Ordnung der Entwicklung umfasste 2048 Momente, um eine glatte Zustandsdichte
zu erhalten und das Unordnungsmittel wurde beendet nachdem eine Abweichung von
≈ 1% vorlag.
Im Falle von 6-Bändern und ohne Potentialstreuterm V = 0 eV bildet sich kein
Störstellenband über der Valenzbandkante aus, allerdings liegt eine nichtverschwindende
Zustandsdichte oberhalb der Fermi-Energie EF vor mit einer kleinen Spin-Polarisation.
Weiterhin liegt die Fermi-Energie im Valenzband, da die Mn2+-Störstellen nicht isova-
lent eingebaut werden je ein Loch nh = 1 zum System beisteuern1. Prinzipiell kann
der Einbau auf As-Gitterplätzen zu einer Loch-Konzentration führen, die kleiner als
die Störstellen-Konzentration x ist. Das verwendete Modell wäre zur Berücksichtigung
dieser Effekte jedoch zu erweitern, was nicht geschehen soll. Wird jetzt die nichtma-
gnetische Störstellenstreeung mitberücksichtigt V = 1.93 eV, ändert sich die Situation,
so dass die Ausbildung eines klar sichtbaren Störstellenbandes um das Akzeptorniveau
stattfindet. Dieses ist für die gegenwärtige Konzentration von x = 5% mit dem Va-
lenzband verschmolzen und weil keine Näherungen in Bezug auf die Behandlung von
Unordnung innerhalb des verwendeten Modells getroffen wurden, ist ein Nebenmaxi-
ma in der Zustandsdichte sichtbar, welches auf Cluster von Störstellen zurückzuführen
ist. Jetzt liegt die Fermi-Energie im Störstellenband in der Umgebung des Akzeptorni-
veaus, jedoch in der Spin-down Bandlücke, woraus eine vergrößerte Spin-Polarisation
für V = 0 eV resultiert. Das System könnte aufgrund dieser Tatsachen unterschied-
liche Gleichstromleitfähigkeiten aufweisen, je nachdem ob die Eigenfunktionen an der
Fermi-Kante ausgedehnt oder lokalisiert sind. Im Vergleich dazu verhält sich das 8-Band-
Modell qualitativ ähnlich, jedoch wirkt das Störstellenband im Falle von V = 0.85 eV
1Zumindest wenn Defekte oder Ähnliches, die Löcher binden können, nicht berücksichtigt werden.
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Abbildung 8.2: Zustandsdichten der Valenzbänder von Ga1−xMnxAs für x=5%
- Die Position der Fermi-Energie ist durch die vertikale blaue Linie eingezeichnet. Aus
Darstellungsgründen ist die Spin-up Zustandsdichte positiv (schwarz) und Spin-down Zu-
standsdichte künstlich negativ (rote) aufgetragen. Diese Abbildung wurde in einem wiss-
entschaftlichen Fachmagazin [6] publiziert.
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Abbildung 8.3: Zustandsdichten der Leitungsbänder von Ga1−xMnxAs für
x=5% - Aus Darstellungsgründen ist die Spin-up Zustandsdichte positiv (schwarz) und
Spin-down Zustandsdichte künstlich negativ (rote) aufgetragen. Diese Abbildung wurde in
einem wissentschaftlichen Fachmagazin [6] publiziert.
etwas stärker vom Valenzband separiert als beim vorherigen Modell, weil die Zustands-
dichte für E − EF < 0 eV in der unmittelbaren Umgebung von EF schneller abfällt.
Es bleibt die Diskussion der Leitungsbandzustandsdichten des 8-Band-Modells in
Abb.(8.3). Bei einer Energie von ca. E − EF ≈ 2 eV ist für V = 0 eV im Spin-down
Sektor ebenfalls die Ausbildung eines Störstellenbandes sichtbar, welches wiederum für
V = 0.85 eV verschwindet. Der Grund dafür ist einfach: Die Leitungsbandzustands-
dichte besitzt eine Bandbreite von Ws ≈ 2 eV und der Schwerpunkt kann zu ≈ 3.5 eV
abgeschätzt werden. Nun führt der für das Leitungsband verwendete Modellparame-
ter Jsd = Jpd = 1.2 eV zu einer um den Schwerpunkt zentrierten Energieverschiebung
der Störstellenzustände mit ±JpdS/2 = 1.5 eV. Die zugehörigen Störstellenbänder sind
vom Leitungsband separiert, weil JpdS > Ws erfüllt ist. In beiden Fällen existiert in-
folgedessen auch im Spin-up Sektor oberhalb der Leitungsbandzustandsdichte ein stark
separiertes Störstellenband mit Nebenmaxima. Für Vα = V = 0.85 eV findet mit obi-
ger Argumentation eine Verschiebung des energetischen Störstellenband-Schwerpunktes
statt, so dass infolgedessen das Spin-Down Störstellenband in einem Bereich der GaAs-
Leitungsbandzustanddichte verschoben wird. Dies sollte jedoch einen geringen Einfluss
auf die Berechnung der effektiven Austauschintegrale innerhalb des Modells haben, weil
die Fermi-Energie in der Umgebung der Valenzbandoberkante liegt und Streuprozesse
zu hohen Anregungsenergien mit der inversen Energiedifferenz skalieren.
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8.1.2 Effektive Austauschwechselwirkung Jij im ungeordneten System
Da das elektronische Problem gelöst ist, können die effektiven Austauschintegrale Jij
zwischen zwei Störstellen an verschiedenen Gitterplätzen ri und rj anhand der zuvor
diskutierten Lichtenstein-Formel bestimmt werden. Explizit werden die orbitalaufge-
lösten Elemente Jαβ über Gl.(6.45) mittels der Polynomkernmethode berechnet, da
die Spin-abhängigen Potentiale aufgrund der gewählten Näherungen durch Gl.(6.37)
gegeben sind. Die effektiven Austauschintegrale hängen von der Position der für je-
de Unordnungskonfiguration neu zu bestimmenden Fermi-Energie ab und unterliegen
einer Wahrscheinlichkeitsdichteverteilung. Dementsprechend gehen in die Berechnung
der Jij die Greenfunktionen des ungeordenten Systems ein und es werden bezüglich der
Behandlung von Unordnungseffekten keine Näherungen verwendet.
Die numerischen Berechnungen erfolgten für ein System von Nx = Ny = Nz = N =
16 Einheitszellen in jeder Raumrichtung (4N3 Gitterplätze) mit periodischen Randbe-
dingungen und es wurden 4096 Momente in der Polynomkernentwicklung verwendet.
Dieser Wert ist ungefähr halb so groß wie der über Gl.(5.27) motivierte Wert für ein
reines GaAs System gleicher Größe. Das Unordnungsensemble umfasste 144 zufällige
Unordnungskonfigurationen und das Mittel der Unordnungspositionen für die Elemente
Jij über äquivalente Differenzvektoren Rij = rj − ri muss entsprechend der Symme-
trie des unterliegenden Gitters erfolgen. Beispielsweise entspräche ein Mittel über den
Betrag ||Rij|| einer inkorrekten Kugelsymmetrie anstatt die korrekte Symmetrie des ku-
bisch flächenzentrierten Gitters zu berücksichtigen. Weiterhin muss diese Prozedur auch
die periodischen Randbedingungen berücksichtigen und es wird der periodisch kürzeste
Abstand zwischen zwei Störstellen für Rij verwendet, so dass jede Komponente von Rij,
die größer als N · a/2 ist, periodisch umgerechnet wird. Insgesamt können die effekti-
ven Austauschintegrale Jij für die gewählte numerische Superzellengeometrie dann nur
bis zu einem maximalen Abstand von R ≤ N · a/2 berechnet werden, weil für größere
Abstände die Anzahl von äquivalenten Differenzvektoren nicht der vollen Anzahl auf-
grund von Symmetrieoperationen entspricht und daher das Mittel als nicht zuverlässig
erachtet wird. Als Konsequenz ergeben sich Jij für bis zum 245. Nachbarn, so dass das
langreichweitige Verhalten studiert werden kann und jedes Jij wurde über 1008 Werte
gemittelt.
Die effektiven Austauschintegrale Jij sind in Abb.(8.4) für das 6-Band Modell und in
Abb.(8.5) für 8-Bänder visualisiert. Der direkte Vergleich für 6-Bänder offenbart einen
charakteristischen Unterschied mit und ohne nichtmagnetische Störstellenstreuung. Die
Kopplungen sind hauptsächlich ferromagnetisch für V = 1.93 eV und für Abstände
R ≤ 4a sind diese quantitativ größer, wohingegen für R > 4a eine Dämpfung einsetzt.
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Abbildung 8.4: Unordnungsgemittelte Austauschintegrale von Ga1−xMnxAs für
x=5% im 6-Band-Modell mit und ohne nichtmagnetischer Potentialstreuung V
- Im unteren Bild erfolgte eine Reskalierung mit dem RKKY-Faktor R3 ohne Fehlerbalken.
Diese Abbildung wurde in einem wissentschaftlichen Fachmagazin [6] publiziert.
Dies ist besonders in der unteren Darstellung von Abb.(8.4) sichtbar, da dort eine Res-
kalierung mit dem RKKY-Faktor R3 erfolgte um das langreichweitige Verhalten klar
zu verdeutlichen. Wird allerdings der Potentialstreuterm vernachlässigt, sind die Aus-
tauschintegrale generell quantitativ kleiner in Kombination mit einer Oszillation des
langreichweitigen Anteils um null, welche nur in der reskalierten Darstellung sichtbar
ist. Dieser Befund steht im Einklang mit dem zuvor diskutierten elektronischen Bild.
Weil die Fermi-Energie für V = 0 eV im Bereich möglicher delokalisierter Zustände
im Valenzband liegt, kann eine Oszillation der Austauschintegrale erwartet werden im
Einklang mit dem RKKY-Grenzfall für Metalle. Fällt die Fermi-Energie dagegen in
einen Bereich des Störstellenbandes in Kombination mit Eigenfunktionen von stärker
lokalisiertem Charakter, mag ein unterschiedliches Verhalten resultieren. Speziell hier
äussert sich diese Tatsache in kurzreichweitigen, gedämpften Austauschintegralen für
V = 1.93 eV. Für das 8-Band Modell ergibt sich qualitativ keine Änderung und im
Falle von V = 0.85 eV sind die Kopplungen für Abstände R ≤ 4a quantitativ kleiner als
bei entsprechenden 6-Bändern mit endlichem V aufgrund eines verstärkten Gewichtes
der Zustandsdichte an der Fermi-Kante. Zusätzlich scheint der langreichweitige oszil-
lierende Anteil für V = 0 eV quantitativ größer für Abstände R > 4a zu sein als im
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Abbildung 8.5: Unordnungsgemittelte Austauschintegrale von Ga1−xMnxAs für
x=5% im 8-Band-Modell mit und ohne nichtmagnetischer Potentialstreuung V
- Im unteren Bild erfolgte eine Reskalierung mit dem RKKY-Faktor R3 ohne Fehlerbalken.
Diese Abbildung wurde in einem wissentschaftlichen Fachmagazin [6] publiziert.
6-Band Modell. Zusammenfassend liefern beide elektronischen Parametrisierungen ein
ähnliches, konsistentes Bild.
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Abbildung 8.6: Unordnungsgemittelte Austauschintegrale von Ga1−xMnxAs
für x=5% im 8-Band-Modell im Vergleich zu ab-initio-Resultaten - Die TB-
LMTO+CPA Behandlung [80] liefert ähnliche Ergebnisse zum Modell unter Berücksichti-
gung von V 	= 0. Diese Abbildung wurde in einem wissentschaftlichen Fachmagazin [6]
publiziert.
Nun soll ein Vergleich zu ab-initio Resultaten [80] aus TB-LMTO+CPA Behandlung
in Abb.(8.6) mit dem 8-Band-Modell erfolgen. Die generelle Form und Struktur ist für
Abstände bis zu R ≈ 3.25a sehr ähnlich und lediglich eine quantitative Abweichung ist
festzustellen, was die reskalierte Darstellung offenbart. Für V = 0 eV sind die Kopplun-
gen Jij kleiner und aufgrund des oszillatorischen Charakters wird die Abweichung bei
Abständen von R ≈ 3− 3.5a sichtbar. Dagegen ist die Übereinstimmung für V = 0.85
eV besser, weil die Austauschintegrale im Wert größer sind und deswegen näher am
ab-initio-Resultat liegen. Einige Wertepaare stimmen sogar quantitativ überein, wie et-
wa die 2., 4. oder 5. nächste-Nachbar Schale. Abschliessend scheint das 8-Band-Modell
mit V = 0.85 eV einen sinnvollen Ansatz zur Beschreibung der elektronischen Eigen-
schaften und effektiven Austauschintegralen zu liefern, weil langreichweitige Oszillatio-
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nen nicht vorliegen. Obwohl das 6-Band-Modell ähnliche Charakteristika aufweist, sind
die Kopplungen quantitativ doppelt so groß und die elektronischen Eigenschaften sind
schlechter modelliert. Das präsentierte Modell scheint eine Brücke zu materialspezifi-
schen ab-initio-Behandlungen zu liefern und als Ausblick wärenTransporteigenschaften
zu studieren.
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Abbildung 8.7: Orbitale Beiträge der effektiven Austauschintegrale im 8-Band
Modell - Die Diagonalelemente (links) im Vergleich zu den Nebendiagonalelementen
(rechts) aufgeschlüsselt nach s- (oben) und p-Orbitalanteil (unten) für die mit dem RKKY-
Faktor R3 skalierten effektiven Austauschintegrale Jij inklusive Fehlerbalken durch Unord-
nung.
Es wurde bereits erklärt, dass die Jij die Symmetrieeigenschaften des unterliegenden
kubisch flächenzentrierten Gitters erfüllen, aber auch die Symmetrie der verwendeten
101
8. VERDÜNNT MAGNETISCHE HALBLEITER
sp3 Basis muss sich in den orbitalaufgelösten Jαβij wiederfinden. In Abb.(8.7) sind die
Matrixelemente des 8-Band-Modells mit V = 0.85 eV bezüglich dieser orbitalen Basis für
kurze Abstände R ≤ 4a aufgetragen, d.h. bevor die Spur gebildet wurde. Weil die drei
p-Orbitale äquivalent sind, ergeben sich die Diagonalelemente im Rahmen der Fehlerbal-
ken als identisch Jxxij = J
yy
ij = J
zz
ij und das Gleiche gilt für die Nebendiagonalelemente,
welche einen s-Orbital Beitrag aufweisen Jsxij = J
sy
ij = J
sz
ij . Auch für die übrigen Ne-
bendiagonalelemente gilt offenbar Jxyij = J
xz
ij = J
yz
ij . Hier offenbart sich allerdings eine
Schwäche des verwendeten elektronischen Modells. Weil einerseits nicht die volle atomis-
tische Symmetrie im EBOM berücksichtigt wird und keine d-Orbitale der Mn-Störstellen
einfließen, sowie die Spin-Bahn-Aufspaltung vernachlässigt wird, können Anisotropien
in orbitalen und Spin-Freiheitsgraden formal nicht korrekt aufgelöst werden. Beispiels-
weise untersuchen Timm und MacDonald [158] die räumliche und orbitale Anisotropie
der Jij anhand eines voll mikroskopischen Tight-Binding-Modells mit d-Orbitalen in-
klusive Spin-Bahn-Wechselwirkung und finden sogar eine Spin-Abhängigkeit der Jαβij .
Abschliessend sei angemerkt, dass die Matrix Jαβij bezüglich der orbitalen Freiheitsgrade
symmetrisch ist und dies im Rahmen der numerischen Fehlerbalken durch das Unord-
nungsmittel ebenso erfüllt ist. Für eine detaillierte Studie von Symmetrien in Jαβij sind
daher genauere elektronische Modelle zu verwenden und die hier gezeigten Ergebnisse
von wenig Aussagekraft. Allerdings können über die Größenordnung der Jαβij interessan-
te Schlüsse gezogen werden: Weil die Fermi-Energie im Störstellenband liegt und somit
eine großen Energiedifferenz zum Leitungsband vorherrscht, sind die Beiträge des s-
Orbitals zu den effektiven Austauschintegralen um eine Größenordnung kleiner als die
p-Anteile und weisen interessanterweise einen stark antiferromagnetischen Beitrag für
den nächsten Nachbarn auf. Ebenso tendieren einige höhere Schalen zu antiferromagne-
tische Kopplungen. Trotzdem scheint die Wahl identischer Jα = Jpd und damit einer
physikalisch zu großen Kopplungskonstanten für das Leitungsband bei dieser Lage der
Fermi-Energie nicht wirklich relevant zu sein und die Näherung im Modell kann rückwir-
kend gerechtfertigt werden, weil ein realistischer Wert für Jsd die Grössenordnung von
Jsαij weiter reduzieren wird. Ausserdem weisen alle J
sα
ij eine viel stärkere exponentielle
Dämpfung auf als die entsprechenden p-Orbitalanteile.
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Abbildung 8.8: RKKY-Wechselwirkung für GaAs im 8-Band-Modell - Effektive
Austauschintegrale im Grenzfall der ungestörten Greenfunktion für verschiedene Fermi-
Energien innerhalb des Valenzbandes mit J = 1.2 eV und S = 5/2.
8.1.3 RKKY-Wechselwirkung des reinen Systems
Zum weiteren Vergleich der bisherigen Ergebnisse sind in Abb.(8.8) die effektiven Aus-
tauschintegrale für den Grenzfall der ungestörten Greenfunktion (0)Gσ,αβij (ω + iδ) dar-
gestellt. Da jegliche Form von Störstellenstreuung nicht berücksichtigt wird, handelt
es sich um die RKKY-Wechselwirkung für das Volumenmaterial GaAs und es muss zu
gegebenem Abstand Rij nur je ein Paar Jij berechnet werden aufgrund der im Sys-
tem vorherrschenden Translationsinvarianz. Die Systemgröße ist erneut N = 16 unter
Verwendung periodischer Randbedingungen und es wurden 8192 Momente in der Po-
lynomkernentwicklung verwendet. Die Kopplungen Jij oszillieren für kleinere Abstände
R ≤ 3a sowohl als Funktion des Abstandes selber als auch der Fermi-Energie inner-
halb des Valenzbandes. Dies steht qualitativ im Einklang mit dem analytischen Re-
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sultat für freie Elektronen und parabolischer Dispersion, da im Argument der RKKY-
Wechselwirkung in Gl.(6.52) das Produkt 2kF ·Rij auftaucht. Werden die Kopplungen
nun mit dem Faktor R3ij reskaliert, ergibt sich ein Bild, welches auf ein langreichweitiges
oszillatorisches Verhalten für große Abstände hindeutet. Es fällt zusätzlich auf, dass sich
die reskalierten Jij für große Abstände zu höheren Absolutwerten aufzuschwingen zu
scheinen, was als Indiz für ein zu kleines endliches System oder eine Polynomkernent-
wicklung mit zu hoch gewählter Anzahl von Momenten gewertet wird. Die Berechnung
der effektiven Austauschwechselwirkung zwischen zwei magnetischen Momenten für ein
GaAs-System mit einer künstlich im Valenzband liegenden Fermi-Energie liefert Ergeb-
nisse, die den zuvor gezeigten Resultaten aus einer ab-initio-Behandlung aufgrund von
RKKY-Oszillationen klar widersprechen. Weiterhin ist zu erwarten, dass auch hier die
ferromagnetische Ordnung des Systems unwahrscheinlich ist, sofern die effektiven Aus-
tauschintegrale RKKY-artig sind, weil ein langreichweitiger oszillatorischer Anteil von
Jij die Region der ferromagnetischen Ordnung bei einer endlichen Konzentration von
5% Störstellen im ungeordneten Heisenbergmodell destabilisiert [21]. Wahrscheinlicher
ist das Auftreten eines Spin-Glas-Verhaltens [10,146] mit Frustration, weil für beliebige
Abstände zwischen zwei magnetischen Momenten die Kopplungen Jij oszillieren und
sowohl ferromagnetisch als auch antiferromagnetisch sind.
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8.1.4 Magnetische Eigenschaften
Zur Studie der thermodynamischen Eigenschaften im Hinblick auf Magnetisierungskur-
ven und kritische Temperaturen von Ga1−xMnxAs werden die zuvor berechneten und
diskutierten effektiven Austauschmatrixelemente Jij für eine feste Mn-Konzentration x
auf ein ungeordnetes Heisenberg-Modell mit gleicher Konzentration x von Spins S = 5/2
abgebildet JQmij = Jij/S
2. Letzteres wird nun im Rahmen des bereits erläuterten Algo-
rithmus für das mikroskopisch korrekte kubisch-flächenzentrierte Mn-Untergitter gelöst,
wobei der effektive Hamiltonoperator Heff für jede zufällig generierte Unordnungskonfi-
guration neu aufgesetzt wird. Die Ensemblegröße wird willkürlich auf 20 Konfiguratio-
nen beschränkt, über die das Unordnungsmittel ausgeführt wird und die Systemgröße
wird zu N=16 Einheitszellen in jede Raumrichtung mit periodischen Randbedingungen
gewählt (4N3 Einheitszellen insgesamt) entsprechend der Größe von Superzellen aus
der elektronischen Berechnung der Jij gesetzt. Auf diese Weise kann ein Kompromiss
zwischen numerischem Aufwand, Finite-Size-Effekten und Konsistenz der Rechnungen
untereinander gefunden werden. Zuerst soll das Näherungsniveau der Selbstkonsistenz
untersucht werden: Einerseits kann mit einer Gitterplatz- unabhängigen Magnetisierung
〈Sˆz〉 (SC-RPA) gearbeitet werden oder mit der Gitterplatz- abhängigen lokalen Größe
〈Sˆzi 〉 (SC-LRPA). Die über Gitterplätze und Unordnungskonfigurationen gemittelten
Ergebnisse beider Varianten sind in Abb.(8.9) für die Magnetisierung M(T ) und kriti-
sche Temperatur TC , sowie in Abb.(8.10) für die Erwartungswerte 〈Sˆ−Sˆ+〉 und 〈(Sˆz)2〉
aufgetragen. Die Rechnungen erfolgten mit den effektiven Austauschintegralen Jij aus
der TB-LMTO Behandlung von Kudrnovskyet al [80] für Ga1−xMnxAs mit x = 5% und
können daher auch direkt quantitativ mit den Ergebnissen von Hilbert und Nolting [59]
verglichen werden.
Anhand der MagnetisierungskurvenM(T ), der Erwartungswerte 〈Sˆ−Sˆ+〉 und 〈(Sˆz)2〉
wird ab ca. T = 50K eine signifikante Abweichung beider Ansätze deutlich, die bis zum
Phasenübergang größer wird. In SC-RPA erfolgt der Phasenübergang bei kleineren Tem-
peraturen T und 〈Sˆz〉 sowie 〈(Sˆz)2〉 werden schneller abgebaut als in SC-LRPA. Die
semianalytische kritische Temperatur F (T ) aus Gl.(6.114) in der rechten Abb.(8.9) ist
als Funktion der Temperatur in SC-LRPA selber nicht konstant: Sie weist ein Mini-
mum oberhalb von T = 50K auf, um danach bei Annäherung an den Phasenüber-
gang nichtlinear anzuwachsen. Quantitativ ergeben sich die kritischen Temperaturen
zu T SC-RPAC ≈ 102 ± 3K und T SC-LRPAC ≈ 109 ± 4K aus den Schnittpunkten mit der
grün dargestellten Ursprungsgeraden TC = T . Der relative Fehler liegt entsprechend bei
≈ 6.4%, wobei sich beide Werte im Rahmen der Fehlerbalken nahezu nicht unterschei-
den. Zusammenfassend kann festgehalten werden, dass die SC-LRPA bei Annäherung
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Abbildung 8.9: Vergleich von Magnetisierung und kritischer Temperatur in SC-
RPA und SC-LRPA - Für Ga1−xMnxAs mit x=5% und effektiven Austauschintegralen
Jij aus ab-initio TB-LMTO Behandlung [80] ist die Magnetisierung (links) und kritische
Temperatur (rechts) als Funktion der Temperatur gezeigt.
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Abbildung 8.10: Vergleich der Erwartungswerte 〈Sˆ−Sˆ+〉 und 〈(Sˆz)2)〉 in SC-RPA
und SC-LRPA - Für Ga1−xMnxAs mit x=5% und effektiven Austauschintegralen Jij aus
ab-initio TB-LMTO Behandlung [80] ist 〈Sˆ−Sˆ+〉 (links) und 〈(Sˆz)2〉 (rechts) als Funktion
der Temperatur aufgetragen.
106
8.1 Zinkblende Ga1−xMnxAs
an den Phasenübergang eine Korrektur darstellt, welche qualitativ zu weniger Korre-
lation und infolgedessen zu einem größeren TC führt. Weil die durch die Unordnung
induzierte Streuung der Werte größer ist als der durch die Näherungen bedingte Ab-
weichung zwischen SC-RPA und SC-LRPA, wird im Folgenden die SC-RPA verwendet,
unter der Annahme, dass die hier gezogenen Schlüsse sowohl für andere Konzentratio-
nen x als auch später für Ga1−xMnxN gelten. Im Vergleich zum Ergebnis von Hilbert
und Nolting [59] mit TC ≈ 115 ± 5K weichen die hier berechneten Werte leicht ab, was
allerdings an den doch unterschiedlichen Näherungen beider Ansätze liegen mag.1
Als Nächstes werden die entsprechenden Ergebnisse mit den berechneten effekti-
ven Austauschintegralen Jij aus dem EBOM für Ga1−xMnxAs als Funktion der Mn-
Konzentration x diskutiert. Dazu sind die Magnetisierungskurven M(T ) und die Curie-
Temperatur F (T ) in Abb.(8.11) sowie in Abb.(8.12) ein Vergleich zwischen theoretischen
& experimentellen Ergebnissen gezeigt. Die Magnetisierungskurven scheinen am Pha-
senübergang ein klein wenig vom wurzelförmigen Verhalten abzuweichen, welches für
ein größeres Unordnungsmittel erwartet wird. Die Bestimmung der kritischen Tempera-
tur über die Magnetisierungskurven kann deswegen nur durch Extrapolation erfolgen.
Weiterhin steigt die kritische Temperatur mit steigender Konzentration x nichtlinear
an und die expliziten Werte sind TC ≈ 80 ± 2 K für x = 3%, TC ≈ 119 ± 5 K für
x = 5%, TC ≈ 141 ± 2 K für x = 7% und TC ≈ 151 ± 2 K für x = 9%. Unter Ver-
wendung der SC-LRPA wäre demnach eine weitere positive Korrektur zu erwarten und
zum Vergleich ist auch das Ergebnis mit den Jij aus ab-initio-TB-LMTO Behandlung
gezeigt. Das elektronische s-d-Modell liefert über die berechneten Jij ein um ca. 17 K
höheres TC , welches in qualitativer Übereinstimmung mit einem größeren Molekularfeld
TMFC aus der vorangehenden Diskussion der effektiven Austauschintegrale ist, welche
im Vergleich zum ab-initio-Resultat ebenfalls größer sind.
Im Vergleich zu experimentellen Ergebnissen [40,41,79,120] in Abb.(8.11) liegen die s-
d- Modell basierten theoretischen Resultate für TC generell bei höheren Werten obwohl
der nichtlineare Trend bzw. Anstieg als Funktion der Konzentration qualitativ erfasst
zu sein scheint. Für x = 5% stimmen die Modellrechnungen in SC-RPA sogar zufällig
mit dem experimentellen Wert nahezu überein, wohingegen eine klassische Monte-Carlo
Simulation von Bergqvist et al. [8] mit den Jij aus ab-initio TB-LMTO Behandlung ein
größeres TMCC ≈ 137 K vorhersagt. Abschliessend ist festzustellen, dass die Kombina-
tion von einer Berechnung der Jij über ein s-d-Modell mit realistischer elektronischer
1Hilbert und Nolting mitteln die Spektralfunktion, rechnen ohne Faktor 1/2 im Heisenberg- Modell
und werten letztendlich die Curie-Temperatur im Limes S → ∞ aus, was die berechneten kritischen
Temperaturen um 5/7 reduziert. [59]
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Abbildung 8.11: Magnetisierung und kritische Temperatur von Ga1−xMnxAs
als Funktion der Temperatur für verschiedene Konzentrationen x - Die Rechnun-
gen erfolgten in SC-RPA mit N=16 Einheitszellen in jeder Raumrichtung sowie periodi-
schen Randbedingungen und das Unordnungsensemble umfasste 20 Konfigurationen.
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Abbildung 8.12: Vergleich der kritischen Temperaturen aus Theorie und Expe-
riment von Ga1−xMnxAs als Funktion der Konzentration x - Die experimentellen
Daten sind unterschiedlichen Arbeiten [40,41,79,120] entnommen und das klassiche Monte-
Carlo Ergebnis stammt von Bergqvist et al. [8].
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Bandstruktur von GaAs und anschliessender Abbildung auf ein Heisenberg- Modell die
elektronischen und magnetischen Eigenschaften des verdünnt magnetischen Halbleiters
Ga1−xMnxAs im Rahmen aller gemachten Näherungen sinnvoll beschreiben, weil die Er-
gebnisse qualitativ mit verfügbaren theoretischen und experimentellen Resultaten über-
einstimmen. Die Modellrechnungen bestätigen das erwartete Bild, dass für Ga1−xMnxAs
unter den hier gemachten physikalischen Annahmen (keine zusätzlichen Ladungsträger
oder erhöhte Häufigkeit für Mn-Cluster) Raumtemperatur Ferromagnetismus unwahr-
scheinlich ist.
8.2 Wurtzit Ga1−xMnxN
8.2.1 Leitfähigkeiten und elektronische Eigenschaften
Anhand der experimentellen Befunde für dünne Filme von Ga1−xMnxN aus der Ar-
beit von Kunert et al. [82] soll nun ein elektronisches Modell parametrisiert werden, um
anschliessend die magnetischen Eigenschaften theoretisch zu untersuchen. Die kritische
Temperatur liegt experimentell weit unter Raumtemperatur TC ≤ 15 K und die Mn-
Störstellen sind homogen auf Ga-Plätzen eingebaut, wobei die isoelektronische MnN
Konfiguration mit Spin S = 2 vorliegt. Weiterhin liegt die experimentell erreichte Stör-
stellenkonzentration bei x ≤ 10% und die Kristallstruktur ist Wurtzit. Zur Modellie-
rung der elektronischen Struktur von Ga1−xMnxN im Rahmen eines empirischen Tight-
Binding-Modells kann somit erneut auf die entwickelte Parametrisierung der Gruppe
III-Nitride im EBOM für reines GaN zurückgegriffen werden. Analog zu Beschreibung
von Ga1−xMnxAs wird folglich der Tight-Binding-Hamiltonoperator sowohl um einen
Zener- als auch einen nichtmagnetischen Potentialstreuterm erweitert, so dass formal
Gl.(8.1) zur Modellierung von Ga1−xMnxN verwendet wird. Da allerdings die elek-
tronische Struktur und die Formation der Störstellenbänder etwas komplexer als bei
Ga1−xMnxAs ist, muss eine andere Vorgehensweise zur Beschreibung der Mn-Störstellen
gewählt werden. Einerseits ist es aus Symmetriegründen in der Wurtzit-Struktur nicht
mehr gerechtfertigt, den nichtmagnetischen Potentialstreuterm Vα für alle Basisorbi-
tale identisch zu wählen, was zumindest von der Modellseite die Ausbildung von zwei
energetisch unterschiedlich liegenden Störstellenbändern unterstützt. Andererseits sind
Nichtdiagonalelemente für MnN nicht mehr zu vernachlässigen, wenn beispielsweise die
Bandbreite und die Störstellenbandlücke der Störstellenbänder wichtig wird. Eine Mög-
lichkeit qualitativ sinnvolle Matrixelemente für MnN und die Größe von Vα anzupassen
kann über die theoretische Berechnung von Transporteigenschaften und anschliessendem
Vergleich zu experimentellen Daten erfolgen.
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Abbildung 8.13: Experimentell gemessener Realteil und Imaginärteil des kom-
plexen Brechungsindexes von Ga1−xMnxN - Die Ellipsometriemessungen wurden von
Mariuca Gartner und Michai Stoica vorgenommen und im Rahmen dieser Arbeit freund-
licherweise zur Verfügung gestellt. Die Visualisierung der Rohdaten stammt vom Autor
dieser Arbeit, S. Barthel.
An den hier diskutierten Proben aus der Arbeit von Kunert et al. wurden von
Mariuca Gartner und Michai Stoica Ellipsometrie-Untersuchungen vorgenommen, die in
Abb.(8.13) dargestellt sind. Gemessen wurde der Real- und Imaginärteil des komplexen
Brechungsindexes,
n˜(ω) = n(ω) + iκ(ω), (8.4)
für verschiedene Proben mit unterschiedlicher Störstellenkonzentration als Funktion der
Wellenlänge. Diese beiden Größen bieten Zugang zur optischen, dem Realteil der fre-
quenzabhängigen Leitfähigkeit,
{σ(ω)} = ω
2π
n(ω) · κ(ω), (8.5)
welche über den zuvor diskutierten theoretischen Zugang (Kubo-Formel) direkt berech-
net werden kann. Aus den experimentellen Daten ergibt sich dann für Ga1−xMnxN
die in Abb.(8.14) für verschiedene Mn-Konzentrationen x dargestellten {σ(ω)}, die es
im Rahmes des empirischen Tight-Binding-Modells zu reproduzieren gilt. Die Kurven
weisen drei charakteristische Aspekte auf: a) eine steil abfallende Flanke bei hohen Ener-
gien, die in Extrapolation die Energieachse in der Umgebung der theoretisch erwarteten
Bandlücke von 3.51 eV des Umgebungsmaterials GaN schneidet, b) eine ansteigende
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Abbildung 8.14: Realteil der optischen Leitfähigkeit von Ga1−xMnxN - Die El-
lipsometriemessungen wurden von Mariuca Gartner und Michai Stoica vorgenommen und
im Rahmen dieser Arbeit freundlicherweise zur Verfügung gestellt. Die Visualisierung und
Verrechnung der Rohdaten zur optischen Leitfähigkeit stammt vom Autor dieser Arbeit,
S. Barthel.
Schulter, die bei etwa 2 eV einsetzt und c) ein kleines Maximum in der Umgebung von
1.3-1.4 eV. In einer einfachen naiven Interpretation handelt es sich bei a) um die An-
regung von Ladungsträgern aus dem Valenzband direkt in das Leitungsband und ener-
getisch höher liegende Übergänge stammen dann aus der Anregung von tieferen ener-
getischen Niveaus im Valenzband. Die Strukturen aus b) und c) sind dann Übergängen
zuzuordnen, welche zwei energetisch getrennte Störstellenbänder in der Bandlücke von
GaN miteinbeziehen, so dass b) einer Anregung aus dem Valenzband in das energetisch
höher liegende, möglicherweise komplett unbesetzte Störstellenband entspricht. Der Fall
c) ist dann möglicherweise die Anregung aus dem besetzten energetisch tiefer liegenden
Störstellenband in das höher liegende. Die Fermi-Energie läge dann unmittelbar in der
Störstellenbandlücke, wobei auch eine Position innerhalb endlicher Zustandsdichte im
energetisch höher liegenden Störstellenband denkbar ist. Der letzte Fall ist aus zwei
Gründen möglich, weil einerseits ab-initio-Rechungen [161] für die Zinkblende-Struktur
das gerade diskutierte elektronische Bild stützen und die experimentellen Daten für
kleine Anregungsenergien in diesen Messungen im Infrarotbereich fehlen. Die hier prä-
sentierten experimentellen Kurven sind charakteristisch für Ga1−xMnxN und qualitativ
identisch zu den aus der Literatur bekannten Resultaten [54,55,56,78], von denen Graf et
111
8. VERDÜNNT MAGNETISCHE HALBLEITER
al. [54,56] die Fälle b) und c) Anregungszuständen unterschiedlicher Ionizationsprozesse
der Mn-Störstellen zuordet. So entspricht das obere Störstellenband aus b) der Mn3+
Konfiguration welche über direkte Photoionization in Mn2++h übergeht. Entsprechend
wird c) als interne optische Anregung von Mn3+ in (Mn3+)∗ mit einer Energie von ca.
1.42 eV und anschliessender thermischer Ionization in Mn2++h über eine Aktivierungs-
energie EA ≈ 0.3 eV aufgefasst [54]. Die Position der Fermi-Energie ist diesen Messungen
nicht eindeutig zu entnehmen und daher eine Frage, die das theoretische Modell viel-
leicht beantworten kann, wenn die magnetischen Eigenschaften studiert werden.
Die Tight-Binding-Modellierung und Parametrisierung von Ga1−xMnxN soll nun so
erfolgen, dass die experimentellen Ergebnisse für {σ(ω)} reproduziert werden. Dazu
sind einerseits die diagonalen nichtmagnetischen Potentialstreuterme Vα für die ver-
schiedenen Basisorbitale α passend zu wählen und andererseits auch die nichtdiago-
nalen Tight-Binding-Matrixelemente für die Mn-Störstellen zu modifizieren. Generell
liegen im verwendeten EBOM drei Typen von Matrixelementen vor, die im Folgenden
erläutert werden:
tαβ,GaN-GaNij (8.6)
tαβ,MnN-MnNij = γ · tαβ,GaN-GaNij (8.7)
tαβ,GaN-MnNij =
1 + γ
2
· tαβ,GaN-GaNij (8.8)
Das verwendete Model wurde auf dem hexagonalen Bravais-Gitter mit C6v-Symmetrie
parametrisiert, so dass die Hüpfmatrixelemente nur das Hüpfen von Elektronen zwischen
verschiedenen Einheitszellen beschreiben. Aus diesem Grund ist zum Einen das mikro-
skopische Ga-Untergitter nicht vollständig aufgelöst wie es im Falle von Ga1−xMnxAs
noch der Fall war. Dies liegt daran, dass das Ga-Untergitter im Falle der Zinkblende
Struktur identisch zum entsprechenden kubisch flächenzentrierten Bravais-Gitter ist,
in der Wurtzit-Struktur aber zwei hexagonale Bravais Gitter mit zweiatomiger Basis
auftreten. Zum Anderen sind folglich nur Matrixelemente zwischen den Einheitszellen
von GaN-GaN, MnN-MnN und einer effektiven Grenzschicht GaN-MnN zugelassen. Die
Matrixelemente für das Volumenmaterial GaN sind aus der analytischen Parametrisie-
rung für die Gruppe III-Nitride [102] bekannt, wobei der Einfachheit halber die Spin-
Bahn- und Kristallfeldaufspaltung Δso bzw. Δcr abgeschaltet wurde. Als Ansatz für
die Matrixelemente der Grenzschicht erscheint es sinnvoll, die Elemente von GaN-GaN
mit MnN-MnN arithmetisch zu mitteln [102], was zu Gl.(8.8) führt. Einzig die Elemente
tαβ,MnN-MnNij sind unbekannt und könnten an ab-initio Rechnungen oder experimen-
tell zugängliche Parameter (Bandlücken, effektive Massen, etc.) für das hypothetische
Volumenmaterial MnN angepasst werden, ähnlich wie in den Gruppe III-Nitriden [102].
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Allerdings mag MnN chemisch nicht stabil sein und die aus ab-initio-Rechnungen gewon-
nen Parameter müssen nicht zwangsläufig für endliche Konzentrationen gültig sein bzw.
können nicht experimentell überprüft werden. Aufgrund dieser Schwierigkeiten wird als
Ansatz für die MnN-MnN Elemente angenommen, dass sich diese bis auf einen skalaren
Vorfaktor γ nicht stark von GaN-GaN unterscheiden. Für den Fall für Ga1−xMnxAs
war die Wahl von γ = 1 ausreichend, um die effektiven Austauschintegrale im Ver-
gleich zu ab-initio-Rechnungen qualitativ zu reproduzieren und die Berücksichtigung
von nichtmagnetischer Störstellenstreuung von viel größerer Relevanz. Der Parameter γ
reskaliert die Wahrscheinlichkeiten, dass Elektronen auf dem diskreten Tight-Binding-
Gitter zwischen verschiedenen Gitterplätzen bewegen und modifiziert auch die anzupas-
sende Bandbreite und Bandlücke der Störstellenbänder, so dass ein kleinerer Parameter
ebenfalls zu stärkerer Lokalisierung der Zustände führen sollte.
Eine weitere relevante Größe ist die Wahl für die lokalen Austauschkopplungen Jα,
welche in der Literatur kontrovers diskutiert werden. In der Arbeit von Pacuski et al. [115]
wird unter der Annahme von Jsd ≈ 0.2 ± 0.1 eV eine ferromagnetische Ankopplung
Jpd ≈ 1.4±0.3 eV anhand der exzitonischen Zeeman-Aufspaltung gefunden, dessen Vor-
zeichen unüblich ist. Andererseits findet Suffczynski et al. [153] dagegen mit der gleichen
Methode Jsd ≈ 0.0± 0.1 eV und Jpd ≈ 0.8± 0.2 eV. Dem entgegen stehen die Ergebnis-
se von Hwang et al. [61], die über Photoemission und Röntgen-Absoprtionsspektroskopie
ein antiferromagnetisches Jpd ≈ −1.6 eV finden. Diese Diskrepanz im Vorzeichen und
der Größenordnung wird auch von Dietl [36] theoretisch diskutiert. Für die Modellrech-
nungen in dieser Arbeit muss jetzt ein Kompromiss gefunden werden und es wird ein
antiferromagnetisches Jpd = −1.2 eV in Kombination mit Jsd = 0 eV gewählt. Die-
se Wahl ist ähnlich zu den verwendeten Werten von Ga1−xMnxAs und sollte aus fol-
genden Gründen gerechtfertigt sein: Einerseits ist Jsd klein und für Ga1−xMnxAs mit
einem künstlich zu groß gewählten Jsd = Jpd war der Einfluss auf die effektiven Aus-
tauschintegrale bei einer großen Energiedifferenz der Fermi-Energie zum Leitungsband
nicht entscheident. Andererseits ist die verwendete Theorie zur Berechnung der effek-
tiven Austauschintegrale robust gegenüber einem Vorzeichenwechsel in Jpd, weil dieser
Term bei der Spurbildung quadratisch eingeht und Mischterme infolge von Jsd = 0 eV
verschwinden. Auch das elektronische Modell ist in der verwendeten Form robust ge-
genüber einem Vorzeichenwechsel, da ohne Spin-Bahn-Aufspaltung die Matrixelemente
des Spektraldichteoperators reell sind und daher eine Umbennung der Spin-Indizes ↑, ↓
die effektiven Austauschkopplungen invariant lässt. Die hier gewählte Größenordnung
von |Jpd| liegt somit innerhalb des Fehlerbereiches von Pacuski et al. [115].
Es stellte sich heraus, dass die experimentell gemessene frequenzabhängige opti-
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sche Leitfähigkeit {σ(ω)} mit den elektronischen Modellparametern Vs = 0 eV, Vx =
Vy = 2.24 eV und Vz = 2.08 eV sowie mit dem Skalierungsfaktor γ = 0.35 qualitativ
reproduziert werden konnte. Bevor die Transporteigenschaften genauer diskutiert wer-
den, soll die elektronische Struktur für diese Parameter näher betrachtet werden. Dazu
ist in Abb.(8.15) die Spin-aufgelöste Zustandsdichte von Ga1−xMnxN in der Wurtzit-
Phase mit x = 10% und Spin S = 2, sowie unter Verwendung der experimentellen
Gitterkonstanten [82] für ein System von N = 16 Einheitszellen in jeder Raumrichtung
(8N3 Einheitszellen insgesamt) mit periodischen Randbedingungen aufgetragen. Das
Unordnungsensemble bestand aus 20 Konfigurationen und es wurden 8192 Momente
in der Polynomkernentwicklung verwendet aufgrund der gleichen Argumente wie bei
Ga1−xMnxAs.
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Abbildung 8.15: Zustandsdichte von Ga1−xMnxN mit x = 10% und Spin S = 2 -
Eine Übersicht (links) und eine Detailansicht (rechts) der zwei getrennten Störstellenbänder
in beiden Spinsektoren.
Es ergeben sich zwei ausgeprägte Störstellenbänder in der Bandlücke von GaN, von
denen das untere knapp oberhalb des Valenzbandes bei ≈ 0.37 eV liegt und das obere
etwas über der halben Bandlücke von GaN bei ≈ 1.8 eV lokalisiert ist. Das spektrale
Gewicht beider Bänder sollte im Verhältnis 1 : 2 stehen, da aus Symmetriegründen
Vx = Vy 	= Vz gewählt wurde und eine Bandlücke zwischen beiden Störstellenbän-
dern im Spin-up Sektor von ≈ 0.74 eV vorliegt. Die elektronische Struktur stimmt
qualitativ mit ab-initio-Resultaten [81,133,159,161] überein, in denen die Fermi-Energie im
oberen Störstellenband liegt und somit metallisches oder halb-metallisches Verhalten
erwartet werden kann. Lediglich die neue Arbeit von Virot et al. [162] weicht insofern
ab, dass in LSDA halb-metallisches Verhalten gefunden wird und in LSDA+U dagegen
ein Isolator, weil die Fermi-Energie in die Störstellen-Bandlücke fällt. Allerdings liegt
der Fokus dort auf einer einzelnen Störstelle und der Studie des Jahn-Teller-Effektes,
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welcher aufgrund seiner Symmetrie reduzierenden Wirkung Entartungen aufhebt. Je-
doch sind Gitter-Relaxationen um Störstellen für hohe Konzentrationen x nicht wichtig,
weil die Bandverbreiterung des Störstellenbänder aufgrund von Unordnung immer grö-
ßer ist als eine Aufspaltung aufgrund von Relaxation [133]. Weiterhin passen die hier
gezeigten Zustandsdichten qualitativ gut in das von Graf et al. [54,56] vorgeschlagene
elektronische Einteilchenbild: Das tetraedrische Kristallfeld der N-Liganden spaltet die
fünf d-Orbitale des Mn-Ions in zwei e-Orbitale und drei t2-Orbitale in der Bandlücke
von GaN auf, von denen die letzteren im kovalenten Bild mit den Orbitalen des Stick-
stoffes hybridisiert sind. Daraufhin werden die bindenden tb2-Orbitale energetisch in das
Valenzband geschoben und die antibindenen ta2 über die zwei nichtbindenden e-Orbitale
so dass eines der drei ta2-Orbitale von einem Loch mit d-artigem Charakter besetzt ist.
Ein genaueres elektronischen Tight-Binding-Modell sollte daher für die Störstellenbän-
der ein spektrales Gewicht von 2 : 3 liefern. An dieser Stelle bietet sich ein Vergleich
zu Ga1−xMnxAs an, bei dem die nichtbindenden e-Orbitale im Valenzband liegen und
daher nur drei antibindende ta2-Orbitale energetisch knapp oberhalb des Valenzbandes
resultieren. Im Gegensatz hat das entsprechende Loch in einem der ta2-Orbitale haupt-
sächlich p-Charakter und es wird sofort klar, warum das Modell für Ga1−xMnxAs mit
der minimalen sp3-Basis gute Übereinstimmungen lieferte. Der p- oder d-Charakter wird
von der relativen Position des Ga3− Akzeptorniveaus bestimmt, dessen Lage zwischen
Ga1−xMnxAs und Ga1−xMnxN unterschiedlich ist [56]. Die d-Elektronen, welche in dem
hier benutzten Modell nur in Form von lokalen Spinoperatoren auftreten, können bei
einer realistischeren Beschreibung auch zum Transport beitragen.
Als Nächstes ist die berechnete frequenzunabhängige Leitfähigkeit σDCii (ωF ) entspre-
chend Gl.(5.24) als Funktion der Fermi-Energie für T = 0 K sowohl als Übersicht in
Abb.(8.16) als auch in einem vergrößerter Ausschnitt im Bereich der Störstellenbänder
in Abb.(8.17) aufgetragen. Die numerischen Rechnungen erfolgen hier nur unter Ver-
wendung von 2048 Momenten mit einem Unordnungsensemble von 10 Konfigurationen
zur Mittelung des Integranten aber sonst identischen Systemparametern, weil die zwei-
dimensionale Polynomkernentwicklung rechenintensiver ist. Dies sollte für qualitative
Aussagen ausreichend sein, weil für quantitative Schlüsse (z.B. Lokalisierungsverhalten)
eine aufwendige Finite-Size-Analyse bzw. Skalierung unerlässlich ist, welche im Rahmen
dieser Arbeit nicht geleistet wird.
Die Ergebnisse zeigen, dass neben kleinen quantitativen Abweichungen, vermutlich
aufgrund des Unordnungsmittels, die Symmetrien σDCxx (ωF ) = σDCyy (ωF ) 	= σDCzz (ωF )
des elektronischen Modells reproduziert werden und die Detailansicht um die Stör-
stellenbänder offenbart, dass das untere Störstellenband eine von σDCzz (ωF ) dominierte
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Abbildung 8.16: Gleichstromleitfähigkeit von Ga1−xMnxN mit x = 10% und Spin
S = 2 - Komplette energetische Übersicht der Diagonalelemente des Leitfähigkeitstensors
im Limes ω → 0.
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Abbildung 8.17: Detailansicht der Gleichstromleitfähigkeit von Ga1−xMnxN
mit x = 10% und Spin S = 2 - Die Detailansicht im Bereich der Störstellenbänder zeigt
ein unterschiedliches Gewicht für Diagonalelemente des statischen Leitfähigkeitstensors.
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Zusammensetzung aufweist. Beim oberen Störstellenband ist dies genau umgekehrt und
kann leicht anhand der Konstruktion des elektronischen Modells verstanden werden:
Weil das untere Störstellenband im Wesentlichen durch eine entsprechende Wahl von
Vz als energetische Verschiebung des diagonalen Matrixelementes erzeugt wird und das
obere dementsprechend über Vx = Vy, scheint sich der orbitale Charakter in den Dia-
gonalelementen der statischen Leitfähigkeit zu äußern. Bezüglich der Größenordnung
ist festzustellen, dass die Gleichstromleitfähigkeit der Störstellenbänder ca. zwei Grö-
ßenordnungen geringer ist als im Bandbereich des Halbleiters GaN, so dass zumindest
eine stärkere Lokalisation der Wellenfunktionen angenommen werden kann. Daher sollte
der verdünnt magnetische Halbleiter Ga1−xMnxN bei entsprechender Lage der Fermi-
Energie in einem Störstellenband einen höheren Widerstand aufweisen, als wenn die
Fermi-Energie im Leitungs- oder Valenzband von reinem GaN läge. Zu weiteren quanti-
tativen Aussagen bezüglich des metallischen oder isolatorischen Verhaltens im Bereich
endlicher Zustandsdichte müsste von theoretischer Seite eine Finite-Size Analyse durch-
geführt werden.
Jetzt sind die frequenzabhängigen Wechselstromleitfähigkeiten σACαα (ω) für T = 0 K
zu untersuchen, die wie zuvor angedeutet, die experimentellen Messungen reproduzie-
ren müssen und zur Integration der frequenzabhängigen Wechselstromleitfähigkeit über
Gl.(5.22) wurde eine Verbreiterung von γ˜ = 10 meV verwendet. Als sinnvolles Kriterium
zur Wahl dieses Parameters wird dieser als ca. das Doppelte des mittlerern Stützstellen-
abstandes der Energie-Integration gewählt, was bei 2048 Momenten ca. 2×4.39 meV ent-
spricht. In Abb.(8.18) ist der Logarithmus zur Basis 10 der Spur σAC(ω) :=
∑
α σ
AC
αα (ω)
über den Leitfähigkeitstensor sowohl als Funktion der Fermi-Energie als auch der Pho-
tonenenergie aufgetragen. Erstere variiert dabei von EF = −0.5 eV aus dem Valenzband
bis EF = 2.5 eV über den relevanten Bereich der Störstellenbänder hinaus. Es sind für
positive Fermi-Energien eindeutig eine stark abfallende Flanke unterhalb von ω = 4 eV
zu erkennen und ebenso die im Experiment gefundene Schulter für ca. 0.6 ≤ EF eV, die
bei ca. ω ≈ 1.8 eV einsetzt. Der experimentell gefundene Peak bei ω ≈ 1.3−1.4 eV findet
sich auch wieder, allerdings nur für Fermi-Energien im Bereich von ca. 0.7 ≤ EF ≤ 1.8
eV. Dies hat bedeutende Konsequenzen: Das elektronische Modell für Ga1−xMnxN re-
produziert die experimentellen Transportmessungen sowohl für Fermi-Energien in der
Störstellen-Bandlücke als auch im Bereich endlicher Zustandsdichte der Störstellenbän-
der. Somit stellt sich die interessante Frage, ob das Auftreten von ferromagnetischer
Ordnung in diesen Proben an eine Position der Fermi-Energie im Störstellenband ge-
koppelt ist. Da in den bis jetzt präsentierten experimentellen Daten keine Messungen im
langwelligen Infrarotbereich ω < 1 eV enthalten sind und Untersuchungen der Gleich-
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stromleitfähigkeit auch nicht verfügbar sind, wird dieser Punkt erst nach der Studie
der magnetischen Eigenschaften auf Grundlage weiterer experimenteller Messungen im
infraroten Spektralbereich diskutiert.
Abbildung 8.18: Logarithmische Wechselstromleitfähigkeit von Ga1−xMnxN
mit x = 10% und Spin S = 2 - Die Ergebnisse sind einerseits als Funktion der Pho-
tonenenergie ω ( = 1) und andererseits als Funktion der Fermi-Energie EF des Systems
mit T = 0 K zweidimensional in beliebigen Einheiten aufgetragen.
In Abb.(8.19) sind ausgewählte Leitfähigkeitskurven für unterschiedliche Fermi-
Energien sowohl in der Störstellen-Bandlücke als auch im Bereich des oberen Störstellen-
bandes aufgetragen. Es ist ersichtlich, dass dieses theoretische Modell mindestens einen
zusätzlichen Peak für kleine Photonenenergien ω < 0.5 eV vorraussagt, wenn die Fermi-
Energie im oberen Störstellenband liegt. Abschliessend ist erneut anzumerken, dass
der aus dieser Auftragung der Wechselstromleitfähigkeit σAC(ω) extrapolierte Wert für
die Gleichstromleitfähigkeit σDC(0) :=
∑
α σ
DC
αα (0) mit dem Wert aus Abb.(8.16) nicht
übereinstimmt. Es ist also folgender Grenzwert numerisch nicht erfüllt:
lim
ω→0
σAC(ω)|ωF = σDC(0)|ωF . (8.9)
Der Grund kann einerseits darin liegen, dass die Energiediskretisierung noch zu groß ist,
um den ω → 0 Grenzwert numerisch auflösen zu können und andererseits ist aufgrund
der Ergebnisse [174] für das Anderson-Modell mit Unordnung klar, dass die korrekte
Berechnung des kritischen Verhaltens der statischen Leitfähigkeit für quantitative Aus-
sagen eine verbesserte Auflösung erfordert. Eine sorgfältige Finite-Size-Analyse ist in
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Abbildung 8.19: Wechselstromleitfähigkeit von Ga1−xMnxN mit x = 10% und
Spin S = 2 - Es ist die Spur über den Realteil der frequenzabhängigen Leitfähigkeit für
unterschiedliche Fermi-Energien EF aufgetragen.
diesem Zusammenhang mit großer Sicherheit notwendig.
8.2.2 Effektive Austauschwechselwirkung Jij
Bevor nun die magnetischen Eigenschaften betrachtet werden, sind die effektiven Aus-
tauschintegrale für Ga1−xMnxN für x=10% als Funktion der Fermi-Energie zu unter-
suchen, um erste Einblicke in eine mögliche Korrelation zur Gleichstromleitfähigkeit zu
erlangen. Die numerischen Rechnungen erfolgten wie bei der Zustandsdichte für ein Sys-
tem von N = 16 Einheitszellen in jeder Raumrichtung (8N3 Einheitszellen insgesamt)
mit periodischen Randbedingungen. Weiterhin umfasste das Unordnungsensemble 20
Konfigurationen und es wurden ebenfalls 8192 Momente in der Polynomkernentwick-
lung verwendet.
In Abb.(8.20) sind die Ergebnisse von Jij für Ga1−xMnxN für x=10% mit einer
Position der Fermi-Energie im oberen Störstellenband gezeigt und in Abb.(8.21) mit
der Fermi-Energie in der Bandlücke. Die Kopplungen wurden numerisch bis zu einem
maximalen Abstand von R ≤ N · √3a/2 berechnet, weil bis zu diesem Abstand für die
gewählte Superzellengeometrie die Anzahl der äquivalenten Differenzvektoren zu gege-
benem Rij = rj − ri mit der erwarteten Anzahl aufgrund der Symmetrieoperationen
im hexagonalen Gitter übereinstimmt. Dies entspricht 483 nächsten-Nachbar Kopplun-
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Abbildung 8.20: Unordnungsgemittelte Austauschintegrale von Ga1−xMnxN
für x=10% mit Fermi-Energien im oberen Störstellenband - Im unteren Bild er-
folgte eine Reskalierung mit dem RKKY-Faktor R3 ohne Fehlerbalken.
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Abbildung 8.21: Unordnungsgemittelte Austauschintegrale von Ga1−xMnxN
für x=10% mit Fermi-Energie in der Störstellen-Bandlücke - Im unteren Bild
erfolgte eine Reskalierung mit dem RKKY-Faktor R3 ohne Fehlerbalken.
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gen und jedes Jij wurde über 200 Werte gemittelt. Aufgetragen sind die Kopplungen
allerdings nur bis zum 103. nächsten Nachbarn und in der Auftragung wurde zur Um-
rechnung der Gitterkonstanten das ideale Tetraeder-Verhaltnis c/a =
√
8/3 benutzt.
Bei einer Fermi-Energie im oberen Störstellenband sind die Jij kurzreichweitig und
klingen exponentiell bis zu einem Abstand von R ≈ 4a ab, wie es die mit dem RKKY-
Faktor reskalierte Darstellung zeigt. Für eine Fermi-Energie etwa in der Mitte des oberen
Störstellenbandes bei EF = 1.80 eV sind die effektiven Austauschkopplungen am größ-
ten und die Kopplungen für EF = 1.86 eV bzw. EF = 1.72 eV scheinen identisch zu
sein, was an der fast symmetrischen Wahl der Fermi-Energien um den energetischen
Schwerpunkt des oberen Störstellenbandes liegt. Im Vergleich zu Ga1−xMnxAs sind die
Kopplungen von ähnlicher Struktur und Größenordnung bis auf die nächste-Nachbar
Kopplung, welche um ca. 50% kleiner bei Ga1−xMnxN ist. Ein direkter Vergleich zu
ab-initio Resultaten [59,133] der kubischen Phase ist schwierig, weil die unterliegende
Gittersymmetrie unterschiedlich ist. Der erwartete Trend [133] zu Kopplungen Jij von
Ga1−xMnxN, die im Vergleich zu Ga1−xMnxAs kurzreichweitiger und für Abstände
R ≤ 2a stärker gedämpft sind, sowie eine Verstärkung der nächsten-Nachbar Kopplung
kann anhand der vorliegenden Ergebnisse des EBOM mit C6v-Symmetrie nicht bestä-
tigt werden. Lediglich die Tatsache von überwiegend ferromagnetischen Jij stimmt bei
einer Lage der Fermi-Energie in endlicher Zustandsdichte überein. Naiv könnte an die-
ser Stelle eine kritische Temperatur von gleicher Größenordnung wie bei Ga1−xMnxAs
erwartet werden, allerdings sind sowohl Spin S als auch Konzentration x unterschied-
lich. Ebenso unterscheidet sich die Anzahl der nächsten Nachbarn bis zu einem festen
Abstand R drastisch zwischen kubisch flächenzentriertem und hexagonalem Bravais-
Gitter. Beispielsweise liegen innerhalb des Abstandes R ≤ 4a bei Ga1−xMnxAs 40
nächste-Nachbarn und bei Ga1−xMnxN nur 20, weiterhin reduzieren sich diese Zahlen
für die dominant erscheinenden Beiträge innerhalb R ≤ 2a weiter auf entsprechende 8
bzw. 5. Es ist klar, dass die Gittersymmetrie die zur Perkolation nötige Störstellenkon-
zentration xperc beeinflusst und bei steigender Konzentration kann sich zwar einerseits
ein perkolierender Cluster von Mn-Störstellen auch bei kürzeren Abständen R mit ferro-
magnetischen nächsten-Nachbar Kopplungen bilden, wie theoretische Berechnungen [114]
von xperc zeigen, jedoch fehlen in dieser Argumentation thermische Fluktuationen, wel-
che gerade den Abbau von Spin-Korrelationen erzeugen und ein unterschiedliches TC
erzeugen können. Es kann bei der Diskussion der effektiven Austauschintegrale ledig-
lich eine Aussage zum Auftreten einer ferromagnetischen Phase bei T = 0 K getroffen
werden, aber nicht über dessen Temperaturabhängigkeit. Zusätzlich sollte die Diskus-
sion nicht ausschliesslich auf eine Kopplung Jij bei einem mittleren Abstand R¯ bei
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gegebener Konzentration x reduziert werden, da physikalisch das Zusammenspiel aller
anisotropen Jij wichtig sein kann. Liegt nun die Fermi-Energie in der Störstellenband-
lücke bei EF = 1.50 eV, sind die effektiven Austauschkopplungen Jij auch ab einem
Abstand von R ≤ 4a gedämpft allerdings um eine Größenordnung kleiner. Es liegen
überwiegend kurzreichweitige antiferromagnetische Beiträge in Kombination mit einer
leichten Oszillation bis R ≤ 3a um einen Wert unterhalb von Null vor. Anhand dieser
Ergebnisse ist keine ferromagnetische Ordnung bei einer Fermi-Energie innerhalb der
Störstellenbandlücke zu erwarten.
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Abbildung 8.22: Magnetisierung und kritische Temperatur von Ga1−xMnxN als
Funktion der Temperatur und als Funktion der Fermi-Energie - Die Rechnungen
erfolgten in SC-RPA mit N=16 Einheitszellen in jeder Raumrichtung sowie periodischen
Randbedingungen und das Unordnungsensemble umfasste 20 Konfigurationen für eine Kon-
zentration von x = 10% und Spin S = 2.
Die Behandlung des ungeordneten Heisenberg-Modells für Ga1−xMnxN für x=10%
mit Spin S = 2 als Funktion der Fermi-Energie über die unterschiedlichen effektiven
Austauschintegrale Jij erfolgte analog zu Ga1−xMnxAs. Die Berechnungen wurden mit
einem Unordnungsensemble von 20 Konfiguration, einer Systemgröße von N = 16 mit
periodischen Randbedingungen und in SC-RPA durchgeführt. Die Ergebnisse für die
Magnetisierung M(T ) und die kritische Temperatur sind in Abb.(8.22) aufgetragen.
Für eine in der Störstellenbandlücke liegende Fermi-Energie EF = 1.50 eV war eine
selbstkonsistente Lösung des Heisenberg-Modells in Tyablikow-Näherung nicht mög-
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lich, da negative lokale Magnetisierungen sehr schnell einen negativen Erwartungswert
〈Sˆz〉 generiert haben, welcher eine Untersuchung des Heisenberg-Modells auf antifer-
romagnetische Ordnung motiviert. Da die effektiven Austauschintegrale überwiegend
antiferromagnetisch sind und somit eine antiferromagnetische Ordnung oder Spin-Glas-
Phase implizieren, darf die präsentierte Theorie zur Lösung des Heisenberg-Modells in
SC-RPA nicht verwendet werden, weil diese eine ferromagnetische Ordnung bzw. Lö-
sung von Beginn an vorraussetzt. Eine Untersuchung auf Antiferromagnetismus des
Heisenberg-Modells in Bezug auf die Untergitter-Magnetisierung als Ordnungsparame-
ter könnte hier Abhilfe schaffen und ebenso müsste im elektronischen s-d Modell die
Annahme einer ferromagnetischen Lösung zur Berechnung der Jij fallengelassen wer-
den. Die Behandlung des antiferromagnetischen Heisenberg-Modells ist nicht Gegen-
stand dieser Arbeit und es sei exemplarisch auf einige Arbeiten [2,3,50,83,84] diesbezüg-
lich verwiesen, ohne jeglichen Anspruch auf einen Literaturüberblick. Abschliessend ist
festzuhalten, dass für eine Fermi-Energie in der Störstellen-Bandlücke im Rahmen der
Modellannahmen und Näherungen kein Ferromagnetismus gefunden wird. Dem entge-
gen stehen die Ergebnisse mit einer Fermi-Energie im oberen Störstellenband, welche
für EF = 1.86 eV ein TC = 15 ± 0.3 K, für EF = 1.80 eV ein TC = 27.2 ± 0.4 K
und für EF = 1.72 eV ein TC = 14± 2 K ergeben. Wie bereits aufgrund der effektiven
Austauschintegrale erwartet, ist die Curie-Temperatur für eine Fermi-Energie etwa im
Schwerpunkt des oberen Störstellenbandes am größten und für beide übrigen Fermi-
Energien im Rahmen der Fehlerbalken identisch. Ein Vergleich mit den experimentellen
Befunden für die Proben von Ga1−xMnxN zeigen, dass die theoretischen Modellrech-
nungen kritische Temperaturen in der richtigen Größenordnung vorhersagen, wenn die
Fermi-Energie in einem Bereich endlicher Zustandsdichte des oberen Störstellenbandes
liegt. Werden diese Ergebnisse nun in Bezug zu den theoretischen Ergebnissen für die
Leitfähigkeit gesetzt, besteht zumindest von theoretischer Seite eine Korrelation von
ferromagnetischer Ordnung mit einer nichtverschwindenden optischen Wechselstrom-
leitfähigkeit im Infrarotbereich.
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9Zusammenfassung
Im ersten Teil dieser Arbeit wurden in einer Kooperation mit O. Marquardt und K.
Schuh die elektronischen und optischen Eigenschaften von polaren und unpolaren
InN/GaN-Quantenpunkten als Modellsystem untersucht. Dies wurde durch die Kombi-
nation von einem Effective-Bond-Orbital-Modell (EBOM) zur Beschreibung der elek-
tronischen Eigenschaften mit Ergebnissen der elastischen Eigenschaften für die Nano-
struktur erreicht. Die elastischen Eigenschaften wurden von O. Marquardt über Kon-
tinuumselastizitätstheorie berechnet und zur Verfügung gestellt. Die Lösung des wech-
selwirkenden Vielteilchenproblems wurde von K. Schuh im Rahmen einer Konfigura-
tionswechselwirkungsmethode zur Berücksichtigung von Korrelationseffekten durchge-
führt und die über das EBOM berechnete Eigenbasis diente dabei zur Konstruktion
der wechselwirkenden Vielteilchen-Konfigurationen. Zielsetzung war dabei die Unter-
suchung des Zusammenspiels von attraktiver Elektron-Loch-Wechselwirkung und den
in Nitrid-Heterostrukturen auftretenden starken intrinsischen Feldern aufgrund von
piezo- und pyroelektrischen Beiträgen, welche eine räumliche Separation der Elektron-
und Locheinteilchenzustände bewirken und dadurch die Einteilchen-Oszillatorstärke des
Grundzustandsüberganges reduzieren. Experimentell wird dagegen im Vergleich zu po-
laren Nitrid-Quantenpunkten eine kürzere Lebensdauer in einer unpolaren Wachstums-
richtung beobachtet, was von theoretischer Seite bisher nicht vollständig erklärt werden
konnte und die Fragestellung einer möglichen Kompensation der intrinsischen elektri-
schen Felder durch die Coulomb-Wechselwirkung motiviert. Die vorliegende Disserta-
tion präsentiert daher die Ergebnisse der Berechnung von elektronischen Einteilchen-
Eigenschaften für sowohl InN-Benetzungsschichten als auch InN/GaN-Quantenpunkte
unter Berücksichtigung der intrinsischen elektrostatischen Energie aufgrund von Ver-
spannungseffekten und zusätzlich lineare optische Einteilchen-Spektren. Anhand der po-
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laren und unpolaren Benetzungsschichtdispersion wird ein approximativer, energetischer
Abschneideparamter motiviert, der lokalisierte Quantenpunktzustände von delokalisier-
ten Benetzungsschichtzuständen trennt und somit die in der Vielteilchenbehandlung zu
berücksichtigende Anzahl von Einteilchenzuständen festlegt. Zum weiteren Verständnis
wird ein effektiven Einschlusspotential, welches die Geometrie des Quantenpunktes und
intrinsische Felder berücksichtigt, definiert und auf Grundlage dessen das qualitative
Lokalisierungsverhalten von angeregten Einteilchenzuständen untersucht. Dabei stellte
sich heraus, dass in der unpolaren Wachstumsrichtung die Einteilchen-Grundzustände
räumlich stark separiert sind, was implizit dem experimentellen Befund einer erhöhten
Oszillatorstärke widerspricht. Dagegen wiesen angeregte Einteilchen-Zustände einen im
Vergleich zur polaren Geometrie erhöhten räumlichen Überlapp auf. Dieses Verhalten
äußerte sich ebenfalls in den linearen optischen Einteilchen-Spektren und zugehörigen
Dipolmatrixelementen, so dass im unpolaren Quantenpunkt angeregte Einteilchenzu-
stände eine erhöhte Oszillatorstärke aufwiesen. Die zusätzliche Berücksichtigung von
attraktiver Elektron-Loch-Wechselwirkung führte über die Vielteilchenbehandlung da-
zu, dass der unpolare Vielteilchen-Grundzustand aufgrund von starken Korrelationsef-
fekten ein erhöhtes Vielteilchen-Dipolmatrixelement aufwies, das nun in vergleichbarer
Größenordnung zum polaren Vielteilchen-Dipolmatrixelement war. Im Rahmen der Ko-
operation konnten daher starke Indizien für die Notwendigkeit der Berücksichtigung
von Vielteilcheneffekten zur korrekten Modellierung der optischen Eigenschaften von
unpolaren Nitrid-Quantenpunkten gesammelt werden, um die experimentellen Befunde
phänomenologisch zu erklären.
Im zweiten Teil dieser Arbeit werden elektronische und magnetische Eigenschaften
der verdünnt magnetischen Halbleiter Ga1−xMnxAs sowie Ga1−xMnxN mit Störstellen-
konzentrationen x untersucht. Zielsetzung ist dabei die theoretische (Weiter-) Entwick-
lung bestehender Ansätze unter Berücksichtigung von realistischen Bandstrukturen und
exakter Behandlung von Unordnungseffekten, um das prinzipielle Verständnis des Auf-
tretens von kollektiver ferromagnetischer Ordnung zu erweitern sowie die Lücke zwischen
Modell-Ansätzen und ab-initio-Theorie zu verringern. Dazu wurden die elektronischen
Eigenschaften von GaAs und GaN in beiden Fällen über ein Effective-Bond-Orbital-
Modell simuliert, wobei die magnetischen Störstellen über zusätzliche magnetische und
nichtmagnetische Potentialstreuterme berücksichtigt werden. Dabei stellte sich heraus,
dass nur unter Berücksichtigung von nichtmagnetischer Potentialstreuung die indirek-
te Austauschwechselwirkung zwischen den magnetischen Momenten für Ga1−xMnxAs
die Ausbildung einer kollektiven ferromagnetischen Ordnung begünstigt und zusätzliche
Übereinstimmung mit ab-initio-Resultaten liefert. Die Studie der magnetischen Eigen-
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schaften erfolgte über die approximative Lösung des ungeordneten Heisenberg-Modells
unter Verwendung der zuvor berechneten effektiven indirekten Austauschintegrale. Me-
thodisch kam dabei die Theorie der Gleichgewichts-Greenfunktionen zum Einsatz, wobei
in Tyablikow-Näherung gearbeitet wurde und als Nebenprodukt konnte unter Verwen-
dung der Antikommutator-Algebra ein Korrekturterm zum analytischen Ausdruck der
Curie-Temperatur hergeleitet werden. Bei der Lösung des statistischen Vielteilchen-
Problems wurde zusätzlich gezeigt, dass die Verwendung einer lokalen Selbstkonsistenz-
bedingung zu einer positiven Korrektur der kritischen Temperatur führte. Die Resultate
für Ga1−xMnxAs zeigten eine qualitative und quantitative Übereinstimmung der kriti-
schen Temperatur als Funktion der Störstellenkonzentration im Vergleich zu experimen-
tellen und theoretischen Ergebnissen. Dies verdeutlicht, dass das verwendete minimale
elektronische Modell die wesentlichen physikalischen Mechanismen zur Ausbildung von
ferromagnetischer Ordnung für Ga1−xMnxAs beschreibt. Für das Material Ga1−xMnxN
war die Berücksichtigung von Nichtdiagonalelementen für die Mn-Störstellen im Ha-
miltonoperator zur Beschreibung der elektronischen Eigenschaften nötig. Zur korrekten
Wahl dieser Elemente wurde der Realteil der optischen Leitfähigkeit über die Kubo-
Formel berechnet und die Matrixelemente so modifiziert, dass die experimentellen Er-
gebnisse des Realteils der optischen Leitfähigkeit reproduziert werden. Die zugehörigen
Ellipsometriemessungen wurden von Mariuca Gartner und Mihai Stoica an von G. Ku-
nert hergestellten Proben von dünnen Ga1−xMnxN Filmen mit x = 10% durchgeführt
und daher erfolgten die theoretischen Modellrechnungen nah am Experiment. Als Er-
gebnis zeigte sich, dass sich in der Bandlücke von GaN aufgrund der Mn-Störstellen in
Übereinstimmung mit ab-initio-Resultaten zwei energetisch getrennte Störstellenbän-
der ausbilden müssen, um die experimentelle Leitfähigkeit qualitativ zu reproduzieren.
Weiterhin zeigen die theoretischen Modellrechnungen, dass eine Fermi-Energie in der
Bandlücke oder im Bereich des energetisch höher liegenden Störstellenbandes mit den
experimentellen Ergebnissen vereinbar ist. Allerdings weisen die magnetischen Eigen-
schaften in diesen beiden Szenarien unterschiedliches Verhalten auf: Bei einer Fermi-
Energie in der Bandlücke treten antiferromagnetische Kopplungen auf, so dass keine
ferromagnetische Phase als Lösung gefunden wird. Bei einer Fermi-Energie im oberen
Störstellenband werden dagegen überwiegend ferromagnetische Austauschintegrale ge-
funden, so dass die Lösung des ungeordneten Heisenberg-Modells Curie-Temperaturen
in der im Experiment gefundenen Größenordnung liefert. Daher sagen die Modellrech-
nungen eine Korrelation vom Auftreten ferromagnetischer Ordnung mit einer nichtver-
schwindenden Wechselstromleitfähigkeit im Infrarotbereich vorraus.
Als Ausblick ergeben sich mehrere interessante Aspekte: Die Studie der optischen
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Eigenschaften von unpolaren Nitrid-Quantenpunkten unter Berücksichtigung von Viel-
teilcheneffekten kann auf realistische Konzentrationen ausgedehnt werden. Dazu müss-
ten die theoretischen Rechnungen sehr nah an experimentell beobachteten Geometrien
erfolgen, um quantitative Aussagen treffen zu können. Ein weiterer Anknüpfungspunkt
besteht in der Untersuchung von Transporteigenschaften mit und ohne externem Ma-
gnetfeld des verdünnt magnetischen Halbleiters Ga1−xMnxAs, da diese im Rahmen der
Arbeit nicht mehr untersucht wurden.
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