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Liggett and Steif (2006) proved that, for the supercritical contact process
on certain graphs, the upper invariant measure stochastically dominates an
i.i.d. Bernoulli product measure. In particular, they proved this for Zd and
(for infection rate sufficiently large) d-ary homogeneous trees Td.
In this paper we prove some space-time versions of their results. We
do this by combining their methods with specific properties of the contact
process and general correlation inequalities.
One of our main results concerns the contact process on Td with d ≥ 2.
We show that, for large infection rate, there exists a subset ∆ of the vertices
of Td, containing a “positive fraction” of all the vertices of Td, such that the
following holds: The contact process on Td observed on ∆ stochastically
dominates an independent spin-flip process. (This is known to be false for
the contact process on graphs having subexponential growth.)
We further prove that the supercritical contact process on Zd observed
on certain d-dimensional space-time slabs stochastically dominates an i.i.d.
Bernoulli product measure, from which we conclude strong mixing prop-
erties important in the study of certain random walks in random environ-
ment.
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1 Introduction and main results
1.1 Background and outline of this paper
LetG = (V,E) be a connected graph of bounded degree, and let λ ∈ (0,∞).
The contact process (ηt) on G with parameter λ is the continuous-time
interacting particle system on {0, 1}V with local transition rates given by
η → ηx at rate
{
1, if η(x) = 1;
λ
∑
{y : {x,y}∈E} η(y), if η(x) = 0,
for x ∈ V , and where ηx is defined by ηx(y) := η(y) for y 6= x, and
ηx(x) := 1− η(x).
Equivalently (see also Section 2.2), one can imagine that for each site
x and each neighbour y of x, there are ’clocks’, denoted by I(y, x) and
H(x), which ring after independent, exponentially distributed, with mean
1/λ and 1 respectively, times (independent of the other clocks). At each
ring of the clock I(y, x) the following happens: if y has value 1 and x has
value 0, the value of x immediately changes to 1. At each ring of the clock
H(x) the following happens: if x has value 1, the value of x immediately
changes to 0.
The contact process was introduced by Harris [10] in 1974 as a toy model
for the spread of an infection in a population. With this interpretation
in mind, λ is often referred to as the “infection” parameter and a site
x ∈ V is said to be infected at time t if ηt(x) = 1, otherwise it is said
to be healthy. A central question is whether the infections “survive” with
positive probability or eventually die out, i.e. all sites become healthy. As
general references on contact processes we mention the books [11] and [13]
by Liggett, from which we next recall some well known properties.
The “healthy” configuration where all sites are equal to 0, denoted by 0¯,
is clearly an absorbing state for the contact process. On the other hand,
starting from the full configuration where all sites are initially infected,
the contact process evolves towards an invariant measure ν¯λ. This state is
often called the upper invariant measure. Throughout this text we write
upper stationary contact process to denote the contact process whose law
at an arbitrary time equals ν¯λ.
A well-known property of the contact process is that, if G is countable
infinite, it undergoes a phase transition: there is a critical threshold λc ∈
[0,∞), depending on G, such that, for all λ < λc, ν¯λ = δ0¯, and for all
λ > λc, ν¯λ 6= δ0¯. Here, δ0¯ denotes the measure that concentrates on 0¯. In
this paper we focus on the supercritical phase, i.e., the case λ > λc.
Van den Berg, Ha¨ggstro¨m and Kahn [2] proved that the upper invariant
measure satisfies the following property (called downward FKG in [15]): for
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any finite ∆ ⊂ V , the conditional measure ν¯λ(· | η ≡ 0 on ∆) is positively
associated. (See Liggett [14] for a slightly stronger property). Liggett and
Steif [15] used this result to show that, for the supercritical contact process
on Zd, d ≥ 1, the upper invariant measure stochastically dominates a non-
trivial Bernoulli product measure (see Corollary 4.1 therein). For the d-ary
homogeneous tree Td, where each site has d + 1 neighbouring sites, they
showed such a domination result for λ > 4.
In this paper, we investigate if analogs of the mentioned domination
results by Liggett and Steif hold for the contact process observed in space
and time.
One of our main results concerns the upper stationary contact process
on Td with d ≥ 2. We show that, for λ > λc(Z), there exists a subset
V of the vertices of Td, containing a “positive fraction” of all the vertices
of Td, such that the following holds: the contact process on Td observed
on V stochastically dominates a non-trivial independent spin-flip process
(see Section 1.2 for a definition of such processes). This is the content
of Theorem 1.2 below. Interestingly, this cannot happen for the upper
stationary contact process on graphs having subexponential growth (such
as Zd), as shown in Proposition 1.1.
We furthermore prove that the upper stationary contact process on Zd
with d ≥ 1 and λ > λc, observed on certain (discrete-time) d-dimensional
space-time slabs, stochastically dominates a non-trivial Bernoulli product
measure. This is the content of Theorem 1.5 below. Using this, we conclude
in Theorem 1.7 that the contact process projected onto a thin space-time
slab satisfies a strong mixing property known as cone-mixing.
The projection of the contact process onto a sub-lattice can be inter-
preted as a hidden Markov model and is motivated for instance by the
study of phase transition phenomena in nonlinear filtering (see Rebeschini
and van Handel [17]) as well as the study of a random walk in a dynamic
random environment (see Bethuelsen and Vo¨llering [3]).
A key observation for our arguments is that the results in [2] imply
that the above mentioned downward FKG property extends to the contact
process observed in space-time (see Lemma 2.1). Our proofs are based on
this observation, together with specific properties of the contact process
and results and techniques from [15].
Outline of this paper
In the next subsection we recall some basic definitions before we present
our main results for the contact process in Subsection 1.3. In Subsection
1.4 we discuss certain mixing properties which follow from our main results.
Section 2 is devoted to some preliminary results. Proofs of our main results
are provided in Section 3. In Section 4 we present some open questions.
3
1.2 Stochastic domination and Bernoulli product measures
Besides the contact process there are two key concepts in the presentation
of our main results, namely stochastic domination and Bernoulli product
measures. For the convenience of the reader, we briefly recall their defini-
tions.
Given a countable set V , we are interested in probability measures on
Ω := {0, 1}V and DΩ[0,∞), the set of ca`dla`g functions on [0,∞) taking
values in Ω. For this, denote by F the product σ-algebra corresponding
to Ω and let M1(Ω) be the set of probability measures on (Ω,F), and
similarly, let M1(DΩ[0,∞)) be the set of measures on DΩ[0,∞).
For ρ ∈ [0, 1], we denote by µρ ∈ M1(Ω) the Bernoulli product measure
with density ρ. That is, for any finite ∆,Λ ⊂ V such that ∆ ∩ Λ = ∅, the
measure µρ has cylinder probabilities given by
µρ (η ∈ Ω: η(x) = 1 ∀x ∈ ∆, η(x) = 0 ∀x ∈ Λ) = ρ
|∆|(1− ρ)|Λ|.
A related object is the following continuous-time process. Given α ≥ 0, the
independent spin-flip process (ξt) with parameter α is the continuous-time
Markov process on {0, 1}V with local transition rates given by
η → ηx at rate
{
1, if η(x) = 1;
α, if η(x) = 0,
for x ∈ V . Note that (ξt) is ergodic with unique invariant measure µρ,
where ρ = ρ(α) = α/(α+ 1).
We next introduce the concept of stochastic domination. For this, we
associate to Ω the partial ordering such that ξ ≤ η if and only if ξ(x) ≤ η(x)
for all x ∈ V . An event B ∈ F is said to be increasing if ξ ≤ η implies
1B(ξ) ≤ 1B(η). If ξ ≤ η implies 1B(ξ) ≥ 1B(η) then B is called decreasing.
For µ1, µ2 ∈ M1(Ω) we say that µ1 stochastically dominates µ2 if µ2(B) ≤
µ1(B) for all increasing events B ∈ F . Recall that, by Strassen’s theorem
(see [11], p. 72), µ1 stochastically dominates µ2 is equivalent to the existence
of a coupling (η, ξ) so that η has distribution µ2 and ξ has distribution µ1,
and η ≤ ξ a.s. The definition of stochastic domination readily translates
to measures on DΩ[0,∞), by extending the partial ordering for elements
in Ω to Ω[0,∞), requiring that ξt(x) ≤ ηt(x) for all (x, t) ∈ V × [0,∞).
Another key concept used in the proof of the following theorems is that
of downward FKG, to which we return to in Section 2.
1.3 Main results
As shown in Liggett and Steif [15], Corollary 4.1, the upper stationary
contact process on Zd, d ≥ 1, with λ > λc stochastically dominates a non-
trivial Bernoulli product measure when observed at a fixed time t. That
is, ν¯λ stochastically dominates µρ for some ρ ∈ (0, 1).
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On the other hand, as also shown in [15], stochastic domination of a non-
trivial Bernoulli product measure does not hold in general for the entire
space-time evolution. This can be extended to the contact process on
graphs having subexponential growth.
Let G = (V,E) be a connected graph of bounded degree and denote by
d : V ×V → Z≥0 the graph distance on G. Following [16, p. 181], the graph
G is said to have subexponential growth (of balls) if
lim inf
n→∞
|{x ∈ V : d(o, x) ≤ n}|1/n = 1, for some o ∈ V, (1.1)
where | · | denotes the cardinality. Otherwise G is said to have exponential
growth. Further, we say that ∆ ⊂ V has positive density if
lim inf
n→∞
|{x ∈ ∆: d(o, x) ≤ n}|
|{y ∈ V : d(o, y) ≤ n}|
> 0, for some o ∈ V. (1.2)
Remark 1.1. Since we assume that G is connected and has bounded degree
we may in (1.1) and (1.2) replace “for some o ∈ V ” by “for all o ∈ V ”.
Proposition 1.1. Let (ηt) be the upper stationary contact process on a
connected graph G = (V,E) having subexponential growth and bounded
degree with λ > 0. Consider ∆ ⊂ V having positive density. Then, for no
parameter value except α = 0 can (ηt) and (ξt) be coupled so that, when
initialised from ν¯λ and µρ(α) respectively, it holds that
P̂ (ηt(x) ≥ ξt(x) for all (x, t) ∈ ∆× [0,∞)) = 1.
The proof of Proposition 1.1 follows by an almost direct extension of the
proof of [15, Proposition 1.1], and is given in Section 3.1. In fact, the proof
also works if Condition (1.1) is replaced by the following condition,
lim inf
n→∞
|{(x, y) ∈ E : d(o, x) = n = d(o, y) − 1}|
|{x ∈ V : d(o, x) ≤ n}|
= 0, for some o ∈ V,
(1.3)
which is easily seen to be weaker than (1.1). A natural question is whether
Proposition 1.1 also holds if (1.3) does not hold. Theorem 1.2 below states
that this is not the case for homogeneous trees. See also Question 2 in
Section 4.
Theorem 1.2. Let (ηt) be the upper stationary contact process on Td,
d ≥ 2, with λ > λc(Z). Let V be the set of vertices of Td. Then there
is a ∆ ⊂ V having positive density together with an α = α(λ) > 0 and a
coupling P̂ of (ηt) and (ξt), initialised from ν¯λ and µρ(α) respectively, such
that
P̂ (ηt(x) ≥ ξt(x) for all (x, t) ∈ ∆× [0,∞)) = 1. (1.4)
5
Thus, (1.4) in Theorem 1.2 concerns the contact process on Td projected
onto a subset of V ×[0,∞) (a terminology we often refer to later). Theorem
1.2 says that the contact process projected onto ∆ × [0,∞) stochastically
dominates an independent spin-flip process.
To prove Theorem 1.2, we first show that the contact process on {0, 1, . . .}
observed at the vertex 0 stochastically dominates an independent spin-flip
process (in fact, we show a generalisation of this). Once this is obtained,
Theorem 1.2 follows by a monotonicity argument. From the precise argu-
ment, given in Section 3.4, it moreover follows that the set ∆ in Theorem
1.2 can be chosen such that the l.h.s. of (1.2) equals d−1d .
Denote by
τx := inf{t ≥ 0: ηxt ≡ 0¯}, x ∈ V, (1.5)
the extinction time for the contact process (ηxt ) started with only x initially
infected.
Theorem 1.3. Let (ηt) be the upper stationary contact process on a con-
nected graph G = (V,E) having bounded degree with λ > 0. Let x ∈ V for
which there exist C, c > 0 such that,
P(τx =∞) > 0; (1.6)
P(s < τx <∞) ≤ Ce−cs, for all s ≥ 0. (1.7)
Then there exist α = α(λ) > 0 and a coupling P̂ of (ηt) and (ξt) initialised
from ν¯λ and µρ(α) respectively, such that
P̂ (ηt(x) ≥ ξt(x) for all t ∈ [0,∞)) = 1.
Note that (1.6) and (1.7) are known to hold for all vertices throughout the
supercritical phase for the contact process on Zd, d ≥ 1 (see [13, Theorem
1.2.30]), and on {0, 1, . . .} (see [7], p. 546 and [8]).
For the proof of Theorem 1.3 (in Section 3.2) we use that the contact
process satisfies the downward FKG property in space-time (see Section 2
for a proper definition). Combining this with large deviation estimates of
the probability that there are no infections at the site x in the time interval
[0, t] and a general theorem in [15] (which we state in Lemma 2.3) yields
the statement of Theorem 1.3.
It seems natural that Theorem 1.3 can be extended to the case where
instead of observing the contact process at a single site, we observe it on
a finite subset ∆ ⊂ V . Apart from some special cases, we are not able
to show this in general. On the other hand, interestingly, we are able to
extend Theorem 1.3 when restricting to observations at discrete times. For
this, denote by
ZT := {0,±T,±2T, . . .}, T ∈ (0,∞). (1.8)
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Theorem 1.4. Let (ηt), λ and G be as in Theorem 1.3. Let ∆ ⊂ V be
finite and let x ∈ ∆ be such that (1.6) and (1.7) hold. Then, for each T ∈
(0,∞), there exist ρ = ρ(λ, T,∆) > 0 such that (ηt) projected onto ∆×ZT
stochastically dominates a Bernoulli product measure with parameter ρ.
We end this subsection with a result, Theorem 1.5 below, for the su-
percritical contact process on Zd. As seen in Proposition 1.1, this process
cannot stochastically dominate a non-trivial independent spin-flip process,
not even when projected onto a subset ∆ of positive density. This naturally
leads to the question what happens for subsets ∆ ⊂ Zd for which the l.h.s.
of (1.2) equals 0. Theorem 1.5 concerns one such case, namely, the contact
process projected onto certain (discrete-time) space-time slabs.
For m ∈ N, let
Z
d
d−1(m) :=
{
(x1, . . . , xd) ∈ Z
d : xd ∈ {0, . . . ,m− 1}
}
,
be the (d − 1)-dimensional sublattice of Zd of width m. When m = 1 we
simply write Zdd−1.
Theorem 1.5. Let (ηt) be the upper stationary contact process on Z
d,
d ≥ 1, with λ > λc. Let T ∈ (0,∞) and m ∈ N. Then there exists
ρ = ρ(λ, T,m) > 0 such that (ηt) projected onto Z
d
d−1(m)×ZT stochastically
dominates a Bernoulli product measure with parameter ρ.
1.4 Mixing properties
The purpose of this subsection is to show that the domination results we
have obtained so far are useful in order to conclude mixing properties for
the contact process, in particular when observed in a subspace.
We first note that, from the statement of Theorem 1.5 with m = 1,
we obtain a stronger notion of domination, which we present next. For
t ∈ (0,∞) and T ∈ (0,∞), let ZT (t) := {s ∈ ZT : s < tT } and denote by
Pslabλ (·) the law of the projection of (ηt) onto Z
d
d−1 × ZT .
Corollary 1.6. Let (ηt) be the upper stationary contact process on Z
d, d ≥
1, with λ > λc. Let T ∈ (0,∞). Then, with ρ = ρ(λ, T, 1) as in Theorem
1.5, for every finite ∆ ⊂ Zdd−1 × ZT (0), the measure P
slab
λ (· | η ≡ 0 on ∆)
stochastically dominates a Bernoulli product measure with density ρ on
Z
d
d−1 × (ZT \ZT (0)).
Corollary 1.6 implies that the contact process projected on Zdd−1 × ZT
has strong mixing properties. We next make precise what we mean by
strong mixing properties.
Fix T ∈ (0,∞) and let, for θ ∈ (0, 12π) and t ≥ 0,
Cθt :=
{
(x, s) ∈ Zdd−1 × ZT : ‖x ‖ ≤ (s− t) tan θ
}
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be the cone whose tip is at (o, t) and whose wedge opens up with angle θ,
where o ∈ Zd denotes the origin. A process (ξt)t∈ZT on {0, 1}
Z
d
d−1 is said
to be cone-mixing if, for all θ ∈ (0, 12π),
lim
t→∞
sup
A∈F<0,B∈F
θ
t
P(A)>0
|P(B | A)− P(B)| = 0,
where F<0 is the σ-algebra generated by the lower half-space {ξs(x) : (x, s) ∈
Z
d
d−1 × ZT (0)} and F
θ
t is the σ-algebra generated by {ξs(x) : (x, s) ∈ C
θ
t }.
Theorem 1.7. Let T ∈ (0,∞). The upper stationary contact process on
Z
d, d ≥ 1, with λ > λc, projected onto Zdd−1 × ZT , is cone-mixing.
Cone-mixing was introduced in Comets and Zeitouni [6] and used there
to prove limiting properties for certain random walks in mixing random
environment. More recently, the cone-mixing condition has been adapted
to random walks in dynamically evolving random environments, see Avena,
den Hollander and Redig [1]. For such models, a standing challenge is to
prove limit properties for the random walk when the dynamic environment
does not converge towards a unique stationary distribution, uniformly with
respect to the initial state.
Theorem 1.7 gives one way to overcome this challenge for the particular
case where the random environment is the contact process and the random
walk stays inside Zdd−1. Our result has recently been applied in Bethuelsen
and Vo¨llering [3] (see Theorem 2.6 therein) to prove (among other things)
a law of large numbers for such random walks.
2 Preliminaries
In this section we provide some preliminary results which are important
for the proofs of our theorems.
2.1 Downward FKG and related properties
As already mentioned, the concept of downward FKG (from now on ab-
breviated by dFKG) plays a key role in the proof of our main theorems.
We next provide a definition of this and some related properties.
Definition 2.1. Let µ ∈M1(Ω). We say that µ is
a) positively associated if µ(B1∩B2) ≥ µ(B1)µ(B2) for any two increasing
events B1, B2 ∈ F .
b) dFKG if for every finite Λ ⊂ V , the measure µ(· | η ≡ 0 on Λ) is
positively associated.
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c) FKG if for every finite Λ ⊂ V and σ ∈ Ω, the measure µ(· | η ≡ σ on Λ)
is positively associated.
It is immediate that FKG implies dFKG, which again implies positive
association. The Bernoulli product measures µρ, ρ ∈ [0, 1], are examples
of measures which clearly satisfy the FKG property. In [12] it was shown
that the upper invariant measure is not always FKG, whereas [2] proved
that it satisfies the dFKG property (see Theorem 3.3 and Equation (20) in
that paper). With the same arguments as in [2] the latter property can be
extended to the following lemma.
Lemma 2.1. Consider the upper stationary contact process (ηt) on G =
(V,E) with λ > 0. For any t1 < t2 < · · · < tn the joint distribution of
(ηt1 , . . . , ηtn), which is a probability measure on Ω
n, satisfies the dFKG
property.
Proof. The proof is exactly the same as the proof of Theorem 3.3 in [2].
The following lemma gives a useful property, used in the proof of Theo-
rem 1.4.
Lemma 2.2. Let V be countable and assume that the random variables
(Xi)i∈V are dFKG. Let P = (Pj)j≥1 be a partitioning of V into disjoint
subsets. Then the random variables (Yj)j≥1 where Yj = max{Xi, i ∈ Pj}
are dFKG.
Proof. This follows easily from the dFKG property of (Xi). (Use that the
Yj ’s are increasing functions of (Xi) and that {Yj = 0} = {Xi = 0, i ∈
Pj}).
The dFKG property was used in [15] to give a sufficient and necessary
condition for a translation invariant measure µ on {0, 1}Z to dominate a
Bernoulli product measure with density ρ ∈ [0, 1]. Since their result plays
an important role for our proofs, we recall the precise statement.
Lemma 2.3 (Theorem 1.2 in [15]). Let V = Z and let µ ∈ M1(Ω) be a
translation invariant measure on {0, 1}Z which is dFKG. Then the following
are equivalent.
1. µ stochastically dominates µρ.
2. µ(η ≡ 0 on {1, 2, . . . , n}) ≤ (1− ρ)n for all n.
3. For all disjoint, finite subsets Λ and ∆ of {1, 2, 3, . . .}, we have
µ (η(0) = 1 | η ≡ 0 on Λ, η ≡ 1 on ∆) ≥ ρ.
In [15] also a generalisation of Lemma 2.3 to measures on {0, 1}Z
d
with
d ≥ 2 is presented. Though most of our arguments only use Lemma 2.3, for
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the proof of Corollary 1.6 we need the higher dimensional version, which
we state below. We use the notation
D :=
{
(x1, . . . , xd) ∈ Z
d : ∃m such that xi = 0 ∀i < m and xm < 0
}
.
Lemma 2.4 (Theorem 4.1 in [15]). Let V = Zd with d ≥ 2 and let µ ∈
M1(Ω) be a translation invariant measure on {0, 1}Z
d
which is dFKG.
Then the following are equivalent.
1. µ stochastically dominates µρ.
2. µ(η ≡ 0 on [1, n]d) ≤ (1− ρ)n
d
for all n.
3. For all disjoint, finite subsets Λ and ∆ of D, we have
µ (η(o) = 1 | η ≡ 0 on Λ, η ≡ 1 on ∆) ≥ ρ.
Remark 2.1. Lemma 2.4 was stated (and proven) in [15] for d = 2. How-
ever, the extension of their argument to general dimensions is immediate
and yields Lemma 2.4 (as also commented directly before the proof in [15],
see p. 232 therein).
2.2 The contact process
We next give a brief and somewhat informal construction of the contact
process via the so-called graphical representation. For a more thorough
description we refer to [13], p. 32-34.
Let G = (V,E) be a connected graph having bounded degree and fix λ ∈
(0,∞). Let H := (H(x))x∈V and I := (I(x, y)){x,y}∈E be two independent
collections of (doubly-infinite) i.i.d Poisson processes with rate 1 and λ,
respectively. On V ×R, draw the events of H(x) as crosses over x and the
events of I(x, y) as arrows from x to y.
For x, y ∈ V and s ≤ t, we say that (y, t) is connected to (x, s) by
a backwards path, written (x, s) ← (y, t), if and only if there exists a
directed path in V × R starting at (y, t), ending at (x, s) and going either
backwards in time without hitting crosses or “sideways” following arrows
in the opposite direction of the prescribed direction. Otherwise we write
(x, s) 8 (y, t). In general, for Λ,∆ ⊂ V × R, we write ∆ ← Λ (∆ 8 Λ)
if there is a (there is no) backwards-path from Λ to ∆. Next, define the
process (η˜t) on Ω by
η˜t(x) :=
{
1, if V × {−∞} ← (x, t);
0, otherwise,
where V ×{−∞} ← (x, t) denotes the event that there exists a backwards-
path from (x, t) to V × {s} for all s ≤ t. It is well known that (η˜t)
has the same distribution as the upper stationary contact process (ηt)
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with infection parameter λ > 0. In the following we use the notation
(ηt) for either representations of the contact process and denote by Pλ the
corresponding path measure.
We next state a lemma which is useful for most of our proofs. The proof
and the statement is inspired by [5, Lemma 2.11]. For its statement, recall
(1.5) and note that, as follows from the graphical representation,
Pλ (s < τ
x <∞) = Pλ (V × {−s} ← (x, 0) but V × {−∞}8 (x, 0)) .
Lemma 2.5. Consider the upper stationary contact process on a connected
graph G = (V,E) of bounded degree with λ > 0. Let ∆ ⊂ V and assume
that there exist ǫ, C, c > 0 such that for all x ∈ ∆,
Pλ (τ
x =∞) > ǫ; (2.1)
Pλ (s < τ
x <∞) ≤ Ce−cs, s ≥ 0. (2.2)
Then, for any T ∈ (0,∞), there exists ρ = ρ(T ) > 0 such that for all n
and all x1, . . . , xn ∈ ∆;
Pλ (ηTi(xi) = 0, i = 1, 2, . . . , n) ≤ (1− ρ)
n.
Proof. Fix T ∈ (0,∞) and let x = (xi)i∈Z be an infinite sequence of ele-
ments xi ∈ ∆. For i ∈ Z, denote by
Di := inf{l ∈ N : V × T (i− l)8 (xi, T i)},
and note that DiT yields an approximation (up to an error of at most T )
on how far backwards in time (xi, T i) is connected to another space-time
point. In particular, ηTi(xi) = 0 if and only if Di <∞.
Define T0 = 0 and, iteratively,
Ti+1 := Ti +Dn−Ti , i ≥ 0.
Let K := sup{i : Ti < ∞}. We have the following relation (easy to check)
between events:
{ηiT (xi) = 0 for i = 1, . . . , n} = {D1, . . . , Dn <∞}
⊂ {TK ≥ n}.
Finally, Pλ(TK ≥ n) is exponentially small in n. This follows by stan-
dard arguments from the following consequences of (2.1) and (2.2) (using
the independence properties of the graphical representation): for all i, all
positive integers ti > ti−1 > · · · > t1 ≥ 1, and all s ≥ 1, we have
Pλ (Dn−Ti =∞ | T1 = t1, . . . , Ti = ti) > ǫ;
Pλ (s ≤ Dn−Ti <∞ | T1 = t1, . . . , Ti = ti) ≤ Ce
−c(s−1).
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3 Proofs
3.1 Proof of Proposition 1.1
For the proof of Proposition 1.1 we follow that of [15, Proposition 1.1],
which we extend to graphs having subexponential growth.
Proof of Proposition 1.1. Let G = (V,E) be a graph as in the statement
of the proposition and let λ ∈ (0,∞). Fix o ∈ V , and consider ∆ ⊂ V
having positive density. Hence, there is a γ > 0 and a N ∈ N such that,
for all n ≥ N , we have that |∆ ∩ B(n)| > γ|B(n)|, where B(n) := {x ∈
V : d(o, x) ≤ n}.
Next, assume that the contact process onG with infection parameter λ >
0, projected onto ∆, stochastically dominates a non-trivial independent
spin-flip process with parameter α > 0. Consequently, for every T > 0 and
n ≥ N , we have that
Pλ (ηt(x) = 0 for all (x, t) ∈ B(n)× [0, T ]) (3.1)
≤Pλ (ηt(x) = 0 for all (x, t) ∈ (∆ ∩B(n))× [0, T ])
≤e−γα|B(n)|T = e−c1|B(n)|T , where c1 = γα.
Thus, the probability in (3.1) decays exponentially at a rate proportional
to the volume of B(n)× [0, T ].
To conclude the statement of Proposition 1.1 for λ > 0, we show that this
estimate cannot hold and thus argue by means of contradiction. In doing
so, we make use of the graphical representation of the contact process.
Let An,T denote the event that there are no arrows in the graphical
representation from sites outside B(n) to any site in B(n) during the time
period [0, T ]. Note that the l.h.s. of (3.1) is bounded below by
Pλ ({η0(x) = 0 for x ∈ B(n)} ∩ An,T ) .
Moreover, this is again bounded below by
Pλ ({η0(x) = 0 for x ∈ B(n)}) e
−λd|B(n+1)\B(n)|T
≥

 ∏
x∈B(n)
ν¯λ(η0(x) = 0)

 e−λd|B(n+1)\B(n)|T , (3.2)
where d denotes the maximum degree of G, and where we used that the
contact process is positively associated.
Next, since G has subexponential growth (and hence satisfies (1.3)), we
can find n large such that λd|B(n + 1) \B(n)| < c1|B(n)|. For such n, by
taking T sufficiently large, the expression (3.2) is larger than the r.h.s. of
(3.1): a contradiction.
12
3.2 Proof of Theorem 1.3
Proof of Theorem 1.3. Consider the upper stationary contact process (ηt)
on a connected graph G = (V,E) having bounded degree and with λ > 0.
Fix x ∈ V such that (1.6) and (1.7) hold and define, for t, s ∈ R with t < s,
the event At,s := {ηu(x) = 0: u ∈ [t, s)}. Further, let f : [0,∞]× [0,∞)→
[0, 1] denote the function
f(t, u) = Pλ (A0,t | A−u,0) .
Clearly, f(t, u) is non-increasing in t.
By Lemma 2.1 we have that, for each n, the collection of random vari-
ables
(
ηt(y), y ∈ V, t ∈ Z1/n
)
is dFKG (recall from (1.8) that Z1/n denotes
{k/n : k ∈ Z}). Further, it is standard (and easy to see) that, for t < s,
Pλ(At,s) = lim
n→∞
Pλ
(
ηu(x) = 0 for all u ∈ [t, s) ∩ Z1/n
)
.
Using this approximation, the above mentioned dFKG property, and gen-
eral results for measures satisfying dFKG (see Section 2.1), it follows that
f(t, u) is non-decreasing in u, (3.3)
so f(t) := limu→∞ f(t, u) exists (and is > 0) and Pλ(A0,t | B) ≤ f(t) for
all events B that are measurable with respect to (ηs(x), s ≤ 0). Further,
since,
f(t+ s, u) = Pλ(A0,t+s | A−u,0)
= Pλ(A0,t | A−u,0)Pλ(At,t+s | A−u,t)
= f(t, u)f(s, t+ u),
we get, by letting u→∞, f(t+ s) = f(t)f(s), from which we obtain that
there is a c ≥ 0 such that
f(t) = e−ct, for all t ≥ 0. (3.4)
By Lemma 2.5 (with T = 1), there is an α > 0 such that
Pλ(A0,t) ≤ e
−αt, t ≥ 1. (3.5)
We claim that c ≥ α (and hence c > 0). The proof of this claim uses some
of the arguments in the proof of Lemma 2.3 in [15]. For completeness, we
include it here.
Suppose c < α. Let α′ ∈ (c, α). Fix t > 1 and take an integer l so large
that f(t, lt) is ‘very close’ to f(t) (and hence, by (3.4), to e−ct). More
precisely, we take l sufficiently large so that
f(t, lt) > e−α
′t. (3.6)
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For all integers k ≥ 0 we have that, on the one hand (by (3.5)),
Pλ(A0,klt) ≤ e
−αklt, (3.7)
while on the other hand
Pλ(A0,klt) = Pλ(A0,lt)
kl−1∏
i=l
Pλ
(
Ait,(i+1)t | A0,it
)
≥ Pλ(A0,lt)(f(t, lt))
kl
> Pλ(A0,lt)e
−α′tkl,
where the first inequality uses (3.3) and stationarity, and the second in-
equality comes from (3.6). Since α′ < α (and Pλ(A0,lt) > 0) this violates
(3.7) if k is sufficiently large, and yields a contradiction. This proves the
claim.
By the claim, and the inequality one line below (3.3), we have that
Pλ(A0,t | B) ≤ e−αt for all events B that are measurable with respect to
(ηs(x), s ≤ 0).
Finally, we also clearly have (by the contact process dynamics) that the
conditional probability of the event {ηs(x) = 1 for all s ∈ (0, t)}, given
that η0(x) = 1 and any additional information about the process before
time 0, is exactly e−t. We conclude that the process (ηs(x)) dominates a
spin-flip process which goes from state 0 to 1 at rate α and from 1 to 0 at
rate 1.
3.3 Proof of Theorem 1.4
Proof of Theorem 1.4. Fix T ∈ (0,∞) and let ∆ ⊂ V be finite with x ∈ ∆
such that (1.6) and (1.7) hold. Furthermore, consider the doubly infinite
sequence (Yi)i∈Z, where Yi is given by
Yi := max{ηTi(y) : y ∈ ∆}. (3.8)
By Lemma 2.1 and Lemma 2.2 we note that (Yi) is dFKG, and, since
the upper stationary contact process is invariant under temporal shift, the
sequence is also translation invariant. By Lemma 2.5, there is a ρ > 0 such
that
Pλ (Yj = 0, j = 1, . . . n) ≤ (1 − ρ)
n.
Hence, by Lemma 2.3, we get
Pλ (Y1 = 1 | Y−j = 0, j = 0, . . . , n) ≥ ρ. (3.9)
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It is not difficult to see that (3.9) yields the following: for some 0 < ρ˜ ≤ ρ,
Pλ (ηT (x) = 1 for all x ∈ ∆ | Y−j = 0, j = 0, . . . , n) ≥ ρ˜, (3.10)
for all n ∈ N. Indeed, since the contact process evolves in continuous-time
and the graph is connected, infections can spread with positive probability
from any point in ∆ to all other points in ∆ in a small time interval.
To make this more formal one can first consider a sequence defined sim-
ilar to (Yi), only replacing T by T/2 in (3.8). By the same argument as
above, using again the dFKG property, we have that for some δ > 0,
Pλ
(
max{ηT/2(y) : y ∈ ∆} = 1 | Y−j = 0, j = 0, . . . , n
)
> δ.
Furthermore, since ∆ is finite, and G is connected, there is an ǫ > 0 such
that (with the notation introduced below (1.5))
inf
z∈∆
Pλ
(
ηzT
2
(y) = 1 for all y ∈ ∆
)
> ǫ.
Thus, using the fact that the contact process is a Markov process, we
conclude (3.10) with ρ˜ ≥ ǫδ > 0.
Finally, using again the dFKG property of the collection (ηTi(y), y ∈
∆, i ∈ Z), we obtain that (3.10) still holds if the conditioning {Y−j = 0, j =
0, . . . , n} is replaced by any event measurable with respect to (η−Ti(y), y ∈
∆, i ≥ 0). This concludes the proof of the theorem.
3.4 Proof of Theorem 1.2
To prove Theorem 1.2 we first prove that the contact process on {0, 1, . . .}
observed at the vertex {0} stochastically dominates an independent spin-
flip process. Indeed, the required estimates (1.6) and (1.7) for this context
is provided by the following result in [7], see Equation (21) on page 546
therein.
Lemma 3.1 ([7], Equation (21), and [8]). Consider the contact process on
V = {0, 1, . . .} with λ > λc. Then there exists constants ǫ, C, c > 0 such
that (1.6) and (1.7) hold.
Proof of Theorem 1.2. Firstly, by Lemma 3.1 applied to Theorem 1.3, we
have that the contact process on {0, 1, 2, . . .} with λ > λc observed at the
vertex {0} stochastically dominates an independent spin flip process with
α > 0.
From the above observation, the statement of Theorem 1.2 follows by
a monotonicity argument using again the graphical construction of the
contact process.
To make this last argument precise, fix an arbitrary point o ∈ Td and
call it the root. Denote by u(o) = 0 its label. Furthermore, label the
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remaining sites according to their distance with respect to o in a unique
way. That is, each x ∈ Td with ‖x− o ‖ = 1 has a label u(x) = (0, i) for
some i ∈ {1, . . . , d+1} and for y ∈ Td satisfying ‖ y − o ‖ = ‖ z − o ‖+1 = n
and ‖ y − z ‖ < n, n ≥ 2, set u(y) = (u(z), i), i ∈ {1, . . . , d}. Thus, for each
x ∈ Td \ {o}, we have that
u(x) ∈
⋃
n≥0
[{0} × {1, . . . , d+ 1} × {1, . . . , d}n] .
Denote by ∆ ⊂ Td the set of vertices having as last entry of its la-
bel a number different from 1. Using the graphical representation of the
contact process, consider the process (ξt) on Td where for each (x, t) ∈
∆ × R we set ξt(x) = 1 if and only if there is an infinite backwards path
from (x, t) constrained to infection arrows between the sites with label
{u(x), (u(x), 1), (u(x), 1, 1), . . . }. Moreover, for x ∈ ∆c, let ξt(x) = 0 for
all t ∈ R.
By construction, the evolution of (ξt) on Td is dominated by that of the
contact process. Furthermore, the evolution at site x ∈ ∆ is in one-to-one
correspondence with the contact process on {0, 1, 2, . . .}, and the evolution
at different sites x, y ∈ ∆ is independent. Thus, on the set ∆ the process
(ξt) stochastically dominates a non-trivial independent spin-flip process,
and consequently, so does also the contact process. Lastly, we note that,
from the above construction, it holds that ∆ has positive density and that
the l.h.s. of (1.2) equals γ = d−1d > 0. This concludes the proof.
3.5 Proof of Theorem 1.5
In order to prove Theorem 1.5, we make use of the well known fact that the
supercritical contact process on Zd with d ≥ 2 survives in 2-dimensional
space-time slabs (see [4]). More precisely, let, for k ∈ N,
Sk :=
{
x ∈ Zd : xi ∈ {0, 1, . . . , k − 1}, i = 1, . . . d− 1
}
,
and denote by (kηt) the contact process on Sk and by Pλ,k its path mea-
sure. This process on Sk with λ > λc(Z
d) survives with positive probability
if the width k is large enough. The proof of this proceeds via a block ar-
gument and comparison with a certain 2-dimensional (dependent) directed
percolation model. This argument also gives a form of exponential decay,
more precisely, the following lemma holds.
Lemma 3.2. Let λ > λc(Z
d) and d ≥ 2. Then there exists k ∈ N and
ǫ, C, c ∈ (0,∞), such that for all x ∈ Sk,
Pλ,k (τ
x =∞) > ǫ; (3.11)
Pλ,k (s < τ
x <∞) ≤ Ce−cs, for all s > 0. (3.12)
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Proof. This follows again by comparison with a 2-dimensional directed per-
colation model and a renormalization arguments. For a proof we refer the
reader to the proof of Theorem 1.2.30a) in [13], where such an argument
is explained in detail. Though proved there for the unrestricted contact
process (ηt) the argument works, mutatis mutandis, for (kηt) as soon as k
is taken sufficiently large.
Proof of Theorem 1.5. Fix T ∈ (0,∞) and note that the case d = 1 is an
immediate consequence of Theorem 1.4. Indeed, the estimates (1.6) and
(1.7) for that case are known to hold due to [8, Theorem 5].
For the case d ≥ 2 we use a slightly more involved argument, by par-
titioning Zd × R into slabs. Fix k such that (3.11) and (3.12) hold. For
i = (i1, . . . , id−1) ∈ Z
d−1, let Pi = (Sk + k · (i1, . . . , id−1, 0)) × R. Note
that Pi ∩ Pj = ∅ whenever i 6= j and that
⋃
i∈Zd−1 Pi = Z
d × R.
Next, consider the process (ζt) which is obtained from the graphical
representation of the contact process on Zd by suppressing all infection
arrows between slabs Pj. Trivially the evolution of (ζt) is dominated by
that of (ηt). Moreover, the evolution of (ζt) in each slab is independent of
the others and has the same law as (kηt).
Let i ∈ Zd−1. By applying Theorem 1.4 with ∆ = Zdd−1(m) ∩ (Sk + k ·
(i, o)), it follows that the process (ζt) observed on the vertices ∆ at times
that are multiples of T stochastically dominates a non-trivial Bernoulli
product measure with density ρ > 0. By the above mentioned indepen-
dence, this implies the statement of Theorem 1.5 for (ζt). Since (ζt) is
stochastically dominated by (ηt), we conclude the proof.
3.6 Proof of Corollary 1.6
Proof of Corollary 1.6. Fix T ∈ (0,∞) and recall the definition of Pslabλ
in Section 1.4. Note that Pslabλ is translation invariant and that, due to
Lemma 2.1, it is also dFKG. In particular, we may apply Lemma 2.4 to
Pslabλ .
A direct consequence of Theorem 1.5 with m = 1 is that whenever λ >
λc, there is a ρ > 0 such that
Pslabλ
(
ηs(x) = 0, (x, s) ∈ Z
d
d−1 × ZT ∩[1, n]
d × [T, nT ]
)
≤ (1− ρ)n
d
.
Hence, the measure Pslabλ satisfies Property 2 in Lemma 2.4. Consequently,
Pslabλ also satisfies Property 3 in Lemma 2.4, from which the statement of
Corollary 1.6 follows.
3.7 Proof of Theorem 1.7
Theorem 1.7 follows from Corollary 1.6 and a standard coupling argument,
together with classical properties of the contact process.
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Proof of Theorem 1.7. Fix T ∈ (0,∞) and let ρ > 0 be such that the state-
ment of Corollary 1.6 holds. Next, denote by µ ∈ M1(Ω) the probability
measure under which all vertices outside Zdd−1 have value 0 a.s., and those
in Zdd−1 correspond with independent Bernoulli random variables with pa-
rameter ρ. Further, for η ∈ Ω, denote by δη ∈ M1(Ω) the probability
measure which concentrates on η, and write 1¯ ∈ Ω for the configuration
where all sites are equal to 1. Then, by Corollary 1.6, and since ν¯λ ≤ δ1¯, we
have, for θ ∈ (0, π/2), t > 0 and B ∈ Fθt increasing, and for any A ∈ F<0
with Pslabλ (A) > 0, that∣∣Pslabλ (B | A)− Pslabλ (B)∣∣ ≤ P̂µ,δ1¯ (η1 6= η2 on Cθt ) , (3.13)
where P̂µ,δ1¯ is the standard graphical construction coupling of the contact
processes on Zd started at time 0 from a configuration drawn according to
µ and δ1¯, respectively.
Furthermore, we have that
P̂µ,δ1¯
(
η1 6= η2 on Cθt
)
≤
∑
(x,s)∈Cθt
P̂µ,δ1¯
(
η1s(x) 6= η
2
s(x)
)
=
∑
(x,s)∈Cθt
P̂µ,δ1¯
(
η1s(o) 6= η
2
s(o)
)
,
(3.14)
where the last equation holds due to translation invariance in the first
(d− 1) spatial directions.
Since the set of increasing events in Fθt generates F
θ
t , in order to conclude
the argument, it is sufficient to show that, for some C, c ∈ (0,∞), we have
P̂µ,δ1¯
(
η1s(o) 6= η
2
s(o)
)
≤ Ce−cs. (3.15)
This can be shown using known estimates for the supercritical contact
process on Zd. For completeness we present the details.
Let N := inf{‖x ‖ : η10(x) = 1 and τ
x = ∞}. Then, for any a > 0, we
have that
P̂µ,δ1¯
(
η1s(o) 6= η
2
s(o)
)
≤ P̂µρ,δ1¯ ({N > as})
+ P̂µρ,δ1¯
(
{η1s(o) 6= η
2
s(o)} ∩ {N ≤ as}
)
.
(3.16)
That the first term on the righthand side decays exponentially (in as)
follows from [13, Theorem 1.2.30]. For the other term, we have that
P̂µρ,δ1¯
(
{η1s(o) 6= η
2
s(o)} ∩ {N ≤ as}
)
≤
∑
y∈[−as,as]d
P̂δ0¯y ,δ1¯
(
{η1s(o) 6= η
2
s(o)} ∩ {τ
y =∞}
)
≤
∑
y∈[−as,as]d
P̂δ0¯y ,δ1¯
(
η1s (o) 6= η
2
s (o) | τ
y =∞
)
, (3.17)
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where 0¯y is the configuration given by 0¯y(x) = 0¯(x) = 0 for all y 6= x and
0¯y(y) = 1 − 0¯(y) = 1. From the large deviation estimates obtained in [9,
Theorem 1.4], by choosing a > 0 in (3.17) sufficiently small, the term inside
the sum of (3.17) decays exponentially (in s), uniformly for y ∈ [−as, as]d.
Hence, since the sum only contains polynomially many terms, we have that
(3.16) decays exponentially with respect to s.
In conclusion, there exist C, c > 0 such that (3.15) holds, from which,
by (3.13) and (3.14), we conclude the proof.
4 Open questions
We expect that the statement of Theorem 1.2 can be improved.
Question 1. Can the condition λ > λc(Z) in Theorem 1.2 be replaced by
λ > λc(Td)?
Question 2. Does Theorem 1.2 hold with ∆ = Td?
Motivated by Theorem 1.5 and Lemma 2.5, the following questions seem
natural.
Question 3. Consider the upper stationary contact process on Zd, d ≥ 1,
with λ > λc, and let x = (xi)i∈Z be an infinite sequence of elements in
Z
d. Does the contact process projected onto {(xi, i) : i ∈ Z} stochastically
dominate a non-trivial Bernoulli product measure?
Question 4. Consider the upper stationary contact process (ηt) on Z
d,
d ≥ 1, with λ > λc, and let X = (Xi)i≥0 be a simple random walk on Zd
started at X0 = o. Does the sequence (ηi(Xi))i≥0 dominate a non-trivial
Bernoulli sequence?
Remark 4.1. A positive answer to Question 3 with a uniform bound on the
density ρ > 0 would imply a positive answer to Question 4.
Lastly, motivated by Proposition 1.1 and Theorem 1.5, we state the
following question.
Question 5. Consider the upper stationary contact process (ηt) on Z
d,
d ≥ 1, with λ > λc. For which ∆ ⊂ Zd having “zero density” (that is,
the l.h.s. of (1.2) equals 0) does (ηt) projected onto ∆× [0,∞) dominate a
non-trivial independent spin-flip process?
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