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4 Superconductivity
This chapter is devoted to the superconducting properties of the class of models (1.1) that
is the object of our studies. The striking features of the superconducting state are absolute
vanishing of the resistivity, the Meissner eect, and related to this, the phenomenon of ux
quantisation[10, 21]. More than ve decades passed between its discovery by Kamerlingh Onnes
in 1905 and the explanation by Bardeen, Cooper and Schrieer (BCS) in 1957. Since the advent
of the High-T
c
superconductors it has become clear that not all is clear and much eort has
been put into getting a better understanding of the origin of the phenomenon.
The rst section introduces the concept of O{Diagonal Long Range Order, that is thought
to characterize superconductivity, and shows that it cannot be present in the adiabatic limit
of our model, ie. in the case where the typical phonon frequencies are small compared to the
electron hopping rate. Superconductivity is thought to arise from the pairing of electrons due
to phonon{mediated attraction. This attraction is present, as will be exhibited in section 4.2.
Section 4.3 discusses the BCS variational principle that leads to superconductivity and applies
it to the Holstein Model. The BCS{treatment is exact in the anti{adiabatic limit !!1, and
the adiabatic treatment discussed in chapter 2 is valid for !! 0. The bounds from section 2.2
then allow us to estimate the behaviour for intermediate phonon frequencies. This is discussed
in section 4.4.
4.1 O{diagonal long range order
The ansatz by Bardeen, Cooper and Schrieer[21] to describe superconductivity is that, in the
superconducting state, electrons form pairs, called Cooper{pairs, of a quasi{bosonic nature
which can then Bose{Einstein condense. Penrose and Onsager[85] introduced the concept of
O{Diagonal Long Range Order (ODLRO) to describe Bose{Einstein condensation in systems
of bosons. It was Yang[86] who provided a solid mathematical characterisation of ODLRO in
both bosonic and fermionic systems. He also was the rst to make a link with ux quantisation.
Only recently Sewell[88, 91] and others[90, 89] have proven that, under certain simplifying
conditions, ODLRO indeed implies the Meissner eect and ux{quantisation. We will briey
introduce the relevant concepts.




































; : : : (4.1)
where b
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from equation 2.17, if we forget about the average over the phonons. The semicolon








: : : .
In the Bose{Einstein condensed phase of a system of spinless bosons with density , one






!  6= 0; (4.2)
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with  < 1, some nite number. ThusW
(1)
shows long{range correlations between o{diagonal







that characterize crystallisation. The long{range correlations are called ODLRO in W
(1)
. It can
be shown that this implies the existence of an eigenvalue of W
(1)
of the order of the number
of particles N in system, or equivalently, of the order of the volume at constant density. It is
this concept that is suitable for generalisation to fermions and to higher{n reduced density
matrices.
One can demonstrate[86] that if and only if W
(1)
has an eigenvalue of order N then W
(2)
has an eigenvalue of order N
2
. If there is no ODLRO in W
(1)
there may still be an eigenvalue
of order N of W
(2)













and i near j
0
. With an eigenvalue of order N of W
(2)
, there is an additional case (c),
with i near i
0
and j near j
0
. This last case is again a correlation between o{diagonal elements,
ie. ODLRO in W
(2)
.
For fermions things are only slightly dierent. First of all, one easily shows that all eigenval-
ues of W
(1)
are smaller than unity. Therefore W
(2)
can have an eigenvalue of at most order N.






is that the spatial part of i is near
i
0
and that of j is near j
0
, and the spin components dier. This is essentially the BCS{pairing
hypothesis.
With ODLRO in W
(2)
, the leading eigenvalue 
max
= L for large lattice size L and may






















with  a suitably normalized eigenvector belonging to this eigenvalue. The normalisation is
important because a `hidden' L dependence in  will have to be cancelled by a dierent
exponent of L in (4.3). The scaling with L of the rst term of (4.3) is equivalent to the











































are of order L.
The proofs of the Meissner eect and ux quantisation[88, 91] are, despite some techni-






, and the condition of gauge
covariance. Applying a translation along a closed path over the lattice and demanding single





4.1 O{diagonal long range order 69
where k is an integer, e is the elementary charge and c is the velocity of light. Applied to a lattice
tile this means that either the ux is zero or many orders of magnitude above any observed
critical eld for realistic lattice spacings, eectively yielding the result that the superconducting
phase and a magnetic eld penetrating the system are mutually exclusive. This is the Meissner
eect.
4.1.1 Absence of ODLRO
We will now prove that there can be no ODLRO in W
(2)
in the adiabatic limit of the class of
models (1.1).


























































This is of the second form treated in section 2.3. The results derived there will now be used.
The standard anticommutation relations give 
T
= -. Normalizing  as an L
2
component









 = 1 (4.9)















































The pairing correlation S
odlro
and the pairing susceptibility 
odlro
, as given in equations




















































We simplied things a bit on the last two lines by assuming that, like in the absence of a
























We are sloppily stretching the dot/matrix notation a bit.
70 Superconductivity



































































The last expression for 
odlro
can be taken one step further by diagonalization of W and























































Remember that k runs over sL values, and s = 2 currently. Generalisation to a canonical
ensemble should give a similar result.
The assumption of zero magnetic eld is trivially lifted to arrive at the same result. What
is more important is the physical observation that if there is no ODLRO at zero magnetic eld,
there is not going to be any at a non{zero eld. On the contrary, a strong enough eld always
destroys superconductivity.




are of the order unity and neither can
diverge with L. This proves that in the limit where the adiabatic approximation is valid, there
can be no superconductivity. This holds independent of the dimensionality of the system and of




k), nor \d-wave" nor any other k dependent combination of two fermions
into Cooper pairs can give ODLRO.
4.2 Eective electron{electron attraction
One way to demonstrate the existence of (possibly attractive) electron{electron interactions
in our electron{phonon model is by integrating over the phonon states of the ensemble before
taking the trace over the fermions. Because this complements in some sense the method on
which the rest of this thesis works it will receive some attention rst.
Another way to bring out this interaction uses a unitary transformation on the Hamiltonian.
It is well known that in case of the Holstein interaction (1.21), the model can be mapped to
an attractive Hubbard model by means of such a transformation[13, 34]. We shall generalize
this result as far as we can in the second part of this section. These transformations will play
a role in the rest of this chapter.
4.2.1 Integrating out the phonons
Integrating out the electrons in chapter 2 left us with an eective phonon{phonon interaction
in H
e
of equation (2.12). Conversely, integrating over the phonons before performing the trace
4.2 Eective electron{electron attraction 71
over the electrons must leave us with an intermediate result in which an eective electron{
electron interaction appears. Again we restrict ourselves to systems satisfying property A and
B.





































This decomposition can be used for an alternative numerical scheme that is treated in [24].
Again, K can be taken diagonal with eigenvalues 
i
without loss of generality. Because the 
i










are all diagonal, with eigenvalues 
i
j





, and ' specifying


















































The index j = 1 : : :m is used to distinguish instances of the basis in the 'Trotter' or 'imaginary






















































































































, the diagonal c
y




























































































































(1 - cos 2q=m): (4.29)













































































We see that the phonons modify the amplitude of a path like an eective interaction between the




appear make it relatively easy to check that for common cases like the Holstein Model, the
interaction is attractive. Because this fact will be treated in the second part of this section we
will not pursue it here.





















For heavy phonons, !
i
! 0, this tends to a delta peak around q = 0, while for light and fast
phonons, (the anti{adiabatic limit !
i
! 1) it approaches unity, hence the cosine transform
will tend in these limits to resp. unity and a delta function around j - j
0
= 0. Thus for low
phonon frequency, the interaction works over all Trotter{time slices, whereas for high frequency
the electron electron interaction is instantaneous.
After this brief excursion we now turn back to the main thread of our discourse.
4.2.2 Transformation to the Hubbard model
The other way to bring out explicitly the electron{electron interaction starts from the model
































c : + a  : c
y
c : :
The : : : : : notation was dened in (1.31), and only adds unimportant constants that render
certain expressions in a more convenient form.
Unfortunately it will turn out that tractability of the problem requires some sacrices in
the form of simplifying assumptions on the model and on the transformation. These will be
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introduced along the derivation, but the reader should be warned that the nal and concrete
result of this and the following sections applies only to models satisfying property A and B,
eqs. (1.34) and (1.35).

































c : + : c
y


























c : : (4.34)
Although it is possible to make these primed operators satisfy the standard boson commutation



























6= 0. Therefore this transformation is not going to be
of much help in evaluating thermodynamic quantities.
Inspired by this attempt, we might look for a transformation that does accomplish the
shift in the phonon operators without messing up certain basic properties, hence we look for
a unitary transformation. Given the general identities (1.33) and an analogous identity for the
















































to shift the phonons in such a way that the rst term of (4.33) is reduced to standard harmonic
oscillators, while preserving the quartic term in some form. The  in (4.36) serves as an auxiliary
































a  : c
y






















c : : (4.38)








c : + a  : c
y















+ a M; M
l

c : = 0; (4.39)
so if the M
i
satisfy a condition like the 
i





























































c : + a  : c
y















































































Sucient for (4.44) to hold is that the matrices M
i































If (4.40) and (4.45) are not satised, no generalization of (4.38) and (4.47) is known that
renders the transformed objects in closed form. Thus the family of transformations (4.36) that
are actually useful is severely restricted to the ones that satisfy both of these sets of conditions.











Note that because we require (4.40) and (4.45) this choice implies that the model possess
property A and B. Actually, (4.48) is the most general choice compatible with both the re-
quirements on the M
i
and the ones on the 
i
. From this in turn it follows that : c
y
c : is




















































c : X : c
y
c : (4.50)
with X given by









4.3 The BCS variational principle 75
From this we may conclude that with this (restricted) family of unitary transformations the
electron{phonon term can be traded in for and electron{electron term. The eect of the gauge
theory{like phase shift that appears in the kinetic term will be discussed further in section 4.3.


























































The sign of the electron{electron term is the opposite of that chosen in (4.52). So we see that
both attractive and repulsive eective electron{electron interactions (ie. positive and negative
\Hubbard{U" 's) are possible, but the common (Holstein) case maps to a negative U Hubbard
Model with modied kinetic energy. For large phonon frequencies !, ie. in the anti{adiabatic
limit the u; u
y
of equation (4.50) reduce to unity, and the correspondence between the Holstein
and the negative{U Hubbard model is exact[13]. This is a reformulation of the statement at
the end of section 4.2.1.
4.3 The BCS variational principle
A standard way to treat superconductivity is to \do" BCS theory for a specic model. This
consists of applying the variational principle (1.42) of section 1.2 to the model under consider-





. Minimizing the right{hand side of (1.42) with respect to the parameters
of the trial Hamiltonian at zero temperature gives implicitly an approximation to the ground
state of the system under consideration, namely the ground state of that trial Hamiltonian.



































= . One shows that in this case the mean{eld
(and hence the variational principle) gives an exact solution[21].
We shall follow this path with a slightly generalized trial Hamiltonian and apply it to as
general a model (1.1) as possible. Because we need the results of the previous section \as
general as possible" means, again, satisfying property A and B. We will consider the Grand
Canonical ensemble only.
2
more precisely: an n{parameter family of Hamiltonians, corresponding to an n{parameter family of ground
states, of which some exhibit the correlations that are associated with superconductivity.
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4.3.1 The BCS{trial Hamiltonian
























The primes serve to distinguish the parameters of T from the ones in the Hamiltonian we are
going to derive the bound for. It is now specically assumed, that in the basis where T
0
is
diagonal with eigenvalues "
0
k









































as a consequence of
the anticommutation relations. We will drop the overbar. This diagonality is not an unnatural
assumption as it means that the Cooper pairs are formed out of two fermions which are
eigenstates of T. The requirement that a Hamiltonian be extensive justies the choice of
normalisation of the pairing matrices
Sp
y
 = 1: (4.57)






, ie. inversion symmetry, this can be




















































































































































Note that the "
0
k



















to satisfy the standard fermion anticommutation relations.
Because the phase in  can be gauged away trivially we lose no generality by restricting
ourselves to the case that 
k
2 R, so '
k
2 R too.
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Eg. the number of electrons is given by










































































is of order L for non{zero delta. (In the last step we used Wick's theorem again.) In fact this is
the whole point of the trial Hamiltonian: In (4.55) one has constructed a Hamiltonian in which
Cooper{pairing reduces the energy. These are all the properties of H
bcs
we need.
4.3.2 The extended trial Hamiltonian
It is clear that H
bcs
by itself cannot suce as a trial Hamiltonian, because it does not depend




























where the prime serves to distinguish the matrix 

0







. This extension is not sucient to obtain a useful bound,









































. This can be remedied by extending the space of trial Hamiltonians























as the trial Hamiltonian instead. These transformations have been

























































which must be minimized with respect to the parameters of H
0
. Note that the chemical
potential in H
0
is a xed parameter, and equal to the chemical potential that appears in H
in the last term. In particular, the chemical potential will be xed later by the condition that
hN i
0
is xed to some value, which will in general be for a dierent chemical potential than
the one used to specify hN i in the system H.





























































































the occupation number of phonon p under the trial Hamiltonian H
PH'
. Further analysis now
requires evaluation of U
y
HU, which, as noted in section 4.2, is only possible if H possesses
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with X dened by (4.51). At zero temperature this last term gives an upper bound to the
ground state energy.
In principle, we can now take as the parameters with respect to which we minimize to be
the elements of 

0
, the energies E
k
and the angles '
k
of the BCS part, and the (possibly
complex) 
l





























]c : = 0: (4.83)
This is not unreasonable, because it means that we allow for variation of the energies of phonons
and electrons, but not of the lattice structure.
We already remarked that 
 can be taken to be diagonal without loss of generalization.
The eigenvalues of 
i
will be denoted 
i
l





, and the unitary














































































































































































































The last step is possible because the commutator of the arguments of the exponents equals















) = 0 (4.87)
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by (4.45). For any operator f linear in a and a
y
we have [14]:
























































This factor is smaller than unity and has the eect of decreasing the kinetic energies "
0
, or in
other words, narrowing the band.







. Using Wick's theorem the four{point correlation



































































This, the fact that 











































































































Before dierentiating the expression we have for (4.76) we will make two more assumptions
to save some bookkeeping: translation invariance and absence of a magnetic eld. In other
words, we will assume that the transformation S consists of a Fourier transformation on the





































































































































































Now we have all the ingredients to minimize (4.76).
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4.3.3 The gap equations




to zero leads to the so{called
\gap equation" for 
k
and an expression for "
0
k



















































































































































Equating the derivative of equation (4.76) with respect to !
0
p






















































































































































































This already tells us that the 
p
must be real to minimize (4.76).
Equations (4.97), together with the condition that the number of electrons be given by
(4.69), must be solved simultaneously, which is not trivial, but should not be impossible to
implement numerically. The ground state energy then follows from (4.81).
4.3.4 The Holstein model
Again we take up the Holstein model (1.23) to illustrate the theory developed so far. In this case



















, there is no
need to choose the 
p
more general than 
p
 , and with zero imaginary part.
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If the temperature tends to zero the coth tends to unity, then the !
0
disappears from the band










= 0 and drops out of the nal














































































Note that the chemical potential in  is the same as the one occurring in H
bcs
The terms
(4.77) and (4.78) simplify trivially.
Now the rst two of the equations (4.97) and the density condition that have to be solved
simultaneously can be worked out to be

























































It follows that 
k
does not depend on k, reecting the fact that the Holstein interaction is
on{site. The second gap{equation now immediately implies that 
k
  independent of k.

































at lower and lower temperature the
choice of !
0
becomes less and less important, and the other equations do not depend on !
0
0
at zero temperature. This justies in retrospect the choice of dispersionless trial phonons. We


















































The eective interaction U is attractive for -2    0, and  = -1 cancels the electron{
phonon interaction completely but apparently this is not the optimal choice.
For xed  the equations (4.104) can now be solved relatively easy: The density is a
monotone function of the chemical potential  for any value of the other parameters, so the 
is easily found by bisection for any  and . Then the equation for  can be solved. It always
has a solution  = 0, and the second solution, if it exists, can be found by bisection too.
It turns out that, depending on ,  and ~!, (4.103) may have more than one extremum
as a function of . Therefore, rather than numerically searching for the zeroes of (4.106) we
just plot (4.103) as a function of  and and look for the minimum 'by hand'.
4.4 Discussion
With the theory of the previous section we have an alternative to the adiabatic limit of chapter 2
to estimate the behaviour of the system 1.1. Where these approximations predict dierent
properties, we may use the upper bound to the energy they give to decide which one we would
rather believe. This is illustrated in this section for the case of the half{lled Holstein model. A
more thorough exploration of the phase diagram in this respect is postponed to section 5.1.3.
Low phonon frequency and eliminated electron{phonon interaction





i=L of the adiabatic Holstein Model in the ground state,
the BCS bound (4.103), and the upper and lower bounds of section 2.2, (2.55, 2.50) to the
ground state energy of the non-adiabatic model are compared in gures 4-1 (1 dimension) and
4-2 (2 dimensions). To make contact with the units used in the MMC and CGM simulations





rescaled coupling is used throughout this section. From all energies, the term proportional
to the chemical potential, -( - 1) (zero for half{lling) is subtracted. The displayed BCS
upper bound is obtained by solving the gap equation (4.104) numerically with straightforward
bisection methods for the unitary transformation with  = -1, which cancels the electron{
phonon interaction completely.
For the adiabatic approximation to be valid at all, ~! should be small compared to t.
Figure 4-1 shows the results for ~! = 0:1; 0:5; 1:0. The energy per site E
ad
does not depend
on the system size very much, shown are data for L = 126 and L = 12 10. Clearly, in both 1
and 2 dimensions, for small coupling the lower bound (2.50) and the upper bound (2.55) merge
together, and are in fact equal to numerical accuracy for  < 0:2. For nonzero coupling, the
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( = -1){BCS upper bound is invariably worse than (2.55), even for larger phonon frequencies
~! up to ~! = 1. The gure 4-2 shows the regime of small coupling  < 0:2 in detail for both
a half{lled and a non half-lled system ( = 1:383). The same remarks apply. In 3 dimensions,
calculations for a system of 6 4 4 sites at half lling and at  = 13=12 for 0    1 show
similar behaviour for ~! = 0:1 (not shown).
The reason that the BCS energy goes up, where the adiabatic energy stays constant lies
in the fact the the energy gained by the pairing must compete with the band narrowing factor
z. Only for large phonon frequencies z will tend to unity. Clearly, the BCS treatment is not of
much use at low frequencies unless we improve this, by optimizing the bound with respect to
.
Varying  and ~!
As we mentioned,  = -1 need not be the optimal choice. Indeed, if the BCS bound is higher
than the energy of the free system,  = 0, then  = 0 is already a better choice, since then
U = 0,  = 0 and we are left with the electronic system c
y
T c. Also, at higher phonon
frequencies we expect BCS theory to do better than the adiabatic limit. A typical case, 1210
sites at half lling for a coupling  = 1:5 is shown in gure 4-3.
For ~!  1 the BCS minimization predicts a non{zero gap around   0:2, whereas the
energy lies above the bound obtained from the adiabatic limit. The important conclusion is
that, for these , and ~! the BCS treatment predicts a superconducting ground state, but the
Adiabatic treatment gives a better bound! As the trial state associated with the better bound
(2.55) is proven in section 4.1.1 not to exhibit O{Diagonal Long Range Order (independent
of dimension, spin, etc), it can be concluded that there is no reason to believe that the BCS
variational treatment gives a valid description of the groundstate for these parameters. Note
that even though parameters exist for which the BCS energy is lower than the corresponding
adiabatic trial state, this does not change the fact that these results demonstrate that a non{
zero gap in the BCS treatment does not neccesarily mean that the system is a superconductor.
For larger couplings, even for small ~! the  = -1 bound is lower than the  = 0, and
the BCS theory will always predict a non{zero gap (and a non-zero ), but the above shows
that we need not trust this result until we nd that the energy is below E
ad
.
There exists consensus in the literature on the half{lled case, where it is believed that the
adiabatic CDW state persists for phonon frequencies up to nite values even though various
theories predict superconductivity there. This is usually understood in terms of the breakdown
of some approximations made in those theories[50, 53, 54, 56, 57, 58, 74]. The question is
then whether at doped systems the adiabatic ground state (which cannot be superconducting)
persists too. Again some standard theories predict superconductivity. Eg. BCS theory is expected
to be valid for the antiadiabatic case at strong coupling. This question will be taken up in
section 5.1.3.
Small coupling
The results at moderate and larger couplings , say of order unity in the present units, are
straightforward enough: for large enough ~! (of order t) the BCS bound is better than the
adiabatic bound, and a gap , of order unity is predicted at a  of order unity. This is the good
news. Unfortunately, at small couplings, we run into a limitation of the method. It appears that
in the regime where the lower and upper bounds (2.50) and (2.55) become very close, say for
4.4 Discussion 85




















































Figure 4-1: Bounds to the ground state energy for the Holstein model at half lling in 1
dimension, L = 126. From top to bottom resp. ~! = 0:1; 0:5; 1:0. The four lines represent
The lower bounds E
ad
() and equation (2.50) (4), upper bound equation (2.55) (5), and
the BCS upper bound of equation (4.103) for  = -1 (). Lines are guides to the eye.
86 Superconductivity



































Figure 4-2: Bounds to the ground state energy for the Holstein model in 2 dimensions. Top:
~! = 0:1, L = 10  8 at half lling. The inset shows the same, blown up, for small coupling.
Bottom: for ~! = 0:1, L = 12 10 at a lling of  = 1:383. Legends as in gure 4-1
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Figure 4-3: The BCS bound and gap versus the unitary transformation parameter  for dierent
phonon frequencies ~! at = 1 and  = 1:5. The top gure shows the bound on the energy
(4.103) minus the phonon part
1
2
~! and the chemical term (- 1), compared to the energy
E
ad
. The bottom gure shows the corresponding gap . For ~!  1 the BCS minimization
predicts a non{zero gap around   0:2, whereas the energy lies above the bound obtained
from the adiabatic limit.
88 Superconductivity
 < 0:5, even for small ~! we get a very small gap at a very small . Eg. at half lling we









12  10 0:1 -1:626 689 -0:015 -1:626 727 2:48  10
-6
12  10 0:2 -1:626 695 -0:015 -1:626 841 9:93  10
-6
12  10 0:5 -1:626 745 -0:015 -1:627 636 6:24  10
-5
22  20 0:1 -1:622 502 -0:015 -1:622 540 6:77  10
-7
22  20 0:5 -1:622 502 -0:015 -1:623 450 1:70  10
-5
A closer inspection of the algorithms used makes it impossible to decide wether this is a real
eect or due to nite precision in either the programs used for MMC or CGM, or the program
used to solve the BCS equations, or perhaps due to a nite size eect. At any case, for E
ad
obtained from MMC simulations with  = 10 000, the dierence is too small. Therefore the
above values were taken from CGM simulations at absolute zero temperature. To rule out a
nite size eect we ran a CGM simulation and the BCS solver for a system of 22 20 sites, ie.
nearly 4 times as big. This gives ambiguous results: the energy dierence per site is about the
same, but the gap is approximately 4 times as small! If   1=L, it means that the ODLRO
susceptibility will not diverge with L, and hence that we have a gap, but no ODLRO.
It also appears that the  for which we nd the minimum is proportional to ~! and





 0:007 respectively. Note that in equation (4.103), ! 0 and ~!! 0 are conicting
limits.
So the eect might be real and comparable in character to the exponentially small dimeri-
sation of section 2.4.3. Whether real or articial, the critical temperature for superconductivity





if the critical temperature turned out to be this low.
We conclude that we must be careful in ruling out superconductivity when the bounds are
this close.
