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1. INTRODUCTION
We consider the following nonlinear Sturm]Liouville problem,
yu0 x s f u x y mu x , x g I s 0, 1 , .  .  .  . .
1.1 . u 0 s u 1 s 0, .  .
 . 1where f u is odd and C .
The purpose of this paper is to establish a formula of spectral asymp-
totics from the standpoint of an L2-theory. More precisely, let
  . . 2 .   .2 .  .u m, x , m g C I = y np , ` be a solution of 1.1 , where n y 1n
 .is the number of the interior zeros of u m, x , andn
1r2
2< <a m s u m , x dx . 1.2 .  .  .Hn n /I
 .In this paper we shall establish an asymptotic formula of a m as m ª `.n
w xRelated problems were investigated by Chiappinelli 5, 7 and Benguria
w x w xand Depassier 1 . Chiappinelli 5 established the following asymptotic
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 .formula of m s m a as a ª 0, that is, equivalent to considering then
 .  .2asymptotic behavior of a m as m ª y np : under the general growthn
condition on f , namely, if f satisfies
< < < < pf u F a u , .
where p ) 1 and a G 0, then
2 py1< <m a q np s O a . .  .  .n
w x  . 3On the other hand, Benguria and Depassier 1 showed that for f u s u ,
the following asymptotic formula holds as m ª `:
1 4
m ; a m . 1.3 .  .116
 .They obtained 1.3 by means of direct calculation of elliptic functions.
 . w xTherefore, no transparent observation for 1.3 was given in 1 . We also
w x  .refer to Heinz 8, 9 , who treated related problems to 1.1 by using
Ljusternik]Schnierlman theory.
w x w xRecently, motivated by the result of 1 , Shibata 10 extended the
 .  . < < py1  .formula 1.3 for pure power nonlinearity f u s u u p ) 1 : as
m ª `, the following asymptotic formula holds,
2 5yp.r2 py1.. 5yp.r2 py1..a m s B m q o m , 1.4 .  . .n n
where
 .2r py12 p q 1 2 p q 3’B [ n p G G .n  /  /  /p y 1 2 p y 1 2 p y 1 .
 . < < py1If f u s u u, then the situation is simple and by virtue of simple
 .  .scaling, 1.4 was obtained. However, it seems that no results such as 1.4
have been given for general nonlinearity f.
In this paper, by investigating the asymptotic behavior of eigenfunctions
 .  .u m, x as m ª `, we shall extend the formula 1.4 for a class of f whichn
 .  .satisfies the following conditions A.1 ] A.3 :
 .  .  .  .  .  .A.1 Existence f 0 s f 9 0 s 0, g t [ f t rt is positive and in-
 .creasing for t ) 0, g t ª ` as t ª `.
 .  .  .  . p  .A.2 Asymptotics Let h t [ f t rt t ) 0, p ) 1 . Then for any
constant C ) 0
h t t . y1ª 1 as t , s ª ` satisfying C F F C .
h s s .
TETSUTARO SHIBATA876
Furthermore, there exist constants 0 - e < 1, A 4 1, C 4 1, C ,1 1 1 2
 .C ) 0 such that for t, s G C satisfying trs F e resp. G A3 1 1 1
h t .
F C resp. G C . .2 3h s .
 .  .A.3 Monotonicity h satisfies one of the following conditions:
 .  .1 h9 s G 0 for s ) 0.
 .  .2 h9 s F 0 for s ) 0.
 .  .  .Typical examples of f u satisfying A.1 ] A.3 are collected below
 .p ) 1 :
< < py1f u s u u , .
< < py1 < <f u s u u log u q 1 , .  .
< < py1 y < u < r < u <q1.f u s u ue . .
 .Before stating our results, let us define the ground state w of Eq. 1.5 ,
p¡yw0 t s w t y w t , t g R , .  .  .
~w t ) 0, t g R , . 1.5 .
lim w t s 0. .¢
tª"`
 .Then there exists a unique solution w of 1.5 . We call it the ground state.
For the existence and uniqueness of the ground state, we refer the reader
w xto Berestycki and Lions 3 .
Now we state our results.
THEOREM 1.1. As m ª `, the following asymptotic formula holds,
2 22 y1 y1r2 y1 y1r2a m s B g m m q o g m m , 1.6 .  .  .  . .  . /n n
where gy1 is the in¨erse function of g.
THEOREM 1.2. Let
1 1¡ y1y1 1r2 1r2g m u m , x , t g I [ y m , m , .  . . n n , m  /~ 2n 2nw t [ .j , m ¢0 t f I ,n , m
1r2 .   . . where t s m x y jrn y 1r2n for x g jrn, j q 1 rn j s 0, 1, . . . ,
. < <n y 1 . Then w ª w as m ª ` not only uniformly on any compactj, m
2 .subsets in R, but also in L R .
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The remainder of this paper is organized as follows. In Section 2, we
give an asymptotic formula of the maximum norm of the solutions as
m ª `, which is the basis for further considerations. In Section 3, we shall
prove Theorem 1.2 for n s 1. Section 4 is devoted to the proof of
Theorem 1.1 for n s 1. Finally, we prove Theorem 1.1 and Theorem 1.2
for n G 2 in Section 5.
2. PRELIMINARIES
In Sections 2]4, let n s 1. We use the following notations. Let X [
1, 2 . 5 5 qW I be the usual real Sobolev space. ? denotes the usual L normq0
 .q G 1 and
u
F u [ f s ds, u x [ u m , x . .  .  .  .H m 1
0
For simplicity, a subsequence will be denoted by the same notation as that
of the original sequence.
 .  w x .Here, let us recall some useful properties of u x see 2 for example .m
 .Since Eq. 1.1 is odd, we may assume without loss of generality that
 .u x ) 0 for x g I in what follows. Thenm
1 1
X Xu x ) 0 for x g 0, , u x - 0 for x g , 1 . 2.1 .  .  .m m /  /2 2
Hence,
1
s [ max u x s u . 2.2 .  .m m m  /2xgI
The aim of this section is to prove:
PROPOSITION 2.1. As m ª `
2
m s g s q o g s . 2.3 .  .  . .m mp q 1
To prove Proposition 2.1, we shall prepare some lemmas.
LEMMA 2.2. Let C ) 0 be an arbitrary constant. If 0 - trs - C, then
 .  .h t rh s is bounded for t, s 4 1.
 .Proof. We see from A.2 that if e - trs - C, then1
h t .
F 2.
h s .
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 .Furthermore, if 0 - trs F e , then we see from A.2 that1
h t .
F C .2h s .
Now our assertion follows from these inequalities.
LEMMA 2.3. For x g I,
1 1 1 12 2 2X X2u x q F u x y mu x s F s y ms s u 0 ) 0. .  .  .  .  . .m m m m m m2 2 2 2
2.4 .
X  .  .Proof. Multiplying u x by 1.1 we obtainm
uY x uX x q f u x uX x y mu x uX x s 0, .  .  .  .  .  . .m m m m m m
which implies that for x g I
d 1 12 2Xu x q F u x y mu x s 0. .  .  . .m m m /dx 2 2
So we obtain
1 12 2Xu x q F u x y mu x ' constant. 2.5 .  .  .  . .m m m2 2
 .  .  .Now we put x s 0 and x s 1r2 in 2.5 and use 2.2 to obtain 2.4 .
LEMMA 2.4. As m ª `, s ª `.m
 .Proof. We see by 2.4 that
1 F s .m
m - . 2.6 .22 sm
 .If there exists a subsequence of s such that s ª 0 as m ª `, then wem m
 .obtain by A.1 that
F s f s f 9 0 .  .  .m m
lim s lim s s 0.2 2s 2smª` mª` mm
 .  .This contradicts 2.6 . If there exists a subsequence of s such thatm
C F s F Cy1 as m ª ` for some constant C ) 0, then the right handm
 .side of 2.6 is bounded. This is a contradiction. Thus the proof is
complete.
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LEMMA 2.5. Let ¨ [ u rs . Assume that there exists a constant d ) 0m m m
such that for m 4 1
2
1 q d m - g s . 2.7 .  .  .mp q 1
 .Then ¨ x ª 1 a.e. x g I as m ª `.m
 .Proof. We have from 2.4 that
2 2X 2u x s 2 F s y F u x y m s y u x ; .  .  .  . . .  /m m m m m
1 .  .this along with 2.1 implies that for x g 0, 2
2X y2¨ x s 2s F s y F u x y m 1 y ¨ x . 2.8 .  .  .  .  .’  . .  /m m m m m
We obtain by Lemma 2.2 and Lebesgue's convergence theorem that for
m 4 1
 .  .s ¨ x ¨ xm m mp pq1 pF u x s t h t dt s s s h s s ds .  .  . . H Hm m m
0 0
h s s . .¨ x mmpq1 ps s h s s ds .Hm m h s .0 m
1 pq1pq1s s h s q o 1 ¨ x .  .  .m m m /p q 1
1 pq12s g s s q o 1 ¨ x . 2.9 .  .  .  .m m m /p q 1
 .  .By putting ¨ x s 1 in 2.9 we also obtainm
1
2F s s g s s q o 1 . 2.10 .  .  .  .m m m  /p q 1
 . pq1  .2  .  .Since 1 y ¨ x G 1 y ¨ x , it follows from 2.7 ] 2.10 thatm m
2 pq1 2X¨ x G g s 1 y ¨ x q o 1 g s y m 1 y ¨ x .  .  .  .  .  . /  /m m m m m( p q 1
2 pq1g s 1 y ¨ x q o 1 g s .  .  .  . /m m mp q 1
G 2 pq1) y g s 1 y ¨ x .  . /m mp q 1 1 q d .  .
2d pq1s g s 1 y ¨ x q o 1 g s . 2.11 .  .  .  .  . /m m m( p q 1 1 q d .  .
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 .Now assume that there exist x g 0, 1r2 and a constant 0 - e - 1 such0
that for m 4 1
¨ x - 1 y e . 2.12 .  .m 0
 .  .Then it follows from 2.1 that for x g 0, x0
¨ x - 1 y e . 2.13 .  .m
 .  .Hence, we obtain by 2.11 and 2.13 that there exists a constant d ) 01
 .such that for m 4 1 and x g 0, x0
X¨ x G d q o 1 g s ; .  .  . .’m 1 m
w x  .integrate this over 0, x to obtain by A.1 and Lemma 2.40
1 y e ) ¨ x G x d q o 1 g s ª `. .  .  . .’m 0 0 1 m
This is a contradiction. Thus the proof is complete.
Now we are ready to prove Proposition 2.1.
 .  .Proof of Proposition 2.1. We have by 2.6 and 2.10 that
2
m - g s q o 1 . .  .m  /p q 1
Hence, to prove Proposition 2.1, we assume that there exists a subse-
 4  .  .quence of m m ª ` which satisfies 2.7 and derive a contradiction.
 .Multiply 1.1 by u . Then integration by parts yieldsm
12 2X5 5 5 5u s f u x u x dx y m u . 2.14 .  .  . .2 H 2m m m m
0
 .Integrate 2.4 over I to obtain
1 1 112 2 25 5 5 5u9 q F u x dx y m u s F s y ms . 2.15 .  .  . .2 H 2m m m m2 2 20
 .  .It follows from 2.14 and 2.15 that
1 11 1 2 25 5f u x u x dx q F u x dx y m u s F s y ms . .  .  .  . .  .H H 2m m m m m m2 20 0
2.16 .
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Use Lemma 2.2, Lemma 2.4, Lemma 2.5, and Lebesgue's convergence
theorem to obtain for m 4 1
1 1 pq1f u x u x dx s u x h u x dx .  .  .  . .  .H Hm m m m
0 0
h s ¨ x . .1 m mpq1pq1s h s s ¨ x dx .  .Hm m m h s .0 m
s h s s pq1 1 q o 1 , 2.17 .  .  . .m m
1 1  . 1  .u x s ¨ xm m m pF u x dx s dx f s ds s dx s h s ds .  .  . .H H H H Hm
0 0 0 0 0
h s t .1  .¨ x mmpq1 ps h s s dx t dt . H Hm m h s .0 0 m
1 1 pq1pq1s h s s ¨ x dx q o 1 .  .  .Hm m m /p q 1 0
1
pq1s h s s q o 1 . 2.18 .  .  .m m  /p q 1
 .  .  .Combining 2.10 and 2.16 ] 2.18 we obtain
1 1
pq1 pq1h s s 1 q o 1 q h s s q o 1 .  .  .  . .m m m m  /2 p q 1
1
pq1y h s s q o 1 .  .m m  /p q 1
1 1
2 2 2s ms 1 q o 1 y ms s ms 1 q o 1 ; .  . .  .m m m2 2
 .  .this along with 2.6 and 2.10 implies that
1 1 1
py1g s 1 q o 1 s h s s 1 q o 1 s m 1 q o 1 .  .  .  .  . .  .  .m m m2 2 2
1
- g s q o 1 . .  .m  /p q 1
This is a contradiction. Thus the proof is complete.
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3. PROOF OF THEOREM 1.2 FOR n s 1
We put
C [ gy1 m , j [ Cy1 u , .m m m m
h t , s [ h t y h s for t , s g R . .  .  .1
 .Then we obtain by 1.1 that
¡ h C j x , C . .1 m m mp pYyj x s m j x y j x q m j x , x g I , .  .  .  . /m m m m~ h C .m¢j 0 s j 1 s 0. .  .m m
3.1 .
Furthermore, put
1 1 1
1r2 1r2 1r2I [ y m , m , t s m x y for x g I , w t s j x . .  .m m m /  /2 2 2
 .Then we obtain by 3.1 that
¡ h C w t , C . .1 m m mp pYyw t s w t y w t q w t , t g I , .  .  .  .m m m m mh C .m~
1
1r2w " m s 0.m¢  /2
3.2 .
Let
 .1r py1p q 1
y1z s , z s max w t s C s . 3.3 .  .m m m m /2 tgIm
LEMMA 3.1. As m ª `, z ª z .m
Proof. We obtain by Proposition 2.1 that
2
py1C h C s g C s m s 1 q o 1 g s .  . . .  .m m m mp q 1
2
py1s 1 q o 1 s h s ; .  . . m mp q 1
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this implies that
py1p q 1 s h s .m ms . 3.4 . /2 1 q o 1 C h C . .  .m m
We shall show that there exists a constant C ) 0 such that for m 4 1
sm y1C F F C . 3.5 .
Cm
To this end, we use a reduction to absurdity. There are two cases to
consider:
 .1 Assume that for any small e ) 0, there exists a subsequence of
 .  .  .m such that s rC F e . Then we obtain by A.2 and 3.4 that form m
m 4 1
p q 1
py1F C e .22 1 q o 1 . .
This is a contradiction.
 .  .2 If for any A 4 1, there exists a subsequence of m such that
 .  .s rC G A, then we obtain by A.2 and 3.4 thatm m
p q 1
py1G C A .32 1 q o 1 . .
 .This is a contradiction. Hence, we obtain 3.5 . Now, we can choose a
 .subsequence of s rC such that z s s rC ª M as m ª ` for somem m m m m
 .  .  .constant M ) 0. Then it follows from A.2 , 3.4 , and 3.5 that M s z .
Since the same argument as that just above can be applicable for any
 4subsequences of m , we obtain our conclusion.
2 .  .  .  .LEMMA 3.2. There exists y g L R such that y t ) 0 and w t F y tm
for t g R.
 .Proof. By the same methods as those used to obtain 2.4 , we obtain by
 .3.2 that for t g Im
h C w t . .m mp pY Xw t q w t y w t q y 1 w t w t s 0, .  .  .  .  .m m m m m 5 /h C .m
so
f C w t . .m mp pY Xw t q w t y w t q y w t w t s 0; .  .  .  .  .m m m m mp 5 /h C C .m m
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this implies that for t g Im
d 1 1 12 pq1 2Xw t q w t y w t .  .  . .m m mdt 2 p q 1 2
F C w t 1 . .m m pq1q y w t s 0. 3.6 .  .mpq1 5 /p q 1h C C .m m
Since
 .  .C w t C w tm m m m pF C w t s f s ds s h s s ds .  .  . . H Hm m
0 0
h C w t s . .1 m mpq1pq1 ps h C C w t s ds, . . Hm m m h C .0 m
1 1pq1 pq1 pw t s w t s ds, 3.7 .  .  .Hm mp q 1 0
 .  .we obtain from 3.6 and 3.7 that for t g Im
1 1 12 pq1 2Xw t q w t y w t .  .  .m m m2 p q 1 2
h C w t s, C . .1 1 m m mpq1 pq w t s ds ' const.; . Hm h C .0 m
hence put t s 0 to obtain
1 1 12 pq1 2Xw t q w t y w t .  .  .m m m2 p q 1 2
h C w t s, C . .1 1 m m mpq1 pq w t s ds . Hm h C .0 m
1 1 h C z s, C .1 1 m m mpq1 2 pq1 ps z y z q z s ds. 3.8 .Hm m mp q 1 2 h C .0 m
 .  .Then 3.8 along with 2.1 implies that w satisfiesm
1¡ X 1r2w t s y K w t , 0 - t - m , .  .’  .m 1 m~ 2 3.9 .¢w 0 s z , .m m
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where
2
pq1 pq1 2 2K z s z y z y z y z .  .  .1 m mp q 1
2 1 p pq1 pq1q s h C z s, C z y h C zs, C z ds. .  . .H 1 m m m m 1 m mh C . 0m
3.10 .
 .  .y2Let y t s t q 1 . Then y satisfies1 1
3X¡ ’y t s y 4 y t , t ) 0, .  .1 1~ 3.11 .¢y 0 s 1. .1
We shall show that there exists a constant e ) 0 such that for 0 - z - e
and m 4 1
K z [ K z y 4 z 3 ) 0. 3.12 .  .  .1
Now there are two cases to consider:
 . .  .Case 1. If A.3 1 is satisfied, then h s is increasing for s G 0. Hence,
for 0 F zs - 1 we have
h C zs, C s h C zs y h C - 0. 3.13 . .  .  .1 m m m m
 .  .Then by 3.10 and 3.13 we obtain that if 0 - z - e , then
K z s K z y 4 z 3 G K z y 4 z 3 .  .  .1 2
2
pq1 pq1 2 2[ z y z y z y z . .mp q 1
2 1 p pq1 3q s h C z s, C z ds y 4 z . 3.14 . .H 1 m m m mh C . 0m
 .  .Clearly, K 0 s K 0 ) 0 and for 0 - z - e2
K z y 4 z 3 9 s 2 z y 2 z p y 12 z 2 ) 0; . .2
 .  .it is clear from this and 3.14 that 3.12 holds.
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 . .Case 2. If A.3 2 is satisfied, then
h C zs, C .1 1 m m3 p p pK z y 4 z 9 s 2 z y 2 z y 2 p q 1 z s ds .  . . H1 h C .0 m
2 1 pq1 pq1 2y C s h9 C zs z ds y 12 z .H m mh C . 0m 3.15 .
h C zs, C .1 1 m mp p p 2G 2 z y 2 z y 2 p q 1 z s ds y 12 z . . H h C .0 m
 .Since we obtain by A.2 that for 0 - z - e1
h C zs, C h C zs .  .1 m m m
0 F s y 1 F C y 1, 3.16 .2h C h C .  .m m
 .  .then we obtain by 3.15 and 3.16 that for 0 - z - e
K z y 4 z 3 9 G 2 z y 2 z p y 2 C y 1 z p y 12 z 2 ) 0. .  . .1 2
 .Hence, we find that 3.12 holds.
 y1r2 . w xLet I [ e y 1, ` . If there exists an interval t , t ; I such thate 1 2 e
w t s y t s z , w t ) y t for t g t , t , .  .  .  .  .m 1 1 1 1 m 1 1 2
X  . X  .  .  .then we obtain that w t G y t ; this implies along with 3.9 and 3.11m 1 m 1
 .that K z - 0; however, this is impossible, since z - e . Therefore, we1 1
find that
w t F y t for t g I . 3.17 .  .  .m 1 e
Now we put
< < y1r22z , t F e y 1,
y t s . y1r2 < <y t , t ) e y 1. .1
 .Then we obtain our conclusion by Lemma 3.1 and 3.17 . Thus the proof is
complete.
Now we are in the position to prove Theorem 1.2 for n s 1.
Proof of Theorem 1.2 for n s 1. We know from Lemma 2.2, Lemma
 .  .  .  X .  Y .3.1, 3.2 and 3.8 that w , w , w are bounded. Moreover, it is clearm m m
 .  X .that w and w are equicontinuous. Hence, we can apply them m
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 .Ascoli]Arzela theorem to choose a subsequence of w such that asm
m ª `
w ª w , wX ª w 3.18 .m 1 m 2
on any compact subsets in R. Then for s g R
s
Xw s y w 0 s w t dt , .  .  .Hm m m
0
 .by letting m ª `, we obtain by Lemma 3.1 and 3.18 that
s
w s y z s w t dt ; .  .H1 2
0
this implies that
wX s s w s . 3.19 .  .  .1 2
` .  .For c g C R and m 4 1, it follows from 3.2 that0
pXw t c 9 t dt s w t y w t c t dt .  .  .  .  .H H  /m m m
R R
3.20 .
h C w t , C . .1 m m m pq w t c t dt. .  .H mh C .R m
Clearly, we have by Lemma 2.1 and Lemma 3.1 that for m 4 1
h C w t , C h C w t .  . .  .1 m m m m mF q 1 F C q 3. 3.21 .2h C h C .  .m m
 .  .Then by A.2 and 3.21 we can apply Lebesgue's convergence theorem to
 .  .3.18 and obtain by letting m ª ` in 3.18
pXw t c 9 t dt s w t y w t c t dt. 3.22 .  .  .  .  .  . .H H1 1 1
R R
 .  .Moreover, it follows from Lemma 3.1, 3.18 , and 3.19 that
w 0 s lim w 0 s z , wX 0 s lim wX 0 s 0. 3.23 .  .  .  .  .1 m m m
mª` mª`
 .Thus we find that w is the ground state of Eq. 1.5 . Combining this fact1
and Lemma 3.2, we obtain by Lebesgue's convergence theorem that
2 .w ª w in L R . Finally, our conclusion follows from a standard com-m 1
pactness argument. Thus the proof is complete.
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4. PROOF OF THEOREM 1.1 FOR n s 1
In order to prove Theorem 1.1 for n s 1, let us briefly recall the
 .properties of the ground state w of Eq. 1.5 . We know from Berestycki
w xand Lions 3 that
w 0 s z , w9 0 s 0. 4.1 .  .  .
w t s w yt , w9 t - 0 for t ) 0. 4.2 .  .  .  .
1 1 12 pq1 2w9 t q w t y w t s 0 for t g R . 4.3 .  .  .  .
2 p q 1 2
 .LEMMA 4.1. Let w be the ground state of 1.5 . Then
2w t dt s B . 4.4 .  .H 1
R
 .  .Proof. We see from 4.2 and 4.3 that for t G 0
2 py1w9 t s yw t 1 y w t . 4.5 .  .  .  .( p q 1
 . 2r py1.  .Put s s w t s rz , r s sin u , and use 4.5 to obtain
` ` yw t .2w t dt s w t ? dt .  .H H py10 0 ’1 y 2r p q 1 w t .  . .
sz
s dsH
py10 ’1 y 2r p q 1 s . .
r12s z drH
py1’0 1 y r
2 Bpr2 12 5yp.r py1.s z sin u du s .Hp y 1 20
Thus the proof is complete.
Now we are ready to prove Theorem 1.1 for n s 1.
Proof of Theorem 1.1 for n s 1. Let ¨ and w be the functions definedm m
at the beginning of Section 3. Then
2 22 22 2 y1r25 5 5 5a m s u s C ¨ s C m w t dt ; .  .2 2 H1 m m m m m
Im
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this along with Theorem 1.2 for n s 1 and Lemma 4.1 that as m ª `
2
a m .1 2 2s w t dt ª w t dt s B . .  .H Hm 12 y1r2C m I Rm m
Thus the proof is complete.
5. PROOF OF THEOREM 1.1 AND THEOREM 1.2
FOR n G 2
 . wSince Eq. 1.1 is odd and autonomous, we can apply the argument of 5,
 .x  .Corollary 3.5 c to find that the interior zeros of u m, x are exactlyn
  . 41rn, 2rn, . . . , n y 1 rn . Furthermore, for j s 0, 1, . . . , n y 1
j j j q 1ju m , x s y1 u m , x y for x g I s , . 5.1 .  .  .n n j /  /n n n
 .We consider the following equation instead of 1.1 :
¡yu0 x s f u x y mu x , x g I , .  .  . . 0~ 1 5.2 .
u 0 s u s 0. .¢  /n
 . <  . <  .  .  .Then by 5.1 , u m, x q jrn x g I j s 0, 1, . . . , n y 1 satisfies 5.2n 0
and using the same arguments as those used in the proof of the case
n s 1, we can also prove that for x g Ij
j 1¡ y1 1r2< <C u m , x , t s m x y y g I , .m n n , m /~ n 2nw t s .j , m ¢0, t f In , m
 .converges to the ground state w of 1.5 , where I is the interval definedn, m
in Theorem 1.2. Therefore, we obtain
n
2 22 y1r2a m s C m w t dt , .  . Hn m j , m
In , mjs1
which along with Lemma 3.2 and Lemma 4.1 implies that
2 na m .n 2 2s w t dt ª n w t dt s nB s B . .  . H Hj , m 1 n2 y1r2C m I Rm n , mjs1
Thus the proof is complete.
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