In coherent diffraction imaging (CDI) experiments, the intensity of the scattered wave impinging on an object is measured on an array of detectors. This signal can be interpreted as the square of the modulus of the Fourier transform of the unknown scattering density. A beam-stop obstructs the forward scattered wave and, hence, the modulus Fourier data from a neighborhood of k = 0 cannot be measured. In this note, we describe a linear method for recovering this unmeasured modulus Fourier data from the measured values and an estimate of the support of the image's autocorrelation function without consideration of phase retrieval. We analyze the conditioning of this problem, which grows exponentially with the modulus of the maximum spatial frequency not measured, and the effects of noise.
Introduction
In coherent diffraction imaging (CDI) experiments, the intensity of the scattered wave impinging on an object is measured on an array of detectors. This signal can be interpreted as the square of the modulus of the Fourier transform | ρ(k)| 2 of the unknown scattering density, denoted by ρ(x). The spatial frequency, k, is related to the scattering direction through the Ewald sphere construction. The phase retrieval problem is to recover the complex values ρ(k) (and hence the desired unknown) from the measured magnitude data supplemented by auxiliary information, which is typically the approximate support of ρ(x). Unfortunately, a beam-stop obstructs the forward scattered wave and, hence, the modulus Fourier data from a neighborhood of k = 0 cannot be measured. The standard approach to recovering the unmeasured samples, using an HIO-type algorithm, is to use the auxiliary information to fill in the unmeasured Fourier coefficients at the same time as the image itself is reconstructed. In this note, we describe a linear method for recovering this unmeasured modulus Fourier data from the measured values and an estimate of the support of the image's autocorrelation function without consideration of phase retrieval.
For the sake of simplicity, we work in the discrete setting: the image ρ is a vector in R J , obtained as samples of a compactly supported function ρ(x). Here J is a finite rectangular subset of Z d . If we normalize so that ρ is supported in [− 1 2 , 1 2 ] d , then the samples of the image are given by
Here J = [−mN : mN ] d ; we say that the image is "oversampled" by a factor m > 1. Oversampling is done so that the Fourier data contains information about the support of ρ. We let
denote the discrete Fourier transform (DFT) of the data, and the DFT intensity by (| ρ j | 2 ). The continuum Fourier transform, ρ, is given by
Let W ⊂ J denote the set of lattice points obstructed by the beam-stop. Substantial effort has been devoted to the development of methods for approximating the Fourier coefficients at the frequencies obstructed by the beam-stop. Typically, this involves an iterative method designed to solve the phase retrieval problem and missing data problem simultaneously (see, for example, [6] .)
In this note, we show that, if |W | is not too large, then, with sufficiently fine sampling, in the Fourier domain, the unmeasured magnitude data, {| ρ j | 2 for j ∈ W }, can be analytically determined by solving a system of linear equations. With sufficient SNR, if |W | is not too large, then this scheme can be robust even in the presence of noise. At lower SNR, we show that improved images may result if some of the reconstructed modulus data is used, and some of the coefficients are found implicitly in the phase retrieval step.
The Recovery Algorithm
In our model, the measured data, denoted by a 2 , consists of
In the image domain, let S ⊂ J be a set containing the support of ρ. The set
clearly contains the support of the autocorrelation image,
Let R = J \ S AC . If |R| > |W |, then, in principle, the unmeasured magnitude data can be determined. For this problem to be reasonably well conditioned the ratio |W |/m d must be sufficiently small, and |R| >> |W |. This usually entails a little more oversampling than is required for the phase retrieval problem to be solvable, even if the data within the beamstop is known. Having more samples also leads to better noise reduction when recovering the unmeasured samples. On other hand, greater oversampling requires a smaller pixel size on the detector, which would tend to increase the noise content of individual measurements, so clearly there are trade-offs to be considered. Let F denote the d-dimensional DFT matrix, normalized to be a unitary operator, and let F * be its adjoint. To keep the notation simpler, we do not include d in this notation. We interpret F as a map from data on the |J|-point grid in the physical domain to a |J|-point grid in the frequency domain, both contained in Z d . The frequency domain grid is normalized to be centered on k = 0. In this section we let ρ k = [F(ρ)] k , which differs, by a constant factor, from the normalization in (2) . Definition 1. We denote by F W,R the submatrix of of F that maps data from grid points in R to Fourier transform points in W . F W,S AC is the submatrix that maps data from grid points in S AC to Fourier transform points in W . F W c ,R and F W c ,S AC are defined in the same manner, as are the submatrices of the adjoint:
It is well-known that the Fourier transform of the autocorrelation function [ρ ρ] is |ρ j | 2 (the Wiener-Khinchin theorem). Let us now write the inverse DFT in block form:
where a 2 W c = a 2 restricted to W c , is the measured data and α W denotes the (unmeasured) coefficients α j of a 2 for j restricted to W . Clearly, letting α W = (|ρ j | 2 ) j∈W yields a consistent solution of (5), since this is simply a restatement of the Wiener-Khinchin theorem. If we restrict our attention to the first row, we have the |R| × |W | linear system:
This is shown schematically in Figure 1 . Figure 1 : An unknown object ρ(x) is supported in a bounded region S (upper left) and its autocorrelation is supported in S AC (upper right). In a CDI experiment, the magnitude Fourier data is obtained over a finite region but with missing data in a neighborhood W of the origin. Rather than inferringρ within the beamstop as part of a phase retrieval algorithm, we solve for the missing data itself, without consideration of phase, by using an estimate for the support of the autocorrelation function and solving a least squares problem.
With sufficient oversampling, it follows from Hayes' theorem [4] that the solution to (5) is unique (there is no question of genericity, since we are working directly with the autocorrelation image). Assuming that the data a 2 W c is exact, then the highly overdetermined system in (6) has the exact solution, α W = (|ρ j | 2 ) j∈W . For generic right hand sides, the equation F * R,W x = −F * R,W c y, does not have an exact solution, and in the remainder of the paper we take x to be the solution to the least squares problem:
which is also unique.
As |W | is a reasonably small number, the reduced SVD of
is fairly easy to compute. The unique solution to the overdetermined linear system in (6) is given by
We call the operator
the recovery operator. For general right hand sides, y, the solution to the least squares problem is given by R R,W y. In finite precision arithmetic this gives a much more accurate answer than solving the normal equations for the least squares problem directly. It should be noted that the recovery operator only depends on W, J, R and is independent of the particular image being reconstructed. S AC S AC Figure 2 : The first singular vector, u 1 , of F * R,W with singular value 1. The DFT representation, showing a small neighborhood of W, is shown on the left; the middle shows Re(F * (u 1 )) and the right shows Im(F * (u 1 )). The set S AC is show in the middle and right panels as a lightly shaded rectangle.
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Sing S AC S AC Figure 3 : The last singular vector, u 169 , of F * R,W with singular value 9.15 × 10 −6 . The DFT representation, showing a small neighborhood of W, is shown on the left; the middle shows Re(F * (u 1 )) and the right shows Im(F * (u 1 )). The set S AC is show in the middle and right panels as a lightly shaded rectangle.
Since F * R,W is the composition of F with orthogonal projections, its singular values lie between 0 and 1. It is straightforward to describe the sorts of images that lead to singular vectors with singular values very close to 1, or very close to 0. In order for u ∈ C J to satisfy |F * R,W u| ≈ |u|, it is necessary for u to be supported in W and for F * (u) to be almost entirely supported in R. An example is shown in Figure 2 . The larger R is, the easier it is to find such images. On the other hand, for F * R,W u ≈ 0 it is necessary for u to be supported in W and F * (u) to be supported almost entirely in J \ R. In 2d, these images resemble tensor products of sampled Hermite functions. For a fixed W , such vectors become more plentiful as R gets smaller. An example is shown in Figure 3 . For these examples we use a thrice oversampled 192 × 192 grid; W is a 13 × 13 square centered on k = (0, 0), and |R| = 24, 765. The ratio of the largest to smallest singular value of F * R,W is = 1.0929 × 10 5 . This quantity represents the conditioning of the problem of recovering the samples of magnitude DFT in W.
We observe that, as F is a unitary map and R = S c AC , it follows that
We use d to denote the underlying dimension of the image. In Section 2.5 of the classic paper, [8] , Slepian analyzed the singular values of an operator very closely
, and let
denote the Fourier coefficients of f.
Slepian showed that, as M → ∞,
see [3, 8] . In light of (2), in 1-dimension, we can easily relate the eigenvalue λ 0 (b, M ) to µ 0 (S AC , W, 1). The support of the autocorrelation image lies in a range of indices −βN : βN, independently of the oversampling factor, m > β;
In the second line we use the fact that, for small x, sin x ≈ x.
In d dimensions the support of the autocorrelation image is contained in [−βN : βN ] d and so the extremizer for µ 0 (S AC , W, d), in the case, is just the d-fold tensor product of the 1-d extremizer. Hence
The condition number of the recovery operator is bounded above by the quantity [µ 0 (S AC , W, d)] − 1 2 , which shows that, asymptotically in N, the size of the hole in k-space that can be stably filled depends only on the ratio βw m . It follows from (2) that w/m is just the maximum spatial frequency that is not measured, and β measures the relative size of the support of the autocorrelation image.
From Figure 3 we see that the singular vector with the smallest singular value is essentially a Gaussian centered at 0. In fact, this vector turns out to provide the most important contribution to "filling the hole" in k-space. This is easily understood in terms of the continuum model embodied in equations (1) and (2). Since ρ is compactly supported, its Fourier transform is smooth and has a Taylor expansion about zero,
is the matrix of second derivatives of ρ at 0. For ρ a real valued function this implies that
where
For the sort of functions that arise in CDI, the zero Fourier coefficient ρ(0) is much larger than any other, which, along with the smoothness of ρ(ξ), explains the dominant role, in filling the hole in k-space, played by the singular vector with the smallest singular value. This is illustrated in the following example. (17) Figure 4 [a] shows the coefficient vector c, defined by a non-negative image similar to those used in Example 2, and Figure 4 [b] shows the coefficient vector defined by an image having both signs, but still having a large mean value. From these plots it is quite apparent that c 169 is nearly an order of magnitude larger than any other coefficient. 
Examples and Limitations
It should be observed that oversampling is a matter of changing the spacing between the samples collected in k-space, and not the maximum frequency collected. As follows from (2), the double-oversampled Fourier coefficient with indices (2k 1 , 2k 2 ) is at the same spatial frequency as the triple-oversampled coefficient with indices (3k 1 , 3k 2 ). We now consider a few examples that illustrate the relationship between the conditioning of the least squares problem, the relative sizes of |J|, |S AC | and |W |, and the performance of this method on 2d-images.
Example 2.
For these examples we use a image, ρ, taking both signs that sits in a 64 × 64-rectangle. The function sampled is twice differentiable; for the estimate of the support, S, we use the 1-pixel neighborhood of the smallest rectangle that contains supp ρ. We use either double, |J| = 128×128, or triple, |J| = 192×192, oversampling, and remove neighborhoods, W, of 0 in k-space of various sizes. In all cases we solve for the missing values using (8) . Figure 5 shows the results with double oversampling and Figure 6 With triple oversampling we can recover the data with 11 digits of accuracy in a fairly large hole (15 × 15-hole in a 192 × 192 grid), and the matrix F * R,W has most of its singular values close to 1. With double oversampling the conditioning of the matrix F * R,W deteriorates more quickly. The quantitative results of similar experiments using a signed image are summarized in Table 1 . In the first 3 rows we use double-oversampling and in the last 3, triple-oversampling. To close this section we consider the relationship in the errors in the recovered DFT magnitude data, versus that in the squared magnitude data. We express the recovered autocorrelation magnitude data, {w 2 k : k ∈ W }, as
Clearly we have that
and therefore
For k near to zero, the magnitude DFT coefficients, | ρ k |, tend to be large, and therefore we can expect these recovered values to have somewhat smaller relative errors than their squared counterparts. This, however, does not mean that the relative mean square is smaller for | ρ k | than for | ρ k | 2 . An example comparing these errors is shown in Figure 7 . This resulted from filling a 13 × 13-hole for a thrice oversampled 64 × 64-image. The data used here is noise-free. 
The Effects of Noise
We now consider the effects of noise on this recovery process. Let n represent the measurement error and noise, then instead of solving (6), we actually need to solve the equation
The relative effect of the noise introduced into α 0 is then measured by the ratio
The matrix R R,W has a representation of the form
where {w j : j = 1, . . . , |W |} is an orthonormal basis for the range and {z j : j = 1, . . . , |W |}, are pairwise orthonormal. For a vector n
The collection of vectors {z j } can be augmented to give an orthonormal basis,
It is often reasonable to assume that the random variables {| n, z j | 2 : j = 1, . . . , |W c |} are independent and identically distributed, and therefore the expected values satisfy:
This would be the case for any additive, I.I.D. noise process. In this case
From the Cauchy-Schwarz inequality it follows that
Even when the norm of R R,W is large, the quantity appearing on the right hand side of (28) may turn out to be rather modest. This value gives a good estimate for the effect of noise on the accuracy of the recovered values of the unmeasured DFT modulus data. The number |W c | ≈ mN, which shows that an additional advantage of greater oversampling is better noise suppression when recovering the unmeasured DFT magnitude data. As is well known, an important source of noise in CDI applications is Poisson noise that arises from the discreteness of X-ray photons. This is usually modeled as follows: if | ρ k | 2 is the "true intensity" of the DFT coefficient in the kth pixel, then measurement a 2 k is a sample of a Poisson random variable with intensity | ρ k | 2 . The "noise" in this pixel is therefore given by
Clearly E(n k ) = 0, and E(n 2 k ) = | ρ k | 2 , and therefore the SNR is | ρ k |, which implies that the Poisson noise process has a pixel dependent SNR. As E(n 2 k ) = E( a 2 k ), the noise is in some ways similar to the image itself. Indeed, the projection of F * R,W c n into the range of F * R,W tends be rather large. Figure 8 shows histograms of the ratios, R R,W n n , for different noise processes in a triple oversampled example, where the condition number is 1.093×10 5 . These ratios are typically less than 400, for uniform and Gaussian noise, and less than 2000, for Poisson noise. The much smaller numbers in Gaussian and uniform cases are a reflection of the fact that the orthogonal projection of F * R,W c n into the range of F * R,W tends to be quite small for n a sample of an additive I.I.D. noise process, as predicted in (28). The situation is rather different in the Poisson case. 
Hole Filling and Image Reconstruction
In this final section we consider how the hole-filling procedure outlined above affects the outcome of image reconstruction using an HIO-algorithm, see [2, 1] . This algorithm, which iterates a map like that in (30), is currently the the basis for best known, and most frequently used phase retrieval method. In the examples in this section we see that, for a certain range of hole-sizes and in the absence of noise, the images obtained by first filling in the unmeasured data using equation (8) , and then using HIO are much better than those obtained by simply using HIO. The picture is more complicated when there is noise, with the results now depending on the character of the noise and the SNR. With noise we find that it is often useful to use some of the values recovered using equation (8) , and allow others to be filled in implicitly using HIO. Suppose the data is of the form given by (4), where α W c denotes the measurements outside of the missing hole W . Let P A denote the projection operator onto the nearest point in a set A. We set B S = {ρ : P S c (ρ) = 0} and A a = {ρ : |P W c • F(ρ)| 2 = α W c }. HIO and related algorithms provide an update of the form:
where R Bs (ρ) = 2P Bs (ρ) − ρ. Note that (30) operates agnostically in regards to the missing data inside W , and for every missing data value one less constraint equation is imposed. Thus, conceivably filling in the missing data in W before applying HIO (or any such phase retrieval algorithm) could improve the quality of the reconstructed image.
Extensive numerical simulations indeed confirm this to be true. Given a test image and the set of corresponding squared Fourier transform magnitude measure- ments that has a missing square W of low frequencies of size (2w − 1) × (2w − 1), we compare the following two recovery procedures: (i) HIO is directly applied given the data α W c , and (ii) firstly the missing data in W is filled in, and then HIO is applied given the full data set α (henceforth referred to as the "Fill+HIO" algorithm). It is observed that Fill+HIO produces superior image reconstruction, providing successful recovery throughout the range of w values for which the linear system, given by (6) , can be solved accurately. Fill+HIO provides improved recovery up to w = 15, whereas HIO alone fails at w = 9. Typical comparative results on simulated CDI data are shown in Figure 9 and Table 3 .
Practical approaches towards the phase retrieval problem in the presence of noisy data typically involve numerical optimization [7] and data-driven methods, see [5] , topics that digress too far from the key ideas of this paper, and which we do not pursue further. However we do provide some general remarks and guidelines towards applying the Fill+HIO algorithm to problems with noisy data.
When subjected to noisy measurements, the filled-in data values obtained via (8) will necessarily carry over these errors. Thus, there arises a tradeoff between having missing data values, versus recovering estimates for these values which contain some error. It is observed from numerical simulations that in such instances, typically the best image reconstruction is achieved by utilizing a partial subset of the data which is solved for. for the ground truth image ρ 0 shown in Fig.  1 and the recovered image ρ using the HIO and Fill+HIO algorithms, respectively. Data has the (2w−1)×(2w−1) square of lowest frequencies zeroed-out. Fill+HIO provides smaller reconstruction error up to large missing data subsets. Figure 10 : Histograms of relative error values generated from 1000 noisy instances of the simulated CDI setup shown in Figure 9 , using the HIO and Partial Fill+HIO algorithms, respectively. Partial Fill+HIO significantly improves the error distribution.
A natural procedure for determining the best subset to choose is to run multiple trials of the Fill+HIO procedure, where for each trial the amount of recovered data that is enforced is incrementally increased. While in practice the true smallest error achieved throughout these trials is unknown (since the ground-truth image is unknown), an empirically successful proxy is to consider the data error for each trial, given by:
and to select the partial filling which minimizes this. We concentrate on the case of data corrupted by Poisson shot noise, such as typically occurs in CDI experiments. The discussion at the end of Section 2 clearly indicates that the largest amplification of noise will occur in the recovery of the lowest-frequency values. Thus, a natural search strategy for partially filling a rectangle of missing data with recovered values is to consider annular square-shaped regions, which restore the mid-range of missing frequencies.
We apply this procedure to simulated CDI data, corresponding to the setup in Figure 9 and Table 3 , when w = 5, that is corrupted by Poisson shot noise with a signal-to-noise ratio of 1000. Over 1000 trials, we observe that the distribution of the recovery error is noticeably improved by restoring some of the missing data before running HIO. This is visually illustrated in the histograms shown in Figure 10 .
