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Abstract 
Linear Discriminant Analysis (LDA) yields the optimal Bayes classifier for binary 
classification for normally distributed classes with equal covariance. To improve 
the performance of LDA, heteroscedastic LDA (HLDA) that removes the equal 
covariance assumption has been developed. In this paper, we show using first 
and second-order optimality conditions that the existing approaches either have 
no principled computational procedure for optimal parameter selection, or under-
perform in terms of the accuracy of classification and the area under the receiver 
operating characteristics curve (AUC) under class imbalance. Using the same op­
timality conditions, we then derive a dynamic Bayes optimal linear classifier for 
heteroscedastic LDA that is optimised via an efficient iterative procedure, which 
is robust against class imbalance. Experimental work is conducted on two artifi­
cial and eight real-world datasets. Our results show that the proposed algorithm 
compares favourably with the existing heteroscedastic LDA procedures as well as 
the linear support vector machine (SVM) in terms of the error rate, but is supe­
rior to all the algorithms in terms of the AUC under class imbalance. The fast 
training time of the proposed algorithm also encourages its use for large-data ap­
plications that show high incidence of class imbalance, such as in human activity 
recognition. 
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1. Introduction 
Statistical classification is a fundamental task in many machine learning appli­
cations. It can take many forms, such as classifying an incoming email as either 
spam or non-spam, or categorising a person as standing or sitting (in the field of 
human activity recognition). More generally, classification involves assigning an 
object x to belong to one of K distinct classes. Arguably, one of the most well-
known algorithms for performing such tasks is the linear support vector machine 
(SVM). 
Being a kernel classifier, however, the SVM does not scale well with large 
amounts of training data. A low-complexity, but often sub-optimal alternative to 
the SVM for binary classification is Linear Discriminant Analysis (LDA). At its 
core, LDA makes assumptions on the data, namely that the data in each class has 
a multivariate normal distribution, and that the covariance matrices of these distri­
butions are equal among the classes. Another assumption LDA makes is that the 
distributions of the data in the individual classes are non-overlapping (Izenman, 
2009). This permits the construction of a linear boundary to discriminate between 
the classes. Being a linear model, all that is required is an inner product between 
the object x and a vector of weights w which is compared to a threshold w0. When 
these assumptions are met, LDA yields the optimal Bayes linear classifier (Izen­
man, 2009; Hamsici & Martinez, 2008). While these assumptions are not often 
encountered in practice, the robustness provided by it being a linear classifier has 
encouraged the use of LDA for many applications (Mika et al., 1999). Moreover, 
the fact that many physical data tend to have distributions that are close to normal 
(Lyon, 2014) make the performance of LDA satisfactory for a lot of applications 
(Guo et al., 2007; Yu & Yang, 2001; Sharma & Paliwal, 2008). 
However, experimental results, in work by, for example, Mika et al. (1999); 
Hastie & Tibshirani (1996); Marks & Dunn (1974); Zhao et al. (2009), have shown 
that if one accounts for the violation of the assumptions in the original procedure, 
the performance of LDA can be improved. Kernel Fisher Discriminant (KFD) 
(Mika et al., 1999), for instance, has been developed for the case where the pat­
terns are overlapping, where a linear boundary will not be inappropriate. The 
KFD applies the kernel trick (Barber, 2012) to LDA in order to learn non-linear 
decision boundaries. Other work has focused on the violation of the normality 
assumption by modelling a non-normal distribution as a mixture of Gaussians 
(Hastie & Tibshirani, 1996). Other non-parametric approaches to LDA include 
using a local neighbourhood structures to construct a different similarity matrix 
rather than the covariance matrix in order to overcome the normality assumption 
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(Cai et al., 2007). 
Accounting for the differences in covariance matrices in LDA has led to sev­
eral heteroscedastic extensions of LDA, the most natural extension being Quadratic 
Discriminant Analysis (QDA) which makes use of a quadratic boundary to dis­
criminate the two classes in binary classification. However, for reasons of robust­
ness, shorter training and testing times, as well as the fact that linear classifiers 
can be kernelised, a linear approximation to the quadratic boundary in QDA, such 
as is indicated in Fig. 1, is often sought for. As there is a multitude of such linear 
approximations that can be made, the works by Marks & Dunn (1974), Anderson 
& Bahadur (1962) Peterson & Mattson (1966) and Fukunaga (2013) describe sev­
eral heteroscedastic LDA procedures aimed at obtaining the linear approximation 
that minimises the Bayes error. Several other heteroscedastic extensions of LDA 
Figure 1: Quadratic boundary in heteroscedastic LDA and linear approximations 
have been proposed (Duin & Loog, 2004; Decell et al., 1981; Malina, 1981; Loog 
& Duin, 2002; McLachlan, 2004; Decell Jr & Marani, 1976; Decell & Mayekar, 
1977), but have mostly only been concerned with linear dimensionality reduction, 
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which involves finding a linear transformation that reduces the dimensionality of 
the dataset, while maximising the class discriminatory information. Our focus in 
this paper, however, is not on dimensionality reduction, but on the design of an 
optimum linear approximation to the quadratic boundary shown in Fig. 1 under 
heteroscedasticity and class imbalance. 
The class imbalance problem arises when the number of objects in one class 
far exceeds the cardinality of the other classes. Such datasets are often found in 
anomaly detection applications like falls detection (Ojetola et al., 2015; Noury 
et al., 2007) in remote health monitoring, customer churn prediction in telecom­
munication systems (Burez & Van den Poel, 2009; Xie et al., 2009), or machine 
health monitoring (McBain & Timusk, 2011; Ashkezari et al., 2013), where a 
“fault” state is not as probable as the “normal” state of the system. 
Most classifiers tend to perform poorly under class imbalance in terms of de­
tecting the minority class, and LDA is no exception. A common approach to deal­
ing with unbalanced data involves rebalancing the dataset by procedures such as 
random oversampling, random undersampling and SMOTE (Akbani et al., 2004; 
Chawla et al., 2002). However, it is known that rebalancing the data does not guar­
antee a better performance in LDA (Xue & Titterington, 2008). This is due to the 
fact that LDA, unlike SVM or logistic regression, is a generative classifier which 
attempts to learn the model that generates the data. Specifically, LDA relies on 
knowledge of the true class prior probabilities, which are best estimated from the 
empirical distribution of the classes in the dataset, so that rebalancing the dataset 
may result in poor estimates of the prior probabilities. 
Another common approach to handling class imbalance is to bias the discrimi­
nating threshold so that more minority samples are detected (Akbani et al., 2004). 
Certainly, if the minority class is considered as the positive class, then shifting the 
discriminating threshold in such a way as to improve the correct classification of 
more positive samples, i.e., the true positive rate (TPR) will necessarily increase 
the majority negative samples that are wrongly classified as positive, i.e., the false 
positive rate (FPR). In this case, a measure of the goodness of the classifier is the 
level of FPR–TPR trade-off it is able to provide, such as is measured by the area 
under the so-called receiver operating characteristics (ROC) curve, AUC. Thus, a 
large AUC generally indicates a good classifier performance under class imbal­
ance. 
In this paper, we show that the optimality conditions for minimising the Bayes 
error under heteroscedasticity in LDA permit a dynamic linear model that shows a 
robust performance under class imbalance. The proposed model provides a much 
improved AUC over the existing LDA and heteroscedastic LDA procedures under 
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class imbalance. The model is dynamic in the sense that the vector of weights w 
can be optimally adjusted for any given discriminating threshold, as the threshold 
is varied to allow the detection of more minority samples. Therefore, the proposed 
model is more generalised than the existing heteroscedastic LDA procedures, as 
it can easily be employed in different applications with different goals in terms of 
either minimising the probability of false alarm (false positive rate) or maximising 
the probability of detection (true positive rate). 
We evaluate the proposed classifier experimentally on 2 artificial datasets and 8 
real world datasets from the University of California, Irvine (UCI) machine learn­
ing repository. We compare our algorithm to the original LDA procedure, QDA, 
the existing heteroscedastic LDA models by Marks & Dunn (1974); Fukunaga 
(2013), and the linear SVM (Hsu & Lin, 2002). The results of these experiments 
are presented in Section 4. 
2. Background and Related Work 
Consider a training dataset X made up of n feature vectors each of dimension­
ality d, i.e. X = {x(1), ..., x(n)}. We consider binary classification where there are 
only two distinct classes C1 and C2 in X (See (Hsu & Lin, 2002) for multi-class 
classification). We assume that the data in each class has a normal distribution 
with a mean of x¯1 and covariance of Σ1 for C1, and mean of x¯2 and covariance of 
Σ2 for C2. 
The Bayes classifier assigns a given object to a class based on the a posteriori 
probability of the object. This is known as the maximum a posteriori (MAP) de­
cision rule. For a given feature vector x, the MAP decision rule may be expressed 
as: 
p(x|C1) C1 π2g , (1) 
p(x|C2) π1C2 
where π1, π2 are the prior probabilities of classes C1 and C2. More often than 
not, these prior probabilities are unknown, but may be estimable from the relative 
frequencies of C1 and C2 in X , i.e., 
n1
π1 = , 
n 
n2
π2 = 
n 
(2) 
where n1 and n2 are the cardinalities of C1 and C2 respectively. 
A major limitation of the MAP decision rule is the difficulty in estimating the 
conditional distributions p(x|C1) and p(x|C1). For this reason, LDA proceeds from 
(1) with two basic assumptions (Izenman, 2009): 
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1. The conditional probabilities p(x|C1) and p(x|C2) have multivariate normal 
distributions. 
2. The two classes have equal covariance matrices, an assumption known as 
homoscedasticity. 
The normality assumption allows the conditional probabilities p(x|C1) and 
p(x|C2) to be expressed as:   
1 1 
p(x|Ck) =  exp − (x − x¯k)TΣ−1(x − x¯k) , for k ∈ {1, 2}
(2π)d det(Σk) 2
k 
(3) 
Given the above definitions of the conditional probabilities, one may evaluate 
the natural logarithm of (1), yielding the log-likelihood ratio given as:   
1 det Σ2 1 
ln λ(x) = ln + (x − x¯2)TΣ−1(x − ¯x2) − (x − x¯1)TΣ−1(x − ¯x1) (4)
2 det Σ1 2
2 1 
which is then compared against ln τ so that C1 is chosen if ln λ(x) ≥ ln τ , and C2 
otherwise. Here, τ = π2/π1. Therefore, the MAP decision rule for classifying a 
vector x becomes: 
C1 τ 2 det Σ1
(x − ¯ 1 (x − x¯1) ln (5)x2)TΣ−1 x1)TΣ−1 2 (x − x¯2) − (x − ¯ g
 det Σ2C2 
In general, this result is a quadratic discriminant. However, for the already men­
tioned reason of robustness and speed, a linear classifier is preferred and can be 
obtained in two ways from the above quadratic discriminant. 
First, by calling on the assumption of homoscedasticity, i.e. Σ1 = Σ2 = Σx, 
the original quadratic discriminant given by (5) for classifying a given vector x 
decomposes into the following linear decision rule: 
C1 1TΣ−1 x 
TΣ−1 TΣ−1x¯1 − x¯ x¯2) (6)1 x 2 x(x¯1 − x¯2)g
 (x¯
ln τ +
x
 2
C2 
which can be expressed as: 
C1 
T w0 (7)
w
 x
g
 
C2 
where 
T Tw = Σ−1(x¯1 − x¯2), w0 = ln τ + 1(x¯1 Σ−1x¯1 − x¯2 Σ−1x¯2) (8)x x x2
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and Σx is the pooled within-class covariance matrix given by: 
¯ ¯Σx = π1Σ1 + π2Σ2, (9) 
¯ ¯with Σ1 and Σ1 being the sample covariance estimates of classes C1 and C2 re­
spectively. 
Since many real-world data tend to be heteroscedastic, the second approach 
to linearising the quadratic discriminant of (5) is to obtain a linear approxima­
tion to the quadratic boundary as shown in Figure 1 by minimising the Bayes 
error or probability of misclassification pe as given by 10 while accounting for 
heteroscedasticity. 
pe = π1p(y < w0|C1) + π2p(y ≥ w0|C2) (10) 
Here, y = wTx. In the heteroscedastic case, the Bayes optimal weight vector w 
and threshold w0 required for the linear decision rule in (7) are no longer as given 
in (8), as they do not minimise the Bayes error. Unfortunately, there is no closed-
form analytical solution to the minimisation of (10) (Anderson & Bahadur, 1962) 
under heteroscedasticity, even though the optimal solution of w is known to be of 
the form:   −1 w = s1Σ1 + s2Σ2 (x¯1 − x¯2) (11) 
where s1 and s2 are unknown parameters (Fukunaga, 2013; Marks & Dunn, 1974). 
Marks & Dunn (1974) and Anderson & Bahadur (1962) describe an iterative 
procedure that involves solving for the optimal w as given by (11) and w0 as given 
by: 
w0 = µ1 − s1σ12 = µ2 + s2σ22 , (12) 
where 
µ1 = wTx¯1 µ2 = wTx¯2 σ1
2 = wTΣ1w σ2
2 = wTΣ2w. (13) 
Here, one obtains the optimal values of s1 and s2 via systematic trial and error. 
This heteroscedastic LDA procedure is referred to as random heteroscedastic lin­
ear discriminant (R-HLD) in this paper, for the reason that two parameters s1 and 
s2 are chosen at random. Thus, the approaches taken in Marks & Dunn (1974) 
and Anderson & Bahadur (1962) present no principled computational procedure 
for optimum parameter selection. 
Peterson & Mattson (1966) and Fukunaga (2013) make the observation that if 
the weight vector w and the threshold w0 are both multiplied by the same positive 
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scalar, the decision boundary remains unchanged. Therefore, by multiplying (11) 
and (12) through by the scalar s1 + s2, w and w0 can be put in the form of: 
w = sΣ2 + (1 − s)Σ1 −1 (x¯1 − x¯2), (14) 
where s can be thought of as s2 and 1 − s as s1. Then, to avoid the unguided 
trial and error procedure by Marks & Dunn (1974); Anderson & Bahadur (1962), 
Peterson & Mattson (1966) and Fukunaga (2013) propose a theoretical approach 
described below: 
1. Change s from 0 to 1 with small step increments Δs. 
2. Evaluate w as given by: 
w = sΣ2 + (1 − s)Σ1 −1 (x¯1 − x¯2) (15) 
3. Evaluate w0 as given by: 
sµ2σ1
2 + (1 − s)µ1σ22 w0 = (16)
sσ1
2 + (1 − s)σ22 
4. Compute the probability of misclassification pe. 
5. Choose w and w0 that minimise pe. 
This procedure is referred to as constrained heteroscedastic linear discriminant (C­
HLD) in this paper, for the reason that the optimal s is constrained in the interval 
[0, 1]. 
However, two main problems with the above C-HLD procedure are high­
lighted: 
1. There is no obvious choice of the step rate Δs. Too small a value of Δs will 
demand too many matrix inversions in Step 2, as there will be too many 
s values, thus increasing the computational complexity especially for very-
high dimensional datasets. On the other hand, if Δs is too large, the optimal 
s may not be refined enough, and the vector w obtained may not be optimal. 
Specifically, the change in w that results from a small change in s is given 
as: � �−1 � �−1 
dw = sΣ2 +(1−s)Σ1 (Σ1 −Σ2) sΣ2 +(1−s)Σ1 (x¯1 −x¯2)ds (17) 
Such a change in w may significantly affect the classification performance 
of the linear model especially if the two classes are not well-separated. 
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2. The solution obtained this way is only locally optimal as s is constrained 
in the interval [0, 1]. When there is a class imbalance (Xue & Titterington, 
2008), the optimal s may be found outside the interval [0, 1] so that the 
vector w found by this approach leads to poor classification accuracy. 
Still, the existing heteroscedastic LDA procedures, as well as the original LDA 
procedure, do not directly address the class imbalance problem. 
3. Proposed procedure 
We seek to find a vector of weights w ∈ Rd and a threshold w0 ∈ R so that for 
a given feature vector x from a test set, the predicted class C∗(x) is such that:  
C1 if y = wTx ≥ w0C∗ (x) = (18)C2 if y = wTx < w0 
Since x belongs to either class C1 or C2, y is normally distributed with a mean 
of µ1 and a variance of σ1
2 in class C1, and normally distributed with a mean of µ2 
and a variance of σ2
2 in class C2 given as: 
µ1 = wTx¯1 µ2 = wTx¯2 σ1
2 = wTΣ1w σ2
2 = wTΣ2w (19) 
The Bayes optimal linear classifier may be obtained by minimising the proba­
bility of misclassification as given by (10): 
The individual misclassification probabilities can be expressed as:    w0 1 (ζ − µ1)2 w0 − µ1 
p(y < w0|C1) = √ exp − dζ = 1 − Q (20)
2σ2 −∞ 2πσ1 1 σ1
and  ∞   1 (ζ − µ2)2 w0 − µ2 
p(y ≥ w0|C2) = √ exp − dζ = Q (21)
2σ2 w0 2πσ2 2 σ2
where Q(.) is the Q-function. Therefore, the probability of misclassification, 
which is to be minimised, may be rewritten as: 
pe = π1 1 − Q(z1) + π2 Q(z2) (22) 
where 
w0 − µ1 w0 − µ2 
z1 = and z2 = (23)
σ1 σ2 
9
 
  
      
    
      
  
  
  
3.1. Optimality conditions 
First, we obtain the necessary first-order equations for the minimisation of pe, 
i.e., 
Vpe( ˜w) = ∂pe ,
∂wT 
∂pe 
∂w0 
T 
= 0 (24) 
where w˜ = [wT, w0]T. From (22), it can be shown that: 
−z21/2 σ1x¯1 + z1Σ1w −z22/2 σ2 ¯x2 + z2Σ2w∂pe 1 √ − π1e + π2e=
 
σ2 1 σ
2 
2∂w 2π
 
(25) 
It can similarly be shown from (22) that, 
∂pe π1 1 −z21/2 −
 π2 1 √ e
 −z22/2 (26)= √ e
 
∂w0 2π σ1 2π σ2 
Now, equating the gradient Vpe(w, w0) to zero, the following set of equations 
are obtained: 
π2z2 
σ2 2 
e
 −z
2
2/2Σ2 − π1z1 π1 −z21/2 x¯1 − π221 e
 −z22/2 ¯ (27)x2 −z /2Σ1 w =
e
 e
 
σ2 1 σ1 σ2 
π1 π22
1 e
 −z
2
2/2 (28)−z /2 =
e
 
σ1 σ2 
Substituting (28) into (27) yields: 
z2 z1 w = (x¯1 − x¯2) (29)Σ2 − Σ1
σ2 σ1 
Then the vector w can be given by: 
−1 
w = 
z2 
Σ2 − 
σ2 
z1 
Σ1
σ1 
(x¯1 − x¯2) (30) 
It will be noted however that w as given by (30) is still in terms of w0 through 
z1 and z2. Therefore, an explicit representation of w0 in terms of w is needed from 
(28) to substitute in z1 and z2 in (30). 
Now, solving for w0 from (28) results in the following quadratic: 
z2
2 z1
2 τσ1− − ln = 0 (31)
2 2 σ2 
10
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which can be simplified to: 
w0 − µ2 2 w0 − µ1 2 τσ1− − 2 ln = 0, (32)
σ2 σ1 σ2 
where τ = π2/π1. If τ is defined and not equal to zero, and σ1
2  = σ22, (32) can be 
shown to have the following solutions:  
µ2σ
2 − µ1σ2 ± σ1σ2 (µ1 − µ2)2 + 2(σ2 − σ22) ln τσ1 1 2 1 
w0 = 
σ2 (33)
σ2 − σ2 1 2 
i.e., 
µ2σ
2 − µ1σ22 + σ1σ2β w0+ = 1 (34)σ2 − σ2 1 2 
and 
µ2σ
2 − µ1σ2 − σ1σ2β− 1 2 w0 = σ2 − σ2 , (35) 1 2 
where  
τσ1
β = (µ1 − µ2)2 + 2(σ12 − σ22) ln (36)σ2 
Nevertheless, since there are two solutions, a choice has to be made as to 
which of them is substituted into (30). To do this, we consider a second-order 
necessary condition for the minimisation of pe, namely, 
∂2pe ≥ 0 (37)
∂w0
2 
From (26), it can be shown that: 
∂2pe π1√ π2√ z1 z2 e
 −z21/2 +
 e
 −z22/2 (38)−
=
 
∂w0
2 2π
 σ2 1 σ
2 
22π
 
If we plug (28) (from which we get the stationary points in (33)) into (38), we end 
up with the following inequality: 
z2 z1≥ (39)
σ2 σ1 
Thus, if w˜ is to be a local minima of pe, it is necessary that (39) is satisfied. 
Now, when one considers the two solutions of w0 in (33), only w0
+ satisfies 
the inequality of (39), i.e., only this choice of w0 corresponds to a local minimum. 
The proof of this is shown below. 
11
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0 
and w
 − 0 be the two distinct solutions of (33), then w
Theorem 1. Let w 
+ 
0 
+ 
0 and
 − w
 cannot both satisfy (39) given that σ1 = σ2. 
Proof. Let β be a positive scalar given by: 
τσ1
β = (µ1 − µ2)2 + 2(σ12 − σ22) ln (40)σ2 
−Note that when β = 0, (33) has a repeated root so that w + , which are not
 = w0 0 
distinct. Moreover, when β < 0, (33) has no real solutions. 
Also, let 
µ2σ
2 − µ1σ22 + σ1σ2β w0+ = 1 σ2 − σ2 (41) 1 2 
Then 
(µ2 − µ1)σ2 + βσ1 (µ2 − µ1)σ1 + βσ2 
z2 = , and z1 = (42)
σ2 − σ2 σ2 − σ2 1 2 1 2 
so that 
z2 (µ2 − µ1)σ2 + βσ1 z1 (µ2 − µ1)σ1 + βσ2 
= , = (43)
σ2 σ2(σ2 − σ22) σ1 σ1(σ2 − σ22)1 1
 
Suppose that w0
+ satisfies (39), then
 
(µ2 − µ1)σ2 + βσ1 (µ2 − µ1)σ1 + βσ2≥ (44)
σ2(σ2 − σ2 σ1(σ2 − σ2 1 2 ) 1 2 ) 
i.e., 
βσ2 βσ2 σ2 − σ2 1 2 1 2≥ =⇒ β ≥ 0, (45)
σ2 − σ2 σ2 − σ2 σ2 − σ2 1 2 1 2 1 2 
Therefore β ≥ 0. 
− 
0Consider now w
 given as:
 
µ2σ
2 − µ1σ2 − σ1σ2β1 2 (46)− w = 0 σ2 − σ2 1 2 
Then
 
(µ2 − µ1)σ2 − βσ1 (µ2 − µ1)σ1 − βσ2 
z2 = , and z1 = (47)
σ2 − σ2 σ2 − σ2 1 2 1 2 
12
 
  
such that 
z2 (µ2 − µ1)σ2 − βσ1 z1 (µ2 − µ1)σ1 − βσ2 
= , = (48)
σ2 σ2(σ2 − σ2) σ1 σ1(σ2 − σ2)1 2 1 2 
In order for (39) to be satisfied, 
(µ2 − µ1)σ2 − βσ1 (µ2 − µ1)σ1 − βσ2≥ , (49)
σ2(σ2 − σ2) σ1(σ2 − σ2)1 2 1 2
i.e., 
−βσ2 −βσ2 σ2 − σ2 1 2 1 2≥ =⇒ β ≤ 0 (50)
σ2 − σ2 σ2 − σ2 σ2 − σ2 1 2 1 2 1 2 
(50) implies that β ≤ 0. However, as given in the preamble, β > 0. Thus, w0 − 
does not satisfy (39), and only w0
+ does. 
Having obtained w0 that satisfies (39), i.e., w0 = w0
+, and substituting this into 
(30), we find that w becomes: 
(µ2 − µ1)σ2 − βσ1 (µ2 − µ1)σ1 − βσ2 −1 w = Σ2 − Σ1 (x¯1 − x¯2), (51)
σ2(σ2 − σ2) σ1(σ2 − σ2)1 2 1 2 
where β is as given in (36). Still, w has no closed-form solution from (51), since 
µ1, µ2, σ1 and σ2 are themselves functions of w. 
However, if we let 
z2 z1 
s2 = and s1 = , (52)
σ2 σ1 
then we get the optimal w as given by (30) in the form of (11). Note that by 
multiplying w and w0 by the same positive scalar c, the discrimination criterion 
as given by (18) is not changed. Suppose c = (σ1z2 − σ2z1)/σ1σ2, then w in (30) 
can also be written in the form of (15) where 
σ1z2 
s = . (53)
σ1z2 − σ2z1 
c is positive due to the inequality of (39). 
Thus, (52) and (53) give the Bayes-optimal values of the parameters employed 
in the C-HLD and R-HLD procedures. It is worth noting that s1 and s2 are not 
free parameters, but are functions of w and w0 as shown in (52). Therefore, rather 
than arbitrarily choosing s1 and s2 from systematic trial and error, one may obtain 
improving values of the two parameters by improving upon an initial choice of w. 
This procedure is described in Section 3.3. 
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3.2. Effects of class imbalance 
As has already been indicated in Section 2, class imbalance is the scenario 
where the data in one class far exceeds the data in the other classes. For the two-
class case, this implies that π1 » π2 or π1 « π2, since the prior probabilities 
π1 and π2 are often estimated empirically from the cardinality of the data in each 
class. 
By defining τ as 
π2
τ = , (54)
π1 
the limiting behaviour of LDA and the existing heteroscedastic LDA procedures 
can be studied as τ tends towards 0 or ∞. 
3.2.1. LDA 
From (6) and (8), as τ → ∞, the discriminating threshold w0 approaches ∞. 
Similarly, as τ → 0, the discriminating threshold approaches −∞. This tends to 
skew the decision rule in favour of the majority class. 
3.2.2. C-HLD 
To show the behaviour of C-HLD under class imbalance, consider the ho­
moscedastic case where (6) and (8) give the Bayes-optimal linear discriminant. 
1. Case 1: π1 « π2. Then, from the definition of τ in (54), τ → ∞. As τ → 
∞, w0 → ∞ in (8). The consequence of this is that z1 and z2 both become 
positive. Note that in this scenario, the denominator in (53) is smaller than 
the numerator; the denominator is given to be positive due to the inequality 
of (39). Thus, the parameter s tends to take on values greater than 1. 
2. Case 2: π1 » π2. Then, from the definition of τ in (54), τ → 0. As τ → 0, 
w0 approaches −∞ in (8). The consequence of this is that z1 and z2 both 
become negative. Since the denominator is positive due to the inequality of 
(39), s tends to take on negative values. 
Since s tends to be greater than 1 in Case 1, as well as being negative in Case 2, 
clearly the C-HLD procedure that constrains s to the interval [0, 1] yields solutions 
that are only locally optimal in the interval [0, 1]. Moreover, since s is constrained 
to this interval, the threshold w0 computed in step 3 of the C-HLD procedure in 
(16), is a convex combination of the two projected means µ1 and µ2. Therefore, 
the discriminating threshold is always bounded between µ1 and µ2, even when it 
ought to approach ±∞ under class imbalance as shown in the two cases. Thus, 
the C-HLD heteroscedastic LDA procedure tends to be suboptimal in terms of 
14
 
  
  
the misclassification rate under class imbalance, when s falls outside the interval 
[0, 1]. 
3.2.3. R-HLD 
1. Case 1:	 π1 « π2. Then, from the definition of τ in (54), τ → ∞. As 
τ → ∞, notice that in (34), w0 = w0+ → ∞, in which case both z2 and z1 
approach ∞ as can be seen from (23). Therefore, if the Bayes error is to be 
minimised in the event of a class imbalance where π2 » π1, s2 approaches 
∞ and s1 tends toward −∞. 
2. Case 2: π1 » π2. Then, from the definition of τ in (54), τ → 0. As τ → 0, 
the term 2(σ1
2 − σ22) ln(τσ1/σ2) in (36) approaches −∞. However, since 
the Bayes optimal threshold w0 is supposed to be real, as is defined in the 
problem description in (18), β has to be non-negative in (36). Therefore, as 
+ → µ2σ2−µ1σ2 1 2τ → 0, β → 0, and w0 = w0 . By substituting this value of σ2−σ2 1	 2 
w0 into z2 and z1 as defined in (23), s2 can be shown to approach: 
z2 w0 − µ2 µ2σ2 − µ1σ2 − µ2(σ2 − σ2) µ2 − µ11 2 1 2 s2 = = =	 = (55)
σ2	 σ2σ2 σ2	 2 (σ
2 − σ22) − σ2 2 1	 1 2 
while s1 can also be shown to approach: 
z1 w0 − µ1 µ2σ2 − µ1σ2 − µ1(σ2 − σ2 µ2 − µ11 2 1 2 ) s1 = = =	 = (56)
σ2	 σ2σ1 σ2	 1 (σ
2 − σ22) − σ2 1 1	 1 2 
By considering the two cases, it will be noted that for any given dataset, s1 is 
µ2−µ1constrained in the interval − ∞, while s2 is constrained in the inter­σ2−σ2 1 2 
µ2−µ1val , ∞ . This limiting behaviour makes it difficult to find the optimal 
σ2−σ2 1 2 
values of s2 and s1 in the unbounded interval (−∞, ∞) by trial and error for an 
arbitrary dataset with class imbalance in the R-HLD heteroscedastic LDA pro­
cedure, unless a very large number of trials are performed. As every trial con­
sists of a matrix inversion as shown in (11), this procedure can be prohibitive 
for very high-dimensional data, requiring the inversion of an equivalently high-
dimensional scatter matrix. 
3.3. Optimisation 
As there is no closed form solution to w as given by (51), an iterative proce­
dure is needed for the optimisation of w. However, as s has been shown to take 
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on negative values as well as values greater than 1, it cannot be varied between 
0 and 1 with small step increments. The alternative of randomly trying different 
values of s1 and s2 in the range (−∞, ∞) is a rather unguided procedure, and 
has been shown to be a potentially computationally demanding task. For this rea­
son, we take the iterative procedure described in Algorithm 1, known as iterative 
heteroscedastic linear discriminant (I-HLD). 
Algorithm 1 Iterative HLD (I-HLD)
 
1: Input: C1 and C2 
2: Output: w ∗ 
3: Obtain sample estimates of x¯1, ¯x2, Σ1, Σ2, π1, π2 from C1 and C2 
4: Set a predefined tolerance e 
5: Randomly choose r2, r1 such that r2 > r1 
6: Initialise w: w = (r2Σ2 − r1Σ1)−1(x¯1 − x¯2) 
7: Evaluate µ1, µ2, σ1
2, σ2
2 as given by (19) 
8: Evaluate z1, z2 as given by (23) 
9: Evaluate β as given by (36) 
10: while pe < e do 
11: if β is not real then 
12: β ← 0 
13: end if 
µ2σ2−µ1σ2 + 1 2 +σ1σ2β14: Solve for w0 = w0 as w0 = σ2−σ2 
15: Evaluate z1, z2 as given by (23) 
1 2 
16: Evaluate the Bayes error pe = π1 1 − Q(z1) + π2 Q(z2) 
−1 
17: Update w as w = z2 Σ2 − z1 Σ1 (x¯1 − x¯2)σ2 σ1 
18: Evaluate µ1, µ2, σ1, σ2, β 
19: end while 
20: Set w ∗ as the vector w with the smallest Bayes error obtained so far 
In Step 3 of Algorithm 1, r1 and r2 are chosen randomly such that r2 > r1 
in order to satisfy (39). Every iteration in the proposed iterative procedure corre­
sponds to an improved value of s1 and s2 or s due to the fact that they are functions 
of w and w0. 
Still, the choice of the initial solution to be used in Algorithm 1 leads one to 
consider the convexity or otherwise of the objective function pe. If the objective 
function is convex, then we are guaranteed that for every choice of the initial 
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solution, we converge on the same final solution. In the following, we show that 
the objective function is non-convex. 
Theorem 2. The Bayes error pe is non-convex in the convex set Rd+1 .
 
Proof. For pe to be non-convex, the Hessian matrix H = V2pe(w, w0) has to be
 
positive semi-definite for all w ∈ Rd and w0 ∈ R, i.e.,
 
vTHv ≥ 0 (57) 
for every non-zero v ∈ Rd+1. Observe that: ⎡
 ⎤
 
∂p2 e ∂p
2 
e 
∂w∂wT ∂w∂w0 
∂p2 e ∂p
2 
e 
∂w0∂wT ∂w02 
⎢⎢⎣
 ⎥⎥⎦
V2 pe(w, w0) = (58)
 
[0TThen, suppose that v = d , x]T, where x ∈ R and 0d is a d-dimensional 
vector of all zeros. Then, 
∂p2 
vTHv = x 2 e (59)
∂w0
2 
It may be recalled from (38) that: 
∂2pe π1√ π2√ z1 z2 e
 −z21/2 +
 −z22/2−
=
 e
 
∂w0
2 2π
 σ2 1 σ
2 
22π
 
Thus, the positive semi-definiteness of H requires that ∂2
∂w
pe 
2
0 
≥ 0.
 
However, recall that even when one considers the stationary points given by
 
(33), ∂
2
∂w
pe 
2
0 
z2 z1≥ 0 if and only if ≥ . Thus, as has been shown in Theorem 1, for 
σ2 σ1 
w0 given by: 
µ2σ
2 − µ1σ2 − σ1σ2β− 1 2 w0 = w0 = , (60)σ2 − σ2 1 2 
this condition is not satisfied. 
∂2pe ∈ RdTherefore
 is not greater than or equal to zero for every w
 and
2
0∂w
w0 ∈ R. Hence, H is not positive semi-definite. This in turn implies that pe is 
non-convex. 
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For this reason, the Bayes error is characterised by multiple local minima, 
so that the iterative algorithm described has to be performed for several initial 
choices of w for R runs. As we know the general form of the optimal solution of 
w as given by (11), we may choose the initial solutions in accordance, as is done 
in Step 3. Each run of the iterative procedure then converges on a stationary of pe 
giving us an ensemble of R classifiers. One can then find the classifier among this 
ensemble that minimises the probability of misclassification pe. 
After the algorithm has converged to give the optimal weight w ∗ and threshold 
w0
∗, one may calculate the optimal value of s, s ∗ as: 
∗ 
∗ σ1 
∗ z2 s = . (61)
σ∗ ∗ ∗− σ∗ 1z2 2 z1 
where 
σ ∗ = w ∗T Σ1w ∗ , σ ∗ = w ∗T Σ2w ∗ 1 2 
∗ − w ∗T ¯ ∗ x ∗ w x ∗ w − w ∗T ¯∗ 0 1 ∗ 0 2 z1 = , z2 = (62)σ∗ σ∗ 1 2 
Thus, w ∗ may equivalently be calculated as: 
w ∗ = s ∗ Σ1 + (1 − s ∗ )Σ2 −1 (x¯1 − x¯2) (63) 
3.4. A dynamic linear model for unbalanced data 
In the event of a class imbalance, the error rate may be skewed toward the 
majority class. For this reason, the threshold w0 may be varied to improve the cor­
rect classification of the minority class at the expense of the overall classification 
accuracy. In this manner, the true positive rate (TPR) may be plotted for different 
false positive rates (FPR) to obtain the receiver operating characteristics (ROC). 
(We have assumed that the positive class is the minority class). For a lot of clas­
sifiers such as the support vector machine (SVM) or LDA under equal covariance 
((8)), the discriminating threshold w0 is independent of the weight vector w, and 
therefore varying w0 does not change w. 
Note however that in the case of heteroscedastic LDA, the weight vector w 
is tied to the threshold w0 through z1 and z2, as shown in (27). It is only for 
the choice of the Bayes-optimal threshold w0 = w0
+ that w becomes as given 
by (30) which can be solved for iteratively from Algorithm 1. Thus, the optimal 
weight vector, w ∗ is obtained for the optimal threshold w0∗. Therefore varying the 
threshold to obtain the FPR and TPR necessarily causes w ∗ to be suboptimal. To 
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correct this, w ought to be optimised for every choice of w0. As the discriminating 
threshold is varied, the Bayes-optimal weight vector w for a given non-optimal 
threshold w0, denoted as w(w0), can be obtained from (27) as: 
−12
2 
2
1 
2
1 
2
2π2z2 π1z1 π1 x¯1 − π2
z z z z − − − − (64)
x¯2Σ2 − Σ1w =
 2 2 2 2e
 e
 e
 e
 
σ2 2 σ
2 
1 σ1 σ2 
If both sides of (27) are projected onto w, the following is obtained:
 
π2z2 
e
 −z
2
2/2Σ2− π1z1 
σ2 1 
e
 −z
2
1/2Σ1 w = w
T 
π1 π2−z21/2 x¯1−wT −z22/2T x¯2.w
 e
 e
 
σ2 2 σ1 σ2 
(65) 
The above result can be simplified as follows: 
2
2 
2
1 
2
1 
2
2π1µ1 −
 π2µ2z z z z − − − − (66)
− π1z1eπ2z2e 2 2 2 2=
 e
 e
 ,

σ1 σ2 
2
2 
2
1µ2 µ1z z − − (67)
π2e = π1ez2 + z1 +2 2 ,

σ2 σ1 
2
2 
2
1π2w0 
=
 
π1w0z z − − (68)
2 2e
 e
 .
 
σ2 σ1 
Substituting (68) into (64) then results in: 
−1 
z2 z1 
(x¯1 − x¯2), (69)Σ2 − Σ1w =
 
σ2 σ1 
where z1 and z2 are functions of w0. Thus, a dynamic model of the weight vector 
w may be obtained as a function of a given threshold value w0 as: 
−1, ,z z
w(w0) = 2 Σ2 − 1 Σ1 (x¯1 − x¯2) (70)
σ∗ σ∗2 2 1 
where 
w0 − w∗Tx¯∗ w0 − w∗Tx¯ ∗ 
σ ∗2 ∗TΣ1w ∗ σ ∗2 ∗TΣ2w ∗ , 1 , 2 = w , = w , z = , z = 1 2 1 2σ∗ σ∗ 1 2 
(71) 
and w ∗ is the optimal weight vector that the iterative procedure in Algorithm 1 
produces. This model, together with the iterative procedure in Algorithm 1 that 
yields w ∗, is referred to as dynamic heteroscedastic linear discriminant (D-HLD). 
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4. Experimental Validation 
The effects of class imbalance is investigated experimentally in this section. 
While the classification accuracy may be skewed toward the majority class under 
class imbalance, the datasets used here are not rebalanced, since rebalancing the 
data results in poor estimates of the true class prior probabilities employed in 
LDA (see Section 1). Instead, the discriminating threshold is varied to allow for 
the detection of more minority samples. Thus, we have provided the AUC as 
the evaluation metric. The AUC provides a measure of the trade-off between the 
false positive rate and the true positive rate, as the discriminating threshold is 
varied. The proposed D-HLD model is evaluated on an artificial dataset Da with 
the following Gaussian parameters: 
x¯1 = [−1.5, −0.75, 0.75, 1.5]T ,
 
Σ1 = diag(0.25, 0.75, 1.25, 1.75)
 
¯ = ¯ Σ2 = I (72)
x2 x1 − ω, 
Here, ω controls the degree of class overlap, and is set to ω = 0.5 in the exper­
iments. The choice of 0.5 was obtained empirically via cross-validation so that 
the classes are not so well-separated that the classification problem is trivial, nor 
so overlapping that a linear classifier is not appropriate. 100, 000 points are gen­
erated in class C1 and 100, 000f points are generated in class C2 to simulate an 
unbalanced data. Two values of f are used, i.e., f = 2 and f = 10, representing 
an imbalance ratio 2 and 10 respectively. This is followed by 10 trials of 10-fold 
cross validation. 
The prior probabilities of the classes are estimated based on the relative fre­
quencies of the data in each class in the dataset. We run only one trial of the 
proposed I-HLD algorithm (Algorithm 1), employing the original LDA solution 
in (8) as the initial solution. The stopping criterion for the I-HLD algorithm is 
thus: the procedure is stopped if the Bayes error pe is less than or equal to 10−6 , 
or else it is terminated after 20 iterations, and the solution corresponding to the 
minimum pe is chosen. For the purpose of evaluating the AUC, the dynamic lin­
ear model in (70) is employed. A step size of Δs = 0.001 is used for the C-HLD 
algorithm, and 1000 trials are run for the R-HLD procedure. All the parameters 
used in the experiments are optimised via cross-validation. Note that if the sample 
covariance matrix is singular, the Moore-Penrose pseudo-inverse is used. 
The experiment is repeated for 8 real-world UCI datasets for which the fraction 
of the minority class ranges between 0.77% and 42.56%. The characteristics of 
the UCI datasets are shown in Table 1. 
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Table 1: Characteristics of UCI datasets
 
Dataset d n Minority (%) Majority (%)
 
E-Coli-1 7 1484 42.56 57.44 
Liver 6 345 42.03 57.97 
Diabetes 8 768 34.90 65.10 
WpBC 33 194 23.71 76.29 
USPS-1 256 1484 16.70 83.30 
Yeast-1 8 1484 16.44 83.56 
Yeast-6 8 1484 3.44 96.56 
Abalone-19 7 4177 0.77 99.23 
d is the dimensionality of the dataset, while n is the number of samples in the dataset. Indices 
appended to a dataset represents the minority class, while all remaining classes form the majority 
class. 
The average AUC and training time over all 10 folds for each of the artificial 
and real-world datasets for our algorithm compared with LDA, QDA, R-HLD and 
C-HLD are then computed. These results are shown in Tables 2, 3, 4, 5, 6, 7, 8, 9, 
10, and 11. Other metrics of interest provided in the results include the error rate 
(ER), and the balanced error rate (BER), which is defined as half the sum of the 
false positive and false negative rates, i.e., BER = 0.5(FPR + FNR). While the 
F-measure is another common evaluation metric under class imbalance scenarios, 
it is not included here because it only considers the precision and recall values 
which do not take into account the true negatives, so that the true negatives can 
be allowed to vary freely without significantly changing the F-measure (Powers, 
2011). Additionally, the existing LDA approaches are compared in the tables 
with the linear SVM (Hsu & Lin, 2002) without any enhancement by rebalancing 
procedures such as SMOTE. 
Note that in all the tables, the best average values are in bold, while the val­
ues in asterisk are those that do not differ statistically from the best values based 
on Wilcoxon’s signed rank test at a significance level of 0.01. The p-values are 
provided in brackets. Since the Wilcoxon’s test is performed by comparing the 
results of each algorithm with that of the best performing algorithm (shown in 
bold), the p-values shown against the best performing algorithms themselves 
are necessarily 1. 
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Table 2: Artificial dataset Da (f=2): AUC, ER and BER 
Algorithm AUC ER BER Time (s) 
LDA 0.674 ± 0.077 0.330 ± 0.053 0.443 ± 0.062 0.008 
(0.008) (0.008) (0.001) (1) 
C-HLD 0.667 ± 0.077 0.334 ± 0.075 0.378 ± 0.084 0.153 
(0.009) (0.003) (0.009) (0.000) 
R-HLD 0.654 ± 0.081 0.306 ± 0.054 0.422 ± 0.067 0.133 
(0.001) (0.005) (0.000) (0.000) 
QDA 0.760 ± 0.080 0.272 ± 0.069 0.332 ± 0.082 0.012 
(1) (1) (1) (0.001) 
SVM 0.719 ± 0.074 0.323 ± 0.022 0.481 ± 0.029 1347.635 
(0.006) (0.009) (0.008) (0.000) 
Proposed 0.745 ± 0.071 0.305 ± 0.054 0.422 ± 0.066 0.013 
(0.000) (0.009) (0.009) (0.001) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
Table 3: Artificial dataset Da (f=10): AUC, ER and BER 
Algorithm 
LDA 
AUC 
0.748 ± 0.072 
ER 
0.090 * ± 0.004 
BER 
0.490 ± 0.020 
Time (s) 
0.038 
C-HLD 
(0.002) 
0.747 ± 0.074 
(0.796) 
0.195 ± 0.035 
(0.000) 
0.334 ± 0.080 
(1) 
0.174 
R-HLD 
(0.006) 
0.712 ± 0.087 
(0.001) 
0.089 ± 0.007 
(1) 
0.483 ± 0.027 
(0.000) 
0.154 
QDA 
(0.009) 
0.817 ± 0.055 
(0.998) 
0.089 ± 0.012 
(0.003) 
0.463 ± 0.041 
(0.000) 
0.046 
SVM 
(1) 
0.740 ± 0.065 
(1) 
0.091 * ± 0.000 
(0.008) 
0.500 ± 0.000 
(0.000) 
7667.820 
Proposed 
(0.002) 
0.788 ± 0.072 
(0.009) 
(0.903) 
0.089 ± 0.007 
(0.968) 
(0.004) 
0.483 ± 0.027 
(0.002) 
(0.000) 
0.046 
(0.005) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
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Table 4: E-Coli-1 dataset: AUC, ER and BER 
Algorithm 
LDA 
AUC 
0.980 ± 0.012 
ER 
0.032 * ± 0.029 
BER 
0.032 * ± 0.030 
Time (s) 
0.022 
C-HLD 
(0.009) 
0.980 ± 0.012 
(0.708) 
0.032 * ± 0.029 
(0.692) 
0.032 * ± 0.031 
(1) 
0.191 
R-HLD 
(0.005) 
0.980 ± 0.012 
(0.792) 
0.032 * ± 0.029 
(0.803) 
0.032 * ± 0.030 
(0.000) 
0.217 
QDA 
(0.008) 
0.971 ± 0.022 
(0.806) 
0.441 ± 0.046 
(0.771) 
0.500 ± 0.000 
(0.000) 
0.045 
SVM 
(0.001) 
0.979 ± 0.012 
(0.004) 
0.031 ± 0.029 
(0.001) 
0.030 ± 0.028 
(0.003) 
1.242 
Proposed 
(0.004) 
0.995 ± 0.009 
(1) 
(1) 
0.032 * ± 0.029 
(0.813) 
(1) 
0.032 * ± 0.031 
(0.666) 
(0.000) 
0.069 
(0.005) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
Table 5: Liver disorders dataset: AUC, ER and BER 
Algorithm AUC ER BER Time (s) 
LDA 0.703 ± 0.097 0.309 ± 0.074 0.333 ± 0.079 0.001 
(0.008) (1) (1) (1) 
C-HLD 0.700 ± 0.097 0.358 ± 0.083 0.366 ± 0.085 0.155 
(0.009) (0.005) (0.001) (0.000) 
R-HLD 0.699 ± 0.097 0.359 ± 0.083 0.367 ± 0.085 0.132 
(0.007) (0.004) (0.009) (0.000) 
QDA 0.692 ± 0.085 0.401 ± 0.082 0.386 ± 0.080 0.001 * 
(0.000) (0.008) (0.06) (0.994) 
SVM 0.728 ± 0.095 0.403 ± 0.038 0.472 ± 0.040 0.014 
(0.009) (0.006) (0.004) (0.008) 
Proposed 0.757 ± 0.090 0.359 ± 0.083 0.367 ± 0.085 0.005 
(1) (0.006) (0.005) (0.005) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
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Table 6: Diabetes dataset: AUC, ER and BER 
Algorithm AUC ER BER Time (s) 
LDA 0.828 ± 0.053 0.226 ± 0.046 0.274 ± 0.057 0.004 
(0.007) (0.002) (1) (0.004) 
C-HLD 0.827 ± 0.055 0.229 ± 0.045 0.283 ± 0.055 0.167 
(0.008) (0.003) (0.000) (0.000) 
R-HLD 0.827 ± 0.055 0.229 ± 0.046 0.282 ± 0.056 0.144 
(0.007) (0.008) (0.002) (0.000) 
QDA 0.805 ± 0.055 0.258 ± 0.047 0.300 ± 0.053 0.001 
(0.004) (0.008) (0.001) (1) 
SVM 0.836 ± 0.052 0.223 ± 0.045 0.275 * ± 0.055 0.031 
(0.007) (1) (0.682) (0.006) 
Proposed 0.845 ± 0.047 0.229 ± 0.045 0.283 ± 0.055 0.005 
(1) (0.006) (0.002) (0.006) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
Table 7: WpBC dataset: AUC, ER and BER 
Algorithm AUC ER BER Time (s) 
LDA 0.788 ± 0.097 0.202 ± 0.091 0.300 ± 0.140 0.043 
(0.007) (0.995) (1) (0.002) 
C-HLD 0.785 ± 0.091 0.212 ± 0.091 0.307 ± 0.135 0.581 
(0.000) (0.000) (0.000) (0.000) 
R-HLD 0.785 ± 0.092 0.212 ± 0.091 0.307 ± 0.135 0.522 
(0.003) (0.005) (0.009) (0.000) 
QDA 0.641 ± 0.097 0.230 ± 0.035 0.480 ± 0.046 0.001 
(0.000) (0.008) (0.009) (1) 
SVM 0.720 ± 0.124 0.202 ± 0.046 0.411 ± 0.077 0.031 
(0.000) (1) (0.005) (0.008) 
Proposed 0.923 ± 0.051 0.211 ± 0.090 0.306 ± 0.135 0.057 
(1) (0.001) (0.005) (0.002) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
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Table 8: USPS-1: AUC, ER and BER 
Algorithm 
LDA 
AUC 
0.997 * ± 0.002 
ER 
0.017 ± 0.003 
BER 
0.032 ± 0.008 
Time (s) 
0.091 
C-HLD 
(0.707) 
0.997 * ± 0.002 
(0.006) 
0.015 ± 0.003 
(0.003) 
0.022 ± 0.008 
(0.002) 
19.722 
R-HLD 
(0.463) 
0.997 * ± 0.002 
(0.925) 
0.015 ± 0.003 
(0.922) 
0.022 ± 0.008 
(0.000) 
19.732 
QDA 
(0.419) 
0.984 ± 0.009 
(0.900) 
0.167 ± 0.001 
(0.824) 
0.500 ± 0.000 
(0.000) 
0.035 
SVM 
(0.000) 
0.999 ± 0.124 
(0.003) 
0.128 ± 0.003 
(0.001) 
0.384 ± 0.009 
(1) 
12.491 
Proposed 
(1) 
0.990 ± 0.005 
(0.004) 
(0.002) 
0.015 ± 0.003 
(1) 
(0.008) 
0.022 ± 0.008 
(1) 
(0.000) 
0.396 
(0.000) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
Table 9: Yeast-1 dataset: AUC, ER and BER 
Algorithm 
LDA 
AUC 
0.832 ± 0.044 
ER 
0.131 ± 0.020 
BER 
0.313 ± 0.042 
Time (s) 
0.002 * 
C-HLD 
(0.008) 
0.825 ± 0.046 
(0.003) 
0.131 ± 0.021 
(0.002) 
0.273 ± 0.047 
(0.504) 
0.167 
R-HLD 
(0.008) 
0.820 ± 0.047 
(0.005) 
0.131 ± 0.020 
(1) 
0.313 ± 0.042 
(0.000) 
0.143 
QDA 
(0.002) 
0.817 ± 0.054 
(0.002) 
0.164 ± 0.028 
(0.000) 
0.500 ± 0.000 
(0.000) 
0.001 
SVM 
(0.005) 
0.854 * ± 0.046 
(0.006) 
0.117 ± 0.016 
(0.001) 
0.324 ± 0.038 
(1) 
0.039 
Proposed 
(0.995) 
0.856 ± 0.038 
(1) 
(1) 
0.131 ± 0.019 
(0.007) 
(0.009) 
0.312 ± 0.042 
(0.009) 
(0.004) 
0.005 
(0.001) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
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Table 10: Yeast-6 dataset: AUC, ER and BER 
Algorithm 
LDA 
AUC 
0.878 ± 0.091 
ER 
0.037 * ± 0.011 
BER 
0.390 ± 0.090 
Time (s) 
0.001 * 
C-HLD 
(0.007) 
0.878 ± 0.091 
(0.055) 
0.054 ± 0.016 
(0.007) 
0.243 ± 0.110 
(0.633) 
0.165 
R-HLD 
(0.008) 
0.877 ± 0.093 
(0.008) 
0.037 * ± 0.011 
(1) 
0.390 ± 0.095 
(0.000) 
0.143 
QDA 
(0.003) 
0.845 ± 0.103 
(0.075) 
0.034 ± 0.011 
(0.302) 
0.500 ± 0.000 
(0.000) 
0.001 
SVM 
(0.007) 
0.845 ± 0.101 
(1) 
0.034 ± 0.002 
(0.994) 
0.500 ± 0.000 
(1) 
0.028 
Proposed 
(0.007) 
0.911 ± 0.064 
(1) 
(0.992) 
0.037 * ± 0.011 
(0.099) 
(1) 
0.390 ± 0.095 
(0.000) 
(0.006) 
0.005 
(0.007) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
Table 11: Abalone-19 dataset: AUC, ER and BER 
Algorithm AUC ER BER Time (s) 
LDA 0.847 ± 0.077 0.015 ± 0.004 0.504 ± 0.002 0.001 
(0.001) (0.002) (0.000) (1) 
C-HLD 0.848 ± 0.076 0.085 ± 0.013 0.308 ± 0.130 0.163 
(0.005) (0.008) (1) (0.000) 
R-HLD 0.724 ± 0.139 0.014 ± 0.004 0.503 ± 0.002 0.140 
(0.009) (0.005) (0.007) (0.000) 
QDA 0.737 ± 0.149 0.016 ± 0.005 0.504 ± 0.002 0.001 * 
(0.003) (0.009) (0.007) (0.893) 
SVM 0.662 ± 0.124 0.008 ± 0.001 0.500 ± 0.000 0.083 
(0.006) (1) (0.007) (0.002) 
Proposed 0.862 ± 0.079 0.014 ± 0.004 0.503 ± 0.002 0.007 
(1) (0.004) (0.005) (0.005) 
Best values are in bold; p-values are shown in brackets. Values with asterisks appended are 
those which are statistically indiscernible from the best values based on the Wilcoxon’s signed 
rank test at the 0.01 significance level. 
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4.1. Results and discussions 
The results in Table 2 and 3 show QDA having the largest AUC among all the 
classifiers compared. The error rate performance of QDA in Table 3 is also com­
parable with those of LDA, R-HLD, SVM and the proposed algorithm, which 
show no statistical difference from QDA. The robust performance of QDA is con­
sistent with the fact that the artificial dataset is normally distributed in each class 
with unequal covariances. Therefore the Bayes-optimal classifier is obtained from 
quadratic discriminant analysis. The SVM shows a competitive performance on 
this dataset to QDA (below the performance of the proposed algorithm). How­
ever, since the SVM does not make any assumptions on the distribution of the 
data, maximising the margin between the positive and negative examples does not 
necessarily yield the Bayes-optimal discrimination for this dataset with a known 
normal distribution. Moreover, the training time of the SVM is large, taking as 
much as 2.1 hours in Table 3, due to the fact that as a kernel classifier, it doesn’t 
scale well with a lot of training data. 
For arbitrary non-normal distributions, however, QDA may not perform just 
as well, and may be prone to overfitting, due in part to the fact that it is a quadratic 
classifier. Linear classifiers, on the other hand, tend to be more robust to non-
normality than quadratic classifiers (Raschka, 2014). Thus, LDA, as well as R­
HLD and the proposed D-HLD algorithm outperform QDA in terms of the error 
rate on most of the real-world datasets. However, C-HLD, while also being a 
linear model, constrains the parameter s to [0, 1] in (15) and (16). This has been 
shown analytically to affect the classification accuracy in Section 3.2, since s tends 
to fall outside the interval [0, 1] under class imbalance. This accounts for why 
C-HLD shows the largest error rate in both Tables 2 and 3. It is for this same 
reason that the C-HLD achieves the best BER in both Tables 2 and 3, since by 
constraining s to the interval [0, 1], the discriminating threshold is always bounded 
between the projected class means, and hence the error rate tends to be more 
balanced. 
It will also be noted that the error rate (ER) of the LDA procedure is signifi­
cantly worse than that of QDA in Table 2, but only marginally in Table 3. This is 
because as the degree of class imbalance increases, the majority class becomes far 
more probable than the minority class. Therefore, the decision rule depends less 
on the differences in covariance matrices, but depends more on the discriminating 
threshold w0. Since the threshold obtained by LDA as given by (8) is unbounded 
and depends on the ratio of the prior probabilities (or equivalently the degree of 
class imbalance), LDA is able to track the optimal w0 under high degrees of class 
imbalance and yields a satisfactory performance in terms of the error rate. This 
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result confirms the conclusions by Xue & Titterington (2008) that unbalanced data 
have no negative effect on LDA in terms of the error rate. 
Unlike LDA however, R-HLD and the D-HLD account for heteroscedasticity 
by obtaining a linear approximation to the quadratic boundary in QDA that min­
imises the Bayes error. Due to this, their error rate performance is closest to QDA 
on the toy dataset under any degree of class imbalance as can be seen from Tables 
2 and 3. Since the criterion that is minimised in the R-HLD and D-HLD pro­
cedures is the Bayes error (or the probability of misclassification) which makes 
use of the empirical prior probabilities, the BER is not necessarily minimised for 
these procedures. However, regarding the AUC, D-HLD dynamically optimises 
the weight vector w to minimise the Bayes error for any given threshold w0, so 
that for the FPR corresponding to that threshold, the TPR is maximised. There­
fore, D-HLD results in an improved AUC over R-HLD. 
For the real-world datasets, due to the fact that they are not drawn from a 
normal distribution, QDA is no longer superior in terms of the error rate. For 
these datasets, the best error rate performance is dominated by SVM, which is a 
non-parametric classifier. The original LDA and heteroscedastic LDA procedures 
compare closely to the SVM in terms of the error rate, and consistently outperform 
QDA due to the fact the linear models provide robustness over QDA, even if the 
normal distribution assumption is not satisfied. 
Still, the fact that the BER happens to be significantly larger than the ER val­
ues on most of the real-world datasets suggests that the classification is skewed 
toward the majority class. This is particularly so for the SVM and QDA classi­
fiers on the USPS, Liver, WpBC, Yeast-1 and Yeast-6 datasets. The AUC is then 
a preferred evaluation criterion. For the same reason as indicated for the artifi­
cial datasets, the proposed D-HLD procedure yields the best AUC values over all 
the real-world datasets, but the USPS dataset. Moreover, D-HLD is superior to 
the other heteroscedastic LDA procedures (R-HLD and C-HLD) in terms of the 
training time, since D-HLD follows a principled optimisation procedure for min­
imising the Bayes error, unlike in R-HLD and C-HLD. This computational gain 
increases with the dimensionality d of the dataset, and is most profound on the 
USPS dataset, since the bulk of the computation required in the heteroscedastic 
LDA procedures is for the inversion of a d-sized scatter matrix. 
5. Conclusion 
In this paper, we have shown that existing heteroscedastic linear discriminants 
are either suboptimal under class imbalance or have no principled optimisation 
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procedure, using first and second-order optimality conditions. We have thus pre­
sented a principled iterative procedure for obtaining the Bayes optimal linear clas­
sifier for heteroscedastic LDA, which is computationally efficient. Following this, 
we have derived a dynamic linear model for heteroscedastic LDA under class im­
balance scenarios, based on the optimality conditions for the minimisation of the 
Bayes error. Our approach, unlike those in the literature, has been shown to be 
robust against class imbalance in terms of the AUC. Experimental results based 
on two artificial and eight real-world datasets show that the proposed algorithm 
compares favourably with the existing heteroscedastic LDA procedures as well 
as the SVM in terms of the error rate, but at the same time, it achieves superior 
performance in terms of the AUC as compared to all the algorithms. Moreover, 
the short training time of our algorithm makes it very well-suited for large-data 
applications. 
Our future work is focused on going beyond Gaussian families of probability 
distribution to obtain the Bayes error for more general distributions. Alterna­
tively, work is on-going in obtaining a kernel transformation that implicitly maps 
classes of known non-normal distribution into a feature space where the classes 
are nearly-normally distributed. 
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