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Abstract
In the post-genomic era, characterized by the availability of the genome sequence data
for many species, one of the biggest challenges to be solved is to identify the func-
tional elements in our genome: the small subsequences containing units of biological
function.
Work has been done to computationally identify specific functional elements such
as protein coding genes [11], RNA genes [17], microRNA genes [16], regulatory mo-
tifs and individual binding sites for transcription factors and microRNAs [10]. This
work has benefited from the use of evolutionary signatures obtained by observing the
genomics changes across the sequence data of related species.
We propose in this work a general framework to perform functional element identi-
fication using evolutionary signatures. We first design several metrics of evolutionary
signatures that are meant to capture different patterns of evolution expected from
elements that have different biological function as well as novel patterns capturing
diverse properties of evolutionary changes. We then compute these metrics for each
of the elements in the human genome that are conserved across mammals and other
vertebrate species in order to identify classes of functional elements.
Based on these metrics, we first perform classification of specific known types of
functional elements, such as protein coding sequences, RNA coding sequences and
CpG-rich promoters. With success in this step, we go one step further and establish
an unsupervised clustering framework for conserved elements based on these metrics.
With this approach, we obtain clusters of known and unknown classes of functional
elements. We find that some of these clusters correspond to known funtional ele-
ments, while others are depleted for known functions, while showing strong evidence
of transcription and epigenetic modifications, suggesting these may correspond to
novel classes of functional clusters. This illustrates the power of this method in iden-
tifying elements of known classes of functionality and to discover elements of novel
classes of functionality.
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Chapter 0
Introduction
0.1 Background
A major goal in the field of genomics is to, given the genomic sequence, identify the
individual elements of the genomic sequence that correspond to units of biological
function. An example of some of these functional elements are protein-coding exons,
introns, diverse families of RNA genes and many non transcribed elements that have
regulatory functions such as binding sites, promoters and enhancers.
The digital nature of genomic sequence data motivates a computational approach
to this problem of functional element identification. As an example, computational
approaches have been used for identifying protein-coding genes early in computational
functional genomics when genomes for single species was all there was available based
on the distinct sequence patterns of protein-coding genes and precise structural prop-
erties of tRNA genes, for example.
With the recent sequencing of many sets of closely related species of yeasts, flies
and mammals, a new method for discriminating function in sequence data has recently
become possible: by comparing the aligned sequence of closely related species, one
can observe the changes occurred to the genome of these species throughout evolution
and use these changes to discriminate genomic regions of distinct functions.
The key principle in comparative genomics is that changes that disrupt biologically
functional elements are negatively selected. In contrast, changes that are silent are
tolerated and accumulate across evoultionary time. Thus genomic regions that show
increased sequence conservation with closely related species correspond to functional
elements.
Having this paradigm in mind, methods were developed to identify genomic regions
that are significantly conserved. One such popular method is PhastCons [15]. It uses
a phylo-HMM generative model for how sequence is generated jointly across aligned
species. Given generative models for both conserved and non-conserved regions, one
can compute the probability that any given region is generated by each of the models,
thus being able to identify significantly conserved regions.
With such methods, we can identify conserved elements that are candidate func-
tional elements. However, increased conservation alone does not provide us any infor-
mation about the type of biological function associated with these elements. Thus,
in addition to using the overall level of conservation as a discriminating feature, one
can look at the specific profile of evolutionary changes that happen to each of these
elements to be able to understand the specific function associated with each of them.
As an example, Kellis et al [9] defined a Reading Frame Conservation test based
on the pressure to preserve the the 3-periodicity of codons in protein-coding regions,
leading to the exclusion of gaps that are not multiples of 3. With this test they were
able to accurately identify protein-coding sequences in the yeast genome and make
corrections to the yeast gene catalogue. This method did not use the amount of
sequence conservation for discrimination; it uses instead the specific types of changes
observed for a given biological function. More recently, more work has been done with
Drosophila species using this strategy [17]: Lin et al [11] use evolutionary signatures
to find novel protein-coding genes and exons as well as discard false ones; Stark et
al [16] use evolutionary signatures identify novel micro RNAs; and Kheradpour et
al [10] apply evolutionary signatures to the discovery of regulatory motifs and their
instances. More recently, with the sequencing of dozens of mammalian genomes,
similar methods are being used to identify functional elements in the human genome.
0.2 Thesis statement
The goal of this thesis is to create a general framework to perform genome analysis
using evolutionary signatures. We want this framework to be able to perform genome
interpretation based on a flexible set of evolutionary signatures, thus allowing us to
identify different kinds of functional elements in an unbiased way. Ultimately, we are
interested in identifying novel classes of functional elements that we may not suspect
yet in the human genome..
We first develop this framework in the context of classification, allowing us to use
a training set. We then move the framework towards unsupervised identification of
functional elements using a clustering approach. A great advantage of this approach
is that it is not limited to finding a particular type of functional element, but it can be
used to discover novel classes of functional elements. It is thus essential to carefully
design these evolutionary signatures towards general and perhaps novel classes of
functional elements.

Chapter 1
A general language for
evolutionary events
Designing evolutionary signatures that discriminate elements according to the differ-
ent types of function is a core challenge of this project. It is necessary that these
metrics be specific enough to provide sufficient discrimination power and yet general
so that different types of biological function can be identified. In this sense, we would
like to think of these metrics as a general language that describes the evolutionary
events. We first discuss the idea of this language and then implement concrete metrics
based on this idea.
1.1 A language for evolution
We describe our concept of a language of evolution in terms of different events, elab-
orating on three different levels of abstraction
1.1.1 Primary evolutionary events - The letters
The lowest level evolutionary events are single nucleotide mutations, insertions and
deletions. By itself, each of these events provides very little information about the
underlying biological function of the genomic region where it occurs. However, these
are the building blocks of any change in the genomie. By aggregating many of these
events we can produce a meaningful picture of the evolutionary selection pressures
present in an element.
1.1.2 Secondary evolutionary events - The words
By looking at sets of primary evolutionary events, one can capture more discriminative
higher-level evolutionary events, the words of the language of evolution.
Conservation. Perhaps the simplest and most important of these higher-level
events is the overall level of nucleotide conservation, which captures in a simplistic
way as the total amount of information across mutations, insertions and deletions.
This higher-level event describes the overall amount of evolutionary constraint in the
sequence.
Gap Lengths. The length of gaps in a sequence, i.e., the number of contiguous
insertion or deletion events given an alignment, is a higher-level event that captures
important sequence constraints such as relative distance between certain nucleotides,
in particular, when the underlying code has some periodicity that constrains these
distances in order to preserve the offset of the code. This has been shown to be a
very discriminative event for protein coding genes, which have an underlying 3 base
code, but it may also be relevant for other types of biological function.
Periodicity of mutations. Mutation events can be distributed according to
some periodic pattern for a given period length. Such a higher-level event is very
descriptive of an underlying period in the biological function of the sequence. The
classical example of this event is protein-coding sequences where mutations tend to
occur more frequently in the third base of the 3-letter codons due to degeneracy in
the genetic code (codons differing in only their third position typically encode the
same amino acid).
Substitution rates. An important type of higher-level event of a more statistical
nature is the frequency with which we observe specific mutation events. Namely,
given a word length k, we can look at the 4 k x 4 k matrix indicating the frequency
with which each k-mer mutates into each other k-mer. This type of higher-level event
is descriptive of how functionally synonymous each pair of k-mers are in the context
of the underlying biological function. There are a few important known instances of
this type of event. For protein-coding sequences, some codons encode amino acids
of similar properties and are thus found to be more frequently exchanged. For motif
sequences, such kmer exchange frequency can capture the degeneracy of protein-
DNA recognition sequences of different transcription factors. Lastly, kmer exchange
frequencies can discriminate sequences according to their k-mer content bias, such as
for CpG-islands that play important regulatory roles in promoter regions.
Correlated mutations. Correlated mutations observed in a given pair of bases
reveal a linked constraint on this pair of bases, indicating that the content of these
bases relative to each other is important for the biological function of the genomic
region. A great example of functional elements discriminated by this type of events
are RNA genes for which the secondary structure is important, even when the primary
sequence is free to change. In this case, we observe correlated mutations in paired
bases which preserve the RNA secondary structure.
1.1.3 Tertiary evolutionary events - The sentences
The events presented above capture specific types of constraint caused by types of
biological function. The evidence from these secondary-level evolutionary events can
be gathered together in tertiary-level events that can discriminate elements based on
combinations of these events, specific to different biological constraints. We consider
two ways to combine these secondary events.
Linear combination. The simplest way to combine those events is using a linear
combination. Different secondary events can be given equal weight or the weights can
be chosen for feature selection or to provide a normalization of the different secondary
events or feature selection.
Principal components. This is a more sophisticated way to extract the most
discriminative linear combinations from a set of uniform events. It is very useful,
for instance, in extracting the most significant linear combination of the set of 3-mer
substitution frequencies.
1.2 Implementing this language of evolution
In order to use this concept of a language of evolution towards our goal of genome
interpretation, we would like to capture these evolutionary events into concrete evo-
lutionary metrics, implement them and use them in a discriminative framework.
Our goal is to implement a flexible system that takes as input a list of genomic
regions and the corresponding aligned genomic sequence for each of the regions, and
returns as output a row of numeric values representing the value of each of these
metrics for each input element. The flexibility of this system allows us to easily
introduce new metrics and to choose which metrics we would like to compute.
We chose to implement this system in Python for its fast development, object-
oriented support and easy string handling capabilities. We achieve such flexibility by
creating an abstract class for a metric, so that creating a new metric in our system is
as simple as creating a new instance of this metric class and registering it in a factory
class that knows about all the implemented metrics.
1.2.1 Implementation of the specific metrics
We briefly describe below the implementation of some of these specific metrics. Note
that these are all pairwise evolutionary metrics. In the next chapter we explain how
we extend these pairwise metrics to work in a multi-species setting.
Conservation rate. This metric captures the conservation level and it is ob-
tained by simply counting the number of conserved bases as a fraction of the number
of aligned bases.
Conservation profile. In this metric, we divide the genomic region in 10 seg-
ments of equal length and we compute the conservation rate for each of this 10
segments, obtaining a profile of the conservation for this element.
Alignment success. This metric measures how much of the sequence was suc-
cessfully aligned. Namely, this metric is simply the ratio of missing bases in the
informant species that are aligned to a nucleotide in the other species.
Gap distribution This metric counts how many gaps of each particular length
(up to a defined ceiling) are observed in the alignment.
K-mer abundance. This metric computes the frequency of each of the differ-
ent 4 k k-mers. Notice that this metric does not actually use the informant species
sequences.
K-mer delta abundance in a strand. This metric computes the difference
between the frequency of each of the different 4 k k-mers in the plus strand minus its
frequency in the minus strand of the sequence. This metric does not use the informant
species sequences
Length. This metric is simply the length of the genomic region.
Reading frame conservation. Similarly to [9] this reading frame conservation
metric is computed in the following way. We consider each of the 3 relative offsets in
3-periodicity between the two sequences. For each of these, we compute how many
aligned bases are in the same offset relative to the total number of aligned bases. The
metric is the highest value of the 3 different offsets.
Compensatory substitutions. This metric captures correlated mutations of
bases that are predicted to be paired in an RNA secondary structure (we produce
this prediction using RNAfold [8], using no alignment data besides the target species
sequence). Precisely, we consider each pair of bases that undergo a mutation (either
base or both). We then considered the pair of nucleotides that this pair of bases
mutate to, and count how often each of the 16 different pair of nucleotides appear in
this situation, obtaining a 16-element metric.
Substitution k-periodicity. This metric is obtained by computing the distance
between consecutive mutations modulo k. The metric values are the frequency of
each of the k possible values.
Nucleotide substitution rate. This metric is computed by counting the fre-
quency with which each nucleotide mutates to each other nucleotide as a fraction of
all mutations.

Chapter 2
Multi-species setting
The language of evolution based on evolutionary events discussed in the previous
chapter was described in the context of comparison between two species. However,
those evolutionary events can be observed through out evolution by comparing mul-
tiple species, and we would like to set ourselves to make our analysis with that in
mind.
Previous work has shown that in comparative genomics analysis for functional
element identification, using multiple species to look for these types of evolutionary
events results in more powerful comparisons ([9], [17]). This can be intuitively un-
derstood as having more data available reduces the relative noise in a similar fashion
to the law of large numbers.
In this work, we will focus on looking for evolutionary events as described in the
previous chapter, but using comparisons across multiple species. To do so, we need to
define a method to combine pair-wise comparisons into one multi-species comparison.
The first benefit that we would like to get from this multi-species comparison is the
increased amount of data and consequential decrease in noise, as mentioned above.
We would like to go beyond, however, and use comparison across multiple species
to be able to extract other evolution specific information such as non-uniformity of
events across all the species, the directionality of events and its time frame. We
discuss below a couple of methods to perform this multiple species comparison.
2.1 Aggregating
Perhaps the simplest way to use pair-wise comparison to produce a muti-species
comparison is to perform several pair-wise comparisons and aggregate them. One way
to aggregate the pair-wise comparisons is to perform an average or sum. This is very
natural when the evolutionary events corresponds to direct counts, in which case the
aggregated average corresponds to the total count of the events in all comparisons.
When the events from the pair-wise comparisons are not direct counts, but some
frequency or more complicated numeric value, the aggregated sum is not as natural
but still gives a relevant summary of all the pair-wise metrics. The greatest advantage
of this method is its simplicity. Other variant includes a voting scheme, where the
events in each pair-wise comparison need to meet a threshold in order to count for a
vote [9].
2.2 Discriminating
In order to extract information from the comparisons such as directionality of events
and non-uniformity of events across species, we cannot simply aggregate all pairwise
comparisons, but rather collect these different pairwise comparisons and consider
them all as distinct metrics. Using this method, we can, for example, have identifi-
cation power of functional elements using simply conservation, distinguishing them
sing the different time-scale of evolution.
The remaining question is which pairwise comparisons to use. In the context of
multiple species comparison, where we have one species that we are most interested
in, we can compare this species with each of the other informant species. In fact, this
is a popular method used in multiple species comparison and its simplicity is a great
advantage.
We would like to propose an alternate method that is aware of the phylogenetic
tree of the species. Instead of using pairwise comparisons between species, we can
reconstruct the ancestral sequences for each of the internal nodes of the tree, and
then perform pairwise comparisons between each node and its ancestral sequence.
This method has several advantages: it deals very well with missing sequences since
ancestral sequences can be inferred with only a few of its child sequences available;
comparisons are made across shorter branches, reducing the number of duplicated
events; and the comparisons are as local in the species tree as possible, allowing us
to observe phenomena such as non-uniformity and directionality of events.
This method could further be improved by, instead of inferring ancestral sequences,
defining a probabilistic model and integrating over all possible ancestral sequences.
This way we are not limiting ourselves to look at only the most likely ancestral
sequence, which is possibly incorrect. However, this method adds a non-trivial amount
of complexity and it is not clear that this complexity can be dealt with in the context
of this project.
2.3 Implementing these metrics
The implementation of the aggregating method for multi-species evolutionary met-
rics is built in the Python system described in the previous chapter, where pairwise
evolutionary metrics are simply averaged across the pairs of each of the informant
species and the target species.
To implement a discriminating strategy for using multi-species comparison as
described above we choose to build a new system. The added complexity of doing
parsimony reconstruction of the ancestral sequences is such that the performance of
our Python system would make the problem infeasible.
We thus build a C++ system similar to the previous one, integrating a parsimony
reconstruction method so that we can now compute pairwise metrics between each
node of the phylogenetic tree and its parent.
2.3.1 Parsimony
We briefly describe here the method of parsimony for ancestral sequence reconstruc-
tion [4]. For each base position in the alignment and a given tree topology, we would
like to obtain the bases for each of the internal nodes in the tree that minimize the
number of substitutions in the tree.
This problem can be solved using dynamic programming. We first order the nodes
in an array so that each node is before its parent (for example we can use post-order).
Then, for each internal tree node in this array and each of the four nucleotides we can
compute the minimum number of substitutions in the subtree rooted at this node if
the given nucleotide is used in the reconstruction. After computing this for the whole
array, we can backtrack and obtain the nucleotides that correspond to the minimum
number of substitutions.
Additionally, many of our metrics depend on the gap information in the sequence.
Thus we would like to be able to infer gaps in the ancestral sequence as well as
nucleotides. There are different cost models for indels to be considered. Many assume
a non-linear cost of a gap, thus making parsimony reconstruction not a single-base
problem. In fact, for many such models this problem is NP-complete [2]. We thus
opt to use a linear cost model, which essentially means considering gaps as a fifth
nucleotide using the parsimony method described above.
Chapter 3
A classification framework for
feature selection
Having established a set of metrics designed to identify the different types of conserved
elements, we would like to now evaluate those metrics in a classification setting before
we move on to unsupervised clustering.
The difference between classification and unsupervised clustering is the use of a
training data set. A classification framework will allow us to survey the power of each
of the designed evolutionary signature metrics in a more controlled scenario.
We first perform single element classification, where the goal is, given a class of
functional elements, classify the conserved elements as being of this class or not.
Following, we try a multi-element classification setting, where there is still a training
set, but now the evolutionary signatures identifying specific elements compete with
each other.
3.1 Single-element classification
We create classifiers for three specific classes of functional elements,
This task can be split in two: feature selection and classification algorithm. The
step of feature selection is done based on the nature of each of the specific evolutionary
signatures. Additionally, we experiment with using principal component analysis for
feature selection and in the cases that it is successful we use the most significant
principal components.
The classification approach used is a Support Vector Machine (SVM). This method
is based on finding the best hyper plane that separates the training points of the
two different classes, possibly considering the points under some map to a higher
dimensional space, the kernel function. Because of the high-dimensional nature of
the evolutionary metrics that we are using, we decide to use a linear kernel in order
to minimize computation. This way we can train our SVM with as many examples
as possible.
3.1.1 Exons
We perform classification of protein-coding exon elements among the conserved el-
ements in the human genome. For this classification, we use the following three
metrics: Reading Frame Conservation, Conservation throughout the species and 3-
mer abundance. You can see the first two principal components of this data plotted
in figure 3-1.
We use the gene annotation from the Ensembl database available through the
UCSC genome browser, marking each conserved element as an exon if it has a non-
zero intersection with any exon called by Ensembl. The results for the classification
are shown in figure 3-2.
This result shows that our metrics present a substantial power to identify protein-
coding signal, encouraging that we will be able to use this signal in our unsupervised
clustering setting later. However, it does not perform nearly as well as specifically
designed methods to identify protein-coding sequences that can perform above 95%
sensitivity and specificity - our method was not designed with this specific purpose
in mind, thus we do not expect it to perform as well. Many of these gene-finding
methods use specific models and detailed sequence information to reliably identify
boundaries of exons. In particular, most of the metrics used here are of a very
general nature (which is necessary in order to capture novel evolutionary signatures),
thus are expected to have less power in identifying any particular type of functional
Exon elements (red) versus non-exon elements (blue)
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Figure 3-1: Scatter plot of exons versus other elements under the first two principal
components of the metrics used
element.
Nevertheless, this classification problem shows that a subset of our metrics have
substantial power in identifying protein-coding signal and gives us some idea of which
are these metrics.
3.1.2 CpG promoters
We would like to now establish a classification method for CpG promoters. We use
as a metric the 3-mer content of the sequences, extracting the two most significant
principal components and then using an SVM. We show in figure 3-3 the conserved
elements ploted with respect to these two principal components. You can note that
these promoters are very few among all the conserved elements, so it is important to
set a fair weight for positive versus negative training weight for the SVM.
The results of this classification are again encouraging and demonstrate the power
of our metrics in identifying these promoters (figure 3-2).
Performance of the classification experiments
1 2 3
Exons(1), CpG promoters(2) and RNA genes(3)
Figure 3-2: Results of the classification framework for exons, promoters and RNAs,
showing precision sensitivity and specificity
3.1.3 RNA Genes
In order to perform classification of RNA genes among the conserved elements in the
human genome, we select our most powerful feature for identifying RNA structure,
the compensatory substitution metric.
Before using an SVM for classification, we first use Principal Component Analysis
to identify the most discriminative aspects of these metrics data. The coefficients of
these principal components show that the most discriminating mutations are the ones
arriving on GT as well as the three corresponding pairs by reverse and complement, just
as we would expect from intermediate mutations that preserve the RNA secondary
structure by using the G-U wobble pair.
The results, shown in figure 3-2, were once again positive, demonstrating that our
metrics are powerful enough to pickup RNA genes using the metric of compensatory
substitutions.
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Figure 3-3: Scatter plot of CpG islands versus other elements under the first two
principle components of the metrics used
3.2 Multiple element type classification
We would like to know take a step further and test the power of our metrics in
distinguishing between two classes of elements, still in a classification framework.
Our motivation is that when distinguishing between different types of elements, our
different metrics will be competing with each other and we would like to know the
effect of that.
The classes of elements that we choose to be distinguished are exons versus RNA
genes. In this setting, we filter the conserved elements in order to obtain only the
elements that are marked as being either an exon or an RNA (eliminating those that
are marked as neither or both). With those elements, we train an SVM in a small
training set with an equal number of elements of each class. We then use the SVM
to classify all the elements. The results, pictured in figure 3-4, show almost 90%
sensitivity for the exon label and over 80% sensitivity for the RNA label, both with
specificity above 95%, indicating that the competition of metrics will not be a problem
in the more general cluster setting.
Performance of the multi-element classification
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Figure 3-4: Results of multiple element classification, showing the number of elements
of each type among the elements given each of the two labels
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Chapter 4
Unsupervised clustering based on
evolutionary patterns
Having set a framework in which we can capture the evolutionary signatures of the
conserved elements in a set of metrics, and further experimented with these metrics in
a classification framework, we would like to now to apply these evolutionary signatures
to analyze the conserved elements in a clustering framework.
Through this clustering analysis we would like to identify sets of similar elements
that have evolved in a similar way, and further find a relation between this similarity
of evolution and a possible similarity of biological function.
4.1 Clustering
Clustering analysis consists of partitioning elements in sets that have similar features.
There exist a diversity of clustering approaches. The two main popular classes are
the agglomerative methods and the hierarchical methods.
Agglomerative clustering methods work by directly creating clusters according to
some criteria (such as distance to some k fixed points) and then rearranging these clus-
ters until they achieve some desired quality. Hierarchical methods work by starting
with each element in its own cluster and progressively joining clusters or by starting
with a single cluster and progressively splitting clusters.
The main difference between these two classes of methods is that hierarchical
methods produce more than a set of clusters of the elements, but a hierarchy of sets
of clusters, one for each number of clusters, while agglomerative methods produce
a set of cluster of the elements for a fixed number of clusters. Moreover, there is
an essential difference between the two classes of methods in terms of computation.
While hierarchical methods generally have a time complexity of at least O(n2), ag-
glomerative methods can be substantially faster, like O(kn).
For computational reasons, we opt to use agglomerative methods in this clustering
analysis. Namely, some of the clustering problems that we solve involve clustering up
to millions of elements, which would certainly be infeasible to solve using an O(n 2)
algorithm. Among the agglomerative methods, we choose to use the most popular
one, K-means. K-means consists of initially choosing k random cluster centers among
the points being clustered. At each step then, we proceed by assigning each point
to the cluster whose center is the closest, followed by recentering each cluster at the
point that is the mean of the members of that cluster. These steps are repeated until
we obtain a stable set of k clusters.
The scalability of this algorithm is of central importance in determining whether
or not we are able to perform clustering with all of the 3 million conserved elements.
As a back of the envelope calculation, considering a runtime of O(kn), and a number
of clusters k = 10, we expect to be able to have a feasible runtime with a few million
of elements as longs as they all fit in memory. In practice, we observed runtimes of
less than an hour, with the main factor being the number of metrics being used, which
in some cases caused the size of the problem to be bigger than the available amount
of memory. One solution we used in these cases was to perform k-means clustering
with a 10% sample of the conserved elements and subsequently assigning each of the
other 90% elements to the cluster with the closest center.
As we mentioned, when using agglomerative cluster methods such as k-means,
we have to determine the number of clusters beforehand. We ran experiments with
number of clusters varying from 2 to 10 clusters, being limited above by the amount
of computation. At k = 10 we observed some evidence of over clustering by seeing
pairs of similar clusters. This indicates that likely at k=10 we are not missing any
significant cluster by having it merged with other non similar elements, so we chose
this value for our analysis.
Another important parameter of the K-means algorithm is the distance metric
used to compare how far each point is from the cluster centers. Some of the options
are the Euclidean metric, Manhattan distance and Pearson correlation. It is impor-
tant to consider the non-uniform nature of the metrics that we are considering, each
metric having different numeric ranges and a different number of values. The use of
a correlation metric would normalize for the range of each of the individual values of
each of the metrics, but it would give each metric a weight proportional to its number
of values.
To solve this problem of metrics normalization, we use the Euclidean metric for
its mathematical simplicity. In comparing points using the Euclidean metrics, we can
ensure that each of the different metrics have the same weight across the comparison
of all of the elements by normalizing each of the metrics so that the sum of the
variance of each of the values that comprise each metric is the same.
4.2 Feature selection
The process of feature selection is done by first experimenting with the different
metrics in the classification setting described in the previous chapter. From that
analysis, we were able to observe specific metrics that were shown to have substantial
power in identifying particular classes of functional elements.
After identifying these specific relevant metrics that presented successful in iden-
tifying specific classes of known functional elements, we try to experiment with our
implemented metrics in a clustering setting, but looking specifically for the identifi-
cation power of specific metrics for specific classes of functional elements. We show
these results in figures 4-1, 4-2 and 4-3.
Once we have understood the power of the individual metrics in functional element
identification both in a classification and in a clustering setting, we are ready to
Clusters using conservation across branches - Identification of exons
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Figure 4-1: Performance of clustering exons using the metric of conservation across
each of the branches
combine our chosen metrics to perform clustering of the conserved elements into novel
clustering. We discuss the results of this clustering approach in detail in chapter 6.
4.3 Computational issues
As mentioned above, the clustering problems that we wish to solve approach the edge
of being computationally feasible, so the choices we make regarding the infrastructure
we use to perform this task are essential.
Initially we opted to use the K-means clustering package built-in to Matlab. This
function uses a very standard algorithm for K-means and seemed very attractive given
the ease of manipulating all the metrics in Matlab. However, the performance of this
package turned out to not match our needs. The biggest size of problems we were
able to solve using these problems were of 50,000 elements when using less than 100
metrics values, which took approximately 20 minutes. Bigger-sized problems simply
caused Matlab to crash.
Clusters using 3mer frequencies - Identification of cpg islands
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Figure 4-2: Performance of clustering CpG promoters using the metric of 3mer com-
position
After reaching this technical barrier, it was clear that a different solution for
clustering was needed. We considered whether implementing our own infrastructure
would be the right choice, but came across the Cluto software package that turned
out to be well suited for our needs.
Cluto is a well-maintained software package developed in the University of Min-
nesota [18]. It has several interesting features such as the ability of perform clustering
with a wide variety of algorithms and distance functions, as well as produce reports
such as in-cluster similarity, clusters dissimilarity and most discriminative metric for
each cluster. Most importantly, the Cluto package presented an excellent performance
that caused us to choose it for our Clustering analysis.
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Figure 4-3: Performance of clustering RNA genes using the metric of compensatory
substitutions
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Chapter 5
Measuring success
Before we describe the results of the unsupervised clustering of conserved elements in
chapter 6, we would like to establish a method through which we can measure success.
In measuring success we compare our results with two types of data - authoritative
sequence annotation and experimental data.
5.1 Authoritative sequence annotation data
In terms of authoritative sequence annotation, we are interested in looking at how
the clusters resulted from our analysis partition the known types of functional el-
ements. Some of the functional elements that we are interested in looking at are
protein-coding genes, RNA genes, promoters, binding sites for transcription factors
and for micro RNAs. For protein-coding genes annotation we use the Ensembl gene
annotation of the human genome, available through the UCSC genome browser [7].
We mark conserved elements as being protein-coding if they intersect an exon from
the Ensembl annotation. Additionally, we are interested in elements that are not
protein-coding but are in specific positions relative to a gene structure. Namely, we
use gene structures annotated in Ensembl for marking each conserved element as an
intron, exon, 5'-UTR, 3'-UTR or within 100, 1k, or 5k upstream or downstream of
the 5' end of the gene.
For RNA genes there is not such high-quality authoritative annotations as for
protein-coding genes, reflecting the fact that RNA genes are not nearly as well un-
derstood. Nevertheless, there is a diversity of prediction methods available, and we
choose to use Evofold [13] predictions, a method that uses the energy of the predicted
RNA secondary structure as well as the conservation of this secondary structure to
infer annotation of RNA genes. This data is available through the UCSC genome
browser and we also use non-zero intersection with Evofold to mark conserved ele-
ments as RNA genes.
For annotations of promoter regions, we take two different types of annotations.
One is the annotation of CpG islands [5], available in the UCSC genome browser.
CpG islands are regions of the genome that have a higher frequency of a nucleotide
C followed by a nucleotide G. This regions are typically found upstream of the 5' end
of genes and the abundance of CpG is associated with the fact that the CpG in these
regions are unmethylated unlike most CpG found elsewhere in the genome, which is
the reason why the rest of the genome is depleted of CpG. Our second approach for
annotation of promoter regions is to consider the regions 1 kilobase upstream of the
5' end of all genes, using the gene annotation already described.
In terms of binding site annotation data, we adopt two distinct sources. The first
one is the Transcription Factor Binding Site (TFBS) track provided in the UCSC
browser [7]. This track is obtained by considering all motifs in the Transfac database
and marking all instances of these motifs in the genome of human, mouse, rat and dog.
Each genomic region that is identified as an instance for a motif for all these 4 species
is annotated as a TFBS. This is a very liberal method of calling binding sites, but
consistent, thus should be useful in the downstream analysis of our clustering results.
Our second set of annotations uses a more sophisticated method by Kheradpour et al
([10]) for calling binding sites for both transcription factors (using motifs from [19])
and micro RNA. This method makes binding site calls to a much smaller number of
regions and thus should provide us with an annotation of higher specificity..
5.2 Experimental data
We recall that one of the main goals of this project is to identify novel classes of
functional elements. In measuring our success towards this goal, using existing anno-
tations is not enough. For this reason, we are interested in the distribution of different
genome-wide experimental data through out the clusters we obtained. Specifically,
we look at histone modification experimental data, DNAse hypersensitivity and Ex-
pressed Sequence Tags (EST).
5.2.1 Histone modification data
Histones are small proteins that the chromosome folds around to form the compact
chromatin structure [6]. After transcription, some modifications can happen to these
histones that affect the way the histones interact with the chromosome and other chro-
matin proteins. These modifications have been shown to reflect information about the
expression level of the near by genes and the activity of the corresponding regulatory
region.
The data we use was produced by Barski et al [1] through Chromatin Immuno-
precipitation using Sequencing (Chip-Seq). The generated data is a set of sequence
reads of observed modifications of each type. We use this data by marking each of
the conserved elements as having a specific histone modification if it contains any of
the experimental reads for this particular modification. Our goal is that observing
enrichment for specific types of histone modification in a certain cluster will give us
an indication of specific biological function that is linked to this modification.
5.2.2 DNAse Hypersensitivity
Regulatory genomic regions that operate by binding proteins usually require an open
chromatin state so that the region is exposed, increasing the binding sensitivity. This
open chromatin state is usually reached by cleavage by a DNAse enzyme.
DNAse hypersensitivity sites are genomic loci that show an increased sensitivity
for the DNAse enzyme. This hypersensitivity is evidence of binding activity in the
genomic region, indicating some type of regulatory function.
We use the genome-wide DNAse hypersensitivity data from Crawford et al [3]
obtained form human CD4+ T cells and call conserved elements as DNAse hypersen-
sitive if they contain any hypersensitive sites.
5.2.3 EST data
Expressed Sequence Tags (EST) are fragments of transcripts observed in the cell,
indicating transcription activity in the genomic region. Most of these EST regions
correspond to genes. However, we are mostly interested in indentifying transcribed
regions that are not genes, so we use the unspliced EST data from Genbank available
through the UCSC genome browser and filter out the ones that correspond to genes.
5.3 Measuring enrichment method
For both authoritative annotations and experimental data we would like to establish
a method for quickly observing the over or underrepresentation of the specific type
of elements in any of the produced clusters.
To do so, we measure the enrichment of elements of the specific type in each of
the clusters by computing the ratio of the fraction of elements of that type inside the
cluster over the fraction of elements of that type over all conserved elements.
This enrichment value gives us a way to quickly glance at the over or underrep-
resentation of each type of annotation or experimental data used. However, it does
not take into account the size of the cluster, the number of elements of that type and
the statistical effect of this numbers. In order to correctly capture these effects we
compute the p-value for the enrichment or depletion of each of these types of elements
using a hypergeometric distribution for sampling from a finite pool of elements of two
classes.
Having this framework for measuring our success, we analyze the results of our
clustering approach.
Chapter 6
Empirical results
Having set a framework for analysis and validation, we now finally move on to apply
these methods to the human genome. Before we dive into the results, we briefly
describe the settings.
6.1 Species
In order to maximize our power for comparative genome interpretation for human,
we use a large number of mammalian and vertebrate species. Namely, we work with
the alignment of the genome sequence of 28 vertebrates (figure 6-1) available from
UCSC genome browser.
These 28 vertebrates include 20 mammals, 4 of which are primates (human, chimp,
rhesus and bush baby) and 2 of which are non-eutherian mammals (opossum and
platypus), the 8 non-mammals having representative from birds, reptiles, amphibians
and fishes. These selection of species provides us with both a wide variety of evolu-
tionary distances to capture evolutionary events of distinct time-frame as well as a
density of similar species more similar to human to provide more power in identifying
more recent evolutionary events.
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Figure 6-1: Phylogeny tree of the 28 vertebrates
6.2 Conserved elements
As we mentioned before, we would like to perform this analysis restricted to con-
served elements, accepting the paradigm that conservation is correlated with function.
We use the popular phastCons [15] method for determining these conserved regions.
PhastCons uses a generative model described by a phyloHMM that generates the
sequences of all of the species using two distinct phylogenetic trees that are identical
except for scaling, one for conserved and one for non-conserved regions.. Given this
generative model, phastCons computes the conserved regions by finding the hidden
states most likely to generate the observed sequences using the Viterbi algorithm [4].
One issue to consider with phastCons is that there is no explicit prior for the
length distribution of the conserved elements, which in effect means that the prior
distribution is exponential. Though we cannot say authoritatively, this is likely not
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realistic as specific classes of conserved elements have their specific length bias (exons,
for example, are rarely shorter than 30bp). As a result, we observe many small
conserved elements called by PhastCons. Some of these might not be more than a
statistical fluctuation on the level of conservation, and even if they are not, there is
very little signal in them for us to compute our evolutionary signatures. For these
reasons, we opted to filter out of our analysis the elements having 10bp or less.
A second issue to consider is that, though the PhastCons elements' boundaries
are defined to maximize the Viterbi probabilities, they often do not coincide with
the boundaries of functional elements. These can happen for many reasons such
as the region of functional elements extending beyond the conserved regions or two
functional elements being close or intersecting each other.
6.3 Performance of clustering
Having ran our clustering framework for the data described (figure 6-2), we now show
the performance of the clustering method in separating functional elements of known
classes into separate clusters. We have shown in chapter 3 and 4 the performance of
the classification and clustering methods when using specific metrics with the goal of
identifying just a single class of functional element. We perform a similar measure of
performance here, except that the clusters are generated with the same set of metric
with no particular goal of identifying a specific type of functional elements. Figures
6-3 and 6-4 show the power in identifying exons, RNA genes, and promoters. Note
that in many of the cases the functional elements are grouped into more than one
cluster and the performance resulting from using both clusters is described in the
legend.
6.4 Interpretation of results
More important than understanding our identification power is understanding the
specific enrichment of each of the specific clusters with respect to the different type
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Figure 6-2: Heat map of clustering algorithm ran on the conserved elements
of functional annotation and experimental data that we have available.
6.5 Functional annotation
Regarding the enrichment with respect to functional annotation, you can see the
results in figure 6-5. The most visible feature is the strong enrichment in clusters 3
and 7 for exon elements and depletion in every other cluster, reflecting what we have
just seen in our analysis above. Just as strongly, we observe enrichment in cluster 9
for 5' regions of genes, CpG promoters and transcription factor binding sites found in
promoter regions, giving a strong indication that this clusters is capturing promoter
regions. We observe a similar trend, though not as strong, in cluster 1.
These results are interesting but somewhat expected from our previous analysis
for identifying these types of functional elements. More surprising is the strong en-
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Figure 6-3: Clusters sensitivity for known elements. Note that the elements of some
classes are split in more than one cluster, so their sensitivity must be added
richment in cluster 10 for TFBS, Evofold predictions and micro RNA binding, as well
as 3' upstream of gene regions. These enrichments indicate that cluster 10 is captur-
ing a class of regulatory elements in the 3' end of the genes. Additionally, we observe
strong enrichment in cluster 2 for TFBS, but no enrichment for any region nearby
genes, provoking us to speculate that this cluster might be capturing enhancer-like
regulatory elements that do not have to be nearby the regulated genes.
Last, we want to highlight that clusters 4, 5 and 8 show depletion for all types of
functional annotation we use and therefore are potential candidates for novel classes
of functional elements.
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Figure 6-4: Clusters specificity for known elements
6.6 Experimental data
In order to provide us some power in understanding the clusters of potentially novel
classes of functional elements, we turn ourselves to look at the enrichment of exper-
imental data in each of the clusters (figures 6-6 and 6-7). We look specifically at
the enrichment for of histone modifications, DNAse hypersensitivity and non-coding
ESTs.
First we look at the clusters containing class of known elements. Cluster 3, which
is strongly enriched for exons, show strong enrichment for all modifications except
H3K9 di- and tri-methylated. Intersecting, cluster 7, which is the other cluster with
enrichment for exons, show depletion for all of the modifications. One hypothesis
is that these clusters are capturing distinct types of genes. Alternatively, this may
be happening just because clustering 3 is having some contamination by regulatory
regions when cluster 7 is not.
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Figure 6-5: Enrichment of each of the clusters for known classes of functional elements,
including the fold enrichment and p-values for depletion and enrichment
Cluster 9, in which we observed enrichment for promoter regions, show enrichment
for H3K4 and H3K79 modifications as well as Pol II, while having depletion for H3K9
di- and tri-methylations. Additionally, we observe a strong enrichment for DNAse
HS sites, providing additional evidence that cluster 9 captures regulatory promoter
elements.
Cluster 10, which has indication of capturing 3' end regulatory elements, show
enrichment for H3K79 modifications and H3K9 tri-methylated as well as Pol II, while
showing depletion for the other H3K9 modifications and the H3K4 modifications.
Most interestingly is the distribution of this Chip-Seq data across the clusters of
potentially novel elements. Clusters 4, 5, 6 and 8 all show strong depletion for all
different functional annotations that we considered. Out of those, clusters 4 and 8
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Figure 6-6: Enrichment for regions with H3K4, H3K27 and H3K36 modifications
both show very strong depletions for all of the histone modifications that we study,
indicating that their function may not be regulatory or at least not directly linked to
transcription. We speculate that these could represent some class of elements involved
with regulation in a trans fashion, or RNA genes that do not have a conserved folding
structure.
Clusters 5 and 6, however, both show enrichment for histone modifications. In
particular, cluster 5 shows a much stronger enrichment for H3K9 tri-methylated while
cluster 6 shows a much stronger enrichment for H3K79 tri-methylated. This is strong
evidence that these clusters are capturing a group of regulatory elements, since the
enrichment is very strong and select in the type of modifications. Since there is
depletion in both of these clusters for promoter regions and even for all other regions
close to gene structure, we suspect that these clusters might be capturing elements
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Figure 6-7: Enrichment for regions with H3K9 and H3K79 modification, as well
DNAse hypersensitive sites and non-coding ESTs.
with enhancer or silencing activity.
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Chapter 7
Conclusion
In this work, we designed and implemented a variety of evolutionary signatures with
the goal of describing a variety of evolutionary events that are present in different
types of functional elements. We did this designed based both on literature knowledge
and the goal of discriminating novel classes of functional genomic elements. Moreover,
we introduced metrics computed across the phylogenetic tree that provide a way to
distinguish the evolution in terms of time frame, uniformity and location.
We then applied these metrics to a classification framework with the goal of test-
ing their power. The results were substantial power in classification of exons, RNA
genes and CpG promoters. Most surprisingly, we found that our metric of conserva-
tion across the phylogenetic tree has substantial power in identifying protein-coding
sequences.
After gaining some insight into the power of each of the metrics in discriminating
the conserved elements, we used them in our unsupervised clustering framework, with
the main goal of identifying novel classes of functional elements. In this analysis, we
found a couple of clusters that were able to capture particular types of functional
elements, some expected, such as exons and promoters, and others a bit surprising,
such as the cluster with 3' regulatory elements.
Most interestingly, however, we observed 4 clusters that show depletion for all
types of functional elements that we consider. Two of those show no evidence of
direct transcription regulation since they present no histone modifications. The other
two show a strong and specific histone modifications enrichment profile, making us
believe that they might be capturing some specific classes of regulatory elements that
are involved with transcription but are not nearby genes.
7.1 Next steps
This project ends at a point where many attractive paths are open for further work.
In terms of methods, improvements can certainly be made in designing metrics and
introducing new ones, which has a great potential to impact final results. Moreover,
a more rigorous method for doing feature selection, perhaps using a machine learning
approach could be used for determining the weights of each of the implemented metrics
could provide great improvement. In particular, the results of classification can be
used in a more principled manner to aid in feature selection for clustering.
In the clustering front, the method could greatly benefit of a direct way of deter-
mining the most relevant set of features for each of the clusters. We have done this
in a somewhat manual way in our analysis and it seems to be an important step in
understanding the contents of the clusters.
Last, but not least, it remains to further understand the elements of clusters 4,
5, 6 and 8. We have showed enough reasons to convince the reader that these clus-
ters are capturing classes of conserved elements with interesting and specific features
and yet distinct from any of the known classes. We have not however, achieved a
rigorous precision or sensitivity for identifying these elements, making individual ex-
perimental testing difficult. Therefore, the next steps in discovering what is in these
clusters involve either an improvement in the computational side to find these ele-
ments with higher precision, at the same time understanding the features that bring
these elements together, or high-throughput experiments with elements of the existing
generated clusters to test them for enhancers or silencer activity and possibly trans
regulatory activity.
We hope that this work will help shed some light into the question of what are
the functional elements in the genome that we don't know about yet, where they are
and what do they look like.
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