We show that all eigenfunctions of linear partial differential operators in R n with polynomial coefficients of Shubin type are extended to entire functions in C n of finite exponential type 2 and decay like exp(−|z| 2 ) for |z| → ∞ in conic neighbourhoods of the form |Im z| γ |Re z|. We also show that under semilinear polynomial perturbations all nonzero homoclinics keep the super-exponential decay of the above type, whereas a loss of the holomorphicity occurs, namely we show holomorphic extension into a strip {z ∈ C n | |Im z| T } for some T > 0. The proofs are based on geometrical and perturbative methods in GelfandShilov spaces. The results apply in particular to semilinear Schrödinger equations of the form
Introduction and main results
The aim of this paper is to investigate the holomorphic extensions and the type of exponential decay at infinity for the solutions to semilinear partial differential equations P u = F [u] globally defined in R n , where the linear term P is an elliptic partial differential operator with polynomial coefficients of Shubin type, cf. Shubin [28] . We recall that such class of operators generalize the Schrödinger harmonic oscillator operator
appearing in Quantum Mechanics. The spectrum of H in L 2 (R n ) is discrete with eigenvalues λ = λ k = n j =1 (2k j + 1), k = (k 1 , . . . , k n ) ∈ Z n + while eigenfunctions are the Hermite functions
where P r (t) stands for the rth Hermite polynomial. We refer to the books of Helffer [16] , Boggiatto et al. [7] for further generalizations and references. Roughly, our aim is to extend the properties of the functions in (1.2) to eigenfunctions of higher order operators with polynomial coefficients. We may distinguish two different aspects. The first is the behaviour at infinity, which in (1.2) is super-exponential of order 2, i.e., for positive constants C, ε:
3)
The main interest here comes historically from Quantum Mechanics, where the exponential decay of eigenfunctions has been intensively studied, see for instance Agmon [2] , Bach and Matte [5] , Hislop and Sigal [18] , Rabinovich [27] and the references quoted therein for − + V (x) with general potentials or other second order elliptic operators. We mention also the recent works of Rabier [25] , Rabier and Stuart [26] , where an abstract functional analytic approach is proposed to obtain exponential decay of the L p (R n ) norms of solutions to second order elliptic equations. We point out that the aforementioned methodology and results do not imply pointwise decay estimates of higher order derivatives provided the coefficients are smooth. In fact, given a positive integer k, the function θ k (x) = exp(−k √ 1 + x 2 ) cos(exp( √ 1 + x 2 ) ) and its derivatives up to order k − 1 decay exponentially for |x| → ∞ while |x| ε D k θ k (x) is not bounded on R for every ε > 0. Therefore, one is led naturally to the question of the decay of the higher order derivatives of eigenfunctions. This introduces to the second aspect, i.e., holomorphic extension. Returning to the harmonic oscillator (1.1), we point out to a seemingly unnoticed (or at least not written explicitly) fact: namely, the Hermite functions H k (x), k ∈ Z n + , (1.2) are not only entire functions, but for every γ ∈ ]0, 1/2[ there exists A γ > 0 such that
The estimates (1.4) lead in a natural way to the idea that the appropriate functional framework to study (1.3) and (1.4) simultaneously is given by the spaces of Gelfand-Shilov type (cf. the classical book of Gelfand and Shilov [13] , see also Mitjagin [21] , Avantaggiati [4] , Pilipovic [23] ).
for all x ∈ R n , β ∈ Z n + or, equivalently, one can find C > 0 such that
The bounds (1.5), (1.6) with μ < 1 grant that f extends to C n as an entire function, with uniform estimates in neighbourhoods of the real axis, see [13] for precise statements. In particular, for the Hermite functions in (1.2), we can read u ∈ S 1/2 1/2 (R n ). We mention that for traveling (solitary) wave solutions to dispersive and dissipative equations, the same Gevrey-analytic behaviour with index μ = 1, joint to exponential decay, i.e., ν = 1, was recently studied by Bona and Li [8] , Biagioni and Gramchev [6] , Gramchev [14] (see also Bondareva and Shubin [9] , Kappeller et al. [19] where estimates for the polynomial growth of possible unbounded solitary solutions for KdV type equations are derived).
Fixing first the attention on linear equations, we want to study the S μ ν -regularity of eigenfunctions to Shubin type partial differential operators in R n :
where m is a positive integer. Here we use the standard notation D α x = (−i) |α| ∂ α x . We assume that P is globally elliptic, namely, there exist C > 0 and R > 0 such that
Global ellipticity in the previous sense implies both local regularity and asymptotic decay of the solutions, namely we have the following basic result (see, for example, Shubin [28] ):
. This information will be improved as follows.
From (1.5), cf. [13] , one easily deduces the following result in the complex domain, which we refer to eigenfunctions of P (if P is globally elliptic, also P + λ is globally elliptic).
Proposition 1.2.
Under the previous assumptions on P , if u ∈ S (R n ) is a solution of P u = λu, for some λ ∈ C, then u extends to an entire function and for suitable constants ε > 0, γ > 0 and
In the case of the harmonic oscillator (1.1), which satisfies (1.8) with m = 2, we recapture (1.4), whereas for a general P of the form (1.7), the result seems new (some microlocal estimates of Martinez [20] give a weaker version of (1.9)). Comparing with other results for linear operators, we point out that the fact that P is a Shubin type differential operator is crucial for dealing with indexes μ, ν < 1. For instance, for the so-called SG operators, having (1 + |x| 2 )(1 − ) as model, the optimal regularity for eigenfunctions is given by the class S 1 1 (R n ), see Cappiello, Rodino [11] and the recent paper of the authors [10] .
We also note that our results lead to generalizations for Gelfand-Shilov classes S μ ν (R n ) with 1/2 ν 1 of some regularity assertions for Shubin type pseudodifferential operators in timefrequency analysis (see Gröchenig, Zimmermann [15] , Pilipovic, Teofanov [24] , Teofanov [30] where ν is supposed to be greater than 1). Before passing to nonlinear equations, we shortly digress to semi-classical linear operators P (x, hD), see again [28] . In fact, a somewhat different (but related) problem on exponential decay with respect to the small semi-classical parameter for h-Schrödinger operators P h = −h 2 + V (x) or first order pseudodifferential operators appears also in the realm of semi-classical analysis (see, for example, Helffer, Parisse [17] , Martinez [20] , Nakamura [22] , Sordoni [29] and the references therein). Concerning the harmonic oscillator, simple rescaling arguments yield that the "rescaled" Hermite functions 10) for α ∈ Z n + , 0 < h 1. As a generalization, for semi-classical Shubin elliptic differential operators P (x, hD), we can show that if u h are a family of eigenfunctions depending smoothly on h, then they satisfy the S 1/2 1/2 (R n ) estimates (1.10) uniformly with respect to h 0. More precisely, the arguments of our proof of Theorem 1.1, combined with a careful control of the dependence of h, give
We pass now to the semilinear case, which represents our main concern in this paper. We consider P as in (1.7), (1.8) and assume P = P . Indeed, this is not restrictive, at least in the linear case, since if we study the regularity of the solutions of P u = f , it is enough to apply P * in order to reduce our investigations to Qu = g, with Q = P * P being selfadjoint while
Concerning the nonlinear perturbation, in the general case we shall assume that it is a polynomial depending only on u, i.e.,
Summing up, we consider
where f is given,
When P is the harmonic oscillator, we shall allow more general nonlinearity, namely:
where λ ∈ R and the nonlinear term is polynomial in u and ∇u
where
Solutions of semilinear second order equations in R n which decay to zero at infinity are usually called homoclinics in literature and there are several results about their existence and multiplicity via variational methods. Concerning (1.14) with f = 0, we do not give specific references, but address the reader to the general methods in [3, 12] . In our main result, giving as granted the existence of homoclinics, we provide for them regularity in S μ ν (R n ). As usual in the nonlinear case, we argue on solutions which already possess a certain regularity, expressed here in terms of the standard Sobolev spaces H s (R n ).
Theorem 1.3. Let P of the form (1.7) be globally elliptic and self-adjoint; let F (u) be as in
The same result is valid for (1.14) if we start from u ∈ H s+1 (R n ), s > n/2. In particular, if f = 0 we obtain that any homoclinic solution u ∈ H s (R n ), respectively in H s+1 (R n ) for (1.14),
, that is, we have for positive constants C and ε:
The key point in Theorem 1.3, that we want to emphasize, is that in the semilinear case we still have superexponential decay of order 2, however in view of (1.18) the extension to the complex domain u(z) is analytic in a strip {z ∈ C n : | Im z| < T } for some T > 0, not entire in general. We shall test this on a simple example. Consider the following nonlinear perturbation of the harmonic oscillator, in dimension n = 1, at the first eigenvalue λ = 1: 19) which is of the form (1.14). Theorem 1.3 applies and every solution u ∈ H s (R), s > 3/2, belongs to S 1 1/2 (R). We shall check in Section 6 that such nontrivial solutions exist, expressed in terms of special functions and they are not entire functions. To give an intuitive (and vague) explanation of the loss of analyticity in C n , and the maintenance of super-exponential decay, we may observe that the nonlinearity in (1.13), (1.14) violates, in some sense, the symmetry with respect to the whole phase space variables. Indeed, the harmonic oscillator, and the class of the Shubin elliptic operators, are invariant under the action of the Fourier transformation F; this is congruent with the statement of Theorem 1.1. In fact, the Fourier transformation, defined as standard by
acts as an isomorphism
cf. [13] , so in particular
Otherwise, if we transform (1.19), setting v = F(u) and writing again x for the variable, we get the new equation with convolution in the right-hand side
, therefore now v is entire but the superexponential decay is lost.
About the proof of Theorems 1.1 and 1.3: in short, we start from the basic L 2 -estimates of Shubin [28] and we obtain the bounds (1.6) by induction on α, β. The proceeding is elementary in the case μ = ν 1/2, as shown in Section 2 where we get Theorem 1.1 for the classes S μ μ (R n ). This gives in particular the sharp S 1/2 1/2 -regularity for eigenfunctions. To get the sharp S 1 1/2 -regularity of homoclinics, however we are forced to deal with classes S μ ν (R n ) with μ = ν as well. The arguments are more involved in this case. Namely, we begin to prove some commutator identities in Section 3, then in Section 4 we introduce scales of Sobolev spaces adapted to the inductive proceeding. In Section 5, finally, we prove Theorem 1.3, and also Theorem 1.1 for general right-hand sides f ∈ S μ ν (R n ), cf. Remark 5.4. Section 6 is devoted to the above Eq. (1.19).
Proof of the S μ μ (R R R n ) estimates for linear equations
Before proving the results described in the previous section in their generality, we propose to the reader a simple proof of Theorem 1.1 for μ = ν (we refer to Remark 5.4 for the general proof). In fact, in this case, the assertion can be derived directly from well-known a priori estimates for elliptic operators. To be precise, we recall, as a consequence of the pseudodifferential calculus developed in [28] , that if the operator P in (1.7) satisfies (1.8), then there exists a positive constant C such that for every u ∈ S(R n )
where we denote by · the standard norm in L 2 (R n ). Next, we need a preliminary result stating a useful characterization of the elements of S μ μ (R n ). 
By means of embedding Sobolev estimates, we then obtain
The proof in the opposite direction is obvious. 2
Proof of Theorem 1.1 ( for μ = ν). As we observed, it is known that
Then, choosing C > 1 sufficiently large, we may write, for N 2m We have
where we have used (2.21). Since P u = f ∈ S μ μ and |γ | + |δ| = M − m, from Lemma 2.1, we have, for some constant
Write explicitly, by using (1.7):
Therefore, given C 2 > 0 such that |cαβ | C 2 for |α| + |β| m, we have
In (2.24) let us develop
The constants c 1 αδσ , c 2β γ σ can be roughly bounded from above by C 3 M |σ | for some constant C 3 depending only on the order m and the dimension n. Therefore,
Observe at this moment that |γ | + |δ| = M − m and |α| + |β| m imply
Then, from the inductive hypothesis we have
Combining this last estimate with (2.25), and estimating the number of the terms in the sums by a constant C 4 , depending only on m and on the dimension n, by the condition μ 1/2, we conclude that
By similar arguments, observing that |α − γ | m and |β − δ| m, we may estimate the last term in the right-hand side of (2.24) as follows:
In (2.24), we also have
Inserting (2.26)-(2.28) in (2.24) and denoting by C 6 the number of terms in the sum with |α| + |β| m, we finally get
Hence, assuming the inductive constant C sufficiently large, we obtain
Then, Lemma 2.1 gives the conclusion, i.e., u ∈ S μ μ (R n ). 2
Commutator identities
The arguments of the previous proof evidently fail for μ = ν. In this section, we introduce some new commutator identities. These represent the basic technical tool we will use in the next sections to derive linear and nonlinear S μ ν estimates.
Lemma 3.1. Let α, β, ρ, σ ∈ Z n
+ and u ∈ S(R n ). Then the following identity holds:
Proof. We have, by the Leibniz rule,
which evidently yields (3.29). 2
Next, we need another commutator identity.
Lemma 3.2. Let β, ∈ Z n + and w ∈ S(R n ). Then the following identity holds:
Proof. Denote by F −1 the inverse Fourier transform
We have, by (3.32) and the Leibnitz rule
Applying a decomposition of the summation, we complete the proof . 2
Now we are able to show the main commutator identity, which seems to be a new and interesting "per se."
Then the following commutator decomposition is true:
for all u ∈ S(R n ), with meaning that |γ | + |j | > 0.
Proof. It follows from Lemmas 3.1 and 3.2 (with = ρ and = ρ + γ ). 2
Let μ > 0, ν > 0. We set
for all α, β ∈ Z n + , ε, δ > 0. As an immediate consequence of (3.39) and Theorem 3.3 we deduce the following result.
for all u ∈ S(R n ) with meaning that |γ | + |j | > 0.
Finally, we derive an elementary combinatorial lemma which, combined with Proposition 3.4, will play a crucial role in showing the sharp estimates on the Gelfand-Shilov indexes for the S μ ν (R n ) regularity of solutions to P u = f . 
Moreover,
Proof. First, we note that by the Stirling formula, there exists C = C m > 0 such that
for all α, γ ∈ Z n + , α = 0, 2γ α, |γ | m, which leads to (3.41). Similar arguments yield (3.42). The last two estimates are well known and follow from standard inequalities for multinomial coefficients. 2 Remark 3.6. The estimates above anticipate the importance of the requirement μ 1/2, ν 1/2 if we deal with entire functions, i.e., μ < 1, and at least exponential decay (i.e., ν 1). Indeed, one observes that the right-hand side in (3.41) (respectively (3.42)) are bounded for |α| → ∞ (respectively |β| → ∞) iff μ 1/2 (respectively ν 1/2).
Iterative approach for deriving estimates
In this section we introduce suitable scales of Sobolev norms and outline the iterative approach which will be used in the next section to prove Theorems 1.1 and 1.3. Choose and fix λ ∈ C such that −λ / ∈ spec(P ). Suppose that P u = g, which is equivalent to (P + λ)u = λu + g. In view of the definition of P in (1.7), Theorem 3.3 and Proposition 3.4 we have
for all α, β ∈ Z n + , ε, δ > 0 and for somec ρσ depending only on the coefficients c ρσ of P . The choice of λ yields 
Equivalence with the definition from (1.6) is easily proved by Sobolev embedding type estimates. Namely, u ∈ S μ ν (R n ) iff u ε,δ < ∞ for some positive δ, ε. Next, we introduce a norm for uniform G μ (R n ) regularity and polynomial decay of the type 
Nonlinear estimates
The first step to prove our result is to study the action of (P + λ) −1 on the commutators in (4.45). Proof. In view of the results in [28] on global pseudodifferential calculus, the operator
is continuous for all p, q ∈ Z n + , 1 |p| + |q| m, and for every s > 0. Then, the assertion can be easily proved developing M α,β;ρ,σ μ,ν;ε,δ [u] as in Proposition 3.4 and using (5.58) and the factorial and binomial inequalities in Proposition 3.5 to estimate all the terms in (3.40). Details are left to the reader. 2
Next, we show a crucial nonlinear estimate for the norms of F (u) in S μ ν (R n ). As F (u) is polynomial, we may assume without loss of generality that F (u) = u k for some k ∈ Z + , k 2. We stress that the phenomena of loss of index in the Banach algebra properties appear only for the Gevrey index μ.
Then there exists C > 0 such that
Proof. First of all, we can write
Then, by [6, Lemma 2.1], we easily deduce that
for some constant C > 0. Similarly, we observe that for β = 0 one can write
where j = j β ∈ {1, . . . , n} and β j 1. Hence, arguing again as in [6] , we obtain
Proof of Theorem 1.3. From (4.45), we can rewrite (1.13) as follows:
from which it follows that
To prove the theorem, it is sufficient to show that S ε,δ N [u] converges for N → +∞ for some positive ε, δ. First observe that the smoothing property (5.58) yields that for some C 1 > 0
if β 1 for some ∈ {1, . . . , n} and 
for all N = 1, 2, . . . , ε, δ ∈ (0, 1). Choosing δ and ε sufficiently small, (5.67) leads to (4.54), which concludes the proof for the autonomous case. The assertion for (1.14) is an immediate consequence of the following lemma. 2
where we denote x = (1 + |x| 2 ) 1/2 . In fact, assuming P invertible and F (u) = u k without loss of generality, we may rewrite (1.13) as follows:
Then, denoting by D the pseudodifferential operator with symbol ξ , we have
by standard results on L 2 -boundedness of pseudodifferential operators. By the condition ε m/k, this implies that u ∈ H s (R n ).
Examples of solutions to nonlinear equations
Let us now consider Eq. (1.19). Aiming to find explicit solutions in S 1 1/2 (R) which are not entire functions, we shall reduce to the first-order model
In fact, composing the operators d/dx ± x, creator and annihilator of energy in Quantum Mechanics, we have
Therefore, every solution u ∈ H 2 (R) of (6.73) is also a solution of (1.19) . On the other hand, (6.73) is a Bernoulli equation, which we can treat explicitly. It will be convenient to refer to the complementary error function defined by Erfc(t) = see, for example, [1, 31] . Setting u(0) = u 0 > 0 to fix ideas, we get the solution of (6.73), (1.19) u(x) = e We have u ∈ H 2 (R), therefore Theorem 1.3 applies and gives the more precise information u ∈ S 1 1/2 (R). Then, the extension u(z) to the complex domain is analytic in a strip {z ∈ C: | Im z| < T }, T > 0, but it is not an entire function, as evident from (1.19) . In fact, u(z) presents a singularity at z 0 ∈ C when
The explicit discussion of (6.77) is not easy, but we can anyhow appeal to the great Picard theorem in the complex domain, which grants the existence of a solution z 0 of (6.77) for all λ ∈ C (but for a possible exceptional value), see, for example, [31] .
