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A Word on Notation vii
A Word on Notation
Throughout this work several variables with physical and/or numerical meaning
will be used. In general, bold characters indicate vectors, while circumflexes or
hats - as in Tˆ - indicate operators. Furthermore, if not stated otherwise within
the text, following variable assignments will be employed:
Table 1. Variable assignment
Variable Meaning
Hˆ Hamilton operator
Ψ, ψ wave function
ψ˜ Fourier transform of ψ
F operator of the Fourier transform
r spatial coordinate
t time
i imaginary unit
} Planck constant
M,m mass
∇ nabla operator
E electric field
B magnetic field
E energy
A vector potential
Φ scalar potential
q charge of a particle
e elementary charge
e exponential function

Introduction
The study of nature has always been the study of nature’s constituents, i.e.
matter in its broadest sense, and the interaction with more abstract aspects,
such as light. The primary means to investigate smaller and smaller objects
came to be the interaction with light, and the ability to manipulate the proper-
ties of it the limiting factor thereof. By utilization of lenses in eyeglasses during
the 13th century, the first type of simple microscopes found widespread appli-
cation and marked the moment, where optical magnification turned to objects
too small to be clearly resolved by the naked human eye [1–3]. Four centuries
later, Isaac Newton first adopted the word spectrum in his famous experiment
to describe how a prism could split white light into the colors of a rainbow, from
which ultimately the scientific field specialized in the study of light-matter in-
teractions, spectroscopy, would emerge. Since then, many breakthroughs, such
as the flame spectroscopy [4–6], the discovery of Bremsstrahlung [7] that goes
to wavelengths far below the visible range, and eventually the coherent light in
form of LASER [8] allowed for an ever more intricate analysis.
With the beginning of the third millennium, the combination of short wave-
lengths and coherent light in form of ultrafast coherent x-ray radiation has
opened up a new regime of possibilities with different light sources allowing
for a variety of applications. Among these sources are huge facilities that pro-
duce ultrafast x-ray beams of immense brilliance [9] such as synchrotrons [10]
and free electron lasers (FEL) like FLASH in Hamburg, Germany [11], the
Linac coherent light source in the SLAC National Accelerator lab in Stanford,
USA [12] or the SACLA in Japan [13]. However, table-top sources utilizing
high harmonic generation (HHG) start to emerge as well [14–16] and pose an
affordable means in creating coherent ultrashort pulses. While synchrotrons
and FELs support photon energies throughout the extreme ultraviolet (XUV),
soft x-ray and hard x-ray range, HHG sources are only beginning to reach the
levels of soft x-ray radiation [17]. At the same time, high harmonic generation
enables pulse durations on an attosecond timescale [18], whereas FELs operate
upwards of several femtoseconds and synchrotrons on the scale of hundreds of
femtoseconds for slicing and picoseconds in normal mode. As such, there is no
single light source best suited for every use case, but rather different sources
for application, depending on the employed experimental technique and specific
scientific question asked.
Among the various parameters of the produced light pulses, the central wave-
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length as well as the pulse length are of special interest: While the wavelength
(or frequency) of an electric field determines the specific light-matter inter-
action taking place, the pulse length characterizes how narrow the temporal
window (spectrally broad the pulse) is, when the interaction occurs. While
nuclear dynamics are described on a femtosecond timescale, the dynamics of
electronic motion is much faster and requires an attosecond timescale to be
adequately resolved [19]. As such, ultrashort pulses open up this new regime
of dynamics [14].
Considering molecules in the gas phase, light-matter interaction of few posi-
tively charged nuclei and the surrounding electrons are possible to be studied
alongside precise simulations [20, 21]. By absorption of a photon, energy is
transferred from the light pulse to the molecule and various processes might
occur: At first, a change in the electronic structure is initiated, which can lead
to non-adiabatic transitions between neighbouring electronic states, potentially
triggering a geometry change of the molecule (see e.g. Refs. [22–31]), the for-
mation or the break-up of chemical bonds, or ionization, when one or more elec-
trons are emitted from the molecule. While electrons are strongly accelerated
by an external field, nuclei react much slower, however, additional nuclear dy-
namics may be initiated by the altered electronic structure. Hereby, the charge
displacement and the subsequent dynamics can be understood as the molecule’s
“response” to the external electric field, and go beyond the Born-Oppenheimer
approximation as soon as non-adiabatic transitions occur. Excitation of elec-
trons to higher states or vibrational modes might occur, where the latter is
over time accompanied by a (partial) conversion into heat (see e.g. [32–34]). In
general, the ensuing vibrational and electronic dynamics are determined by the
occurring energy conversion mechanisms, which are dominated by the fastest
(accessible) processes [35–39], where processes of the radiative kind typically
take place on a nanosecond or longer, and radiationless processes on a pico- to
femtosecond timescale. As such, it is assumed that for most optically excited
polyatomic systems, nonradiative processes play a crucial role in determining
the energy conversion processes [39,40].
To investigate molecules typically one of two schemes is employed: When oper-
ating with a single pulse of light, the investigated molecule can be analyzed by
inspection of the absorbed parts of the pulse, known as absorption spectroscopy,
the subsequent emission of photons from the sample, known as fluorescence
spectroscopy, or the measurement of photoelectrons after ionization (photoelec-
tron spectroscopy). Alternatively, two or more pulses can be employed, where
an altering of the time delay between the individual pulses allows for a time-
resolved investigation of the system’s response to the first pulse, hence the name
pump-probe spectroscopy, as the first pulse initiates dynamics which are subse-
3quently probed by the second pulse (see for example Ref. [41]). Within these
processes it further needs to be distinguished whether the light pulse is resonant
or non-resonant with the various energetic levels of the investigated molecule.
In the non-resonant case, the bound electrons are accelerated and behave like
a driven oscillator, as such constituting an induced time-dependent dipole with
electron dynamics on the attosecond timescale for as long as the pulse inter-
action lasts. One common practice is the application of a non-resonant field,
inducing a polarization within the molecules and aligning them along the beam
axis [42]. While this example usually serves as a preparational step before
the actual investigation, techniques like Coherent Diffractive Imaging (CDI)
utilize only a single intense light burst: Ultrashort pulses from the extreme
ultraviolet (XUV) to the hard x-ray regime coupled with a high irradiation
intensity, as achieved with a FEL, allow for the creation of high resolution
diffraction patterns when they hit non-periodic nano-scale objects, such as
large biomolecules [43]. Hereby, the ultrashort pulse length ensures that no
nuclear displacement occurs during the exposure, which would be visible in the
diffraction pattern [44].
Turning to ultrashort pulses resonant with an energetic level of the probed
material, pulses operating in the XUV regime have the property that their
photon energy typically corresponds to the binding energy of one of the inner
shell (core) electrons, which are highly localized (as opposed to the valence
electron, which is highly delocalized). From here several different phenomena
can occur, which enable different probing techniques: In the near edge x-ray
absorption fine structure (NEXAFS) scheme, the photon energy is near the ion-
ization barrier, so that the emitted photoelectron has a large chance to scatter
at neighbouring atoms. By scanning the photon energy, the recorded absorp-
tion spectrum carries structural information on the probed material. Molecular
study began with small molecules [45,46], however, research utilizing NEXAFS
soon turned to small molecules on surfaces [47, 48] and eventually to complex
systems in solution [49, 50]. As the photon energy is increased, more energy
is transferred to the photoelectron and scattering becomes less likely, which is
known as extended x-ray absorption fine structure (EXAFS).
Complementary to (N)EXAFS is the technique of x-ray fluorescence spectroscopy
(XFS): Here, the photon energy is sufficient to ionize the probed molecule by
emission of a core electron as well, however, it is not the absorption spectrum
that is measured: Subsequent to ionization, relaxation of an electron from an
occupied orbital to the core orbital leads to the emission of a photon, whose fre-
quency corresponds to the energy difference of the involved states, and as such
enabling the detection of higher-lying states. However, this process competes
with radiationless Auger decay, where the relaxation of a first electron does not
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lead to photoemission, but the emission of a second electron instead [51, 52].
Typically, Auger decay into a core hole occurs on the timescale of femtoseconds,
which is much faster compared to photoemission in the soft x-ray regime [53]
and thus increasing the demand for light sources of high photon energies.
The last significant excitation scheme involving a single interaction is the one
of x-ray photoelectron spectroscopy (XPS), where ionization of the sample leads
to the emission of a core electron into the continuum, which exhibits a certain
kinetic energy and angular distribution that are subsequently measured [54].
By introduction of a second laser pulse, the dynamics induced by the first pulse
can be probed. Usually, an XUV pulse is used to pump the system as described
before, and subsequently a field from the near-infrared employed to further ad-
dress the various channels of decay (cf. e.g. relaxation in iodine [55]). Some
of these channels may ultimately lead to fragmentation with the fragments ex-
hibiting a kinetic energy release (KER) and angular distribution characteristic
to the respective channel, which is measured [56] (cf. fragmentation of a O2
molecule [57]).
Coupling XPS with an infrared field is known as streaking spectroscopy : Here,
the emitted electron is accelerated by the IR-field, where its final momentum
solely depends on its momentum during ionization and the IR-field’s vector
potential at the instant of ionization. By varying the XUV arrival time relative
to the IR-pulse, the oscillations of the IR-field are reflected in the photoelec-
tron spectrum [58]. A more recent work by Ossiander and coworkers employed
attosecond streaking spectroscopy to measure the kinetic energy of an electron
emitted from the ground state of helium [59]. Next to the main signal, a lower-
energy side-band revealed that the remaining electron had been excited to a
higher electronic state, also know as shake-up, thus indicating the influence
of electronic correlations during ionization. Theoretical works of Awasthi and
Saenz before had investigated the (common) application of the single-active
electron approximation (SAE) for molecular hydrogen. They found that by
ionization with a femtosecond pulse, correlations between electrons cannot be
neglected and are visible within the photoelectron spectrum [60,61].
As outlined, light-matter interaction and, in particular, ionization of molecular
samples pose as great tools to investigate intramolecular electronic and nuclear
dynamics. By employing pump-probe schemes, time-resolved measurements
become possible and allow for the tracking of coupled electronic-nuclear motion.
Hereby, newly available sources capable of producing coherent light pulses with
femto- and even attosecond durations enable the investigations of dynamics on
a timescale not accessible before.
In this context, the presented thesis first employs a molecular charge-transfer
5model to simulate streaking patterns of coupled electron-nuclear dynamics.
Gräfe, Engel and coworkers showed that pump-probe experiments with fem-
tosecond pulses are “well suited for the mapping of vibrational wave pack-
ets” [62] and used the model extensively before [63–71].
In this thesis, the impact of the coupled electron-nuclear motion on the mea-
sured photoelectron spectrum is theoretically and numerically investigated by
variation of the pulse parameters of the ionizing XUV pulse and the NIR-field.
Additionally, the behaviour of systems behaving adiabatically, i.e. electrons
adjusting quasi-instantaneously to nuclear motion, is compared to diabatic sys-
tems, where electrons remain mostly stationary.
In a second step, the molecular model system is extended by a second electron,
and electronic correlations are analyzed via attosecond photoelectron spec-
troscopy. As such, the investigated system describes a molecule as opposed
to the helium atom from the works of Ossiander et. al. [59], and further-
more includes electron-nuclear correlations, extending the model of Awasthi
and Saenz [60,61].
The work is structured as follows: Chapter 1 provides the theoretical back-
ground of the relevant physical concepts and their numerical implementation
required for computer-based simulations. In chapter 2 the employed molec-
ular model system by Shin and Metiu is introduced in detail and the subse-
quently applied parameter configurations are discussed. The analysis of sim-
ulated streaking patterns in the context of adiabatic and diabatic systems is
presented in chapter 3. Chapter 4 covers the extension of the previously used
model by adding a second electron and investigating the effects of electron-
electron correlations during and after ionization. Lastly, the conducted research
is summarized and a brief outlook for future research endeavors given.

Chapter
Theory &
Implementation Techniques 1
This chapter covers the theoretical background underlying the investigations
presented in Ch. 3 – Time-resolved Photoelectron Spectroscopy of IR-driven
Electron Dynamics, and Ch. 4 – Attosecond Ionization Dynamics with Corre-
lated Electrons.
Section 1.1 first introduces the field-free Time-dependent Schrödinger Equation
(TDSE) followed by the Time-Evolution Operator, which is used to solve a wave
function’s temporal evolution numerically. How precisely the time-evolution
operator is applied on a wave function is explained by the Split-operator Tech-
nique. Next, the Imaginary Time Propagation introduces a technique how to
numerically obtain a system’s eigenstates, which is used to define an initial
wave function, ψ(t = 0, r), and analyze its temporal evolution. To interpret
the results further, the commonly used Born-Oppenheimer Approximation is
presented in section 1.2, concluding with a discussion on the approximation’s
accuracy.
In the next part, external fields are added to the TDSE with section 1.3 covering
the description of the field-interaction Hamiltonian, Hˆ(t) of charged particles
in electromagnetic fields. Two possible representations of Hˆ(t) in terms of its
kinetic (Tˆ ) and potential energy terms (Vˆ ) are presented in Length vs. Veloc-
ity Gauge. The advantage of the velocity gauge when propagating individual
particles is illustrated in Cut-off Functions. As the employed fields have large
wavelengths compared to the dimensions of the investigated systems, the Elec-
tric Dipole Approximation is used to simplify the fields’ description.
Lastly, numerical implementation in terms of grids and the application of dis-
cretized Fourier transforms is introduced in section 1.5.
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1.1 Field-free Propagation Methods
1.1.1 Time-dependent Schrödinger Equation
The temporal evolution of a single-particle wave function Ψ(r, t) is obtained by
solving the time-dependent Schrödinger equation (TDSE)
i}
∂Ψ(r, t)
∂t
= Hˆ(t)Ψ(r, t) =
[
− }
2
2m
∇2 + Vˆ (rˆ, t)
]
Ψ(r, t), (1.1)
with Vˆ (rˆ, t) denoting a time-dependent potential, ∇ the nabla operator, and
m the mass of the particle described [72, 73]. Often times a potential is com-
prised of a not explicitly time-dependent operator, such as the intramolecular
Coulomb potential, and an external perturbation in form an electromagnetic
field. For static potentials, i.e. V (r, t) = V (r), the total wave function can be
separated into spatial and temporal terms, Ψ(r, t) =
∑
j cj ϕj(r) fj(t), where
Ψ is expressed in terms of a basis set of eigenfunctions ϕj with expansion co-
efficients cj respective to their contribution to the total wave function. For a
single eigenstate ϕj of the Hamiltonian Hˆ, Eq. (1.1) becomes
ϕj(r) i}
∂fj(t)
∂t
= fj(t)
[
− }
2
2m
∇2 + V (r)
]
ϕj(r), (1.2)
i}
fj(t)
∂fj(t)
∂t
=
1
ϕj(r)
[
− }
2
2m
∇2 + V (r)
]
ϕj(r). (1.3)
As time and spatial dependencies can be separated to the left-hand and right-
hand side of Eq. (1.3), both sides must equal a constant. This constant is the
state’s energy Ej . Inserting this constant into Eqs. (1.2) & (1.3), two ordinary
differential equations can be derived:
1
fj(t)
∂fj(t)
∂t
= − iEj
}
, (1.4)[
− }
2
2m
∇2 + V (r)
]
ϕj(r) = Ejϕj(r). (1.5)
The latter equation is known as the time-independent Schrödinger equation
and ϕj(r), consequently, the stationary solution to the system for an individual
state. The solution of the former time-dependent equation can readily be found
to be
fj(t) = fj(t0) · e−iEjt/}, (1.6)
where fj(t0) is an integration constant, which can be included in cj . The state’s
wave function can then be written as
Ψj(r, t) = cj e
−iEjt/} ϕj(r). (1.7)
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As Eq. (1.7) was built from a single eigenstate, Ψj(r, t) = cj ϕj(r) fj(t), it
represents only a particular solution to the time-dependent Schrödinger equa-
tion (1.1). The general solution is a linear combination of all possible eigenstates
and their respective expansion coefficients cj :
Ψ(r, t) =
∑
j
cj e
−iEjt/} ϕj(r). (1.8)
In the next section it will be shown how to use the time-dependent Schrödinger
equation to solve a wave function’s temporal evolution numerically without
employing the eigenstate representation.
1.1.2 Time-Evolution Operator
On a base level, the goal of this work is to analyze many-particle quantum
systems after they have been affected by time-dependent perturbations. The
physical quantity used to achieve this is the wave function |ψ(t)〉 itself. Gen-
erally, the temporal evolution of any given system is fully characterized by the
Hamiltonian Hˆ(t), which is comprised of both, components dependent and in-
dependent of time. To describe how a system evolves from any given initial
state |ψ(t0)〉 into a final state |ψ(t)〉, one defines the time-evolution operator or
propagator Uˆ(t, t0) [74]:
|ψ(t)〉 := Uˆ(t, t0) |ψ(t0)〉 . (1.9)
Such an operator has to have certain properties to be physically viable:
1. Unity
The propagator must conserve the system’s norm, i.e.
P (t) = 〈ψ(t)|ψ(t)〉 = 〈ψ(t0)|Uˆ †Uˆ |ψ(t0)〉 = 〈ψ(t0)|ψ(t0)〉 , (1.10)
which is fulfilled for Uˆ † = Uˆ−1.
2. Time continuity
The state has to remain unchanged, when start and end point coincide,
i.e. when t0 = t:
Uˆ(t, t) = 1. (1.11)
3. Composition property
The final state has to be the same regardless of whether it is reached in
one step (t0 → t2) or in multiple steps (t0 → t1 → t2):
Uˆ(t2, t0) = Uˆ(t2, t1) Uˆ(t1, t0), (t2 > t1 > t0). (1.12)
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Also note that since Uˆ operates to the right, the order of multiple such
propagators matters.
4. Time reversal
By exchanging start and end point, the time-reversal propagator is de-
fined:
Uˆ(t0, t) Uˆ(t, t0) = 1, (1.13)
implying Uˆ(t0, t) = Uˆ−1(t, t0).
By inserting the time-evolution operator from Eq. (1.9) into the TDSE, Eq. (1.1),
the time dependence is shifted from the state vector to the propagator (atomic
units employed, me = e = ke = } = 1, ke being Coulomb’s constant):
Hˆ(t) |ψ(t)〉 = Hˆ(t) Uˆ(t, t0) |ψ(t0)〉 = i ∂
∂t
Uˆ(t, t0) |ψ(t0)〉 . (1.14)
As Eq. (1.14) holds true for every possible initial state |ψ(t0)〉, it must hold true
for the operators themselves:
Hˆ(t) Uˆ(t, t0) = i ∂
∂t
Uˆ(t, t0). (1.15)
The goal is now to express Uˆ(t, t0) solely in terms of the active Hamiltonian.
Integration over time on both sides leads to
Uˆ(t, t0) = 1− i
∫ t
t0
dt1Hˆ(t1)Uˆ(t1, t0), (1.16)
where the integration constant is derived from the time continuity property.
Continuing with this iterative approach, a Neumann series,
Uˆ(t, t0) =1− i
∫ t
t0
dt1Hˆ(t1) + (−i)2
∫ t
t0
dt1
∫ t1
t0
dt2Hˆ(t1)Hˆ(t2) + . . .
+ (−i)n
∫ t
t0
dt1
∫ t1
t0
dt2 · · ·
∫ tn−1
t0
dtnHˆ(t1)Hˆ(t2) · · · Hˆ(tn) + . . . ,
(1.17)
is found, where t1 > t2 > . . . > tn describe the ordering of the time-dependent
Hamiltonians. By introduction of a time-ordering operator Tˆ and utilization
of symmetry properties, the individual terms of Eq. (1.17) can be written as
Uˆn =
(−i)n
n!
∫ t
t0
dt1
∫ t
t0
dt2 · · ·
∫ t
t0
dtnTˆ Hˆ(t1)Hˆ(t2) · · · Hˆ(tn). (1.18)
Finally, summation over all terms yields the Dyson series [75]:
Uˆ(t, t0) =
∞∑
n=0
Uˆn(t, t0) = Tˆ e−i
∫ t
t0
dτHˆ(τ)
. (1.19)
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Eq. (1.19) represents the most general form of the propagator describing systems
not only with a time-dependent Hamiltonian, but also the property of the
Hamiltonian not commuting with itself for different times. A typical example
for such a system would be a spin–12 particle in a magnetic field changing its
polarization over time.
On the other hand, systems of electric fields whose amplitudes vary over time –
as covered in this work – have Hamiltonians that do not commute for different
times. However, by numerically calculating Uˆ for sufficiently small time steps
∆t, where Hˆ(t) can be assumed constant on time intervals t −→ t + ∆t, the
time-ordering operator Tˆ can be dropped for ∆t > 0. This is the so-called
short-time approximation. The time-evolution operator then reads
Uˆ(t+ ∆t, t) = e−i
∫ t+∆t
t Hˆ(τ)dτ ≈ e−i Hˆ(t)∆t. (1.20)
For estimating evolution over longer periods of time, Uˆ(t+ ∆t, t) simply has to
be applied consecutively on the initial state:
|ψ(t)〉 = Uˆ(t, t0) |ψ(t0)〉 =
(
N∏
n=0
Uˆ(tn + ∆t, tn)
)
|ψ(t0)〉 . (1.21)
How Uˆ(t+ ∆t, t) is applied numerically to a wave function will be explained in
the next section.
1.1.3 Split-operator Technique
Application of the time-evolution operator on a given state heavily depends on
the composition of the system’s Hamiltonian. In general, a Hamiltonian can be
written as
Hˆ(t) = Tˆ + Vˆ (t), (1.22)
where Tˆ is the kinetic energy operator, and Vˆ the operator of a potentially
time-dependent potential. The former is typically expressed in terms of the
momentum operators pˆj , where j differentiates particles, the latter, Vˆ , on the
other hand in terms of particle positions rˆj . When solving the Schrödinger
equation numerically using the short-time approximation, both Tˆ and Vˆ are
assumed to be constant during a single time step ∆t as long as Vˆ only has
a spatial dependence otherwise (e.g. Coulomb interactions). While in spatial
representation, Vˆ can simply be multiplied onto a given wave function,
e−i Vˆ (rˆ)∆t |ψ(t)〉 = e−iV (r)∆t |ψ(t)〉 , (1.23)
the momentum operator pˆ, however, is expressed as a derivative with respect
to the positional coordinate: pˆ = −i}∇r. Therefore, an application of pˆ in
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momentum space is convenient, as it there simplifies to a mere multiplication
as well:
e−i Tˆ (pˆ)∆t F |ψ(t, r)〉 = e−iT (p)∆t |ψ˜(t,p)〉 . (1.24)
Here, F represents the Fourier transformation to momentum space, see Sec. 1.5.
At this point, the infinitesimal propagator Uˆ(t+ ∆t, t) reads [76]
Uˆ(t+ ∆t, t) = e−i Hˆ∆t = e−i(Tˆ+Vˆ )∆t. (1.25)
By splitting propagator Uˆ into those parts, which can be applied by multipli-
cation in real space and – after Fourier transformation – in momentum space,
a numerically efficient solution is obtained.
According to the weaker form of the Baker-Campbell-Hausdorff formula [77],
operators Xˆ and Yˆ connected via exponential function can be separated as
eXˆ+Yˆ = eXˆ eYˆ e−
1
2 [Xˆ,Yˆ ], (1.26)
where [Xˆ, Yˆ ] denotes the commutator between Xˆ and Yˆ . As [Tˆ , Vˆ ] can only be
applied numerically in a cost-inefficient way, an approximation is in order [78].
Simple omission of the commutator part is commonly known as Lie splitting
[79]:
eXˆ+Yˆ = eXˆ eYˆ . (1.27)
Employing Tˆ and Vˆ , the Taylor expansion corresponding to the left-hand side
of Eq. (1.27) up to the second order in ∆t yields
e−i(Tˆ+Vˆ )∆t = 1− i (Tˆ + Vˆ )∆t
+
(−i)2
2 !
(
Tˆ 2 + Tˆ Vˆ + Vˆ Tˆ + Vˆ 2
)
∆t2 +O(∆t3), (1.28)
where O(∆t3) represents higher-order terms, while the terms in blue depend on
the order of the operators. Expanding the separated exponentiated operators
(cf. right-hand side of Eq. (1.27)),
e−i Tˆ∆t e−i Vˆ∆t = 1− i Tˆ∆t− i Vˆ∆t
+
(−i)2
2 !
(
Tˆ 2 + Vˆ 2 + 2 Tˆ Vˆ
)
∆t2 +O(∆t3), (1.29)
one already finds a divergence in the second order in ∆t compared to the
exact solution. More accurate approximations can be achieved by a symmetric
splitting of the operators, so-called Strang splitting [80]. For the calculations
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presented here, symmetric splitting of Vˆ is applied,
e−i Vˆ∆t/2 e−i Tˆ∆t e−i Vˆ∆t/2 = 1− i Vˆ ∆t
2
− i Tˆ∆t− i Vˆ ∆t
2
+ (−i)2
(
Vˆ Tˆ +
Vˆ 2
2
+ Tˆ Vˆ
)
∆t2
2
+
(−i)2
2 !
(
Vˆ 2
4
+ Tˆ 2 +
Vˆ 2
4
)
∆t2 +O(∆t3)
= 1− i (Tˆ + Vˆ )∆t
− 1
2
(
Tˆ 2 + Tˆ Vˆ + Vˆ Tˆ + Vˆ 2
)
∆t2
+O(∆t3), (1.30)
which reduces the error to the third order in ∆t for the expense of an additional
N multiplications.
With this we arrive at the final form of the infinitesimal propagator Uˆ(t+∆t, t)
as it is used throughout this work:
|ψ(t+ ∆t)〉 = e−i Vˆ∆t/2 F−1 e−i Tˆ∆t F e−i Vˆ∆t/2 |ψ(t)〉 . (1.31)
It should be noted that further splitting is possible. A common splitting pro-
cedure involving seven exponential functions was found to reduce the error in
∆t to the fourth order making it even more accurate [81]. However, as more
Fourier transformations and multiplications have to be computed – and above-
mentioned splitting proofed working – its usage for this work was forgone.
1.1.4 Imaginary Time Propagation
To analyze a temporal evolution of a given quantum system, it is crucial to
know its eigenstates. One way to obtain them numerically is given by the
imaginary time propagation, also known as relaxation method [82].
Starting point is the time-evolution operator from Eq. (1.25) with a variable
transformation of ∆t −→ −i ∆t. As will be seen, this transformation has some
convenient consequences. A state’s temporal evolution is then given as
|ψ(t+ ∆t)〉 = e−Hˆ∆t |ψ(t)〉
=
∑
n
e−Hˆ∆t 〈ϕn|ψ(t)〉 |ϕn〉
=
∑
n
e−En∆t 〈ϕn|ψ(t)〉 |ϕn〉 ,
(1.32)
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where the inserted projector
∑
n |ϕn〉〈ϕn| = 1 is used to express the wave func-
tion |ψ〉 in terms of the eigenstates of Hˆ, i.e. {ϕn}. The initial wave function
|ψ(t = 0)〉 can be chosen almost arbitrarily as long as it is not orthogonal to
the ground state |ϕ0〉.
Effectively, the transformation to negative imaginary time changes how the
exponential term impacts the eigenstates {ϕn}: While an imaginary exponen-
tial, e−iEn∆t, acts phase-altering, a negative real-valued exponential dampens
the contribution of each individual eigenstate to the total wave function by a
factor of e−En∆t. This means, that by applying the imaginary time propagator
repeatedly, all contributions of the eigenstates will be suppressed according to
their eigenenergies En. Because of that the wave function has to be renormal-
ized for each step of the iteration. By doing so the relative contributions to
the total wave function of all states, but the ground state, get reduced over time.
A sensible criterion for deciding when a system has converged into the ground
state is given by comparing ground state eigenenergies for two consecutive time
steps. The ground state eigenenergy can readily be calculated from Eq. (1.32),
after reaching convergence:
E0(t+ ∆t) = − 1
2 ∆t
ln
(〈ψ(t+ ∆t)|ψ(t+ ∆t)〉
〈ψ(t)|ψ(t)〉
)
, (1.33)
where |ψ(t)〉 is normalized to 〈ψ|ψ〉 = 1, while |ψ(t+ ∆t)〉 is the wave function
before renormalization. Should the change in energy be lower than a certain
threshold ,
|E0(t+ ∆t)− E0(t)| < , (1.34)
convergence can be assumed. For the results presented in the following chap-
ters, the threshold value  was chosen to lie one order of magnitude above
double precision on a 32-bit computer (≈ 10−16), i.e. 10−15.
After calculating the ground state it is now possible to calculate the higher
states. For this, the same procedure is applied, however, at the beginning of
each time step, all lower states have to be projected out of wave function ψ
according to ∣∣ψ′(t)〉 = |ψ(t)〉 − m−1∑
n=0
〈ϕn|ψ(t)〉 |ϕn〉 , (1.35)
with m indicating the currently calculated state and |ψ′〉 being the wave func-
tion without contributions of lower states. By doing so, |ψ′〉 effectively becomes
the new lowest populated state.
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1.2 Born-Oppenheimer Approximation and its Lim-
its
Molecular systems are often described by the many-particle version of the
Schrödinger equation, Eq. (1.1). Analytically it can be solved for up to two-
particle systems, as there is no general closed form solution for the three-body
problem as of yet. While the Time-Evolution Operator and the Split-operator
Technique represent techniques for solving the time-dependent Schrödinger
equation numerically, typically approximations are made to describe many-
particle systems. One of these is the Born-Oppenheimer approximation, which
separates nuclear and electronic degrees of freedom. The molecular Hamilto-
nian is given as
Hˆtot = Tˆnucl(R) + Tˆel(x) + Vˆ (x,R), (1.36)
with R and x denoting the sets of nuclear and electronic coordinates [83, 84].
Tˆnucl(R) and Tˆel(x) are the kinetic energy operators of nuclei and electrons and
Vˆ (x,R) describes the Coulomb interactions of all particles involved. Utilizing
atomic units (me = e = ke = } = 1) they read:
Tˆnucl(R) = −
∑
α
1
2Mα
∇2α
Tˆel(x) = −
∑
i
1
2
∇2i
Vˆ (x,R) =
∑
i
∑
j>i
1
|xi − xj |︸ ︷︷ ︸
electron repulsion
+
∑
α
∑
β>α
ZαZβ
|Rα −Rβ|︸ ︷︷ ︸
nucleus repulsion
−
∑
i
∑
α
Zα
|xi −Rα|︸ ︷︷ ︸
attraction
.
(1.37)
Here, i and j are used for distinguishing electrons, α and β for the nuclei,
respectively, Zα,β indicate the nuclear charges. The idea is now to separate a
system’s nuclear and electronic motions, as they respond on different timescales:
With the nuclear mass M of a hydrogen atom being approximately 1800 times
larger than the electron mass me, nuclear motion acts much “slower” to the
same Coulomb force compared to the “fast” motion of electrons. While a sep-
aration into electronic and nuclear wave functions, which depend solely on
either electronic or nuclear coordinates, would be ideal, the attraction term
from Eq. (1.37) prohibits this. However, a separation into an electronic wave
function, which depends parametrically on the nuclear coordinate is possible,
as long as the parametric dependence is continuous and differentiable. The
separation of Eq. (1.36) is done according to
Hˆtot = Tˆnucl(R) + Hˆel, with (1.38)
Hˆel = Tˆel(x) + Vˆ (x,R). (1.39)
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Here, Hˆel represents the electronic Hamiltonian, whose eigenvalue equation is
satisfied by the adiabatic electronic wave functions ϕn(x;R):
Hˆelϕn(x;R) = n(R)ϕn(x;R). (1.40)
n(R) are the corresponding eigenenergies, which depend parametrically on the
nuclear coordinates1. The total wave function can then be expressed as
Ψtot(x,R) =
∑
n
ϕn(x;R)χn(R), (1.41)
where ϕn(x;R) denotes the electronic and χn(R) the nuclear part of the total
wave function Ψtot(x,R). The electronic wave functions {ϕn(x;R)} form a
complete basis set of orthonormal eigenvectors with χn(R) acting as their ex-
pansion coefficients with superscript n indicating individual electronic states:
〈ϕn|ϕn′〉x = δnn′ . (1.42)
Here it was only integrated over x, so that δnn′ holds for any choice of R. The
total Schrödinger equation can be written as∑
n
[
Tˆnucl(R) + Hˆel
]
ϕn(x;R)χn(R) = Etot
∑
n
ϕn(x;R)χn(R). (1.43)
Note, that up to this point no approximation has been made, and the new
representation of the Schrödinger equation is solely achieved by expressing it
in terms of the system’s eigenfunctions.
Using the definition
Tˆnucl(R) = −
∑
α
1
2Mα
∇2α :=∇2nucl (1.44)
Eq. (1.43) can be expanded into∑
n
[
∇2nucl + Hˆel
]
ϕnχn
⇐⇒
∑
n
∇2nuclϕnχn + Hˆelϕnχn
⇐⇒
∑
n
∇nucl
(
χn(∇nuclϕn) + ϕn(∇nuclχn)
)
+ χnHˆelϕn (1.45)
⇐⇒
∑
n
χn
(∇2nuclϕn)+ 2(∇nuclχn)(∇nuclϕn) + ϕn(∇2nuclχn)+ χnnϕn
= Etot
∑
n
ϕnχn.
1As will be seen later, it is these electronic eigenenergies which are the potential energy
surfaces used to describe the vibrational dynamics in the Born-Oppenheimer picture.
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Projecting Eq. (1.45) onto the electronic eigenstate ϕ∗m and integrating over the
electronic coordinates x yields
∇2nuclχm + mχm
+
∑
n
2 〈ϕm|∇nucl|ϕn〉x∇nuclχn + 〈ϕm|∇2nucl|ϕn〉x χn = Etotχm, (1.46)
where the orthonormality property from Eq. (1.42) was used. The last two terms
on the left hand side of the form T (k)mn = 〈ϕm|∇knucl|ϕn〉 (with k = 1, 2) describe
the coupling of different electronic states via derivatives with respect to nuclear
coordinates. They are called k -th-order non-adiabatic coupling elements, re-
spectively. They are neglected withing the Born-Oppenheimer approximation
leading to decoupled nuclear dynamics in different electronic states.
If only coupling terms between electronic states are neglected, but non-adiabatic
elements on the main-diagonal are maintained, Eq. (1.46) transforms into(∇2nucl + m + 〈ϕm|∇2nucl|ϕm〉)χm = Etotχm, (1.47)
which is known as Born-Huang approximation [85]. Note, that the first-order
non-adiabatic coupling element vanishes due to symmetry reasons: This is a
result of the orthonormality property of the electronic wave functions (1.42)
and the fact, that the ∇nucl-operator is Hermitian:
〈ϕn|ϕn〉 = 1
=⇒∇nucl 〈ϕn|ϕn〉 = 0
∇nucl 〈ϕn|ϕn〉 = 〈∇nuclϕn|ϕn〉+ 〈ϕn|∇nuclϕn〉
⇐⇒ 〈∇nuclϕn|ϕn〉 = −〈ϕn|∇nuclϕn〉
Hermitian property: 〈∇nuclϕn|ϕn〉 ≡ 〈ϕn|∇nuclϕn〉
=⇒ 〈ϕn|∇nuclϕn〉 = −〈ϕn|∇nuclϕn〉 = 0.
(1.48)
For the Born-Oppenheimer approximation the diagonal correction term, i.e.
〈ϕm|∇2nucl|ϕm〉, is dropped as well, as it is much smaller compared to m due
to the nuclear mass entering into the denominator [86]. With this, the nuclear
Schrödinger equation in the Born-Oppenheimer approximation can be written
as [
Tˆnucl(R) + m(R)
]
χm(R) = Etotχm(R). (1.49)
Eq. (1.49) illustrates how the nuclear motion in the Born-Oppenheimer picture
is confined to a single electronic state and how it moves along the potential
energy surfaces determined by electronic eigenenergies m(R), obtained from
the electronic Schrödinger equation, Eq. (1.40) [87].
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Accuracy of the Born-Oppenheimer Approximation
When operating in the Born-Oppenheimer approximation it is important to
have an understanding of when it is accurate and when it breaks down. In
the last section we saw that the approximation’s core components are the non-
adiabatic coupling elements T (1)mn and T
(2)
mn with m 6= n. As the latter includes
the square of the nuclear gradient operator ∇nucl (1.44), it is fair to assume
T
(2)
mn
T
(1)
mn
 1, (1.50)
as ∇nucl depends on the nuclear mass [83]. As of this, an estimation of T (1)mn
shall suffice: It can be found that
〈ϕm|∇nucl|ϕn〉 = 〈ϕm|[∇nucl, Hˆel]|ϕn〉
n − m , (1.51)
with m and n6=m describing the eigenenergies of electronic eigenstates ϕm and
ϕn6=m, respectively. With this, it becomes apparent that the non-adiabatic
coupling terms dramatically increase in the vicinity of two potential energy
surfaces getting close to each another, i.e. when m ≈ n.
Furthermore, Medvedev and Osherov [83] found corrections to wave func-
tion and energy derived via perturbation theory:
δΨnν ≈ κ3(/∆)2 Ψn′ν′ (1.52)
δEnν ≈ κ6(/∆)3. (1.53)
Here, ν depicts the current vibrational state,  the electronic energy and ∆
the energy separation of electronic states with κ = (1/M)1/4 being the Born-
Oppenheimer parameter in atomic units.
1.3 Field Propagation Methods
1.3.1 Field-interaction Hamiltonian
The simulations conducted for this work cover multiple charged particles in the
presence of electromagnetic fields. For this, the field-interaction Hamiltonian,
Hˆint(t), is derived for a single particle by solving the Euler-Lagrange equation.
As such, a classical derivation serves as a means to formulate the quantum me-
chanical representation of the Hamiltonian (correspondence principle). From
this, the total Hamiltonian, Hˆ(t), is constructed by additionally introducing a
potential describing the Coulomb interaction between several particles.
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The Lagrangian function L satisfies the Euler-Lagrange equation
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0, (1.54)
where qi is in general a function of time, qi(t), and describes the generalized
coordinate with i indexing the vector’s components. Therefore, the Lagrangian
itself is a function of the generalized coordinate, its time-derivative and time,
L = L(q, q˙, t). Once L has been determined, the Hamiltonian function H can
be derived as a conserved quantity of the system via
H(q,p, t) =
∑
i
piq˙i − L(q, q˙, t), (1.55)
where pi is the generalized momentum defined as
pi(q, q˙, t) =
∂L
∂q˙i
. (1.56)
To find L, the equation of motion (EOM) will be compared to the Euler-
Lagrange equation, Eq.(1.54). For a single particle in an electromagnetic field,
the EOM is defined by the Lorentz force and reads
F =
d
dt
(m r˙) = q (E+ r˙×B), (1.57)
where the generalized coordinate was chosen as q = r = (x, y, z). Note, that
q in non-bold notation and without index still represents the particle’s electric
charge. F,E and B correspond to the vectorized force, electric, and magnetic
field with the latter two defined via vector potential A and scalar field φ:
E = −∂A
∂t
−∇φ, (1.58)
B =∇×A. (1.59)
From the EOM in x direction one finds
d
dt
(mx˙) = qEx + q (y˙Bz − z˙By)
= q
(
−∂Ax
∂t
− ∂φ
∂x
)
+ q
(
y˙(
∂Ay
∂x
− ∂Ax
∂y
)− z˙(∂Ax
∂z
− ∂Az
∂x
)
)
= q
∂
∂x
(Axx˙+Ayy˙ +Az z˙ − φ)− q
(
∂Ax
∂t
+ x˙
∂Ax
∂x
+ y˙
∂Ax
∂y
+ z˙
∂Ax
∂z
)
= q
∂
∂x
(Ar˙− φ)− qdAx
dt
, (1.60)
where the blue terms q x˙∂Ax∂x have been inserted on the third line. After bringing
all terms to the left-hand side,
d
dt
(mx˙+ qAx)− ∂
∂x
(qAr˙− qφ) = 0, (1.61)
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the equation takes the shape of the Euler-Lagrange equation, Eq.(1.54). From
the term of the partial derivative, the Lagrangian can be deduced to take the
shape
L = qAr˙− qφ+ f(x, x˙), (1.62)
where f(x, x˙) must satisfy ∂f/∂x = 0. Assuming the scalar field to be only
coordinate-dependent, i.e. φ = φ(x, y, z), Eq.(1.62) can be inserted into the first
term of the Euler-Lagrange equation, Eq.(1.54). After comparing to Eq.(1.61),
one finds
d
dt
∂L
∂x˙
=
d
dt
(
qAx +
∂f
∂x˙
)
!
=
d
dt
(mx˙+ qAx), (1.63)
which holds true for f(x, x˙) = m2 x˙
2. Including the other directions, the com-
plete Lagrangian reads
L = qAr˙− qφ+ m
2
r˙2. (1.64)
Using Eq.(1.56), the generalized momentum is found as
p(q, q˙, t) = mq˙+ qA, (1.65)
where the first term describes the mechanical momentum, while the latter cor-
responds to the field-induced momentum. Consequently, the generalized coor-
dinate can be expressed as q˙ = p/m−qA/m. Inserting the generalized momen-
tum and the Lagrangian, Eq.(1.64), into the Hamiltonian function, Eq.(1.55),
H(q,p, t) =
∑
i
piq˙i − L(q, q˙, t)
= p
p− qA
m
− qAp− qA
m
+ qφ− m
2
(
p− qA
m
)2
=
p2 − qpA− qAp+ q2A2
m
− p
2 − qpA− qAp+ q2A2
2m
+ qφ
=
1
2m
(
p2 − qpA− qAp+ q2A2)+ qφ
=
1
2m
(p− qA)2 + qφ, (1.66)
the Hamiltonian function H(q,p, t) of a single particle interacting with an
electromagnetic field is found. By replacing p with its operator counterpart, pˆ,
the interaction Hamiltonian Hˆint is constructed:
Hˆint(t) = 1
2m
(pˆ− qA)2 + qφ. (1.67)
For numerical implementation, it is beneficial to have the Hamiltonian Hˆint in
an as simple as possible representation. As the electric and magnetic fields
are the only relevant physical quantities, there exists some freedom in choosing
vector potential A and scalar field φ without changing the values of E and B,
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the so-called gauge invariance2 [88]. As the electric field will be expressed via
Eq.(1.58), it is convenient to construct the scalar field as φ = 0. Expanding the
bracket of Eq.(1.66) yields
Hˆint = 1
2m
(
pˆ2 − q(pˆA+Apˆ) + q2A2), (1.68)
where the momentum has been exchanged for its operator counterpart. Note,
that the mechanical momentum pˆ in real-space representation corresponds to
the derivative with respect to the particle’s position: pˆ = −i}∇r. Because
of this, the order of pˆ and A matters. However, further simplification can be
achieved by operating in the Coulomb gauge [89] (∇ ·A = 0), where pˆ and A
commute, pˆA = Apˆ.3 Finally, the last term of Eq.(1.68) can be neglected for
light sources with comparatively low intensities of up to 1015 Wcm−2, as it is
small compared to the other terms.
For a collection of N charged particles, the total Hamiltonian can then be
generalized as
Hˆ(t) =
N∑
i=1
[
pˆ2i
2mi
− qi
mi
Apˆi
]
+
N∑
i=1
j>i
Vˆ (ri, rj), (1.69)
where the last term describes Coulomb interaction between different particles.
1.3.2 Length vs. Velocity Gauge
In the last section, the Coulomb gauge was used to simplify the Hamilto-
nian Hˆ(t) leading to Eq. (1.69). When applying this Hamiltonian during prop-
agation, one operates in the so-called velocity gauge. However, this is not the
only imaginable gauge of “simple” shape. While operating in different gauges
does not change the physics behind the equations, the numerical implementa-
tion of one gauge over another might be advisable, as the investigated systems
are described on grids of finite size (see Sec. 1.5). For this, we will derive the
Hamiltonian for operation in length gauge, HˆLG. As the name suggests, the
interaction term of HˆLG acts on a grid describing a wave function in real-space
representation, while the interaction term(s)4 in velocity gauge are applied in
momentum-space representation.
The relationship of the physical quantities of the electric and magnetic fields
E and B with vector potential A and scalar field φ were presented in the last
2The next section goes into more detail on the application of different gauges.
3Note that the Coulomb gauge does not automatically imply φ = 0. However, both
properties, ∇ ·A = 0 and φ = 0, can be satisfied at the same time.
4In general, two terms have to be applied for the interaction in velocity gauge, however,
for relatively weak fields the A2 term is usually dropped.
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section, Eqs. (1.58) & (1.59). Applying a gauge transformation in the shape of
φ −→ φ− 1
c
∂χ
∂t
, (1.70)
A −→ A+∇χ, (1.71)
leaves E and B unchanged, as
(∇×∇)χ = 0 for any χ. (1.72)
Here, χ is the so-called generating function. Operation in the velocity gauge
(VG), as seen in the last section, is represented by
φVG = 0, (1.73)
AVG = AVG(t), (1.74)
where the electric dipole approximation is employed, effectively dropping the
spatial dependence of the vector potential (see Sec. 1.4). By introducing a gauge
transformation with the generating function
χ = −r ·AVG, (1.75)
the length gauge is obtained:
φLG = −1
c
∂χ
∂t
=
1
c
∂
∂t
r ·AVG = r · 1
c
∂AVG
∂t
= −r ·E, (1.76)
ALG = AVG +∇(−r ·AVG) = AVG −AVG = 0. (1.77)
Using Eq. (1.55), the Hamiltonian in length gauge can be expressed as
HˆLG(t) =
N∑
i=1
[
pˆ2i
2mi
− qi rˆi ·E(t)
]
+
N∑
i=1
j>i
Vˆ (ri, rj), (1.78)
where the classical momentum and spatial position variables have been substi-
tuted for their quantum mechanical operator counterparts.
Propagation of the systems used in this work yielded the same dynamics for
either Hamiltonian, length or velocity gauge. As a consequence, either gauge
can be used for an accurate description. However, a special situation arises,
when a single particle gets separated from the rest, as can be the case for an
electron after emission: In the limit of ri −→ ±∞, while other particles remain
bound, the terms of the Coulomb potential describing the emitted particle’s
interactions go to zero and can be neglected (cf. chapter 3). Separating this
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part from the wave function, the Hamiltonian for the particle far from the
others simplifies to
HˆLGfar =
pˆ2
2m
− q rˆ ·E, (1.79)
HˆVGfar =
pˆ2
2m
− q
m
Apˆ. (1.80)
Here, the Hamiltonian in velocity gauge, Eq. (1.80), only contains the momen-
tum operator, and hence is solely applied in the Fourier domain. As the evo-
lution of this part can exclusively be described in momentum space, the spa-
tial coordinate can be dropped entirely. This is especially advantageous for
propagations, where parts of the wave function get driven to large coordinates
(cf. Ch. 3) as they would get reflected at a grid’s end5. Covering these cases
would usually require big spatial grids, which in turn scale computational costs
tremendously. To combat this, it is advisable to employ smaller grids and
propagate isolated particles separately with the Hamiltonian in velocity gauge.
The next section, Cut-off Functions, goes into more detail.
1.3.3 Cut-off Functions
A common area of molecular investigations concerns dissociative and ionizing
processes. While “bound” dynamics occur in the vicinity of a studied system,
the process of electron emission covers regions far from the system’s initial po-
sition. Consequently, large numerical grids are required to describe situations,
where the emitted part and the remaining bound part of the system are de-
scribed at the same time. However, often it is possible to separate the system’s
total wave function into an inner and and outer, asymptotic region [90]:
ψtot = ψin + ψout. (1.81)
As introduced in the last section, 1.3.2 – Length vs. Velocity Gauge, the parts
of a wave function describing individual particles spatially far from others,
i.e. ψout, have vanishing Coulomb interaction terms, and thus a different Hamil-
tonian, Hˆfar, when being propagated. Utilizing this Hamiltonian in the velocity
gauge, Eq. (1.80), propagation takes place exclusively within momentum space.
While this is computationally beneficial on its own, it also allows to drop the
spatial representation at all times, which means, that a spatial description of
the entire system can be limited up to the point, where particles start to be
considered emitted. By doing so, dissociative processes and ionization can be
well described.
5An inherent property of numerical implementation.
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To split the outer part from the total wave function a so-called cut-off function,
c(x), is introduced as
ψout,new(x,R) = c(x) · ψtot(x,R), (1.82)
ψin(x,R) = [1− c(x)] · ψtot(x,R). (1.83)
This cut-off function is applied after each time-step during the propagation, so
that the parts of the wave function, which get separated, are “collected”. After
the new parts within the outer regions have been identified they are added
coherently to the parts that have reached the outer region before them,
ψout(px, R, t+ ∆t) = ψout(px, R, t) + Fx ψout,new(x,R), (1.84)
where Fx is the Fourier transform with respect to the x coordinate. In this
context, “adding coherently” simply means that the outer part of the wave
function has to be propagated as well – although with its own Hamiltonian,
i.e. HˆVGfar .
Special care has to be taken when selecting an appropriate cut-off function, c:
A sharp cut-off function – with the extreme being a Heaviside step function
θ – induces higher frequency components in the momentum domain requiring
larger momentum grids [91]. For this reason, a smooth function has to be
chosen. The investigations presented in Ch. 3 are obtained by employing a
two-dimensional grid, using x and R to describe an electronic and a nuclear
coordinate, respectively. In that scenario, a cut-off function, c(x,R), has been
defined as
c(x) =
[
1 + e(|x|−
3
4
xmax)
Rmax
xmax
β
]−1
, (1.85)
where xmax and Rmax are the maximum coordinates of their respective grids,
while β acts as smoothing parameter. Fig. 1.1 shows c(x) employing the param-
eters from Ch. 3. A cut-off function like this means that electrons, which have
reached a certain distance from a molecule located at x = 0Å are considered
as not coming back and hence being emitted.
While it seems obvious to describe a cut-off function in terms of the position
where it starts to take effect, the actual position is of less importance once
a certain threshold value on the respective spatial grid has been surpassed.
The shape of the cut-off function is more crucial. As will be shown in Sec. 1.5,
spatial and momentum grids cannot be chosen independently from one another,
making the choice of a cut-off function an important matter.
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Figure 1.1. Example cut-off function c(x) with xmax = 60Å, Rmax =
4Å and β = 7Å−1. Note, that the mask starts to take effect at around
|x| ≈ 40Å with certain ionization beyond |x| ≈ 50Å.
1.4 Electric Dipole Approximation
A propagating electric field as the solution to Maxwell’s equations is typically
described by its amplitude, potentially an envelope function, and a trigonomet-
ric dependence on a phase factor. Latter is generally expressed in terms of the
field’s angular frequency ω and its wave vector given by k so that
E(r, t) ∝ ei(ωt−k·r), (1.86)
where k = ω/c · nk = 2pi/λ · nk, with nk being the unit vector in propagation
direction and c the speed of light. Expanding the part dependent on the spatial
position, eik·r, into a Taylor series yields
eik·r = ei(ω/c)nk·r = 1 + i
ω
c
nk · r+ . . . , (1.87)
which can be approximated by its leading term for typical light fields and small
atoms or molecules. In general the relation
ω
c
r =
2pi
λ
r 1 (1.88)
must be satisfied for the approximation to hold.
ωt− k · r ≈ ωt (1.89)
is commonly known as the electric dipole approximation [92]. The molecules
covered in this work extend over a region of 10Å, while the shortest wavelength
employed is 39.5nm, thus easily meeting the approximation’s conditions. Note
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Figure 1.2. Limits of the dipole approximation for a hydrogen atom.
While short wavelengths ultimately lead to a breakdown of the dipole
approximation, long wavelengths in combination with high field in-
tensities can encompass magnetic and relativistic effects as well. The
green dotted area indicates the regions, where the dipole approxima-
tion is applicable for a hydrogen atom. Source (modified): Ludwig,
Andre, et al. "Breakdown of the dipole approximation in strong-field
ionization." Physical Review Letters 113.24 (2014): 243001. [93]
that strong fields accelerate electrons of the molecule to regions beyond 10Å,
however, for the calculations presented, this only happens after the fields are
already gone, so that the approximation can still be applied.
Low-frequency Limit
As every natural electric field is accompanied by a magnetic field, there ex-
ists also a low-frequency, intensity-dependent limit on the dipole approxima-
tion [93]. Figure 1.2 highlights the regions, where the dipole approximation is
applicable. As the employed fields are within the boundaries of the “dipole
oasis”, the low-frequency, intensity-dependent limit is not met.
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1.5 Numerical Discretization and Discretized Fourier
Transformations on Grids
Traditional computers perform calculations pointwise, i.e. for a given input
value an output value is produced. For this, functions f(x) are discretized and
represented on a grid fn with N being the total number of points within the
grid and n the current point’s position or index. If a function is derived from
already discretized quantities, their discretization or grid size is also defining
the function’s discretization:
fn = f(xn) with xn = x0 + n · dx , n ∈ {0, 1, 2, ..., N − 1}. (1.90)
Here, x0 is the starting value of the grid and dx its spacing. If computational
resources allow it, it is usually best to discretize a function by as many points
as possible and/or small spacing dx. However, for some quantities special care
has to be taken:
If two variables are connected via Fourier transformation F , their discretiza-
tions are not independent. An example of such variables would be spatial
coordinate x and momentum p:
ψ˜(p) = F ψ(x) = 1
2pi
∫
ψ(x) e−ipxdx, (1.91)
ψ(x) = F−1 ψ˜(p) =
∫
ψ˜(p) eipxdp, (1.92)
with ψ˜ marking the Fourier transform of ψ and F−1 being the backward trans-
formation6.
Of course, computing Fourier transforms on discretized variables also requires
a discretized definition thereof:
ψ˜(pj) =
1
2piN
N−1∑
k=0
ψ(xk)e
−ipjxk , (1.93)
ψ(xk) =
N−1∑
j=0
ψ˜(pj)e
ipjxk , (1.94)
with j and k being indices of their respective grids. As the Fourier transform will
be employed for solving the time-dependent Schrödinger equation (Sec. 1.1.3 –
Split-operator Technique, p. 11), parameters specifying spatial and momentum
grids must be chosen carefully, so that the wave function ψ and its transform
ψ˜ are always sufficiently and unambiguously described.
6It should be pointed out, that there is some freedom in assigning the prefactor for the
forward and backward transformations and other definitions of Eqs. (1.91) and (1.92) do exist.
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The spatial resolution and the total covered real space, i.e dx and N · dx, also
define dp and the covered momentum space N · dp with
dp =
2pi
N · dx. (1.95)
Note, however, that while the momentum resolution and covered momentum
space follow from the choice of the real space grid, there exists some freedom
for choosing the range of the momentum grid, i.e. the starting point of the grid.
This stems from the fact, that the momentum representation is periodic on the
momentum grid. Consequently, one point on the momentum grid corresponds
– in principle – to several momenta [94,95].
For the investigations conducted in this work, a momentum grid is chosen as
pn =
n · dp, n ∈ {0, 1, 2, ..., N/2− 1},(n−N) · dp, n ∈ {N/2, N/2 + 1, ..., N − 1}, (1.96)
consisting of the value zero, N/2− 1 positive, and N/2 negative values.
As the numerical calculations of Fourier transforms as in Eqs. (1.93, 1.94) are
computationally highly demanding, it is advised to employ the “FFTW 3” li-
braries (“Fastest Fourier Transform in the West”), which make use of sym-
metry properties to fasten the calculation [96]. Value zero in the momentum
grid is a requirement of the FFTW 3 libraries, while the choice for the positive
and negative lobes of the momentum grid is motivated by the employed model
system, Ch. 2, where particle acceleration occurs equally in forward (positive
momenta) and backward direction (negative momenta).

Chapter
Shin-Metiu Model 2
The Shin-Metiu model [97, 98] constitutes the basis of the investigations pre-
sented in Chapters 3 and 4 and will be introduced here, while specific imple-
mentation is given in the respective chapters. Section 2.1 presents the original
system from 1995, employing a single electron, while Sec. 2.2 covers the exten-
sion by a second electron as first introduced by Engel and coworkers in 2004 &
2012 [65,68].
2.1 Single-electron Version
In 1995 Seokmin Shin and Horia Metiu published a study of non-adiabatic
effects on the charge transfer rate [97]. Therein, an artificial molecular model
system is assembled, where three ions and one electron are strung on a line.
The ions are described as nuclei with a charge of Z = Z1 = Z2 = 1 elementary
charges, thus resembling an ionized linear version of H2+3 , with two of the
nuclei being stationary at the left- and right-hand side, marking the outer
boundaries of the molecule. The remaining nucleus and the electron are mobile
and able to move along the molecule’s axis, described by the coordinates R and
x, respectively. Fig. 2.1 shows the particle configuration.
The strength of the model lies in its simplicity. By having only two degrees of
freedom – the mobile nucleus and electron in a single dimension – the dynamics
of the system can be solved numerically without the Born-Oppenheimer approx-
imation. In particular, charge-transfer processes, where the nucleus moves from
one side of the molecule to the other, are of interest, as the present electron can
act as instigator for the dynamics by “pulling” the nucleus to the other side, or
as inhibitor when it “glues” the nucleus to its side. The same is true vice versa,
when the nucleus moves and the electron instantaneously follows.
While simple, there do exist real-world systems, that are resembled by the
model: In doped zeolite1, a pair of an electron and a sodium ion can transition
1Doped zeolite actually inspired Shin and Metiu to come up with their model in the first
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Figure 2.1. Particle configuration of the original Shin-Metiu model
[97]. While the outer nuclei are fixed at their positions, the middle
nucleus and the electron can move along the molecule’s axis according
to their coupled dynamics or applied, external fields.
from one zeolite cage to a neighbouring one corresponding to a charge transfer
[99–101]. In a more general way, the moving ion can be viewed as a particle of a
“medium” which is displaced as the electron changes locations, thus describing
polarization [97].
The other big strength of the Shin-Metiu model stems from the fact, that by
varying a single parameter in the description of the system’s potential, the
dynamics can be switched from a more adiabatic to a diabatic type.
2.1.1 Potential
The potential V (x,R) of the single-electron Shin-Metiu model reads (in atomic
units)
V (x,R) =
Z1 Z
|L/2−R| +
Z2 Z
|L/2 +R| −
Z1 erf(|L/2− x|/Rf)
|L/2− x|
− Z2 erf(|L/2 + x|/Rf)|L/2 + x| −
Z erf(|R− x|/Rc)
|R− x| , (2.1)
where ±L/2 with L = 10Å are the fixed nuclei’s positions, while Rf and Rc
are truncation parameters to describe the Coulomb interaction between the
electron and the fixed nuclei (Rf) and the mobile nucleus (Rc), respectively.
The Coulomb interaction is further expressed via the error functions (erf) in
order to avoid numerical instabilities. (See next section for more details.)
Fig. 2.2a shows the system’s potential for parameters of Z = Z1 = Z2 = 1
and Rf = Rc = 1.5Å. The pattern loosely resembles the letter “z”, where the
horizontal bars correspond to electronic positions near the fixed outer nuclei,
while the diagonal bar represents positions near the mobile nucleus. In contrast,
Fig. 2.2b shows the potential for a configuration with Rc = 2.5Å resulting in
deeper wells at the outer nuclei, and a lower one around the mobile nucleus.
place.
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Figure 2.2. Potential V (x,R) for the single-electron Shin-Metiu
model. Nuclear charges chosen homogeneously as Z = Z1 = Z2 = 1
elementary charges with truncation parameters Rf = 1.5Å, Rc = 1.5Å
(a) and Rc = 2.5Å (b). The outer nuclei are positioned at ±L/2 =
±5Å.
2.1.2 Error-function
As seen in the last section, the truncation parameters Rf and Rc can be used to
change the system’s behaviour. While Sec. 2.1.3 will show the ensuing influence
of the parameters on the system’s potential energy surfaces V 1en (R), the error
function as well as their terms in the potential V (x,R), Eq. (2.1), are described
here.
Fig. 2.3a depicts erf(|x|/Rc) for a change in the coupling constant of the electron
and the mobile nucleus. For Rc = 1.5Å the pure error function takes values
between (0,1), where the minimum is approached for the limes of |x| −→ 0 and
the maximum for |x| −→ ∞.
Switching to the larger value, Rc = 2.5Å, these properties are retained, how-
ever, the function’s width has increased, meaning that both values are ap-
proached slower.
Turning to the full term, −Z erf(|R−x|/Rc)/|R−x|, the full picture is revealed
(cf. Fig. 2.3b): The smaller the truncation parameter Rc, the larger the contri-
bution of the full coupling term to the overall potential is, or in other words,
the larger Rc, the more shrouded the electron is from the mobile nucleus’ pull.
2.1.3 Potential Energy Surfaces for Weak and Strong Coupling
The system’s potential energy surfaces (PES) V 1en (R) describing the potential
energy for a given electronic state n and a nuclear position of R are retrieved
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Figure 2.3. a) Error function, erf(|x|/Rc), and b) full coupling term,
erf(|x|/Rc)/|x|, for different values of the truncation parameter, Rc,
describing the coupling between the system’s electron and mobile nu-
cleus.
from the eigenvalue problem
Hˆelψn(x;R) = V 1en (R)ψn(x;R), (2.2)
whereR acts as a parametric variable and V 1en (R) is the corresponding eigenvalue/-
energy. Numerically, the PES is calculated alongside the electronic eigen-
functions ψn(x;R) via imaginary-time propagation (Chapter 1.1.4). Within
the Born-Oppenheimer approximation (BOA), Chapter 1.2, these curves are
utilized for propagation assuming instantaneous electron reorganization after
changes of the nuclear position. While the accuracy of the dynamics described
by the BOA depends on any given system, the potential energy surfaces illus-
trate nuclear dynamics in general quite well.
Fig. 2.4a shows V 1en (R) for the four lowest electronic states n for a configuration
with parameters Rf = Rc = 1.5Å. Note in particular, the double-well structure
for the electronic ground state, as well as the separation of at least 1.28 eV from
the next higher electronic state, n = 1. In general, the closer two electronic
states are energetically, the more likely population transfer between these states,
if they are coupled. Consequently, the case of Rf = Rc = 1.5Å with a rather
big energy gap is coined “weak coupling” case [71].
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Figure 2.4. Potential energy surfaces V 1en (R) for the single-electron
Shin-Metiu model. Coupling parameters Rf and Rc are as indicated.
Chapter 3 will study the weak and strong coupling cases for the inter-
action between the electron and the mobile nucleus, a) and c).
The “strong coupling” case, on the other hand, is displayed in Fig. 2.4c, where
the truncation parameter Rc has been set to 2.5Å2. While the double-well
structure is retained for the electronic ground state, at the nuclear center po-
sition of R = 0Å the potential energy surfaces of two lowest states are merely
separated by 0.05 eV making non-adiabatic transitions highly likely.
The influence of Rf corresponding to the coupling of the electron and each of
the two fixed outer nuclei is shown in Fig. 2.4b and d. Here, the electronic
states remain well separated for various Rc values, while at the same time the
double-well structure is lost.
For the purpose of the research presented in this work, the investigation will
focus on the weak and strong coupling cases (Fig. 2.4a and c).
Fig. 2.5 shows the adiabatic electronic ground state ϕ0(x;R) for the two cou-
pling cases. While electronic density adiabatically adjusts to a change in nuclear
position for the weak coupling case (a), the density remains mostly station-
ary for the strong coupling case (b) until the molecular center at R = 0Å is
passed. There, the ground state abruptly has to have a density distribution on
2Note that the nomenclature of the “weak” and “strong” case corresponds to the non-
adiabatic transition occurring. The potential energy terms are actually larger for the “weak”
case, and smaller for the “strong” case.
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Figure 2.5. Electronic ground states ϕ0(x;R) for a) Rc = 1.5Å and
b) Rc = 2.5Å. While the electronic wave function adjust adiabatically
to a change in nuclear geometry for the weak coupling case (a), the
strong coupling case exhibits an avoided crossing at R = 0Å.
the molecule’s other side. Dynamics involving the avoided crossing at R = 0Å
thus exhibit a population transfer from the electronic ground state, n = 0, to
the first excited state, n = 1, which has its localization of electronic density as
the ground state, however, for the new nuclear orientation (not shown here).
2.2 Two-electron Version
The natural extension to the original Shin-Metiu model consists of the addition
of a second electron as has been done first by the group of Engel [68]. This new
degree of freedom, which is typically described by the coordinate y or x2, intro-
duces electron correlations to the system, i.e. Coulomb repulsion (Sec. 2.2.1)
and spin dynamics, if accounted for a spin-coupling mechanism (Sec. 2.2.2).
Fig. 2.6 displays the particle configuration of the extended system.
2.2.1 Potential
The potential of the two-electron Shin-Metiu model, V (x, y,R), comprises of
the one-electron potential, V (x,R), extended by a second set of Coulomb at-
traction terms for coupling of the new electron with the existing nuclei, as well
as a new term describing the Coulomb repulsion between the two electrons.
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Figure 2.6. Particle configuration of the extended Shin-Metiu model,
where another electron, described by coordinate y, is added.
Coordinate y corresponds to the new electronic degree of freedom:
V (x, y,R) =
Z1Z
|L/2−R| +
Z2Z
|L/2 +R| +
erf(|x− y|/Re)
|x− y|
− Z1 erf(|L/2− x|/Rf )|L/2− x| −
Z2 erf(|L/2 + x|/Rf )
|L/2 + x|
− Z1 erf(|L/2− y|/Rf )|L/2− y| −
Z2 erf(|L/2 + y|/Rf )
|L/2 + y|
− Z erf(|R− x|/Rc)|R− x| −
Z erf(|R− y|/Rc)
|R− y| . (2.3)
Like before, the Coulomb interaction is for numerical reasons implemented via
the error function. The truncation parameter further describing the electronic
repulsion is denoted as Re.
Fig. 2.7 shows the potential V (x, y,R0) for the nuclear configuration of R0 =
−2.05Å, which corresponds to the left minimum of the potential energy surface
V 2e0 (R) (see Sec. 2.2.3). It is this configuration which will be used to initialize
the system’s dynamics during the investigations presented in Chapter 4.
The potential’s minima are symmetric around the x= y-diagonal and are lo-
cated such that the most likely electronic distribution corresponds to one elec-
tron sitting between the two left nuclei, while the other resides close to the
right-hand side nucleus. Other minima with slightly less binding energy are
found for both electrons located on the left-hand side with one electron at each
nucleus from that side.
2.2.2 Spin-Implementation
If the electronic spin does not change over time, i.e. no spin-coupling, for ex-
ample, in the shape of a magnetic field, occurs, it suffices to choose the spin
when setting up the system’ initial state. A simple solution can be employed
for a two-electron wave function:
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Figure 2.7. Potential V (x, y,R0 = −2.05Å) for the two-electron
Shin-Metiu model. Nuclear charges are chosen homogeneously as Z =
Z1 = Z2 = 1 with truncation parameters Rf = Rc = Re = 1.5Å. The
outer nuclei are positioned at ±L/2 = ±5Å. The nuclear configuration
corresponds to a minimum of the potential energy surface V 2en (R) in
the electronic ground state (n = 0).
As the total wave function of a fermionic system has to be antisymmetric, the
spin configuration can be enforced to be symmetric (parallel spins) or anti-
symmetric (anti-parallel spins) by forcing the spatial wave function to be anti-
symmetric or symmetric, respectively. This is done during the imaginary-time
propagation (ITP), introduced in Chapter 1.1.4.
While the “natural” symmetry of the spatial wave function during the ITP de-
pends on the chosen initial wave function, symmetry can be enforced manually.
For this the spatial wave function is built symmetric (+1) or antisymmetric
(-1) after each iteration step by separating the wave function along the x= y-
diagonal and defining the other half as
ϕn(x, y;R)|x>y := ±1 · ϕn(x, y;R)|x<y. (2.4)
Fig. 2.8 shows the spatial wave function for an antisymmetric spatial, hence
symmetric spin configuration (a, triplet state), and for a symmetric spatial and
thus antisymmetric spin configuration (b, singlet state). Here, the illustra-
tion corresponds to the electronic ground state at the aforementioned potential
minimum.
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Figure 2.8. Spatial wave function ϕ0(x, y;R0) for parallel (a) and
anti-parallel spins (b). The nuclear position represents the left-hand
side’s potential minimum at R0 = −2.05Å.
2.2.3 Potential Energy Surfaces for Various Configurations
The potential energy surfaces (PES) V 2en (R) of the two-electron system are
calculated like their one-electron counterpart in Sec. 2.1.3, with the difference
of additionally considering spin property as introduced in the last section.
Fig. 2.9 shows the various parameter configurations of Rc and Re, while keeping
Rf = 1.5Å as a constant. The solid (dotted) lines correspond to anti-parallel
(parallel) spins.
As can be seen in all but panel e, the electronic ground state is nearly degenerate
for Rc ≥ Re, but separates in energy for Rc < Re. Most interestingly, a switch
from anti-parallel to parallel spins can lead to electronic states, whose PES
is comprised of two different curves from the anti-parallel configuration. For
example in Fig. 2.9e, the second excited state of the parallel spin system (dotted
line) has an energy curve of the n = 3 state of the anti-parallel configuration
(solid line) for nuclear coordinates |R| > 1.8Å, and a curve of the n = 2 state
otherwise.
Chapter 4 will focus on the parameter choice of Rc = Re = 1.5Å with an
anti-parallel spin configuration, Fig. 2.9c (solid lines). There, a wave packet
located in the vibrational minimum of the electronic ground state (left-hand
side, R0 = −2.05Å) will initiate the dynamics.
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Figure 2.9. Potential energy surfaces V 2en (R) for the two-electron
Shin-Metiu model. Coupling parameters Rc and Re are as indicated.
Solid (dotted) lines correspond to an anti-parallel (parallel) spin con-
figuration. Chapter 4 will study the configuration from panel c in
detail.
Chapter
Time-resolved Photoelectron Spectroscopy
of IR-driven Electron Dynamics 3
Spectroscopy, as the study of light-matter interaction, has become one of the
primary tools for investigating atomic and molecular systems, both in stable
but also transient states. To resolve electronic dynamics, which are vital to
any chemical reaction, ultra-short laser pulses on the attosecond time-scale
are required [102]. As the probing pulses get temporally shorter, their cen-
tral wavelengths have to become smaller as well, leading to operation in the
extreme ultraviolet (XUV). Typically, these XUV measurements employ a sec-
ond electromagnetic field from the near-infrared (NIR), which acts as a time
ruler for the attosecond resolution of the probing (XUV) pulse [103–106]. How-
ever, even weak fields induce electron dynamics, which can overshadow the
system’s intrinsic dynamics, i.e. dynamics that occurs in the absence of ex-
ternal fields. [107–109]. The question arises, whether experiments employing
an XUV+NIR excitation scheme allow to make genuine statements about the
dynamics of unperturbed systems.
In molecules, intrinsic electronic motion is highly correlated with nuclear motion
due to the strong Coulomb-interaction of charged particles. Two “limiting cases”
can be distinguished [110]: In one case, electrons follow the nuclear motion
adiabatically. That means that upon a change in the nuclear geometry, the
electronic density adapts approximately instantaneously. In the other case, the
electronic density is only weakly influenced by a geometry change and a diabatic
motion arises. In terms of adiabatic electronic eigenstates, the diabatic case is
characterized by strong non-adiabatic couplings, which manifest themselves in
neighbouring potential energy surfaces approaching each other. Such diabatic
motion then results in a population transfer between the two adiabatic states.
In numerical simulations, asymmetries in time-resolved photoelectron spectra
can serve as a tool to distinguish the two cases [66]. Extensive studies from
the past years provide good experimental [111–121] and theoretical [122–126]
understanding, even though a fully quantum mechanical description of cor-
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related electron-nuclear dynamics remains challenging. This stems from the
task of solving the time-dependent Schrödinger equation for the coupled mo-
tion of several particles, each with several degrees of freedom (DOF). Currently
the biggest systems solved employ the Multi-Configuration Time-Dependent
Hartree theory (short: MCTDH) and cover up to 24 degrees of freedom, but re-
quire a factorization of the individual DOF [127]. Using a multi-layer MCTDH
variant, it is even possible to treat systems with thousands of DOF [128]. How-
ever, due to the requirement of factorization, systems, where factorization is
not possible1, cannot be be described accurately. To answer specific questions
about the coupled electron-nuclear motion in the presence of external NIR
fields, it is thus necessary to choose reasonable models. One such model is the
Shin-Metiu model [97,98], introduced in Chapter 2.
Its low dimensionality, the main advantage of the Shin-Metiu model is its ver-
satile adaptation for adiabatic and diabatic configurations by means of a pa-
rameter switch. Many such configurations have been used to mimic different
types of coupled electronic and nuclear dynamics and to simulate spectroscopic
observables [63,64,66,67,69–71,129–132].
In this chapter, the focus lies on an accurate description of a photoelectron
angular distribution (PAD) for coupled electronic nuclear degrees of freedom as
it can be realized by the linear Shin-Metiu model: In this linear configuration,
the emission of a photoelectron during ionization shows a forward/backward
preference reflecting the electronic dynamics prior to the interaction with the
ionizing pulse. By introduction of an IR pulse, which precedes an XUV pulse,
the possibility of enhancing weak photoelectron signals stemming from intrinsic
dynamics is investigated. This chapter is based on Ref. [133].
The chapter is organized as follows: In Section 3.1 the model’s implementation
and the computation of the photoelectron asymmetries are described. Numeri-
cal results for an adiabatic (Sec. 3.2) and a diabatic setting (Sec. 3.3) are given,
together with section 3.4 investigating superpositions of electronic states. A
discussion concludes the chapter (Sec. 3.5).
3.1 Model Setup
For investigating the coupled dynamics of electrons and nuclei, the single-
electron version of the Shin-Metiu model [97, 98] as introduced in Chapter 2.1
is employed. Here, the fixed nuclei are positioned at ±5Å. The truncation
parameter describing the Coulomb-interaction between nuclei is chosen as con-
stant Rf = 1.5Å, while the one for electron-nuclei interaction, Rc, is modified
1e.g. Coulomb interaction terms cannot be factorized
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for strong and weak coupling. Weak coupling, resulting in a setting dominated
by adiabatic dynamics, is realized by choosing Rc = 1.5Å, whereas Rc = 2.5Å
leads to non-adiabatic coupling and mostly diabatic dynamics. The potential
energy curves are calculated via imaginary time-propagation [82] (see Fig. 2.4,
p. 35).
Numerical representation spans a two-dimensional grid for the moving elec-
tronic (x) and nuclear (R) coordinate, respectively. The electronic grid covers
a range of x ∈ [−240, 240]Åwith a resolution of Nx = 1024 points, resulting
in a spacing of dx = 0.47Å. The nuclear grid is restricted to the range of
R ∈ [−6, 6]Åas the mobile nucleus is securely confined by the fixed, outer nu-
clei. The nuclear resolution is NR = 256 points with a spacing of dR = 0.047Å.
These spatial grids correspond to momentum grids of px ∈ [−3.54, 3.54] atomic
units (a.u.) for the electronic momentum with spacing dpx = 6.9 × 10−3 a.u.,
and nuclear momentum in the range of PR ∈ [−35.5, 35.2] a.u. with spacing
dpR = 0.28 a.u.. As the electron’s mass is low, it moves fast, and lower spatial,
but higher momentum resolution is required for an accurate description. The
opposite is true for the mobile nucleus.
Table 3.1. Simulation parameters for the 1e-Shin-Metiu system.
Parameter Number of Points
NR 256
Nx 1024
Value
dt 1 as
Rf 1.5Å
Rc 1.5Å (weak) & 2.5Å (strong)
Range / Å Spacing / Å
R [−6, 6] 0.047
x [−240, 240] 0.47
Range / a.u. Spacing / a.u.
PR [−35.5, 35.2] 0.28
px [−3.54, 3.54] 6.9× 10−3
For propagation the time-dependent Schrödinger equation (1.1) is solved nu-
merically by usage of the split-operator technique, Sec. 1.1.3, and the FFTW
3 library [96]. The Hamiltonian is applied in velocity gauge, Eq. (1.69), with
potential Vˆ from Eq. (2.1) and fields as described in the following section. The
employed time step is set to ∆t = 1 as.
In order to avoid reflections at the end of the electronic grid, it is partioned
44 Chapter 3 Time-resolved Photoelectron Spectroscopy of IR-driven Electron Dynamics
Table 3.2. XUV and IR pulse parameters. The values in bold notation
are employed, if not explicitly stated otherwise.
Parameter IR XUV
E0 /Wcm−2 {0.25,1, 4} × 1011 1× 1013
λ / nm 1200 60 75 90
λ / eV 1.03 20.7 16.5 13.8
τ / fs 14.7 2.30 1.21 0.24
σ / eV 0.12 0.79 3.42 17.2
T / fs 24
scanned in
dt = 0.1 fs increments
into an inner and outer, asymptotic region via an absorbing cut-off function,
as described in Chapter 1.3.3.
3.1.1 Pump- & Probe-fields
For probing an ionizing ultrashort XUV-field is employed, while for pumping
an IR-field is used. The pulses’ electric fields read:
EXUV(t) = E0,XUV fXUV(t− T ) cos
[
ωXUV(t− T )
]
, (3.1)
EIR(t) = E0,IR fIR(t− TIR) cos
[
ωIR(t− TIR) + φIR
]
. (3.2)
Here, E0,i is the field strength, fi(t − T ) a Gaussian pulse envelope function
centered around time Ti, while ωi is the pulses central frequency and φIR ∈
{0, pi} the carrier-envelope phase (CEP) of the IR-field. To avoid confusion
with the photoelectron asymmetry induced by the IR-field, AIR, the notation
in terms of the electric field was used here.
For the probing pulse the central frequency corresponds to a wavelength of
λXUV = 60nm (20.7 eV) if not indicated otherwise. Its temporal full width at
half maximum (FWHM) is set to τXUV = 2.32 fs (corresponding to a spectral
FWHM of σXUV = 0.79 eV), while the temporal center T is variable and the
field strength set as E0,XUV = 1× 1013 Wcm−2.
The central frequency of the IR-field corresponds to λIR = 1200 nm (1.0 eV)
with τIR = 14.7 fs (σIR = 0.12 eV) and is centered around TIR = 24 fs. Its
field strength and CEP are set to E0,IR = 1× 1011 Wcm−2 and φIR = 0 if not
mentioned otherwise.
Fig. 3.1 shows the XUV- and IR-pulses next to each other, while Table 3.2
summarizes the pulse parameters.
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Figure 3.1. Pump- & probe-pulses as used during the calculations.
The IR-field remains fixed at TIR = 24 fs, while the XUV-field “scans”
the system for different times T , here T = 50 fs.
3.1.2 Photoelectron Spectrum
The photoelectron spectrum is calculated from the ionized part of the propa-
gated wave function, ψout, following section 1.3.3, p. 23.
For times long after the ionizing XUV-pulse at time T , i.e. t→∞, the photo-
electron spectrum is calculated as
σ(px, T ) =
∫ ∣∣ψout(px, R, T, t→∞)∣∣2dR. (3.3)
When the norms of the inner and outer regions become stationary, the time
convergence, t→∞, is assumed to be reached. For the employed system, this
is the case for 20 fs after the XUV-pulse is gone.
An example of the photoelectron spectrum for a single ionization time T can
be seen in Fig. 3.2. Here, the spectrum is expressed in terms of the electron’s
kinetic energy, Ekin = p2x/2me, with solid (dotted) lines indicating the direction
of emission. Note, that the distributions for forward and backward direction
are very similar. This is true for most ionization times T , however, subtle
differences can be revealed by inspection of the asymmetry, which is defined in
the next section.
3.1.3 Resolved and Integrated Spectral Asymmetry
After measuring the photoelectron angular distribution (PAD) in an experi-
ment, or calculating it in a simulation, the momentum-resolved asymmetry can
be introduced. For the case of the linear Shin-Metiu model the PAD consists of
only two possible directions of emission: forward and backward. Consequently,
the photoelectron momentum distribution σ(px, T ) from Eq. (3.3) can be split
46 Chapter 3 Time-resolved Photoelectron Spectroscopy of IR-driven Electron Dynamics
 0
 2.5
 5
 0  1  2  3  4  5  6  7
 
 
forward
backward
Ekin / eV
σ
(E
k
in
,T
)
Figure 3.2. Sample photoelectron spectrum σ(Ekin, T ) for a specific
ionization time T . The solid (dotted) line corresponds to emission with
positive (negative) momenta, i.e. in forward (backward) direction.
into parts with exclusively positive, σ+ (px > 0), and negative momenta, σi
(px < 0), respectively. The momentum resolved asymmetry is then calculated
as
A(px, T ) =
σ+(px, T )− σ−(px, T )
σ+(px, T ) + σ−(px, T ) + 
, (3.4)
where  = 10−10 is added to the denominator to avoid numerical instabilities.
The integrated spectra,
σ+(T ) =
∫ ∞
0
σ(px, T ) dpx, (3.5)
σ−(T ) =
∫ 0
−∞
σ(px, T ) dpx, (3.6)
where integration is limited to either positive (+) or negative (-) momenta,
allow to define an integrated asymmetry as
A(T ) =
σ+(T )− σ−(T )
σ+(T ) + σ−(T ) + 
. (3.7)
Previous works by Falge, Engel & Gräfe [66] have shown that the integrated
asymmetry carries information about the intrinsic electron dynamics in adi-
abatic and diabatic settings. Starting in Sec. 3.2, the integrated asymmetry
will be used to investigate IR-driven electron dynamics and answer the ques-
tion, whether intrinsic dynamics prior to the ionization is still reflected in the
photoelectron angular distribution.
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Figure 3.3. System initialization for the adiabatic case (Rc = 1.5Å).
a) Electronic ground state ϕ0(x;R). b) Initial wave packet setup as a
vibrational wave packet in the electronic ground state.
3.1.4 System Initialization
Non-equilibrium initial conditions are chosen for the nuclear degree of freedom
inducing a coherent wave packet dynamics that mimics common situations as
encountered, for example, upon photoionization. To this end, a vibrational
wave packet is placed at R0 in the electronic ground state (n = 0) outside of its
energetic minimum. In the adiabatic case (Rc = 1.5Å), it is centered around
R0 = −0.9Å, initiating a dynamics initially towards negative coordinates and
ensuring a dynamics confined to the left potential well. In the diabatic case
(Rc = 2.5Å), the vibrational wave packet is centered at R0 = −3.0Å so that a
dynamics is initiated towards positive coordinates with a possible crossing to the
first excited electronic state (n = 1) at R = 0Å, where non-adiabatic transitions
will occur. The vibrational wave packets’ widths are given by βR = 7.14Å−2,
respectively, so that the initial wave functions read
ψ(x,R, t = 0) = N0 e
−βR(R−R0)2 ϕ0(x;R). (3.8)
Here, N0 serves as a normalization constant, and ϕ0 is the electronic ground
state calculated via imaginary time propagation (see Chapter 1.1.4). The adi-
abatic electronic ground state, ϕ0, can be seen exemplarily for the adiabatic
case (Rc = 1.5Å) in Fig. 3.3a with Fig. 3.3b showing the initial wave packet
ψ(x,R, t = 0).
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3.2 Dynamics in an Adiabatic Setting
3.2.1 Intrinsic Dynamics
By choosing the truncation parameter of the electron-nuclear coupling as Rc =
1.5Å, a system behaving predominately adiabatically is realized. Here, the in-
trinsic dynamics describes the case, when the driving field is absent. The inte-
grated asymmetry for this IR-free case is denoted by A0(T ). With a vibrational
wave packet initially centered at R0 = −0.9Å, dynamics within the left poten-
tial well are initiated and the electronic wave function adiabatically follows the
nuclear motion. The potential energy surface from Fig. 2.4a can be used as an
intuitive picture. Note, however, that in the picture of the Born-Oppenheimer
approximation, Chapter 1.2, the electron is assumed to instantaneously adapt
to a varying nuclear geometry, neglecting non-adiabatic coupling of the kind〈
ϕn
∣∣ ∂
∂R
∣∣ϕm 6=n〉 and 〈ϕn∣∣∣ ∂2∂R2 ∣∣∣ϕm6=n〉.
When propagating with the full time-dependent Schrödinger equation, both the
mobile nucleus and the electron are accelerated towards negative coordinates,
as seen in Fig. 3.4a+b. The momentum expectation value of both particles is
calculated as
〈px〉(t) =
∫∫
px · |ψ(px, R, t)|2 dpx dR, (3.9)
〈PR〉(t) =
∫∫
PR · |ψ(x, PR, t)|2 dx dPR. (3.10)
After approximately 20 fs, the mobile nucleus passes through the potential min-
imum and exhibits its maximum momentum. At around 35 fs, the turning point
is reached, indicated by 〈px〉 ≈ 〈PR〉 ≈ 0 a.u.. From here, the oscillatory move-
ment continues with the electron adiabatically following the nucleus.
It should be noted that 〈px〉 exhibits fast oscillations when close to R = 0Å,
which are not present for the mobile nucleus. Even though the potential energy
curves of the electronic ground (n = 0) and first excited state (n = 1) are
separated by 1.28 eV at this position, tiny portions of the wave function are
transferred to the higher state. The coupling between these states is responsible
for the fast oscillations. Chapter 3.4 will go into more detail on oscillations
induced by propagation of superposition states.
In Fig. 3.4c the integrated, IR-free asymmetry A0(T ) is depicted. As can be
seen, its shape represents that of the electron’s momentum expectation value.
Within a classical, intuitive picture this is explained as follows: Upon ion-
ization by the ultrashort XUV-pulse, the electron is nearly instantaneously
yanked from its bound state and thus retains its average momentum. Conse-
quently, it is emitted preferentially towards the direction it moved at the instant
of ionization, hence creating a time-dependence within the asymmetry of the
3.2 Dynamics in an Adiabatic Setting 49
−30
 0
 30
 0  20  40  60  80
a)
−3
 0
 3 b)
−1
 0
 1
0 20 40 60 80
c)
t / fs
T / fs
〈P
R
〉(t
)
/
a.
u
.
〈p
x
〉(t
)
/
10
−4
a.
u
.
A
0
(T
)
/
ar
b
.u
.
Figure 3.4. Intrinsic dynamics in the adiabatic setting (Rc = 1.5Å).
a+b) Momentum expectation value of the electron and mobile nucleus
calculated via Eqs. (3.9) and (3.10), respectively. c) Integrated asym-
metry A0(T ).
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Figure 3.5. Driven dynamics in the adiabatic setting (Rc = 1.5Å). a)
Momentum expectation value for the electron at different intensities of
the driving IR-field. b) Integrated asymmetry for a driving field with
fixed CEP, φIR.
photoelectron momentum distribution.
3.2.2 Driven Dynamics
To investigate how the adiabatic system behaves when driven by an external
field, a moderately intense IR-laser field with λIR = 1200nm, τIR = 14.7 fs, field
strengths E0,IR ∈ {0.25, 1, 4} × 1011 W cm−2, centered around TIR = 24 fs, is
applied. The vector potential of the IR-field accelerates the bound electron in
addition to its intrinsic dynamics. As can be seen in the instantaneous average
moment 〈px〉, Fig. 3.5a, the driven dynamics is heavily dominated by the exter-
nal field, and the more intense the field, the larger the acquired momentum.
Turning to the integrated asymmetry, Fig. 3.5b, the shape of the electron’s
average momentum is clearly in the same manner as for the field-free case
discussed in the last section. An increase in field intensity of the driving pulse
is also reflected in an increase in the measured asymmetry.
The photoelectron spectra and energy-resolved asymmetries A(Ekin, T ) with
Ekin = p
2
x/2me are shown in Fig. 3.6. The overall shape of the spectra shows
trend towards lower kinetic energies until approximately 35 fs with an increase
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Figure 3.6. Photoelectron spectra σ±(Ekin, T ) (a+b) and energy-
resolved asymmetries A(Ekin, T ) (c) for the driven adiabatic setting
(Rc = 1.5Å).
afterwards. Considering intrinsic dynamics alone, 35 fs mark the moment, when
the electronic motion changes direction. The dynamics induced by the IR-field
centered around TIR = 24 fs manifest itself by accelerating or decelerating the
electron resulting in the asymmetry quickly varying in the region of 15 to 35
fs, i.e. when the IR-field is strongest.
Further information is found in the resolved asymmetry shown in Fig. 3.6c: For
ionization times T < 10 fs, i.e. prior to the onset of the IR-field, the asymmetry
is negative for kinetic energies above 10 eV, and positive for energies below that.
As the electron has a negative intrinsic momentum at these times, emission in
backward direction is accelerated, while kinetic energies in forward direction are
lowered. During the IR-pulse, the electron’s average momentum changes with
the field leading to the characteristic streaking features [103]. Here, the kinetic
energy of the emitted electron is shifted according to the vector potential of
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Figure 3.7. Integrated asymmetry for phase-shifted driving fields.
The field-driven asymmetries oscillate around the field-free values A0.
The summation of the asymmetries derived from fields with CEP
phases φIR ∈ {0, pi}, S(T ), yields a value twice that of the field-free
asymmetry as the IR-induced contributions cancel each other.
the driving IR-field [104,105]. It should be noted, however, that the transition
region from negative to positive asymmetries follows the energy distribution
of the system, when no IR-pulse is present. After 40 fs the influence of the
IR-field is gone and dynamics dominated by nuclear motion take over, with the
electron’s average momentum now leading to positive asymmetries for higher
kinetic energies and vice versa for negative asymmetries.
3.2.3 Reconstruction Technique
In the last section, the system’s dynamics was driven by a moderately inten-
sive IR-field, and it was shown, that the induced acceleration dominated heavily
over the electron’s intrinsic momentum. As a consequence, the measured asym-
metry in the photoelectron spectrum is affected accordingly. Fig. 3.7 (light blue
curves) shows the integrated asymmetry for two driving fields with a carrier-
envelope-phase shift of pi. As expected, the change in field orientation “flips”
the asymmetry. The two asymmetries intersect, when the IR-fields’ vector po-
tential is zero and match exactly the asymmetry of the non-driven case, A0(T )
(green curve). This means that the driving field does not alter the system’s elec-
tronic state and consequently the intrinsic dynamics, but simply linearly adds
to them, so that the intrinsic dynamics should still be observable – although
overlaid by the field-induced dynamics.
Considering the sum of the asymmetries, S(T ), obtained from the pump-probe
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Figure 3.8. Reconstruction of intrinsic dynamics of the adiabatic
system (Rc = 1.5Å) for different intensities. The field-free asymmetry
(A0, green line) is compared to the sum of asymmetries with phase-
shifted CEPs. Higher intensities in the driving IR-field excite higher
lying electronic states, which in turn alters the intrinsic dynamics.
arrangements with CEP phases φIR ∈ {0, pi},
S(T ) = A(T, φIR = 0) +A(T, φIR = pi),
= A0(T ) +AIR(T, φIR = 0)
+A0(T ) +AIR(T, φIR = pi), (3.11)
a value of twice the intrinsic asymmetry, A0(T ), is found, Fig. 3.7 (violet curve).
This is explained by decomposing the total asymmetry into contributions which
stem from intrinsic dynamics (A0) and those from field-induced dynamics (AIR).
The latter shows a flip in sign when the CEP phase is changed by pi, leading
to a cancellation of the two terms.
For driving pulses of higher intensities, this reconstruction technique breaks
down as the field-induced population transfer to higher lying electronic states
starts to significantly alter the intrinsic system’s dynamics. Fig. 3.8 shows a
comparison of the summed asymmetries, S(T ), for different intensities of the
driving IR-field and the non-driven asymmetry, A0. While field strengths of up
to 1×1011 W cm−2 allow for an accurate reconstruction, higher intensities lead
to diverging results as the intrinsic dynamics are altered.
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3.3 Dynamics in a Non-adiabatic Setting
The intrinsic dynamics of the one-electron Shin-Metiu model for strong cou-
pling (Rc = 2.5Å) is of diabatic character [66]. While the electronic motion
adapts adiabatically to nuclear geometry changes for the weakly coupled setting
(Rc = 1.5Å), electronic density remains mostly stationary in the diabatic set-
ting. The dynamics is initiated with a vibrational wave packet centered around
R0 = −3.0Å in the electronic ground state. This positioning on the potential
energy surface, see Fig. 2.4, provides just enough energy for the mobile nucleus
to switch from one potential well to the other. Here, an avoided crossing of the
lowest two electronic states (n = 0 and n = 1) is encountered at the central po-
sition R = 0Å. Fig. 3.9c and d show the momentum expectation value, 〈px〉(t),
of the bound electron and the mobile nucleus during the field-free propagation.
The mobile nucleus passes the minimum of the left potential well at approxi-
mately 12 fs (Fig. 3.9a) and reaches the central position (R = 0Å) at t = 24 fs.
At 39 fs the turning point of the right potential well is reached and the average
momentum acquires negative values (Fig. 3.9b). The central position is passed
a second time around t = 54 fs.
During this time, the electronic average momentum increases alongside the
nuclear average momentum only during the first 10 fs. At t = 24 fs the diabatic
transition from the electronic ground state to the first excited state occurs and
the electron’s average momentum spikes. Afterwards, the electronic average
momentum ceases, as the electron’s density remains mostly stationary and no
transition between states occurs. At t = 54 fs the nucleus passes the central
position once more and another spike in the electronic average momentum can
be seen.
While the increases of the electronic average momentum are positive, the in-
tegrated asymmetry (A0) shows negative spikes at the times of transition, re-
maining nearly zero during other periods. This results from interference of
the emitted signals stemming either from the electronic ground or first excited
state, see Ref. 66 for details.
As for the adiabatic case (Rc = 1.5Å), an IR-field centered around TIR =
24 fs with different φIR is applied. Like before, a reconstruction of the non-
driven asymmetry A0 by summation of phase-shifted calculations is attempted.
Fig. 3.10 shows the calculated values for different intensities of the driving IR-
field. While the intrinsic dynamics remain observable, accuracy decreases for
higher intensities as for the adiabatic setting.
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Figure 3.9. Intrinsic dynamics for the diabatic setting (Rc = 2.5Å).
a) Instantaneous average position 〈R〉(t) of the mobile nucleus. b+c)
Instantaneous average momentum of the electron, 〈px〉(t), and mobile
nucleus, 〈PR〉(t). d) Non-driven asymmetry A0.
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Figure 3.10. Reconstruction of intrinsic dynamics of the diabatic
system (Rc = 2.5Å) for different intensities. The field-free asymmetry
(A0, green line) is compared to the sum of asymmetries with phase-
shifted CEPs. Compared with the adiabatic case, reconstruction is
successful as well (blue curve), but starts to break down at higher
intensities of the driving field (violet and orange curves).
3.4 Superposition States
3.4.1 Intrinsic Dynamics
In the last two sections, an adiabatic (Sec. 3.2) and a diabatic setting (Sec. 3.3)
were investigated. There the dynamics was initiated in a single adiabatic state.
In the adiabatic case, the system remained in that state, for the diabatic set-
ting, however, a nearly complete non-adiabatic population transfer to the next
higher state, n = 1, occurred. This sections considers the case of multiple elec-
tronic states contributing to the system’s dynamics at the same time. For this,
the model is prepared for weak electron-nuclear coupling (Rc = 1.5Å) with
a normalized initial wave packet created as a superposition of the two lowest
electronic states, ϕ0 and ϕ1:
ψ±(x,R, t = 0) = N0,±eβR(R−R0)
2
[ϕ0(x;R)± ϕ1(x;R)]. (3.12)
Here, ± denotes a positive and negative superposition, respectively, with the
vibrational wave packet initially centered around R0 = −2.5Å with a width of
βR = 7.14Å−2, see Fig 3.11. N0,± serves as a normalization constant for the
two superpositions.
As can be seen in Fig. 3.12, the superposition leads to rapid oscillations in the
instantaneous average momenta, 〈px〉(t) and 〈PR〉(t). While initial expectation
values are positive for the positive superposition (ψ+), they are phase-shifted by
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Figure 3.11. Construction of superposition states ψ±. Potential
energy surfaces V 1en (R) with vibrational wave packets in the ground
and first excited state.
pi for the negative superposition (ψ−). The oscillation period is approximately
1.2 fs, which corresponds to the energy difference ∆E = V1(R = −2.5Å) −
V0(R = −2.5Å) = 3.4 eV of the two electronic states involved. For the nuclear
momentum, the same oscillatory behaviour is found, however, with a precession
of both superposition states around a common overall value.
Additionally, a decrease in amplitude occurs within the first 10 fs for the os-
cillations. This is explained by the individual movement of the vibrational
wave packets of the two states involved: While the wave packet of the elec-
tronic ground state starts close to a local minimum and is barely accelerated,
the wave packet of the first excited state experiences a strong energy gradi-
ent towards positive nuclear coordinates. Assuming that only the two states
from each superposition contribute to the dynamics, the wave function can be
separated into an electronic (φ) and nuclear part (χ):
ψ±(x,R, t) = χ0(R, t)φ0(x, t;R)± χ1(R, t)φ1(x, t;R). (3.13)
Consequently the instantaneous average momentum can be expressed as
〈px〉(t) =
∫
dRχ∗0(R, t)χ1(R, t)
∫
dxφ∗0(x, t;R)pxφ1(x, t;R) + c.c., (3.14)
where the expectation value of a single state vanishes. Here, φn(x, t;R) rep-
resents the nth electronic state, ϕn(x;R), after it evolved according to Eq. (1.7).
Since the different eigenstates have different eigenenergies, their phases, e−iEn(R)t,
evolve differently and their phase relation is changed. As the first part of
Eq. (3.14) describes nuclear correlation and the nuclear part of both superposi-
tion states is identical, it can be concluded that the fast oscillations stem from
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Figure 3.12. Instantaneous average momenta for superposition
states. a) Electronic momentum 〈px〉(t) for positive (black) and nega-
tive (red) superposition of the electronic ground and first excited state.
b) Nuclear momentum 〈PR〉(t). Inset: Zoom of 〈PR〉(t) for early times.
the different phases of the wave packets in their respective electronic states.
However, only when the nuclear wave packets of both states spatially overlap,
〈px〉(t) can assume non-zero values. This overlap is measured by the nuclear
correlation function cnm,
cnm(t) = | 〈χn(t)|χm(t)〉 |, (3.15)
where n = 0 and m = 1 for the first two electronic states. The function c01(t)
is depicted in Fig. 3.13 with a decay in the first 10 fs leading to the decrease of
the the electron momentum.
The electron momentum expectation 〈px〉(t), Fig. 3.12a, displays another fea-
ture between 20 and 25 fs, when a positive increase occurs in both superposition
states. In contrast to the initial dynamics, this increase exhibits no oscillations.
Inspecting the relative populations of the different electronic states,
Pn(t) = | 〈ϕn|ψ±(t)〉 |2, (3.16)
a non-adiabatic population transfer of approximately 10% from the first to
the second excited state is found, see Fig. 3.13b2. Simultaneously the nuclear
2Note, that the relative population Pn(t) is identical for both superposition states.
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Figure 3.13. Nuclear correlation functions and relative populations
for both superposition states. a) Nuclear correlation functions cnm(t)
for the ground and first excited states (red) & first and second excited
states (blue). b) Relative populations Pn(t) of the three lowest states.
correlation function c12(t) between these two states rises. As the phase of
the first excited state is not important for the non-adiabatic transition, each
individual configuration retains the same phase relation between the electronic
states ϕ0 and ϕ1, resulting in the same sign in the asymmetry.
Note that the electronic coherences are also present for the system prepared
with a single electronic state, cf. Chapter 3.2. As the population transfer is
much smaller for the ground and first excited state in the adiabatic setting
(Rc = 1.5)Å, oscillations are much smaller as well.
3.4.2 Pulse Width Dependence
In the last section, it was shown how population of two spatially overlapping
electronic states leads to fast oscillations in the electronic average momentum
〈px〉(t). To resolve such fast changes in the asymmetry, it is necessary to employ
an ionizing XUV pulse short enough in time domain, or spectrally broad enough
to address both states ϕ0 and ϕ1. Fig. 3.14 compares the acquired asymmetry
A0 for different pulse lengths.
The longest pulse with a full width at half maximum (FWHM) of 2.32 fs results
in an asymmetry with a maximum amplitude of only 0.001 within the first 10 fs,
i.e. when the rapid oscillations in 〈px〉(t) occur. Shorter pulses with widths of
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Figure 3.14. Integrated asymmetry A0 of superposition states for
different pulse widths. Black lines correspond to ψ+, while red lines
represent ψ−. Values for the oscillations of the long pulse (τXUV =
2.32 fs) have an amplitude of up to 0.001.
1.21 fs and 0.24 fs, respectively, display much larger values during this time.
This can be explained in two ways: The longer the pulse in time domain,
the more the average of the fast oscillations gets reflected in the asymmetry.
Or, viewing the fast oscillations as a result from the interference of ionization
signal from different electronic states [126], the longer the pulse, the smaller
the spectral overlap of different states with the ionizing field.
An interesting behaviour is found for the asymmetry during later times: While
the longest pulse (τXUV = 2.32 fs, corr. to σXUV = 0.78 eV) cannot resolve
the rapid oscillations, the asymmetry increase of 〈px〉(t) between 20 and 25 fs
is well represented. For a pulse width of 1.21 fs (σXUV = 1.50 eV) the same
behaviour is found, however, with slightly decreased amplitude. In contrast,
the shortest pulse (τXUV = 0.24 fs, σXUV = 7.58 eV) leads to a sign change in
the asymmetry. This can be traced back to its spectral width, which is the only
one sufficient to probe all three populated states. The resulting photoelectron
spectrum is therefore comprised of the interference of the three, which – in this
specific case – leads to a negative asymmetry.
3.4.3 Wavelength Dependence
The last section covered the influence of the ionizing pulse’s spectral width on
the measured asymmetry. In this section the wavelength dependence is investi-
gated. For this XUV pulses of fixed width (τXUV = 0.24 fs, σXUV = 7.58 eV) are
employed for central wavelengths of λXUV = 60, 75 and 90 nm, corresponding
to (central) photon energies of 20.66, 16.53, and 13.78 eV, respectively. Ad-
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Figure 3.15. Measured asymmetry A(T ) for different wavelengths
λXUV of the ionizing pulse, with a driving few-cycle IR-field centered
around TIR = 24 fs.
ditionally, the same IR-field from earlier sections is applied (λIR = 1200nm,
τIR = 14.7 fs, TIR = 24 fs, E0,IR = 1 × 1011 Wcm−2). Calculated asymmetries
AIR(T ) are displayed in Fig. 3.15.
The characteristics of AIR(T ) remain the same for all wavelengths, with a good
agreement for the fast oscillations at early times (t ≤ 15 fs). For the oscillations
induced by the IR-field, absolute asymmetry values are increased for longer
wavelengths.
Assuming plane waves for the continuum states, i.e. eikx, where k is the wave
vector, this can be explained as follows: While the shortest wavelength (60 nm)
corresponds to the largest photon energy, spectral overlap with the continuum
states is reduced as high-lying continuum states (large k) vary quickly in the
spatial domain. This then leads to smaller values of AIR(T ) as the relative
spectral overlap is reduced. Therefore, the closer the wavelength of the XUV-
pulse to the ionization threshold, the larger the measured asymmetry.
It should be noted that wavelengths closer to the ionization threshold – but
still above it – exhibit lower total emission signal stemming from single-photon
processes as larger parts of the pulse lack the required photon energy to ionize
the system. However, while this absolute spectral overlap decreases, the relative
value of the overlaps increases, and the asymmetry along with it.
62 Chapter 3 Time-resolved Photoelectron Spectroscopy of IR-driven Electron Dynamics
3.5 Discussion
In this chapter, the single-electron Shin-Metiu model [97, 98] was employed as
a charge-transfer model to investigate the effects of correlated electron-nuclear
dynamics on photoelectron spectra when driven by a moderately intense IR-
field. It was shown, that the intrinsic dynamics, i.e. the system’s dynamics in
the absence of a driving field, are visible within the forward/backward asym-
metry of the photoelectron spectrum. Furthermore, dynamics induced by an
IR-field can also be seen within the asymmetry as they are typically larger than
the intrinsic dynamics. However, it was found that by performing two measure-
ments with driving fields that are phase-shifted by pi, the intrinsic dynamics
can be recovered as long as the driving fields are weak enough.
These findings were shown to persist for systems, which behave mainly adia-
batic, as well as predominantly diabatic.
Furthermore, an investigation of superposition states showed that the asym-
metry of the photoelectron spectrum is sensitive to even small details of the
momentum distribution of the electron wave packet.
Lastly, comparison of results achieved from varying different parameters of the
ionizing pulse revealed, that longer wavelengths and temporally shorter pulses
lead to an enhancement of the asymmetry.
Chapter
Attosecond Ionization Dynamics with
Correlated Electrons 4
The photoionization from the last chapter included coupled electron-nuclear
dynamics for a charge-transfer model, naturally, the Shin-Metiu model [97, 98]
is extended by the addition of a second electron [64] and the study of electron-
electron correlation dynamics.
Many processes in multi-electron systems involve relaxation of electron shells,
e.g. photoionization, electron-impact ionization, Auger and other radiative
processes [134,135]. To describe these effects, the single-active electron approx-
imation (SAE) is commonly applied, however, it requires that the dynamics are
sufficiently slow so that the electrons remaining bound can adjust to the altered
environment [136]. In contrast, for fast interactions of multi-electron systems
with ultrashort XUV or x-ray fields, electron correlation plays a crucial rule,
and the SAE cannot necessarily be applied reliably. Not only the photoelectron
angular momentum distribution is affected by the electron correlation, but the
state of the residual cation as well. As such, the remaining (bound) electron
can be excited to higher states (shake-up process) or even emitted subsequently
in an Auger process. With the advent of ultrashort femto- or even attosecond
XUV pulses being available either via table-top high-order harmonic generation
or the newest generation of (X)FEL sources, these processes can be observed
in real time, e.g. employing the attosecond streaking technology [59,137–140].
Ionization dynamics of multi-electron atoms with attosecond time resolution
have been heavily investigated in experimental and theoretical studies dur-
ing the past few years [141]. There, most theoretical studies focused on the
simplest two-electron atom, helium. Studied effects include the Wigner-Smith
time delay, field-dressing of bound and continuum states, as well as electron-
electron correlation in the presence of an (infrared) laser field in the context
of streaking spectroscopy [141–145]. Moving to molecules, the physics becomes
even more complex due to the multi-center structure. For example, Ning et
al. examined the simplest, prototypical molecule, H+2 , and found that the
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two scattering centers led to pronounced interference effects [146] (Cohen-Fano
interferences [147]). This prototype molecule, however, inherently does not in-
volve any multi-electron effects. Other theoretical studies include larger model
molecules, e.g. endohedral complexes of type A@C60 [148,149], or small amino
acids, where ionization with subsequent charge migration was investigated em-
ploying multi-configurational approaches [150–155]. Few works, however, have
considered both, correlated electron dynamics and nuclear motion [156–159].
In the following, the molecular model system originally suggested by Shin and
Metiu [97,98], and extended by the group of Engel to include two electrons [65,
69], is employed to investigate correlated ultrafast attosecond photoionization.
To accurately describe the interaction of multiple electrons and of electrons
with nuclei, two electronic and one nuclear degree of freedom are realized.
The system is setup in an anti-parallel spin configuration with an asymmetric
nuclear distribution, leading to different (weak and strong) binding energies of
the two electrons.
Several pathways will be observed: a) “direct” emission of one of the electrons
away from the other electron, and b) “indirect” emission with acceleration to-
wards the other electron. While the former process involves only minor electron-
electron interaction, the latter is strongly characterized by inelastic and elastic
scattering. Depending on the type of scattering, the second electron is either
excited to higher bound states, known as shake-up, or adopts the momentum
of the electron primarily accelerated by the electric field, and is emitted in its
stead.
As a consequence, not only is the photoelectron spectrum heavily dependent
on the exact ionization pathway occurring, but the final state of the residual
ion as well. To break down the complexity of the ionization process, emission
is analyzed separately for the weakly and strongly bound electron, as well as
its exact pathway during the process. Additionally, nuclear dynamics is shown
to drive non-adiabatic transitions in the residual ion, as the potential energy
curves of the excited molecule differ substantially from its initial configuration.
This chapter is based on Ref. [135] and structured as follows: First, a descrip-
tion of the employed model and its initialization is given in sections 4.1 and
4.1.1, while a separation approach for distinguishing the weakly and strongly
bound electron is introduced in section 4.1.2. The ionizing attosecond pulse
is discussed next, 4.1.3. Afterwards the full fermionic system is investigated,
4.2, followed by the subsystems of distinguishable electrons, 4.3, and the pho-
toelectron momentum distribution, 4.4. A discussion concludes the chapter,
4.5.
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Figure 4.1. Configuration of the extended Shin-Metiu system: An
ultrashort XUV pulse is used to ionize a linear molecule aligned with
the pulse’s polarization axis. The molecule consists of two fixed nuclei
at ±5Å, two mobile electrons with coordinates x and y, and a movable
central nucleus at R. A pulse of wavelength λ = 39.5 nm and tempo-
ral width of 70 as provides sufficient energy for single and even double
ionization. Note, that here the mobile nucleus is initially localized
at negative R values, whereas the two electrons reside on both sides.
Thus, in the electronic ground state, the electron at negative coordi-
nates is stronger bound than the electron located at positive values.
Source: Ref. [135]
4.1 Model Setup
The employed setup in this chapter represents an extension to the one from the
last chapter (4.1), the original Shin-Metiu model [97, 98], discussed in length
in chapter 2.2. Extended by addition of a second electron, electron-electron
correlation dynamics during ionization with an attosecond XUV pulse can be
studied. Fig. 4.1 shows a schematic of the system: Particles are lined up in
one dimension with two fixed nuclei of charge Z1 and Z2 at positions ±L/2. In
between, one nucleus (charge Z, coordinate R) and two electrons (coordinates x
and y) are mobile. The former is described on a grid from R ∈ [−4.99, 4.99]Å
with 128 points, while the two electrons require bigger grids in the range of
{x, y} ∈ [−240, 240]Å with 1024 points each, as ionization leads to emission to
large coordinates. The mobile nucleus remains well confined between the fixed
outer nuclei during this process, and its grid size was chosen so that numerical
singularities at the points of overlapping nuclei is avoided. The distance of
the fixed nuclei is chosen as L = 10Å and represents the molecule’s size.
By defining the spatial grid sizes in that manner, momentum resolutions of
dpx,y = 6.9 × 10−3 a.u. for the electronic grids, and dPR = 0.33 a.u. for
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the nuclear grid are achieved, which is more than sufficient for an accurate
description.
The system’s potential is given by Eq. (2.3), where nuclear charges are chosen
as Z = Z1 = Z2 = 1. The truncation parameters specifying the interaction
strength between electrons and the fixed nuclei (Rf), the mobile nucleus (Rc),
and among each other (Re) are set as Rf = Rc = Re = 1.5Å, which corresponds
to the weak-coupling regime [133]. The resulting potential energy surfaces
V 2en (R) are displayed in Fig. 4.2 for the first four electronic eigenstates, which
have been calculated via imaginary time propagation (ITP) using a time step
of 10 as (see chapter 1.1.4). Here, forcing a symmetric spatial wave function
during the ITP results in an anti-symmetric spin configuration. As during
ionization single- and double ionization occur, the potential energy surfaces for
the one-electron system, V 1en (R), and the ionic potential are given as well.
Table 4.1. Simulation parameters for the 2e-Shin-Metiu system.
Parameter Number of Points
NR 128
Nx, Ny 1024
Value
dt 10 as
Rf, Rc, Re 1.5Å
Range / Å Spacing / Å
R [−4.99, 4.99] 0.079
x, y [−240, 240] 0.47
Range / a.u. Spacing / a.u.
PR [-21.2,20.8] 0.33
px, py [-3.54,3.54] 6.9× 10−3
The time-dependent Schrödinger equation for the Hamiltonian Hˆ(t) defined
in Eq. (1.69) is solved iteratively with a time step of 10 as using the split-
operator technique [76] (chapter 1.1.3) and the FFTW3 library [96] for Fourier
transforms. The length of the time step has been confirmed sufficient, with
details given in section 4.1.3. The simulation is set to start at t0 = −10 fs with
the ionizing pulse centered around T = 0 fs.
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Figure 4.2. Potential energy surfaces V 2en (R) of the extended (lower
third) Shin-Metiu system. The Gaussian distribution (blue-shaded)
in the electronic ground state represents the initial vibrational wave
packet. The curves in the middle, V 1en (R) correspond to the origi-
nal, one-electron Shin-Metiu model, and apply after emission of one
electron.
4.1.1 Asymmetric system Initialization
The initial state used during propagation is constructed as a product state of
a vibrational wave packet, χ(R), in the electronic ground state, ϕ2e0 (x, y;R):
Ψ(x, y,R, t0) = χ(R)ϕ
2e
0 (x, y;R). (4.1)
The nuclear part of the initial wave function, χ(R), is described by a Gaussian
distribution centered around one local minimum of the double-well potential
at R0 = −2.05Å (see shaded area in Fig. 4.2). By this, intrinsic vibrational
dynamics is reduced to a minimum. The nuclear wave function reads
χ(R) = N0 e
−βR(R−R0)2 , (4.2)
where the Gaussian’s width is defined by βR = 7.14Å−2 and N0 serving as a
normalization constant.
Initializing the system in this manner, an asymmetric nuclear geometry is ob-
tained, where an increased nuclear charge density is found on the left-hand
side of the molecule. This configuration corresponds to one of two energetically
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degenerate realizations. Systems, where the vibrational wave packet resides in
one potential well, represent a common situation and can be encountered, for
example, in NH3 inversion or isomerization processes.
As a consequence of this asymmetric geometry, the electron localized between
the fixed left and the mobile nucleus is bound stronger, while the other resides
closely to the fixed right nucleus and has a lower binding energy. The later
sections will present the impact of this asymmetry.
Note that the chosen initial state does not correspond to the absolute ground
state of the system: While the assumed factorization of electronic and nuclear
degrees of freedom is an assumption due to electron-nuclear correlations, placing
the vibrational wave packet in only one of the two equal potential wells plays
a far bigger role. The real ground state would be more similar to a symmetric
superposition of this state and of its mirror image in the other potential well.
4.1.2 Artificial Systems of Distinguishable Electrons
The initial wave function presented in the last section has the electrons lo-
cated on both sides of the molecule, one electron with a lower, one with a
higher binding energy. The top two panels of Fig. 4.3 show the electronic den-
sity
∫ |Ψ(x, y,R, t0)|2dR at the beginning of the propagation. As the starting
configuration barely induces vibrational dynamics, this density distribution is
mostly maintained until the ionizing pulse interacts with the system. During
the ionization, but especially after the ultrashort pulse, signal can be detected
at large coordinates in one (single ionization) or both coordinates (double ion-
ization).
As fermions are indistinguishable particles and the distribution within the elec-
tronic wave function is identical for both electronic coordinates, evaluation of
only one half of the system, i.e. split along the x= y-diagonal, suffices. This
property, however, also has an inherent drawback: The origin of any emission
signal cannot be traced back to a single electron, i.e. answering the question of
which electron – the weakly or strongly bound one – was emitted.
In order to distinguish the different ionization channels, two desymmetrized
subsystems are created from the full wave function defined in Eq. (4.1):
(A) ψA(x, y,R, t0) ≡ Ψ(x, y,R, t0) Θ(x− y), (4.3a)
(B) ψB(x, y,R, t0) ≡ Ψ(x, y,R, t0) Θ(y − x). (4.3b)
Here, Θ(x) is the Heaviside step function, which splits the full (fermionic) sys-
tem along the x= y-diagonal into two partial wave functions, each describing
half of the original system. By doing so, the symmetry of x and y is broken,
resembling a wave function in Hartree-type product form. As a consequence,
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Figure 4.3. Initial wave function,
∫ |Ψ(x, y,R, t0)|2 dR, entering the
propagation. Top plane: fully symmetric spatial wave function calcu-
lated via the relaxation method. Descending from top to bottom: Pro-
jection onto the 2D plane of the full system, reduced system with x ≤ y
(A), and x ≥ y (B), respectively. By splitting the full system along the
x = y-diagonal, the symmetry of electronic coordinates is artificially
broken and electrons become distinguishable. Source: Ref. [135]
x and y effectively describe identical, yet distinguishable electrons in the artifi-
cial subsystems A and B. The different ionization pathways revealed by these
subsystems’ dynamics are discussed in section 4.3.
4.1.3 XUV Field, Temporal Resolution & Phase Dependence
Ionization of the full fermionic system, as well as the subsystems A and B
is achieved by employing an attosecond XUV pulse. As the propagation is
conducted with a Hamiltonian in velocity gauge (see chapter 1.3.2), the electric
field is described via its vector potential A(t), whose polarization is aligned
with the molecular axis:
A(t) = −E0
ω
f(t− T ) sin (ω(t− T ) + φ). (4.4)
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Figure 4.4. Cosine-shaped electric field of the attosecond XUV pulse
employed for ionization. Electric field strength E0 = 8.7V/Å corre-
sponds to 1.0×1015 W/cm2, λ = 39.5 nm, FWHM= 70 as. Comparison
of temporal grid spacing of dt = 2 as and dt = 10 as. Note that the
description of the electric field E(t) in terms of the vector potential
A(t) results in an temporal offset between the two time resolutions.
Here, E0 = 8.7V/Å is the electric field strength (corresponding to an inten-
sity of 1.0×1015 Wcm−2), ω the field’s angular frequency, and f(t − T ) a
Gaussian pulse envelope function centered around T = 0 fs with a full-width
half-maximum (FWHM) of 70 as. The angular frequency chosen corresponds
to a wavelength of λ = 39.5 nm (=ˆ 31.4 eV), which is sufficient to doubly ion-
ize the molecule through single photon absorption, cf. Fig. 4.2. The spectral
width of this attosecond pulse corresponds to σ = 25.97 eV and is as such very
broad. The carrier-envelope phase (CEP) φ of this nearly single-cycle pulse
is set to zero, corresponding to a sine-shaped vector potential or an approxi-
mately cosine-shaped electric field. Fig. 4.4 shows the electric field for different
resolutions of the temporal grid.
Choosing the time step during propagation as dt = 10 as suffices for a pulse
description including the main features: one large cycle with positive field val-
ues, two small cycles with negative field values. While the pulse is sufficiently
resolved in the time domain, the same need not be true for the total description
of the system’s dynamics. A good measure for estimating the quality of the
time step is the field-induced momentum of one of the electrons. For this, the
case of single ionization is considered and the instantaneous average momentum
〈py〉(t) of the remaining bound electron inspected for a fixed nuclear geometry1,
1The calculation of 〈py〉(t) is presented in section 4.2.2. For now, the point of Fig. 4.5a is
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Figure 4.5. Analysis of pulse resolution and CEP via the momentum
expectation value 〈py〉(t) of the electron remaining bound within the
forward-up pathway. a) Calculations with time step dt = 2 as and
dt = 2 as yield the same result indicating sufficient temporal resolution.
b) Nearly identical values for φ ∈ {0, pi} suggest that the molecular
geometry dominates the emission direction during ionization.
see Fig. 4.5a. The nearly identical result for propagations with dt = 2 as and
dt = 10 as indicate sufficient temporal resolution for the attosecond XUV pulse
and the overall description of the system’s dynamics. Hence, the larger time
step will be employed.
With the field exhibiting one big half-cycle toward positive values, but only two
weak half-cycles towards negative values, a strong accelerations towards positive
x coordinates is to be expected. However, calculations employing a field with
a CEP of φ = pi, resulting in a -cosine-shaped electric field, showed that the
field orientation actually plays a minor role in determining emission direction.
Fig. 4.5b shows the instantaneous average momentum 〈py〉(t) for a time step of
dt = 10 as, but with different CEP. This indicates that for the present system,
the emission direction is almost exclusively decided by the molecular geometry.
As such, the remainder of the investigation will be conducted employing only
one CEP, in this case that of a cosine-shaped electric field.
to highlight the correct description employing a time step of 10 as.
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Figure 4.6. 2D electronic density,
∫ |Ψ(x, y,R, t = 3 fs)|2 dR, of the
fully antisymmetric system (reflection symmetry w.r.t. the x = y-
diagonal) shortly after ionization with an XUV pulse centered at
T = 0 fs. Four different ionization channels can be distinguished, here
illustrated for the x direction: Signals emerge either in forward (x > 0)
or backward (x < 0) direction for positive (up) or negative y coor-
dinates (down), respectively. The corresponding channels along the
y-axis are equivalent. Source: Ref. [135]
4.2 Ionization of a Correlated Fermionic System
4.2.1 Identification of Single Ionization
Ionization of either the full fermionic system or the subsystems A and B is
best visualized by the two-dimensional electronic density
∫ |Ψ(x, y,R, t)|2 dR.
As the molecule is located at the origin of the x–y-coordinate system, signal in
regions with large values in one dimension correspond to single ionization, while
large values in two dimensions indicates double ionization. Fig. 4.6 depicts a
snapshot of the 2D electronic density at t = 3 fs after the ionizing pulse interacts
with the system.
Most density remains unionized at the center of the coordinate system, with
four double-stripe structures appearing along the coordinate axes. These stripes
represent single ionization in forward and backward direction, where one elec-
tronic coordinate stays within ±10Å. Here, forward stands for coordinate val-
ues greater zero, while backward indicates values smaller zero. Additionally,
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the symmetry feature along the x=y-diagonal axis can be seen.
It should be noted that in general signal corresponding to double ionization is
of several magnitudes lower than that of processes, where only one electron is
emitted2. This is due to the much smaller cross section of double ionization.
Consequently, such contributions are not visible in Fig. 4.6. Also note, that no
cutoff-function can be applied in the regions corresponding to double ionization
due to the continued presence of a Coulomb-interaction partner. This entails
an upper duration for the propagation until reflections at the grid ends start to
significantly alter the measured signal. Therefore, analysis will focus on the first
20 fs after ionization, during which no grid reflections occur. Note, that slowly
decaying excited states lead to auto-ionization at even later times. However, for
the pulse properties presented in the next section, the levels of auto-ionization
are of low intensity and hence not included in the following discussion.
An apparent feature of the single ionization channels is the occurrence of two
emission pathways in every direction. This indicates the presence of two ion-
ization processes, in which the remaining electron stays at different potential
minima. Due to the mentioned symmetry property, analysis along one coordi-
nate axis suffices; in this case the x axis is chosen. Here, four distinct channels
can be found, which differ in shape and intensity from each other. The labels
forward/backward are ascribed for positive/negative values in x, and up/down
for positive/negative values in y, respectively.
As electronic density is driven to large coordinates, density representing ion-
ization needs to be distinguished from that, which is not permanently emitted
from the molecule. To isolate the parts of the wave function that correspond to
single ionization, the photoelectron dynamics is analyzed solely in regions far
from the molecule. To this end, during each time step of the propagation the
mask
c(x, y) = cx(x) ·
[
1− cy(y)
]
(4.5)
is applied to the system’s wave function. Here, cξ(ξ) is defined as
cξ(ξ) =

0 if 0 < |ξ| ≤ ξc
sin2
( |ξ|−ξc
∆ξ
pi
2
)
if ξc < |ξ| ≤ ξc+∆ξ
1 if ξc+∆ξ < |ξ| ≤ 240Å
, (4.6)
where ξ ∈ {x, y} with corresponding xc = 25Å, yc = 45Å, and ∆x = ∆y =
10Å. As such, the mask c(x, y) selects parts of the wave function ψout(x, y,R, t) ≡
c(x, y)ψ(x, y,R, t) at large x and low y coordinates, corresponding to the emis-
sion of a single electron along the x coordinate, whereas the other (y) electron
remains bound at the parent molecular ion.
2In the depicted case, double ionization has a probability roughly four orders of magnitude
lower than single ionization.
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Note, that the mask function presented here is different from the cut-off func-
tion employed in chapter 3, Eq. (1.82): While the latter is used to convey the
emitted part of the full dimensional wave function onto a smaller grid, which
is then propagated separately, the mask function c(x, y) solely determines the
evaluation area.
Numerical Artifacts
It was noted, that the ionization signal is several orders of magnitude lower
than the parts of the electronic density, in which both electrons remain bound.
At these low signal levels, artifacts caused by the imperfect initial electronic
wave function occur, which manifest themselves as artificial ionization. In the
case of the subsystems A and B, the sharp separation along the x=y-diagonal
leads to even stronger artificial ionization. To limit this background signal,
portions of the wave function reaching large values in x or y until t = −3 fs, i.e.
well before the attosecond pulse interacts with the molecule, are removed from
the total wave function. This is done by truncating Ψ(x, y,R, t < 3 fs) through
multiplication with the Heaviside step function product Θ(25Å−|x|) Θ(25Å−
|y|) before further propagation is performed.
4.2.2 Induced Pathway-dependent Dynamics
In this section, the ionization of the full fermionic system is investigated.
Fig. 4.6 already showed a snapshot of the electronic density at t = 3 fs af-
ter ionization with emission of a single electron being the dominant channel. In
order to analyze the electron-electron correlation, the dynamics of the electron
remaining bound is inspected. For this the instantaneous average momentum,
〈py〉S(t), of the y electron is calculated via its density distributions ρS(py, t),
where the ionized wave function Ψout is separated into the individual emission
channels S describing forward/backward and up/down regions, respectively (see
Fig. 4.6). The density distribution of a given region is calculated as
ρS(py, t) =
∫∫ ∣∣∣ψ˜ Sout(px, py, PR, t)∣∣∣2 dpx dPR, (4.7)
where ψ˜ Sout is the Fourier-transformed single ionization wave function ψ Sout. By
normalization of the respective region’s total signal with the time-dependent
normalization constant NS , the momentum expectation value is defined:
〈py〉S(t) = NS(t)
∫
py ρS(py, t) dpy. (4.8)
Fig. 4.7 shows 〈py〉S(t) for each respective channel and illustrates, that in all
four cases different dynamics is induced in the parent ion. As discussed in
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Figure 4.7. Time-resolved momentum expectation value 〈py〉(t) of
the remaining y electron after ionization of the full system for the a)
backward-up channel, b) forward-up channel, c) backward-down chan-
nel, and d) forward-down channel. The expectation value 〈py〉(t) of
the remaining y electron serves as an indicator for electron scattering
during the emission process. For the forward-down and backward-up
channels, direct ionization processes do not involve electron-electron
scattering and therefore show only weak dynamics. For the forward-up
and backward-down channels, considerable scattering between the elec-
trons occurs and therefore the remaining electron performs significant
oscillations after the emission event.
the last section (4.1.3), a change of the carrier-envelope phase of the ionizing
field by pi bears almost no difference in the results. Consequently, all for-
ward/backward asymmetries do not originate in the CEP of the electric field,
but can be traced back to the asymmetric molecular geometry defined by the
chosen initial conditions.
Inspecting the individual channels, Fig. 4.7a and d show only weak induced
dynamics, while panels b and c exhibit clear oscillatory behaviour. These trends
can be classified as “direct” and “indirect” emission with an interpretation as
follows: In the forward-down channel, Fig. 4.7d, signal originates primarily from
the emission of the weakly bound electron initially located on the molecule’s
right-hand side. During ionization, it is accelerated towards large x values and
only passes the fixed right nucleus, and as such hardly affects the strongly
bound electron at the molecule’s other end. Therefore, this “direct” emission,
where almost no interaction with the parent ion occurs, induces dynamics far
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weaker compared to the case of “indirect” emission.
The situation is similar for the backward-up channel, Fig. 4.7a, where it is the
strongly bound electron, which gets accelerated towards large negative values
in x and only scattering with the fixed left nucleus occurs. The remaining
weakly bound electron on the other side of the molecule shows only a minor
response, as barely any interaction took place. Note, however, that the average
momentum 〈py〉S(t) of the backward-up channel – although small – displays a
more irregular dynamics than the forward-down channel. The origin of this
is the induced nuclear dynamics of more than one electronic state, further
investigated in section 4.3.2.
Looking at Fig. 4.7c, the backward-down channel displays a strong oscillatory
behaviour starting 1 fs after the system interacts with the ionizing field. In
this scenario, signal stems primarily from the weakly bound electron on the
molecule’s right-hand side. However, in contrast to the forward-down channel,
the emitted electron first passes the entire parent ion before reaching large
negative spatial values3. Inelastic scattering with the strongly bound electron
induces dynamics with the residual y electron remaining confined between the
two left nuclei, resulting in a clean oscillatory dynamics. A Fourier analysis of
this oscillatory between 0 and 10 fs reveals a periodicity of 1.47 fs, corresponding
to an energy of approximately 2.8 eV, see Fig. 4.8. This matches with the energy
gap of the electronic ground and first excited state of the one-electron system,
thus indicating an excitation of an electronic wave packet in the residual cation.
Ionization leading to signal in the forward-up channel, Fig. 4.7b, relates to the
strongly bound electron passing its parent ion before being emitted towards
large positive x values and inelastically scattering with the weakly bound elec-
tron on the molecule’s right-hand side. Consequently, oscillatory dynamics are
induced. As for the backward-up channel, Fig. 4.7a, nuclear dynamics is initi-
ated, which further contribute to the total dynamics.
Lastly, note that the total amount of emitted electronic density varies heavily
for the different channels: While total signal varies over time, at t = 10 fs
the probability of emission in backward direction is almost equal for the down
and up channels with a ratio of 3:2 (down:up). In forward direction, however,
emission into the down channel strongly dominates over the up channel by a
factor of 10.
3The point can be made, that this type of ionization is not “not direct”. However, to
contrast it from the clearly “direct” emission process, the label “indirect” is assigned.
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Figure 4.8. Energy spectral density S(ω) = |F〈py〉(t)|2 for the first
10 fs after ionization into the backward-down channel. The frequency
of the oscillation matches with the energy gap of the ground and first
excited state of the one-electron system.
4.3 Subsystem Ionization
The analysis of the previous chapter provided a first intuitive picture of the
intramolecular scattering effects occurring in the full fermionic system during
ionization. However, as the interacting electrons are indistinguishable the roles
of emitted and remaining electrons during the scattering process cannot clearly
be identified. To this end, the artificially truncated wave functions ψA and ψB,
see Eqs. (4.3a) and (4.3b), are employed as initial conditions, thus rendering
the two electrons distinguishable, see Sec. 4.1.2. This way, electron-electron
correlation originating from the antisymmetry of the wave function and inter-
ference effects between the two distinct initial density distributions (localized
near x = ±5Å & y = ∓5Å) are neglected. Fig. 4.9 compares the integrated
ionization density of the full fermionic system to the sum of the subsystems A
and B for the forward and backward directions. The good agreement in shape
indicates that for the present system the neglected correlation effects are of mi-
nor importance in terms of total ionization, however, not necessarily negligible
for the structure of emission.
Interpretation in 1D and 2D
While the employed model system is linear and can be visualized as pearls on a
string, the antisymmetry property of the wave functions requires description in
a two-dimensional plane. As of this, it is beneficial to consider the investigated
processes always in these two pictures. To this end, in the following schematics
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Figure 4.9. Integrated ionization signal of the full fermionic system
(solid lines) and the summed signal of the two subsystems A & B
(dashed lines). Green color indicates emission signal into the forward
direction, while purple represents emission into the backward direction.
will illustrate the same processes twice – once in the one-dimensional coordinate
space, and once in the x, y-configuration space representation.
4.3.1 Process Classification
Fig. 4.10 shows the time-dependent 2D electronic densities of the full system
with two indistinguishable electrons (upper part) and the subsystems A (middle
part) and B (lower part), in which electrons can be distinguished, for an area
corresponding to the emission of electron x in backward (left panels) and forward
direction (right panels), while electron y remains bound to the parent ion.
Above the two lower panels, a schematic picture indicates different underlying
processes (blue/green arrows) in the x, y-configuration space (left) and the one-
dimensional coordinate space (right). The thick blue arrows correspond to the
four main contributions discussed in Sec. 4.2.2, where either the strongly (A)
or the weakly bound electron (B) is released to either side of the molecule.
At 1 fs after ionization, only the fastest part of the electron wave packet released
from the molecule’s side pointing towards the emission direction have reached
the evaluation region at 25Å. For this part, the remaining y electron stays in its
initial position on the opposite side of the molecule (blue arrows, A: backward-
up; B: forward-down). At 2 fs strong additional signals from the remote side of
the molecule arise for an emission into the opposite direction (blue arrows, A:
forward-up, B: backward-down). Here, another signal with a smaller but still
significant probability appears in the down (A) channels and – to a smaller
extent – in the up (B) channels. In these channels, the remaining y electron
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Figure 4.10. Snapshots of the integrated 2D electronic density∫ |Ψ(x, y,R, t)|2 dR at t = 1, 2, and 3 fs after ionization of the full system (top
panel) and the two subsystems, ψA (middle panel) and ψB (bottom panel), with
headers illustrating the ionization process (2D view of initial density distribution
in the configuration space and 1D view in the real coordinate space). Source:
Ref. [135]
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is localized in regions which were originally occupied by the x electron (green
arrows).
Furthermore, two features distinguish subsystems A and B from the full sys-
tem: (i.) Minor background signal can be seen throughout the evaluation region,
even at t = 1 fs at large values of |x|, and (ii.) all down pathways of the sub-
systems exhibit a periodically structured pattern within the ionization signal.
Both effects – which are absent in the full model – are attributed to the abrupt
truncation of the subsystems’ wave functions at the x=y-diagonal discussed
in Sec. 4.2.1. However, both effects show only a minor impact on the observ-
ables discussed in this analysis and are therefore not included in the following
discussion.
Comparing the overall intensities, a forward/backward asymmetry can be ob-
served in both subsystems. It is most pronounced (with a ratio of up to three),
when the strongly bound electron is emitted (electron x in subsystem A) and
electron y remains at the weakly bound side (up-channel). This indicates a
strong impact of intramolecular electron-electron scattering with the weakly
bound electrons reducing the electron density emitted in the forward direction.
In the case of the weakly bound electron being emitted (electron x in subsystem
B, down channels), a ratio of up to two between the intensities of the forward
and the backward channel is found. Comparing the overall intensities of the
direct emission pathways, i.e. where intramolecular scattering is negligible, of
both subsystems with respect to each other, it can be seen that the emission
of the weakly bound electron (B, forward-down) is approximately two to three
times more likely than that of the strongly bound electron (A, backward-up).
The four dominant contributions (blue arrows) are those, for which the x elec-
tron is emitted and the y electron stays where it was initially positioned. In
addition, for both subsystems, A and B, electronic densities also increase at
values of the y coordinate (up/down), that were initially vacant. This is traced
back to secondary processes (green arrows), where the remaining electron y
switches sides. Yet, it is not clear from Fig. 4.10 whether this y motion pre-
cedes or follows the emission of electron x.
This question is addressed in the following section, 4.3.2, by further dissecting
the ionization pathways through restricting the electrons’ interaction with the
electric field. It is emphasized that in particular in the case of backward emission
of the strongly bound electron in subsystem A, these secondary contributions
reach an intensity within the same order of magnitude of the primary processes
and therefore contribute significantly to the overall ionization signal.
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4.3.2 Restricted Electron-field Interaction
This sections investigates the intramolecular dynamics during and after the
electron emission process for the subsystems A and B, i.e. using distinguishable
electrons, by limiting the interaction of the electromagnetic field to either the x
or the y electron. For this, the system’s total Hamiltonian Hˆ(t) from Eq. (1.69)
is truncated by dropping of one of the field-electron interactions terms, resulting
in a modified Hamiltonian Hˆ′(t) as
H′(t) = PR
2
2M
+
p2x
2me
+
p2y
2me
+ V (x, y,R)
+ eA(t)
(
− Z
M
PR +
pξ
me
)
, (4.9)
where ξ ∈ {x, y} refers to either the x or the y electron. This restriction al-
lows identification of different effects due to electron-electron interaction during
photoionization.
In contrast to the previous sections, where the 2D electronic density and the
instantaneous average momentum were utilized for analysis, the electronic state
of the remaining bound y electron will be investigated here. To this end, the
ionization wave function ψ Sout(x, y,R, t), i.e. the part of the wave function en-
tering the different analysis regions defined via the mask function c(x, y) and
subsequent separation into forward/backward channels (Sec. 4.2.1) is projected
onto the set of eigenfunctions {ϕ1en (y;R)}, n ∈ {0, . . . , 3} of the one-electron
model, obtained via imaginary time propagation (Sec. 1.1.4). The relative pop-
ulation Pn(t) of the nth state by the y electron (n = 0 corresponds to the
ground state), is calculated as
Pn(t) =
∫∫ ∣∣∣∣∫ ϕ1en (y;R)ψ Sout(x, y,R, t) dy∣∣∣∣2 dx dR, (4.10)
where the domain S no longer separates between up and down channels, but
only forward and backward direction as the eigenstates are defined over the
entire coordinate space. Thus, Pn(t) is the absolute population of the single-
electron state n in the molecular cation after photoionization.
Fig. 4.11 shows the first four electronic eigenstates of the single-electron system
for the nuclear geometry chosen to initiate propagation. As the initial state was
setup to induce a minimum of vibrational dynamics, this geometry persists until
interaction with the ionizing field. Calculating the relative population Pn(t), it
is these states onto which is projected as opposed to the two-electron eigenstates
ϕ2en (x, y;R0).
As can be seen, the electronic ground and first excited state, i.e. the two lowest
states, have their highest probability density at negative y coordinates and be-
ing located between the two left-hand side nuclei corresponding to the strongly
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Figure 4.11. First four electronic eigenfunctions of the single-electron
system at the initial, near-equilibrium nuclear geometry, ϕ1en (y;R0).
The corresponding potential energy surfaces, V 1en (R), can be seen in
Fig. 4.2.
bound electron. While the third excited state shows similar distributions be-
tween the positions outside of the fixed left nucleus, in between the two left
nuclei, or close to the molecular center, the second excited state is located pri-
marily on the molecule’s right-hand end corresponding to the site of the weakly
bound electron.
The populations after ionization are shown in Fig. 4.12 in backward (left panels,
x < 0) and forward direction (right panels, x > 0) for the fully antisymmetric
wave function (top panels, a and b) and the subsystems A and B as indicated
(lower panels, c–h). The schematics next to the panels indicate the dominant
ionization pathways. Note that the initial increase in Fig. 4.12 does not reflect
the population evolution of the remaining electron, but is caused by the fact
that the x electron enters the designated evaluation areas only after about
3 fs. The shaded areas illustrate the spurious background signal that is even
obtained in field-free simulations due to the imperfect initial conditions.
Several processes can be identified. First the case is considered, in which the
electron interacting with the electric field results in the emission of the very
same electron (Fig. 4.12c–f). The strongest signal (panel f) corresponds to the
emission of the weaker bound electron (subsystem B) in forward direction,
i.e. away from the molecule. In this case, the stronger bound electron remains
almost unaffected in its position located at the left-hand side, corresponding
to the electronic ground state of the cation, n = 0 (see Fig. 4.11). Emitting
the weaker bound electron in the opposite direction, Fig. 4.12e, such that in-
elastic scattering with the remaining strongly-bound electron occurs, entails a
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significant population of the first excited single-electron state4, n = 1. This
interaction corresponds to an intramolecular shake-up process.
A different situation is encountered, when the stronger bound electron (Fig. 4.12,
panels c and d) interacts with the electric field and is ultimately emitted. If
the electron emission occurs in the backward direction, Fig. 4.12c, the weaker
bound electron remains initially in its place, corresponding to the second ex-
cited state, n = 2, which is localized on the molecule’s right-hand side (see
Fig. 4.11). In the forward direction, Fig. 4.12d, the second excited state is dom-
inant too, but a slight increase in the population of the cation ground state,
n = 0, above background signal levels (shaded areas) can be noted. Therefore,
inelastic intramolecular scattering with the weaker bound electron must have
taken place, resulting in a shake-down process during the electron emission from
lower energy levels. Note, that the population change due to the shake-down
is much lower than in the shake-up process discussed above. This is attributed
to the additional process of the y electron having to switch sides, which might
be further suppressed by excluding field-interaction with it.
After t & 15 fs, a population decrease of the second excited state, P2(t), with a
simultaneous increase in the first excited state, P1(t), can be seen for the case
of the x electron being emitted from the strongly bound state (subsystem A,
Fig. 4.12c and d), which is not present for the weakly bound state (subsys-
tem B, Fig. 4.12e and f). This time-dependent feature can be traced back to
the non-adiabatic nuclear reorganization dynamics induced by the ionization
process. To verify this hypothesis, additional simulations have been performed
with a nuclear geometry frozen at R = R0, which are shown as dotted lines
in Fig. 4.12c–h5. Here, such a population exchange does not occur and must
therefore be a consequence of correlated non-adiabatic electron-nuclear dynam-
ics in the cation. The potential energy surface of the second state, V 1e2 (R),
see Fig. 4.2 middle panel, shows a large gradient towards the molecular cen-
ter (R = 0), where an avoided crossing with the first excited state, V 1e1 (R), is
found. Thus, upon ionization, nuclear dynamics is initiated, driving the system
via non-adiabatic transition from the second to the first electronically excited
state, V 1e2 (R) −→ V 1e1 (R).
The induced nuclear geometry change is accompanied by a variation of the po-
tential energy surface difference between the n = 2 state and lower states. This
induced nuclear dynamics causes the instantaneous average electronic momen-
tum 〈py〉(t) in the forward-up channel, Fig. 4.7b (which mainly originates in
4Recall, that the first excited state is still localized on the left-hand side of the molecule.
5Propagation with a frozen nuclear geometry is achieved by omitted every term from
the Hamiltonian Hˆ(t), which contains the nuclear momentum. Additionally, the initial wave
packet is no longer described by a nuclear Gaussian wave packet, but by its central coordinate
R0 alone.
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Figure 4.12. Population evolution of the electronic states occupied by the remaining bound
y-electron calculated via Eq. (4.10), after the XUV pulse ionizes the two-electron system at t = 0
fs. The upper panels, (a) and (b), contain the dynamics of the full antisymmetric system, whereas
lower panels, (d)–(h), show the dynamics of distinguishable electrons selectively interacting with
the electric field as indicated. Such modifications allow for the identification of different ioniza-
tion pathways. In particular, some pathways involve inelastic intramolecular scattering leading
to shake-up, panel (e), and shake-down, panel (d), processes, whereas other relevant pathways
involve elastic scattering, (g) and (h), preceding the electron emission. Dashed lines in panels
(a) and (b) correspond to the sum of all individual pathways with restricted field interaction
displayed throughout panels (c)–(h). The dotted lines in panels (c)–(h) represent evolution for
a molecule with fixed core position. Shaded areas correspond to the dominating background sig-
nal, i.e. from the single-electron ground and first excited state, for field-free propagation. These
signals are not visible in all panels due to their rather low amplitude. Source: Ref. [135]
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the process illustrated in Fig. 4.12d) to show more complex oscillations than its
counterpart in the backward-down direction, Fig. 4.7c (primarily originating in
Fig. 4.12e) with only negligible nuclear dynamics.
Finally, the lowest panels, Fig. 4.12g and h, correspond to purely correlation-
driven processes, in which the energy provided by the electric field is absorbed
by electron y, but results eventually in the emission of electron x. Therefore,
a nearly elastic collision between the two electrons must have occurred, in
which the absorbing electron transfers most of its acquired kinetic energy to
the electron originally unaffected by the field. The initially accelerated electron
then takes the place of the subsequently emitted electron – similar to colliding
billiard balls. Consequently, the resulting populations of the single-electron
states of the remaining electron shown in panel g for subsystem A are very
different from the ones in panel c, although ultimately the same electron is
ejected. Instead, due to the originally accelerated electron (y) replacing the
emitted one (x) during the ionization process, the population evolution of the
parent ion strongly resembles the one of subsystem B, seen in panel e, where
the residual electron is located at the strongly bound side.
The same applies for subsystem B’s elastic collision process, panel h, which
rather resembles the populations found in A’s inelastic collision, panel d. Again,
this is traced back to the accelerated y electron taking x’s place prior to the
emission. Note that population of P0(t) and P1(t) through elastic collision in
subsystem A, Fig. 4.12g, corresponds to population of the (previously unoc-
cupied) down channel, cf. Fig. 4.10 (green arrows). This happens immediately
upon interaction with the XUV pulse. In contrast, the competing process, in
which electron x is emitted first followed by electron y being attracted by the
higher positive charge density, Fig. 4.12c, does not contribute to subsystem A’s
down channel before t ≈15 fs. Only then, the first excited state state, V 1e1 (R),
becomes populated via a non-adiabatic transition, which is accompanied by a
density transfer of the remaining y electron to the left-hand side with y < 0.
It is therefore concluded, that the strong early signals, seen in the subsystem
A backward-down channel, correspond to the elastic collision process preced-
ing the x electron’s emission. The significant contribution of this pathway,
which predominantly yields population of the n = 2 state, to the full system’s
ionization signal in backward direction can be clearly seen in Fig. 4.12a.
Similar, but with reversed roles, is the situation when the strongly bound elec-
tron (y, panel h) is accelerated towards the weakly bound one (x): Through
elastic collision, the y electron takes the x electron’s place preceding the emis-
sion process, where it is in the second excited eigenstate with the potential
V 1e2 (R). This process thus contributes temporarily to subsystem B’s forward-
up channel, see Fig. 4.10. Having the electronically second excited state popu-
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lated, again, nuclear dynamics is initiated, resulting in a non-adiabatic transi-
tion. Therefore, parts of the population of the second excited state ϕ1e2 (y;R)
(being localized at positive y values) are transferred to the first excited state
ϕ1e1 (y;R) (being localized at negative y values) via an avoided crossing, so that
their density is then observable in subsystem B’s forward-down channel6.
It is emphasized that the amplitude of such secondary processes appears to
be nearly of the same order of magnitude compared to the primary processes
discussed above.
To summarize, this artificial decomposition into individual processes allows to
analyze and identify processes underlying the full system’s ionization. Com-
paring the cases of the fully antisymmetric initial wave function without any
restrictions on the electric-field interaction, Fig. 4.12a and b (solid lines), with
the artificially restricted subsystems (dashed lines, corresponding to the sum
of all individual pathways with restricted field interaction), shows a very good
qualitative agreement supporting the validity of the employed decompositional
approach. In particular, the overall time-dependent behavior is very well re-
produced by the subsystems’ dynamics with restricted field-interaction. For
example, in the backward direction, Fig. 4.12a, the population of the second
excited state and its non-adiabatic transition for t ≈ 15 fs can be traced back
to the electronic shake-up process and the motion of the mobile nucleus (panel
c). Also the step-like increase (t ∼ 8 fs) of the ground state can be traced
back to the population increase (of the ground state) in panel g and its further
continuous increase at times t > 10 fs in panel e, which are not accompanied
by a shake-up process.. Note, that the superposition of the subsystems A & B
with respect to the exciting fields employed above is not exact: Discrepancies,
in particular in the overall amplitude, are most likely related to the omission of
interference effects between emitted density from the two initial localized elec-
tronic density distributions, which have been dropped by regarding electrons as
distinguishable particles. Further investigations of such influences remain for
future research endeavors.
To conclude, the final state of the molecular parent ion after ionization depends
strongly on the specific ionization pathway, may it involve elastic or inelastic
intramolecular scattering events prior to the electron emission. Furthermore,
it was shown that electron-electron correlations significantly contribute to the
total ionization probability for both, primary and secondary processes. In par-
ticular, quantifying the effect of secondary processes on the same magnitude as
primary processes, underlines the inaccuracy of the commonly applied single
6For the sake of completeness, it is noted that the cases not shown, in which the emission
of the second electron takes place in the opposite direction of panels g and h, are of similar
shape and magnitude.
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Figure 4.13. Momentum distribution σ(px) of the emitted electron
at t = 10 fs. Top panels: Full antisymmetric system and sum of
subsystems A and B in backward (a) and forward (b) direction. Bottom
panels: Subsystems A and B in backward (c) and forward (d) direction.
Within the subsystems, direct emission involving negligible scattering
leads to peaked structures at momenta below 0.7 a.u., whereas indirect
emission results in a smoother momentum distribution.
active electron approximation especially in the context of single-photon ioniza-
tion of molecules.
4.4 Traces in the Photoelectron Momentum Distri-
bution
Lastly, it is investigated to what extent the different ionization processes are
represented in the final momentum distribution of the the photoelectron. To
this end, the momentum distribution σ(px) of the emitted electron (x) is cal-
culated within the evaluation region S as
σ(px) =
∫∫ ∣∣∣ψ˜ Sout(px, py, PR, t = 10 fs)∣∣∣2 dpy dPR, (4.11)
where ψ˜ Sout is the Fourier transformed single ionization wave function ψ Sout. Note
that in forward (backward) direction, emission occurs only at positive (negative)
values of px. At t = 10 fs, the distribution functions σ(px) are mostly converged
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within the respective evaluation region and only weak contributions continue
to enter the evaluation region afterwards.
The calculated momentum distributions are shown for the full system and the
sum of subsystems A and B in forward and backward direction in Fig. 4.13a
and b, respectively, as well as for the subsystems, A and B, in Fig. 4.13c and d.
The forward/backward asymmetry can be seen in all cases. Intensity differ-
ences are traced back to two trends: First, the direct emission, i.e. emission
without intramolecular scattering (A: backward, B: forward), has a larger in-
tensity than signals, where the photoelectron passes the parent ion prior to
emission (A: forward, B: backward); and second, the weaker x electron bind-
ing energy in subsystem B leads to a larger ionization yield than obtained for
subsystem A, in which the x electron is strongly bound. The combination of
both effects leads to an almost equal contribution of the two subsystems to the
backward emission, Fig. 4.13c, whereas in the forward direction, Fig. 4.13d, the
intensity of subsystem B’s direct emission signal clearly exceeds subsystem A’s
contributions.
It is noteworthy, that the contributions originating in direct emission show a
peak structure at lower momenta (predominantly around (A) px = −0.25 a.u.
and (B) px = 0.3 a.u.), whereas pathways that involve intramolecular scattering
processes yield only a weakly structured, smoother momentum distribution.
The stronger pronounced peak structure in the momentum distribution of the
full system’s forward emission, Fig. 4.13b, therefore reflects the much larger
contribution of direct emission processes into this direction. The smoother
distribution of the backward emission, Fig. 4.13a, on the other hand, indicates
an increased contribution of pathways with significant intramolecular scattering
to the emission.
Lastly, the comparison of the full system with the sum of the subsystems,
Fig. 4.13a and b, reveals the effect of omitting interference effects between the
emitted density from the two initial localized electronic density distributions.
While the agreement is good for large positive and negative momenta, a general
overestimation of the subsystems’ sum is noted for low negative momenta. For
low positive momenta, however, only the peak structure stemming from subsys-
tem B matches well with the full system. In the range of px ∈ [0, 0.25] a.u. the
sum of the subsystems even exhibits a shift to lower momenta while displaying
a larger signal at the same time.
To summarize, the different shapes of the momentum distribution generated by
an ultrashort XUV pulse bears information about the occurrence of intramolec-
ular scattering events accompanying the different ionization processes. Note,
however, that the magnitude of these differences correlates with the difference
in binding energy of the involved electrons. It is likely, that smaller energy
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gaps between electronic binding energies as encountered in, e.g. molecules with
considerably more electrons, may lead to a reduction of the pronounced effects
found here.
4.5 Discussion
In this chapter, the correlated electron-electron and electron-nuclear dynamics
in a linear molecular charge-transfer model were studied by solving the time-
dependent Schrödinger equation numerically for two electronic and one nuclear
degree of freedom in one dimension each. To this end, the ionization of a single
electron by an attosecond XUV pulse was considered, and the exact scattering
mechanism traced back to the electron’s interaction with the residual cation,
in particular with the remaining bound electron. The momentum distribution
of the remaining bound electron was used to study the different pathways of
scattering.
By replacing the fully antisymmetric wave function with one of distinguishable
electrons and in a second step, additionally limiting interaction with the ionizing
field to a single electron, the contributions of primary and secondary processes
to the total emission signal were analyzed. Using this approach, time-dependent
signatures in the evolution of the molecular parent ion were identified and
traced back to various intramolecular scattering events preceding the electron
emission. It was found, that these pathways exhibit different signatures in the
photoelectron’s final momentum distribution.
Employing two electronic degrees of freedom, significant contributions of static
and dynamic correlations on an attosecond timescale within the single-photon
ionization process were identified, which lies beyond the scope of the commonly
applied single active electron approximation. In particular, relevant pathways
to the overall signal were isolated, in which inelastic scattering with partial
momentum transfer between the electrons resulted in shake-up and shake-down
phenomena. Additional pathways of significant contribution involving elastic
scattering were found, where the electron originally accelerated by the electric
field transfers its momentum to a different electron within the molecule and
takes its place instead. Furthermore, it was shown that different ionization
pathways leave the parent molecular ion in different electronic states. As a
consequence, correlated electron-nuclear reorganization dynamics is induced,
which was shown by the example of non-adiabatic transitions following the
ionization process.
It is presumed, that the observations made here for a model system are represen-
tative for molecular systems, and, consequently, that both static and dynamical
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correlations contribute significantly to the ionization processes through various
pathways beyond the single active electron picture.
Summary
The scope of this thesis covered two subjects within the framework of ultrafast
correlated particle dynamics: In the first part, asymmetries within the photo-
electron spectra were investigated for a system dominated by electron-nuclear
correlations, while the second part focused on electron-electron interactions.
For the former, a detailed analysis of an ionizing pulse provided access into the
dynamics occurring before ionization, whereas for the latter, an investigation
of the precise ionization mechanisms gave insights into the dynamics during
and after ionization. Hereby, the results are beyond the commonly applied
single-active electron approximation.
In order to investigate the electron-nuclar correlation dynamics, the time-
dependent Schrödinger equation was solved numerically, including both, the
electronic and nuclear degree of freedom directely. The underlying model sys-
tem has been introduced by Shin & Metiu in order to investigate charge-transfer
processes. Here, an infrared pulse was employed to pump the system, while an
ultrashort XUV pulse probes the induced dynamics at various times. The ob-
tained photoelectron spectrum exhibited an asymmetry for the different emis-
sion directions of the electron, which could be utilized to unravel the system’s
correlated dynamics.
Calculations were performed for two distinct cases: one dominated by adiabatic
dynamics, where electronic motion adjusts adiabatically to changes in the nu-
clear geometry, the other described by dynamics of pronounced non-adiabatic
transitions to neighbouring electronic states. In the case of the adiabatic sys-
tem, it was illustrated that the photoelectron asymmetry accurately reflects the
electronic motion prior to emission in the absence, as well as in the presence of
an external perturbing IR-field. For the diabatic system, the asymmetry was
found to depict specifically the moments of non-adiabatic transitions, however,
not electronic motion during other times.
The assumption was made that the electron dynamics visible within the photo-
electron spectrum are caused by two things: the naturally occurring dynamics,
described by the system’s internal forces, and the dynamics induced by the
external IR-field. To validate this theory, two sets of calculations with pulses
shifted by a phase of pi were performed separately, and a technique for recon-
structing the unperturbed electron dynamics proposed. It was proven that the
asymmetries of both calculations vary in the contributions from the induced dy-
namics, however, not in the contributions stemming from the dynamics intrinsic
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to the system. As such IR-fields can be applied to efficiently increase the signal
of the photoelectron asymmetry, while the ability to access the unperturbed
dynamics is retained. Furthermore, it was shown that the reconstruction tech-
nique starts to break down once the field strength of the perturbing IR-field
reaches levels that induce significant population transfers between the electronic
states, and as such initiate new intrinsic dynamics.
To identify the properties of the ionizing XUV pulse, which yield the largest
asymmetry, the employed system was further configured as a superposition of
two neighbouring electronic states, as these exhibit fast oscillations within the
electronic momentum. Temporally short XUV pulses were found to consider-
ably increase the measured asymmetries, as less optical cycles within the pulse
mean a temporally more compressed interaction, and hence a better reproduc-
tion of the correlated dynamics. Additionally, investigation of the frequency
of the ionizing pulse revealed that photon energies closely above the ionization
threshold lead to considerably larger yields in the asymmetry, as the transition
probability to higher continuum states gets significantly reduced.
To summarize, in the first part of this thesis, the asymmetry within the pho-
toelectron spectrum was closely examined and found to carry the system’s
information on the correlated electron-nuclear dynamics even when perturbed
by an external IR-field. Moreover, by utilizing two phase-shifted pulses it was
demonstrated possible to access the precise dynamics naturally occurring within
a molecular system.
The second part of this thesis covered the extension of the previous system by
an additional electronic degree of freedom, and as such enabled the investigation
of electron-electron correlations, here, with a focus on electron dynamics during
and after photoionization of a single electron with an attosecond XUV pulse.
By solving the system’s time evolution exactly, this approach distinguishes
itself from other techniques which heavily rely on approximations such as, for
example, the Born-Oppenheimer approximation or the single-active electron
approximation. Especially the latter neglects any electronic correlations effects,
but assumes that electrons and nuclei screen each other to a large degree.
Consequently the presented results stand in direct contrast to it and illustrate
a much more precise picture.
The investigation concentrated on vibrational dynamics initiated in an equilib-
rium state, i.e. in one of two equal potential wells, so that the dynamics intrinsic
to the system were kept to a minimum. This nuclear orientation caused one of
the electrons to be bound weaker, while the other was bound stronger, which,
in turn, altered how each of the electrons interacts with an ionizing XUV pulse.
As electrons are fermionic particles, and as such indistinguishable from each
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other, the wave function employed to describe the system is symmetric in the
electronic coordinates, which made statements about the electronic origin of
any measured ionization signal impossible. To identify the origin of the signal
and distinguish the weakly from the strongly bound electron, artificial subsys-
tems of desymmetrized initial wave functions were examined alongside the fully
fermionic system.
The conducted analysis revealed a fundamental dependence of the ionization
pathway on the position of the electron remaining bound, and on the direction
of the electron that was emitted. The momentum of the residual electron was
identified to deviate for the different pathways of ionization, so that two cases
could be isolated: one, where electron emission occurred directly and without
scattering with the other electron, resulting in barely any induced dynamics of
the residual electron, and two, where elastic and inelastic scattering took place
and left the remaining electron in several excited states.
Investigation of the artificial subsystems futher revealed that there is no pre-
ferred emission pathway for the weakly bound electron, while for the strongly
bound electron “direct” emission, i.e. emission not involving electron-electron
scattering, is significantly more likely. Furthermore, emission of the strongly
bound electron did exhibit much more irregular scattering interaction with the
other electron, giving rise to the question, whether the interaction originated
in the ionization, or the ionization originated in the interaction with the other
electron (stimulated by the XUV pulse). The former situation would corre-
spond to inelastic scattering leaving the weakly bound electron in an excited
state, the latter, on the other hand, to elastic scattering ultimately leading to
the emission of the weakly bound electron (while the formerly strongly bound
electron takes its place).
To further unravel the exact ionization mechanism, the interaction with the
electric field of the ionizing pulse was artificially restricted to a single electron,
and the electronic state of the residual electron examined. Emission of the
weakly bound electron was found to leave the residual electron in its electronic
ground state, regardless of scattering events taking place or not. Consequently,
neither was a nuclear reorganization dynamics initiated. In contrast, the emis-
sion of the stronger bound electron led to a shake-up of the residual electron,
which, in turn, resulted in the onset of nuclear reorganization dynamics accom-
panied by non-adiabatic transitions between electronic states. To verify the
nuclear dynamics as origin of the subsequent population transfers, simulations
with a frozen nuclear geometry were performed, resulting in a suppression of
the electronic transitions and confirming the assumption.
By limiting the field-particle interaction to the electron which was ultimately
not emitted, the amount of ionization signal caused by elastic scattering was
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isolated, and as such shedding light on the accuracy of the single-active electron
approximation. While the total ionization was reduced by one order of magni-
tude for the weakly bound electron, the amount for the strongly bound electron
was on an equal level, thereby highlighting the significance of electron-electron
correlations during ionization events. A second observation within the elastic
scattering process was an alteration in the electronic composition of the resid-
ual electron, which was characterized by shake-up processes for the emission of
the weakly bound electron, and no shake-up processes for the strongly bound
electron – so directly opposite to the situation discussed before.
Lastly, the photoelectron’s momentum distribution was investigated with re-
spect to the features of the individual ionization processes, which showed good
agreement with the separational approach of the artificial subsystems.
To conclude, the second part of the presented thesis employed two electronic
degrees of freedom in order to study electron-electron correlations during events
of single-ionization induced by interaction with an attosecond XUV pulse. By
employing artificial subsystems of desymmetrized electronic coordinates, the
different ionization pathways occurring within the full fermionic system were
thoroughly investigated. As a key result, it was highlighted that the electronic
correlations are of significant importance during ionization.
Outlook
For future research endeavors, double ionization phenomena promise further in-
sight into the electronic correlations, especially regarding the system’s intrinsic
dynamics prior to ionization, nuclear geometry and employed pulse parameters.
Furthermore, the investigation of the electronic spin would provide useful infor-
mation on the spin’s role and its impact on the system’s dynamics compared to
Coulomb interactions, particle correlations, and external perturbations. Lastly,
a simulation of real molecules has yet to be conducted.
Zusammenfassung
Die vorliegende Dissertation befasste sich mit zwei Fragestellungen aus dem
Forschungsgebiet der Ultrakurzzeitdynamiken korrelierter Teilchen: Während
im ersten Teil Asymmetrien im Photoelektronenspektrum eines Systems unter-
sucht wurden, das von Elektron-Kern-Korrelationen dominiert wird, konzentri-
erte sich der zweite Teil auf die Wechselwirkung zwischen Elektronen miteinan-
der. Eine detaillierte Analyse des ionisierenden Pulses im ersten Teil gewährte
hierbei Einblicke in die auftretende Dynamik vor der Ionisation, wohingegen
der genau Ionisationsmechanismus im zweiten Teil behandelt und die Dynamik,
während und nach der Ionisation, beleuchtet wurde. Damit stehen die Ergeb-
nisse des zweiten Teils in direktem Kontrast zur typischerweise verwendeten
Ein-Elektron-Näherung.
Um die Elektron-Kern-Korrelationen zu analysieren, wurde die zeitabhängige
Schrödingergleichung numerisch für ein Ladungstransfermodell exakt gelöst.
Zunächst diente ein Infrarotpuls (IR-Puls) dazu, eine Dynamik innerhalb des
Systems anzuregen, welche dann für verschiedene Zeiten mit einem ultrakurzen
XUV-Puls untersucht wurde. Hierbei wies das berechnete Photoelektronen-
spektrum eine Asymmetrie für die verschiedenen Ionisationsrichtungen auf,
welche anschließend verwendet werden konnte, um die korrelierte Dynamik des
Systems zu entschlüsseln.
Berechnungen wurden dabei für zwei unterschiedliche Typen von Systemen
angestellt: Während das eine System vornehmlich eine adiabatische Dynamik
aufwies, d.h. die Elektronenbewegung passte sich adiabatisch an eine sich
verändernde Kerngeometrie an, wurde das andere durch nicht-adiabatische
Übergänge zu benachbarten elektronischen Zuständen charakterisiert. Für den
Fall des adiabatischen Systems wurde gezeigt, dass die Asymmetrie im Pho-
toelektronenspektrum die Elektronenbewegung vor der Ionisation widerspiegelt
– und das sowohl wenn kein IR-Feld, aber auch wenn ein IR-Feld eine Dynamik
im System angeregt hatte. Im Fall des diabatischen Systems wurde gezeigte,
dass die Asymmetrie die Zeitpunkte der nicht-adiabatischen Übergänge anzeigt,
jedoch die Bewegung der Elektronen zu anderen Zeiten nicht widerspiegelt.
Es wurde die Hypothese aufgestellt, dass die im Photoelektronenspektrum
sichtbare Elektronendynamik durch zwei Dinge verursacht wird: der natürlich
im System ablaufenden Dynamik, beschrieben durch die im System wirkenden
Kräfte, und der durch das IR-Feld induzierten Dynamik. Um diese Theorie zu
testen, wurden zwei Simulationen verglichen, bei denen die Phasen der IR-Pulse
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um pi voneinander verschoben waren, und eine Technik vorgeschlagen, um die
intrinsische Dynamik des Systems zu rekonstruieren. Es wurde gezeigt, dass
sich die Gesamtdynamik des System im induzierten Teil unterscheidet, jedoch
die intrinsische Dynamik erhalten bleibt. Daher können solche IR-Felder ange-
wandt werden, um das Signal der Asymmetrie im Photoelektronenspektrum zu
verstärken, und um gleichzeitig die ungestörte Dynamik zu untersuchen.
Des Weiteren wurde gezeigt, dass diese Rekonstruktionstechnik zu versagen
beginnt, sobald die externen IR-Felder zu stark werden. Dann ist nämlich
der induzierte Populationstransfer zwischen den verschiedenen elektronischen
Zuständen nicht mehr vernachlässigbar, was zu einer neuen intrinsischen Dy-
namik führt.
Um die Eigenschaften des ionisierenden XUV-Pulses, welche am effizientesten
für die Erzeugung der Asymmetrie sind, zu bestimmen, wurde das System
zusätzlich mit einem Überlagerungszustand zweier benachbarter elektronischer
Zustände konfiguriert. Hierbei erzeugte der Überlagerungszustand schnelle Os-
zillationen im Erwartungswert des Elektronenimpulses. Es wurde gezeigt, dass
kurze XUV-Pulse die Asymmetrie im Photoelektronenspektrum signifikat er-
höhen, da weniger optische Zyklen in den Pulsen ein kürzeres Wechselwirkungs-
fenster bedeuten, und der in der Asymmetrie widergespiegelte Elektronenim-
puls somit genauer ist. Zusätzlich wurde durch eine Untersuchung der Frequenz
des XUV-Pulses herausgefunden, dass Photonenergien, welche knapp oberhalb
der Ionisationsschwelle liegen, bessere Ergebnisse erzielen, da die Ionisations-
wahrscheinlichkeit zu hohen Kontinuumszuständen drastisch sinkt.
Zusammenfassend befasste sich der erste Teil dieser Dissertation mit der Asym-
metrie im Photoelektronenspektrum, von welcher gezeigt wurde, dass sie Infor-
mationen über die korrelierte Elektron-Kern-Dynamik beinhaltet – selbst wenn
das System von einem externen IR-Feld gestört wurde. Darüber hinaus wurde
demonstriert, wie mithilfe zweier phasenverschobener IR-Pulse die natürlich
vorkommende Dynamik des molekularen Modellsystem genau nachgebildet wer-
den kann.
Für den zweiten Teil der vorliegenden Arbeit wurde das zunächst verwendete
Modellsystem um einen zweiten elektronischen Freiheitsgrad erweitert, sodass
die Untersuchung von korrelierter Elektronendynamik möglich wurde. Hier-
bei lag der Fokus auf der Untersuchung der Dynamik, während und nach der
Photoionisation eines einzelnen Elektrons mithilfe eines Attosekunden-XUV-
Pulses. Da die Zeitentwicklung des betrachteten Systems exakt gelöst wurde,
grenzt sich dieser Ansatz von anderen Techniken ab, die stark auf Näherun-
gen beruhen, wie z.B. die Born-Oppenheimer- oder die Ein-Elektron-Näherung.
Insbesondere die letztgenannte Technik vernachlässigt dabei Elektron-Elektron-
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Korrelationen gänzlich, da sie u.A. eine Abschirmung der Coulomb-Abstoßung
durch positive Kerne annimmt. Dementsprechend stehen die präsentierten
Ergebnisse im starken Kontrast zu ihr und illustrieren ein deutlich genaueres
Bild.
Die Analyse konzentrierte sich hierbei auf die Vibrationsdynamik eines Equilib-
riumszustandes des elektronischen Grundzustandes, da hier die Kerndynamik
des System minimal ist. Als eine Konsequenz davon war eines der Elektro-
nen schwächer gebunden als das andere, was eine veränderte Wechselwirkung
mit dem ionisierenden XUV-Puls nach sich zog. Da Fermionen ununterscheid-
bare Teilchen sind, ist die Wellenfunktion, die benutzt wurde, um das System
zu beschreiben, symmetrisch in den elektronischen Koordinaten, sodass Aus-
sagen über den elektronischen Ursprung des gemessenen Ionisationssignals un-
möglich sind. Um Ursprung des Ionisationssignals dennoch zurückzuverfolgen,
und damit das schwach- vom starkgebundenen Elektron unterscheiden zu kön-
nen, wurden zwei künstliche Teilsysteme untersucht, bei denen die Symmetrie
zwischen den elektronischen Koordinaten gebrochen wurde.
Dabei brachte die durchgeführte Analyse zu Tage, dass die Position des nicht-
emittierten Elektrons, und die Richtung des emittierten Elektrons von zentraler
Bedeutung für den Ionisationskanal sind. Hierzu wurde gezeigt, dass sich der
Impuls des weiterhin gebundenen Elektrons für die unterschiedlichen Ionisa-
tionstypen unterscheidet. Zwei Fälle wurden identifiziert: einer, wo die Elek-
tronenemission ohne direkte Streuung am anderen Elektron erfolgte; und einer,
wo es zu elastischer und inelastischer Streuung vor der Emission kam, sodass
im zurückbleibenden Elektron eine Dynamik induziert wurde.
Die Untersuchung der künstlichen Teilsysteme zeigte hierbei, dass das schwachge-
bundene Elektron keine präferierte Emissionsrichtung aufwies, das starkgebun-
dene Elektron hingegen deutlich wahrscheinlicher in die Richtung emittiert
wurde, in der es zu weniger Streuung kam. Darüber hinaus wurde heraus-
gefunden, dass es bei der Emission des starkgebundenen Elektrons zu deutlich
mehr Streuung am anderen Elektron kommt. Daraus stellte sich die Frage, ob
die Streuung eine Folge, oder gar die Ursache der Ionisation war. Während im
ersten Szenario die Streuung inelastisch erfolgen und eine Anregung im zurück-
bleibenden Elektron bedeuten würde, würde elastische Streuung bedeuten, dass
das starkgebundene Elektron seinen Impuls an das andere Elektron abgibt,
welches daraufhin emittiert wird. Gleichzeitig würde das starkgebundene Elek-
tron dann die ursprüngliche Position des emittierten Elektrons einnehmen.
Um den genauen Ionisationsmechanismus weiter aufzuschlüsseln, wurde die
Wechselwirkung des elektrischen Feldes auf ein Elektron beschränkt, und der
elektronische Zustand des zurückbleibenden Elektrons untersucht. Es wurde
herausgefunden, dass bei Emission des schwachgebundenen Elektrons das zurück-
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bleibende Elektron weiter den Grundzustand besetzt – unabhängig davon, ob
es zu einem Streuprozess kam. Als eine Konsequenz bedeutete dies, dass es
zu keiner Reorganisation der Kerngeometrie kam. Im Kontrast dazu führte
die Emission des starkgebundenen Elektrons zu einem sogenannten shake-up
im anderen Elektron, d.h. durch die Emission wurde das zurückbleibende,
schwachgebundene Elektron in einen höheren elektronischen Zustand angeregt.
Dies wiederum zog dann eine Reorganisation der Kerngeometrie nach sich,
was durch nicht-adiabatische Übergänge zwischen verschiedenen elektronischen
Zuständen begleitet wurde. Um die induzierte Kernbewegung als Ursache dieses
Populations-transfers zu identifizieren, wurden weitere Rechnungen, dieses Mal
jedoch mit eingefrorener Kerngeometrie, durchgeführt und es zeigte sich, dass
der Populationstransfer in der Tat unterdrückt werden konnte, was damit diese
These bestätigte.
Mit Beschränkung der Feldwechselwirkung auf das Elektron, was schlussendlich
nicht emittiert wird, konnte die Menge des Ionisationssignals identifiziert wer-
den, welche auf elastische Streuung zurückgeht. Damit konnte dann eine Aus-
sage über die Genauigkeit der Ein-Elektron-Näherung gemacht werden: Währ-
end eine Beschränkung der Feldwechselwirkung auf das schwachgebundene Elek-
tron zu einer Reduktion des gesamten Ionisationssignal um eine ganze Größen-
ordnung führte, blieb das Signal bei Beschränkung der Feldwechselwirkung
auf das starkgebundene Elektron auf dem gleichen Niveau. Das bedeutet,
dass Elektron-Elektron-Korrelationen in diesem Fall signifikant zum Ionisa-
tionsprozess beitragen und nicht vernachlässigt werden können. Eine weitere
Beobachtung bzgl. der elastischen Streuung und Beschränkung der Feldwech-
selwirkung auf das Elektron, was schlussendlich nicht emittiert wird, war, dass
der elektronische Zustand des verbleibenden Elektrons nun vielmehr dem des
anderen Elektrons ähnelte, wenn dieses weiterhin gebunden geblieben wäre.
Zuletzt wurde die Impulsverteilung des Photoelektrons in Hinblick auf die ver-
schiedenen Ionisationsmechanismen untersucht. Hier zeigte sich, dass der Se-
parationsansatz in die künstlichen Teilsysteme gute Übereinstimmung mit dem
vollen System aufweist.
Zusammenfassend wurden in der vorgelegten Dissertation zwei elektronische
Freiheitsgrad verwandt, um die Korrelation zwischen Elektronen zu unter-
suchen, während es zu Einfachionisation durch einen Attosekunden-XUV-Puls
kommt. Durch die Verwendung von künstlichen Teilsystemen wurden ver-
schiedene Ionisationsmechanismen, wie sie in voll-symmetrischen fermioni-schen
Systemen vorkommen, im Detail analysiert. Als Schlüsselergebnis wurde her-
vorgehoben, wie entscheidend elektronische Korrelationen bei Ionisations-
prozessen sind.
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Ausblick
Für zukünftige Untersuchungen bietet sich eine genauere Betrachtung von Dop-
pelionisationsphänomenen an, da hier elektronische Korrelationen auch noch
nach dem Moment der Ionisation von entscheidender Bedeutung sind. Darüber
hinaus sollten der Einfluss unterschiedlicher Kerngeometrien und die gewählten
Eigenschaften des ionisierenden Pulses genauer analysiert werden. Weiter-
hin ist die Rolle des elektronischen Spins im Kontext der Systemdynamik,
von Coulomb-Wechselwirkungen, anderer Teilchenkorrelationen und externer
Störungen zu bewerten. Zuletzt bleibt noch die Simulation realer Moleküle.
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