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The information capacity of the Poisson channel with jamming and nonrandom timevarying noise intensity is obtained for a time-varying peak constraint on the encoder intensity. The optimal jamming signal is determined. Feedback is shown not to increase the channel capacity for the case of nonrandom noise intensity. Poisson channels with thinning are introduced. Besides representing background radiation, the noise intensity in the channel model may be used, also, to represent a variety of other features of the modeled optical system. Background radiation will generally have a much wider spectrum than that of the channel source. Thus, the optical filter used in the receiver to reduce the apparent background radiation may be factored into the noise intensity. The dark current generated in the receiver photon detector adds to its output current and is another source of noise. This noise, when referred back to the receiver input, contributes to the channel noise intensity. The receiver may be illuminated by a jammeranother noise source. Also, imperfect encoder modulation (where the encoder is never completely on For off or intersymbol interference is present) in effect contributes to the noise.
&I-
For many optical systems, the encoder in the channel model is interpreted as modulating :(, the envelope of the output of a photon source. The photon detector receiving the stream of pho-A' 1 on tons operates with a certain efficiency q < 1; meaning an incident photon generates an electronitlo n/ hole carrier pair with probability q. Three types of photon detectors are commonly considered in it o illity codes 'Al and/or ,I-A p'cial .-1 -2-direct detection optical receivers 141: p-i-n photodiodes, avalanche photodiodes, and photoconductors. Most present fiber optic systems use the p-i-n photodiode; however, the internal gain of the avalanche photodiode makes it an increasingly attractive choice. Carrier pairs generated in the avalanche photodiode go on to generate additional pairs by a process of collision ionization depending upon the type of carrier (hole or electron), the semiconductor material out of which the device is constructed, and the voltage across the device. The current generated by collision ionization has a message dependent noise component.
Background radiation, optical filtering, dark current, jamming, imperfect encoder modulation, conversion efficiency, and collision ionization -because of these and other factors, the engineer may, in the design and analysis of optical communications systems, endow the channel noise intensity with a rather rich structure. Thus a complete theory of channel capacity for the Poisson channel should address time-varying, random noise intensities dependent on the message process 0. In this paper we take several steps in this direction and give channel capacity results for time-varying noise intensity and time-varying encoder constraints. Results for jamming are also given. To begin, we specify the channel model and recall some definitions from information theory.
The Poisson channel model addressed in this paper is represented in Figure 1 
and
where E [q, I F1. These expressions are valid for nonrandom noise intensities.
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CHANNEL CAPACITY FOR TIMEVARYING NONRANDOM NoisE INTENSITY
The capacity of the Poisson channel is known for the case in which the noise intensity is a real constant, At = X. For nontime-varying peak-constrained encoder intensity c (t) = c (no average constraint imposed), Kabanov [7] showed the channel capacity to be
where
We show by way of Lemmas 1, 2, and 3 and Theorem 4 that the approach taken by Kabanov can be adapted to extend his result to the case in which the noise intensity is nonrandom and timevarying: A, -X(t ) and in which the peak constraint is also time-varying. Lemma I treats the case in which X(t), c (t) are simple functions. Lemma 2 goes on to treat extended real-valued simple functions X(t). Then in Theorem 4, for time-varying noise intensity X(t) and time-varying peak-constrained encoder output, we obtain the general result
Note that when the noise intensity and peak constraint are constant, X(t) -X and c (t) -c, (7)
gives C = C(X, ) in accordance with (5).
In the proof of Lemma 1 a sequence of message processes 0 (m) and an encoding scheme X are introduced which give average mutual information in the channel arbitrarily close, as m -oo, to the channel capacity. The encoding scheme there does not use feedback. So, for nonrandom timevarying noise intensity, feedback does not increase channel capacity, i.e., the average mutual information in the channel can be made arbitrarily close to the channel capacity without use of feedback if the message process 0 and the encoding scheme X are appropriately chosen. This is so when the encoder intensity is peak-constrained, average-constrained, or both.
Davis [31 extended Kabanov's result (5) to reflect the imposition of an average constraint on the encoder output. Davis' reasoning applies as well to the case of time-varying noise intensity.
We find that, for nonrandom, time-varying noise intensity X(t) and an encoder intensity both peak-and average-constrained as per (1) and (2) with c (t ) -c , the channel capacity is
where (t )X 0 is the minimum of X(t ) and X 0 , and X0 is uniquely defined, for-
Of course, the average constraint is inoperative when k 0 >: c ; now we see from (8) that the average constraint is inoperative even when k 0 , c /2. (8) adjusts in the obvious way to accommodate a time-varying peak constraint c (t).
We close this section with one final result for the capacity of the Poisson channel. We still suppose that the encoder intensity is peak-constrained 0 < Xt s c ( t ) but no longer take c (t) to be a given function. Instead, we suppose c (t) may be chosen freely subject only to the constraint T for some given P > 0. Then for a known nonrandom noise intensity A, = X(t ) the channel capacity is found to be C = P /e. The proof of this result (Theorem 6) given in Section V recognizes the need to concentrate the power c (t) available to the encoder into as short a time interval as possible. Thus one obtains average mutual information in the channel closer and closer to P/C showed that channel capacity is maximized when encoder power is not distributed over two orthogonally polarized, separately modulated channels but, instead, is concentrated solely in one channel. This was because of the convexity of C(z ,y ) in y. For this same reason it is also better not to distribute encoder power over time but, rather, to concentrate it into as short a time interval as possible. Also, concentration of the encoder intensity into a short interval permits it to be very large; swamping out whatever noise intensity may be present in that interval. Hence the result that X(t ) does not appear in the expression for the capacity C = P/e.
LI. JAMMING
In this section we present results for the Poisson channel subjected to jamming. We make the presence of jamming explicit in the channel model by taking the channel intensity to be 'it = Xt +At +J(t ) where J(t ), the jamming intensity, is known, deterministic, nonnegative, and Lebesgue-measurable. We do not consider stochastic jamming intensities. Restricting attention to channels with nonrandom noise intensity, At -X(t ), we have 'it = Xt + X() + J(t).
(9)
Then by Theorem 4, for a peak-constrained encoder, the channel capacity is
T C fC(X(t) + J(t),c (t))dt

0
(If the encoder is also average-constrained we have the result analogous to (8)).
In general, the jammer seeks to minimize the channel capacity subject to constraints on the jamming intensity. If the jamming intensity is peak-constrained, J(t) _ cj for some cj > 0, the solution is immediate. The optimal choice of jamming intensity is J.p (t) = cj a.e.
(becaue C(x,y) 4. positive and strictly decrensing in z). A more interesting problem arises when the jamming intensity is average-constrained, is a probability-p (t) independently thinned point process.
While many different types of thinning are conceivable, independent thinning is distinguished by being simple in concept, by being motivated by physical considerations and by easily admitting results for channel capacity. In particular, probability-p (t) independent thinning of a Poisson process with intensity i(t) produces a Poisson process with intensity p (t )i(t) 121.
Consider the Poisson channel with noise intensity At = X(t) for 0<t <T and suppose the noise is probability-p (t) independently thinned. Let the encoder intensity Xt be F,r' F,'
-adapted with peak constraint 0 S Xj -< c (t) and suppose the encoder output is probability-q (t) independently thinned. Finally, suppose the thinnings of the encoder output and the noise are independent. A probability-q (t) independently thinned encoder output with peak-constrained intunsity 0 < X, < (t) is equivalent to an unthinned encoder output with intensity constraint
< Xt !5 c (t )q (t). Thus the channel capacity is
T C + C(p t )X(t ),q (t)c (t ))dr
0
For p (t )--q (t )-p., thinning reduces the capacity by a factor of p.:
T 
C= -. fC(,(t),c (t))dt
,(t), t EfO, T]
i-i where {Fi, 1 < i < I<o) is a Lebesgue-measurable partition of [0, TI and 0< e, < 00 for all i.
Then
T C = If c( (t),i (t))dt
T0
Proof First we show We adopt a convenient notation: for a real measurable function, g,
Q is indexed by the time t, or equivalently, by the probability measure PoXt -1 . In terms of Q, where I E nF I is the Lebesgue measure of the set E, nFi . Therefore
IMEnF , [ O(0i)-Oi (Q(i))
(1
j-< T.i;=l
For the details of the calculation of the supremum on the right-hand side of (11) we refer to p.182 of [11. There the supremum is shown to be
where C(x ,c) C(z) given in (6) . Hencẽ
IEjNF, I C(-;)= fc(it),Z (t))dt .
Now we show 
C -fc(5t),~(t))dt
Our approach is to find a sequence of message processes (0(m)} and an encoding x such that
To construct {0(')} first define a sequence {V(')} of i X n -dimensional matrices of independent telegraph signals Vi,() 
A>A -fA '(t)dt o (t)d-t
(p. 79 of [14] ). Thus
Likewise, starting with the first inequality in Lemma 3 it can be shown that
and the result follows.
-17-Theorem 5: Let the noise and jamming intensities of a Poisson channel be deterministic, nonnegative, and Lebesgue measurable: Al = X(t) and Jt = J(t) as in (9). Let the channel encoder output be peak-constrained and let the jamming intensity be average-constrained, Proof: Write C = C(X+J) to show the dependence of the channel capacity on X(t) + J(t).
We shall show that
for all deterministic, nonnegative, Lebesgue measurable J satisfying (14) .
In showing (15), only J satisfying 7f J(t )dt =-P 
He0
Also suppose the channel noise intensity is nonrandom At = X(t). Then the channel capacity is Next we show C > P/e to complete the proof. Choose L> 0 and let T asL -* oo so the proof is complete.
={tE[O,T]:X(t)<L}. Define \L(t)=L on G and X\L(t)=oo on [,T]/G. Then
C(X(t ), (t)) C(XL (t ),C (t)) so
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