Direct and inverse problems for the nonlinear time-harmonic Maxwell
  equations in Kerr-type media by Assylbekov, Yernat M. & Zhou, Ting
ar
X
iv
:1
70
9.
07
76
7v
1 
 [m
ath
.A
P]
  2
1 S
ep
 20
17
DIRECT AND INVERSE PROBLEMS FOR THE NONLINEAR
TIME-HARMONIC MAXWELL EQUATIONS IN KERR-TYPE MEDIA
YERNAT M. ASSYLBEKOV AND TING ZHOU
Abstract. In the current paper we consider an inverse boundary value problem of electromag-
netism in a nonlinear Kerr medium. We show the unique determination of the electromagnetic
material parameters and the nonlinear susceptibility parameters of the medium by making elec-
tromagnetic measurements on the boundary. We are interested in the case of the time-harmonic
Maxwell equations.
1. Introduction
Let (M, g) be a compact 3-dimensional Riemannian manifold with smooth boundary and let E(·, t)
and H(·, t) be the time-dependent 1-forms on M representing electric and magnetic fields. By d and
∗ we denote the exterior derivative and the Hodge star operator on (M, g), respectively. Consider
the time-dependent Maxwell equations on the manifold, with no scalar charge density and with no
current density 
∂tB + ∗dE = 0,
∂tD − ∗dH = 0,
∗d ∗ D = 0,
∗d ∗ B = 0,
(1.1)
where D and B are 1-forms representing electric displacement and magnetic induction
D = εE + PNL(E), B = µH +MNL(H),
with PNL and MNL being the nonlinear polarization and nonlinear magnetization, respectively.
The (time-independent) functions ε and µ on M , with positive real parts, represent the material
parameters (permettivity and permeability, respectively).
The electric and magnetic fields E and H are said to be time-harmonic with frequency ω > 0 if
E(x, t) = E(x)e−iωt + E(x)eiωt, H(x, t) = H(x)e−iωt +H(x)eiωt,
for some complex 1-forms E and H on M . Then the time-averages of the intensities of E and of H
are
1
T
∫ T
0
|E(x, t)|2g dt = 2|E(x)|
2
g ,
1
T
∫ T
0
|H(x, t)|2g dt = 2|H(x)|
2
g,
where T = 2π/ω. In a medium with high intensity electric field, the nonlinear polarization is of the
form
PNL(x, E(x, t)) = χe(x, |E|
2
g)E(x, t),
where χe is the scalar susceptibility depending only on the time-average of the intensity of E .
One of the most common nonlinear polarizations appearing in physics and engineering is the Kerr
nonlinearity
χe(x, |E|
2
g) = a(x)|E|
2
g . (1.2)
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The reader is refereed to [19, 23] for this and other examples of electric nonlinear phenomenas.
We also assume that the nonlinear magnetization has the similar form
MNL(x,H(x, t)) = χm(x, |H |
2
g)H(x, t),
where χm is the scalar susceptibilities depending only on the time-average of the intensity of H.
Such nonlinear magnetizations appear in the study of metamaterials built by combining an array
of wires and split-ring resonators embedded into a Kerr-type dielectric [31]. These metamaterials
have complicated form of nonlinear magnetization. However, if the intensity |H |2g is sufficiently
small, relatively to the resonant frequency, the nonlinear magnetization can be assumed to be of the
Kerr-type [15, 17, 30]
χm(x, |H |
2
g) = b(x)|H |
2
g. (1.3)
This assumption has successful numerical implementation [17].
For the time-harmonic E and H, the time-dependent Maxwell’s system (1.1) reduces to the nonlinear
time-harmonic Maxwell equations for complex 1-forms E and H , with a fixed frequency ω > 0, will
be {
∗dE = iωµH + iωb|H |2gH,
∗dH = −iωεE − iωa|E|2gE.
(1.4)
The complex functions µ and ε represent the material parameters (permettivity and permeability,
respectively).
1.1. Direct problem. First we consider the boundary value problem for the nonlinear Maxwell
equations (1.4). We suppose that ε, µ ∈ C2(M) are complex functions with positive real parts and
a, b ∈ C1(M).
The boundary conditions are expressed in terms of tangential trace. The latter is defined on m-forms
by
t : C∞Ωm(M)→ C∞Ωm(∂M), t(w) = ı∗(w), w ∈ C∞Ωm(M),
where ı : ∂M →֒ M is the canonical inclusion. Then t has its extension to a bounded opera-
tor W 1,pΩm(M) → W 1−1/p,pΩm(∂M) for p > 1. Here and in what follows, W 1,pΩm(M) and
W 1−1/p,pΩm(∂M) are standard Sobolev spaces of m-forms on M and ∂M , respectively.
To describe the boundary conditions, we introduce the spaces
W 1,pDiv(M) = {u ∈W
1,pΩ1(M) : Div(t(u)) ∈ W 1−1/p,pΩ1(∂M)},
TW
1−1/p,p
Div (∂M) = {f ∈W
1−1/p,pΩ1(∂M) : Div(f) ∈W 1−1/p,pΩ1(∂M)},
where Div is the surface divergence on ∂M ; see Section 2.4 for the exact definition of Div. These
spaces are Banach spaces with norms
‖u‖W 1,p
Div
(M) = ‖u‖W 1,pΩ1(M) + ‖Div(t(u))‖W 1−1/p,p(∂M),
‖u‖
TW
1−1/p,p
Div
(∂M)
= ‖f‖W 1−1/p,p(∂M) + ‖Div(f)‖W 1−1/p,p(∂M).
It is not difficult to see that t(W 1,pDiv(M)) = TW
1−1/p,p
Div (∂M).
Our first main result is the following theorem on well-posedness of the nonlinear Maxwell equa-
tions (1.4) with prescribed small t(E) on ∂M .
Theorem 1.1. Let (M, g) be a compact 3-dimensional Riemannian manifold with smooth boundary
and let 3 < p ≤ 6. Suppose that ε, µ ∈ C2(M) are complex functions with positive real parts and
a, b ∈ C1(M). For every ω ∈ C, outside a discrete set Σ ⊂ C of resonant frequencies, there is ǫ > 0
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such that for all f ∈ TW
1−1/p,p
Div (∂M) with ‖f‖TW 1−1/p,p
Div
(∂M)
< ǫ, the Maxwell’s equation (1.4) has
a unique solution (E,H) ∈W 1,pDiv(M)×W
1,p
Div(M) satisfying t(E) = f and
‖E‖W 1,p
Div
(M) + ‖H‖W 1,p
Div
(M) ≤ C‖f‖TW 1−1/p,p
Div
(∂M)
,
for some constant C > 0 independent of f .
1.2. Inverse problem. For ω > 0 with ω /∈ Σ, we define the admittance map Λωε,µ,a,b as
Λωε,µ,a,b(f) = t(H), f ∈ TW
1−1/p,p
Div (∂M), ‖f‖TW 1−1/p,p
Div
(∂M)
< ǫ
where (E,H) ∈ W 1,pDiv(M) ×W
1,p
Div(M) is the unique solution of the system (1.4) with t(E) = f ,
guaranteed by Theorem 1.1. Moreover, the estimate provided in Theorem 1.1 implies that the
admittance map satisfy
‖Λωε,µ,a,b(f)‖TW 1−1/p,p
Div
(∂M)
≤ C‖f‖
TW
1−1/p,p
Div
(∂M)
< Cǫ.
The inverse problem is to determine ε, µ, a and b from the knowledge of the admittance map Λωε,µ,a,b.
To state our second main result, let us introduce the notion of admissible manifolds.
Definition. A compact Riemannian manifold (M, g) with smooth boundary of dimension n ≥ 3,
is said to be admissible if (M, g) ⊂⊂ R × (M0, g0), g = c(e ⊕ g0) where c > 0 smooth function on
M , e is the Euclidean metric and (M0, g0) is a simple (n − 1)-dimensional manifold. We say that
a compact manifold (M0, g0) with boundary is simple, if ∂M0 is strictly convex, and for any point
x ∈M0 the exponential map expx is a diffeomorphism from its maximal domain in TxM0 onto M0.
Compact submanifolds of Euclidean space, the sphere minus a point and of hyperbolic space are all
examples of admissible manifolds.
The notion of admissible manifolds were introduced by Dos Santos Ferreira, Kenig, Salo and
Uhlmann [6] as a class of manifolds admitting the existence of limiting Carleman weights. In fact,
the construction of complex geometrical optics solutions are possible on such manifolds via Carle-
man estimates approach based on the existence of limiting Carleman weights. Such an approach was
introduced by Bukhgeim and Uhlmann [2] and Kenig, Sjo¨strand and Uhlmann [13] in the setting of
partial data Caldero´n’s inverse conductivity problem in Rn.
Our second main result is as follows.
Theorem 1.2. Let (M, g) be a 3-dimensional admissible manifold and let 4 ≤ p < 6. Suppose that
εj ∈ C
3(M), µj ∈ C
2(M) with positive real parts and aj , bj ∈ C
1(M), j = 1, 2. Fix ω > 0 outside a
discrete set of resonant frequencies Σ ⊂ C and fix sufficiently small ǫ > 0. If
Λωε1,µ1,a1,b1(f) = Λ
ω
ε2,µ2,a2,b2(f)
for all f ∈ TW
1−1/p,p
Div (∂M) with ‖f‖TW 1−1/p,p
Div
(∂M)
< ǫ, then ε1 = ε2, µ1 = µ2, a1 = a2 and b1 = b2
in M .
Such inverse boundary value problems have been considered for various semilinear and quasilinear
elliptic equations and systems (see [8, 9, 11, 10, 24, 26, 25, 7]) based on the linearization approach.
For the type of nonlinearity of Maxwell’s equations in a Kerr type medium, after first order lin-
earization, we can recover µ and ε by solving corresponding inverse problem for the linear equation
(see [12]). The difficulty lies in reconstructing the susceptibility parameters a and b. By calculat-
ing the next term of the asymptotic expansion for the admittance map, one obtains the tangen-
tial trace t(H2) of the solution to (7.1). It carries the energy generated by the nonlinear source
(a|E1|
2E1, b|H1|
2H1), where (E1, H1) is the solution to the linear equation. By polarization, we are
able to recover a and b from such energy using enough proper solutions. The solutions we apply
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here are complex geometrical optics solutions constructed on an admissible manifold as in [12] or [4]
with proper regularity.
The paper is organized as following. In Section 2, we present basic facts on differential forms, trace
operators, the type of Sobolev spaces and their properties used in this paper. After proving the
well-posedness of the direct problem (Theorem 1.1) in Section 3, we compute the asymptotic expan-
sion of the admittance map Λωµ,ε,a,b in Section 4. To solve the inverse problem, the reconstruction
of µ and ε is given in Section 5, and the reconstruction of a and b is given in Section 7. The CGO
solution is constructed in Section 6.
Acknowledgements. The research of TZ is supported by the NSF grant DMS-1501049. YA is
grateful to Professor Petar Topalov for helpful discussions on direct and inverse problems of nonlinear
equations.
2. Preliminaries
In this section we briefly present basic facts on differential forms and trace operators. For more
detailed exposition we refer the reader to the manuscript of Schwarz [22].
Let (M, g) be a compact oriented n-dimensional Riemannian manifold with smooth boundary. The
inner product of tangent vectors with respect to the metric g is denoted by 〈·, ·〉g, and | · |g is the
notation for the corresponding norm. By |g| we denote the determinant of g = (gij) and (g
ij) is
the inverse matrix of (gij). Finally, there is the induced metric ı
∗g on ∂M which gives a rise to the
inner product 〈·, ·〉ı∗g of vectors tangent to ∂M .
2.1. Basic notations for differential forms. In what follows, for F some function space (Ck, Lp,
W k,p, etc.), we denote by FΩm(M) the corresponding space of m-forms. In particular, the space of
smooth m-forms is denoted by C∞Ωm(M). Let ∗ : C∞Ωm(M)→ C∞Ωn−m(M) be the Hodge star
operator. For real valued η, ζ ∈ C∞Ωm(M), the inner product with respect to g is defined as
〈η, ζ〉g = ∗(η ∧ ∗ζ) = 〈∗η, ∗ζ〉g. (2.1)
Its local coordinates expression is 〈η, ζ〉g = g
i1j1 · · · gimjmηi1...imζj1...jm . This can be extended as a
bilinear form on complex valued forms on M . We also write |η|2g = 〈η, η〉g.
The inner product on L2Ωm(M) is defined as
(η|ζ)L2Ωm(M) =
∫
M
〈η, ζ〉g dVolg =
∫
M
η ∧ ∗ζ, η, ζ ∈ L2Ωm(M),
where dVolg = ∗1 = |g|
1/2 dx1 ∧ · · · ∧ dxn is the volume form. The corresponding norm is ‖ ·
‖2L2Ωm(M) = (·|·)L2Ωm(M). Using the definition of the Hodge star operator ∗, it is not difficult to
check that
(η|ζ)L2Ωm(M) = (∗η| ∗ ζ)L2Ωn−m(M). (2.2)
Let d : C∞Ωm(M) → C∞Ωm+1(M) be the external differential. Then the codifferential δ :
C∞Ωm(M)→ C∞Ωm−1(M) is defined as
(dη|ζ)L2Ωm(M) = (η|δζ)L2Ωm−1(M)
for all η ∈ C∞0 Ω
m−1(M int), ζ ∈ C∞Ωm(M). The Hodge star operator ∗ and the codifferential δ
have the following properties when acting on C∞Ωm(M):
∗2 = (−1)m(n−m), δ = (−1)m(n−m)−n+m−1 ∗ (d ∗ ·). (2.3)
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For a given ξ ∈ C∞Ω1(M), the interior product iξ : C
∞Ωm(M)→ C∞Ωm−1(M) is the contraction
of differential forms by ξ. In local coordinates,
iξη = g
ijξi ηji1...im−1 , η ∈ C
∞Ωm(M).
It is the formal adjoint of ξ, in the inner product 〈·, ·〉g on real valued forms, and has the following
expression
iξη = (−1)
n(m−1) ∗ (ξ ∧ ∗η), η ∈ C∞Ωm(M). (2.4)
The Hodge Laplacian acting on C∞Ωm(M) is defined by −∆ = dδ + δd.
Finally, the inner product on L2Ωm(∂M) is given by
(u|v)L2Ωm(∂M) =
∫
∂M
〈u, v〉ı∗g dσ∂M , u, v ∈ L
2Ωm(∂M),
where 〈·, ·〉ı∗g is extended as a bilinear form on complex forms on ∂M , and dσ∂M = ı
∗(iνdVolg) is
the volume form on ∂M induced by dVolg.
2.2. Integration by parts. The outward unit normal ν to ∂M can be extended to a vector field
near ∂M by parallel transport along normal geodesics, initiating from ∂M in the direction of −ν,
and then to a vector field on M via a cutoff function.
The following simple result from [1, Lemma 2.1] will be used in formulating integration by parts
formula in appropriate way.
Lemma 2.1. If η ∈ C∞Ωm(M) and ζ ∈ C∞Ωm+1(M), then for an open subset Γ ⊂ ∂M the
following holds
(t(η)|t(iνζ))L2Ωm(Γ) =
∫
Γ
t(η ∧ ∗ζ).
For η ∈ C∞Ωm(M) and ζ ∈ C∞Ωm+1(M), using Stokes’ theorem, Lemma 2.1 (with Γ = ∂M) and
(2.3), we have the following integration by parts formula for d and δ
(t(η)|t(iνζ))L2Ωm(∂M) = (dη|ζ)L2Ωm+1(M) − (η|δζ)L2Ωm(M). (2.5)
2.3. Extensions of trace operators. The tangential trace operator t has an extension to a
bounded operator from W 1,pΩm(M) to W 1−1/p,pΩm(∂M) for p > 1. Moreover, for every f ∈
W 1−1/p,pΩm(∂M), there is u ∈ W 1,pΩm(M) such that t(u) = f and
‖u‖W 1,pΩm(M) ≤ C‖f‖W 1−1/p,pΩm(∂M);
see [22, Theorem 1.3.7] and comments.
Next, the operator t(iν · ) is bounded fromW
1,pΩm(M) toW 1−1/p,pΩm−1(∂M). Moreover, for every
h ∈W 1−1/p,pΩm−1(∂M), there is ζ ∈W 1,pΩm(M) such that t(iνζ) = h and
‖ζ‖W 1,pΩm(M) ≤ C‖h‖W 1−1/p,pΩm−1(∂M).
In fact, we can take ζ = ν ∧w, where w ∈ H1Ωm−1(M) such that t(w) = h and ‖w‖W 1,pΩm−1(M) ≤
C‖h‖W 1−1/p,pΩm−1(∂M).
Finally, if f ∈ W 1−1/p,pΩm(∂M) and h ∈ W 1−1/p,pΩm−1(∂M), there is ξ ∈ W 1,pΩm(M) such that
t(ξ) = f , t(iνξ) = h and
‖ξ‖W 1,pΩm(M) ≤ C‖f‖W 1−1/p,pΩm(∂M) + C‖h‖W 1−1/p,pΩm−1(∂M).
This time, we can take ξ = (u − ν ∧ iνu) + ν ∧ iνζ, where u ∈ W
1,pΩm(M) such that t(u) =
f and ‖u‖W 1,pΩm(M) ≤ C‖f‖W 1−1/p,pΩm(∂M) and ζ ∈ W
1,pΩm(M) such that t(iνζ) = h and
‖ζ‖W 1,pΩm(M) ≤ C‖h‖W 1−1/p,pΩm−1(∂M).
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2.4. Surface divergence. When n = 3, we define the surface divergence of f ∈W 1−1/p,pΩ1(∂M),
for p > 1, by
Div(f) = 〈d∂Mf, dσ∂M 〉ı∗g.
If u ∈W 1,pΩ1(M) is arbitrary such that t(u) = f , then for all h ∈ C∞(M)
(Div(f)|h)L2(∂M) =
∫
∂M
〈d∂Mf, h dσ∂M 〉ı∗g dσ∂M =
∫
∂M
〈t(du), t(h iνdVolg〉g dσ∂M
=
∫
∂M
〈t(du), t(h iν ∗ 1〉g dσ∂M =
∫
∂M
〈t(iν ∗ du), h〉g dσ∂M .
In the last step we used Lemma 2.1 twice. Thus, we have
Div(f) = iν ∗ du|∂M (2.6)
for all u ∈W 1,pΩ1(M) with t(u) = f .
2.5. Technical estimate. We finish this section with the following lemma which ensures that
nonlinear terms in the Maxwell equations (1.4) will be in appropriate functional spaces.
Lemma 2.2. Let (M, g) be a compact n-dimensional Riemannian manifold. If u ∈W 1,pΩ1(M) for
p > n, then
‖|u|2gu‖W 1,pΩ1(M) ≤ C‖u‖
3
W 1,pΩ1(M).
Proof. To prove the lemma, we first observe that theW 1,pΩm(M)-normmay be expressed invariantly
as
‖f‖W 1,pΩ1(M) = ‖f‖LpΩ1(M) + ‖ |∇f |g‖Lp(M),
where ∇ is the Levi-Civita connection defined on tensors on M and |T |g is the norm of a tensor T
on M with respect to the metric g.
For a given u ∈ W 1,pΩ1(M),
‖|u|2gu‖W 1,pΩ1(M) ≤ C‖|u|
2
gu‖LpΩ1(M) + C‖ |∇
(
|u|2gu
)
|g‖Lp(M)
≤ C‖|u|2gu‖LpΩ1(M) + C‖|u|
2
g|∇u|g‖Lp(M) ≤ C‖u‖
2
L∞Ω1(M)‖u‖W 1,pΩ1(M).
Since p > n and M is compact, we can use the Sobolev embedding W 1,pΩ1(M) →֒ CΩ1(M) ([22,
Theorem 1.3.6]), which implies the desired estimate 
2.6. Properties of W pdΩ
m(M) and W pδ Ω
m(M) spaces, p > 1. Let (M, g) be a compact oriented
n-dimensional Riemannian manifold with smooth boundary. In this paper we work with the Banach
spaces W pdΩ
m(M) and W pδ Ω
m(M), p > 1, which are the largest domains of d and δ, respectively,
acting on m-forms:
W pdΩ
m(M) := {w ∈ LpΩm(M) : dw ∈ LpΩm+1(M)},
W pδ Ω
m(M) := {u ∈ LpΩm(M) : δu ∈ LpΩm−1(M)}
endowed with the norms
‖w‖2WpdΩm(M)
:= ‖w‖LpΩm(M) + ‖dw‖LpΩm+1(M),
‖u‖2Wpδ Ωm(M)
:= ‖u‖LpΩm(M) + ‖δu‖LpΩm−1(M).
We also use the notations HdΩ
m(M) = W 2dΩ
m(M) and HδΩ
m(M) = W 2δ Ω
m(M), together with
their corresponding traces THdΩ
m(M) and THδΩ
m(M).
In the present section we prove some important properties of these spaces, which were proven in [1,
Section 3] for the case p = 2; see also [5, 14, 18].
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First, we show that there are bounded extensions t : W pdΩ
m(M) → W−1/p,pΩm(∂M) and t(iν · ) :
W pδ Ω
m+1(M)→W−1/p,pΩm(∂M).
Let (·|·)∂M denotes the distributional duality on ∂M naturally extending (·|·)L2Ωm(∂M).
Proposition 2.3. (a) The operator t : W 1,pΩm(M) → W 1−1/p,pΩm(∂M) has its extension to a
bounded operator t :W pdΩ
m(M)→W−1/p,pΩm(∂M) and the following integration by parts formula
holds
(t(η)|t(iνζ))∂M = (dη|ζ)L2Ωm+1(M) − (η|δζ)L2Ωm(M)
for all η ∈W pdΩ
m(M) and ζ ∈W 1,p
′
Ωm+1(M), where p′ = p/(p− 1).
(b) The operator t(iν · ) : W
1,pΩm+1(M) → W 1−1/p,pΩm(∂M) has its extension to a bounded op-
erator t(iν · ) : W
p
δ Ω
m+1(M) → W 1−1/p,pΩm(∂M) and the following integration by parts formula
holds
(t(iνζ)|t(η))∂M = (ζ|dη)L2Ωm+1(M) − (δζ|η)L2Ωm(M)
for all ζ ∈WδΩ
m+1(M) and η ∈W 1,p
′
Ωm(M).
Proof. Let us first prove part (a). Let w ∈ C∞Ωm(M) and f ∈ W 1/p,p
′
Ωm(∂M), where p′ =
p/(p− 1). Then using integration parts formula (2.5), we have
(t(w)|f)L2Ωm(∂M) = (t(w)|t(iνζ))L2Ωm(∂M)
= (dw|ζ)L2Ωm+1(M) − (w|δζ)L2Ωm(M),
where ζ ∈ W 1,p
′
Ωm+1(M) such that t(iνζ) = f and ‖ζ‖W 1,p′Ωm+1(M) ≤ C‖f‖W 1/p,p′Ωm(∂M). Then
using Ho¨lder’s inequality, we show
|(t(w)|f)L2Ωm(∂M)| ≤ C‖w‖WpdΩm(M)‖ζ‖W 1,p
′Ωm+1(M)
≤ C‖w‖Wp
d
Ωm(M)‖f‖W 1/p,p′Ωm(∂M).
Therefore, t can be extended to a bounded operator W pdΩ
m(M) → W−1/p,pΩm(∂M). In fact, if
η ∈ W pdΩ
m(M), then we define t(η) as
(t(η)|t(iνζ))∂M = (dη|ζ)L2Ωm+1(M) − (η|δζ)L2Ωm(M),
where ζ ∈W 1,p
′
Ωm+1(M).
Now we prove part (b). Let w ∈ C∞Ωm+1(M) and f ∈ W 1/p,p
′
Ωm(∂M). Then using integration
parts formula (2.5), we have
(t(iνw)|f)L2Ωm(∂M) = (t(iνw)|t(u))L2Ωm(∂M)
= (w|du)L2Ωm+1(M) − (δw|u)L2Ωm(M),
where u ∈ W 1,p
′
Ωm(M) such that t(u) = f and ‖u‖W 1,p′Ωm(M) ≤ C‖f‖W 1/p,p′Ωm(∂M). Therefore,
using Ho¨lder’s inequality, we can estimate
|(t(iνw)|f)L2Ωm(∂M)| ≤ C‖w‖Wpδ Ωm+1(M)‖ζ‖W 1,p
′Ωm(M)
≤ C‖w‖Wpδ Ωm+1(M)‖f‖W 1/p,p
′Ωm(∂M).
Thus, t(iν · ) can be extended to a bounded operator W
p
δ Ω
m+1(M)→ W−1/p,pΩm(∂M). In fact, if
ζ ∈ W pδ Ω
m+1(M) we define t(iνζ) as
(t(iνζ)|t(η))∂M = (ζ|dη)L2Ωm+1(M) − (δζ|η)L2Ωm(M),
where η ∈ W 1,p
′
Ωm(M). 
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We will also need the following embedding results. For p = 2, these were proven in Euclidean and
Riemannian settings [1, 14, 18].
Proposition 2.4. Suppose that p > 1, u ∈ W pdΩ
m(M) ∩W pδ Ω
m(M) and t(u) ∈ W 1−1/pΩm(∂M).
Then u ∈W 1,pΩm(M) and
‖u‖W 1,pΩm(M) ≤ C
(
‖u‖WpdΩm(M) + ‖δu‖LpΩm−1(M) + ‖t(u)‖W 1−1/p,pΩm(∂M)
)
for some constant C > 0 independent of u.
In Euclidean setting, this was proven in the case m = 1 and p = 2 by Costabel [5]; see also [14, 18].
On manifolds, for the case p = 2 and for arbitrary m, this was proved in [1].
Write
HmD (M) := {u ∈ H
1Ωm(M) : du = 0, δu = 0, t(u) = 0}.
Proposition 2.4 is based on the following result from [22].
Lemma 2.5. Let k ≥ 0 be an integer and let p > 1. Given w ∈ HkΩm+1(M), v ∈ W k,pΩm−1(M)
and h ∈W k+1,pΩm(M), there is a unique ψ ∈ W k+1,pΩm(M), up to a form in HmD (M), that solves
dψ = w, δψ = v, t(ψ) = t(h)
if and only if
dw = 0, t(w) = t(dh), δv = 0
and
(w|χ)L2Ωm+1(M) = (t(h)|t(iνχ))L2Ωm(∂M), (v|λ)L2Ωm−1(M) = 0
for all χ ∈ Hm+1D (M), λ ∈ H
m−1
D (M). Moreover, ψ satisfies the estimate
‖ψ‖Wk+1,pΩm(M) ≤C
(
‖w‖Wk,pΩm+1(M) + ‖v‖Wk,pΩm−1(M)
)
+ C
(
‖t(h)‖Wk+1−1/p,pΩm(∂M) + ‖t(∗h)‖Wk+1−1/p,pΩn−m(∂M)
)
.
Proof. Follows from [22, Theorem 3.2.5]. 
The proof of Proposition 2.4 is identical to the proof of [1, Proposition 3.2] (case p = 2), but for
different integrability spaces. Therefore, we do not include it here. We only mention that the use of
Lemma 2.5 is crucial and similar ideas were used in the next proposition, after certain modifications.
Proposition 2.6. Suppose that p > 1, u ∈W pdΩ
m(M)∩W pδ Ω
m(M) and t(iνu) ∈W
1−1/p,pΩm−1(∂M).
Then u ∈W 1,pΩm(M) and
‖u‖W 1,pΩm(M) ≤ C
(
‖u‖WpdΩm(M) + ‖δu‖LpΩm−1(M) + ‖t(iνu)‖W 1−1/p,pΩm−1(∂M)
)
for some constant C > 0 independent of u.
Proof of Proposition 2.6. Since t(iνu) ∈ W
1−1/p,pΩm−1(∂M), by discussion in Section 2.3 there is
η ∈ W 1,pΩm(M) such that t(η) = 0, t(iνη) = t(iνu) and
‖η‖W 1,pΩm(M) ≤ C‖t(iνη)‖W 1−1/p,pΩm−1(∂M) = C‖t(iνu)‖W 1−1/p,pΩm−1(∂M).
Set h = ∗η, then h ∈W 1,pΩn−m(M). Using boundedness of t :W 1,pΩn−m(M)→W 1−1/p,pΩn−m(∂M)
and the above estimate,
‖t(h)‖W 1−1/p,pΩn−m(∂M) ≤ C‖h‖W 1,pΩn−m(M)
≤ C‖η‖W 1,pΩm(M)
≤ C‖t(iνu)‖W 1−1/p,pΩm−1(∂M).
(2.7)
Set u˜ := ∗u, then it is clear that u˜ ∈W pdΩ
n−m(M)∩W pδ Ω
n−m(M). Write w = du˜ ∈ LpΩn−m+1(M)
and v = δu˜ ∈ LpΩn−m−1(M).
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An important fact is that t(u˜) = t(h). Indeed, for arbitrary ϕ ∈ W 1/p,p/(p−1)Ωn−m(∂M), as
discussed in Section 2.3, there is ζ ∈ W 1,p/(p−1)Ωn−m+1(M) such that t(iνζ) = ϕ. Then, using
integration by parts formulas in Proposition 2.3, we get
(t(u˜ − h)|ϕ)∂M = (t(∗(u − η))|t(iνζ))∂M
= (d ∗ (u− η)|ζ)L2Ωn−m+1 − (∗(u− η)|δζ)L2Ωn−m(M)
= (δ(u − η)| ∗ ζ)L2Ωm−1(M) − (u − η|d ∗ ζ)L2Ωm−1(M)
= −(t(iν(u − η))|t(∗ζ))∂M = 0,
since t(iνη) = t(iνu). Therefore, t(u˜) = t(h).
We wish to use Lemma 2.5, and hence we need to show that w, v and h satisfy the hypothesis of
Lemma 2.5. Obviously, we have dw = 0 and δv = 0. Integrating by parts and using that t(u˜) = t(h),
we can show that for all χ ∈ Hn−m+1D (M)
(w|χ)L2Ωn−m+1(M) = (du˜|χ)L2Ωn−m+1(M) = (t(h)|t(iνχ))L2Ωn−m(∂M).
Similary for all λ ∈ Hn−m−1D (M), using the integration by parts formula in part (b) of Proposi-
tion 2.3, we can show that
(v|λ)L2Ωn−m−1(M) = (δu˜|λ)L2Ωn−m−1(M) = −(t(iν u˜)|t(λ))∂M = 0.
Next, we show that t(w) = t(dh). For arbitrary ϕ ∈ W 1/p,p/(p−1)Ωn−m+1(∂M), as discussed in
Section 2.3, there is ζ ∈ W 1,p/(p−1)Ωn−m+2(M) such that t(iνζ) = ϕ. Then, using integration by
parts formulas in Proposition 2.3, we get
(t(w)|ϕ)∂M = (t(du˜)|t(iνζ))∂M = −(du˜|δζ)L2Ωn−m+1(M) = −(t(u˜)|t(iνδζ))∂M .
Since t(u˜) = t(h), using integration by parts formulas in Proposition 2.3, gives
(t(w)|ϕ)∂M = −(t(h)|t(iνδζ))∂M = −(dh|δζ)L2Ωn−m+1(M) = (t(dh)|ϕ)∂M ,
which implies t(w) = t(dh).
Thus, all hypotheses of Lemma 2.5 are satisfied for w, v and h. Hence, we find ψ ∈ W 1,pΩn−m(M)
such that dψ = w, δψ = v and t(ψ) = t(h) = t(u˜) and satisfying
‖ψ‖W 1,pΩn−m(M) ≤C
(
‖w‖LpΩn−m+1(M) + ‖v‖LpΩn−m−1(M)
)
+ C
(
‖t(h)‖W 1−1/p,pΩn−m(∂M) + ‖t(∗h)‖W 1−1/p,pΩm(∂M)
)
.
Using (2.7), t(∗h) = t(η) = 0, w = d ∗ u and v = δ ∗ u, we get
‖ψ‖W 1,pΩn−m(M) ≤ C
(
‖u‖WpdΩm(M) + ‖δu‖LpΩm−1(M) + ‖t(iνu)‖W 1−1/p,pΩn−m(∂M)
)
.
Write ρ = u˜ − ψ, then dρ = 0 and δρ = 0. Therefore, ρ solves −∆ρ = 0 with t(ρ) = 0, t(δρ) = 0.
By [22, Theorem 2.2.4], it follows that ρ = 0. Since u˜ = ∗u, the last estimate together with (2.7)
clearly implies the result. 
3. Well-posedness of the direct problem
3.1. Direct problem for linear equations. To prove existence and uniqueness result for the
nonlinear equations, we first need to study the direct problem for the linear equations.
Theorem 3.1. Let 2 ≤ p ≤ 6 and let ε, µ ∈ C2(M) be complex functions with positive real parts.
There is a discrete subset Σ of C such that for all ω /∈ Σ and for a given f ∈ TW
1−1/p,p
Div (∂M) the
Maxwell’s equation
∗ dE = iωµH, ∗dH = −iωεE (3.1)
10 YERNAT M. ASSYLBEKOV AND TING ZHOU
has a unique solution (E,H) ∈ W 1,pDiv(M)×W
1,p
Div(M) satisfying t(E) = f and
‖E‖W 1,p
Div
(M) + ‖H‖W 1,p
Div
(M) ≤ C‖f‖TW 1−1/p,p
Div
(∂M)
,
for some constant C > 0 independent of f .
Proof. Since p ≥ 2, the inclusion TW
1−1/p,p
Div (∂M) →֒ THdΩ
1(∂M) is bounded. Then by [1, The-
orem A.1] there is a unique solution (E,H) ∈ HdΩ
1(M) ×HdΩ
1(M) of (3.1) such that t(E) = f .
According to Theorem A.1, we have (E,H) ∈ H1Div(M)×H
1
Div(M). By Sobolev embedding, inclusion
H1Ω1(M) →֒ LpΩ1(M) is bounded for 2 ≤ p ≤ 6; see [22, Theorem 1.3.6 (a)]. Using this together
with (3.1), we get (E,H) ∈W pdΩ
1(M)×W pdΩ
1(M). Recall that t(E) = f ∈ TW
1−1/p,p
Div (∂M). Then
an application of Theorem A.1 implies that (E,H) ∈W 1,pDiv(M)×W
1,p
Div(M) and satisfies the estimate
stated in the theorem. The proof is complete. 
We also consider the linear non-homogeneous problem. The following well-posedness result will be
used in dealing with nonlinear terms of (1.4). We define
W 1,pD Ω
1(M) := {u ∈W 1,pΩ1(M) : t(u) = 0}.
Theorem 3.2. Let 2 ≤ p ≤ 6 and let ε, µ ∈ C2(M) be complex functions with positive real parts.
Suppose that Je, Jm ∈W
p
δ Ω
1(M) and iνJe|∂M , iνJm|∂M ∈W
1−1/p,p(∂M). There is a discrete subset
Σ of C such that for all ω /∈ Σ the Maxwell’s system
∗ dE = iωµH + Jm, ∗dH = −iωεE − Je (3.2)
has a unique solution (E,H) ∈ W 1,pD Ω
1(M)×W 1,pDiv(M) satisfying
‖E‖W 1,p
Div
(M) + ‖H‖W 1,p
Div
(M) ≤ C(‖iνJe|∂M‖W 1−1/p,p(∂M) + ‖iνJm|∂M‖W 1−1/p,p(∂M))
+ C(‖Je‖Wpδ Ω1(M) + ‖Jm‖W
p
δ Ω
1(M))
for some constant C > 0 independent of Je and Jm.
Proof. We follow the similar approach as in the proof of Theorem 3.1. Since p ≥ 2, the inclusion
W pδ Ω
1(M) →֒ L2Ω1(M) is bounded. Then by [1, Theorem A.2] there is a unique solution (E,H) ∈
HdΩ
1(M) ×HdΩ
1(M) of (3.2) such that t(E) = 0. According to Theorem A.1, we have (E,H) ∈
H1DΩ
1(M) × H1Div(M). Using Sobolev embedding H
1Ω1(M) →֒ LpΩ1(M) for 2 ≤ p ≤ 6 together
with (3.2), we get (E,H) ∈ W pdΩ
1(M) ×W pdΩ
1(M). Since t(E) = 0, Theorem A.1 implies that
(E,H) ∈ W 1,pD Ω
1(M) ×W 1,pDiv(M) and satisfies the estimate stated in the theorem. The proof is
complete. 
3.2. Proof of Theorem 1.1. Suppose f ∈ TW
1−1/p,p
Div (∂M) such that ‖f‖TW 1−1/p,p
Div
(∂M)
< ǫ, where
ǫ > 0 to be determined. By Theorem 3.1, there is a unique (E0, H0) ∈W
1,p
Div(M)×W
1,p
Div(M) solving
∗dE0 = iωµH0, ∗dH0 = −iωεE0, t(E0) = f
and satisfying
‖E0‖W 1,p
Div
(M) + ‖H0‖W 1,p
Div
(M) ≤ C‖f‖TW 1−1/p,p
Div
(∂M)
.
Then (E,H) is a solution of (1.4) if and only if (E′, H ′) defined by (E,H) = (E0, H0) + (E
′, H ′)
satisfies 
∗dE′ = iωµH ′ + iωb|H0 +H
′|2g(H0 +H
′),
∗dH ′ = −iωεE′ − iωa|E0 + E
′|2g(E0 + E
′),
t(E′) = 0.
(3.3)
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By Theorem 3.2, there is a bounded and linear operator
Gε,µω :W
1,pΩ1(M)×W 1,pΩ1(M)→W 1,pD Ω
1(M)×W 1,pDiv(M)
mapping (Je, Jm) ∈W
1,pΩ1(M)×W 1,pΩ1(M) to the unique solution (E˜, H˜) of the problem
∗dE˜ = iωµH˜ + Jm, ∗dH˜ = −iωεE˜ − Je, t(E˜) = 0.
Define Xδ to be the set of (e, h) ∈W
1,p
D Ω
1(M)×W 1,pDiv(M) such that
‖(e, h)‖W 1,pΩ1(M)×W 1,p
Div
(M) := ‖e‖W 1,pΩ1(M) + ‖h‖W 1,p
Div
(M) ≤ δ,
where δ > 0 will be determined later. Define an operator A on Xδ as
A(e, h) := Gε,µω
(
iωa|E0 + e|
2
g(E0 + e) , iωb|H0 + h|
2
g(H0 + h)
)
.
We wish to show that for sufficiently small ǫ > 0 and δ > 0, depending on the frequency ω, the
operator A is contraction on Xδ.
First, we show that A maps Xδ into itself. Using Lemma 2.2, we can show that for all (e, h) ∈ Xδ
‖A(e, h)‖W 1,pΩ1(M)×W 1,p
Div
(M)
≤ Cω
(
‖ |E0 + e|
2
g(E0 + e)‖W 1,pΩ1(M) + ‖ |H0 + h|
2
g(H0 + h)‖W 1,pΩ1(M)
)
≤ Cω
(
‖E0 + e‖
3
W 1,pΩ1(M) + ‖H0 + h‖
3
W 1,pΩ1(M)
)
≤ Cω
(
‖E0‖
3
W 1,pΩ1(M) + ‖e‖
3
W 1,pΩ1(M) + ‖H0‖
3
W 1,pΩ1(M) + ‖h‖
3
W 1,pΩ1(M)
)
.
Therefore,
‖A(e,h)‖W 1,pΩ1(M)×W 1,p
Div
(M)
≤ Cωǫ2‖f‖
TW
1−1/p,p
Div
(∂M)
+ Cωδ2‖(e, h)‖W 1,pΩ1(M)×W 1,p
Div
(M).
(3.4)
In particular, this gives
‖A(e, h)‖W 1,pΩ1(M)×W 1,p
Div
(M) ≤ Cω(ǫ
3 + δ3).
Taking ǫ > 0 and δ > 0 sufficently small, below we will ensure that A maps Xδ into itself.
Next, we show that A is contraction on Xδ. For this we need the following technical lemma.
Lemma 3.3. Let (M, g) be a compact n-dimensional Riemannian manifold and let p > n. If
u, v ∈W 1,pΩ1(M), then
‖(|u|2gu− |v|
2
gv)‖W 1,pΩ1(M) ≤ C(‖u‖
2
W 1,pΩ1(M) + ‖v‖
2
W 1,pΩ1(M))‖u− v‖W 1,pΩ1(M).
Assuming this result, we continue the proof of Theorem 1.1. Using Lemma 3.3, we also can show
that for all (e1, h1), (e2, h2) ∈ Xδ
‖A(e1, h1)−A(e2, h2)‖W 1,pΩ1(M)×W 1,p
Div
(M)
≤ Cω‖ |E0 + e1|
2
g(E0 + e1)− |E0 + e2|
2
g(E0 + e2)‖W 1,pΩ1(M)
+ Cω‖ |H0 + h1|
2
g(H0 + h1)− |H0 + h2|
2
g(H0 + h2)‖W 1,pΩ1(M)
≤ Cω(‖E0 + e1‖
2
W 1,pΩ1(M) + ‖E0 + e2‖
2
W 1,pΩ1(M))‖e1 − e2‖W 1,pΩ1(M)
+ Cω(‖H0 + h1‖
2
W 1,pΩ1(M) + ‖H0 + h2‖
2
W 1,pΩ1(M))‖h1 − h2‖W 1,pΩ1(M)
≤ Cω(‖E0‖
2
W 1,pΩ1(M) + ‖e1‖
2
W 1,pΩ1(M) + ‖e2‖
2
W 1,pΩ1(M))‖e1 − e2‖W 1,pΩ1(M)
+ Cω(‖H0‖
2
W 1,pΩ1(M) + ‖h1‖
2
W 1,pΩ1(M) + ‖h2‖
2
W 1,pΩ1(M))‖h1 − h2‖W 1,pΩ1(M)
≤ Cω(ǫ2 + δ2)
(
‖e1 − e2‖W 1,pΩ1(M) + ‖h1 − h2‖W 1,pΩ1(M)
)
.
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These imply that A is contraction on Xδ, if Cω(ǫ
3 + δ3) ≤ δ and Cω(ǫ2 + δ2) < 1. Now, using the
contraction mapping theorem, we find a unique (E′, H ′) ∈ Xδ such that A(E
′, H ′) = (E′, H ′) and
hence solving (3.3). Using A(E′, H ′) = (E′, H ′) in (3.4) and taking δ > 0 sufficently small, one can
see that (E′, H ′) satisfies the estimate
‖E′‖W 1,pΩ1(M) + ‖H
′‖W 1,p
Div
(M) ≤ C‖f‖TW 1−1/p,p
Div
(∂M)
Finally, (E,H) = (E0, H0) + (E
′, H ′) solves (1.4) with t(E) = f and satisfies the estimate
‖E‖W 1,p
Div
(M) + ‖H‖W 1,p
Div
(M) ≤ C‖f‖TW 1−1/p,p
Div
(∂M)
.
The proof of Theorem 1.1 is thus complete.
Proof of Lemma 3.3. Recall that the W 1,pΩm(M)-norm may be expressed invariantly as
‖f‖W 1,pΩ1(M) = ‖f‖LpΩ1(M) + ‖ |∇f |g‖Lp(M),
where ∇ is the Levi-Civita connection defined on tensors on M and |T |g is the norm of a tensor T
on M with respect to the metric g.
By density of C∞Ω1(M) in W 1,pΩ1(M), it is enough to assume that u, v ∈ C∞Ω1(M). Recall that
‖(|u|2gu− |v|
2
gv)‖W 1,pΩ1(M) = ‖|u|
2
gu− |v|
2
gv‖LpΩ1(M) + ‖ |∇
(
|u|2gu− |v|
2
gv
)
|g‖Lp(M).
We can write
∇
(
|u|2gu− |v|
2
gv
)
= |u|2g∇u− |v|
2
g∇v + 2Re〈u,∇u〉gu− 2Re〈v,∇v〉gv.
Therefore,
‖(|u|2gu− |v|
2
gv)‖W 1,pΩ1(M) ≤ C‖|u|
2
gu− |v|
2
gv‖LpΩ1(M) + C‖ |(|u|
2
g∇u − |v|
2
g∇v)|g‖Lp(M)
+ C‖ |(Re〈u,∇u〉gu− Re〈v,∇v〉gv)|g‖Lp(M).
(3.5)
Write wθ = u+ θ(v − u). Let us estimate the first term on the right hand-side of (3.5). Then
|v|2gv − |u|
2
gu =
∫ 1
0
∂
∂θ
{
|wθ|
2
gwθ
}
dθ =
∫ 1
0
{2Re〈wθ , v − u〉g wθ + |wθ|
2
g(v − u)} dθ
and hence
|(|u|2gu− |v|
2
gv)|g ≤ C(‖u‖
2
L∞Ω1(M) + ‖v‖
2
L∞Ω1(M))|u− v|g.
Therefore, using the Sobolev embedding W 1,pΩ1(M) →֒ CΩ1(M) as in Lemma 2.2, we get
‖|u|2gu− |v|
2
gv‖LpΩ1(M) ≤ C(‖u‖
2
L∞Ω1(M) + ‖v‖
2
L∞Ω1(M))‖u− v‖LpΩ1(M)
≤ C(‖u‖2W 1,pΩ1(M) + ‖v‖
2
W 1,pΩ1(M))‖u− v‖LpΩ1(M).
Now, we estimate the second term on the right hand-side of (3.5). Similarly as before, we can show
|v|2g∇v − |u|
2
g∇u =
∫ 1
0
∂
∂θ
{
|wθ|
2
g∇wθ
}
dθ =
∫ 1
0
{2Re〈wθ , v − u〉g∇wθ + |wθ|
2
g∇(v − u)} dθ.
Then
|(|u|2g∇u− |v|
2
g∇v)|g ≤ C(‖u‖L∞Ω1(M) + ‖v‖L∞Ω1(M))‖u− v‖L∞Ω1(M)(|∇u|g + |∇v|g)
+ C(‖u‖2L∞Ω1(M) + ‖v‖
2
L∞Ω1(M))|∇(u − v)|g.
Therefore, using the Sobolev embedding W 1,pΩ1(M) →֒ CΩ1(M), we get
‖ |(|u|2g∇u− |v|
2
g∇v)|g‖Lp(M) ≤ C(‖u‖
2
W 1,pΩ1(M) + ‖v‖
2
W 1,pΩ1(M))‖u− v‖W 1,pΩ1(M).
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Finally, we estimate the last term on the right hand-side of (3.5). For this, we write
Re〈v,∇v〉gv − Re〈u,∇u〉gu =
∫ 1
0
∂
∂θ
{
Re〈wθ,∇wθ〉g wθ
}
dθ
=
∫ 1
0
{
(
Re〈v − u,∇wθ〉g +Re〈wθ ,∇(v − u)〉g
)
wθ +Re〈wθ,∇wθ〉g(v − u)} dθ.
Therefore,
|(Re〈u,∇u〉gu− Re〈v,∇v〉gv)|g
≤ C(‖u‖L∞Ω1(M) + ‖v‖L∞Ω1(M))‖u− v‖L∞Ω1(M)(|∇u|g + |∇v|g)
+ C(‖u‖2L∞Ω1(M) + ‖v‖
2
L∞Ω1(M))|∇(u − v)|g.
Using Sobolev embedding W 1,pΩ1(M) →֒ CΩ1(M), this implies that
‖ |(Re〈u,∇u〉gu− Re〈v,∇v〉gv)|g‖Lp(M) ≤ C(‖u‖
2
W 1,pΩ1(M) + ‖v‖
2
W 1,pΩ1(M))‖u− v‖W 1,pΩ1(M).
Combining all these three estimates with (3.5), we finish the proof. 
4. Asymptotics of the admittance map
Let (M, g) be a compact 3-dimensional Riemannian manifold with smooth boundary. Suppose that
ε, µ ∈ C2(M) are complex functions with positive real parts and a, b ∈ C2(M). Let m ≥ 1 be an
integer and let 3 < p ≤ 6. Fix ω > 0 outside a discrete set of resonant frequencies. Suppose that
f ∈ TW
1−1/p,p
Div (∂M) and s ∈ R is a small parameter. By Theorem 1.1, there is a unique solution
(E(s), H(s)) ∈W 1,pDiv(M)×W
1,p
Div(M) of (1.4) such that t(E
(s)) = sf and
‖E(s)‖W 1,p
Div
(M) + ‖H
(s)‖W 1,p
Div
(M) ≤ C|s| ‖f‖TW 1−1/p,p
Div
(∂M)
. (4.1)
By Theorem 3.1, there is a unique (E1, H1) ∈ W
1,p
Div(M) ×W
1,p
Div(M) solving (3.1) with t(E1) = f
such that
‖E1‖W 1,p
Div
(M) + ‖H1‖W 1,p
Div
(M) ≤ C‖f‖TW 1−1/p,p
Div
(∂M)
. (4.2)
Also, by Theorem 3.2 there is a unique solution (E2, H2) ∈ W
1,p
D (M)×W
1,p
Div(M) for
∗dE2 = iωµH2 + iωb|H1|
2
gH1, ∗dH2 = −iωεE2 − iωa|E1|
2
gE1
and satisfying
‖E2‖W 1,p
Div
(M) + ‖H2‖W 1,p
Div
(M) ≤ C‖ |E1|
2
gE1‖W 1,pΩ1(M) + C‖ |H1|
2
gH1‖W 1,pΩ1(M).
Then by Lemma 2.2,
‖E2‖W 1,p
Div
(M) + ‖H2‖W 1,p
Div
(M) ≤ C‖E1‖
3
W 1,pΩ1(M) + C‖H1‖
3
W 1,pΩ1(M)
≤ C‖E1‖
3
W 1,p
Div
(M)
+ C‖H1‖
3
W 1,p
Div
(M)
≤ C‖f‖3
TW
1−1/p,p
Div
(∂M)
.
(4.3)
Now we define (F (s), G(s)) by
(E(s), H(s)) = s(E1 + s
2F (s), H1 + s
2G(s)). (4.4)
Then by (4.1) and (4.2), (F (s), G(s)) satisfies
|s|3‖F (s)‖W 1,p
Div
(M) + |s|
3‖G(s)‖W 1,p
Div
(M)
≤ ‖E(s)‖W 1,p
Div
(M) + ‖H
(s)‖W 1,p
Div
(M) + |s| ‖E1‖W 1,p
Div
(M) + |s| ‖H1‖W 1,p
Div
(M)
≤ C|s| ‖f‖
TW
1−1/p,p
Div
(∂M)
.
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Therefore,
|s|2 ‖F (s)‖W 1,p
Div
(M) + |s|
2 ‖G(s)‖W 1,p
Div
(M) ≤ C‖f‖TW 1−1/p,p
Div
(∂M)
. (4.5)
Lemma 4.1. Suppose that f ∈ TW
1−1/p,p
Div (∂M). There is s0 > 0 and there is Cf > 0 depending on
f , ω and s0, but independent of s, such that for all s ∈ R with |s| < s0,
‖F (s) − E2‖W 1,p
Div
(M) + ‖G
(s) −H2‖W 1,p
Div
(M) ≤ Cf |s|
2.
In particular,
‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M) ≤ Cf . (4.6)
Proof. Set (P (s), Q(s)) = (F (s), G(s))− (E2, H2). Then it is easy to see that
∗ dP (s) = iωµQ(s) + iωsh(s), ∗dQ(s) = −iωεP (s) − iωse(s), t(P (s)) = 0, (4.7)
where
e(s) = s−1a
(
|E1 + s
2F (s)|2g(E1 + s
2F (s))− |E1|
2
gE1
)
,
h(s) = s−1b
(
|H1 + s
2G(s)|2g(H1 + s
2G(s))− |H1|
2
gH1
)
.
Using Lemma 3.3,
‖e(s)‖W 1,pΩ1(M) ≤ C|s|
[
‖E1‖
2
W 1,pΩ1(M) + (|s|
2‖F (s)‖W 1,pΩ1(M))
2
]
‖F (s)‖W 1,pΩ1(M),
‖h(s)‖W 1,pΩ1(M) ≤ C|s|
[
‖H1‖
2
W 1,pΩ1(M) + (|s|
2‖G(s)‖W 1,pΩ1(M))
2
]
‖G(s)‖W 1,pΩ1(M).
Then by (4.2) and (4.5),
‖e(s)‖W 1,pΩ1(M) + ‖h
(s)‖W 1,pΩ1(M) ≤ C|s|‖f‖
2
TW
1−1/p,p
Div
(∂M)
(‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M)).
By Theorem 3.2, (P (s), Q(s)) = (F (s), G(s)) − (E2, H2) is the unique solution of (4.7) and satisfies
the estimate
‖F (s) − E2‖W 1,p
Div
(M) + ‖G
(s) −H2‖W 1,p
Div
(M) = ‖P
(s)‖W 1,p
Div
(M) + ‖Q
(s)‖W 1,p
Div
(M)
≤ Cω|s| (‖e(s)‖W 1,pΩ1(M) + ‖h
(s)‖W 1,pΩ1(M)).
Therefore,
‖F (s) − E2‖W 1,p
Div
(M) + ‖G
(s) −H2‖W 1,p
Div
(M)
≤ C‖f‖2
TW
1−1/p,p
Div
(∂M)
ω|s|2 (‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M)).
(4.8)
Using the reverse triangle inequality to the left hand-side, we get
‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M)
≤ C‖f‖2
TW
1−1/p,p
Div
(∂M)
ω|s|2 (‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M))
+ ‖E2‖W 1,p
Div
(M) + ‖H2‖W 1,p
Div
(M).
Using (4.3), this gives
‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M)
≤ C‖f‖2
TW
1−1/p,p
Div
(∂M)
ω|s|2 (‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M)) + C‖f‖
3
TW
1−1/p,p
Div
(∂M)
.
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The first term in the last line can be absorbed into the left hand-side by taking sufficiently small
s0 > 0 so that
C‖f‖2
TW
1−1/p,p
Div
(∂M)
ω|s0|
2 < 1/2.
Then we obtain
‖F (s)‖W 1,p
Div
(M) + ‖G
(s)‖W 1,p
Div
(M) ≤ C‖f‖
3
TW
1−1/p,p
Div
(∂M)
.
Substituting this into (4.8), we arrive to the desired estimate. 
Denote by Λωε,µ the admittance map Λ
ω
ε,µ,0,0 for linear Maxwell’s equations. We obtain the following
asymptotic expansion of the admittance map.
Proposition 4.2. Suppose that f ∈ TW
1−1/p,p
Div (∂M) with 3 < p ≤ 6. Then
s−1[Λωε,µ,a,b(sf)− sΛ
ω
ε,µ(f)]→ 0 in W
1−1/p,p
Div (∂M) as s→ 0, (4.9)
s−3[Λωε,µ,a,b(sf)− sΛ
ω
ε,µ(f)]→ t(H2) in W
1−1/p,p
Div (∂M) as s→ 0. (4.10)
Proof. From (4.4) we have
Λωε,µ,a,b(sf)− sΛ
ω
ε,µ(f) = t(H
(s))− st(H1) = s
3t(G(s)).
Then by boundedness of t from W 1,pDiv(M) onto W
1−1/p,p
Div (M) and by (4.6),
‖s−1[Λωε,µ,a,b(sf)− sΛ
ω
ε,µ(f)]‖W 1−1/p,p
Div
(M)
≤ C|s|2 ‖G(s)‖W 1,p
Div
(M) ≤ Cf |s|
2.
Taking s→ 0, this implies (4.9).
Now, by boundedness of t from W 1,pDiv(M) onto W
1−1/p,p
Div (M) and by Lemma 4.1,
‖s−3[Λωε,µ,a,b(sf)− sΛ
ω
ε,µ(f)]− t(H2)‖W 1−1/p,p
Div
(M)
≤ C‖G(s) −H2‖W 1,p
Div
(M) ≤ Cf |s|
2.
Taking s→ 0, this implies (4.10). 
5. Proof of Theorem 1.2: Part I
In this section we show that the material parameters and electric and magnetic susceptibilities of the
nonlinear time-harmonic Maxwell equation (1.4) can be uniquely determined from the knowledge of
admittance map.
Let (M, g) be a 3-dimensional admissible manifold, that is (M, g) ⊂⊂ R×(M0, g0) with g = c(e⊕g0),
where c > 0 is a smooth function on M and (M0, g0) is a simple manifold of dimension two.
The first ingredient in the proof of Theorem 1.2 is the reduction to the case c = 1.
Lemma 5.1. Let (M, g) be a compact Riemannian 3-dimensional manifold with boundary and let
c > 0 be a smooth function on M . Suppose that ε, µ ∈ C∞(M) with positive real parts and a, b ∈
C∞(M). Then Λωcg,ε,µ,a,b = Λ
ω
g,c1/2ε,c1/2µ,c3/2a,c3/2b
.
Proof. Let ∗cg and ∗g denote the Hodge star operators corresponding to the metrics cg and g,
respectively. Following [12, Lemma 7.1], we note that ∗cgu = c
3/2−k ∗g u for a k-form u. Therefore,
(E,H) solves
∗cgdE = iωµH + iωb|H |
2
cgH, ∗cgdH = −iωεE − iωa|E|
2
cgE
if and only if it solves
∗gdE = iωc
1/2µH + iωc3/2b|H |2gH, ∗gdH = −iωc
1/2εE − iωc3/2a|E|2gE.
Therefore, Λωcg,ε,µ,a,b = Λ
ω
g,c1/2ε,c1/2µ,c3/2a,c3/2b
. 
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Therefore, it is enough to prove Theorem 1.2 in the case c = 1. Thus, in the rest of this section
we assume that (M, g) ⊂⊂ R × (M0, g0) with g = e ⊕ g0, where (M0, g0) is a simple manifold of
dimension two.
By (4.9) in Proposition 4.2, we obtain Λωε1,µ1 = Λ
ω
ε2,µ2 . Then by [12, Theorem 1.1], we get ε1 = ε2
and µ1 = µ2 in M . In what follows, we write ε = ε1 = ε2 and µ = µ1 = µ2.
6. Construction of CGO solutions
Ou aim is to very briefly review the construction of CGO solutions; see [12] for details. In Section 6.1,
we recall the reduction of the Maxwell equations to the Hodge-Dirac and Schro¨dinger type equations,
introduced in [?, 12]. Then, in Section 6.2, we restate the form of existence and basic properties of
CGO solutions for Maxwell’s equations using the reduction in Section 6.1.
6.1. Reduction to the Hodge-Schro¨dinger equation. Let (M, g) be a smooth compact Rie-
mannian 3-dimensional manifold with boundary and let ε, µ ∈ C2(M) be complex functions with
positive real parts. If Φ,Ψ are complex scalar functions on M and E,H are complex 1-forms on M ,
we consider the graded forms X = Φ+ E + ∗H + ∗Ψ and we denote them in vector notation
X = ( Φ ∗H ∗Ψ E )t.
We define the following matrix operators acting on graded forms on M
P =
1
i
(d− δ) =

−δ
−δ d
d
d −δ
 , V =

−ωµ ∗(Dα ∧ ∗ ·)
−ωµ ∗(Dα ∧ ∗ ·)
Dβ∧ −ωε
Dβ∧ −ωε
 ,
where D = −id, α = log ε and β = logµ. Note that P is the self-adjoint Hodge-Dirac operator. It
was shown in [12, Section 3] that (E,H) is a solution of the original Maxwell’s equations
∗dE = iωµH, ∗dH = −iωεE
if and only if X = ( Φ ∗H ∗Ψ E )t is a solution of (P + V )X = 0 with Φ = Ψ = 0.
To reduce the Maxwell equations to the Schro¨dinger type equation, we consider the rescaling
Y =
(
µ1/2 Id2
ε1/2 Id2
)
X,
where Id2 is the 2×2 identity matrix. We always assume that X and Y are related via this rescaling.
We write the graded form Y as
Y = ( Y 0 Y 2 Y 3 Y 1 )t,
with Y k being the k-form part of Y . One can check that (P +V )X = 0 if and only if (P +W )Y = 0.
Here
W = −κ+
1
2

∗(Dα ∧ ∗ ·)
∗(Dα ∧ ∗ ·) −Dα∧
Dβ∧
Dβ∧ ∗(Dβ ∧ ∗ ·)
 , κ = ω(εµ)1/2.
Then
(P +W )(P −W t) = −∆+Q,
where Q is L∞ potential. For the exact expression of Q, see [12, Lemma 3.1].
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6.2. CGO solutions for Maxwell’s equations. Let (M, g) be a 3-dimensional admissible mani-
fold. Throughout this section, we assume thatM ⊂ R×M int0 and the metric g has the form g = e⊕g0
and (M0, g0) is simple. Choose another simple manifold (M˜0, g0) such that M0 ⊂⊂ M˜0 and choose
p ∈ M˜0 \M0. Simplicity of (M˜0, g0) implies that there are globally defined polar coordinates (r, θ)
centered at p. In these coordinates, the metric g has the form
g = e⊕
(
1 0
0 m(r, θ)
)
, (6.1)
where m is a smooth positive function.
The following result states the existence and basic properties of CGO solutions.
Proposition 6.1. Let (M, g) be a 3-dimensional admissible manifold with g = e ⊕ g0 and let
2 ≤ p ≤ 6. Suppose that ε, µ ∈ C3(M) with Re(ε),Re(µ) > 0 in M . Let s0, t0 ∈ R and λ ∈ R \ {0}
be constants and let χ ∈ C∞(S1). Then for τ ∈ R with sufficiently large |τ | > 0 and outside a
countable subset of R, the Maxwell’s equations
∗ dE = iωµH, ∗dH = −iωεE (6.2)
has a solution (E,H) ∈W 1,pDiv(M)×W
1,p
Div(M) of the form
E = e−τ(x1+ir)
[
t0ε
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr) +R
]
,
H = e−τ(x1+ir)
[
s0µ
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr) +R
′
]
,
where R,R′ ∈W 1,pDiv(M) are correction terms satisfying the estimates
‖R‖LpΩ1(M), ‖R
′‖LpΩ1(M) ≤ C
1
|τ |
6−p
2p
, (6.3)
with C > 0 constant independent of τ .
Proof of Proposition 6.1. The proof follows by carefully rewriting the result [4, Theorem 3.1] (see
also [12, Theorem 6.1(a)] for the original result). By the former result, for τ ∈ R with sufficiently
large |τ | > 0 and outside a countable subset of R, there is a solution for (−∆+Q)Z = 0 such that
Z ∈ H3Ω(M) and
(P +W )Y = 0, Y = (P −W t)Z, Y 0 = Y 3 = 0 in M,
and having the form
Z = e−τ(x1+ir)(A+R0), A = −i|g|
−1/4eiλ(x1+ir)χ(θ)( s0 0 t0 ∗ 1 0 )
t
and ‖R0‖HsΩ(M) ≤ C|τ |
1−s, 0 ≤ s ≤ 2, where C > 0 is a constant independent of τ .
Let us compute Y 1 and Y 3. Writing ρ = x1 + ir and using the fact that A
1 = A2 = 0, one can see
that
Y 1 = [(P −W t)Z]1 = e−τρ(y1 + r1), Y
2 = [(P −W t)Z]2 = e−τρ(y2 + r2),
where
y1 = −
τ
i
idρA
2, r1 = −[W
t(A+R0)]
1 −
1
i
δA2 +
1
i
dR00 −
τ
i
R00 dρ−
1
i
δR20 −
τ
i
idρR
2
0,
y2 = −
τ
i
idρA
3, r2 = −[W
t(A+R0)]
2 −
1
i
δA3 +
1
i
dR10 −
τ
i
dρ ∧R10 −
1
i
δR30 −
τ
i
idρR
3
0.
It is easy to see that
‖r1‖HsΩ1(M), ‖r2‖HsΩ2(M) ≤ C|τ |
s−1, 0 ≤ s ≤ 1.
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Using (2.4), one can show that
y1 = s0τ |g|
−1/4eiλρχ(θ) dρ, y2 = t0τ |g|
−1/4eiλρχ(θ) ∗ dρ.
Note that Y0 := τ
−1Y will solve (P +W )Y0 = 0 with Y
0
0 = Y
3
0 = 0. If we define
E : = ε−1/2Y 10 = e
−τ(x1+ir)
[
s0ε
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr) + ε
−1/2r1︸ ︷︷ ︸
R
]
,
H : = µ−1/2 ∗ Y 20 = e
−τ(x1+ir)
[
t0µ
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr) + µ
−1/2r2︸ ︷︷ ︸
R′
]
.
Then (E,H) ∈ H2Ω1(M) ×H2Ω1(M) will be a solution of the Maxwell’s equations (6.2) and the
correction terms R,R′ satisfy the estimates
‖R‖HsΩ1(M), ‖R
′‖HsΩ1(M) ≤ C|τ |
s−1, 0 ≤ s ≤ 1, (6.4)
with C > 0 constant independent of τ .
By Sobolev embedding, we have (E,H) ∈ W 1,pΩ1(M) ×W 1,pΩ1(M) for 2 ≤ p ≤ 6. Then, using
(6.2) and (2.6), it is straightforward to check that t(E), t(H) ∈ TW
1−1/p,p
Div (∂M). Thus, (E,H) ∈
W 1,pDiv(M)×W
1,p
Div(M) for 2 ≤ p ≤ 6.
Finally, one can obtain the estimates in (6.3), using the inequality 0 ≤ 3p−62p ≤ 1, Sobolev embedding
and (6.4). 
7. Proof of Theorem 1.2: Part II
In this section we continue proof of Theorem 1.2. Our aim is to show that a1 = a2 and b1 = b2. To
that end, we shall use complex geometrical optics solutions, constructed in the previous section, in
the following integral identity (7.6).
7.1. An important energy integral identity. Now, by (4.10) in Proposition 4.2, we obtain
t(H12 ) = t(H
2
2 ), where (E
j
2 , H
j
2) ∈ W
1,p
D (M)×W
1,p
Div(M), j = 1, 2, is the unique solution of
∗ dEj2 = iωµH
j
2 + iωbj|H1|
2
gH1, ∗dH
j
2 = −iωεE
j
2 − iωaj|E1|
2
gE1 (7.1)
with t(Ej2) = 0 and (E1, H1) ∈ W
1,p
Div(M)×W
1,p
Div(M) is a solution of
∗ dE1 = iωµH1, ∗dH1 = −iωεE1 (7.2)
satisfying t(E1) = f . Let (E,H) ∈ W
1,p
Div(M)×W
1,p
Div(M) be a solution of
∗ dE = iωµH, ∗dH = −iωεE. (7.3)
Using integration by parts,
(t(Hj2)|t(iν ∗E))L2Ω1(∂M) = (dH
j
2 | ∗ E)L2Ω2(M) − (H
j
2 |δ(∗E))L2Ω1(M)
= (∗dHj2 |E)L2Ω1(M) − (H
j
2 | ∗ dE)L2Ω1(M).
Since (Ej2 , H
j
2) satisfy (7.1) and (E,H) satisfy (7.3), we can show
(t(Hj2)|t(iν ∗ E))L2Ω1(∂M) = −(iωεE
j
2|E)L2Ω1(M) − (iωaj|E1|
2
gE1|E)L2Ω1(M) − (H
j
2 |iωµH)L2Ω1(M)
= (Ej2 |iωεE)L2Ω1(M) − (iωaj |E1|
2
gE1|E)L2Ω1(M) + (iωµH
j
2 |H)L2Ω1(M).
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Here and in what follows, all integrals make sense because of the assumption p ≥ 4. Since (Ej2 , H
j
2)
satisfy (7.1) and (E,H) satisfy (7.3), this can be rewritten as
(t(Hj2)|t(iν ∗ E))L2Ω1(∂M) = (∗dE
j
2 |H)L2Ω1(M) − (E
j
2 | ∗ dH)L2Ω1(M)
− (iωaj|E1|
2
gE1|E)L2Ω1(M) − (iωbj|H1|
2
gH1|H)L2Ω1(M)
= (dEj2 | ∗H)L2Ω2(M) − (E
j
2 |δ(∗H))L2Ω1(M)
− (iωaj|E1|
2
gE1|E)L2Ω1(M) − (iωbj|H1|
2
gH1|H)L2Ω1(M).
Using integration by parts and the fact that t(Ej2) = 0, we can show that
(dEj2 | ∗H)L2Ω2(M) − (E
j
2 |δ(∗H))L2Ω1(M) = 0.
Therefore,
−
1
iω
(t(Hj2)|t(iν ∗ E))L2Ω1(∂M) = (aj |E1|
2
gE1|E)L2Ω1(M) + (bj |H1|
2
gH1|H)L2Ω1(M).
Since t(H12 ) = t(H
2
2 ), this implies that
((a1 − a2)|E1|
2
gE1|E)L2Ω1(M) + ((b1 − b2)|H1|
2
gH1|H)L2Ω1(M) = 0 (7.4)
for all (E1, H1) ∈ W
1,p
Div(M) ×W
1,p
Div(M) solving (7.2) and for all (E,H) ∈ W
1,p
Div(M) ×W
1,p
Div(M)
solving (7.3).
Note that if (E˜, H˜), (E′, H ′) ∈ W 1,pDiv(M)×W
1,p
Div(M) solve (7.2), then (E˜ + E
′, H˜ +H ′) also solves
(7.2). Therefore, polarizing (7.4) by setting (E1, H1) = (E˜ + E
′, H˜ +H ′), we obtain
0 =
(
(a1 − a2)
[
|E˜|2gE
′ + 2Re〈E′, E˜〉gE
′ + |E′|2gE˜ + 2Re〈E
′, E˜〉gE˜
]∣∣E)
L2Ω1(M)
+
(
(b1 − b2)
[
|H˜|2gH
′ + 2Re〈H ′, H˜〉gH
′ + |H ′|2gH˜ + 2Re〈H
′, H˜〉gH˜
]∣∣H)
L2Ω1(M)
(7.5)
for all (E˜, H˜), (E′, H ′) ∈ W 1,pDiv(M)×W
1,p
Div(M) solving (7.2).
Now, take (E(j), H(j)) ∈ W
1,p
Div(M) ×W
1,p
Div(M), j = 1, 2, 3, which solve (7.2). Setting (E1, H1) =
(E(1) + E(2) + E(3), H(1) +H(2) +H(3)) in (7.4) and using (7.5), we get
0 =
(
(a1 − a2)Re〈E(3), E(2)〉gE(1)|E
)
L2Ω1(M)
+
(
(a1 − a2)Re〈E(3), E(1)〉gE(2)|E
)
L2Ω1(M)
+
(
(a1 − a2)Re〈E(1), E(2)〉gE(3)|E
)
L2Ω1(M)
+
(
(b1 − b2)Re〈H(3), H(2)〉gH(1)|H
)
L2Ω1(M)
+
(
(b1 − b2)Re〈H(3), H(1)〉gH(2)|H
)
L2Ω1(M)
+
(
(b1 − b2)Re〈H(1), H(2)〉gH(3)|H
)
L2Ω1(M)
(7.6)
for all (E(j), H(j)) ∈W
1,p
Div(M)×W
1,p
Div(M), j = 1, 2, 3, solving (7.2).
7.2. Proof of Theorem 1.2: Part II. Recall that we assume M ⊂ R × M int0 and the metric
has the form g = e ⊕ g0, where e is Euclidean metric on R and (M0, g0) is a simple 2-dimensional
manifold.
Recall that we assume 4 ≤ p < 6. Using Proposition 6.1, for τ ∈ R with sufficiently large |τ |, for
arbitrary χ ∈ C∞(S1), s0, t0 ∈ R and λ ∈ R \ {0}, there are (E(j), H(j)) ∈ W
1,p
Div(M) ×W
1,p
Div(M),
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j = 1, 2, 3, solving (7.2) and there is (E,H) ∈ W 1,pDiv(M)×W
1,p
Div(M) solving (7.3) of the forms
E(1) = e
−τ(x1+ir)
[
t0 ε
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr) +R(1)
]
= e−τ(x1+ir)(A(1) +R(1)),
H(1) = e
−τ(x1+ir)
[
s0 µ
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr) +R
′
(1)
]
= e−τ(x1+ir)(A′(1) +R
′
(1)),
E(2) = e
τ(x1−ir)
[
ε−1/2|g|−1/4eiλ(x1−ir)(dx1 − idr) +R(2)
]
= eτ(x1−ir)(A(2) +R(2)),
H(2) = e
τ(x1−ir)
[
µ−1/2|g|−1/4eiλ(x1−ir)(dx1 − idr) +R
′
(2)
]
= eτ(x1−ir)(A′(2) +R
′
(2)),
E(3) = e
−τ(x1−ir)
[
ε−1/2|g|−1/4e−iλ(x1−ir)(dx1 − idr) +R(3)
]
= e−τ(x1−ir)(A(3) +R(3)),
H(3) = e
−τ(x1−ir)
[
µ−1/2|g|−1/4e−iλ(x1−ir)(dx1 − idr) +R
′
(2)
]
= e−τ(x1−ir)(A′(3) +R
′
(3)),
E = eτ(x1+ir)
[
ε−1/2|g|−1/4eiλ(x1+ir)(dx1 + idr) +R
]
= e−τ(x1+ir)(A+R),
H = eτ(x1+ir)
[
µ−1/2|g|−1/4eiλ(x1+ir)(dx1 + idr) +R
′
]
= e−τ(x1+ir)(A′ +R′),
with
‖R(j)‖LpΩ1(M), ‖R
′
(j)‖LpΩ1(M), ‖R‖LpΩ1(M), ‖R
′‖LpΩ1(M) ≤ C
1
|τ |
6−p
2p
, j = 1, 2, 3.
Since we assume p < 6, these imply
‖R(j)‖LpΩ1(M), ‖R
′
(j)‖LpΩ1(M), ‖R‖LpΩ1(M), ‖R
′‖LpΩ1(M) ≤ o(1) as τ →∞, j = 1, 2, 3. (7.7)
Substituting these solutions into (7.6), we get
0 =
(
(a1 − a2)Re〈A(3) +R(3), A(2) +R(2)〉g(A(1) +R(1))|(A +R)
)
L2Ω1(M)
+
(
(a1 − a2)Re〈A(3) +R(3), A(1) +R(1)〉g(A(2) +R(2))|(A+R)
)
L2Ω1(M)
+
(
(a1 − a2)Re〈A(1) +R(1), A(2) +R(2)〉g(A(3) +R(3))|(A+R)
)
L2Ω1(M)
+
(
(b1 − b2)Re〈A
′
(3) +R
′
(3), A
′
(2) +R
′
(2)〉g(A
′
(1) +R
′
(1))|(A
′ +R′)
)
L2Ω1(M)
+
(
(b1 − b2)Re〈A
′
(3) +R
′
(3), A
′
(1) +R
′
(1)〉g(A
′
(2) +R
′
(2))|(A
′ +R′)
)
L2Ω1(M)
+
(
(b1 − b2)Re〈A
′
(1) +R
′
(1), A
′
(2) +R
′
(2)〉g(A
′
(3) +R
′
(3))|(A
′ +R′)
)
L2Ω1(M)
.
(7.8)
Letting τ →∞, we come to
0 =
(
(a1 − a2)Re〈A(3), A(2)〉gA(1)|A
)
L2Ω1(M)
+
(
(a1 − a2)Re〈A(3), A(1)〉gA(2)|A
)
L2Ω1(M)
+
(
(a1 − a2)Re〈A(1), A(2)〉gA(3)|A
)
L2Ω1(M)
+
(
(b1 − b2)Re〈A
′
(3), A
′
(2)〉gA
′
(1)|A
′
)
L2Ω1(M)
+
(
(b1 − b2)Re〈A
′
(3), A
′
(1)〉gA
′
(2)|A
′
)
L2Ω1(M)
+
(
(b1 − b2)Re〈A
′
(1), A
′
(2)〉gA
′
(3)|A
′
)
L2Ω1(M)
.
(7.9)
To see this, one expands every term in (7.8) and uses generalized Ho¨lder’s inequality together with
(7.7). Then all terms in (7.8) go to zero as τ →∞ except the terms written in (7.9).
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Recall that the amplitudes A(j), A
′
(j), j = 1, 2, 3, and A, A
′ are of the form
A(1) = t0 ε
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr), A
′
(1) = s0 µ
−1/2|g|−1/4eiλ(x1+ir)χ(θ)(dx1 + idr),
A(2) = ε
−1/2|g|−1/4eiλ(x1−ir)(dx1 − idr), A
′
(2) = µ
−1/2|g|−1/4eiλ(x1−ir)(dx1 − idr),
A(3) = ε
−1/2|g|−1/4e−iλ(x1−ir)(dx1 − idr), A
′
(3) = µ
−1/2|g|−1/4e−iλ(x1−ir)(dx1 − idr),
A = ε−1/2|g|−1/4eiλ(x1+ir)(dx1 + idr), A
′ = µ−1/2|g|−1/4eiλ(x1+ir)(dx1 + idr),
Then the second, third, fifth and last terms in (7.9) will vanish. Considering the cases t0 = 1, s0 = 0
and t0 = 0, s0 = 1 separately, we obtain∫
M
fe−i2λ(x1−ir)χ(θ)|g|−1/2 dVolg = 0 and
∫
M
he−i2λ(x1−ir)χ(θ)|g|−1/2 dVolg = 0,
where
f :=
a1 − a2
|ε|2|g|1/2
and h :=
b1 − b2
|µ|2|g|1/2
.
Now, we extend f and h as zero to R×M0. Since dVolg = |g|
1/2 dx1drdθ, we get∫
S1
χ(θ)
∫
∞
0
e−2λr
( ∫ ∞
−∞
fe−i2λx1 dx1
)
drdθ = 0
and ∫
S1
χ(θ)
∫
∞
0
e−2λr
( ∫ ∞
−∞
he−i2λx1 dx1
)
drdθ = 0.
Varying χ ∈ C∞(S1) and noting that the terms in the brackets are the one-dimensional Fourier
transforms of f and h with respect to the x1-variable, which we denote by f̂ and ĥ, respectively, we
get ∫
∞
0
e−2λr f̂ (2λ, r, θ) dr =
∫
∞
0
e−2λrĥ (2λ, r, θ) dr = 0, θ ∈ S1.
Recall that (r, θ) are polar coordinates in M0. Therefore, r 7→ (r, θ) is a geodesic in M0 and
the integrals above are the attenuated geodesic ray transforms of f̂ and ĥ on M0 with constant
attenuation −2λ. Then injectivity of this transform on simple manifolds of dimension two [21,
Theorem 1.1] implies that f̂ (2λ, ·) = ĥ (2λ, ·) = 0 in M0 for all λ ∈ R \ {0}. Now, using the
uniqueness result for the Fourier transform, we show that f = h = 0 and hence a1 = a2 and b1 = b2
in M , finishing the proof of Theorem 1.2.
Appendix A. Regularity of solutions of linear Maxwell equations
In this section we prove the following regularity result for linear, inhomogeneous, time-harmonic
Maxwell equations.
Theorem A.1. Let 2 ≤ p ≤ 6 and let ε, µ ∈ C1(M) be complex functions with positive real
parts. Suppose that Je, Jm ∈ W
p
δ Ω
1(M) and iνJe|∂M , iνJm|∂M ∈ W
1−1/p,p(∂M). If (E,H) ∈
W pdΩ
1(M)×W pdΩ
1(M) is a solution of the Maxwell’s system{
∗dE = iωµH + Jm,
∗dH = −iωεE + Je
(A.1)
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such that t(E) ∈ TW
1−1/p,p
Div (∂M), then (E,H) ∈ W
1,p
Div(M)×W
1,p
Div(M) and
‖E‖W 1,p
Div
(M) + ‖H‖W 1,p
Div
(M)
≤ C(‖t(E)‖
TW
1−1/p,p
Div
(∂M)
+ ‖Je‖Wpδ Ω1(M) + ‖Jm‖W
p
δ Ω
1(M))
+ C(‖iνJe|∂M‖W 1−1/p,p(∂M) + ‖iνJm|∂M‖W 1−1/p,p(∂M))
for some constant C > 0 independent of E, H, Je and Jm.
Proof. We apply δ to the Maxwell equations (A.1) to obtain{
δH = id logµH − (iωµ)
−1δJm,
δE = id log εE + (iωε)
−1δJe.
(A.2)
Since E,H ∈ W pdΩ
1(M) and Je, Jm ∈ W
p
δ Ω
1(M), this clearly implies that E,H ∈ W pdΩ
1(M) ∩
W pδ Ω
1(M). Now, by Proposition 2.4, we get E ∈W 1,pDiv(M) and
‖E‖W 1,p
Div
(M) ≤ C(‖E‖WpdΩ1(M) + ‖t(E)‖TW 1−1/p,pDiv (∂M)
+ ‖Je‖Wpδ Ω1(M) + ‖Jm‖W
p
δ Ω
1(M)),
since t(E) ∈ TW
1−1/p,p
Div (∂M).
To show that H ∈W 1,pΩ1(M), we use similar reasonings. Using (A.1) and (2.6) we get
iνH |∂M =
1
iωµ
iν ∗ dE|∂M −
1
iωµ
iνJm|∂M ∈ W
1−1/p,p(∂M),
since t(E) ∈ TW
1−1/p,p
Div (∂M) and iνJm|∂M ∈ W
1−1/p,p(∂M). Then by Proposition 2.6, we have
H ∈W 1,pΩ1(M) and
‖H‖W 1,pΩ1(M) ≤ C(‖H‖WpdΩ1(M) + ‖t(E)‖TW 1−1/p,pDiv (∂M)
)
+ C(‖Jm‖Wpδ Ω1(M) + ‖iνJm|∂M‖W 1−1/p,p(∂M)).
We also have H ∈W 1,pDiv(M), since t(H) ∈W
1−1/p,p(∂M) and
Div(t(H)) = iν ∗ dH |∂M = −iωε iνE|∂M + iνJe|∂M ∈W
1−1/p,p(∂M),
where we have used (2.6) and the hypothesis iνJe|∂M ∈ W
1−1/p,p(∂M). Finally, the estimate in the
statement of the theorem follows by combining all the above estimates. The proof is complete. 
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