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Abstract
Cauchy{Vandermonde systems consist of rational functions with prescribed poles. They are complex ECT-systems
allowing Hermite interpolation for any dimension of the basic space. A survey of interpolation procedures using CV-systems
is given, some equipped with short new proofs, which generalize the well-known formulas of Lagrange, Neville{Aitken
and Newton for interpolation by algebraic polynomials. The arithmetical complexitiy is O(N 2) for N Hermite data. Also,
inversion formulas for the Cauchy{Vandermonde matrix are surveyed. Moreover, a new algorithm solving the system of N
linear Cauchy{Vandermonde equations for multiple nodes and multiple poles recursively is given which does not require
additional partial fraction decompositions. As an application construction of rational B-splines with prescribed poles is
discussed. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Cauchy{Vandermonde systems; denitions and notations
Let
B= (b1; b2; : : :) (1)
be a given sequence of not necessarily distinct points of the extended complex plane C=C[ f1g:
With B we associate a system
U= (u1; u2; : : :) (2)
of basic rational functions dened by
uj(z) =
(
zj(bj) if bj =1;
(z − bj)−(j(bj)+1) if bj 2 C:
(3)
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Here
j(b) is the multiplicity of b in the sequence (b1; : : : ; bj−1): (4)
The system U has been called [18,17,15,13,12,5] the Cauchy{Vandermonde system (CV-system for
brevity) associated with the pole sequence B. By N we denote the set of positive integers. For any
xed N 2 N to the initial section of B
BN = (b1; : : : ; bN ) (5)
there corresponds the basis
UN = (u1; : : : ; uN ) (6)
of the N -dimensional Cauchy{Vandermonde space UN :=span UN : Indeed, for every N 2 N UN is
an extended complete Cebysev system on C n fb1; : : : ; bNg: This follows from
Proposition 1. For any system
A= (a1; a2; : : :) (7)
of not necessarily distinct complex numbers ai such that A and B have no common point, for
every N 2 N and for every complex function f which is dened and suciently often dierentiable
at the multiple nodes of the initial section
AN = (a1; : : : ; aN ) (8)
of A there is a unique p 2 UN that satises the interpolation conditions
d
dz
i(ai)
(p− f)(ai) = 0; i = 1; : : : ; N: (9)
Here
i(a) is the multiplicity of a in the sequence (a1; : : : ; ai−1): (10)
We also express the interpolation conditions by saying that u agrees with f at a1; : : : ; aN counting
multiplicities. There is a simple proof due to Walsh [20] reducing it to interpolation by algebraic
polynomials. Before repeating this proof we will introduce some notations to simplify formulas to
be derived later. We sometimes will assume that the systems AN of nodes and BN of poles are
consistently ordered, i.e.,
AN = (1; : : : ; 1| {z }
m1
; 2; : : : ; 2| {z }
m2
; : : : ; p; : : : ; p| {z }
mp
); (11)
BN = (0; : : : ; 0| {z }
n0
; 1; : : : ; 1| {z }
n1
; : : : ; q−1; q; : : : ; q| {z }
nq
) (12)
corresponding with
UN =
 
1; z; : : : ; zn0−1;
1
z − 1 ; : : : ;
1
(z − 1)n1 ; : : : ;
1
z − q ; : : : ;
1
(z − q)nq
!
; (13)
where 1; : : : ; p and 0; 1; : : : ; q are pairwise distinct and m1 +   +mp =N; mi>0 and n0 + n1 +
  + nq=N; n0>0; ni>1 for i 2 f1; : : : ; qg, respectively. In most cases, we will assume 0 =1 to
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be in front of the other poles corresponding with (13), in some considerations we assume 0 =1
at the end of the pole sequence (12),
BN = (1; : : : ; 1| {z }
n1
; : : : ; q−1; q; : : : ; q| {z }
nq
; 0; : : : ; 0| {z }
n0
; ) (14)
corresponding with
UN =
 
1
z − 1 ; : : : ;
1
(z − 1)n1 ; : : : ;
1
z − q ; : : : ;
1
(z − q)nq ; 1; z; : : : ; z
n0−1
!
: (15)
Notice that p;m1; : : : ; mp as well as q; n0; : : : ; nq do depend on N . Of course, there is no loss of
generality in assuming that the nodes and poles are ordered consistently. This only means reordering
the system UN keeping it to be an extended complete Cebysev system on C n fb1; : : : ; bNg and
reordering Eq. (9) according to a permutation of AN to get the node system consistently ordered.
Another simplication results from adopting the following notation. If (1; : : : ; k) is a sequence
in C, then
j :=

j if j 2 C; j 6= 0;
1 if j =1 or j = 0; (16)
kY
j=1

j:=
kY
j=1
j ; (17)
i.e., the symbol
Q means that each factor equal to 1 or to zero is replaced by a factor 1.
Proof of Proposition 1. Let AN (z) = (z − a1)  : : :  (z − aN ) be the node polynomial and BN = (z −
b1)  : : :  (z − bN ) be the pole polynomial associated with the systems AN and BN , respectively.
Let ’ be the polynomial of degree N − 1 at most that interpolates BNf at the nodes of AN
counting multiplicites.Then p:=’=BN satises (9). Indeed, p 2 UN follows from the partial fraction
decomposition theorem and, since BN and AN are prime, Leibniz’ rule combined with an induction
argument yields
d
dz
i(ai)
(f − p)(ai) = 0; i = 1; : : : ; N ,

d
dz
i(ai)
(Bnf − ’)(ai) = 0; i = 1; : : : ; N:
2. Interpolation by Cauchy{Vandermonde systems
With the node sequence (7) there is naturally associated a sequence
L= (L1; L2; : : :); u 7! Li =

d
dz
i(ai)
u(ai) (18)
of Hermite-type linear functionals where i(a) is dened by (10). For interpolation by algebraic
polynomials there are well-known classical formulas connected with the names of Lagrange, Newton,
Neville and Aitken expressing the interpolant in terms of the nodes and interpolation data
wi =

d
dz
i(ai)
f(ai); i = 1; : : : ; N: (19)
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Since CV-systems in many aspects are close to algebraic polynomials it should be expected that
there are similar interpolation formulas for CV-systems. Such formulas are given in the next three
subsections.
2.1. Lagrange’s interpolation formula
The basic Lagrange functions ‘j (j= 1; : : : ; N ) for the N -dimensional CV-space UN are uniquely
determined by the conditions of biorthogonality
hLi; ‘ji= i; j; i; j = 1; : : : ; N: (20)
For certain purposes it is important that we are able to change easily between the one-index enu-
meration of Hermite functionals (18) corresponding to the one-index enumeration (7) of the nodes
and the two-index enumeration
hLi; fi=

d
dz

f(r); r = 1; : : : ; p; = 0; : : : ; mr − 1; (21)
where we assume that AN is consistently ordered as in (11). This is done by the one-to-one mapping
’= ’N :
(r; )
’7! i = ’(r; ) = m1 +   + mr−1 + + 1: (22)
Similarly, between the enumeration of the CV functions (2) corresponding to the one-index enumer-
ation (1) of the poles and the two-index enumeration
uj = us;; s= 0; : : : ; q;  = 1; : : : ; ns; (23)
where
us;(z) =
8><
>:
1
(z − bs) s= 1; : : : ; q;  = 1; : : : ; ns;
z−1 s= 0;  = 1; : : : ; n0
(24)
corresponding to the consistently ordered pole system (15), there is the one-to-one mapping  =  N :
(s; )
 7! j =  (s; ) = n1 +   + ns−1 + : (25)
In order to give a Lagrange-type formula the following notation is needed:
BN (z) =
NY
j=1

(z − bj) =
qY
t=1
(z − t)nt ;
!‘(z) =
pY
s=1
s 6=‘
(z − s)ms ; ‘ = 1; : : : ; p;
v‘;(z) =
1
!
(z − ‘); ‘ = 1; : : : ; p; = 0; : : : ; m‘ − 1;
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P‘;(z) =
m‘−−1X
i=0
1
i!

d
dz
i BN
!‘

(‘)(z − ‘)i ;
di‘() =

d
dz
i
(  )z=‘ ; ‘ = 1; : : : ; p; i = 0; : : : ; m‘ − 1:
Proposition 2. Assume that node system (8) and pole system (5) when consistently ordered are
identical with (11) and (14); respectively. Given a function f that is dened on AN and su-
ciently often dierentiable at the multiple nodes; the interpolant p 2 UN of f at AN admits the
Lagrange-type representation;
p= p

u1; : : : ; uN
a1; : : : ; aN

f = pN1 f =
NX
i=1

d
dz
i(ai)
f(ai)‘i =
pX
‘=1
m‘−1X
=0

d
dz

f(‘)!‘; (26)
where the Lagrange-type basis functions are
‘i(z) = ‘’(‘;)(z) = !‘(z) =
!‘(z)
BN (z)
P‘;(z)v‘;(z): (27)
Observe that in case all poles are at innity formula (26) reduces to the well-known Lagrange{
Hermite interpolation formula [2] for interpolation by algebraic polynomials.
The proof [12] is simple. One only has to check that the functions !‘ 2 UN are biorthogonal to
the functionals ds which can be veried by repeatedly using the Leibniz’ formula.
It is another simple task to nd the coecients A‘;s; of the partial fraction decomposition in
!‘ =
qX
s=0
nsX
=1
A‘;s;us;;
A‘;s; =
8>>>><
>>>>:
Dns−s [!‘P‘;v‘;]
(ns − )!Qqt=1
t 6=s
(s − t)nt ; s= 1; : : : ; q;  = 1; : : : ; ns;
Dn0−0
(n0 − )!

!‘P‘;v‘;
BN zn0−1

; s= 0;  = 1; : : : ; n0:
(28)
Here the dierentiation Ds is dened by D

s () = (d=dz)()z=s :
By somewhat tedious but elementary calculations it is possible to express the coecients (28)
solely in terms of the nodes and poles [12]. If one knows the coecients cj; t = A
’−1( j)
 −1(t) of the
expansion
‘j =
NX
t=1
cj; tut ; j = 1; : : : ; N; (29)
it is easy to give an explicit formula of the inverse of the Cauchy{Vandermonde matrix
V :=V

u1; : : : ; uN
L1; : : : ; LN

= (hLi; uji)j=1; :::;Ni=1; :::;N : (30)
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In fact, since for j = 1; : : : ; N ,
‘j =
1
det V

hL1; u1i : : : : : : : : : hL1; uN i
...
...
hLj−1; u1i : : : : : : : : : hLj−1; uN i
u1 : : : : : : : : : uN
hLj+1; u1i : : : : : : : : : hLj+1; uN i
...
...
hLN ; u1i : : : : : : : : : hLN ; uN i

(31)
the adjoint Vadj of V equals
Vadj = (det V )C (32)
where C has entries cj; t dened by (29). Hence
V−1 = C>: (33)
It is remarkable [6] that in case of q simple nite poles and a pole at innity of multiplicity
n0; q+ n0 = N; and N simple nodes the inverse of V can be factorized as
V−1 =

D1 0
0 H (s)

V>D2; (34)
where D1; D2 are diagonal matrices of dimensions q and N , respectively, and where H (s) is a
triangular Hankel matrix of the form
H (s) =
0
BBBBBBB@
s1 s2 s3 : : : snq
s2 s3 : : : 
s3 : : : 
 

snq
1
CCCCCCCA
:
2.2. The Neville{Aitken interpolation formula
In [7] a Neville-Algorithm is given which computes the whole triangular eld
(pki f)
k=1; :::;N
i=1; :::;N−k+1; p
k
i f = p

u1; : : : ; uk
ai; : : : ; ai+k−1

f 2 Uk (35)
of interpolants recursively where pki f agrees with the function f on fai; : : : ; ai+k−1g. In [7] this
algorithm was derived from the general Neville{Aitken algorithm [11,3] via explicit formulas for
the Cauchy{Vandermonde determinants [17]. In [5] we were going the other way around and have
given a dierent proof of the Neville{Aitken algorithm which is purely algebraic. In this survey we
will derive the algorithm by a simple direct argument.
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Proposition 3. Let k 2 N;
Ak+1 = (a1; : : : ; ak ; ak+1) = (1; : : : ; 1| {z }
m1
; 2; : : : ; p−1; ; p; : : : ; p| {z }
mp
) 2 Ck+1;
with 1; : : : ; p pairwise distinct and m1 +    + mp = k + 1; Ak = (a1; : : : ; ak);A0k = (a2; : : : ; ak+1)
and a1 6= ak+1. Let Uk+1 = (u1; : : : ; uk+1) be a CV-system associated with the pole system Bk+1 =
(b1; : : : ; bk+1). Suppose Ak+1\Bk+1 =;. Let p1 2 Uk interpolate f at Ak and p2 2 Uk interpolate
f at A0k and let p3 2 Uk+1 interpolate f at Ak+1.
(i) If bk+1 2 C then
p3(z) =
p1(z)(z − ak+1)(bk+1 − a1)− p2(z)(z − a1)(bk+1 − ak+1)
(ak+1 − a1)(z − bk+1) : (36)
(ii) If bk+1 =1 then
p3(z) =
p1(z)(z − ak+1)− p2(z)(z − a1)
a1 − ak+1 : (37)
Proof. (i) Call the right-hand side of (36) ~p3. It belongs to Uk+1 in view of
z − ak+1
z − bk+1 = 1 +
bk+1 − ak+1
z − bk+1 and
z − a1
z − bk+1 = 1 +
bk+1 − a1
z − bk+1
by the partial fraction decomposition theorem. Obviously, ~p3 interpolates f at Ak+1 if all nodes are
simple since the weights add to one and each of the unknown values p1(ak+1); p2(a1) has factor 0.
It is a consequence of Leibniz’ rule that this holds true also in case of multiple nodes. In fact,
d
dz

~p3jz=i
=
bk+1 − a1
ak+1 − a1

d
dz
 
p1(z)
z − ak+1
z − bk+1

z=i
− bk+1 − ak+1
ak+1 − a1

d
dz
 
p2(z)
z − a1
z − bk+1

z=i
=
bk+1 − a1
ak+1 − a1
X
=0




d
dz

p1(z)jz=i

d
dz
− z − ak+1
z − bk+1 jz=i
−bk+1 − ak+1
ak+1 − a1
X
=0




d
dz

p2(z)jz=i

d
dz
− z − a1
z − bk+1 jz=i
=
bk+1 − a1
ak+1 − a1
X
=0




d
dz

f(z)jz=i

d
dz
− z − ak+1
z − bk+1 jz=i
−bk+1 − ak+1
ak+1 − a1
X
=0




d
dz

f(z)jz=i

d
dz
− z − a1
z − bk+1 jz=i
=

d
dz
 bk+1 − a1
ak+1 − a1f(z)
z − ak+1
z − bk+1 −
bk+1 − ak+1
ak+1 − a1 f(z)
z − a1
z − bk+1

z=i
=

d
dz

f(z)jz=i
since the weights add to one. This is evident for all i = 1; : : : ; p and  = 0; : : : ; mp − 1 except for
i=1 and =m1 − 1 or i=p and =mp − 1. If i=1 and =m1 − 1 then the unknown derivative
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(d=dz)m1−1p2(z)jz=1 has the factor (z − a1)=(z − bk+1)jz=1 which vanishes. Similarly, for i = p and
 = mp − 1 the unknown derivative (d=dz)mp−1p1(z)jz=p has the factor (z − ak+1)=(z − bk+1)jz=p
which vanishes.
(ii) Obviously, the right-hand side of (37) belongs to Uk+1 and satises the interpolation conditions
as is shown by the same argument used in the proof of (i).
Remarks.
1. Letting bk+1 ! 1 in (36) gives an alternative proof of (37). Observe that (37) is the classical
Neville{Aitken recursion for interpolation by polynomials. It has to be used anytime a pole 1
is inserted.
2. p3(z) is a convex combination of p1(z) and p2(z) if a1; ak+1; z; bk+1 are real and a16z6ak+1<bk+1
or bk+1<a16z6ak+1.
3. Proposition 2 constitutes an algorithm of arithmetical complexity O(N 2) to compute the triangular
eld (35) recursively from initializations p‘i f 2 U‘ (‘>1) which are generalized Taylor inter-
polants: p‘i f agrees with f at (ai; : : : ; ai+‘−1) where all nodes are identical ai =   = ai+‘−1 =: a:
From (26) and (27) immediately
p‘i (f) =
l−1X
=0

d
dz

f(a)!1 (38)
with
!1 =
1
B‘(z)
‘−−1X
=0
(d=dz)B‘(a)
!
(z − a)+ 2 U‘ (39)
are derived.
2.3. Newton’s formula and the interpolation error
Given a complex function f which is dened and suciently often dierentiable at the multiple
nodes of system (8) then (9) constitutes a system of linear equations for the coecients cj of the
generalized polynomial
p= pf=:
NX
j=1
cjuj 2 UN ; (40)
where the coecient
cj = cN1; j(f) =

u1; : : : ; uN
a1; : : : ; aN
fj

will be referred to as the jth divided dierence of f with respect to the systems UN and AN . In
[6,9] for consistently ordered poles which are assumed to be simple if nite and for simple nodes
algorithms for solving system (9) recursively are derived whose arithmetical complexity is O(N 2).
In this section we are going to derive Newton’s formula for the interpolant obtained in [14] and
a procedure to compute the divided dierences
u1; : : : ; uk+1
ai; : : : ; ai+k
 fk + 1

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recursively [14], see also [10,16]. For the latter a new short proof is given. This way we will
establish an algorithm to compute the interpolant (40) in the general case of multiple nodes and
multiple poles in Newton’s form recursively whose arithmetical complexity again is O(N 2). Later,
in Proposition 6 of Section 4, we will derive an algorithm solving the linear system (9) recursively
in the general case of multiple poles and multiple nodes avoiding the additional partial fraction
decomposition.
Proposition 4. If pk1f = :
Pk
j=1 c
k
1; j(f)uj 2 Uk interpolates f at Ak = (a1; : : : ; ak) and pk+11 f =
:
Pk+1
j=1 c
k+1
1; j (f)uj 2 Uk+1 interpolates f at Ak+1 = (a1; : : : ; ak ; ak+1); then
pk+11 f = p
k
1f + c
k+1
1; k+1(f)r
k
1uk+1; (41)
where
rk1uk+1(z) = uk+1(z)− pk1uk+1(z) =
Ak(z)
Bk+1(z)
Bk(bk+1)
Ak(bk+1)
(42)
with Ak the node polynomial associated with Ak ; Ak(bk+1):=
Qk
j=1
(bk+1 − aj) and with Bk; Bk+1
the pole polynomials associated with the pole systems Bk and Bk+1; respectively. Furthermore;
ck+11; k+1(f) =

u1; : : : ; uk+1
a1; : : : ; ak+1
 fk + 1

with

u1; : : : ; uk+1
a1; : : : ; ak+1
 fk + 1

=
8>>>>>>><
>>>>>>>:

u1; : : : ; uk
a2; : : : ; ak+1
fk

−

u1; : : : ; uk
a1; : : : ; ak
fk

ak+1−a1
(ak+1−bk+1) 
Bk (bk+1)
Ak (bk+1)
 A0k−1(bk )Bk−1(bk )
if a1 6= ak+1;
det V

u1; : : : ; uk−1; f
a; : : : ; a; a

det V

u1; : : : ; uk−1; uk
a; : : : ; a; a
 (43)
if in the second case all nodes are identical a1=   =ak+1=a. Here A0k−1(bk+1):=
Qk
j=2
(bk+1−aj).
For any z 2 C nBk
rk1f(z) = f(z)− pk1f(z) = [a1; : : : ; ak ; z](Bkf)
Ak(z)
Bk(z)
(44)
with
[a1; : : : ; ak ; z](Bkf) =
kX
i=1
[a1; : : : ; ai]Bk[ai; : : : ; ak ; z]f + [a1; : : : ; ak ; z]Bkf(z) (45)
denoting the ordinary divided dierence where [a1; : : : ; ak ; z]Bk=0 i at least one pole is at innity.
Moreover; if bk+1 2 C is chosen arbitrarily;
rk1f(z) =

u1; : : : ; uk+1
a1; : : : ; ak ; z
 fk + 1

Ak(z)Bk(bk+1)
Bk+1(z)Ak(bk+1)
: (46)
Proof. Consider linear system (9) for the coecients of pk+11 f:
V

u1; : : : ; uk+1
L1; : : : ; Lk+1
0B@
ck+11;1 (f)
...
ck+11; k+1(f)
1
CA=
0
B@
hL1; fi
...
hLk+1; fi
1
CA
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bordered by the equation
k+1X
j=1
ck+11; j (f)uj(z) + = 0
thus introducing a new unknown  = −pk+11 f(z) where z 62 fa1; : : : ; ak+1g is arbitrary. The new
system reads0
@ V

u1; : : : ; uk+1
L1; : : : ; Lk+1

0
hL; u1i : : : hL; uk+1i 1
1
A c


=

b
0

; (47)
where hL; uji:=uj(z) (j = 1; : : : ; k + 1); c = (ck+11;1 (f); : : : ; ck+11; k+1(f))> and b = (hLi; fi)i=1; :::; k+1 with
hL; fi:=0. By block elimination of the unknowns c1; : : : ; ck in the last equation of the bordered
system using
V

u1; : : : ; uk
L1; : : : ; Lk

as pivot we get the equation
1ck+11; k+1(f) + = 1:
Here 1; 1 are certain Schur complements:
1 = det V

u1; : : : ; uk ; uk+1
L1; : : : ; Lk ; L

det V

u1; : : : ; uk
L1; : : : ; Lk

= hL; rk1 uk+1i
= hL; uk+1i − (hL; u1i; : : : ; hL; uki)V

u1; : : : ; uk
L1; : : : ; Lk
−10B@
hL1; uk+1i
...
hLk; uk+1i
1
CA ; (48)
similarly,
1 = V

u1; : : : ; uk ; f
L1; : : : ; Lk ; L

V

u1; : : : ; uk
L1; : : : ; Lk

=−pk1f(z):
Since z is arbitrary this yields Eq. (41). It holds trivially for z 2 fa1; : : : ; akg.
The proof of (42) starts from the obvious representation
det V

u1; : : : ; uk ; uk+1
L1; : : : ; Lk ; L

= e
Ak(z)
Bk+1(z)
; (49)
where Ak is the node polynomial associated with Ak and Bk+1 is the pole polynomial associated with
Bk+1 and where e must be a constant. To determine e consider the partial fraction decomposition
of Ak(z)=Bk+1(z) =
Pk+1
j=1 djuj(z). It is easy to see that in any case
dk+1 =
Ak(bk+1)
Bk(bk+1)
: (50)
By comparing coecients of uk+1 on both sides of (49) we nd
det V

u1; : : : ; uk
L1; : : : ; Lk

= edk+1: (51)
Now (42) follows from (48){(51).
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To prove the remainder formulas (44) and (46) consider the node system ~Ak+1:=(a1; : : : ; ak ; z)
with z 2 CnBk . From Walsh’s proof of Proposition 1 we see that for z 62 fa1; : : : ; akg the interpolation
error is
rk1f(z) = p
k+1
1 f(z)− pk1f(z) = [a1; : : : ; ak ; z](Bkf)
Ak(z)
Bk(z)
: (52)
If z 2 fa1; : : : ; akg (44) holds trivially. Eq. (45) results by application of Leibniz’ rule for ordinary
divided dierences. Let bk+1 2 C be arbitrary. By applying (41) to ~Ak+1 with z 2 C n (Bk [Ak)
(46) results. Again, (46) holds trivially, if z 2Ak .
By comparison of (46) and (44) the following relation between ordinary and generalized divided
dierences obtains
u1; : : : ; uk+1
a1; : : : ; ak ; z
 fk + 1

= (z − bk+1)Ak(bk+1)Bk(bk+1)[a1; : : : ; ak ; z](Bkf): (53)
Clearly, Eq. (53) holding for all z 62 fa1; : : : ; akg remains true for arbitrary z = ak+1 2 C n Bk+1
by continuity of ordinary divided dierences as functions of the nodes showing that the general-
ized divided dierences on the left-hand side share this property. Moreover, using the well-known
recurrence relation for ordinary divided dierences from (53) with z=: ak+1 yields
u1; : : : ; uk+1
a1; : : : ; ak+1
 fk + 1

= (ak+1 − bk+1)Ak(bk+1)Bk(bk+1)
[a2; : : : ; ak+1](Bk  f)− [a1; : : : ; ak](Bkf)
ak+1 − a1 : (54)
Leibniz’ rule for ordinary divided dierences gives
[a2; : : : ; ak+1](Bkf) = [a2; : : : ; ak+1]((z − bk)Bk−1f)
= (ak+1 − bk)[a2; : : : ; ak+1](Bk−1f) + 1[a2; : : : ; ak](Bk−1f);
[a1; : : : ; ak](Bkf) = [a1; : : : ; ak]((z − bk)Bk−1f)
= (a1 − bk)[a1; : : : ; ak](Bk−1f) + 1[a2; : : : ; ak](Bk−1f)
and by subtraction
[a2; : : : ; ak+1](Bkf)− [a1; : : : ; ak](Bkf)
ak+1 − a1
=
(ak+1 − bk)[a2; : : : ; ak+1](Bk−1f)− (a1 − bk)[a1; : : : ; ak](Bk−1f)
ak+1 − a1 :
Now (43) follows if the last expression is inserted on the right-hand side of (54).
Example. Given A5 = (0; 0; 1; 1;−2) and B5 = (1;1;−1;−1; 2) corresponding with U5 =
(u1; u2; u3; u4; u5) with
u1(z) = 1; u2(z) = z; u3(z) =
1
z + 1
; u4(z) =
1
(z + 1)2
; u5(z) =
1
z − 2 :
Given of a function f the interpolation data
f(0) = 32 ; f
0(0) =−2; f(1) = 34 ; f0(1) =− 38 ; f(−2) =− 98 ;
nd p 2 U5 that agrees with f at A5.
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According to (43) we easily compute the table of divided dierences of f:
zi

u1 f
 1
 
u1 u2 f
  2
 
u1 u2 u3 f
   3
 
u1 u2 u3 u4 f
    4

0

u1 f
0 1

= 32
0

u1 u2 f
0 0 2

= −2
1

u1 f
1 1

= 34

u1 u2 f
0 1 2

= − 34

u1 u2 u3 f
0 0 1 3

= 52
1

u1 u2 f
1 1 2

= − 38

u1 u2 u3 f
0 0 1 3

= 32

u1 u2 u3 u4 f
0 0 1 1 4

= 2
−2

u1 f
−2 1

= − 94

u1 u2 f
1 −2 2

= 1

u1 u2 u3 f
1 1 −2 3

= 116

u1 u2 u3 u4 f
0 1 1 −2 4

= − 16

u1 u2 u3 u4 u5 f
0 0 1 1 −2 5

= 1327 .
From Newton’s formula (41) we get the interpolant in Newton’s form
p(z) = p51 f(z) =
3
2
− 2z + 5
2
z2
z + 1
+ 2
−z2(z − 1)
2(z + 1)2
+
13
27
9
4
z2(z − 1)2
(z + 1)2(z − 2) ;
which, by additional partial fraction decompositions, equals
p51f(z) =−
1
6
+
7
12
z +
73
54
1
z + 1
+
5
9
1
(z + 1)2
+
13
27
1
z − 2 :
In Section 4 we will present an alternative method computing the interpolant avoiding the additional
partial fraction decompositions.
3. Cauchy{Vandermonde determinants
In this section we give a new short proof of the explicite formula of the Cauchy{Vandermonde
determinant [17,7,15] in terms of the nodes and poles. It will be derived as a simple consequence
of Proposition 4.
Proposition 5. For consistently ordered node and pole systems as in (11) and (12) that have no
common points
det V

u1; : : : ; uN
L1; : : : ; LN

=mult(AN )
QN
k; j=1
k>j
(ak − aj)QN
k; j=1
k>j
(bk − bj)
QN
k; j=1
k>j
(ak − bj)QN
k; j=1
k>j
(bk − aj)
(55)
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with
mult(AN ) =
NY
k=1
k(ak)! (56)
where k(a) is dened by (10) and use is made of notations (16) and (17).
Proof. From (48) and (42) for k + 1 = N we get
rN−11 uN (z) =
det V

u1; : : : ; uN−1; uN
L1; : : : ; LN−1; L

det V

u1; : : : ; uN−1
L1; : : : ; LN−1

=
(z − a1)  : : :  (z − aN−1)
(z − b1)  : : :  (z − bN−1)(z − bN )
(bN − b1)  : : :  (bN − bN−1)
(bN − a1)  : : :  (bN − aN−1) :
As a consequence,
det V

u1; : : : ; uN−1; uN
L1; : : : ; LN−1; LN

= det V

u1; : : : ; uN−1
L1; : : : ; LN−1

d
dz
N (aN )
rN−11 uN (z)jz=aN :
By Leibniz’ rule
d
dz
N (aN ) (z − a1)  : : :  (z − aN−1)
(z − b1)  : : :  (z − bN−1)(z − bN )

z=aN
= N (aN )!
QN−1
j=1
(aN − aj)QN
j=1
(aN − bj)
:
Hence, we have got a recursion for the determinants considered. Since det V ( u1a1 )=1(a1)!1=(a1−b1)
an induction argument proves (55).
4. Solution of linear CV-systems
In this section we will present a new method solving the system of linear equations (9) recursively
where no additional partial fraction decomposition is needed. Its proof is based upon Proposition 3.
Proposition 6. Let k 2 N and let the CV-systems (u1; : : : ; uk) and (u1; : : : ; uk ; uk+1) correspond to
the pole systems
Bk = (b1; : : : ; bk) = (0; : : : ; 0| {z }
n0
; 1; : : : ; 1| {z }
n1
; : : : ; q; : : : ; q| {z }
nq
)
and Bk+1 = (b1; : : : ; bk ; bk+1); respectively; where it is assumed that Bk is consistenly ordered with
0 =1; 1; : : : ; q 2 C pairwise distinct and n0 + n1 +   + nq = k. We set for r = 0; : : : ; q;
jr:=n0 +   + nr:
Let Ak = (a1; : : : ; ak) 2 Ck and Ak+1 = (a1; : : : ; ak ; ak+1) 2 Ck+1 be arbitrary node systems with
2:=ak+1 6= a1 = :1:
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By A0k we denote the node system A
0
k = (a2; : : : ; ak+1). Given a function f dened and suciently
often dierentiable at the multiple nodes of Ak+1. Let
pk1f=:
kX
j=1
ck1; j(f)uj 2 Uk interpolate f at Ak ;
pk2f=:
kX
j=1
ck2; j(f)uj 2 Uk interpolate f at A0k ; and
pk+11 f=:
k+1X
j=1
ck+11; j (f)uj 2 Uk+1 interpolate f at Ak+1:
For simplicity; the argument f of the divided dierences in the following formulas will be dropped.
(i) If :=bk+1 2 C n fb1; : : : ; bkg corresponding to uk+1(z) = 1=(z − ) then
ck+11; j =
ck1; j( − 1)− ck2; j( − 2)
2 − 1 +
( − 1)( − 2)
2 − 1
j0X
=j+1
(ck1;  − ck2; )−j−1; j = 1; : : : ; j0;
(57)
ck+11; j =
ck1; j( − 1)(2 − bj)− ck2; j( − 2)(1 − bj)
(2 − 1)( − bj)
− ( − 1)( − 2)
2 − 1
jr+1X
=j+1
ck1;  − ck2; 
( − bj)−j+1 jr < j6jr+1; r = 0; : : : ; q− 1; (58)
ck+11; k+1 =
( − 1)( − 2)
2 − 1
0
@ j0X
=1
(ck1;  − ck2; )−1 +
q−1X
r=0
jr+1X
=jr+1
ck1;  − ck2; 
( − b)−jr
1
A : (59)
(ii) If :=bk+1 = i 2 C corresponding with uk+1(z) = 1=(z − i)ni+1 then
ck+11; j =
ck1; j( − 1)− ck2; j( − 2)
2 − 1 +
( − 1)( − 2)
2 − 1
j0X
=j+1
(ck1;  − ck2; )−j−1; j = 1; : : : ; j0;
(60)
ck+11; j =
ck1; j( − 1)(2 − bj)− ck2; j( − 2)(1 − bj)
(2 − 1)( − bj)
+
( − 1)( − 2)
2 − 1
jr+1X
=j+1
ck1;  − ck2; 
( − bj)−j+1 ; jr < j6jr+1; r = 0; : : : ; i − 2; i; i + 1; : : : ; q− 1;
(61)
ck+11; ji−1+1 =
ck1; ji−1+1( − 1)− ck2; ji−1+1( − 2)
2 − 1
+
( − 1)( − 2)
2 − 1
2
64 j0X
=1
(ck1;  − ck2; )−1 +
q−1X
r=0
r 6=i−1
jr+1X
=jr+1
ck1;  − ck2; 
( − b)−jr
3
75 ; (62)
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ck+11; j =
ck1; j( − 1)− ck2; j( − 2)
2 − 1 +
( − 1)( − 2)
2 − 1 (c
k
1; j−1 − ck2; j−1); j = ji−1 + 2; : : : ; ji;
(63)
ck+11; k+1 =
( − 1)( − 2)
2 − 1 (c
k
1; ji − ck2; ji): (64)
(iii) If :=bk+1 =1 corresponding with uk+1(z) = zn0 then
ck+11;1 =
ck1;12 − ck2;11 −
Pq−1
=0(c
k
1; j+1 − ck2; j+1)
2 − 1 ; (65)
ck+11; j =
ck1; j2 − ck2; j1 − (ck1; j−1 − ck2; j−1)
2 − 1 ; j = 2; : : : ; j0; (66)
ck+11; j =
ck1; j2 − ck2; j1 − (ck1; j − ck2; j)bj − (ck1; j+1 − ck2; j+1)
2 − 1 ; j0<j<k; j 6= j1; j2; : : : ; jq; (67)
ck+11; j =
ck1; j2 − ck2; j1 − (ck1; j − ck2; j)bj
2 − 1 ; j = ji; i = 1; : : : ; q; (68)
ck+11; k+1 =−
ck1; j0 − ck2; j0
2 − 1 : (69)
Proof. According to (36) if :=bk+1 2 C we have
pk+11 =
k+1X
j=1
ck+11; j uj
=
0
@ kX
j=1
ck1; juj
1
A1 +  − 2
z − 

 − 1
2 − 1 −
0
@ kX
j=1
ck2; juj
1
A1 +  − 1
z − 

 − 2
2 − 1
=
1
2 − 1
kX
j=1
(ck1; j( − 1)− ck2; j( − 2))uj
+
( − 1)( − 2)
2 − 1
kX
j=1
(ck1; j − ck2; j)uj
1
z −  : (70)
If  =1 according to (37) we have
pk+11 =
k+1X
j=1
ck+11; j uj =
Pk
j=1 c
k
1; juj(z − 2)−
Pk
j=1 c
k
2; juj(z − 1)
1 − 2
=
Pk
j=1 (c
k
1; j2 − ck2; j1)uj −
Pk
j=1 (c
k
1; j − ck2; j)ujz
2 − 1 : (71)
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Now by partial fraction decomposition
z
1
z −  =
−1X
=0
−−1z + 
1
z −  ; (72)
1
(z − b)+1
1
z −  =
X
=0
−1
( − b)+1
1
(z − b)+1− +
1
( − b)+1
1
z −  ; (73)
1
(z − b)+1 z =
z − b+ b
(z − b)+1 =
1
(z − b) + b
1
(z − b)+1 : (74)
Eq. (73) is readily veried by multiplying both sides by (z − b)+1(z − ) and making use of the
nite geometric series. Eq. (72) follows from
z
1
z −  =
(z −  + )
z −  =
X
=0




−(z − )−1
=

z −  +
X
=1




−
−1X
=0

 − 1


z(−)−−1:
Here the second sum can be extended over  = 0; : : : ;  − 1 since the binomial coecients

−1


vanish for the extra summands. By interchanging the two summations we obtain
z
1
z −  =

z −  +
−1X
=0
z−−1(−1)−1
X
=1




 − 1


(−1):
The second sum equals
(−1)
X
=0




 − 1


(−1)− + (−1)+1 = (−1)+1
since the sum in the last equation is the forward dierence 41f(0) = f()() = 0, where
f(x) =

x − 1


=
(x − 1)(x − 2)    (x − )
!
is a polynomial of degree  and 6− 1<:
Let now :=j(bj) denote the multiplicity of bj in (b1; : : : ; bj−1). Consider case (i):  = bk+1 2
C;  62 fb1; : : : ; bkg: Then from (72) and (73) (for simplicity we drop the argument z)
uj
1
z −  =
j−2X
=0
uj−1− + j−1uk+1; 16j6j0; (75)
uj
1
z −  =
X
=0
−1
( − bj)+1 uj− +
1
( − bj)+1 uk+1; j0<j6k: (76)
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In case (ii):  = bk+1 = i 2 C, from (72) and (73)
uj
1
z −  =
j−2X
=0
uj−1− + j−1uji−1+1; 16j6j0 (77)
uj
1
z −  =
X
=0
−1
( − bj)+1 uj− +
1
( − bj)+1 uji−1+1; j0<j6ji−1 or ji < j6k; (78)
uj
1
z −  = uj+1; ji−1<j<ji; (79)
uj
1
z −  = uk+1; j = ji: (80)
In case (iii):  = bk+1 =1 we have
ujz = uj+1; j = 1; : : : ; j0 − 1; (81)
ujz = zn0 = uk+1; j = j0; (82)
ujz = u1 + bjuj; j = ji + 1; i = 0; : : : ; q− 1; (83)
ujz = uj−1 + bjuj j0 + 1<j6k; j 6= ji + 1; i = 0; : : : ; q− 1: (84)
Eqs. (81) and (82) are obvious and (83) and (84) follow from (74). The rest of the proof consists
in comparing coecients.
Remark. (i) The arithmetical complexity for computing (ck+11; j )j=1; :::; k+1 from (c
k
1; j)j=1; :::; k and
(ck2; j)j=1; :::; k according to (57){(64) in cases (i) or (ii) is O(k + 1+
Pq
r=0(nr − 1)2) and O(k + 1) in
case (iii).
(ii) It should be noticed that the rst term in (58) resp. (61) is the recursion (36) with p1; p2
replaced by ck1; j ; c
k
2; j and with z=bj: Similarly, the rst term in (57), (60), (62) and (63) is recursion
(37) with p1; p2 replaced by ck1; j ; c
k
2; j and with z = bj:
Consider once more the example given in Section 2.3. According to Proposition 5 we compute
the triangular eld of solutions
pki = p

u1; : : : ; uk
ai; : : : ; ai+k

=:
kX
j=1
cki; j  uj; k = 1; : : : ; 5; i = 1; : : : ; 6− k:
The initializations which are certain generalized Taylor polynomials of f are computed according
to Proposition 4, or alternatively, according to (38) and (39).
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ai p

u1


p

u1 u2
 

p

u1 u2 u3
  

0 p

u1
0

=
3
2
 u1
0 p

u1 u2
0 0

=
3
2
− 2  z
1 p

u1
1

=
3
4
 u1 p

u1 u2
0 1

=
3
2
− 3
4
 z p

u1 u2 u3
0 0 1

= −2 + 1
2
 z + 5
2
1
z + 1
1 p

u1 u2
0 1

=
9
8
− 3
8
 z p

u1 u2 u3
0 1 1

=
3
2
1
z + 1
−2 p

u1
−2

= −9
8
 u1 p

u1 u2
1 −2

= −1
4
+ z p

u1 u2 u3
1 1 −2

= −1
4
+
1
12
 z + 11
6
1
z + 1
p

u1 u2 u3 u4
0 0 1 1

= 2− 1
2
z − 5
2
1
z + 1
+ 2
1
(z + 1)2
;
p

u1 u2 u3 u4
0 1 1 −2

=−1
6
+
1
24
z +
11
6
1
z + 1
− 1
6
1
(z + 1)2
;
p

u1 u2 u3 u4 u5
0 0 1 1 −2

=−1
6
+
7
12
z +
73
54
1
z + 1
+
5
9
1
(z + 1]2
+
13
27
1
z − 2 :
For a theory of convergence of rational interpolants with prescribed poles to analytic functions as
N !1 confer [1].
5. Applications
CV-systems have been used to construct rational B-splines with prescribed poles. A. Gresbrand
[8] has found a recursion fomula for such splines that reduces to de Boor’s recursion when all poles
are at innity. Given a weakly increasing sequence t = (tj)m+1j=0 of knots in [a; b] where t0 = a and
tm+1 = b are simple knots and ti < ti+n−1 for all i. The extended knot sequence is text = (tj)m+nj=−n+1
where a and b are repeated precisely n times each. Given a pole sequence (b1; : : : ; bn) 2 R n [a; b]
that is consistently ordered with b1 =1, then for j = 0; : : : ; m dene
B10:=[t0 ;t1] and B
1
j :=(tj ;tj+1]
with S denoting the characteristic function of a set S and for k =2; : : : ; n and for j=−k +2; : : : ; m
dene
kj (x):=
x − tj
tj+k−1 − tj
1
(k − 1)(x − bk)
perm (tj+i − b‘+1)‘=1; :::; k−1i=1; :::; k−1
perm (tj+i − b‘+1)‘=1; :::; k−2i=1; :::; k−2
;
kj (x):=
tj+k−1− x
tj+k−1 − tj
1
(k − 1)(x − bk)
perm (tj+i−1 − b‘+1)‘=1; :::; k−1i=1; :::; k−1
perm (tj+i − b‘+1)‘=1; :::; k−2i=1; :::; k−2
;
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where the permanent of a matrix A= (ai; j) 2 Knn is dened as
perm A=
X
2Sn
nY
i=1
ai;(i):
Here Sn denotes the symmetric group of all permutations of order n. Then for k = 2; : : : ; n and
j =−k + 1; : : : ; m
Bkj (x):=
k
j (x)B
k−1
j (x) + 
k
j+1(x)B
k−1
j+1 (x) (85)
are rational B-splines of order k with prescribed poles (b1; : : : ; bk), i.e., when restricted to any knot
interval then Bkj belongs to the CV-space Uk . Gresbrand [8] has proved that
Bkj (x) =
perm (tj+i − b‘+1)‘=1; :::; k−1i=1; :::; k−1
(k − 1)!Bk(x) N
k
j (x); (86)
where Bk is the pole polynomial associated with the pole system (b1; : : : ; bk) and Nkj (x) = (tj+k −
tj)[tj; : : : ; tj+k](−x)k−1+ is the ordinary polynomial B-spline function of order k with knots tj; : : : ; tj+k .
The rational B-splines with prescribed poles (84) share many properties with the de Boor B-splines
[8]:
1. They can be computed recursively by a de Boor like algorithm, see (83).
2. suppBkj = suppN
k
j = [tj; tj+k]:
3. Bkj has precisely the same smoothness as N
k
j i all poles are chosen in the exterior of [a; b].
4. Bkj is nonnegative.
5. The Bkj form a partition of unity.
6. There are knot insertion algorithms.
7. There is a simple connection with NURBS.
The prescribed poles can serve as additional shape-controlling parameters. Given a knot sequence t
and a controll polygon corresponding to text by suitably choosing the poles \corners" of the B-spline
curve can be generated which are more or less sharp while maintaining the smoothness properties
controlled by the knot sequence. The splines (84) are an example of Cebysevian splines which
when restricted to any knot interval belong to the same CV-space Uk . In other words for each knot
interval the spline curve has the same poles outside of [a; b]: Clearly, one can consider also the
more general case where in each knot interval (ti; ti+1] individually for the spline curve poles are
prescribed outside [ti; ti+1]. Not surprisingly, then the computation is more laborous, but we expect
also in the general case existence of a recursive procedure [4].
We conclude with mentioning another application. Recently, interpolants from CV-spaces have
been proved useful for approximation of transfer functions of innite-dimensional dynamical systems
[19].
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