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It is the purpose of this note to derive a bound for the eigenvalues of a 
complex matrix A = (a,J in terms of aij . The estimate will be derived by 
constructing an integral equation with degenerate kernel for which each 
finite eigenvalue is the reciprocal of a nonzero eigenvalue of A. The precise 
result is: 
THEOREM. Let A = (aii) be an n x n complex matrix and X, , h, ,..., h, 
be the eigenvalues of A (not necessarily distinct) but one of which is # 0, then 
= g1 (22 - 11-l bzz + 8zz> + z& (I + k - 1)-l @Zk + i&k> 
i#k 
with 
OlZk = i (3 - 1)-l t&k , 
j=l 
where 
qkl = i Qzmbmk 3 l<j, l<n, 
m=l 
with 
(1) 
(2) 
(3) 
(4) 
Remark. (bmk) is a universal matrix in the sense it is independent of A. 
* The author wishes to gratefully acknowledge support for this research by the 
National Aeronautics and Space Administration, NASA Grant NGR 05-010-008. 
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Before we prove the theorem we shall prove the following. 
LEMMA. Consider the integral equation 
Y(S) = CL 1’ w, t> v(t) dt 
0 
where 
with 
I@, t) = i sl-141(t) 
Z=l 
(6) 
ql(t) = 2 q&l 
j=l 
(7) 
and qjl is given by (3). If X # 0 is an eigenvalue of A, then p = h-l is an e&en- 
value of (5). 
(5) 
Proof of Lemma. First we note that 
I ’ tj-lq,(t) dt = alj, l<j, l<n. (8) 0 
This follows since 
1’ t’-1qz(t) dt = il qkz ,: ti+k-2 dt 
0 
bY (7) 
= il (j + k - l1-l qkZ 
= il (j + k - 11-l i aZmbmk by (3) 
m=l 
= il (j + k - 11-l jJ (k + m - 1) 
m=l 
(9 
= jil ah lzl (i + k - 11-l (k + m - 1) PQ * f” i ’ 
P#m 
660 SLOSS 
Case 1, m = j. The j-th term of the sum in m becomes: 
If we let 
then the above becomes 
a&f il k5[- (k - 1)l ~)d- (.i - 111 
in which #&x) is a polynomial of degree < 12 - 1 in x and thus 
is a polynomial of degree < n in k. By the Lagrange identities 
f imvn.5(x> = x*, m = 0, I,..., n. 
j=l 
Thus: 
& kd- (k - I)1 s.k (j - 1)l = iI J’,&) s,& (i - I)1 
= pn,j[- (i - l)] 
= vL,j(i) 
= 1. 
(10) 
Case 2, m #j. For any term, not j, of the sum in m we get: 
il adj + k - 11-l (k + m - 1) Am- (k - 111 ~n,k[- Cm - 1% (11) 
Note that 
(j + k - 1)-l #,,,[- (k - l)] = (j + k - 1)-l c1 ’ ,‘” i 1 
P#m 
SPECTRAL RADIUS OF A MATRIX 661 
is a polynomial in k of degree Q n - 2 since m # j and thusp = j occurs in 
the product. As in Case 1, since 
(j+k- I)-'(k + m - 1) hwrd- (k - 111 
is a polynomial of degree < n - 1 in k, we get, using the Lagrange identities, 
that (11) becomes: 
~hdi - W (m - 4 bdlfll = 0. (12) 
Thus combining the results for Case 1 and Case 2 above we get (8). 
To complete the proof of the lemma, let x = (x1 , x2 ,..., x,Jr be an eigen- 
vector of A corresponding to the eigenvalue h, i.e., 
Let 
Ax=&. (13) 
cp(s) = i xp, (14) 
j=l 
then rp(s) is + 0 and is a solution of 
y(s) = X-l s’ K(s, t) a)(t) dt. 
0 
To see this, note that by (6) 
71 n 
= h-1 c St-1 c alpi by (8) 
1=1 j=l 
= h-1 f: St-9x 1 bY (13) 
z-1 
= 944 by (14). 
This completes the proof of the lemma. 
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Proof of Theorem. As is well known from the theory of integral equations, 
all eigenvalues of 
lie outside the disc 
I P I II K II2 < 1 
II Kll2” = j’j’ I K(s, t)12 ds & 
0 0 
i.e., if p is an eigenvalue of (15), then 
IPl-1~ll~l12~ 
Thus in particular for 
1x1 - max I & I # 0 max - 
of (1) we have 
Ihl max G II K 112 .
In order to calculate Ij K /I2 note that 
gl s~-lql(t) il ~“-1,~) = i e2ql(t) ql(t) + i: ~~+~-~qt(t) iii@- 
1=1 l.k=1 
Z#k 
(16) 
But ny (71, 
@-2 + i tj+m--2qj1qml , 
j,Wl=l 
j#Wt 
and for I # k 
qdt) qk@) = i qj&-’ i 4;mktm-’ 
j=l ?I%=1 
(17) 
(18) 
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Thus combining (16), (17), and (18) gives 
= (21 - 
663 
 1)-l ndt) 41(t) + ,;, v + k - 1)-l 4zw qk(t)] 
i#k 
n 
which concludes the proof of the theorem. 
EXAMPLE. We shall give an estimate, using the above theorem, for the 
matrix 
B = (bnk) = [ _ ; ,;] 9 
Q = (qkl) = WV = [; ;] 9 
64 0 
and 
G2(aii) = 64 + -$ + 8 = 72 ; m 72.444. 
Thus A,,, = max [ hi 1 < G(Q) RS 8.511 where the actual eigenvalues are 
h= 13&2/157 
3 ’ IhI 
mm M 8.510. 
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Comparing estimates with some of the familar bounds [l] for this matrix we 
see that 
or 
or 
Ihl < max N ( i 
lGi.jS2 
1 aij 12)ljz = 9.024 
This shows, for this example, that the estimate of the theorem is the best of 
the above estimates. 
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