Gauges of Baire class one functions  by Atok, Zulijanto et al.
J. Math. Anal. Appl. 343 (2008) 866–870
www.elsevier.com/locate/jmaa
Gauges of Baire class one functions
Zulijanto Atok a,b, Wee-Kee Tang a,∗, Dongsheng Zhao a
a Mathematics and Mathematics Education, National Institute of Education, Nanyang Technological University,
1 Nanyang Walk, Singapore 637616
b Department of Mathematics, Gadjah Mada University, Sekip Utara, Yogyakarta, 55281 Indonesia
Received 28 May 2007
Available online 7 February 2008
Submitted by B. Bongiorno
Abstract
Let K be a compact metric space and f :K → R be a bounded Baire class one function. We proved that for any ε > 0 there
exists an upper semicontinuous positive function δ of f with finite oscillation index and |f (x) − f (y)| < ε whenever d(x, y) <
min{δ(x), δ(y)}.
© 2008 Elsevier Inc. All rights reserved.
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Throughout this paper, let K denote a compact metric space. A real-valued function f : K → R on K is said
to be of Baire class one, or simply Baire-1, if there exists a sequence (fn) of real-valued continuous functions that
converges pointwise to f . The Baire characterization theorem [1] states that a function f is of Baire-1 if and only if its
restriction to every closed subset F of K has a point of continuity. This leads naturally to the definition of oscillation
index β of a function f . The oscillation indices of bounded Baire-1 functions have been studied by many authors (see,
e.g., [4–6]). The study has also been extended to unbounded Baire-1 functions [10]. In this paper, we only consider
bounded Baire-1 functions.
Let C denote the collection of all closed subsets of K . A derivation on C is a map D : C → C such that D(H) ⊆ H
for all H ∈ C. The oscillation index β is associated with a family of derivations. Let ε > 0 and a function f : K → R
be given. For any H ∈ C, let D0(f, ε,H) = H and D1(f, ε,H) be the set of those x ∈ H such that for every open set
U containing x there are two points x1 and x2 in U ∩H with |f (x1)− f (x2)| ε. The derivation D1(f, ε, .) may be
iterated in the usual manner. For α < ω1, let
Dα+1(f, ε,H) =D1(f, ε,Dα(f, ε,H)).
If α is a countable limit ordinal, let
Dα(f, ε,H) =
⋂
α′<α
Dα′(f, ε,H).
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oscillation index of f on the set H is defined by
βH (f ) = sup
{
βH (f, ε): ε > 0
}
.
We shall write β(f, ε) and β(f ) for βK(f, ε) and βK(f ), respectively.
Note that each set Dα(f, ε,H) is closed. By [5, Proposition 1.2] a function f : K → R is Baire-1 if and only if
β(f ) < ω1.
In [8], Lee, Tang and Zhao gave an equivalent condition for a function to be of Baire class one. This condition is
analogous to the ε-δ definition of continuous functions.
Theorem 1. (See [8, Theorem 1].) Suppose that f : X → R is a real-valued function on a complete separable metric
space (X,d). Then the following statements are equivalent:
(1) For any ε > 0, there exists a positive function δ on X such that∣∣f (x) − f (y)∣∣< ε
whenever d(x, y) < min{δ(x), δ(y)}.
(2) The function f is of Baire class one.
We call the positive function δ in (1) an ε-gauge of f .
The ε-gauge δ originates from the study of Kurzweil–Henstock integrals. It was shown that the gauge for Kurzweil–
Henstock integrals can always be taken to be measurable (see, e.g., [3] and [9]). In this paper we show that the ε-gauge
δ for bounded Baire-1 functions can be chosen to be well behaved. More precisely, for any bounded Baire-1 function
f : K → R and for any ε > 0, there exists an upper semicontinuous ε-gauge δ of f with finite oscillation index. The
main result of this paper is the following theorem:
Theorem 2. Let f : K → R be a bounded Baire-1 function. For any ε > 0, there exists an upper semicontinuous
ε-gauge δ of f such that β(δ) < ω.
We recall that if a function has a finite oscillation index then it is a difference of two bounded semicontinuous
functions [2]. On the other hand every semicontinuous function has oscillation index at most ω [4].
We start by constructing desired ε-gauges for characteristic functions. Then, using the fact that every bounded
Baire-1 function may be approximated uniformly by simple Baire-1 functions, we are able to deduce Theorem 2. For
any 0 < ε < 1 and any A ⊂ K with β(χA) < ω1 we construct an upper semicontinuous ε-gauge δ of χA such that
β(δ) = 2. We omit the easy proof of the following lemma.
Lemma 1. For any 0 < ε < 1, A ⊂ K and α < ω1 we have
Dα+1(χA, ε,K) =Dα(χA, ε,K) ∩ A ∩ Dα(χA, ε,K) ∩ Ac.
Set Nr(x) = {y ∈ K: d(x, y) < r} and let Aα denoteDα(χA, ε,K) for any α < ω1. It follows from the compactness
of K that β(f, ε) is a successor for any ε > 0. Obviously β(χA, ε1) = β(χA, ε2) for any 0 < ε1, ε2 < 1, therefore
β(χA) = β(χA, 12 ). Hence β(χA) must be a successor.
Let A ⊂ K and β(χA) = ξ + n with 1 n < ω and ξ = 0 or ξ is a limit ordinal. Define δ : K →R+ by
δ(x) =
⎧⎪⎨
⎪⎩
1
2d(x,Aα ∩ A) if x ∈ Aα \ Aα ∩ A, α < ξ + n,
1
2d(x,Aα ∩ Ac ) if x ∈ Aα ∩ A \ Aα ∩ Ac, α < ξ + n − 1,
1 if x ∈ Aξ+n−1 ∩ A.
The function δ is well defined because for each x ∈ K , there is a unique α such that x ∈ Aα \Aα+1, and Aα \Aα+1
is a disjoint union of (Aα \ Aα ∩ A) and (Aα ∩ A \ Aα ∩ Ac ). Indeed, by Lemma 1, Aα \ Aα+1 = Aα \ (Aα ∩ A ∩
Aα ∩ Ac ) = (Aα \ Aα ∩ A) ∪ (Aα ∩ A \ Aα ∩ Ac ). We now prove that δ is the desired ε-gauge for χA.
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Proof. Let x, y ∈ K with d(x, y) < min{δ(x), δ(y)}. If x ∈ Aα \ Aα+1 for some α < ξ + n − 1 then y ∈ Aα \ Aα+1.
Indeed, if y ∈ Aα+1 then d(x, y) d(x,Aα ∩ A) whenever x ∈ Aα \Aα ∩ A, otherwise d(x, y) d(x,Aα ∩ Ac ). In
both cases we have d(x, y) > δ(x). Thus y ∈ Aβ \ Aβ+1 for some β  α. By symmetry β = α.
Recall that Aα \Aα+1 = (Aα \Aα ∩ A)∪ (Aα ∩ A\Aα ∩ Ac ). If x ∈ Aα \Aα ∩ A, then it follows from Nδ(x)(x)∩
Aα ∩ A = ∅ and y ∈ Nδ(x)(x) that y ∈ Aα \ Aα ∩ A. Similarly, if x ∈ Aα ∩ A \ Aα ∩ Ac then y ∈ Aα ∩ A \ Aα ∩ Ac.
If x ∈ Aξ+n−1 then y ∈ Aξ+n−1. Indeed, if y ∈ Aα \ Aα+1 for some α < ξ + n − 1, by the above arguments
we have x ∈ Aα \ Aα+1 as well, contradicting the assumption that x ∈ Aξ+n−1. Therefore, if x ∈ Aξ+n−1 ∩ Ac =
Aξ+n−1 \ Aξ+n−1 ∩ A, then as Nδ(x)(x) ∩ Aξ+n−1 ∩ A = ∅ and y ∈ Nδ(x)(x), we have y ∈ Aξ+n−1 ∩ Ac . It follows
by symmetry that, if x ∈ Aξ+n−1 ∩ A then y ∈ Aξ+n−1 ∩ A.
Thus for any x, y ∈ K with d(x, y) < min{δ(x), δ(y)}, either both x and y are in A or both of them are in Ac.
Therefore∣∣χA(x) − χA(y)∣∣= 0 < ε. 
Lemma 3. β(δ) = 2.
Proof. For any α < ξ + n and η > 0, let
Bα,η =
{
x ∈ Aα \ Aα ∩ A: d(x,Aα ∩ A) η
}
,
Cα,η =
{
x ∈ Aα ∩ A \ Aα ∩ Ac: d
(
x,Aα ∩ Ac
)
 η
}
.
For any η > 0 we have
D1(δ, η,K) ⊆
( ⋃
α<ξ+n
Bα,η
)
∪
( ⋃
α<ξ+n−1
Cα,η
)
∪ (Aξ+n−1 ∩ A). (1)
Indeed, suppose that
x /∈
( ⋃
α<ξ+n
Bα,η
)
∪
( ⋃
α<ξ+n−1
Cα,η
)
∪ (Aξ+n−1 ∩ A).
If x ∈ Aα \ Aα ∩ A for some α < ξ + n, then d(x,Aα ∩ A) < η. If y ∈ Nδ(x) (x), then y /∈ Aα ∩ A. Also for all
β > α, as Aβ ⊂ Aα ∩ A, we have y /∈ Aβ . Therefore for any y ∈ Nδ(x) (x), there are only three possibilities: (i) y ∈
Aα \ Aα ∩ A; (ii) y ∈ Aβ \ Aβ ∩ A for some β < α; and (iii) y ∈ Aβ ∩ A \ Aβ ∩ Ac, for some β < α.
In each of the three cases, we can prove that |δ(y) − δ(x)| < η. Since the proofs for the three cases are similar, we
shall only give the proof for case (iii). Note that as β < α, Aα ⊆ Aβ+1 ⊆ Aβ ∩ Ac. If δ(y) > δ(x), then
∣∣δ(y) − δ(x)∣∣= δ(y) − δ(x) = 1
2
d
(
y,Aβ ∩ Ac
)− 1
2
d(x,Aα ∩ A)
 1
2
d(y,Aα ∩ A) − 12d(x,Aα ∩ A)
1
2
d(y, x) <
1
2
δ(x) <
η
4
.
If δ(y)  δ(x) then |δ(y) − δ(x)| < δ(x) < η2 . Therefore for any y ∈ Nδ(x)(x), |δ(y) − δ(x)| < η2 . Hence x /∈
D1(δ, η,K).
Similarly, if x ∈ Aα ∩ A \ Aα ∩ Ac for some α < ξ + n − 1 then x /∈D1(δ, η,K).
Claim.
(a) d(Bα,η,Bβ,η) η for α < β < ξ + n.
(b) d(Cα,η,Cβ,η) η for α < β < ξ + n − 1.
(c) d(Bα,η,Cβ,η) η for α < ξ + n, β < ξ + n − 1.
(d) d(Aξ+n−1 ∩ A,Bα,η) η for α < ξ + n.
(e) d(Aξ+n−1 ∩ A,Cα,η) η for α < ξ + n − 1.
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have d(x, y)  d(x,Aα ∩ A)  η. Therefore d(Bα,η,Cα,η)  η. Now suppose that β < α. Take any x ∈ Bβ,η and
y ∈ Cα,η . It follows from Cα,η ⊆ Aα ∩ A ⊂ Aβ ∩ A that d(x, y) d(x,Aβ ∩ A)  η. Therefore d(Bβ,η,Cα,η)  η.
Take any x ∈ Bα,η and y ∈ Cβ,η . Since Bα,η ⊆ Aα ⊆ Aβ ∩ Ac, we see that d(y, x) d(y,Aβ ∩ Ac ) η. Therefore
d(Bα,η,Cβ,η) η. So (c) is proved.
To prove (d), take any x ∈ Aξ+n−1 ∩A and y ∈ Bα,η , where α < ξ + n. It follows from Aξ+n−1 ∩A ⊆ Aα ∩ A that
d(y, x) d(y,Aα ∩ A) η, hence d(Aξ+n−1 ∩ A,Bα,η) η. So (d) is valid.
Now for any x ∈D1(δ, η,K), by (1) we have
x ∈
( ⋃
α<ξ+n
Bα,η
)
∪
( ⋃
α<ξ+n−1
Cα,η
)
∪ (Aξ+n−1 ∩ A).
Suppose that x ∈ Bγ,η for some γ < ξ + n. By claims (a), (c) and (d) we have
Nη
2
(x) ∩
(( ⋃
α<ξ+n,α =γ
Bα,η
)
∪
( ⋃
α<ξ+n−1
Cα,η
)
∪ (Aξ+n−1 ∩ A)
)
= ∅.
Then for any x1, x2 ∈ Nη2 (x) ∩D1(δ, η,K) we have x1, x2 ∈ Bγ,η . Therefore
∣∣δ(x1) − δ(x2)∣∣=
∣∣∣∣12d(x1,Aγ ∩ A) −
1
2
d(x2,Aγ ∩ A)
∣∣∣∣ 12d(x1, x2)
1
2
(
d(x1, x) + d(x, x2)
)
<
η
2
.
Thus, x /∈D2(δ, η,K).
Similarly, if x ∈ Cα,η for some α < ξ + n − 1, then by claims (b), (c) and (e) we deduce that x /∈D2(δ, η,K).
Now if x ∈ Aξ+n−1 ∩ A, then for any x1, x2 ∈ Nη2 (x) ∩ D1(δ, η,K), by claims (d) and (e) we have x1, x2 ∈
Aξ+n−1 ∩ A. Therefore∣∣δ(x1) − δ(x2)∣∣= |1 − 1| = 0 < η,
hence again x /∈D2(δ, η,K). It follows that D2(δ, η,K) = ∅. Since this is true for arbitrary η > 0 we conclude that
β(δ) = 2. 
Lemma 4. δ is upper semicontinuous.
Proof. Let x ∈ K and (xn) be a sequence in K that converges to x. By taking a subsequence if necessary we can
assume that (δ(xn)) converges to a point, say to . To prove that δ is upper semicontinuous, it is enough to show that
 δ(x).
There are 3 possible cases: (i) x ∈ Aα \ Aα ∩ A for some α < ξ + n; (ii) x ∈ Aα ∩ A \ Aα ∩ Ac for some α <
ξ + n − 1; and (iii) x ∈ Aξ+n−1 ∩ A. We only consider (i), the proofs for the rest of the cases are similar.
Suppose that x ∈ Aα \ Aα ∩ A for some α < ξ + n. Since (xn) converges to x we may assume (xn) ⊆ Nδ(x)(x).
As Nδ(x)(x) ∩ Aα ∩ A = ∅ we have (xn) ⊆ K \ Aα ∩ A. Since Aα+1 ⊆ Aα ∩ A, we consider two cases. First, there
is a subsequence (xnj )j1 of (xn) such that xnj ∈ Aα \ Aα ∩ A for all j  1. Second, there is k ∈ N such that for all
n k, xn /∈ Aα \ Aα ∩ A.
For the first case, since δ|Aα\Aα∩A is continuous at x, we have
 = lim
j→∞ δ(xnj ) = limj→∞ δ|Aα\Aα∩A(xnj ) = δ(x).
For the second case, for each n  k, xn ∈ Aβ for some β < α as xn /∈ Aα . Therefore δ(xn) is either equal to
1
2d(xn,Aβ ∩ A) or 12d(xn,Aβ ∩ Ac). In any case, δ(xn) 12d(xn,Aβ+1) 12d(xn,Aα) 12d(xn, x). It follows that
 = lim
n→∞ δ(xn) lim supn→∞
1
2
d(x, xn) = 0 < δ(x).
Thus δ is upper semicontinuous. 
By Lemmas 2–4 we have the following:
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of χA such that β(δ) = 2.
Now we are ready to prove our main result.
Proof of Theorem 2. For any ε > 0, there exist ai ∈ R and subsets Ai of K, i = 1,2, . . . ,N with β(χAi ) < ω1 for
all i such that∣∣∣∣∣f (x) −
N∑
i=1
aiχAi (x)
∣∣∣∣∣<
ε
3
for all x ∈ K (see, e.g., [5] and [7]).
By Proposition 1, for each i = 1,2, . . . ,N , there exists an upper semicontinuous ε3N -gauge δi of aiχAi such that
β(δi) = 2.
Let δ : K →R+ be defined by
δ(x) = min{δi(x): 1 i N}.
Then δ is upper semicontinuous. Also by [2, Theorem 1.3] we have β(δ) < ω.
Let x, y ∈ K with d(x, y) < min{δ(x), δ(y)}. Then d(x, y) < min{δi(x), δi(y)} for all i = 1,2, . . . ,N . Therefore∣∣∣∣∣
N∑
i=1
aiχAi (x) −
N∑
i=1
aiχAi (y)
∣∣∣∣∣
N∑
i=1
∣∣aiχAi (x) − aiχAi (y)∣∣<
N∑
i=1
ε
3N
= ε
3
.
It follows that
∣∣f (x) − f (y)∣∣
∣∣∣∣∣f (x) −
N∑
i=1
aiχAi (x)
∣∣∣∣∣+
∣∣∣∣∣
N∑
i=1
aiχAi (x) −
N∑
i=1
aiχAi (y)
∣∣∣∣∣+
∣∣∣∣∣
N∑
i=1
aiχAi (y) − f (y)
∣∣∣∣∣< ε. 
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