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Our purpose in the present article is to provide a brief guide to applying survival analysis to dose-time-response assay data and to demonstrate the benefits of this method over the standard approach, both for a real data set and through a simulation study. In the first part of the article, approaches to the analysis of dose-time-response assay data are described. Details of the standard approach are provided, and some options for survival analysis are explored. Particular attention is given to parametric survival models and Cox proportional hazards models (although several other survival models are possible). Definitions of and estimates for relative potency and its variance are also given. The methodological details should be accessible to statisticians with little or no experience with bioassays but perhaps with some experience with survival analysis. Survival analysis is described in the context of dose-time-response assay data. In the second part of the article, a real data set is used to demonstrate a survival analysis of dose-time-response data, and the results are compared with those from the standard approach. The results of the simulation study are also presented.
A basic bioassay compares responses to standard and test preparations of a product at a series of doses. The goal is to estimate the potency of the test preparation relative to the standard preparation. The relative potency, as defined by Finney (1964) , is the ratio of two equally effective doses. Relative potency is often required to confirm the suitability of the test product for release or to monitor its stability. It is only appropriate to measure the relative potency of similar preparations. Two preparations are defined as similar if they behave as dilutions of the same substance.
Many bioassays are based on quantal responses: Challenge assays record whether the subjects are dead or alive (or moribund or not moribund) at the end of the assay; seedgermination assays record whether seeds germinate by the end of the assay.
The standard method of analysis for bioassays with quantal responses is to model the proportion of responders (e.g., the proportion dying by the end of the assay) as a function of the dose, using a generalized linear model (GLM). The relative potency is defined as the ratio of two doses that provide the same proportion of responders. However, for such bioassays, it is also possible to record and analyze the time to response for the subjects that respond-for example, the time until death for a challenge assay and the time until germination for a seed-germination assay. This type of data is often referred to as dose-time-response data and is amenable to standard survival analysis.
Analyzing the time to response for each subject, as opposed to the number of subjects that have responded where Φ -1 is the inverse of the cumulative distribution function of the standard normal distribution. When g is the logit function, the method is often referred to as logistic regression.
The assumption that the test and standard preparations are similar implies that the models for each preparation share a common slope, β; in other words, the doseresponse relationships are parallel. This assumption can be tested by fitting the models with separate slopes; the assumption of similarity can be evaluated by assessing the parallelism of those slopes. The methods for assessing parallelism include a significance test on the difference between the slopes (Finney 1964 , Council of Europe 2011 and an equivalence test on the slopes Sajjadi 2003, Hauck et al. 2005) . These are both applicable to the GLM and are examined in detail elsewhere in the literature.
Once the model is fitted to the data (using standard statistical software), the relative potency can be estimated by substituting the slope and intercept estimates into the expressions: Survival analysis approach for bioassay data In order to apply a survival model to a dose-time-response assay, it is first necessary to understand the distribution of the time to response for a group of subjects administered a fixed dose of the standard or test material. The time to response is denoted by a nonnegative random variable, T. The probability density function of T is denoted by f(t), and the probability that the time to response is less than t is given by the distribution function of T:
The probability that the time to response is at least t is given by the survivor function of T:
The hazard function, h(t), describes the instantaneous probability of a response:
In real data, the exact time to response is usually not available for all subjects. There are two reasons for this: First, some subjects may not have responded by the end of the assay, and, second, the subjects may not be continuously observed during the assay. The time to response for subjects who have not responded by the end of the assay is referred to as right censored. The time to response for subjects who respond between observation times is referred to as interval censored. Censoring is one of the features of time-to-response data that sets them apart from other types of data and needs to be taken into account when analyzing the data.
Common parametric distributions used to describe the time to response include the Weibull distribution (of which the exponential is a special case), the lognormal distribution, and the log-logistic distribution. Figure 1 illustrates the distributions of the time to response for the log-logistic, Biologist's Toolbox lognormal, and Weibull distributions, constrained to have the same mean and standard deviation. Alternatively, a semiparametric or nonparametric approach can be taken to modeling the time to response.
Survival models can be used to describe how the type of product (standard or test) and the dose influence the time to response. Common approaches include the semiparametric Cox proportional hazards model and the parametric location-scale model. These are described below, but other survival analysis approaches may also be appropriate. Some survival analysis methods have been developed particularly for dose-time-response assay data (Pack and Morgan 1990, Chen 2007) ; however, these are more difficult to implement. In general, the relative potencies defined through different modeling approaches are similar but not identical. This is discussed further below.
Cox proportional hazards (or Cox regression) models are often used for the analysis of time-to-response data. They do not specify the shape of the distribution of the times to response; however, the hazard rates for different dose groups must be proportional. Assuming that the standard and test preparations are similar, Cox proportional hazards models can be used, as follows, to model dose-time-response bioassay data: where h iS (t) is the hazard rate at time t when the standard product is applied at dose d i , h iT (t) is the hazard rate at time t when the test product is applied at dose d i , a T -a S is the change in hazard between the test and standard products, b is the common slope, and h 0 (t) is the baseline hazard function. The baseline hazard function is the hazard function for the standard at a dose of 1 unit (if
. It is possible to estimate the form of the baseline hazard function; however, it is not necessary. The parameters a T -a S and b can be estimated without defining the baseline hazard function.
As for the GLM approach, the assumption that the test and standard preparations are similar implies that the models for each preparation share a common slope, b. If this assumption is in doubt, the models can be fitted with separate slopes, and the assumption of similarity can be evaluated by assessing the parallelism of the slopes. Either a significance test on the difference between the slopes or an equivalence test on the slopes can be applied to the Cox proportional hazards model. For this model, the relative potency, RP(PH), is the ratio of doses that result in the same hazard rate at any given time: (Note this is different from the hazard ratio, which is .) It is important to ensure that the proportional hazards assumption is reasonable before fitting the model. If the data do not follow this assumption, the estimates of relative potency and its variability may be biased or misleading. The validity of the assumption can be assessed visually by examining either the Kaplan-Meier plot of the estimated survivor function or the log-cumulative hazard plot. The Kaplan-Meier plot is standard in most statistical software packages that are capable of survival analysis. The log-cumulative hazard plot is a graph of log e (-log e (t)) as a function of log e t. Curves for each product-dose group should be overlaid on the same plot. If the Kaplan-Meier plot is used and any of the survival curves cross each other, this suggests that the proportional hazards assumption may be incorrect. For the log-cumulative hazard plot, if the proportional hazards assumption is satisfied, all of the curves will be parallel (Collett 2003) . Alternatively, formal diagnostic tests of the model fit are available, although these lack power when the number of observations is small. The proportional hazards model was originally developed to fit right-censored data, and methods to apply this model to such data exist in most standard statistical packages. Methods to apply this model to interval-censored data have also been developed (e.g., Finkelstein 1986 , Huang 1996 , Pan 1999 ). However, these methods are not standard in most statistical packages.
For a parametric location-scale model (a type of accelerated failure time model), the distribution of the time to response is defined. Depending on the choice of distribution, location-scale models may or may not have the proportional hazards property. The Cox proportional hazards model is generally more flexible, because it does not require any assumptions about the shape of the distribution of the time to response. However, if the data do not obey the proportional hazards assumption, a location-scale model may provide an alternative. Furthermore, if a distribution can be found that fits the times to response well, the parametric approach may provide more-precise parameter estimates (Collett 2003) and, therefore, a more-precise relative potency estimate.
Assuming that the standard and test preparations are similar, location-scale models can be used, as follows, to describe dose-time-response bioassay data: The function S(t) is determined by the distribution of the time to response. Common distributions include the log-logistic, lognormal, and Weibull distributions, of which only the Weibull has the proportional hazards property. Figure 2 illustrates a set of survival functions in which S 0 (t) is defined by the loglogistic distribution. (The distributions have the same variance but different means.) Diagnostic plots of the data can be used to select an appropriate distribution (Collett 2003) . For each of the common distributions, a transformation of the estimated survival function (t) can be plotted against log e t. (The survival function is usually estimated by the Kaplan-Meier method [Collett 2003 ], standard in most statistical software packages that are capable of survival analysis.) If this produces a straight line, the distribution is suitable for the data. For the Weibull distribution, the transformation is log e (-log e (t)). If the slope of the line is close to 1, this suggests that an exponential distribution may be appropriate. To assess whether the log-logistic distribution is appropriate, the logit of the estimated survival function-that is, log e (( (t))/(1 -(t))), should be plotted against log e t. For the lognormal distribution, Φ -1 (1 -(t)) should be plotted against log e t, where Φ -1 is the inverse of the cumulative distribution function of the standard normal distribution. The plots for all of the product-dose groups should be parallel.
S t S t e S t S t e iS
Again, the assumption that the test and standard preparations are similar implies that the models for each preparation share a common slope, B. If this assumption is in doubt, the models can be fitted with separate slopes, and the assumption of similarity can be evaluated by assessing the parallelism of the slopes. Either a significance test on the difference between the slopes or an equivalence test on the slopes can be applied to the location-scale model. In this case, the relative potency, RP(LS), is the ratio of doses that result in the same survivor function:
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Comparison of relative potencies
When the time-to-response data follow a log-logistic distribution, the true relative potencies as defined above, based on a log-logistic location-scale model, RP(LS LL ), or a GLM with a logit link function, RP(L), are identical. (The estimates from the models will generally be different in any given data set.)
Time to response (t) Probability density function (f(t))
Figure 2. Location-scale dose-response relationships for log-logistic survival.
Biologist's Toolbox
Similarly, when the time-to-response data follow a lognormal distribution, the true relative potencies based on a lognormal location-scale model, RP(LS LN ), or a GLM with a probit link function, RP(P), are identical. For other models, the relationships among the relative potencies are more complex and are explored using the simulation below.
Mouse challenge assay example Data from a mouse challenge assay are used to illustrate the approaches. The assay is used to estimate the relative potency of a batch of vaccine compared with a reference batch. The assay consisted of four doses (5, 1, 0.2, and 0.04 micrograms per 0.5 milliliter) of the test vaccine and the same four doses of the reference vaccine, with each dose administered to a separate group of 15 mice (120 mice in total). The eight groups of 15 mice were observed daily for 14 days after the challenge. The results provide the number of mice that had died (or were culled) by the end of each day. Therefore, the data are interval censored. The data from 60 identically designed assays are available. These assays assess several test batches of the vaccine at various time points and include samples expected to be both less potent and more potent than the reference batch. It was assumed in each case that the test batch and the reference batch were similar; the true value of the relative potency was unknown in each case.
An exploratory analysis was used to investigate the properties of the time-to-response data. A Kaplan-Meier plot and a log-cumulative hazard plot were produced for each assay in order to assess the proportional hazards assumption. In the Kaplan-Meier plots, the survival curves for different product-dose groups crossed each other, which suggests that the proportional hazards assumption may not be appropriate. The log-cumulative hazard plots also indicated that the product-dose groups may not have had proportional hazards: The individual curves were not parallel. The plots for a representative assay are shown in figure 3a, 3b. (For each dose in the log-cumulative hazard plot, there is one point for each day at which the estimate of the survivor function is between 0 and 1 but not equal to either. This is because the log-cumulative hazard is undefined when the estimated survivor function is equal to 0 or 1.) Diagnostic plots were also used to evaluate the suitability of a location-scale model with either a log-logistic Biologist's Toolbox or a lognormal distribution for the survival times. These plots illustrated that there was a roughly linear relationship between the appropriate transformation and log e t for both distributions, parallel across all eight product-dose groups.
Either the log-logistic distribution or the lognormal distribution may be appropriate. The plots for the example assay are shown in figure 3c, 3d. (As was the case above, there is one point for each day at which the estimate of the survivor function is between 0 and 1 but not equal to either, because the diagnostic functions are undefined when the estimated survivor function is equal to 0 or 1.) In order to compare the performance of the standard approach and the survival analysis approach, both were applied to the data set using the statistical software R ( version 2.15.2). Survival analysis was conducted using the R survival package (R package version 2.36-12).
For the standard model, the logit and probit transformations of the response were found-as was expected-to produce very similar results, so only the results from the logit transformation are given here. Likewise, for the survival analysis approach, the log-logistic and lognormal location-scale models for interval-censored data gave very similar results; therefore, only the log-logistic results are presented. Figure 4a is a comparison of the estimates of relative potency for the standard logit model and the log-logistic location-scale survival model. Each point represents a single assay. The estimates are closely correlated. This is to be expected, because if the time-to-response data truly followed a log-logistic survival model, the true relative potency values would be equal. Figure 4b illustrates the variance of the estimates. The estimates from the standard model are much more variable than the estimates from the survival model.
The results are summarized in table 1. The log-logistic survival model produces more-precise estimates of withinassay relative potency than does the standard model: In this case, the variance of log 10 RP is 58% lower on average. This implies that if survival analysis techniques are used in place of the standard approach, fewer animals could be used without a loss of precision for the estimate of relative potency based on a single assay.
Simulated assays
The analysis of the example data demonstrated that the estimates of relative potency calculated from the standard and survival approaches are similar. Biologist's Toolbox to within 1 day and right censored at 14 days. Note that we did not attempt to simulate assay-to-assay variability (e.g., variability due to different days, operators, or laboratories). The test material was defined to be similar to the reference material, and so the slopes were the same. Test materials with relative potencies of 0.5, 1, and 2 (as per the log-logistic location-scale survival model) were simulated. Table 2 shows the parameters of the simulated underlying survival distributions (prior to any censoring). Ten thousand assays of 120 mice each were simulated for each value of the relative potency. All simulations and subsequent analysis was conducted in R (version 2.15.2). The R survival package (R package version 2.36-12) was used to conduct the survival analyses.
For each simulated assay, the similarity of the reference and test materials was not evaluated, because the materials were defined to be similar by the simulation. The log RP was estimated using each type of approach discussed in this article: a GLM with a logit link (based on survival at 14 days), a parametric location-scale model assuming a log-logistic distribution for the survival times (based on interval-censored data), and a Cox proportional hazards model (all deaths were assumed to have occurred at the end of the day; although interval censoring methods for the Cox proportional hazards model are available, they are not standard in most statistical software packages).
The Cox proportional hazards model is included in order to investigate how robust the survival analysis methodology is to false assumptions. The simulated log-logistic data do not have the proportional hazards property. Box plots of the relative potency estimates are shown in figure 5. For each model, the estimates of relative potency were distributed about the true values. The between-assay variability of the relative potency estimates differed between the models. The results from the standard model were the most variable; those from the log-logistic survival model were the least variable. Regardless of the model, the relative potency estimates were highly variable. This is realistic for animal challenge assays (the variance for the simulated survival times was based on the variance in the example data set). Table 3 summarizes the results of the simulations. Two summaries of variance are presented: the between-assay demon strated that the survival method produces moreprecise within-assay estimates of potency. However, the true relative potencies for the example data set are unknown. Therefore, it is not possible to use the data set to evaluate the accuracy of the approaches.
A simulation was conducted in order to investigate the accuracy and precision of the approaches. The simulated assays had the same design as the example assays. For the reference material, the linear relationship between the log of the dose and the mean of the log of the survival times is based on the relationship observed in the example data. The intercept is 2.5, and the slope is 0.75. A log-logistic distribution was used to simulate the survival times. The variance of the simulated survival times was based on the within-assay variance of the survival times observed in the example data. The simulated times were interval censored We have demonstrated that, using both real data from a mouse challenge assay and a simulated data set, estimates of relative potency based on the actual time of death can have much lower variance than those based on the proportion of animals alive at the end of the assay. In practical terms, for the same precision of relative potency as that calculated by the standard technique, the use of survival analysis would require fewer animals in an individual assay. This is to be expected, because better use is made of the data available in the survival analysis.
We have not examined the contribution of assay-to-assay variability to the precision of the estimate of relative potency. Although it is possible that this will dominate the within-assay variability, the within-assay variability also contributes to the overall variability, and it is important to minimize this through the optimal use of the animal data collected.
We have not compared tests of parallelism between the two approaches. For survival analysis, it is possible to evaluate parallelism using either significance or equivalence testing. For equivalence testing, the two methods would require different limits. It would be valuable to compare the two methods further, with respect to their similarity and to assay-to-assay variability.
We have briefly discussed some of the issues involved in choosing an appropriate survival model. We do not claim to have covered all the options for modeling the data: There are other alternatives for survival analysis. There is a trade-off between the standard approach and the survival approach, in the sense that the survival approach involves more assumptions about the distribution of the data. However, we have shown that the estimation of the relative potency is robust to model selection, and therefore, the benefit of added precision may outweigh the risk of any potential bias in the estimated potency.
The relative potency provided by different models is not necessarily the same. Indeed, the widely used logit and variance of the log RP estimate and the median of the within-assay variance of the log RP estimate. The withinassay variance was smaller for the log-logistic survival model than that for the standard model. None of the methods appeared to produce biased estimates of the relative potency. The mean square error was always largest for the standard model and smallest for the log-logistic survival model. Even though the Cox proportional hazards model had been fitted to nonproportional hazards data, this model still performed better than the standard model did in terms of between-assay variance and mean square error.
The simulation study demonstrates that the survival approaches produced accurate estimates of the relative potency across a range of simulated potencies. It also demonstrates that both the between-and within-assay variances were smaller when the survival approach was applied (rather than the standard approach).
Conclusions
We have examined two approaches to the estimation of relative potency for dose-time-response assays: the standard approach based on a dichotomized response (e.g., dead or alive at the end of the assay) and an approach based on a continuous measure of the time to response (e.g., Abbreviation: RP, relative potency.
