Abstract. Wireless data transmission results in frequency and phase offsets of the signal in the receiver. In addition the received symbols are corrupted by noise. Therefore synchronization and channel coding are vital parts of each receiver in digital communication systems. By combining the phase and frequency synchronization with an advanced iterative channel decoder (inner loop) like turbo codes in an iterative way (outer loop), the communications performance can be increased. This principal is referred to as turbo synchronization. For turbo synchronization an initial estimate of phase and frequency offset is required. In this paper we study the case, where the initial carrier synchronization is omitted and an approach with trial frequencies is chosen. We present novel techniques to minimize the number of trial frequencies to be processed. The communications performance and effort of our method is demonstrated. Furthermore the implementation complexity of the whole system is shown on a Xilinx FPGA.
Introduction
Synchronization and channel decoding are vital parts of every digital receiver for wireless communication. The transmission over a wireless channel results in timing, frequency and phase offsets. In addition, the received symbols are corrupted by noise. Task of the synchronization is to present data bits to the channel decoder, where the negative influences of timing, frequency and phase offset are eliminated. A well known advanced scheme for channel coding is the use of turbo codes. The turbo encoder delivers a stream of systematic bits and two parity bit streams by a recursive systematic convolutional encoding of the user data bits and an
Correspondence to: U. Wasenmüller (wasenmueller@eit.uni-kl.de) interleaved version of the user data bits. Turbo code decoding is done in an iterative algorithm based on the maximum a posteriori principle. Communication systems with Turbo codes can operate at very low signal-to-noise ratios (SNR).
Frequency offset synchronization and phase offset synchronization (carrier synchronization) is typically performed only once before channel decoding. The variance of the phase and frequency estimation depends on the SNR as well as on the number of symbols available for estimation of the phase and frequency offset. The mentioned variances influence the decoder performance heavily; i.e. large variances lead to an unacceptable performance degradation of the used decoder.
In our paper we focus on carrier synchronization in conjunction with turbo code decoding. The method of joined iterative turbo code decoding and synchronization is called turbo synchronization. Turbo synchronization allows correct decoding also for larger variances of frequency and phase offset. This can be used to decrease the number of known symbols for synchronization purposes and thus increases the user data rate for a given bandwidth. However, also the advanced turbo synchronization technique needs an initial coarse carrier synchronization and can tolerate frequency offset estimation errors up to a small limit.
In the situation of unacceptable estimation errors of the initial carrier synchronization tentative decoding with several trial frequency offsets must be performed. The effort of the receiver depends now on the number of investigated trial frequency offsets. We demonstrate novel techniques for minimizing the number of trial frequency offsets to be processed. To prove the feasibility of the system approach an implementation of the whole system is presented. The key facts of the hardware architecture for achieving low complexity for the principally expensive usage of trial frequencies are illustrated. Furthermore we analyze the additional effort for the turbo decoder caused by turbo synchronization and processing of trial frequency offsets and demonstrate the parison to the optimal algorithm the Max-Log MAP results in a performance loss of less than 0.2 dB (Robertson et al., 1995) (Robertson et al., 1997) . Furthermore, the Max-Log MAP algorithm does not require knowledge of the SNR in contrast to the optimal Log MAP algorithm ( (Worm et al., 2000) ).
The Max-Log MAP algorithm consists of a forward and a backward recursion. It computes for each possible information or parity bit d k an a posteriori probability (APP) LLR Λ s ,Λ p1 ,Λ p2 .
Turbo Synchronization
The synchronization consists of the estimation of the unknown parameters of timing, frequency and phase offset, and the elimination of all possible negative influences introduced by these parameters. We focus on the frequency and phase synchronization of bursts with linear modulation (e.g. QPSK,16-QAM) in conjunction with turbo decoding. We assume, that the steps of gain control, timing synchronization and burst detection are properly carried out before. The received sample sequence r is given in the complex baseband according to Equation 1:
The sample sequence r with L elements is based on modulation symbols s(l) with one sample per symbol and symbol duration T , and is disturbed by a noise sequence n. The unknown parameters of frequency offset f o and phase offset Φ have to be estimated for every received sample sequence. These parameters are considered fixed during an estimation interval; the sample sequence has to be corrected accordingly to the estimated frequency offsetf o and estimated phase offsetΦ . communications performance of the targeted communication system. In Sect. 2 we summarize turbo encoding as well as the the principle of turbo code decoding. In the following Sect. 3 we explain the iterative synchronization and the interrelation with the decoding algorithm. In Sect. 4 we give an short overview about the target communication system and explain the use of trial frequencies for frequency offset estimation. Our proposed method for minimizing the number of trials to be performed is presented. In Sect. 5 we analyze the communications performance of our proposed method. The hardware architecture is explained and hardware complexity of turbo synchronization without initial carrier synchronization is analyzed. Communications performance is determined by bit true models. Implementation complexities and results are given based on Xilinx devices. The paper is concluded in Sect. 6.
Turbo codes
With the introduction of binary turbo codes by Berrou in 1993 (Berrou et al., 1993 near optimum error correction became possible. Due to these error correction capabilities, binary and duo-binary turbo codes allow for low frame error rates (FER) at a low signal-to-noise ratio (SNR), outperforming the widely used convolutional codes. Because of this advantage turbo codes are now part of a large number of communication standards.
Turbo codes generally consist of a serial or parallel concatenation of two codes, so called component codes, and an interleaver. While the first component code encodes the information in the original order, the second one gets the information in a permuted order, see Fig. 1a ). In all standards convolutional codes are used as component codes.
Decoding of turbo codes is an iterative process where probabilistic information is exchanged between component decoders (Berrou, 2003) . Iterative decoding implies a big challenge with respect to low latency and high throughput requirements.
A possible realization of a decoder for turbo codes is given in Fig. 1b) Both component decoders optimize the maximum a posteriori probability (MAP) criterion. However, in hardware implementations the suboptimal Max-Log MAP algorithm with extrinsic scaling factor (ESF) is more suitable. In comparison to the optimal algorithm the Max-Log MAP results in a performance loss of less than 0.2 dB (Robertson et al., 1995 (Robertson et al., , 1997 . Furthermore, the Max-Log MAP algorithm does not require knowledge of the SNR in contrast to the optimal Log MAP algorithm (Worm et al., 2000) .
The Max-Log MAP algorithm consists of a forward and a backward recursion. It computes for each possible information or parity bit d k an a posteriori probability (APP) LLR s , p1 , p2 .
Turbo synchronization
The synchronization consists of the estimation of the unknown parameters of timing, frequency and phase offset, and the elimination of all possible negative influences introduced by these parameters. We focus on the frequency and phase synchronization of bursts with linear modulation (e.g. QPSK,16-QAM) in conjunction with turbo decoding. We assume, that the steps of gain control, timing synchronization and burst detection are properly carried out before. The received sample sequence r is given in the complex baseband according to Eq. (1):
The sample sequence r with L elements is based on modulation symbols s(l) with one sample per symbol and symbol duration T , and is disturbed by a noise sequence n. The unknown parameters of frequency offset f o and phase offset have to be estimated for every received sample sequence. These parameters are considered fixed during an estimation interval; the sample sequence has to be corrected accordingly to the estimated frequency offsetf o and estimated phase offset˜ .
The synchronization with turbo synchronization is done in two main steps. Initially, a (coarse) carrier synchronization is performed. In case of larger variances of the estimation parameters a degradation in the decoding performance will occur. The principle of turbo synchronization is to improve the estimation parameters for synchronization (fine synchronization) with the additional use of tentative decoder decisions. The improved carrier synchronization is used to provide better input data for the decoding process. This process is done iteratively after each decoder iteration. We concentrate first on the step of fine synchronization, which will be used for turbo synchronization.
Frequency and phase offset can be optimally estimated on an unmodulated carrier. With the assumption, that the transmitted symbol sequence s of the burst is known the effect of the modulation by each transmitted symbol s(l) can be removed by:
However, it must be considered, that usually the symbols of the burst are unknown or only some symbols, used for supporting the burst detection or supporting the coarse synchronization are known. Thus we replace the transmitted symbol sequence s by an estimated symbol sequence s e . The estimation of the transmitted symbol sequence is provided by the turbo decoder. The fine estimation of frequency and phase offset is based on the average phaseφ 0 of the front part and on the average phaseφ 1 of the rear part of the burst with a modulation removal by the estimated symbol sequence s e . This is formally given bỹ
With the two phase values of Eq. (3) the estimate of the frequency offset can be calculated with
The estimate of the phase offset is calculated with the help of Eq. (4)
The first decoder iteration is based on the LLR values λ s
calculated with the symbols of the coarse synchronized received sequence. For the iterative fine synchronization an estimate of the transmitted symbols is used, which is produced by the turbo code decoder after each iteration. The estimate of the transmitted symbols is gathered by the APP LLR of the decoder. A turbo code decoder computes APP LLR values s of the systematic bits by default.
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Frequency and phase offset can be optimally estimated on an unmodulated carrier. With the assumption, that the transmitted symbol sequence s of the burst is known the effect of the modulation by each transmitted symbol s(l) can be removed by:r
However it must be considered, that usually the symbols of the burst are unknown or only some symbols, used for supporting the burst detection or supporting the coarse synchronization are known. Thus we replace the transmitted symbol sequence s by an estimated symbol sequence s e . The estimation of the transmitted symbol sequence is provided by the turbo decoder.
The fine estimation of frequency and phase offset is based on the average phaseφ 0 of the front part and on the average phaseφ 1 of the rear part of the burst with a modulation removal by the estimated symbol sequence s e . This is formally given byφ
With the two phase values of Equation 3 the estimate of the frequency offset can be calculated with
The estimate of the phase offset is calculated with the help of Equation 4φ
The first decoder iteration is based on the LLR values λ
calculated with the symbols of the coarse synchronized received sequence. For the iterative fine synchronization an estimate of the transmitted symbols is used, which is produced by the turbo code decoder after each iteration. The estimate of the transmitted symbols is gathered by the APP LLR of the decoder. A turbo code decoder computes APP LLR values Λ s of the systematic bits by default. In turbo synchronization applications the decoder must additionally calculate the APP LLR values Λ p1,2 for the parity bits.
To reduce the effect of using some erroneous reference symbols in the fine synchronization, soft values are used for the reference symbols. The values for the quadrature components of the estimated symbols are calculated by a tanh operation on the APP LLR. Provided that the k-th transmitted QPSK symbol s(k) contains the bits d
of the code word the estimated symbol s e (k) is calculated as:
With the tentative soft values of systematic bits and parity bits the sequence s e is generated and the described fine synchronization process can be carried out.
The received sequence r is corrected with the new estimates of frequency and phase offset. A new synchronized received sequence r is calculated after each full decoder iteration. Turbo decoding and fine synchronization run in parallel in our architecture to avoid throughput degradation by turbo synchronization. For the n-th iteration of the decoder the LLR valuesΛ s ,Λ p1 , andΛ p2 of the transmitted bits are calculated on base of the fine synchronized sequence, which used the APP LLR values of the (n-2)-th iteration. A discussion of the effects of the schedule regarding the update of LLR values can be found in (Alles et al., 2007) .
Evaluation of a Grid of Trial Frequency Offsets
For using the principle of turbo synchronization an initial coarse carrier synchronization with a sufficiently small variance of the estimation parameters is needed. The methods for the carrier synchronization depend on the existing communications system. The burst structure of the targeted communication system is depicted in Figure 2 . The burst consists at the start and the end of a sequence of known symbolsstart unique word and end unique word respectively. The unknown symbols in the mid of the burst correspond to the code word of the turbo code encoded information sequence. A lot of algorithms exist to estimate frequency and phase offset with known symbols (data aided estimation) or with the unknown data symbols (blind estimation) as described in (Meyr et al., 1998; Mengali and D'Andrea, 1997) . The variance of the estimation parameters depends on the SNR, the number of symbols and the use of known or unknown symbols. In turbo synchronization applications the decoder must additionally calculate the APP LLR values p1,2 for the parity bits.
To reduce the effect of using some erroneous reference symbols in the fine synchronization, soft values are used for the reference symbols. The values for the quadrature components of the estimated symbols are calculated by a tanh operation on the APP LLR. Provided that the k-th transmitted QPSK symbol s(k) contains the bits d 
With the tentative soft values of systematic bits and parity bits the sequence s e is generated and the described fine synchronization process can be carried out. The received sequence r is corrected with the new estimates of frequency and phase offset. A new synchronized received sequence r is calculated after each full decoder iteration. Turbo decoding and fine synchronization run in parallel in our architecture to avoid throughput degradation by turbo synchronization. For the n-th iteration of the decoder the LLR values¯ s ,¯ p1 , and¯ p2 of the transmitted bits are calculated on base of the fine synchronized sequence, which used the APP LLR values of the (n − 2)-th iteration. A discussion of the effects of the schedule regarding the update of LLR values can be found in Alles et al. (2007) .
Evaluation of a grid of trial frequency offsets
For using the principle of turbo synchronization an initial coarse carrier synchronization with a sufficiently small variance of the estimation parameters is needed. The methods for the carrier synchronization depend on the existing communications system. The burst structure of the targeted communication system is depicted in Fig. 2 . The burst consists at the start and the end of a sequence of known symbolsstart unique word and end unique word respectively. The unknown symbols in the mid of the burst correspond to the code word of the turbo code encoded information sequence. A lot of algorithms exist to estimate frequency and phase offset with known symbols (data aided estimation) or with the unknown data symbols (blind estimation) as described in Meyr et al. (1998) ; Mengali and D'Andrea (1997) . The variance of the estimation parameters depends on the SNR, the number of symbols and the use of known or unknown symbols.
In our targeted communication system the variance of frequency offset estimation with data aided estimation methods as well as with blind estimation methods is not sufficiently small to perform afterwards a turbo synchronization with satisfying communications performance. This is caused by the targeted SNR range below zero dB and the low number of symbols (known and unknown).
Thus a grid of trial frequency offsets is tentatively used. These trial frequency offsets are evaluated by the decoding to decide on the best estimation. The effort is now determined by the number of trial frequencies to be processed.
To perform synchronization and decoding a set of trial frequency offsetsf i is used. For using this method it is required to estimate a corresponding phase offsetφ for each trial frequency offset. Applying the trial frequency offset to to the received sequence r is given by:
For maximum likelihood estimation of the phase offset the well known V&V algorithm (Viterbi and Viterbi, 1983 ) is used. A correlation of the modified received sequence rf i with the unique word at the start and end of the burst is performed, which is given by:
The estimation of the phase offsetφ for the trial frequency offset is given by the argument of the phasor kf i of Eq. (8):
As mentioned a criterion is required to decide on the best frequency offset. The received sequence r will be corrected with the trial frequencyf i and the belonging phase offsetφ. Based on this new sequence the LLR values for the turbo decoder can be calculated. The decoder performs the iterations as described in Sect. 2. For a decision on the best trial frequency offset an estimation s e of the transmitted symbol sequence is used. The estimate of the transmitted symbol sequence is achieved as described in Sect. 3. For every trial frequency the correlation of received symbol sequence r and the estimated transmitted symbol sequence s e is used. Correlation is a measurement of similarity and thus the trial frequency producing the greatest similarity between the two mentioned sequences is chosen. The correlation operation is given by
The selection process is done with
For the selection process off it is sufficient to use the sequence s e in Eq. (11), which is achieved after one or two turbo decoder iterations. The computational effort for the evaluation of trial frequencies is dominated by the total number of turbo decoder iterations which must be performed. Thus it is desirable to minimize the number of trial frequency offsets to be evaluated by the decoder. The calculated phasor kf i for phase estimation in Eq. (8) can be used to exclude trial frequency offsets from consideration before the decoding step. The magnitude of the correlation is a measure for similarity and thus only trial frequency offsets f i with
will be processed. It must be emphasized, that the best estimation of the frequency offset is not given by the maximum correlation value of Eq. (8).
Results
Our approach for synchronization and decoding without initial carrier synchronization is validated per software simulations with bit true models in sense of communications performance. In addition the architecture of the system is presented. The complexity of the components for implementation on Xilinx FPGA is shown and briefly analyzed.
Communications performance
The communications performance of our system is demonstrated for a burst with QPSK modulation. The start unique word and end unique word contains 40 and 24 symbols, respectively. The code word uses 1248 symbols; it is based on turbo encoding with rate 1/3 and 16 states. A grid of 61 trial frequencies is used for this burst type. The trial frequencies are chosen to cover the maximum relative frequency offset of 6 × 10 −3 and to allow a fine synchronization by the principle of turbo synchronization. The communications performance expressed as a frame error rate (FER) is shown in Fig. 3 for different scenarios in an additive white gaussian noise channel. The graph with label "Blind" shows the FER for a blind carrier synchronization. Use of turbo synchronization produces no visible improvement in the figure. It is evident, that the carrier estimation parameters cause a unacceptable performance. The graph with label "no threshold" and the graph with label "2800" coincide. In the targeted communication system a FER of 10 −3 is specified at SNR of −0.7 dB for ideal synchronization and optimal decoding. Hence the achieved communications performance is comparable to a system with perfect knowledge of the synchronization parameters. The effort advantage of the threshold criterion can be checked by Fig. 4 . Using this threshold only approximately 60% of the trial frequencies have to be processed. With the threshold parameter a trade off between communications performance and implementation performance can be regulated. The graphs with label "3800" and "4800" respectively show the FER performance for different values of the threshold. The computational effort for the different threshold values is shown in Figure 4 as a percentage of the number of considered frequency offset values. For the threshold label "3800" approximately 50% of the trial frequencies have to be evaluated. It is possible to choose the threshold value for a defined SNR operation point. This is demonstrated with the graphs with label "3800". For SNR values above -0.2 dB the performance is identical to the method without threshold. Depending on the exact value of the threshold about 40% to 60% of the trial frequencies can be excluded before the decoding step. forms a half iteration of turbo code decoding. Compo Pre includes the frequency and phase correction of th ceived sequence r, which is used for the step of fine syn nization in turbo synchronization as well as for processi trial frequencies. The phase estimation according to E tion 8 for the processing of trial frequencies is also incl in component Pre as well as the determination, whethe actual trial frequency f i will be excluded. The calculati LLR values including in the demapping and depuncturi used for providing the input data for the MAP compone Unit Post carries out the central correlation operatio cording to Equation 3 and Equation 10 respectively, wh used for fine synchronization as well as trial frequency cessing. Both functionalities must use the transformati LLR-Out values to symbols as described for QPSK sym in Equation 6. The small part for frequency and phase mation according to Equation 4 and Equation 5 in compo Post is used only for fine synchronization. All shown R blocks are double buffered to allow a parallel processi the main components. Therefore different trial freque are processed in the components Pre, MAP and Post. step of fine synchronization is carried out in componen and Post on the results of iteration n, while the MAP dec executes the iteration n + 2.
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Architecture and Implementation
The architecture of the turbo decoder is a state-of-th SMAP architecture with three recursion units which r parallel. The key parameter are summarized in Table 1 more details the reader is referred to May et al. (2007) .
The resources for the components are presented in ble 5.2 for an implementation in a Xilinx Virtex-5 FP With the threshold parameter a trade off between communications performance and implementation performance can be regulated. The graphs with label "3800" and "4800" respectively show the FER performance for different values of the threshold. The computational effort for the different threshold values is shown in Figure 4 as a percentage of the number of considered frequency offset values. For the threshold label "3800" approximately 50% of the trial frequencies have to be evaluated. It is possible to choose the threshold value for a defined SNR operation point. This is demonstrated with the graphs with label "3800". For SNR values above -0.2 dB the performance is identical to the method without threshold. Depending on the exact value of the threshold about 40% to 60% of the trial frequencies can be excluded before the decoding step. The architecture of the turbo decoder is a state-of-SMAP architecture with three recursion units which parallel. The key parameter are summarized in Table  more details the reader is referred to May et al. (2007) The resources for the components are presented ble 5.2 for an implementation in a Xilinx Virtex-5 F With the threshold parameter a trade off between communications performance and implementation performance can be regulated. The graphs with label "3800" and "4800" respectively show the FER performance for different values of the threshold. The computational effort for the different threshold values is shown in Fig. 4 as a percentage of the number of considered frequency offset values. For the threshold label "3800" approximately 50% of the trial frequencies have to be evaluated. It is possible to choose the threshold value for a defined SNR operation point. This is demonstrated with the graphs with label "3800". For SNR values above −0.2 dB the performance is identical to the method without threshold. Depending on the exact value of the threshold about 40% to 60% of the trial frequencies can be excluded before the decoding step. rial frequencies evaluated by decoder the threshold parameter a trade off between commus performance and implementation performance can ated. The graphs with label "3800" and "4800" rely show the FER performance for different values hreshold. The computational effort for the differshold values is shown in Figure 4 as a percentage mber of considered frequency offset values. For the d label "3800" approximately 50% of the trial frehave to be evaluated. It is possible to choose the d value for a defined SNR operation point. This is rated with the graphs with label "3800". For SNR bove -0.2 dB the performance is identical to the without threshold. Depending on the exact value of hold about 40% to 60% of the trial frequencies can ded before the decoding step. Post is used only for fine synchronization. All shown blocks are double buffered to allow a parallel processi the main components. Therefore different trial freque are processed in the components Pre, MAP and Post. step of fine synchronization is carried out in compone and Post on the results of iteration n, while the MAP de executes the iteration n + 2.
The architecture of the turbo decoder is a state-of-t SMAP architecture with three recursion units which r parallel. The key parameter are summarized in Table 1 more details the reader is referred to May et al. (2007) . 
Architecture and implementation
The architecture of the system is depicted in Fig. 5 . Objective of the architecture is to allow a hardware sharing of functionalities of turbo synchronization and trial frequency processing. Central part is the MAP component, which performs a half iteration of turbo code decoding. Component Pre includes the frequency and phase correction of the received sequence r, which is used for the step of fine synchronization in turbo synchronization as well as for processing of trial frequencies. The phase estimation according to Eq. (8) for the processing of trial frequencies is also included in component Pre as well as the determination, whether the actual trial frequency f i will be excluded. The calculation of LLR values including in the demapping and depuncturing is used for providing the input data for the MAP component. Unit Post carries out the central correlation operation according to Eqs. (3) and (10), respectively, which is used for fine synchronization as well as trial frequency processing. Both functionalities must use the transformation of LLR-Out values to symbols as described for QPSK symbols in Eq. (6). The small part for frequency and phase estimation according to Eqs. (4) and (5) in component Post is used only for fine synchronization. All shown RAM blocks are double buffered to allow a parallel processing of the main components. Therefore different trial frequencies are processed in the components Pre, MAP and Post. The step of fine synchronization is carried out in component Pre and Post on the results of iteration n, while the MAP decoder executes the iteration n + 2. The architecture of the turbo decoder is a state-of-the-art SMAP architecture with three recursion units which run in parallel. The key parameter are summarized in Table 1 . For more details the reader is referred to May et al. (2007) .
The resources for the components are presented in Table 2 for an implementation in a Xilinx Virtex-5 FPGA. Component Post is needed only for turbo synchronization and trial frequency evaluation respectively. Approximately half of the resources of component Pre are used for turbo synchronization and trial frequency evaluation, respectively.
Conclusions
In this paper we presented a novel method to reduce the complexity for turbo synchronization without initial carrier synchronization. To perform the decoding and synchronization steps without initial carrier synchronization a grid of trial frequencies is needed. The computational effort for processing of trial frequencies can be reduced by elimination of trial frequencies with a simple threshold comparison in the phase estimation step. Furthermore by applying turbo synchronization the grid of trial frequencies can be kept more coarse than with traditional decoding. The proposed hardware architecture allows a sharing of the components for evaluation of trial frequencies and for synchronization and decoding.
The components for trial frequency evaluation as well as for synchronization and turbo decoding can work concurrently. The mentioned features result in a low complexity system. The achieved communications performance is comparable to a system with perfect knowledge of the synchronization parameters.
