We propose numerical and graphical methods for outlier detection in hierarchical Bayes modeling and analyses of repeated measures regression data from multiple subjects; data from a single subject are generically called a "curve." The first-stage of our model has curve-specific regression coefficients with possibly autoregressive errors of a prespecified order. The first-stage regression vectors for different curves are linked in a second-stage modeling step, possibly involving additional regression variables. Detection of the stage at which the curve appears to be an outlier and the magnitude and specific component of the violation at that stage is accomplished by embedding the null model into a larger parametric model that can accommodate such unusual observations.
Introduction
This paper proposes outlier detection methods for a class of hierarchical Bayesian linear models that are widely used to analyze data consisting of repeated measurements on each of a set of subjects.
In data from designed experiments, the measurements are usually taken at ordered time points or locations although in observational studies this need not be the case. In any event, each subject's data is referred to as a curve. The goal of our diagnostics is to determine, for each curve, that either there is no evidence of model violations at any of the hierarchical stages or to identify the stage(s) where model assumptions are violated and specific details of the model violation(s).
The analysis of repeated measures data occurs frequently in medicine, epidemiology, psychology, and many other disciplines. One popular frequentist method of analysis of such data is based on the specification of a two-stage random effects model (Laird and Ware, 1982) . Several variations on this basic theme are presented in Crowder and Hand (1990) , Lindstrom and Bates (1990) , and Lindsey (1993) ; a tutorial review is given in Cnaan et al. (1997) . The Bayesian analysis of repeated measures data is typically based on hierarchical generalizations of mixed effects models. Early references are Berger and Hui (1983) and Wakefield et al. (1994) . In recent years such models have found increasingly fruitful application in both medicine and epidemiology (see for example Palmer and Müller, 1998; Joseph et al., 1999; Tan et al., 1999; Laird, 2000, 2002; Lambert et al., 2001; Berlin et al., 2002) .
There are several Bayesian approaches to outlier detection with respect to a given model. One approach identifies as outliers those observations whose realized errors with respect to that model have high posterior probabilities of being "large." The fundamental idea is contained in Zellner (1975) and is applied to the linear model and more general hierarchical models in Chaloner and Brant (1988) and Chaloner (1994) , respectively. Weiss (1995) extends this approach to repeated measures data. Hodges (1998) exploits the geometric properties of a linear model representation of hierarchical Bayes models to derive analogues of classical diagnostics (see also Langford and Lewis (1998) for an expo-sition of frequentist ideas regarding outlier analysis in multilevel data).
Another approach is to embed the null model into a larger parametric model that can accommodate unusual observations. Outlier detection then consists of parametric inference based on the extended model. For example, using variance inflation and/or location-shift extensions of normal linear models, this approach is applied in Pettit and Smith (1985) , Sharples (1990) , and Verdinelli and Wasserman (1991) . Carota et. al (1996) provide a comprehensive account of related model elaboration methodology.
The model extension techniques of the previous paragraph follow Principle D2 of Weisberg (1983) by turning a problem of null model criticism into one of parametric inference. However, because they use more complex models, Bayesian outlier diagnostics are, in general, more computationally intensive than their frequentist counterparts. Thus Bayesian diagnostics need not display the computational simplicity of Weisberg's Principle D3. specifies a regression with curve-specific coefficients and allows autoregressive measurement errors of a known order to account for dependencies among the residuals on the same curve. Stage II of the model describes the variability in the (random) curve-specific regression coefficients using a second set of (Stage II) regressors and unexplained random variation. Lastly, Stage III of the model specifies priors for the hyperparameters in Stage II.
For each curve, our goal is to determine whether or not that curve contains a measurement error outlier (a Stage I violation) and whether or not the regression coefficient vector for that curve is, after possibly accounting for covariates, inconsistent with the regression vectors of the remaining curves (a Stage II violation). We provide numerical and graphical tools to identify specific sources of Stage I and II violations. This is accomplished by introducing two location-shift outlier indicators for each curve, one at each stage. The Stage I outlier indicator equals unity when a measurement error is present while the Stage II outlier indicator equals unity when a regression coefficient error is present; both indicators are equal to zero when the null model is adequate. The extended model also includes curve-specific vectors to measure the magnitude of model violations at each stage. Then, as an example, posterior values of these quantities, calculated for each curve, can be used as null model diagnostics. An initial version of this approach, based on a much simpler model, is given in Ho et al. (1995) where it is applied to an artificial example similar to the first example of Section 4.
The more complicated model of this paper is required to analyze the data presented in the substantive example of Section 5.
Our proposed diagnostics follow principle D4 of Weisberg (1983) , emphasizing the use of graphical summaries. These summaries are a contribution to the difficult problem of determining and describing what does or does not constitute a representative curve from a set of longitudinal data (Jones and Rice, 1992; Segal, 1994) .
The remainder of this paper is organized as follows. Section 2 states the hierarchical null model while Section 3 introduces the extended model and uses it to define diagnostics. Section 4 provides a simple example illustrating the diagnostic in an idealized set-up. Section 5 applies the technique to a set of bone data that was analyzed in Peruggia et al. (1994) . Some extensions are discussed in Section 6. The proposed diagnostics can be evaluated using the output from a BUGS program (Spiegelhalter et al., 1996) which is available from the first author.
The Hierarchical Bayes Null Model
We use a hierarchical regression model with random coefficients to describe data in which each of a collection of subjects contributes a curve, typically in time or space. We allow for the random coefficients of the different subjects to be related by their regression on subject-specific and coefficientspecific covariates.
To describe the model formally, let denote the number of subjects, .
( , would ordinarily be taken to be zero although our BUGS program allows for nonzero choices should specific subject matter considerations suggest this be the case.
As a first diagnostic, we propose the examination of the posterior probabilities
for each curve , estimators of the posterior probabilities (3.9) and of the means of the shift vectors (3.10) and (3.11) can be derived either by averaging the appropriate elements of the draws or by the Rao-Blackwellized method suggested by Gelfand and Smith (1990) .
The next two sections illustrate the use of the proposed diagnostics in two examples. The first example is constructed to evaluate the performance of the diagnostics in a case that can be easily understood visually. We show how the sensitivity of the diagnostics to the prior can be assessed.
The second example considers a set of thicknesses of cortical bone that was previously analyzed in Peruggia et al. (1994) and illustrates the use of the diagnostics in a situation in which it is not obvious which observations are outliers. Several static graphical methods are introduced to help interpret the estimated posterior quantities.
Worked Example-Simple Linear Regression with Repeated Measures
This first example is constructed to illustrate the performance of the diagnostics in a case that can be easily understood visually. The data set consists of 20 curves, each having 10 measurements. For
curve,`a , was generated to have
where within a curve the , was increased by 1.0. These modifications are clearly visible in Figure 1 which shows a time series plot of the data.
We based our analysis on Model (2.1)-(2.4), with Equation (2.1) specified as first innovation that was assumed to follow an Having decided which prior parameters to vary and the ranges over which each is to be studied, one must determine the four diagnostics identified above as functions of the prior parameters. When only the single MCMC run at the original prior parameters is available, the most frequently used method for assessing the impact of alternative values of these parameters on the inferential conclusions is Importance Sampling (Robert and Casella, 1999) ; we use Importance Sampling for this purpose in the bone strength analysis of Section 5.
In the present application, as well as others of moderate computational expense, it is feasible to make a few additional MCMC runs using alternative 
values; several tools can be used to study the results. Because there are only three parameters that are varied in this example, we used trellis plots (Becker et al., 1996) to provide detailed information about the effects of each parameter on the diagnostic. is also intuitive because, if larger measurement errors and larger variation in slopes are possible under the model, then an aberration in the curve's intercept may simply be due to a "wild" slope that causes the curve to intersect the vertical axis at a point distant from the intercepts of the remaining curves making the intercept look less like an outlier.
We conclude by noting that the values plotted in Figure 3 are affected by two sources of uncertainty. The first is uncertainty in the 11 estimates listed in Table 2 as quantified by the corresponding standard errors. The second source of uncertainty is introduced by the stochastic process prior that is at the heart of the kriging interpolator (see Sacks et al., 1989) 
Worked Example-Measuring Bone Strength
The data for this example come from an observational study of patients admitted for evaluation and possible hip replacement surgery at the Hospital for Special Surgery in New York City. As part of the evaluation process, a series of CAT scans were made of the cross section of each patient's femur in the area near the lesser trochanter (a section of the femur close to the hip joint). These data consist of 41 scans, which are a subset of those analyzed by Peruggia et al. (1994) to identify the factors associated with the distribution of bone strength. We illustrate the identification of outliers for one of the models of cortical bone thickness discussed by Peruggia et al.
The thickness was measured counterclockwise starting from an anatomical landmark along a series of 72 equally spaced rays emanating from the centroid of each section. Figure 4 shows, for a typical section, the landmark (denoted by a small circle), the centroid, and the rays. A set of risk factors was available to explain differences in the subject's cross-sectional thicknesses. The risk factors were the subject's age (AGE), gender (G), and diagnosis (DX). The variable AGE was the subject's age centered so that AGE = 0 corresponded to a 45 year-old subject and was scaled to range over Sensitivity analyses can be conducted in a way similar to that described in Section 4. In this more highly computational setting, we used importance sampling to investigate the effect of the inverse gamma prior distributions for the variance parameters
, and As mentioned in Section 3, Rao-Blackwellized estimates can be computed for any of the posterior diagnostics that we recommend (Gelfand and Smith, 1990 The diagnostics proposed in this paper are model-based-they assume a multi-stage, null model for repeated measures data; location shift extensions are added to the null model at various levels of the hierarchy. Alternative model elaboration steps to accommodate outliers (e.g., replacement of the normal priors by $ -like priors) could also be entertained as in Wakefield et al. (1994) and, more recently, Spiegelhalter and Marshall (1999) .
For data sets where the distinction between usual and unusual observations is clear-cut (as judged by the modeling assumptions and prior specifications) the Gibbs sampler for our extended model converges rapidly and the estimated probabilities that individual observations are outliers are highly reliable. However, for data sets where either the number of "outliers" is large relative to the prior assumption or other anomalies occur, it is possible for the posterior distribution to assign large probability to several nearly disjoint regions of the parameter space. In such instances, the Gibbs sampler does not mix well over these regions, successive draws exhibit strong dependencies, and longer runs are required to obtain reliable estimates. A situation of this sort occurs in the example of Section 5, where the estimate of ( o ¡ is only accurate to within 0.08 despite being based on 2,500 subsamples from a total of 25,000 iterations of our BUGS code. A similar difficulty occurs in problems of Bayesian variable selection (George and McCulloch 1993) . Called by another name, such situations are related to the masking phenomenon described in Justel and Peña (1996) .
Appropriate Metropolis-Hastings steps can be introduced to facilitate communication between multiple regions (see, for example, George and McCulloch, 1997) . The effectiveness of such a strategy, however, is highly dependent on having some knowledge of the structure of the posterior distribution. We are developing such algorithms for outlier detection models. 
