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Povzetek
Naslov: Igranje mlina z drevesnim preiskovanjem Monte Carlo
Avtor: Miha Sˇemrl
Pri odlocˇanju veliko vlogo igra nasˇe dosedanje znanje in predvsem razmiˇsljanje
o mozˇnostih, ki se nam bodo pojavile v prihodnosti. Za ljudi je dolgorocˇno
planiranje v kompleksnih domenah tezˇavno, saj je med drugim precej zah-
tevno zˇe za ohranjanje v spominu. Pri odlocˇitvenih problemih, med katere
spadajo tudi igre, zˇelimo izvajati take akcije, ki nam bi naj prinesle cˇimvecˇjo
mozˇnost uspeha. Ena od taksˇnih metod je drevesno preiskovanje Monte
Carlo. Ker je ta nacˇin razmiˇsljanja v vecˇini primerov za cˇloveka pretezˇak,
prihaja do vse vecˇje uporabe v racˇunalniˇskem svetu, saj se dobro izkazˇe pri
igrah z velikim vejitvenim faktorjem.
V diplomski nalogi je metoda implementirana in prikazana njena uporaba
v igri mlin, kjer je sˇtevilo potekov igre zelo veliko in je zato raziskovanje v
prihodnost sˇe bolj tezˇko.
Kljucˇne besede: umetna inteligenca, drevesno preiskovanje Monte Carlo,
igre, mlin.

Abstract
Title: Nine men’s morris using Monte Carlo tree search
Author: Miha Sˇemrl
In decision making our current knowledge plays a big part, especially when
thinking of possibilities that could happen in the future. For humans, long-
term planning is hard, since it is, among other reasons, hard to remember.
In decision-making problems, which include also games, we want to perform
such actions that most probably lead to success. One of such methods is
Monte Carlo tree search. Because it is too hard for humans to use it on their
own, we try to implement it using computers, since it is a method that works
well on games with large branching factors.
In this thesis we implement the method and show how to use it in a game
called Nine men’s morris, which is moderately complex and so it is hard to
predict it into the future.
Keywords: artifical inteligence, Monte Carlo tree search, games, Nine men’s
morris.

Poglavje 1
Uvod
Razvoj umetne inteligence, ki bi bila zmozˇna konkurirati ljudem, je v pora-
stu, saj ljudje vse bolj iˇscˇemo resˇitve, kako povecˇati uporabnost strojev in
nam s tem olajˇsati zˇivljenje. Cˇe pa zˇelimo, da nam bo umetna inteligenca res
lahko konkurirala, bomo morali sˇe veliko postoriti. Z implemetacijo prave
metode razmiˇsljanja pa nas lahko zˇe sedaj premaga v marsicˇem. Vse vecˇ pa
imamo tudi umetne inteligence v svetu iger in zabave. Tam nam omogocˇajo,
da se racˇunalnik vse bolj priblizˇa cˇlovesˇkemu razmiˇsljanju in nam tako pred-
stavlja vedno vecˇji izziv oziroma delovanje agentov deluje vse bolj podobno
razmiˇsljanju cˇloveka. Za izboljˇsanje razmiˇsljanja in odlocˇanja se uporablja
veliko metod, vcˇasih tudi kombinacija raznih algoritmov, izdelanih za pomocˇ
pri odlocˇanju, kateri korak naslednji izbrati. Ena izmed takih metod je tudi
drevesno preiskovanje Monte Carlo, ki je s prvo zmago umetne inteligence
proti cˇloveku v igri Go pokazala, da ima velik potencial.
Mocˇ same metode preiskovanja se pokazˇe sˇe posebej pri igrah z veliko
akcijami, saj bi nam za pregled celotnega poteka igre to porabilo veliko cˇasa
in sredstev. Ravno v tem pa ima drevesno preiskovanje Monte Carlo svojo
premocˇ, saj za pregled dogajanja ne pregleda vseh mozˇnosti, vendar samo
nekaj nakljucˇnih in s tem pridobi oceno mocˇi posamezne akcije. Na podlagi
te ocene mocˇi se nato odlocˇa, katero akcijo izbrati, in tako ciljati na cˇimvecˇjo
mozˇnost uspeha.
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Ker je tudi mlin tak tip igre, kjer imamo vsaj na zacˇetku veliko mozˇnih
akcij in posledicˇno veliko mozˇnih zakljucˇkov, se zdi MCTS ena izmed boljˇsih
izbir za izgradnjo umetne inteligence igre. Cilj je izdelati agenta, ki s pomocˇjo
uporabe drevesnega preiskovanja Monte Carlo izvaja akcije, ki se izkazˇejo za
najmocˇnejˇse in tako predstavlja kar najvecˇji izziv za nasprotnika.
Poglavje 2
Preiskovalni algoritmi
Preiskovalni algoritmi so algoritmi, namenjeni iskanju podatkov znotraj po-
datkovnih struktur ali iskanju najboljˇse naslednje akcije za doseganje zˇelene
resˇitve problema. Poznamo vecˇ razlicˇnih algoritmov, ki se razlikujejo po
nacˇinu iskanja in ucˇinkovitosti, na katero pa imajo velik vpliv tudi podatki
in nacˇin, kako jih uporabimo. V vecˇini primerov nam ti algoritmi vrnejo
True ali False kot rezultat, ali je bilo to, kar smo iskali, najdeno, lahko pa jih
priredimo in nam vrnejo to, kar smo iskali. Njihova ucˇinkovitost se meri s
cˇasovno zahtevnostjo, saj ko dostopamo do podatkov oziroma iˇscˇemo resˇitev,
nam je ponavadi cilj, da podatke dobimo v najkrajˇsem mozˇnem cˇasu.
2.1 Tipi algoritmov
Za razlicˇne probleme in razlicˇne podatkovne strukture poznamo razlicˇne tipe
algoritmov, saj vedno stremimo k najvecˇji ucˇinkovitosti in najhitrejˇsemu is-
kanju podatkov oziroma resˇitve. Seveda vcˇasih samo en algoritem ni dovolj,
zato lahko razlicˇne algoritme tudi zdruzˇujemo.
1. Algoritmi za iskanje med podatki:
• Linearno iskanje:
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Linearno iskanje je najosnovnejˇsi in najpreprostejˇsi nacˇin iskanja
podatkov. Algoritem poteka tako, da se pomika preko elementov v
zbirki in vsakega posebej primerja, cˇe je iskani. Celoten postopek
traja dokler ne najde iskanega rezultata in tako zakljucˇi iskanje.
• Binarno iskanje:
Binarno iskanje se izvaja na podatkih, ki so urejenih po veliko-
sti. Izbere se srednji element zbirke in se ga primerja z iskano
vrednostjo, cˇe se ne ujema, se za naslednjo zbirko izbere polovico
trenutne zbirke, kjer elementi ustrezajo glede na velikost iskanega
elementa. Vse skupaj nato ponovimo na novi zbirki in ponavljamo
dokler ne najdemo ustrezen element oziroma je zbirka prazna.
2. Algoritmi za iskanje resˇitev problemov:
• Genetski algoritmi
Kot zˇe ime algoritma nakazuje, so pri razvoju uporabili za osnovo
genetski zapis. Algoritem spada v skupino evolucijskih algoritmov,
kjer kot osnovo za razvojno idejo uporabimo razlicˇne principe evo-
lucije. Postopek najprej nakljucˇno zgenerira neko resˇitev, nato pa
z evolucijskimi tehnikami, kot so dedovanje, mutacije in naravna
selekcija, to resˇitev spreminja, dokler ne pride do najboljˇse [1]. Za-
radi preprostosti lahko vecˇ takih mutacij poteka socˇasno in tako
pohitri iskanje, hkrati pa se tudi hitro zgodi, da iskanje kvalite-
tne resˇitve lahko traja dolgo, saj nikoli ne vemo, katera mutacija
je najboljˇsa, in moramo zato izvesti in testirati veliko mozˇnosti.
Poleg velike kolicˇine mozˇnih resˇitev je tu sˇe problem, da koliko
je neka resˇitev boljˇsa, je mogocˇe dolocˇiti zgolj s primerjanjem z
drugimi resˇitvami.
• Preiskovanje grafov:
Preiskovanje grafov poteka z algoritmi, kjer za iskanje resˇtve vsako
tocˇko problema predstavimo kot vozliˇscˇe, dokler ne sestavimo grafa
z vsemi povezavami med vozliˇscˇi in tako dobimo pregled vseh poti,
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ki potekajo od zacˇetka do resˇitve. Vsako pot lahko ocenimo s tezˇo
in nato s sesˇtevanjem tezˇ posameznih poti najdemo najustreznejˇso
pot do nasˇe resˇitve. Pri tem moramo paziti, da se pri iskanju resˇtve
ne ujamemo v cikel, kjer bi se ponavljale iste poti.
• Drevesno preiskovanje:
Drevesno preiskovanje je ena izmed oblik preiskovanja grafov, kjer
podatke oziroma podprobleme razdelimo v drevo in nato z izbiro
razlicˇnih vozliˇscˇ pridemo do koncˇne resˇitve. Algoritem je upora-
ben tako za iskanje resˇitve problemov, kot tudi za iskanje podat-
kov. (Cˇe zˇelimo uporabiti algoritem za iskanje podatkov, morajo
podatki biti ustreznega tipa, saj jih moramo kot pri binarnem is-
kanju tudi to najprej urediti, sˇele nato je iskanje ucˇinkovito in
hitro.) Iskanje se koncˇa, ko najdemo pravo resˇitev, ali ko nam
zmanjka ponujenih mozˇnosti. Paziti moramo, da so podatki ves
cˇas urejeni, saj le tako algoritem deluje pravilno. Zaradi vseh
omejitev je drevesno preiskovanje podatkov na prvi pogled zelo
podobno binarnemu iskanju, zgolj podatki so urejeni v drevo, kar
pa je lahko tudi problem, ko zgrajeno drevo ni uravnotezˇeno in
tako pri iskanju podatkov na eni strani lahko traja dlje kot na
drugi. Algoritem je veliko bolj uporaben, pri preiskovanju resˇitev
drevesa, vendar moramo tudi tu paziti, saj vsak problem ni pri-
meren za iskanje resˇitve na ta nacˇin.
2.2 Drevesni preiskovalni algoritem
Ko drevesni graf uporabimo za iskanje resˇitve, ga izdelamo tako, da zacˇetno
vozliˇscˇe predstavlja nasˇe zacˇetno stranje, vsak mozˇen korak iz zacˇetnega sta-
nja pa predstavlja podvozliˇscˇe. Vsakega od podvozliˇscˇ izberemo in pregle-
damo mozˇne korake iz njega ter jih dodamo kot njegova podvozliˇscˇa. Tako
pocˇasi z dodajanjem vozliˇscˇ izdelamo drevo, ki nakazuje vse mozˇne resˇitve
nasˇega problema. Drevesa lahko preiskujemo na vecˇ nacˇinov:
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1. Neinformirani algoritmi: Pri neinformiranih algoritmih preiskova-
nje ne uporablja nobenih dodatnih informacij in tako neusmerjeno in
sistematicˇno pregleduje celotno drevo.
• Gradnja v globino:
Pri gradnji v globino iz posameznega vozliˇscˇa vzamemo prvo pod-
vozliˇscˇe, dodamo njegova podvozliˇscˇa in korak ponovimo, dokler
ne pridemo do lista (koncˇnega vozliˇscˇa). Iz lista se vrnemo v za-
dnje vozliˇscˇe in ponovimo postopek za preostala podvozliˇscˇa. Tako
drevo gradimo najprej po eni poti do koncˇnega stanja, komaj nato
se odlocˇimo za drugo pot.
• Gradnja v sˇirino:
Pri gradnji drevesa v sˇirino iz vozliˇscˇa dodamo vsa podvozliˇscˇa
enega nivoja, vsakemu iz podvozliˇscˇ njegova, pri cˇemer se vracˇamo
nazaj in pazimo, da cˇez celotno drevo gradimo vozliˇscˇa istocˇasno,
brez da bi katerega predhodno zgradili v globino. Tako drevo
namesto po vejah gradimo po nivojih.
• Iterativno poglabljanje:
Iterativno poglabljanje je kombinacija obeh vrst, kjer grajenje v
globino omejimo na dolocˇeno sˇtevilo nivojev. Ko pregledamo vse
nivoje in ne najdemo ustrezne resˇitve, drevo zavrzˇemo, sˇtevilu ni-
vojev, ki jih zˇelimo pregledati, priˇstejemo 1 in postopke ponovimo.
Vse skupaj ponavljamo, dokler ne najdemo ustrezne resˇitve. Tako
se izognemo nepotrebnemu iskanju v globino in hkrati se drevo ne
sˇiri tako hitro.
2. Informirani algoritmi: Informirano ali hevristicˇno preiskovanje med
preiskovanjem uporablja hevristicˇno oceno in se glede na njeno vrednost
usmerja v bolj obetavno smer. S tem se gradnja drevesa zmanjˇsa, saj
se usmerimo le v obetavne smeri, medtem ko smeri, kjer je hevristicˇna
ocena manjˇsa, zanemarjamo. Tako se iskanje resˇitve pohitri in izboljˇsa.
Nekaj primerov:
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• Pozˇresˇno preiskovanje:
Algoritem je zaradi svojega delovanja lahko zelo uspesˇen ali pa
popolnoma neuspesˇen, saj deluje po principu vzemi najboljˇse, kar
imasˇ in se ne oziraj na ostalo. Delovanje namrecˇ poteka tako, da
v danem vozliˇscˇu izberemo, v danem trenutku, najbolj ustrezno
podvozliˇscˇe in se pomaknemo naprej. Pot, ki jo izbere na koncu,
je za algoritem najboljˇsa. Zaradi takega delovanja je algoritem
uspesˇen za zelo specificˇne probleme, kot je izbira denarja, ki ga
je potrebno vrniti in kot sito izbira bankovce oziroma kovance,
z najvecˇjo ustrezno vrednostjo, glede na ostanek, ki ga sˇe mora
vrniti [3].
• A*:
Algoritem A* svojo pot izbira na podlagi sesˇtevkov ocen poznanih
vozliˇscˇ. Med grajenjem drevesa se ves cˇas pregleduje ocene posa-
mezne poti, ter vsakicˇ, ko dodamo novo vozliˇscˇe, primerjamo novo
pot z ocenami poznanih. Med primerjanjem ugotovimo, katera je
najbolj ugodna pot v trenutno poznanem drevesu, in nadaljujemo
po njej. Tako zgradimo drevo samo okoli najlazˇjih poti, preosta-
nek pa zanemarimo. Grajenje takega drevesa ima velikokrat vi-
soko ceno pri porabi pomnilnika, vendar je algoritem vseeno eden
izmed bolj priljubljenih.
• IDA*:
IDA* zdruzˇuje algoritma A* in iterativno poglabljanje, kar po-
meni, da drevo pregledujemo na nacˇin, ki ga uporablja A*, vendar
pregled omejujemo v globino kot pri iterativnem pregledovanju.
Tako se v drevesu sˇe bolj osredotocˇimo samo na najboljˇse poti,
saj med vsako iteracijo pobriˇsemo trenutno drevo in tako odstra-
nimo nepotrebna vozliˇscˇa ter tako zmanjˇsamo porabo pomnilnika.
• Minimax:
Algoritem je namenjen iskanju naboljˇse akcije pri igrah z dvema
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igralcema. Vozliˇscˇa predstavljajo naslednje mozˇne akcije, vsa-
kemu vozliˇscˇu izracˇunamo mocˇ, ki predstavlja, kako ugodno je
za igralca. V osnovi deluje kot algoritem gradnje v globino, le da
se, ko pride v tocˇko odlocˇanja najboljˇse akcije, odlocˇa na podlagi
katerega igralca v tocˇki predstavlja oziroma glede na kateremu ni-
voju se nahajamo. Cˇe v tocˇki, kjer se nahaja, predstavlja igralca,
ki iˇscˇe akcijo, izbere pot, ki vsebuje najmocˇnejˇse vozliˇscˇe, ko pa
je v tocˇki, kjer predstavlja nasprotnika, pa izbira najˇsibkejˇse vo-
zliˇscˇe. Iz tega nacˇina izbiranja tudi izhaja ime, saj izbira vozliˇscˇa z
minimalno oziroma maksimalno vrednostjo. Zaradi prioritiziranja
gradnje v globino je lahko gradnja drevesa zelo dolga in posledicˇno
potratna. Za izboljˇsanje tega se velikokrat odlocˇimo za omejitev
nivojev, ki jih gradimo, in tako zmanjˇsamo drevo in pohitrimo
izgradjo.
Poglavje 3
Drevesno preiskovanje Monte
Carlo
Drevesno preiskovanje Monte Carlo (MCTS) je hevristicˇno drevesno preisko-
vanje, namenjeno iskanju najboljˇse odlocˇitve oziroma najboljˇse naslednje ak-
cije, najpogosteje uporabljen pri igrah z dvema igralcema. Za osnovo se upo-
rablja delovanje algoritma drevesnega priskovanja (v primeru iger z dvema
igralcema uporabimo Minimax), ki se ga nadgradi z metodo Monte Carlo,
ki nakljucˇno generira problem iz znanega stanja do koncˇnega stanja in tako
pridobi oceno vozliˇscˇa. S pomocˇjo ocene se nato algoritem odlocˇa, katero
akcijo naslednjo izvesti oziroma kaj narediti v naslednjem koraku.
3.1 Metode Monte Carlo
Metode Monte Carlo so metode, ki s pomocˇjo velikega sˇtevila simulacij ali
izracˇunov predvidevajo izid oziroma rezultat problema. V primeru dreve-
snega algoritma nakljucˇno zgenerirajo sestavljanje oziroma potek drevesa od
trenutno znanega stanja do koncˇnega stanja in tako pridobijo oceno, ko-
liko mozˇnosti imamo za uspeh, cˇe nadaljujemo po dolocˇeni poti. Zaradi
nakljucˇnega generiranja moramo uposˇtevati, da se med veliko kolicˇino na-
kljucˇno generiranih resˇitev najde tudi del resˇitev, ki niso ustrezene. Njihova
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uporaba je razsˇirjena predvsem v matematiki, fiziki in racˇunalniˇstvu, veliko
pa je sˇe podrocˇij, kjer se uporaba sˇele odkriva.
3.2 Delovanje algoritma
Algoritem deluje skozi cikel (Slika 3.1), v katerem izbiramo med znanimi
vozliˇscˇi, ko pa pridemo do nepoznanega dela, vozliˇscˇe razsˇirimo, izvedemo
simulacijo in na podlagi rezultata simulacije posodobimo ocene vozliˇscˇ.
Slika 3.1: Prikaz delovanja MCTS
1. Izbor vozliˇscˇa:
V zacˇetnem vozliˇscˇu pricˇnemo s pregledovanjem podvozliˇscˇ, med ka-
terimi izberemo vozliˇscˇe z najmocˇnejˇso oceno, ko izbiramo vozliˇscˇa za
poteze agenta in vozliˇscˇe z najslabsˇo oceno, ko izbiramo vozliˇscˇa za po-
teze nasprotnika. Izbiranje ponavljamo, dokler ne dosezˇemo vozliˇscˇa, ki
ali nima ocene, ali nima poznanih podvozliˇscˇ. V primeru, da imamo na
voljo vecˇ vozliˇscˇ, med katerimi so tudi vozliˇscˇa, ki sˇe nimajo izracˇunane
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ocene, izberemo enega izmed njih, ne glede na oceno ostalih. Tako za-
gotovimo, da ne bi priˇslo do tega, da kako vozliˇscˇe ne bi bilo obiskano in
s tem zmanjˇsamo mozˇnost napake. Cˇe pridemo do vozliˇscˇa, ki sˇe nima
ocene, ga izberemo kot osnovo za simulacijo, v nasprotnem primeru
najprej izvedemo sˇiritev vozliˇscˇa.
2. Sˇiritev vozliˇscˇa:
Sˇiritev vozliˇscˇa lahko izvedemo, ko ima vozliˇscˇe, v katerem se trenutno
nahajamo, zˇe izracˇunano osnovno mocˇ. V takem primeru pogledamo,
katere so mozˇne sledecˇe akcije in jih kot podvozliˇscˇa dodamo zadnjemu
vozliˇscˇu in enega izmed njih izberemo za osnovo simulacije. V primeru,
da sˇiritev ni mozˇna, ker je to koncˇno vozliˇscˇe, se namesto simulacije
zgodi zgolj posodobitev ocen.
3. Simulacija:
Iz trenutno zadnjega znanega vozliˇscˇa poiˇscˇemo akcije, ki so nam na
voljo in izbermo eno nakljucˇno, ali prvo, ki je na voljo. Izbiranje ak-
cij ponavljamo, dokler simulacija ne pride do koncˇnega stanja in tako
pridobimo rezultat, ki bi nastal z tem naborom akcij. Po koncu simu-
lacije del dreves, ki je bil zgrajen med simulacijo, zavrzˇemo, ter tako
poskrbimo, da nima vpliva na prihodnje izracˇune oziroma simulacije.
4. Posodobitev ocen:
Po pridobitvi rezultata ga ovrednotimo in rekurzivno posodobimo re-
zultate vseh vozliˇscˇ, izbranih pred simulacijo. Ko posodobimo rezultat
in sˇtevilo obiskov v vseh izbranih vozliˇscˇih, uporabimo MCTS formulo
in vsem znanim vozliˇscˇem v drevesu ponovno izracˇunamo oceno ter
tako pridobimo novo stanje.
Celoten postopek ponavljamo, kolikorkrat se za to odlocˇimo, oziroma,
dokler ne porabimo vsega cˇasa, namenjenega za izvajanje simulacij. Po koncu
vseh simulacij se izracˇuna mocˇ vozliˇscˇ kot razmerje sˇtevila obiskov in sˇtevila
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zmag (mocˇ = zmage/obiski) in se izbere vozliˇscˇe z najboljˇsim razmerjem, kot
naslednjo izvedeno akcijo.
3.3 UCT Formula
Za izracˇun ocene mocˇi posameznega vozliˇscˇa se uporabljajo razlicˇne formule.
Prvo formulo za izracˇun ocen, imenovano UCT (Upper Confidence Bound
for Trees), sta razvila Levente Kocsis in Csaba Szepesva´ri [2].
Formula (3.1) za racˇunanje ocene mocˇi vozliˇscˇ, ki predstavljajo akcijo
agenta:
UCT =
wi
ni
+ c ∗
√
lnNi
ni
(3.1)
Formula (3.2) za racˇunanje ocene mocˇi vozliˇscˇ, ki predstavljajo akcijo
nasprotnika:
UCT =
wi
ni
− c ∗
√
lnNi
ni
(3.2)
• wi - predstavlja sˇtevilo zmag vozliˇscˇa po izvedeni i-ti akciji
• ni - predstavlja sˇtevilo simulacij z uporabo vozliˇscˇa po izvedeni i-ti
akciji
• Ni - predstavlja skupno sˇtevilo iteracij po izvedeni i-ti akciji oziroma
sˇtevilo iteracij na starsˇevskem vozliˇscˇu
• c - predstavlja konstanto preiskovanja, s katero nadzorujemo, kako na
oceno drevesa vpliva neobiskanost vozliˇscˇa. Viˇsja kot je konstanta, vecˇji
del ocene predstavlja neobiskanost in tako poskrbimo, da so vozliˇscˇa
obiskana enakomerno. Najvecˇkrat uporabljena vrednost konstante je√
2, vendar se lahko za njeno velikost odlocˇimo poljubno, primerno
glede na posamezen problem.
Prvi del formule (
wi
ni
) predstavlja mocˇ vozliˇscˇa, glede na trenutno stanje
po simulacijah, drugi del (c ∗
√
lnN i
ni
), pa predstavlja mocˇ raziskovanja
oziroma vpliv neraziskanosti vozliˇscˇa. Manj kot je vozliˇscˇe raziskano,
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vecˇji je rezultat drugega dela in tako povecˇa celotno oceno vozliˇscˇa ter
spodbudi k raziskovanju.
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Poglavje 4
Igra mlin
4.1 Opis igre
Mlin je namizna stratesˇka igra (Slika 4.1), ki so jo igrali zˇe stari Rimljani. Pri
igri poskusˇa igralec z izvajanjem akcij s svojimi zˇetoni sestaviti mlin (trije
zˇetoni v vrsti) in tako nasprotniku odvzeti njegove. Zmaga igralec, ki prvi
nasprotniku odstrani 7 zˇetonov in mu tako onemogocˇi, da bi sestavil mlin.
Slika 4.1: Namizna igra mlin
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4.1.1 Pravila igre
Plosˇcˇa je sestavljena iz sˇtirindvajsetih sticˇiˇscˇ povezav oziroma polj, kamor
lahko postavimo zˇetone. Vsak izmed igralcev ima na voljo 9 zˇetonov, s
katerimi z izvajanje razlicˇnih potez skozi igro poskusˇata dosecˇi mlin.
1. Polaganje zˇetonov: Igra se zacˇne s polaganjem zˇetonov na plosˇcˇo.
Igralca izmenicˇno polagata zˇetone na prazna polja. Cˇe med polaga-
njem kateri izmed igralcev sestavi mlin, lahko odstrani enega izmed
nasprotnikovih zˇetonov.
2. Premikanje zˇetonov: Ko igralca polozˇita vse zˇetone, se igra pre-
makne v drugo fazo, kjer igralci premikajo svoje zˇetone in ponovno
poskusˇajo dosecˇi mlin. Posamezen zˇeton lahko igralec premakne le na
sosednje prazno polje. Kot sosednja polja sˇtejejo vsa, do katerih ima
trenutno polje zˇetona izdelano povezavo na plosˇcˇi.
3. Skakanje: Ko igralcu ostanejo samo sˇe trije zˇetoni, lahko z njimi zacˇne
skakati. Skok pomeni premik zˇetona na poljubno prazno polje, ne glede
na povezave, torej tudi, cˇe to polje ni sosednje.
4. Odstranjevanje: Cˇe igralec sestavi mlin, lahko izbere enega od na-
sprotnikovih zˇetonov in ga odstrani iz plosˇcˇe. Pri tem mora paziti, saj
zˇetonov, ki sestavljajo nasprotnikov mlin, ne sme odstaniti. Zˇetone, ki
sestavljajo mlin, lahko odstranjuje le v primeru, da ni na voljo nobe-
nega zˇetona, ki ne sestavlja mlina.
Poleg zmage z odvzemanjem zˇetonov lahko uporabnik zmaga tudi tako,
da nasprotniku onemogocˇi nadaljnje akcije in ga tako prisili v predajo. V
primeru, da se stanje na plosˇcˇi ponovi, se razglasi remi in igra se koncˇa.
4.1.2 Variacije igre
Poleg verzije igre, ki je uporabljena v nalogi, obstajajo tudi razlicˇice z drugacˇnimi
sˇtevili zˇetonov oziroma z drugacˇno velikostjo plosˇcˇe.
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• Razlicˇica s tremi zˇetoni (Slika 4.2):
Igra se igra na plosˇcˇi z devetimi pozicijami (podobno kot Tri v vr-
sto), kjer igralec poskusˇa dosecˇi mlin in zmagati. Po koncu polaganja
zˇetonov lahko uporabnik premika zˇetone kamorkoli zˇeli. Obstaja pa
tudi razlicˇica, kjer lahko uporabnik zˇetone premika le na sosednja polja
brez preskakovanj [4].
• Razlicˇica s sˇestimi zˇetoni:
Za igro s sˇestimi zˇetoni se uporabla plosˇcˇo z dvema obrocˇema (Slika
4.3), brez diagonalnih povezav. Igra te velikosti je bila najbolj popu-
larna v srednjem veku, vendar je s cˇasom izgubila na popularnosti. Na
isti plosˇcˇi se igra tudi igro s petimi zˇetoni, cˇe pa dodamo sˇe krizˇ v
sredini, se lahko igra igra s sedmimi zˇetoni [5].
• Razlicˇica z dvanajstimi zˇetoni (Slika 4.4):
Najvecˇja izmed vseh je razlicˇica z dvanajstimi zˇetoni na igralca. Ker
je sˇe vedno na voljo samo 24 pozicij, lahko igralca med polaganjem
zˇetonov popolnoma zapolneta plosˇcˇo, brez da bi kdo izgubil kak zˇeton.
V takem primeru je v igri priˇslo do izenacˇenja, saj nobeden od njiju ne
more narediti nobenega premika. Na sami plosˇcˇi pa so poleg sredinske
povezave med obrocˇi tudi diagonalne povezave med koti obrocˇev. Ta
razlicˇica je popularna v Juzˇnoafriˇski republiki, kjer je poznana pod
imenom Morabaraba [6] in je uveljavljena kot sˇport.
• Razlicˇica z desetimi zˇetoni:
Poleg osnovnih razlicˇic obstaja tudi razlicˇica z desetimi zˇetoni ali Lasker
morris [7], avtorja sˇahista Emanuela Laskerja. V njegovi razlicˇici, ki
temelji na igri mlin z devetimi zˇetoni, so premiki dovoljeni zˇe med prvo
fazo igre, torej se lahko igralec odlocˇi, ali bo polozˇil nov zˇeton, ali zgolj
premaknil trenutne.
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Slika 4.2: Plosˇcˇa razlicˇice s tremi zˇetoni
Slika 4.3: Plosˇcˇa razlicˇice s sˇestimi zˇetoni
Diplomska naloga 19
Slika 4.4: Plosˇcˇa razlicˇice z dvanajstimi zˇetoni
4.2 Moja igra
Igra omogocˇa igranje proti agentu, ki za svoje razmiˇsljanje med izbiranjem
naslednje poteze uporablja MCTS. V namen testiranja sem izdelal dve razlicˇici
igre: razlicˇico s tremi zˇetoni in razlicˇico z devetimi. Pri manjˇsi razlicˇici sem
za iskanje naslednje poteze uporabil samo MCTS, pri vecˇji razlicˇici pa se
zaradi boljˇsega delovanja sˇtevilo mozˇnih potez omeji z izbiro ustreznejˇsih.
4.2.1 Opis delovanja
Delovanje programa se deli na tri dele: prvi del skrbi za igranje nasprotnika,
drugi za delovanje posameznega zˇetona in tretji za delovanje agenta oziroma
simuliranje igre med iskanjem naslednje poteze.
1. Nasprotnikov del:
Med samo igro moramo paziti, kaksˇno je stanje na plosˇcˇi, ter v kateri
stopnji je igra. V ta namen sledimo sˇtevilu zˇetonov posamezne barve na
plosˇcˇi ter kateri igralec je trenutno na vrsti. Po izvedbi vsakega premika
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se igralec zamenja, stanje na plosˇcˇi se posodobi in, cˇe je naslednji igralec
agent, poklicˇemo del igre, ki skrbi za to. Paziti moramo, ali so premiki
igralca dovoljeni, ali je uporabnik sestavil linijo treh zˇetonov in ali ima
uporabnik na voljo sˇe kaksˇno potezo. Po vsakem premiku, sˇe posebej
po odstranitvi zˇetonov, preverimo ali ima nasprotnik sˇe dovolj zˇetonov
oziroma ali ima na voljo sˇe kak premik in tako preverimo, ali je konec
igre.
2. Delovanje zˇetona:
V tem delu zaznavamo klike na posamezen zˇeton ter pravilno spremi-
njamo njegovo stanje glede na stanje igre. Ves cˇas pa je potrebno paziti,
da je klik na zˇeton dovoljen, saj bi drugacˇe lahko igralec med premika-
njem kliknil na mesto, kjer je zˇeton nasprotnika ali pa na prazno mesto
oziroma svoj zˇeton, med odstranjevanjem.
3. Agent:
Ko izdelujemo agenta, moramo uposˇtevati, da je to razlicˇica igralca,
katerega delovanje je potrebno nadzorovati, brez da bi to uporabnik
opazil, torej brez vpliva na del, ki skrbi za prikaz na zaslon. Zato sem v
ta namen izdelal igro tako, da lahko del, ki nadzoruje agenta, odstranim
in igra sˇe vedno ostane delujocˇa, vendar sta za igranje potrebna dva
cˇlovesˇka igralca.
Celotna enota se deli na vecˇ delov, potrebnih za simulacijo, ki sku-
paj poskrbijo, da lahko agent igra povsem svojo namiˇsljeno igro brez
cˇlovesˇkega igralca.
• Simuliacija:
Najpomembnejˇsi del predstavlja izvajanje simulacij, ker se za iz-
biro naslednje poteze izvaja MCTS, za kar potrebujemo dve manjˇsi
metodi. Najprej je pomembno, da pravilno izracˇunavamo mocˇ vo-
zliˇscˇa po koncu simulacije.
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private void CalculatePower (Node node)
{
node.power = 0;
foreach (Node child in node.children) {
CalculatePower (child);
}
if (node.usageNumber > 0) {
if (node.parent != null) {
node.power = (node.victories / node.usageNumber)
+ ((int)node.pieceState * (c * (Mathf.Sqrt (
Mathf.Log (node.parent.usageNumber) / node.
usageNumber))));
}
}
}
Ker je to igra, kjer se igralca izmenjujeta, se v formuli uposˇteva Mi-
nimax algoritem in se tako izmenjujocˇe priˇsteva oziroma odsˇteva
del formule, kjer se uposˇteva mocˇ preiskovanja manj poznanih vo-
zliˇscˇ. V ta namen je uporabljen igralec v tem vozliˇscˇu, ki je shra-
njen kot stanje zˇetona in ima vrednost -1 za cˇlovesˇkega igralca in
1 za vozliˇscˇe, ki predstavlja agenta. Izracˇun mocˇi se izvede nad
vsemi vozliˇscˇi v drevesu po koncu vsake simulacije in tako skrbi
za pravilno izbiro naslednje poteze.
Drugi pomemben del simulacije je izbira pravilnega vozliˇscˇa, kjer
moramo ravno tako uposˇtevati, da je osnova algoritem Minimax
in se tako izbira najmocˇnejˇse vozliˇscˇe za AI igralca in najslabsˇe
vozliˇscˇe za cˇlovesˇkega igralca.
public Node SelectStrongest (System.Collections.
Generic.List <Node > children)
{
System.Collections.Generic.List <Node > strongest =
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new System.Collections.Generic.List <Node > ();
if (children [0]. pieceState == PieceStates.aiPlayer
) {
double maxPower = children [0]. power;
foreach (Node child in children) {
if (child.power > maxPower) {
strongest.Clear ();
maxPower = child.power;
strongest.Add (child);
} else {
if (child.power == maxPower) {
strongest.Add (child);
}
}
}
} else {
double minPower = children [0]. power;
foreach (Node child in children) {
if (child.power < minPower) {
strongest.Clear ();
minPower = child.power;
strongest.Add (child);
} else {
if (child.power == minPower) {
strongest.Add (child);
}
}
}
}
Node strongestNode = strongest [Random.Range (0,
strongest.Count - 1)];
return strongestNode;
}
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Tako z uporabo MCTS iˇscˇemo poteze, ki so nam najbolj ustrezne
in se na njih osredotocˇamo. V primeru, ko imamo na izbiro vecˇ
enakovrednih potez, pa se odlocˇimo z nakljucˇnim izborom ene
izmed potez v izboru najboljˇsih.
• Iskanje naslednje poteze:
Delovanje metode za iskanje poteze je razdeljeno na sˇtiri razlicˇne
dele, odvisno v kateri fazi je igra.
(a) Polaganje zˇetonov:
Najprej zˇetone polagamo na prazna mesta na plosˇcˇo, glede na
ustreznejˇse pozicije in poskusˇamo zˇe med tem sestavljati mlin
oziroma ga preprecˇiti nasprotniku. Ko polozˇimo vse zˇetone,
igra preide v fazo premikanja.
(b) Zacˇetek premika zˇetona:
Vsak premik se zacˇne z izbiro vseh zˇetonov, ki imajo omogocˇen
kaksˇen premik in izbiro najustreznejˇsega. Ko si izberemo naj-
ustreznejˇsi zˇeton, si ga moramo zapomniti, saj le tako lahko
premik opravimo pravilno.
(c) Konec premika zˇetona:
Ko imamo izbran zˇeton, ki ga bomo premaknili, pregledamo,
kaksˇne so mozˇnosti premika in eno izmed njih izberemo. Pri
tem poskusˇamo sestaviti mlin ali zapreti nasprotnika.
(d) Odstranjevanje zˇetonov:
Cˇe igralcu uspe sestaviti mlin, moramo izbrati vse zˇetone, ki
jih nasprotnik lahko odstrani. Pri tem moramo paziti, da
ne odstranjujemo zˇetonov, ki sestavljajo nasprotnikove mline,
razen cˇe so to edini zˇetoni na voljo. Zaradi preprostosti te
stopnje te poteze ne ocenjujemo, tako so vse poteze izenacˇene
in se odlocˇitev popolnoma prepusti MCTS.
• Ocenjevanje potez:
Za zmanjˇsanje sˇtevila mozˇnih potez se med izibiranjem ustre-
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znih potez opravi pregled in ocenitev posamezne poteze, ter tako
zmanjˇsa nabor ustreznih akcij na nekaj najmocˇnejˇsih. Npr. med
polaganjem zˇetonov, se kot najboljˇse poteze oceni poteze, ki bi
sestavile mlin, sledijo poteze, ki preprecˇijo nasprotnikov mlin, ko
pa nobena taka poteza ni na voljo, so vse poteze enakovredne.
Tako izmed vseh mozˇnih potez izlusˇcˇimo najmocˇnejˇse in se osre-
dotocˇimo zgolj na njih.
• Premikanje:
Pri premikanju je potrebno paziti, da je premik dovoljen, saj se
skozi igro pravila premikanja spreminjajo. Za pravilen zacˇetek
premika je najprej potrebno paziti, da izberemo zˇeton, ki se lahko
premakne. Vsak premik moramo shraniti in tako navidezno igrati
igro, saj le tako lahko ustvarimo realno simulacijo in preverimo
rezultat nakljucˇno generirane igre. Paziti moramo pa tudi, da po
koncu vsake simulacije stanje igre povrnemo v zacˇetno stanje in
nato med pomikom po drevesu izvajamo poteze, ki so v posame-
znem vozliˇscˇu.
• Preverjanje, ali sˇe obstaja kaksˇna poteza:
Pred vsako menjavo igralcev pa moramo preveriti tudi, ali ima
nasprotnik sˇe na voljo kako potezo, saj je v nasprotnem primeru
igre konec.
4.2.2 Najvecˇji problemi
• Dolocˇanje, na katere linije vpliva zˇeton:
Eden vecˇjih problemov oziroma stvari, na katere moramo paziti, da
vsak zˇeton vpliva na oziroma nanj vplivata dve liniji na plosˇcˇi. Tako
je potrebno najprej dolocˇiti, kje se zˇeton nahaja oziroma katere linije
moramo pregledati, ali se v njihovi smeri dogaja, kar nas zanima. Zato
je zˇetone najlazˇje deliti na te, ki se nahajajo v kotu obrocˇev, ter tiste,
ki se nahajajo na linijah, ki povezujejo obrocˇe.
Diplomska naloga 25
• Zaznavanje mlina:
Zaznavanje, ali je zˇeton, ko ga polozˇimo na plosˇcˇo oziroma po koncu
premika v mlinu, je zelo pomemben del igre, saj je to nekako cilj vseh
premikov. Zato je to potrebno izvajati pravilno, pri tem posebno pa-
ziti, saj razlicˇni zˇetoni lahko sestavljajo razlicˇne mline. Zˇetoni, ki se
nahajajo v kotih, lahko sestavljajo mlin na linijah desno od sebe in
linijah levo od sebe, zˇetoni na povezavah, pa lahko sestavljajo mlin na
povezavi med obrocˇi, ter stranici obrocˇa, na kateri se nahajajo.
• Dolocˇanje naslednje poteze:
Iskanje naslednje poteze je zahtevno, ker moramo paziti, kaj se je zgo-
dilo pred njo, kajti cˇe se odlocˇimo za en nepravilen korak, se igra po-
polnoma spremeni in igra se lahko koncˇa popolnoma drugacˇe, kot bi se
morala. Paziti moramo tudi, da izberemo le zˇetone, ki lahko izvedejo
naslednjo potezo.
• Ocenjevanje potez:
Za zmanjˇsanje sˇtevila mozˇnih potez se ocenjujejo, glede na vrednosti, ki
jo predstavljajo igralcu. Tako dobimo poteze, ki so za nasprotnika bolj
vredne in se osredotocˇimo nanje, ter tako odstranimo tiste, ki so
”
ne-
smiselne“. Razlicˇne poteze imajo razlicˇne vrednosti, vendar se v vecˇini
primerov uporabi priotiziranje potez, ki sestavijo mlin, sledijo poteze,
ki preprecˇijo nasprotniku sestavo mlina in sˇele nato sledijo preostale.
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Poglavje 5
Pregled delovanja
Za testiranje je bil uporabljen cˇlovesˇki igralec, ki je za igranje uporabljal
razlicˇne strategije.
Strategija 1:
Nakljucˇni izbor poteze, ne glede na stanje na plosˇcˇi, brez usmeritve.
Strategija 2:
Prioriteta igralca je sestavljanje lastnega mlina, ne glede na postavitev
nasprotnika. Igralec ves cˇas poskusˇa postavljati zˇetone poleg svojih oziroma
premikati zˇetone blizˇje prostoru, kjer bi lahko sestavil mlin.
Strategija 3:
Igralec poskusˇa preprecˇiti, da bi agent sestavil lasten mlin. Tako ves
cˇas postavlja zˇetone poleg nasprotnikovih oziroma v primeru, da agent nima
mozˇnosti sestaviti mlina, sestavlja svojega in prednostno odstranjuje naspro-
tnikove zˇetone, ki imajo vecˇjo mozˇnost sestave mlina.
Strategija 4:
Mesˇani izbor potez, izbere se potezo, ki v danem trenutku izgleda naj-
boljˇsa.
Vse strategije so testirane na obeh razlicˇicah igre, ter tako v igri, kjer kot
prvi zacˇne cˇlovesˇki igralec, ter v igri, kjer prvi zacˇne agent. Vsaka strategija
je bila odigrana desetkrat in se preverilo razmerje zmag med igralci.
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5.1 Razlicˇica z devetimi zˇetoni
Zacˇetni igralec Strategija 1 Strategija 2 Strategije 3 Strategija 4
Cˇlovek Cˇlovek: 0 Cˇlovek: 7 Cˇlovek: 10 Cˇlovek: 5
Agent: 10 Agent: 3 Agent: 0 Agent: 5
Agent Cˇlovek: 0 Cˇlovek: 6 Cˇlovek: 10 Cˇlovek: 10
Agent: 10 Agent: 4 Agent: 0 Agent: 0
Tabela 5.1: Rezultati razlicˇice z devetimi zˇetoni
Pri razlicˇici z 9 zˇetoni (Slika 5.1) ima velik vpliv na igro agenta prioritizi-
ranje potez, saj tako agent hitreje iˇscˇe ustreznejˇse poteze in tako otezˇuje igro
nasprotniku. V primeru, da nasprotnik naslednjo potezo izbira nakljucˇno,
nima mozˇnosti za uspeh, saj prioritizacija potez v kombinaciji z MCTS hi-
tro sestavlja mline. Tako AI zˇe med polaganjem zˇetonov sestavlja mline in
uporabniku odstranjuje njegove zˇetone in tako hitro dosezˇe zmago.
Ko pa proti AI igra igralec, ki ima dolocˇeno strategijo, se rezultati razli-
kujejo glede na strategijo. Kot vidimo po rezultatih v Tabeli 5.1, se AI boljˇse
obnese kadar se brani oziroma zapira cˇlovesˇkega igralca. Velik vpliv na ta
rezultat ima algoritem, ki ocenjuje mocˇ potez, saj je v zacˇetku usmerjen v
preprecˇevanju zmage cˇlovesˇkega igralca in ga tako, v primeru, ko algoritem
napada, lahko hitro oslabimo z zapiranjem njegovih potez.
Slika 5.1: Igra z devetimi zˇetoni
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5.2 Razlicˇica s tremi zˇetoni
Delovanje manjˇse razlicˇice (Slika 5.2) je drugacˇno kot delovanje vecˇje razlicˇice.
Za delovanje agent uporablja zgolj MCTS brez ocenjevanja in prioritiziranja
potez. Vseeno pa je za boljˇse delovanje potrebno izdelati manjˇse prilagodi-
tve, saj med igro spreminjam paramtere, ki sestavljajo formulo UCT. Pro-
blem nastane, ker agent po normalnem delovanju sili k sestavljanju svojega
mlina, zato je potrebno poskrbeti, da najprej zapira nasprotnika, po koncu
polaganja pa preide k sestavljanju svojega mlina. Zˇal je, zaradi majhnosti
plosˇcˇe, tezˇko preprecˇi igralcu sestaviti mlin oziroma tako postaviti zˇetone, da
bi lahko agent sam sestavil mlin pred nasprotnikom.
Zacˇetni igralec Strategija 1 Strategija 2 Strategije 3 Strategija 4
Cˇlovek Cˇlovek: 1 Cˇlovek: 5 Cˇlovek: 9 Cˇlovek: 9
Agent: 9 Agent: 5 Agent: 1 Agent: 1
Agent Cˇlovek: 0 Cˇlovek: 3 Cˇlovek: 8 Cˇlovek: 9
Agent: 10 Agent: 7 Agent: 2 Agent: 1
Tabela 5.2: Rezultati razlicˇice s tremi zˇetoni
Po rezultatih v Tabeli 5.2 vidimo, da tudi manjˇsa razlicˇica, kljub drugacˇnemu
algoritmu, deluje podobno kot vecˇja. Tudi pri tej opazimo, da kadar cˇlovesˇki
igralec napada in pri tem ne uporablja obrambnih potez, je agent bolj uspesˇen,
sej ravno tako prioritizira zapiranje nasprotnika. Kljub temu, da po polozˇitvi
vseh zˇetonov algoritem spremeni svoje delovanje v bolj napadalno, je v ve-
liki nemocˇi kadar nasprotnik napada, saj ga zaradi majhnosti plosˇcˇe tezˇko
zaustavi. Sˇe posebej tezˇko pride do zmage, kadar nasprotnik hkrati izvaja
poteze, ki skrbijo za sestavljanje mlina in socˇasno zapirajo agenta.
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Slika 5.2: Igra s tremi zˇetoni
5.3 Opazˇanja
Pri delovanju agenta lahko opazimo, da je potrebno nekako prioritizirati po-
teze, saj se drugacˇe prehitro osredotocˇi na napacˇno potezo. Na to ima najbrzˇ
manjˇsi vpliv tudi nakljucˇno izbiranje izenacˇenih potez, saj tako hitro lahko
pride do izbora poteze, ki z vidika cˇlovesˇkega igralca ni najboljˇsa poteza.
Velik vpliv ima tudi velikost plosˇcˇe, saj se pri manjˇsih potezah hitro lahko
zgodi, da si agent med simulacijo zgenerira igro, po kateri kljub slabi zacˇetni
potezi na koncu z nakljucˇno generacijo pride do zmage.
Drugi kriterij, ki vpliva na iskanje uspesˇne poteze, predstavlja ocenjeva-
nje zmage oziroma poraza, saj se v primeru, da je zmaga predobro ocenjena,
MCTS tezˇje osredotocˇi na slabsˇe raziskana vozliˇscˇa. Poleg teh spremenljivk
pa je potrebno paziti tudi na sˇtevilo simulacij, saj lahko premajhno sˇtevilo
simulacij pri igrah z velikim sˇtevilom potez, kot je vecˇja razlicˇica mlina, pov-
zrocˇi, da simulacije ne raziˇscˇejo dovolj in tako slabo oceni mocˇ vozliˇscˇa. Paziti
pa moramo tudi, da sˇtevilo simulacij ni preveliko, saj se tako, v primeru, da
je bilo izbrano slabo vozliˇscˇe, ki je vseeno uspelo, prevecˇ osredotocˇimo na
samo eno vozliˇscˇe in mu tako povecˇujemo mocˇ.
Iz rezultatov hitro opazimo, da ima velik vpliv na delovanje tudi usmerja-
nje izbora potez agenta. Vidimo, da je bolj uspesˇen v primerih, ko nasprotnik
napada, saj je algoritem bolj usmerjen v obrambne poteze oziroma v poteze,
ki preprecˇujejo cˇlovesˇkemu igralcu sestavo mlina. Tudi v primeru, ko igra
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uporablja zgolj MCTS za delovanje, pride do usmerjanja preko vrednosti v
formuli za racˇunanje mocˇi oziroma razlicˇno vrednotenje rezultatov igre, glede
na stopnjo, v kateri se igra nahaja.
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Poglavje 6
Tehnologije in orodja
6.1 Unity
Unity3D je igralni pogon, s podporo za vecˇ razlicˇnih operacijskih sistemov, ki
ga je razvilo podjetje Unity Technologies. V zacˇetku je bil ta pogon namenjen
predvsem 3D igram, vendar so v zadnjih letih naredili veliko napredka tudi v
podpori 2D, saj se predvsem trg mobilnih iger zelo sˇiri, tu pa so bolj uporabne
2D igre. Zaradi vsesplosˇne uporabnosti je uporaba pogona zelo razsˇirjena in
posledicˇno ni tezˇko najti pomocˇi oziroma odgovorov na vprasˇanja v povezavi
s kako kaj narediti.
6.1.1 Programsko okolje Unity
Za lazˇje razvijanje scene in objektov so pri Unity razvili svoj programski
vmesnik (Slika 6.1), preko katerega z lahkoto sestavimo zaslone igre in jih
povezˇemo s kodo. Tako si lazˇje predstavljamo, kako bodo stvari izgledale,
brez da bi morali zagnati igro. V njem si izdelamo vse objekte od 2D do
3D in jih uredimo v zacˇetno stanje na zaslonu, jim nastavimo vse potrebne
lastnosti, ter dodamo potebne komponente, kot so zvok, tocˇke za zaznavnje
trkov in ostale. S tem si olajˇsamo razvoj, saj za velik del delovanja nasˇe igre
poskrbi zˇe sam pogon.
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Slika 6.1: Uporabniˇski vmesnik Unity
6.1.2 MonoDevelop
Poleg samega izgleda zaslona pa je potrebno poskrbeti tudi za pravilno de-
lovanje in premikanje stvari, ki se na njej nahajajo. V ta namen imamo na
voljo Microsoft Visual Studio ali MonoDevelop (Slika 6.2). MonoDevelop je
program za pisanje kode, namenjene izvajanju v okolju Unity. Kljub temu,
da je program namenjen splosˇnemu programiranju in se v njem lahko razvija
v vecˇih jezikih, se zaradi odlocˇitve razvijalcev pogona Unity za razvoj iger z
njihovim pogonom uporablja zgolj sˇe C#. Ko ustvarjamo skripte za posame-
zne objekte, jih povezˇemo z objektom na zaslonu in tako poskrbimo, da se
vse dogajanje z objektom izvaja tudi na skripti, cˇe definiramo vse potrebne
metode, ter po potrebi skozi igro spreminjamo lastnosti objekta oziroma nje-
govo delovanje.
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Slika 6.2: Uporabniˇski vmesnik MonoDevelop
6.2 Programski jezik C#
C ali
”
C sharp“ je objektno orientiran jezik, ki ga je razvil Microsoft, za
potrebe razvoja v okolju .NET in kot konkurenca jeziku Java. Cilj razvoja
je bil sodoben objekto orientiran jezik, na osnovi jezika C. Danes je uporaba
razsˇirjena, od razvoja programov, do internetnih skript, z razvojem raznih
programov, kot je Unity ali Xamarin, pa lahko z njim razvijamo tudi aplika-
cije za mobilne naprave in igre.
Kot ime so na zacˇetku uporabljali Cool (C-Like Object Oriented Langu-
age), vendar so ga spremenili v C#, da bi se izognili potencialnim problemom
z imenom znamke [8]. Za ime so raje izbrali C#, kjer znak # predstavlja
glasbeno lastnost zviˇsanja tona (viˇsaj), podobno kot C++, kjer ++ predsta-
vlja povecˇanje za 1. Ker # lahko predstavlja tudi 4 znake + v mrezˇi, so s
tem hoteli nakazati, da je jezik nadgradnja jezika C++ [9].
Ker jezik sˇe danes aktivno razvijajo in izboljˇsujejo, s tem poskrbijo za
novosti ter za to, da je jezik v koraku s cˇasom in poskrbijo za vse vecˇjo
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uporabnost. Zaradi svoje sintakse in oblike, je koda napisana v C#, lahko
berljiva in jezik je lahek za ucˇenje, hkrati pa nam ponuja tudi dovolj zahtev-
nejˇsih funkcij, s katerimi lahko izdelamo kompleksne in napredne izdelke.
Poglavje 7
Sklepne ugotovitve
Po celotnem pregledu in opazovanju lahko vidimo, da je MCTS pri igrah,
kljub svoji preprostosti, treba izvesti previdno in premiˇsljeno, saj lahko
napacˇna ali prevecˇ preprosta uporaba hitro pripelje do nepravilnega delova-
nja. Kljub svoji mocˇi je to algoritem, za katerega, cˇe hocˇemo dosecˇi pravilno
delovanje, moramo poskrbeti, da nima na voljo prevecˇ vozliˇscˇ. Na zˇalost se
v primeru, ko ima na voljo veliko sˇtevilo vozliˇscˇ, hitro zgodi, da se osredotocˇi
na napacˇno vozliˇscˇe in nam tako ponudi napacˇne rezultate. Seveda je vse
odvisno, kaksˇne rezultate pricˇakujemo oziroma iˇscˇemo. Ko ga uporabimo za
iskanje resˇitev manjˇsih problemov, pa lahko uporabimo zgolj MCTS, saj je
dovolj uspesˇen, da sam poiˇscˇe pravo resˇitev.
Kadar ga uporabljamo, moramo vedno paziti, da pravilno ocenimo, kaj
zˇelimo iskati, ter velikost raziskovanja, s pravilnim sˇtevilom simulacij in pravo
velikost konstante za preiskovanje manj raziskanih vozliˇscˇ. Preveliko sˇtevilo
simulacij tudi lahko povzrocˇi, da se samo simuliranje dogaja predolgo ozi-
roma je pomnilniˇsko prevecˇ zahtevno. Torej za pricˇakovano delovanje se
moramo pravilno odlocˇiti za pravilno velikost vecˇih parametrov, ki imajo
vsak posamezno majhen vpliv, skupno pa lahko povzrocˇijo velike razlike.
Za pravilno delovanje pri vecˇjih igrah moramo torej poskrbeti, da se
MCTS odlocˇa samo med potezami, ki so v dani situaciji ustreznejˇse. Saj
se v nasprotnem primeru lahko zgodi, da se osredotocˇi na napacˇne poteze in
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tako ne deluje pravilno. Za boljˇse rezultate lahko formulo za racˇunanje mocˇi
tudi priredimo, vendar moramo paziti, da se s tem ne osredotocˇimo prevecˇ
na vozliˇscˇa, ki so ustreznejˇsa za razvijalca oziroma vozliˇscˇa, ki po nasˇi oceni
predstavljajo pravilno delovanje.
MCTS je torej algoritem, ki je samostojno dovolj mocˇan zgolj za manjˇse
probleme. Ko pa ga uporabimo pri resˇevanju vecˇjih problemov, moramo
uporabiti hevristicˇne metode za izboljˇsanje njegovega delovanja oziroma je
sam algoritem hevristicˇna metoda za izboljˇsanje delovanja algoritmov, ki
iˇscˇejo resˇitve. Seveda moram pri tem opozoriti, da sem za svojo igro uporabil
zgolj osnovni MCTS, saj obstaja veliko izboljˇsav oziroma predvsem veliko
sprememb na formuli za racˇunanje mocˇi, vendar je potrebno paziti, saj je
to velikokrat dopolnitev formule, ki izboljˇsa rezultate na problemu, kjer je
uporabljena, drugje pa bi lahko bila popolnoma zgresˇena.
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