Abstract-Down Syndrome is a common disorder which causes intellectual disability among other symptoms. To date, no treatment exists for the learning difficulties associated with Down Syndrome. However, the pharmaceutical drug memantine has been shown to improve learning ability in a Down Syndrome model of mice (Ts65Dn) exposed to Context Fear Conditioning (CFC), an existing technique used in determining the extent of learning capability of mice. While the effect of memantine on learning capability in Ts65Dn mice is significant, the biological mechanism responsible for restoration of learning capability by memantine is poorly understood. One possible way to characterize this mechanism is by analyzing the neural protein profile data of normal and Down Syndrome mice with and without memantine treatment. In this work, we use a series of linear support vector machines to model the differential expression of 77 proteins obtained from the nuclear cortex of normal and Ts65Dn mice, with and without memantine treatment and with and without CFC stimulation. We use feature selection by weight threshold to select those proteins which play a significant role in characterizing each model. Per our findings, these subsets of proteins can be used to build more accurate classification models of the data than those subsets chosen using unsupervised learning or statistical analyses in previous studies. We recommend that the subsets of proteins selected using our proposed method be utilized in further biological study aiming to understand the effects of memantine on learning restoration.
I. INTRODUCTION
Down Syndrome is a common disorder causing significant learning delays and affecting 1 in 691 people in the United States in 2011 according to [1] . To date, there are no pharmaceutical treatments for the learning delays suffered by those with Down Syndrome [2] [3]. However, studies illustrate that a Down Syndrome model of mice (Ts65Dn) are able to recover learning capability as measured by Context Fear Conditioning when administered memantine, a pharmaceutical drug used in treating Alzheimer's Disease [3] [4] [5] . These studies suggest that pharmaceuticals containing memantine may help to restore learning capability in humans with Down Syndrome.
Before such a conclusion can be drawn, however, it is necessary to understand how memantine impacts the biological pathways affecting the learning process in mice. Once this process is understood, it is possible to consider memantine's potential effect on humans with Down Syndrome. One way to approach this problem is to analyze the protein profiles of the neural cortices of treated and untreated mice for a set of proteins known to affect learning pathways. This type of analysis can help to address questions such as whether memantine-treated Ts65Dn mice exhibit similar profiles to normal mice after CFC, how profiles of treated and untreated Ts65Dn mice differ after CFC, and how memantine treatment or CFC alone affects protein profiles in normal and Ts65Dn mice.
In [3] and [4] , Ahmed et al performed a comparative statistical analysis of the protein profiles of treated and untreated Ts65Dn and normal mice with and without exposure to CFC. Higuera et al then re-analyzed the profiles using selforganizing feature maps in [2] to obtain a visual representation of profile similarities between and within discrete classes of mice. In this paper, we re-formulate this problem as a classification problem using each protein as a feature input for a supervised classification algorithm, namely support vector machine. A series of support vector machines coupled with statistical analysis provide effective models of protein profile discrimination between classes of mice.
A. Initial Studies
In [4] , Ahmed et al used reverse phase protein arrays to measure the levels of 84 proteins in the hippocampus and cortex of normal mice with and without exposure to Context Fear Conditioning (CFC) in order to assess the dynamics of these proteins relative to the learning process. Because memantine has been used to improve learning and memory capability in patients with Alzheimer's Disease [6] [7] , the effects of memantine on mice exposed to CFC were also assessed for comparison. Ahmed et al chose the 84 proteins due to their observed direct effects on learning and memory or on pathways and processes in the hippocampus and/or cortex supporting learning and memory [4] . CFC was chosen to assess learning in mice because of its applicability to the study. CFC assesses learning capability in mice based on fear response; in CFC, a mouse is placed in a novel environment, allowed to explore for a few minutes, and then administered a brief electric shock. Those mice who learn to fear the environment will stop all movement upon reintroduction to the environment later [4] . In a typical trial, mice subject to CFC are known as the context-shock group, whereas a control group of mice (known as the shock-context group) is given the electric shock before exploring the environment [4] . Ahmed et al chose to use CFC in their study because only a single trial is required to observe the effects of CFC [8] and because the levels of several proteins related to the learning process have been shown to elevate quickly after CFC [9] [10] [11] .
Four classes of mice were studied in [4] . The context shock and shock context classes were subdivided into memantineinjected and saline-injected classes, where mice in the saline classes were injected with saline 15 minutes prior to CFC and mice in the memantine classes were injected with memantine 15 minutes prior to CFC. Tissue samples were then taken from the hippocampus and cortex of the mice 60 minutes after CFC and the levels of the 84 proteins measured using reverse phase protein arrays [4] . Four pairwise profile comparisons were performed. For each comparison, statistical analysis involved calculating the median differences for each protein for a given set of classes. Processing included the removal of outliers, SpyroRuby normalization, Bonferroni Correction, and the use of a three-level mixed effects model to account for correlation between replicates and dilution levels for each mouse [4] . Ahmed et al note in [4] that more than half of these proteins exhibited significant changes in their levels in the hippocampus with exposure to either CFC or memantine, with most changes being positive. The number of proteins exhibiting significant changes in the cortex was smaller, with a higher percentage of negative changes [4] .
Ahmed et al extended this study in [3] to include Ts65Dn mice to characterize protein dynamics related to the recovery of learning capability in Ts65Dn mice recorded in [5] . In this extension, four additional classes of mice were added to the four classes in [4] : context-shock and shock-context Ts65Dn mice injected with saline 15 minutes prior to CFC and contextshock and shock-context Ts65Dn classes injected with memantine 15 minutes prior to CFC. A total of 9 pairwise comparisons were performed in the same manner as in [4] , with the results showing significant differences between the profiles of normal and Ts65Dn mice and some recovery of normal levels after treatment with memantine and CFC for Ts65Dn mice [3] .
B. Self-Organizing Maps
Higuera et al proposed in [2] that the analysis performed by Ahmed et al was not sufficient for answering all biologicallyrelevant questions and that a learning method may be better suited for this type of problem. They noted that a machine learning method may be able to detect additional patterns in the data and to determine which changes seen in control mice are essential for successful learning [2] , which abnormalities in Ts65Dn profiles are related to failed learning [2] , and which profile changes induced by memantine restore learning in Ts65Dn mice [2] . To address this, Higuera et al utilized a self organizing map, also known as an SOM or Kohonen map, to group protein profiles into clusters [2] . Higuera et al used a subset of the data produced by Ahmed et al: 77 proteins were considered in [2] rather than 84, and only measurements taken from the nuclear cortex of the mouse were considered in [2] whereas measurements were taken from several locations in the hippocampus and cortex in [3] . All eight classes of mice studied in [3] were considered in [2] .
The SOM organizes data into clusters based on features of the data alone, regardless of class. In this case, 77 features were considered, corresponding to the levels of the 77 proteins in the data set [2] . Higuera et al used several SOMs to group subsets of the data based on the class of the mouse, with each subset corresponding to a group of classes that the authors believed to be biologically significant with respect to each other [2] . The SOMs employed in [2] mapped the data from a 77-dimensional space onto a two-dimensional space consisting of a fixed number of nodes in a grid. Using a neural network, the average quantization error for each node was minimized with respect to a function of the 77 protein levels for each sample placed in that node. As a consequence, each datum was placed into the optimal node minimizing the quantization error [2] . In this case, the SOM provided a visualization of the similarities between mice based on individual protein levels [2] .
For each SOM output, Higuera et al then identified a set of class-specific clusters, where a class-specific cluster was defined as a set of adjacent nodes containing only samples from a single class or a node with at least 80% of its samples coming from one mouse and with no samples coming from another class of mouse [2] . Considering only those clusters identified as class-specific for the SOM output, Higuera et al used the Wilcoxon Rank-Sum Test with = 0.05 to detect proteins whose levels differed significantly between each pair of clusters. They reported these proteins as discriminatory between the two classes represented by the corresponding pair of clusters. To validate their results, Higuera et al reduced the dimensionality of the input to include only discriminatory proteins and re-ran each SOM analysis in the reduced input space. If the same class-specific clusters were generated with increased clarity, this was regarded as an indication of the validity of the results [2] .
C. Proposed Method
While Higuera et al's analysis addressed some of the areas that were lacking in the previous study by Ahmed et al, we believe the problem can easily be reformulated as a classification problem in which we seek a discriminatory model between two classes or two groups of classes. Because the purpose of the analysis is to determine which proteins are discriminatory between two classes or groups of classes, the problem lends itself naturally to a supervised learning approach in which the feature space consists of 77 dimensions, where each dimension represents a protein level. We believe such a supervised learning approach is a better choice for this problem than SOM for three reasons. First, while the SOM in [2] provided a visual representation of the data in two-dimensional space, it also required that clusters be re-labeled per the classes to which they corresponded in accordance with the criteria in [2] . In addition to comprising an extra step in the analysis, the necessity of re-labeling clusters may reduce the accuracy of the results in the likely case that a cluster does not solely consist of samples from a single class of mouse and must therefore be excluded from analysis. Supervised learning methods, in contrast, do not suffer from this drawback because the original class labels remain intact. Detection of discriminatory proteins, or feature selection, can be performed on each set of classes analyzed by an SOM in [2] while directly considering the class labels. Second, the accuracy of a supervised learning method need not be measured on a visual basis, as in [2] , but can instead be measured using quantitative methods such as crossvalidation accuracy and training and testing prediction accuracy. Third, the discriminatory power of a protein can be inferred from the weight vectors generated by several supervised learning approaches, which is not possible for unsupervised learning.
Specifically, we propose the use of a supervised classification algorithm, namely linear support vector machine, or SVM. While we are not aware of any previous application of SVM to protein profile discrimination problems, SVM has been applied to many computational biology problems [12] [13] . These include proteomics problems such as the estimation of protein abundance using peptides [14] [15] and substrate identification [16] . For this problem, SVM is likely to be effective because it does not require a large data set to perform effectively and the weight magnitudes output by the linear SVM algorithm can be used to directly estimate the discriminatory power of a protein. Although one may be tempted to employ a more complex algorithm than linear SVM, such as a neural network or kernel SVM, these techniques tend to require a large amount of training data, and their weight values can be difficult to interpret. This suggests that linear SVM is a viable solution for this type of analysis.
We therefore propose a method of detecting proteins that discriminate between two classes of mice using a combination of linear SVM classifiers and statistical analysis using the Wilcoxon Rank-Sum Test. The SVM weight vector for a classification and Wilcoxon Rank-Sum Test values for protein levels over the classes in this classification are used in combination for feature selection of discriminatory proteins, similarly to the function of the Wilcoxon Rank-Sum Test in [2] . Likewise, the accuracies of SVM classifiers built using the selected discriminatory proteins are used as validation of the discriminatory power of the selected proteins.
The remaining portion of this paper is organized as follows. Section II describes the materials and methods used in this analysis. It includes a brief description of linear SVM and the Wilcoxon Rank-Sum Test, as well as providing an overview of the data set, preprocessing procedure, and feature selection procedures. Section III lists and interprets the results. Section IV provides a discussion of the implications of the results and opportunities for further study.
II. MATERIALS AND METHODS
In this study, 12 pairwise classifications of mice were performed using the data set described in Subsection C. This data set was the same as used in [2] , and the pairwise classifications were designed to mirror the biologicallysignificant clustering runs performed in [2] . For each set of classes input to a SOM in [2] , the same set of classes was used as input for a pairwise classification. For those SOMs taking only two classes as input, the conversion was straightforward: the classification was performed using a single class of mouse as the positive class and the other as the negative class. For those SOMs taking more than two classes as input, we combined multiple classes to generate new positive and negative classes per the relative biological significance of each class outlined in [2] . These classifications are specified in Section III.
Support Vector Machines were used for the pairwise classifications with protein levels considered as the features of the data set. Each classification was performed using a linear SVM classifier, which was then refined by considering only the subset of discriminatory proteins as significant features. These subsets were found using the feature selection technique described in Subsection E. This subset of discriminatory proteins was further reduced to include only those proteins with right-tailed or left-tailed statistical significance per the Wilcoxon Rank-Sum Test; this layer of filtering is described in Subsection E. As a validation step, new SVM classifiers were built using the dimensionality-reduced samples containing only the set of discriminatory proteins found by our procedure. Alternative SVM classifiers were built using the reduced samples containing only the set of discriminatory proteins found by [2] and [3] , and the accuracies of these SVM classifiers were compared to those generated using our procedure. This served as a comparison between the influence of the discriminatory proteins determined by our procedure on a classifier and the influence of those detected by [2] and [3] on a classifier.
The remaining portion of this section is organized as follows: Subsection A describes the mechanism of the SVM, Subsection B describes the Wilcoxon Rank-Sum Test, Subsection C describes the data set, Subsection D explains the preprocessing procedure, and Subsection E explains the feature selection process.
A. Support Vector Machine
A linear support vector machine, or SVM, is a supervised machine learning classification method that considers a data set in d-dimensional Euclidean space (where d is the number of features in the data set) and finds an optimal (d-1)-dimensional hyperplane as given in (1), for separating the data by class. Here w is a weight vector of length d and b is a bias term.
(1)
In our setting, d=77, representing 77 different protein levels. For an SVM classifier, as for any other machine learning method for classification, optimality is defined both by classification accuracy and generalizability and the optimal hyperplane is obtained by minimizing an optimization function given in (2), where is the slack variable (corresponding to each data point in the training set) that measures how far the i-th point goes past the margin boundary and C denotes the tradeoff between classification accuracy and generalizability [17] . (2) A high value of C results in a classifier with high accuracy, whereas a low value of C results in a classifier that is likely to generalize well. In this work, the optimal value of C was chosen by trial-and-error. The orientation of the SVM hyperplane is determined by three types of points [17] We use the weight vector w obtained as a solution to the SVM optimization problem for performing feature selection in our study. Note that once w and b are obtained after training phase of an SVM, prediction of a new data point x is performed by the sign of . Therefore, magnitude and sign of each component wl (where 1 l d) of w can be understood as the influence of protein l in describing the separating hyperplane and subsequent classification. A high value of wl indicates a strong influence of protein l in describing the separating hyperplane, whereas the sign of wl indicating whether the high or low levels of protein l are associated with the positive class.
B. Wilcoxon Rank-Sum Test
The Wilcoxon Rank-Sum Test is a non-parametric statistical test that determines whether two distributions differ at a certain level of statistical significance based on the median values of the distributions. It is used here to determine whether, for a comparison of two classes of mouse, the distribution of protein levels differs significantly between the two classes. Because it considers the median rather than the mean level of each protein for each class, the Wilcoxon RankSum Test is less sensitive to outliers than some other statistical tests such as the t-test. Because the SVM is robust with respect to outliers, it is expected that the results of the Wilcoxon Rank-Sum Test should not differ widely from the results of the SVM due to outlier values.
Although the Wilcoxon Rank-Sum Test was not explicitly mentioned in [3] or [4] , Ahmed et al used the similar method of calculating the raw differences between the median levels of each protein for each class in their analyses. Additionally, the Wilcoxon Rank-Sum Test was used in [2] to detect discriminatory proteins for class-specific clusters. This suggests that results obtained using the Wilcoxon Rank-Sum Test may be easily compared with the results of [2] and [3] .
The Wilcoxon Rank-Sum Test was used in our study as a secondary filter for feature selection because threshold-filtered SVM weight values alone may not be sufficient to determine discriminatory power. The reason is because an SVM classifier will always be generated for a given set of inputs, regardless of the accuracy of the classifier. Accuracy depends not only on the distribution of the data, but also on the choice of parameters. Therefore, the fact that heavy weights in an SVM hyperplane indicate influence over the direction of the hyperplane does not mean that the corresponding proteins are discriminatory between two classes. Using a statistical method such as the Wilcoxon Rank-Sum Test helps to ensure that only those proteins differing significantly between the two classes are selected.
For each of our 12 classification tasks, the Wilcoxon Rank-Sum Test was performed on all candidate discriminatory proteins detected per the optimal hyperplane weight threshold T as described in Subsection E. was set to 0.025 for the lefttailed test and 0.025 for the right-tailed test, as compared to the two-tailed test setting = 0.05 used in [2] .
C. Data Set
In our analysis we used the same data set as [2] , i.e. a publicly-available subset of the data used in [3] . The data was obtained from the Machine Learning Repository at University of California Irvine [19] and consisted of raw protein levels from protein profiles of 77 proteins from the nuclear cortices of 72 normal and Ts65Dn mice injected with either memantine or saline and exposed to Context Fear Conditioning (CFC) 15 minutes after the injection [3] . Each of these proteins exhibits a known correlation to learning and memory as described in [4] and detailed in [8] [9] [10] . 15 tissue samples were obtained per mouse, for a total of 1080 samples of nuclear cortex tissue [3] , and reverse phase protein arrays were used to quantify the levels of each of the 77 proteins. All samples were drawn 60 minutes after exposure to CFC.
Mice were grouped into a total of eight classes. Normal and Ts65Dn mice comprised two separate classes, subdivided into case and control classes for CFC (i.e. context-shock, or permitted to explore a novel environment prior to electric shock, and shock-context, or administered the electric shock prior to exploration of the environment). These classes are further subdivided into a class injected with saline 15 minutes prior to CFC and a class injected with memantine 15 minutes prior to CFC. Here, saline is used as a control, whereas memantine is known to play a role in recovering learning capability. Table I clearly describes each class and its significance with regards to the learning outcome [2] . 
D. Preprocessing
A certain amount of preprocessing was necessary for the data and is described as follows:
1. All missing values were replaced by taking the average over the protein levels of the tissue samples from the same class, according to (3), where i denotes the tissue sample index, j the protein index, and Cl the class of mouse. This step was included because LIBSVM does not support missing values and dropping proteins with missing values from the data set may exclude important factors from the analysis.
2. For each protein in each record, the standard normalization procedure in (4) was performed, where i denotes the tissue sample index and j the protein index, and where 1 k n. This step was necessary to prevent proteins with consistently high raw levels across all classes from being given importance over proteins with consistently low raw levels across all classes by an SVM classifier.
3. The set of samples was randomly permuted by tissue sample index for each classification in order to ensure that classes of mice were evenly distributed in both the training and testing sets. 80% of the samples were placed in a training set and 20% in a testing set, as per standard machine learning procedure.
Data were divided into classes for each classification.
For those classifications involving more than two classes, multiple classes were merged and their data permuted by record index, again so that class data is evenly distributed.
5. All subgroups of data were output as files in sparse format for use with LIBSVM [18] .
E. Feature Selection
For each classification task, feature selection was performed in two steps, resulting in a subset of discriminatory proteins for the two classes being compared. The first step of feature selection made use of hyperplane weight values output by the SVM algorithm and subject to a threshold, and the second step of feature selection used the Wilcoxon Rank-Sum Test. In the SVM, tissue samples were considered to exist in ddimensional space, with d corresponding to the number of proteins in the data set, as given in (5) . Initially, d is 77 for each classification, indicating significance for all proteins. (5) The initial SVM classifiers output hyperplane weight vectors containing weights for each protein j in the data set, with the weight corresponding to the influence of j on the SVM hyperplane. Discriminatory proteins were therefore selected based on whether the absolute values of their corresponding weights exceeded a threshold T, as described in (6) . In our analysis, T was chosen separately for each classification such that a reasonable percentage of weights exceeded the threshold for a given classification. More sophisticated methods for choosing T may be used in future studies of this nature. The sign of the weight was taken as an indication of a trend towards high or low values (for positive and negative sign, respectively) for the corresponding protein distribution in the positive class. All tissue samples were reduced in dimension to include only proteins in the discriminatory subset, as described in (7). (6) (7) In the same manner, the subset of proteins in was reduced again according to the results of the Wilcoxon RankSum Test. Proteins in with negative weight values were selected as discriminatory only if they were found to be significantly low in the positive class according to the lefttailed Wilcoxon Rank-Sum Test, and proteins in with positive weight values were selected as discriminatory only if they were found to be significantly high in the positive class according to the right-tailed Wilcoxon Rank-Sum Test. The final discriminatory set of proteins is described by (8) , where m is the feature index, p the p-value of the Wilcoxon RankSum Test, and the weight value of the mth feature in . All tissue samples were reduced in dimension to include only proteins in the discriminatory subset, as described in (9) . 
III. RESULTS
A total of 12 binary classification tasks were performed in this study, corresponding to the 12 SOM clustering runs performed in [2] . In three cases, the tissue samples of multiple classes were aggregated to comprise a single positive or negative class. All other classifications involved only two classes of mice. The set of classifications considered was as follows:
For each classification, a new classifier was built considering a subset of discriminatory proteins selected by the feature selection method described in Subsection E of Section II. The accuracy of this classifier was compared with the accuracies of classifiers built considering the subsets of discriminatory proteins selected by [2] and [3], respectively, as features. It is notable that not all class comparisons performed by our method and [2] were also performed by [3], so our results could not be compared to those of [3] in some cases. Additionally, for those classifications using aggregated classes (namely, classifications 10, 11, and 12 as numbered above), a direct comparison with the results of [2] is not possible. This is because, for the corresponding clustering runs in [2] , proteins were considered discriminatory if they discriminated between any of the two class-specific clusters in the clustering run. In our study, however, we consider only proteins that discriminate between the two aggregated classes. Because the nature of the metric in [2] differs from ours, we do not compare our results with the results of the clustering runs in [2] involving more than two classes: we simply report our results. Table II and Figures 1-3 illustrate our results for all classification tasks performed and represent the following information :
• Training (TrA) and testing accuracies (TeA) in terms of percentage of profiles correctly classified by the classifiers built on discriminatory proteins selected by our method. High values for training and testing accuracy indicate high-performing classifiers (Table  II) .
• Training (TrA ) and testing accuracies (TeA ) in terms of percentage profiles correctly classified by the classifiers built on discriminatory proteins selected by [2] (Table II) .
• Training (TrA ) and testing accuracies (TeA ) in terms of percentage profiles correctly classified by the classifiers built on discriminatory proteins selected by [3] (Table II) .
• Number of bounded support vectors (nBSV) for the classifiers built on discriminatory proteins selected by our method. Bounded support vectors are indicative of low performance. (Figure 1 ).
• Number of bounded support vectors (nBSV and nBSV , respectively) for the classifiers built on discriminatory proteins selected by [2] and [3] ( Figure  1 ).
• Percentage of proteins with absolute weight values above T that were determined to be statistically significant by the Wilcoxon Rank-Sum Test (Wil). This indicates the viability of the weight threshold as an indication of significance for a protein. (Figure 3 ).
• Percentage of discriminatory proteins detected by our method that were also determined to be discriminatory by [2] or [3] (O2 and O3, respectively in Figure 2 ). Classification tasks 1 and 2 were performed to determine the effect of CFC exposure on the learning capability of normal mice. Because these two classifications compared a class stimulated to learn with a class not stimulated to learn, the clear difference between the protein profiles of these two groups is expected. Classifications 3 and 4 sought to uncover any the effects of memantine injection on normal mice regardless of CFC exposure. In contrast to 1 and 2, this data was not easily separable, as evidenced by the relatively high nBSV values and relatively low classification accuracies for classifiers across the board. These results are to be expected as well because normal mice can learn without memantine and, therefore, proteins affecting the learning pathway should not be significantly altered by memantine in normal mice.
For the Ts65Dn classes, classification tasks 5 and 6 were analogous to 1 and 2, respectively. Similarly to classification tasks 1 and 2, 5 and 6 both generated accurate classifiers. In this case, however, the classification involving memantineinjected mice resulted in more accurate classifiers across the board than that involving saline-injected mice. This is expected because only those Ts65Dn context-shock mice injected with memantine were able to recover learning capability, whereas both saline-injected and memantine-injected normal mice learned with CFC. Classification tasks 7 and 8 were likewise analogous to 3 and 4. Although 8 also showed decreased performance when compared with 6, performance was higher in classification task 7 than in classification task 4. This supports the observation than memantine affects the learning mechanism of Ts65Dn but not of normal mice. The aim of classification task 9 was to compare the initial differences between normal and Ts65Dn mice. From the results, it is clear that the difference is significant. The final three classifications consisted of aggregated classes. Classification 10 resulted in the poorest-performing classifier, consistent with the results of [2] in which no clear clusters could be determined for the clustering run using these classes. Because classification 10 was intended to capture the overall differences between successful and unsuccessful learning, this seems to indicate that the protein profiles of normal mice who learn successfully differ from those of Ts65Dn mice with recovered learning ability. Classification 11 was intended to model the boundary between normal learning and failed learning and yielded performance superior to that of classification 10 overall, indicating that a clear boundary may exist between normal and failed learning profiles but not between successful and unsuccessful learning profiles. Classification 12, in which shock-context classes capable of promoting learning if exposed to CFC were compared to shock-context classes incapable of promoting learning even with CFC, yielded the best-performing classifiers for the aggregated classifications. However, this may be due to unequal class size distribution of the aggregated classes. 
IV. DISCUSSION
In addition to selecting sets of discriminatory proteins for further biological study, the results indicate that feature selection using an SVM coupled with the Wilcoxon Rank-Sum Test could potentially be useful for future studies involving protein profile discrimination. The performance of the classifiers built using this method was greater than classifiers built using previous methods, and the majority of features determined to be discriminatory using SVM weight outputs were also found to be statistically significant according to the Wilcoxon Rank-Sum Test. Finally, for classifiers with high performance, the overlap of significant proteins between this method and previous methods was high, indicating consistency.
Based on the performance of the SVM classifiers built using features selected by the methods described in this study with respect to classification accuracy and number of bounded support vectors, the method described herein outperformed previous methods in all cases in which it was possible to compare results. It is notable, however, that the overlap between the list of significant proteins detected by the SVM and previous methods appears to be dependent on the ease of classification of the data. The results of classifications 4 and 8, for instance, do not indicate significant overlap with the results of previous methods. This is most likely due to the fact the SVM algorithm produces a hyperplane model regardless of the discriminability of the classes. If the model is not accurate, using the weights of the thresholds in the hyperplane as an indication of significance may not be as lucrative an approach as when the model is highly accurate.
Assuming the Wilcoxon Rank-Sum Test is a good measurement of the difference in distribution of a particular protein between two classes, it is encouraging to note that the discrepancy between the set of proteins selected using the thresholding step of the feature selection process and those filtered by the Wilcoxon Rank-Sum Test in the second step was fairly low. The lowest percentage of proteins passing through the second filter was 76%, seen both in classifications 4 and 8. For all other classifiers, roughly 80% or more of the proteins above the chosen threshold were determined to exhibit statistically significant differences between distributions.
To date, there is not existing pipeline for implementing the steps of our procedure to analyze protein profile data. If this technique is to be used for future research in protein profile discrimination, such a pipeline would be useful. Additionally, investigation of more sophisticated methods for choosing a threshold could be beneficial. This is a topic for future research.
