Introduction {#Sec1}
============

Animals in nature gain significant adaptive advantages in terms of risk avoidance or energy conservation by anticipating important conditions (e.g. food availability, potential predation), at times when an encounter with such conditions is most likely. Whereas the ubiquitous light-entrainable circadian clocks enable animals to prepare for the regular daily changes in environmental conditions, the anticipation and response to transient, day-to-day events, requires a memory of when significant events have been encountered before. Time memory has been demonstrated in a broad range of species including bees^[@CR1]--[@CR3]^, birds^[@CR4]^, rodents^[@CR5]--[@CR7]^, and primates^[@CR8]^.

The time of day can be remembered by organisms either explicitly or implicitly. When presented explicitly, the 'time' is registered as a unique feature of the environment that discriminates when an encounter occurs from another time when the condition is absent. This requires associative conditioning of a neural representation of the time of day. In this way organisms may use time as a discriminative cue (a conditioned stimulus) to recognize whether or not the event or condition (an unconditioned stimulus) is likely to occur. Alternatively, implicit time memory is inferred in situations when animals have no information with which to compare conditions at more than one time of day. In this case, memory for time of day is indicated when responses can be elicited only within a restricted few hours near the time of the original encounter. Implicit time memory produces non-cognitive responses that require the setting of condition entrainable circadian oscillators (CEOs) at the time of an event. In this way the possible recurrence of an event is anticipated automatically at 24 hour intervals, without the need for experience with a conditioned context at other times^[@CR9]^.

Our current view of implicit time memory is based on evidence that animals register the time of day by using reference signals generated by a circadian oscillator that is synchronized with the timing of biologically significant events^[@CR5]--[@CR7]^. This model expands on earlier demonstrations that even single encounters with significant conditions could create periodic response deficits^[@CR10]--[@CR13]^. The master circadian clock in the suprachiasmatic nucleus (SCN) is not required for time memory. Rodents with SCN lesions exhibit daily performance peaks that are set to the time of conditioning on several learning paradigms including conditioned place avoidance (CPA), conditioned place preference (CPP), and passive avoidance (PA)^[@CR14]--[@CR16]^. Furthermore, Syrian hamsters homozygous for the mutation, *tau* (*Ck1ε*^*tau/tau*^), continue to express 24-hr modulation of CPA response despite their molecular clocks producing 20 hours rhythmicity in their behavior^[@CR17]^. These data indicate that the CEOs register time using mechanisms that are distinct from the circadian clocks controlling inherent daily rhythms of behavior. Nevertheless, although the clock in the SCN is not necessary for time memory, its signals may act as a *Zeitgeber* (external timing cue), producing circadian entrainment of a CEO underlying previously conditioned anticipatory behavior^[@CR7]^. Time memory therefore, is a function of the circadian hierarchy that enables organisms to anticipate significant conditions and events based on both the long term (regular) and short term (transient) likelihood of their occurrence.

The anatomical locations and circadian mechanism underlying time memory are currently unknown. A diverse body of literature suggests that the acquisition of a time memory depends on dopamine activity. Dopamine is involved in the establishment of context memories including reward learning^[@CR18],[@CR19]^ and responses to aversive stimuli^[@CR20]--[@CR25]^. More specifically, anticipatory behavior in animals held on restricted feeding schedules, which require a memory of food availability, is dopamine dependent^[@CR26],[@CR27]^. A CPP can be produced by amphetamine administration^[@CR28],[@CR29]^, and time-place memory associations in hamsters have been shown using amphetamine and haloperidol in CPP and CPA tasks respectively^[@CR30]^. Furthermore, established time-place avoidance in hamsters may be reset to a different time using single injections of amphetamine^[@CR30]^. Together, these results suggest that a clock underlying time memory is associated with one or more of the ascending dopamine arousal systems including dopamine sensitive brain targets.

The ascending dopamine systems in the brain comprise the nigrostriatal, mesolimbic, and mesocortical pathways. Therefore, it is possible that numerous temporally linked pathways transmit the timing of an event. Although the central circadian clock in the SCN is not required to establish time memory^[@CR17]^, peripheral molecular circadian clocks are active throughout the brain^[@CR31],[@CR32]^, and in many regions shift their timing in response to conditioning stimuli (e.g. fear/anxiety^[@CR33],[@CR34]^, scheduled food availability^[@CR35]--[@CR37]^). To identify possible neural substrates responsible for time memory, we examined clock gene expression in major neural targets of dopamine projections to determine whether the phases of region specific molecular clocks were affected by place avoidance conditioning.

In most experimental paradigms stable phase resetting of an oscillator requires sampling multiple cycles following a stimulation. However, time memories are acquired rapidly following an encounter^[@CR17]^, and must be fully established within 24 hours to provide the greatest benefit to the organism. Furthermore, for animals in nature the advantage of anticipating when important conditions might recur, suggests that multiple time memories can be held simultaneously. For these reasons, we looked for the initial perturbation of clock gene expression in the first 24 hours following a conditioning protocol, testing the hypothesis that the creation of a time memory involves the rapid resetting of a molecular clockwork that may be required for the processing of future events. The experimental protocol is based on a corroboration model of resetting wherein alterations of a single state variable (clock gene) at one phase will predict changes in that variable at another phase, as well as changes in other state variables. The model is described graphically with further explanation in Fig. [1](#Fig1){ref-type="fig"}.Figure 1Model for detection and validation of phase resetting responses. (**A,B**) Phase resetting of a single, stable oscillating variable (shown in red) to an advanced position (**A**) or a delayed position (**B**) (shown in green) relative to an external time cue or Zeitgeber. Changes in phase angle (in entrained systems) or phase shifts in freerunning systems is detected by comparing values at two Zeitgeber (ZT) or circadian time points. Measurements at single time points may correlate with phase but are imprecise due to variability, and are confounded in that more than one point may be associated with the same value. The state of an oscillation is represented more accurately by a combination of corroborating values at two *Zeitgeber phases* (e.g. ZT3 and ZT11 in the model). Additional points may be necessary to account to include to control for acute amplitude changes that may give false positive results or for when measurements occur near the nadir or acrophase that may give false negatives. (**C**) Assessment of phase resetting using multiple state variables. A stable circadian cycle, whether entrained or freerunning, predicts that reliable state variables in the molecular cycle will attain relatively stable phase relationships, and will return to these relationships after a resetting of the overall cycle. Assessment of a stable component (shown in red) is accompanied by a second clock component (shown in purple). Resetting of the oscillator system is indicated by predictable changes in the ratios of the two components when measured at different phase reference points. Therefore measurements taken at ZT3 (b, as shown), should reflect the ratios at the points indicated by the vertical dashed lines (a or c), if a phase shift has occurred.

Results {#Sec2}
=======

*In situ* hybridization (ISH) and qRT-PCR sensitivity to phase in the SCN {#Sec3}
-------------------------------------------------------------------------

We ensured first that measurements of clock gene transcripts were sufficiently sensitive and reproducible to allow the detection differences in circadian phase as well as small changes in expression indicative of a stimulated response or phase resetting. In the first experiment, using wild type C57Bl6 mice, we determined daily mRNA profiles of three clock genes, *Per2, Nr1d1, and Bmal1* using ISH. Twenty-four hour expression profiles from unconditioned control mice are shown in Fig. [2A](#Fig2){ref-type="fig"}. From these we derived daily profiles for the ratios *Nr1d1*/*Per2* (N/P), and *Bmal1*/*Per2* (B/P) in selected regions, to be used as confirmatory indicators of phase or phase shifts. From the expression profiles, we chose ZT3 and ZT11 for conditioning, and ZT4 or ZT12 for behavioral testing and gene expression assessments at matching or nonmatching times. These times bracketed part of the circadian dynamic ranges of expression for the three clock genes, and avoided confounding effects of acute light/dark (LD) changes.Figure 2Temporal expression of circadian clock genes in the SCN. (**A**) 24-hour temporal expression of *Nr1d1, Per2*, and *BMAL1* mRNA measured *in situ* in the SCN relative to a region of similar size, dorsal and lateral to the SCN. Assessments were relative to GAPDH. N/P and B/P represent the within subject expression ratios of *Nr1d1*/*Per2* and *BMAL1*/*Per2*, respectively. Error bars = SEM. Data are from C57Bl6 mice; n = 5 per group. (**B--D)** Relative mRNA expression of *Nr1d1*, *Per2*, and N/P ratio at ZT04 and ZT11 in two control groups, using two mRNA quantification methods. P values are based on individual t-tests. N = 4/group.

In the second experiment, we confirmed that predicted phase dependent differences in single gene expression in the SCN (as shown in Fig. [2A](#Fig2){ref-type="fig"}) as well as gene expression ratios, were present in both naïve and procedural controls. A consistent pattern of *Nr1d1* and *Per2* expression was found for both unconditioned control groups, and both techniques used to assess the transcript levels (ISH; Fig. [2B](#Fig2){ref-type="fig"} and qRT-PCR; Fig. [2C,D](#Fig2){ref-type="fig"}). *Nr1d1* levels were higher at ZT04 than at ZT12, and *Per2* levels were higher at ZT12 than at ZT04. The N/P ratio was always significantly higher at ZT04 than ZT12, confirming the phase dependent expression obtained from the ISH experiment using wild type controls (Fig. [2A](#Fig2){ref-type="fig"}). In qRT-PCR measurements, both *Nr1d1* and *Per2* levels at both time points were higher in procedural controls than naïve controls (Fig. [2C,D](#Fig2){ref-type="fig"}), suggesting an effect of experience. Therefore, the procedural controls were used in experiments for assessing effects of conditioning.

CPA and implicit time memory {#Sec4}
----------------------------

Unconditioned animals were passed through the conditioning paradigm at either ZT03 or ZT11 without foot shock, and were tested for preference after eight days at either matching or non-matching times. Control animals showed no significant preferences for context during habituation (Pre-exposure) nor testing (Test). All animals visited each context chamber at least twice during both habituation and testing (Fig. [3A,C](#Fig3){ref-type="fig"}). A second cohort of animals was passed through the conditioning paradigm, receiving the foot shock stimulus in one of the two context chambers at either ZT03 or ZT11. Mice were tested at either matching or non-matching times on the day after the final conditioning trial (Fig. [3B,D](#Fig3){ref-type="fig"}). Following conditioning, animals trained at ZT03 avoided the shock chamber when tested at ZT03 (p = 0.0003), but not when tested at ZT11 (p = 0.7948; Fig. [3B](#Fig3){ref-type="fig"}). Animals trained at ZT11 significantly avoided the shock chamber when tested at ZT11 (p = 0.0458), but not at ZT03 (p = 0.1446; Fig. [3D](#Fig3){ref-type="fig"}). Difference scores were compared to determine whether group preferences were changed after conditioning. Preferences between contexts did not change at either ZT03 or ZT11 in unconditioned controls, however, they were significantly higher at the matching time following conditioning at either ZT03 or ZT11.Figure 3Time memory in avoidance conditioning. (**A**,**B**) Place avoidance conditioning at ZT03. (**C**,**D**) Place avoidance conditioning at ZT11. Animals were pre-exposed to the conditioning chambers to reduce interference due to situation novelty. Control animals at ZT03 and ZT11 (**A,C**) showed no preference for either conditioning chamber during pre-exposure and testing 8 days later. Data represent average dwell times in the striped and plain context chambers indicated. Conditioned animals at ZT03 and ZT11 (**B,D**) showed significant avoidance of a shock-paired chamber after 8 days of conditioning. Avoidance was expressed when testing occurred at the matching time, but not at the non-matching time. (Non-conditioned, N = 4/group; conditioned, N = 5/group). P values are associated with the difference in dwell time in the shock-paired chamber versus the safe chamber (t-test). Error bars = SEM.

Effects of conditioning on temporal expression of Nr1d1 and Per2 {#Sec5}
----------------------------------------------------------------

We determined the effect of place avoidance conditioning on the expression of *Nr1d1* and *Per2*, and on the N/P ratio in the SCN, DS, Ci, hippocampus (DG, CA3 and CA1), the nucleus accumbens shell (NAS) and core (NAC), the basolateral amygdala (BLA), and central nucleus of the amygdala (CeA). We compared gene expression in control animals (tested at ZT03 or ZT11 without conditioning) with animals conditioned at either ZT03 or ZT11 prior to testing at either matching or not-matching ZT using qRT-PCR. Results obtained for selected brain areas (SCN, DS, NAS and CA1) are shown in Fig. [4](#Fig4){ref-type="fig"}. These areas were selected for specific reasons: Although the SCN is not required for time memory, it functions as a source of circadian entrainment signals for the CEO underlying time memory. Also, nonphotic arousal associated with conditioning and testing, could be relayed via changes in SCN activity. In the DS and NAS, significant changes in gene expression following conditioning suggest a shift in the molecular clock. Finally, although post-conditioning effects were not significant the CA1, gene expression represents the pattern expected from tissue clocks that do not respond conditioning. Results from Ci, DG, CA3, NAC, BLA and CeA were similar to CA1, and are shown in Supplementary Fig. [S1](#MOESM1){ref-type="media"}. Results from the qRT-PCR study were confirmed using ISH from control animals, and are presented in Supplementary Figs [S2](#MOESM1){ref-type="media"}--[S6](#MOESM1){ref-type="media"}. The absence of response in most regions indicates molecular circadian clocks are not likely to be involved in time memory in those tissues. Details of findings by area are as follows:Figure 4Effects of behavioral conditioning on temporal gene expression. *Nr1d1, Per2* and N/P ratio is shown in four selected tissues. Each graph represents two conditioning experiments comparing gene expression following place conditioning at either ZT03 or ZT11 with procedural controls. Animals were tested for place preference at either ZT03 or ZT11. Tissues were obtained one hour after testing. Phase dependent differences within each experimental condition (control, ZT03 conditioned, ZT11 conditioned) were evaluated using planned comparisons and t-tests \[^\*^*p* \< 0.05; ^\*\*^*p* \< 0.01, ^\*\*\*^*p* \< 0.001\]. Effects of conditioning were evaluated using one-way ANOVAs for control vs. ZT03 conditioning \[^*aa*^*p* \< 0.01\] and vs. ZT11 conditioning \[^*b*^*p* \< 0.05; ^*bb*^*p* \< 0.01\]). Alteration in the relative expression at ZT03 vs. ZT11 were determined from difference scores between the two times \[^\#^*p* \< 0.001\]. *P* values for comparisons of all difference scores are shown in Table [1](#Tab1){ref-type="table"}. Error bars = SEM.

### SCN {#Sec6}

In control animals, *Nr1d1* mRNA was significantly higher at ZT03 than ZT11 using qRT-PCR (*p* = 0.0066) and ISH (*p* = 0.0008). Following conditioning at ZT03 the phase dependent difference in expression was not significantly affected, but the difference was eliminated after conditioning at ZT11. *Per2* expression was higher at ZT11 in controls, but the difference was not significant using either qRT-PCR (*p* = 0.1100) or ISH (*p* = 0.0832). Following conditioning at ZT03, *Per2* was reduced at ZT03 (p = 0.0471), thereby eliminating the small phase dependent difference. The phase dependent difference was unaffected by conditioning at ZT11. Despite these significant main effects of conditioning on both *Nr1d1* and *Per2*, there were no significant conditioning effects on N/P ratios at either ZT03 or ZT11, and no changes in the phase dependent difference (ZT03 vs. ZT11) between controls and either conditioned group (Fig. [4A](#Fig4){ref-type="fig"}).

### Dorsal striatum {#Sec7}

In control animals the expression of *Nr1d1* and *Per2* were both significantly different between ZT03 and ZT11 (p = 0.0113 and p = 0.0371, respectively). This was confirmed by the ISH data (Supplementary Fig. [S2](#MOESM1){ref-type="media"}). *Nr1d1* expression was higher at ZT11 than ZT03, while *Per2* levels were higher at ZT03. Phase dependent differences in mRNA levels for both genes were reversed relative to the SCN values. The phase dependent difference in *Nr1d1* expression was eliminated following conditioning at ZT03, while conditioning at ZT11 had no effect. Phase dependent *Per2* expression became non-significant following conditioning at ZT03. Conditioning at ZT11 resulted in a significant time dependent difference in expression that was reversed relative to controls (p = 0.0159). N/P ratios were phase dependent in controls (p = 0.0029), again in reverse temporal order compared with the SCN. Following conditioning at ZT03, the main effect of test time on N/P dropped to p = 0.1233. This was due to a combined increase at ZT03 and decrease at ZT11 neither of which were significant alone (p = 0.4653 and p = 0.2279, respectively). A greater effect on N/P was produced following conditioning at ZT11. Overall, the effects of conditioning on N/P at ZT03 were due to changes in *Nr1d1*, whereas effects at ZT11 were due to significant changes in *Per2* expression. Importantly, a combination of the main effects on *Per2* expression resulted in a highly significant change in the difference between these two test times (p = 0.0016 for *Per2*; p = 0.00015 for N/P; Table [1](#Tab1){ref-type="table"}). Therefore, in the DS, the phase dependent effects of conditioning on rhythmic gene expression were exhibited mainly by changes in *Per2* transcription, which were amplified when integrated with lesser effects on *Nr1d1* produced at the opposite ZT. A full analysis of changes in difference scores (ZT03 minus ZT11) is presented in Table [1](#Tab1){ref-type="table"} and discussed below (Fig. [4B](#Fig4){ref-type="fig"}).Table 1Effects Of Conditioning On Phase Dependent Expression Of Clock Genes.Brain areaConditioning time (ZT):*Nr1d1 P*=*Per2 P*=*N/P P*=SCN030.98350.04720.5305110.06120.73310.1677Cingulate030.01920.55530.9701110.04160.04690.8183Dorsal Striatum03**0.0054**0.0720.0215110.9828**0.00161.50E-04**Dentate030.10460.01320.9883110.76880.96350.6803CA3030.89390.13620.3958110.50930.08390.2396CA1030.03180.22730.4758110.18680.07720.0528N. acc. Shell030.97080.29850.1856110.1996**0.00162.38E-05**N. acc. Core030.78830.13120.5115110.72960.1337*0.0068*Lat. Amygdala030.05980.08080.8386110.193*0.0082*0.4838CN amygdala030.72490.98020.9323110.15940.19130.014Probability values (*P*) indicate the degree to which the temporal difference in gene expression between controls at ZT03 and ZT11 has changed following conditioning. Numbers in **bold** type indicate changes that meet the *P* \< 0.01 likelihood that this is not a random occurrence based on statistical difference and is supported by corroborating changes at other time or genes. Numbers in *italics* indicate significant changes that are not corroborated by changes at other times or in other genes.

### Nucleus accumbens shell (NAS) {#Sec8}

Qualitatively, the NAS resembled the DS in the responses of both *Nr1d1* and *Per2*. Neither *Nr1d1* nor *Per2* phase dependent differences were significant in controls, but the combination, N/P, reached significance. Following conditioning at ZT03, *Nr1d1* levels were not altered at either test time. However, following conditioning at ZT11 *Per2* expression levels were significantly higher at the matching time than nonmatching time. Not surprisingly the N/P ratio did not change significantly following conditioning at ZT03, but was reduced following conditioning at ZT11. As with the DS results, conditioning at ZT11 was followed with a significant change in the difference of response at ZT03 and ZT11. Considering *Per2* alone, the difference between testing at ZT03 and ZT11 were altered significantly (*p* = 0.0016), and the N/P ratio was changed significantly (*p* = 0.0000238; Table [1](#Tab1){ref-type="table"}) (Fig. [4C](#Fig4){ref-type="fig"}).

### Other brain areas {#Sec9}

Other brain tissues examined, hippocampus (DG, CA3, CA1), Ci, NAc, BLA, CeA, did not respond to conditioning at either ZT). Assessments of gene expression from the CA1 are presented for comparison with tissues where gene expression was altered by conditioning as an example of the patterns expected if conditioning had no effect (Fig. [4D](#Fig4){ref-type="fig"}). In the control CA1, *Nr1d1* expression was significantly higher at ZT11 than at ZT03 (*p* = 0.0142), whereas *Per2* was not significantly different at the two times (*p* = 0.7005). The N/P ratio between the two times in controls (*p* = 0.0015), and the phase dependent difference remained significant following conditioning at either ZT03 (*p* = 0.0078) or ZT11 (*p* = 0.0004) (Fig. [4D](#Fig4){ref-type="fig"} and Supplementary Fig. [S1](#MOESM1){ref-type="media"}).

In the remaining brain regions examined, expression patterns of the two genes were similar to the CA1 (Supplementary Fig. [S1](#MOESM1){ref-type="media"}). In control animals, *Nr1d1* was consistently higher at ZT11 than at ZT03, but this difference was only significant in DG (p = 0.0093) and CA3 (0.0414). *Per2* did not exhibit phase dependent differences in any of these brain regions. However, N/P ratios exhibited significant phase dependence in all control groups except amygdala (BLA, CeA). The amygdala showed low levels of clock gene expression, with no circadian rhythms in controls and no rhythmic expression following conditioning (Supplementary Fig. [S1](#MOESM1){ref-type="media"}). Gene expression in the Ci was qualitatively similar to that of the hippocampus. Expression of *Nr1d1* was higher at ZT11 than at ZT03 in all groups, although none of the comparisons reached significance. For *Per2*, only conditioning at ZT11 had a significant effect on testing at ZT03 (p = 0.0107). The N/P ratio for non-conditioned controls was weakly significant between ZT03 and ZT11 (p = 0.0486) and was unaffected by conditioning at any ZT. In the amygdala, there were no significant differences between ZT03 and ZT11 for either gene or N/P ratio.

Effect of conditioning on *Bmal1* expression {#Sec10}
--------------------------------------------

To further probe suggested phase shifts in the SCN, and DS, we extended the data by assaying *Bmal1* expression by qRT-PCR in these brain areas. CA1 was used as a possible negative control, as tissue changes in *Bmal1* expression are not predicted from the responses of *Nr1d1* and *Per2*. A possible effect of conditioning on *Nr1d1* in the SCN, had been suggested previously (Fig. [4A](#Fig4){ref-type="fig"}). No significant phase dependent differences were found for either *Bmal1* expression or B/P in either SCN or CA1 (Fig. [5A,C](#Fig5){ref-type="fig"}), and neither *Bmal1* expression nor B/P were affected by conditioning. Together with the absence of any obvious change in *Nr1d1* or N/P ratio due to conditioning, the *Bmal1* data support the conclusion that clock resetting has not occurred in the SCN nor CA1. The results were different for *Bmal1* in the DS. *Bmal1* expression was reduced following conditioning at both ZT03 and ZT11, but was significant only for the ZT03 conditioned group (Fig. [5B](#Fig5){ref-type="fig"}). The effect of conditioning was amplified in the B/P results. The changes in B/P are likely to be explained as a combination of reduced *Bmal1* expression with the increased *Per2* expression relative to controls (cf. Fig. [4B](#Fig4){ref-type="fig"}).Figure 5Effect of behavioral conditioning on temporal gene expression of *Bmal1*. Expression of *BMAL1* in SCN, DS, and CA1. Training and testing times are indicated on each graph (see Fig. [4](#Fig4){ref-type="fig"}). \[N = 5/group; ^\*^p \< 0.05; ^*aa*^p \< 0.01, ^*b*^p \< 0.05\]. ^\#^Significant change in difference scores versus controls. \[*p* \< 0.001; N = 4/group\]. Error bars = SEM.

Comparison of qRT-PCR data using two different reference genes {#Sec11}
--------------------------------------------------------------

Appropriate reference genes for qPCR have been the subject of considerable discussion and review^[@CR38]--[@CR40]^. Some genes are problematic due to variability, differences in expression across tissues, and/or sensitivity to changes in cell function. GAPDH is used widely as a useful reference in studies of brain tissue, and is generally accepted as a stable reference for sleep and circadian rhythm studies^[@CR41]--[@CR43]^. Despite being linked to cell metabolism, GAPDH expression has been shown to be stable over time, and an appropriate reference for studies of rhythmicity in the brain. In our own studies we have found GAPDH expression in brain tissues to be stable over time. We added B2M as a comparative reference in order to test for rhythmic and/or conditioned changes due to conditioning. B2M is part of a different cellular process from GAPDH, and the two should be subject to separate regulation in the temporal cellular environment. We found no differences in the temporal expression of clock genes relative to the two HKGs. Data comparing GAPDH and B2M as reference genes are shown in Supplementary Fig. [S7](#MOESM1){ref-type="media"}.

Glucocorticoid and cFOS responses to conditioning {#Sec12}
-------------------------------------------------

Because the behavioral paradigm used in these experiments puts animals in a stress inducing situation (learning to avoid a foot shock), we questioned whether the clock gene responses found in DS and NAS might be part of a general stress response. We found no change in the expression of the glucocorticoid receptor gene (*Nr3c1*) in the DS, NAS or in amygdala (BLA, CeA) following conditioning. The amygdaloid complex was included due to its known role in mediating anxiety related behaviors^[@CR44]--[@CR46]^. There was also no evidence for altered activity in other genes that are sensitive to glucocorticoids (*Per1, SGK*) in either DS or NAS (Fig. [6](#Fig6){ref-type="fig"}). Therefore, we found no evidence for a glucocorticoid stress response to either conditioning or testing in the experimental or control mice. In addition, we found no evidence that cFos gene activity was altered following the stimulation that would accompany the exposure to the conditioning chamber during the testing phase in any tissue (Supplementary Fig. [S8](#MOESM1){ref-type="media"}). Daily and circadian rhythms of cFos expression are found in various brain tissues and are commonly used to demonstrate the circadian responsiveness of tissue to external stimuli^[@CR47]^.Figure 6Effect of behavioral conditioning on glucocorticoid responses. (**A**) Expression of the glucocorticoid receptor in various brain tissues, and (**B**) two glucocorticoid responsive genes in DS. Training and testing times are indicated on each graph (see Fig. [4](#Fig4){ref-type="fig"}). Tissues were obtained one hour after testing. \[N = 5/group; ^*a*^*p* \< 0.05, ^*b*^*p* \< 0.05\]. Error bars = SEM.

Clock resetting in a corroborative response model {#Sec13}
-------------------------------------------------

We compared clock gene expression on the day following conditioning, looking specifically at gene expression at the conditioning (matching) time and expression at a non-matching time (8 hours different), when mice are not expected to exhibit the conditioned avoidance behavior. The model (described in Fig. [1](#Fig1){ref-type="fig"}) is based on the notion that a shift in an underlying molecular clockwork produces predictable changes in expression of a single gene (state variable) throughout its cycle. Furthermore, alterations of one state variable (gene transcript) are corroborated by predictable phase shifts and expression changes in other state variables. Theoretically, the phase of a system can be determined with measurements at as few as two points (Fig. [1](#Fig1){ref-type="fig"}); however, accuracy increases with additional time points and/or the assessment of more variables. Phase shifts of an oscillation can be determined by fitting its known or estimated characteristics to the new measured values. In the experiments described here, we used two test points and two genes as corroborating measurements.

We examined the *Per2* results from the DS as the most likely site to verify circadian resetting accompanying time memory (Fig. [7A](#Fig7){ref-type="fig"}). As shown in Table [1](#Tab1){ref-type="table"}, conditioning at ZT11 produced highly significant changes in the phase dependence of *Per2* expression and N/P. However, at ZT03 conditioning significantly altered N/P phase dependence, but did not alter *Per2* alone. This is represented in Fig. [7B](#Fig7){ref-type="fig"}, which shows preference score as a function of *Per2* expression for all experimental groups. Overall, higher difference scores are correlated with higher *Per2* expression using either *GAPDH* or *B2M* as reference genes; however the correlation is not significant using *GAPDH* as the reference (r = 0.368; p = 0.0643), but is significant using *B2M* (r = 0.397; *p* = 0.0446) (Fig. [7B](#Fig7){ref-type="fig"}). Therefore, CPA at matching times are linked significantly with changes in *Per2* expression in the DS and changes in N/P. *Per2* values for unconditioned controls fall into a narrow band near zero avoidance, and segregate with the ranges for conditioned animals assessed at non-matching times. A hypothetical *Per2* oscillation, based on published data from dopamine target regions^[@CR31]--[@CR37],[@CR48]^ and our own data (Fig. [2A](#Fig2){ref-type="fig"}) was fitted by eye to the measured control values at ZT03 and ZT11. The identical oscillation was then fitted to the *Per2* data following both conditioning events (Fig. [7C](#Fig7){ref-type="fig"}). The phase relationship between the two shifted oscillations can account for the predicted eight hour difference in time of day learned by the two conditioned groups.Figure 7Time memory and mPer2 rhythms in the DS. (**A**) Response of *Per2* mRNA in the DS (cf. Fig. [4B](#Fig4){ref-type="fig"}, DS, Per2) \[^*b*^*p* \< 0.05 significant change following conditioning at ZT11; ^\*^*p* \< 0.05 phase dependent difference between ZT03 and ZT11 ^\#^*p* \< 0.001 significant change in phase dependent gene expression following conditioning at ZT11\]. (**B**) Scatter plots of samples from individual mice. [X- axis]{.ul}: Per2 abundance (OD) relative to (1) GADPH or (2) B2M. [Y-axis]{.ul}: Context preference was calculated as total dwell time in unpaired (safe) minus paired (foot shock) contexts. Data shown in B1 are the same as in Panel A. Marker color indicates test time: Red = ZT03, Black = ZT11. Positive values indicate comparative preference for the safe chamber. Group statistical comparison are shown in Panel A. (**C**) Suggested *Per2* phase shifts based on the model presented in Fig. [1](#Fig1){ref-type="fig"}. ∆φ = +1.0 hr for conditioning at ZT03, and +9 to +10 hours for conditioning at ZT11. Both are estimated phase shifts required to account for differences in gene expression following conditioning. Eight-hour difference in estimated phases following the shift account for the temporal difference in conditioning times.

Discussion {#Sec14}
==========

The behavioral results from this study are consistent with previous reports that memory of an experience includes memory for the time of day (time memory), and that animals anticipate future recurrence of the conditioned context near the time of the original encounter^[@CR5]--[@CR7]^. As expected, conditioned animals exhibited avoidance responses to a context paired with a foot shock only at the time of day that prior conditioning had taken place. Despite eight days of place avoidance conditioning, the DS and NAS were the only brain areas where there was a response that could be interpreted as the conditioned resetting of a circadian clock gene. Clock genes in other dopamine target areas and the SCN exhibited a few isolated differences in expression levels compared with non-conditioned controls, but no evidence for clock resetting was present according to our criteria. In the aggregate the results reported here are consistent with various studies indicating that a circadian molecular clock is not required in many experimental situations that require animals to remember the time of day that important conditions were experienced. This includes implicit and explicit time memory^[@CR14]--[@CR17],[@CR49]^ as well as scheduled food anticipation^[@CR50]--[@CR54]^. The conclusion appears to be contrary to results of previous fear conditioning^[@CR33],[@CR34]^ and food entrainment^[@CR35]--[@CR37]^ studies where the conditioning time is associated with tissue wide resetting of clock genes in regions that are included in the current study. A possible explanation for the difference may lie in the enormity of the conditioning experience. A strong stimulus, which might represent threats to survival, such as food shortage, predation threat, or injury, might result in resetting of clocks in all cells involved in processing memory of the event. Whereas, for less threatening conditions as might be encountered in natural settings several times daily, it seems likely that the discriminative power necessary for an animal to remember multiple time-place associations would be compromised if each memory involved tissue wide clock resetting. In addition, a system that is rapidly reset by sensory input (e.g. in one trial learning^[@CR10]--[@CR14],[@CR16]^), and is also sensitive to entraining signals from the SCN^[@CR7]^, is not likely to be solely responsible for long term retention of a time memory. Therefore, tissue wide resetting may be reserved for short term anticipation of conditions involving life threatening danger or need.

On the other hand, in the DS and NAS the responses of *Per2* following conditioning fit the expected characteristics of a clock gene oscillation that had been phase shifted. In these tissues, conditioning at ZT11 was followed by altered *Per2* expression at ZT11, with altered expression appearing also at the ZT03 test time (Fig. [4](#Fig4){ref-type="fig"}). This produced a highly significant change in the relative expression of *Per2* between ZT03 and ZT11 (Table [1](#Tab1){ref-type="table"}). These effects were not reflected in an accompanying main effect on *Nr1d1*. However, conditioning at ZT03 produced a large change in the relative expression of *Nr1d1* between the two test times (Table [1](#Tab1){ref-type="table"}). Although the effect on *Nr1d1* was not statistically significant by itself, the N/P ratio was significantly altered by changes in *Nr1d1* following conditioning at ZT03, and by changes in *Per2* following conditioning at ZT11. Unfortunately the low amplitude of expression rhythms may have obscured a corroborating main effect on another clock gene, *Bmal1*. Nonetheless, alterations in the comparative B/P ratios at ZT03 and ZT11 following conditioning support the notion that altered *Bmal1* expression contributes to the change in B/P phase dependence.

Although the *Nr1d1* data provide some support for conditioning induced phase resetting in the striatum, the strongest evidence comes from the responses of *Per2* in the DS where conditioning was linked to changes in phase dependent expression. Because conditioning at ZT03 produced different results from conditioning at ZT11, we applied the *Per2* data to the model described in Fig. [1](#Fig1){ref-type="fig"}. *Per2* expression in DS at ZT11 was higher than controls following conditioning at ZT11, but was similar following conditioning at ZT03. Importantly, expression following conditioning at ZT11 was lower than controls at the non-matching time, and again similar following conditioning at ZT03 (Fig. [7B](#Fig7){ref-type="fig"}). Using the model, an idealized reference profile for *Per2* based on published data was fitted to the control data and then shifted to fit the measured post-conditioning values from the ZT03 and ZT11 experiments. By applying our experimental results to the model, we found that the post-conditioning data predict relative phase resetting of *Per2* rhythms that are expected from the two conditioning times. We emphasize here that these results describe relative phase, not absolute phase. Interpretation of phase shifts depends on confidence in the waveform and timing of the unperturbed control oscillation relative to ZT. The shifted curves occupy positions eight hours apart because they are fitted based on our conditioning times. However, the model also gives an indication of how the oscillation may shift when stimulated at different times. Similar concepts for detecting phase have been presented recently by Laing *et al*.^[@CR55]^ using a partial least square regression method and by Anafi *et al*.^[@CR56]^, using an algorithm (cyclic ordering by periodic structure; CYCLOPS), to show that circadian phase can be interpreted in a single sample from a collection of cycling transcripts. It may prove difficult to measure phase shifts using some of these methods because as our data show, not all clock gene transcripts react in the same way (or at all) to stimulation. However, the inferred circadian phase and phase shifts from expected alterations in rhythmic cell components may provide some insight into mechanisms underlying the retention and expression of time memory.

It is unlikely that the absence of detectable phase shifts in a single clock gene is due to an insufficient quantitative difference between gene expressions at the two *Zeitgeber* or circadian times. The ISH data shown in Fig. [2](#Fig2){ref-type="fig"} indicate that differences in expression levels at test times that are eight hours apart are sufficient to detect any differences in resetting to the two conditioning times. Nevertheless, we considered the possibility that even an eight hour difference between two time points on these curves may not guarantee large changes in clock gene expression. In our experiments, we measured the expression of three genes at two testing times separated by eight hours, matching the behavioral test times. In control animals, baseline mRNA levels for *Nr1d1*, *Per2, and Bmal1* were significantly different between ZT03 and ZT11. This was reproduced multiple times using ISH and qRT-PCR methods (Fig. [2](#Fig2){ref-type="fig"}). Furthermore, expression ratios were similar for naïve and procedural (non-conditioned) control groups at each testing time. This includes the expected inverse phase relationships of mRNA oscillations in the SCN compared with all other brain regions. Therefore, the methods are sufficiently discriminative to detect phase dependent expression differences, and should reveal the shift of the clock either by alterations in single gene expression or changes in expression ratio (Fig. [4](#Fig4){ref-type="fig"}).

Our findings point to a unique role of the DS in time memory. The DS plays dual roles in the processing of goal-directed behavior governed by neural representations of relationships between responses and outcomes (R-O associations) and in the formation of habitual behaviors reflecting relationships between stimulus and response (S-R associations). The two roles generally are attributed respectively, to the dorsomedial striatum (DMS) and dorsolateral striatum (DLS)^[@CR57]--[@CR60]^. Together with the ventral striatum, hippocampus and cortical structures, the DS is an integral part of reward-guided decision-making and control of action. Several groups have reported associations between DS dopamine activity and circadian regulation of locomotor behavior^[@CR48],[@CR61]--[@CR65]^. It seems reasonable that a circadian oscillator in the DS could provide a conditioned temporal gate that is set to the time of an important event, or could amplify rhythmic responses that are driven by an oscillator located elsewhere. The DS could modulate the likelihood that a conditioned response will occur based on the phase relationship of the DS oscillator with other tissues involved in sensory-motor integration. In either arrangement, the DS may differentially favor conditioned responses at the appropriate time of day or cycle.

Within the DS, the specific response of *Per2* suggests a potential for independent and tissue specific functions of clock genes. Clock genes interact to produce circadian molecular oscillations; however, to function as a clock, the organization of clock genes must be responsive to *Zeitgeber* input, and some of the products of clock genes (the "hands" of the clock) must interact with other cell components. This leaves open the possibility that some clock genes might be influenced by both circadian regulation as well as external regulation via cellular responses. Several non-circadian roles for clock genes have been reported in mammals and Drosophila^[@CR65]--[@CR71]^, and dual regulation of *Per* genes has been reported in peripheral tissues in the mouse^[@CR72],[@CR73]^. Therefore, temporal conditioning could affect the rhythmic expression of one (or more) clock genes without resetting the entire core clock mechanism. Already the DS has been implicated in food anticipation, which under natural circumstances requires the processing of both R-O and S-R associations. Therefore, the DS may act as a gateway for the time dependent regulation of goal directed behavior. The clock gene *Per2* in particular may participate in the conditioned regulation of behavioral responses functioning as an immediate-early response gene. Importantly, this does not preclude a more general function of the circadian molecular clock either in responding to threatening situations, or in organizing general behavioral activity according to the time of day. The results are consistent with previous reports that individual clock genes may respond independently and uniquely, suggesting historic functions for specific clock genes that are independent of their roles in circadian regulation^[@CR74]--[@CR76]^.

Methods {#Sec15}
=======

Animals {#Sec16}
-------

Both wild type C57Bl6 and mPer2^Luc^ reporter mice on a C57Bl6 background were used in these experiments. Reporter mice were included for *ex vivo* bioluminescence assessments of circadian phase in a related study not reported here. mPer2^Luc^ and C57Bl6 mice exhibited no differences in responses to conditioning in preliminary studies (see Results).

For conditioning experiments, 40 adult male mPer2^*Luc*^ mice were obtained from an inbred breeding colony at the Biological Sciences Facility (BSF) at the University of Toronto. The original breeding stock was obtained from Jackson Laboratories. For activity recording, animals were singly housed in polypropylene cages with free access to a running wheel. Food and water were available ad libitum. In all experiments, animals were entrained to a 24-h light-dark cycle maintained at 12 h light and 12 h dark (LD12:12). The time of the lights on was designed as ZT0. Cage changes were made every 10--14 days to minimize disturbance of the behavioral recordings. An independent cohort of animals was maintained at the Institute of Physiology of the Czech Academy of Sciences, Prague, CZ, that were used to provide a baseline of clock gene expression, for comparison with the conditioning experiments. Adult male C57Bl6 mice (n = 35) were maintained under LD12:12 in a temperature-controlled facility at 23 ± 2 °C with free access to food and water.

Experimental groups {#Sec17}
-------------------

The experimental cohort was partitioned into three groups -- two control groups and one conditioned. The two control groups were (a) "naïve animals" which were taken directly from the breeding colony without exposure to the conditioning apparatus; and (b) "procedural controls" that were exposed to the CPA apparatus, then were tested after 8 days (at either ZT03 or ZT11) (n = 4 at each time point). The "conditioned animals" were trained on the CPA paradigm (see below) at one of the two times of the day, ZT03 or ZT11, for 8 days and then tested for preference at one of the two times (n = 5 at each time point). All animals were anesthetized one hour after testing (ZT04 or ZT12), and sacrificed via decapitation under isoflurane anesthesia. Additionally, control C57Bl6 mice (naïve with no exposure) were sacrificed every 4 h over a 24 h period (5 mice at each time point) by decapitation in anesthesia (i.p. injections of thiopental, 50 ml per kg), and brain tissue was immediately frozen in dry ice and stored until sectioning.

Conditioned Place Avoidance (CPA) paradigm {#Sec18}
------------------------------------------

Conditioning was conducted in three steps: Step 1- *Pre-exposure*: Animals were pre-exposed to identical Plexiglas chambers, which only differed by the pattern on their walls. They were allowed to access both chambers through a connecting alley in order to ensure prior neutrality of the contexts for a total of 10 minutes. Step 2 - *Conditioning*: Conditioning was conducted at two times of day, ZT03 and ZT11, so that all procedures were conducted in the light. On Day 1, each animal was confined to one of the chambers for 10 minutes at a pre-determined time (either ZT03 or ZT11). One of the chambers was assigned as the shock-paired chamber for each animal; subjects received three 0.3 mA foot shocks during each 10 minute trial. The next day, at the same time, the animal was confined to the other chamber. This pattern was repeated 4 times, so that animals were exposed to each chamber 4 times over eight consecutive days. Step 3- *Testing*: On the day after conditioning, animals were placed in the alley at either one of the two test times (ZT03 or ZT11), and given access to both chambers. Dwell time in each chamber was recorded to assess presence of avoidance behavior.

Laser capture microdissection {#Sec19}
-----------------------------

Coronal sections of frozen brain tissue were made at thicknesses of 20 or 30 μm. Thicker sections were sampled from larger brain nuclei. Sections containing the following regions of interest were selected: SCN, Ci, DS, NAS, NAC, sub-regions of the dorsal hippocampus (DG, CA3, CA1), amygdala (CeA, BLA). Sections were stained with cresyl violet (Sigma Aldrich, St. Louis, USA) and dissected using a laser microdissector (LMD6000, Leica), as described previously^[@CR77]^. Samples from each brain area were collected individually in microfuge tubes containing RLT buffer from the RNeasy Micro kit (Qiagen, Valencia, USA) and stored until RNA isolation.

RNA isolation and real-time PCR (qRT-PCR) {#Sec20}
-----------------------------------------

Total RNA was isolated using the RNeasy Micro kit (Qiagen, Valencia, USA) according to the manufacturer's instructions. Isolated RNA samples were reverse-transcribed into cDNA using the SuperScript VILO cDNA Synthesis Kit (Invitrogen, Carlsbad, USA). The cDNA samples were analyzed by real-time PCR on a ViiA7 Real-Time PCR System (Life Technologies, Carlsbad, USA) using 5x HOT FIREPol Probe qPCR Mix Plus (Solis Biodyne, Tartu, Estonia) and TaqMan Gene Expression Assays (Life Technologies) specific for mouse gene *Period2* (Per2) (assay ID Mm00478113_m1), *Nr1d1* (cat. no. Mm00520708_m1), and *c-fos* (assay ID Mm00487425_m1). *Bmal1* (assay ID Mm00500226_m1) was measured only in the SCN, DS and CA1. The assay probes span exon junctions. RNA quantities were normalized using two reference genes, glyceraldehyde-3-phosphate dehydrogenase (GAPDH; assay ID Mm99999915_q1) and beta-2-microglobulin (B2M; assay ID Mm00437762_m1) (Applied Biosystems, Foster City, USA). A single PCR reaction was performed in a final volume of 14 μl. Target gene probes were dye-labeled with FAM (6-carboxyfluorescein). The GAPDH and B2M probes were labeled with VIC (4,7, 29-trichloro-79- phenyl-6-carboxyfluorescein) fluorescent dyes. The ΔΔCt method was used for the quantification of relative cDNA concentration.

*In situ* Hybridization (ISH) {#Sec21}
-----------------------------

Alternate brain sections from naïve controls were processed for ISH. The cDNA fragments of mouse *Per2* (1512 bp) and *Nr1d1* (1109 bp) were used as templates for *in vitro* transcription of complementary RNA probes. Probes were labeled using ^35^S-UTP, and the ISH was performed as previously described^[@CR78]^. After the hybridization (*Nr1d1* (20 h in 60 °C) and *Per2* (20 h in 61 °C) and post hybridization wash, slides were exposed to BIOMAX MR film (Kodak) for 10 days and developed using the ADEFO-MIX-S developer and ADEFOFIX fixer (ADEFO-CHEMIE Gmbh, Germany). Autoradiographs of sections were analyzed using the image analysis system (ImageJ) to detect the relative optical density (OD) of the specific hybridization signal. Each measurement was corrected for nonspecific background by subtracting OD values from the same adjacent area for each structure. The background signal of that area served as an internal standard. Finally, slides were counterstained with cresyl violet (Sigma Aldrich, St. Louis, USA) to aid with the OD analysis. The relative ODs of each animal were calculated as a mean of relative ODs of the left and right sides of each structure. Copies of images are available from the authors on request.

Statistics and data analysis {#Sec22}
----------------------------

Place preference or avoidance is based on the differential dwell time in each of the two contexts that the animals were given to compare. The neutrality of two contexts (=no preference) is assumed when there is no statistical difference between dwell times in each context when animals are given a free choice to explore, with no prior experience. The post-conditioning preference is a significant difference between the relative dwell times in the two contexts, when the animals are given a second choice trial. Dwell time begins when an animal places both forepaws on the context chamber floor, and ends when both forepaws are placed back into the connecting alley. Multiple entries and exits are summated for each of the contexts. Dwell time spent in shock vs. safe chambers was used to analyze correlations between the behavioral data and relative clock gene expression and expression ratios. Descriptive statistical analysis and quantitative analyses were performed with GraphPad Prism. Both behavioral and molecular data were analyzed using planned comparisons and unpaired t tests with Welch's corrections, and verified with ANOVA to compare effects of conditioning on expression at ZT03 and ZT11. To quantify possible phase shifts in a single gene, difference scores were derived from measured values at the two test times for each condition. These were compared using t-tests and the outcomes verified using a Mann-Whitney U test on rank ordered and randomly paired data.
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