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Abstract—The fast growth of communication technology within
the concept of smart grids can provide data and control signals
from/to all consumers in an online fashion. This could foster more
participation for end-user customers. These types of customers
do not necessarily have powerful prediction tools or capability of
storing a large amount of historical data. Besides, the relevant
information is not always known a priori, while decisions need
to be made fast within a very limited time. These limitations
and also the novel structure of decision making, which comes
from the necessities to make the decision very fast with a limited
amount of information, implies a requirement for investigating
a novel framework: online decision-making.
In this study, we propose an online constrained convex op-
timization framework for operating responsive end-user electri-
cal customers in real-time. Within this online-decision-making
framework, algorithms are proposed for two cases: no prediction
data is available at the moment of decision-making, and a
limited number of forward time periods predictions of uncertain
parameters are available. The simulation results exhibit the
capability of the model to achieve considerable profits in an easy-
to-implement procedure. Comprehensive numerical test cases are
performed for comparison with existent alternative models.
Index Terms—Demand Response, Online Convex Optimiza-
tion, Uncertainty, Smart Grids.
I. INTRODUCTION
The development of information and communication tech-
nology is bringing forward many opportunities toward the
smart grid paradigm. In the near future, energy information
will be available fast, even in consumers’ sites [1]. For
instance, with 5G technology, data transmission speed can
approach to tens of Gbps; generating a continuous data stream
with enormous amount of information that would need to be
processed on the fly. The aforementioned sort of technologies,
along with the internet of things and new power electronic
devices, will empower customers with vast streams of online
data supporting new ways for controlling their consumption;
however, at the same time, they will be required to quickly
make decisions for exploiting capabilities from their side
[2]–[4]. This kind of decision-making belongs to the online-
decision making category in which the input is revealed piece
by piece and in a serial fashion. In contrast, in the offline
decision making all information is required a priori.
A. Literature Review
Recent avenues of research on different sections of the
power system have been focused on real-time or online al-
gorithms for solving power system optimizations and control
problems. For instance, the study in [5] addresses real-time
power flow and presents a control algorithm to modulate the
reactive power output of volt ampere reactive (VAR) resources
to minimize total real power delivery at the feeder. This
approach does not require the controller to know the network
model utilizing a gradient-based extremum to estimate the
gradient of the cost function. The study in [6] uses online
optimization in optimal frequency where the optimal battery
participation in frequency regulation markets is addressed.
Indeed, online control policy and an optimal bidding policy
based on realistic market settings are presented. The proposed
control policy has a threshold structure and achieves near-
optimal performance considering a lack of information about
future parameters. Voltage regulation in distribution networks
is also challenged regarding the penetration of distributed
energy resources (DERs) that needs online implementation. In
this regard, [7] developed a distributed voltage control (DVC)
scheme to achieve the globally optimal settings of reactive
power provided by DERs’ power electronic interfaces. Further,
the DVC design is improved for online implementations that
can efficiently adapt to time-varying operating conditions.
On the other hand demand response (DR) programs are
another section that can potentially enjoy the benefits of
online optimization. A well-known DR model is the real-
time demand response [8] where an end-user customer needs
to make decisions about next interval energy consumption
within a limited time and with scarce information about future
realization of uncertainties. As shown in [8], the setting of
decision-making process can become complicated and laying
out a comprehensive model and consequently utilizing classic
optimization algorithms for each optimization interval (with
prediction for all of the remaining time-periods) would be-
come complicated, time-taking and ineffective. Therefore the
question rises, since the optimization structure belongs to the
online convex optimization (OCO) framework [9]–[11], could
any online approach deal with these shortcomings by applying
online algorithms that learns from experience gathered in
stages of the optimization. The real-time DR problem can be
cast as a constrained optimization problem having two types
of constraints, namely: ramp limits on variation of demand
and a minimum consumption at the end of the day. Dealing
with these types of constraints is not straightforward in OCO
context. Therefore several recent studies proposed different
approaches each for alleviating the imposed difficulties by
these constraints. For instance, OCO with ramp limits are
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investigated in [12]–[14] and OCO with long-term constraints
are explained in [11], [15], [16]. Also, more general concepts
including dealing with the need for exact constraint satisfaction
and incorporating nonlinear constraints are addressed in [17]–
[19]. With these recent advances in OCO context, there is a re-
quirement to investigate the effectiveness of these approaches
in the real-time DR application. Study [20] presents an online
DR from an electric customer point of view. However, the
presented online optimization model is a simplified one that
does not consider the switching costs, and no prediction
capability is incorporated in the proposed online algorithm.
B. Problem Statement and Paper Contributions
In this study, we investigate an online DR problem from
an electric end-user point of view. We assume that the cus-
tomer receives a stream of data regarding electricity price.
The decisions are taken one by one for every interval. The
online DR model considered in our work possesses a structure
with long-term and ramp constraints, which complexifies the
OCO problem that needs to be solved. We first introduce the
mathematical framework of OCO with the aforementioned
constraints in separate subsections. Also, since we consider
prediction capability, a proper online algorithm is utilized
with a limited look-ahead window of prediction for uncertain
parameters. Then, a general framework of an online algorithm
for solving the real-time DR problem is introduced. We
modify and apply the introduced online algorithm to solve
the online DR model for an electric end-user consumer. In
order to validate our algorithms for DR, a comprehensive
numerical study is given which includes the comparison of
different methods, such as: classical OCO with no predictions,
OCO including predictions with different length of prediction
windows, OCO with incorporated accelerated Nesterov ap-
proach, rolling-window robust optimization method and offline
optimization with perfect hindsight.
In summary, the contributions of this study are as follows:
1) Propose a through online optimization framework and
the required algorithms based on the recent develop-
ments of online convex optimization studies to deal with
the problem of the real-time DR in power system for two
cases of with and without incorporating predictions.
2) Analyzing and evaluating the capabilities of the pro-
posed algorithms by presenting a thoroughly compar-
ative set of numerical studies. Benchmarks with popular
approaches from literature are also assessed.
The remainder of this paper is as follows. Section II presents
mathematical fundamentals on online decision making needed
for understanding the algorithms for online DR introduced in
Section III. Section IV provides numerical studies and section
V concludes the paper.
II. MATHEMATICAL PRELIMINARIES ON OPTIMAL ONLINE
DECISION-MAKING
A. Online Convex Optimization
It is important to distinguish online optimization from other
similar categories of optimization. In online optimization,
decision-making is performed in a sequence of T (number
of optimization rounds) consecutive rounds. At each step
or round, an online decision-maker is supposed to provide
the decision for the next round (for instance, an amount of
energy to buy). Then after committing to a specific value, the
uncertain parameters are realized. Subsequently, the decision-
maker can measure its performance (by a loss function) and
maybe update the decision-making process for future rounds.
This structure is illustrated in Fig. 1. Indeed, at each stage t,
the decision-maker determines a decision noted by xt, then
the related loss function, ft(xt), is realized. According to this
loss function, the decision for the next stage is updated. This
procedure continues until the last stage of the optimization.
Note that online optimization does not generally mean a
high-speed optimization, but it needs to be in a format and
sequence that is explained above. Typically, the loss function
is uncertain, and future information is scarce or null. The
decisions can be taken in a streaming fashion (no need for
significant memory usage), and, depending on the optimization
needs, fast algorithms can be applied to solve the required
optimizations.
x1 f1(x1)
Decision Loss/costevaluation
Period	1
x2 f2(x2) xT fT(xT)
Period	T
Decision Loss/costevaluation
Fig. 1. Online optimization decision-making framework.
1) Objective in Online Optimization: The optimization goal
is to minimize the accumulation of costs (loss function) at each
step over-optimization period T :
Conline =
T∑
t=1
ft(xt) (1)
This overall cost, Conline, can be used as a reference to
evaluate the performance of online optimization algorithm
compared to other existing methods. It is worth to mention
that online optimization provides a sub-optimal solution of
the offline optimization version, where information for all
parameters are known, and a single (offline) problem is solved
accordingly.
2) Basic Definitions for Online Optimization: One of the
important types of online optimization, which recently has
been under attention, is online convex optimization. In OCO
the loss function, f(x), is convex with the condition depicted
in (2). However, it can also have properties given in (3) and
(4).
f(y) ≥ f(x) +∇f(x)(y − x), ∀x, y ∈ K (2)
f(y) ≥ f(x)+∇f(x)(y−x)+ α
2
‖y−x‖2, ∀x, y ∈ K (3)
‖f(x)− f(y)‖ ≤ G‖x− y‖, ∀x, y ∈ K (4)
In (3) the condition regarding the α-strongly convexity of f(x)
is displayed and (4) dictates that f(x) is Lipschitz continuous
with parameter G. Note that in OCO, the decisions are chosen
from a convex set in Euclidean space denoted by K ⊆ Rd.
The online gradient descent (OGD) is, per se, the corner-
stone algorithm for solving the OCO. It is described as follows:
Algorithm 1: Online Gradient Descent
1 Inputs x0 ∈ K, η ∈ R+
2 for t = 1 to T do
3 Compute: xt= xt−1 − η∇f(xt−1)
4 Project: xt =
∏
K(xt)
5 end
Typical problems that are solved within the OCO concept
are not constrained.
3) Constrained OCO: Many optimization problems belong
to the OCO category. However, the real-world applications of
these optimization problems introduce specific constraints that
need to be considered in the online model.
These constraints may only affect the decision-making
process after a certain number of rounds, known as long-term
constraints or are needed to be firmly addressed at each step
of the decision-making, such as ramp constraints. Our DR
model is an application with both types of the aforementioned
constraints, we explain a general structure of OCO with long-
term constraints and the ramp constraint are introduced while
presenting the demand response model. The online algorithms
could also incorporate prediction of the uncertain parameters.
In this regard, we present algorithms that utilize a certain
number of look-ahead prediction windows. Then, we propose
online DR algorithms to solve the online DR model with and
without considering predictions.
4) Long-Term Constraints: As the name already implies,
this type of constraint only needs to be fulfilled after several
rounds. That means the constraint can be violated before the
specific period. By assuming that there is only one long-term
constraint, the decision-set can be defined as follows.
K = {x ∈ Rd :
T∑
t=1
gt(xt) ≤ 0} (5)
It is assumed that gt(xt) is Lipschitz continuous and the
decision domain is bounded.
An approach that can be utilized is to move from a con-
strained optimization to an unconstrained one by introducing
a penalty term in the objective function example of which
can be ft(xt) + δtgt(xt). In the OCO context, this approach
has shown not to be very effective. Thus, other modifica-
tions/augmentations of the loss function have been suggested
[21]. For instance,
Ft(xt) = ft(xt) + δtgt(xt)− γδ
2
t
2
. (6)
Here, in equation (6), γδ
2
t
2 is a regularizer preventing large
values of δt that in addition to xt needs to be decided in the
online algorithm and the decision updating. Updating can be
carried utilizing OGD as shown in (7) and (8). Note that, there
is a minimization with respect to the primal variable x and a
maximization with respect to the dual parameter δ.
xt= xt−1 − η∇xFt−1(xt−1, δt−1) (7)
δt= δt−1 + µ∇δFt−1(xt−1, δt−1) (8)
Parameters η and µ are optimization updating pre-fixed
stepsizes. Observe that, γ is not a stepsize; however, it is fixed
and tuned in the optimization to avoid large variations of δt.
5) Forward-Looking Algorithms: Clearly, one cannot hope
for an online algorithm to perform optimal if nothing is known
about future cost functions, especially in a case of ramp
constrained optimization since the current choice places limits
on feasible choices in the next stage. Thus, it is possible also
to consider a situation where the algorithm has information
about both the current cost function and a limited number of
future cost functions.
Indeed, in OCO with the forward-looking algorithm, it is
assumed that the algorithm has perfect look-ahead information
for W steps.
With the above assumption, at each stage decision-maker
chooses xt after observation of the cost functions of W
forward windows: [ft(xt), ..., ft+W−1(xt+W−1)].
6) Specialized Algorithms for Solving OCO: A wide variety
of algorithms can be utilized within OCO problems. However,
considering the look-ahead features of the aforementioned
model, perhaps the most natural candidates are algorithms
from the control community such as Model Predictive Control
(MPC) and its variations. Nevertheless, the classic MPC
approaches require solving a large optimization problem at
each stage, which is usually computationally expensive.
Thus, variation of MPC has been utilized in the recent litera-
ture in related OCO problems including forward-looking algo-
rithms: Averaging Fixed Horizon Control (AFHC) [12], [22],
Receding Horizon Gradient Descent (RHGD) and Receding
Horizon Accelerated Gradient (RHAG) [23]. Considering the
desired structure in our study, we utilize the latter modifying
it to include long-term and ramp constraints and then apply it
to the introduced online DR model.
Both of RHGD and RHAG algorithms are basically adapted
from offline gradient-based algorithms: gradient descent and
Nesterov’s accelerated gradient [24] and have similar frame-
works. In fact, RHAG only differs in how the gradient is
utilized to update the next stage decision.
RHGD framework assumes that there exists a forward
window of information with the length of W . The algorithm
includes two different sections, first to initialize decisions
utilizing gradient descent and then updating them W times
with gradient descent before reaching the final decision. Each
step of updating utilize forward information to help reaching
the closer to optimal decisions. In this regard, in RHGD
algorithm, to calculate decision xt at stage t, the determination
process begins at stage t−W , W stages before t, where initial
value of decision xt is calculated, denoted by xt−Wt . Next, for
stages t−W +1, ..., t, RHGD updates decision xt denoted by
xt−W+1t , ..., x
t
t. The final decision will be the output for stage
t denoted as xtt [23].
RHAG framework uses the same structure while instead of
gradient descent updates shown in (7), Nesterov accelerated
gradient is applied in each stage to update decisions as
depicted in (9).
xt = yt−1 − η∇xFt−1(yt−1)
yt = (1 + ξ)xt − ξxt−1
(9)
Here, ξ = 1−
√
ζη
1+
√
ζη
which value of ζ, like other stepsize
parameters is assumed to be previously known.
III. END-USER DEMAND RESPONSE MODELING
A. Offline Demand Response Model
From an end-user electric consumer perspective, there is
one exogenous signal that is important enough to shape the
energy consumption profile of the day: electricity price. For
DR programs, this signal is usually a real-time price, i.e.,
provided in the order of a few minutes. However, consuming
energy provides a certain amount of utility to the customer.
This value could be constant or vary over the optimization
period. Thus, it is important to consume the right amount of
energy to minimize costs [25]. In this regard, the following
offline DR model [8] is defined for the end-user customer.
C∗offline = min
x
T∑
t=1
(λtxt − Ut(xt)) (10)
s.t.
T∑
t=1
xt ≥ ET (11)
xt − xt−1 ≤ rup ∀t = 1, . . . , T (12)
xt−1 − xt ≤ rdn ∀t = 1, . . . , T (13)
x ≤ xt ≤ x ∀t = 1, . . . , T (14)
Here, equation (10) presents the objective of the opti-
mization where λt is energy price, xt is consumed energy
by the customer (decision variable) and Ut(xt) represents
the utility provided after consuming energy amount of xt
at time t. Note that, decision variables are the sequence
x = {x1, x2, ..., xT } of energy procurement. The consumer
needs a minimum energy consumption at the end of the period.
Implying that even if there exist many high price periods
and it becomes more beneficiary to consume less amount
of energy (in term of cost) still, at the end of the day, to
provide consumer needs a minimum amount of energy should
be utilized as depicted in (11). Due to electric infrastructures
limitations, power consumption cannot change arbitrarily at
each period meaning there is actually a ramp limit on the
power consumption variation at each interval. Ramps limits
links energy consumption between two consecutive periods as
shown in (12) and (13). Also, this energy should stay within
its limits that actually specifies the general decision-making
domain denoted by (14).
B. Online Demand Response Algorithms
There are some remarks that need to be pointed out re-
garding the limitations of the offline DR model (10)–(14).
In general, the end-user consumer has no information about
the upcoming future, meaning that no price of electricity is
known a priori. This is especially relevant in horizons of
24 hours (typical horizon in related literature) with real-time
price signals of 5 minutes. Even if the end-user customer
has statistical information, e.g., a probability distribution or
uncertainty support sets, it would be useless or counter-
productive in the sense that variability incorporated to the
offline (stochastic/robust) models will result in poor out-of-
sample performance. Another weak assumption from offline
optimization modeling is to schedule the energy commitments
for the day-ahead in intervals of 5 minutes. While this is
clearly difficult for many end-user customers to fulfill, it could
also represent a missing economic opportunity for very volatile
real-time spot prices.
Motivated by these limitations, we present the following
steps that occur in sequence for the online decision making
algorithms.
S1 At each t, select energy procured xt that satisfies xt ∈ Bt
using an algorithm A. Below, we present two families of
online algorithms with the option of considering predic-
tions or not.
The set Bt ⊆ K is defined according to the feasible
decision space for xt, i.e., Bt = {xt ∈ K : (xt−1−rdn) ≤
xt ≤ (xt−1 + rup)}. Note that, for a univariate case and
rdn = rup = r, the set Bt translates into a graph with
length of 2r centered with xt−1 known while updating
xt.
S2 Observe electricity price λt and utility function Ut(·).
S3 Compute cost/loss incurred in t by
ft(xt) = λtxt − Ut(xt).
After step S3, the process goes back to S1 until eventually
the T steps are reached.
SF In the final step, compute the overall accumulated
cost/loss incurred by algorithm A with
Conline(A) =
T∑
t=1
ft(xt). (15)
It is worth to observe that Conline(A) ≥ C∗offline is always
satisfied. We would like to find algorithms that exhibit perfor-
mance close to the offline optimal costs.
Next, we present algorithms to deal with the introduced
online DR model with two basic assumptions: whether the
information about the future is available or not.
1) Online DR with no prediction: When there is no avail-
able data for the upcoming uncertain parameters, the online
algorithm should only rely on the previous data and revealed
loss functions and update decisions one by one per stage.
The online DR algorithm with no prediction is depicted in
Algorithm 2. The stepsizes η and µ, and parameter γ are
considered as inputs. Since no information is available about
the future, the optimization begins with an initialization which
determines from what point decisions of the algorithm evolve.
With the start of the optimization at each stage t, the previously
updated decision is submitted. Afterward, energy price would
be known and loss function is determined according to the
utility of customer. Then, by adding the long-term constraint
penalization to the loss function, the decision for the energy
consumption of the next stage can be calculated. This energy
variation is limited to ramp constraints. Therefore, decisions
for energy are projected back to Bt, which is centered by
previous value of energy and ramp limits as radius of the
decision set at time t. Values of δt are updated accordingly
to make sure that long-term constraint would hold at the end
of the optimization period. Values of δt are selected within
R+ domain. Note that algorithms here are only given for one
interval. However, the decision-making process follows the
same pattern for other optimization periods and is continued
until the last round, T .
Algorithm 2: Online DR with No Prediction for t
1 Inputs η ∈ R+, µ ∈ R+, γ ∈ R+
2 Initialize
3 Collect xt−1
4 Build Bt
5 Update
6 Compute and project
7 xt =
∏
Bt(xt−1 − η∇xFt−1(xt−1, δt−1))
8 Compute and project
9 δt =
∏
R+(δt−1 + µ∇δFt−1(xt−1, δt−1))
10 Output
11 Return: xt, δt
2) Online DR when predictions are available for W stages:
These values are then utilized for backward updating of the
decision variables.
In the previous case due to the unavailability of applicable
data (i.e., future values of optimization parameters) algorithm
could only incorporate one step of gradient descent to finalize
the value of the next interval decision.
In this section, we assume that W -long look-ahead window
of information is available about the uncertain parameters
(electricity prices). Thus, algorithm could exploit this informa-
tion to reach better results. In doing so, we incorporate a new
cost into the previously defined function of F as given in (16).
In this way, the difference between two consecutive decisions
is penalized with utilization of parameter ρ. While updating
values of energy for each stage algorithm avoids hasty steps;
therefore, it remains closer to the domain defined by the ramp
constraints.
Ft(xt, δt) = λtxt − Ut(xt) + ρ
2
‖xt − xt−1‖2
+ δt(
ET
T
− xt)− γδ
2
t
2
(16)
Note that, with this new function xt and xt−1 are related.
Thus, while minimizing total cost FT = ∑Tt=1 Ft, ∇xtFT
no longer equals to ∇xtFt. In fact, it equals to:
∇xtFT= ht(xt−1, xt, xt+1, δt) = (17){ ∇xtFt(xt, δt) + ρ(2xt − xt−1 − xt+1) if t ≤ T
∇xtFt(xt, δt) + ρ(xt − xT−1) if t = T
Thus, according to the above mentioned gradient step en-
ergy in t is dependent on its value in t + 1. However, since
there is at least one look-ahead window and the initialization
step provides values of energy in the look-ahead period, the
introduced gradient is computable.
Now, we introduce our online DR algorithm with pre-
dictions based on the previously explained RHGD method
demonstrated as a pseudo-code in Algorithm 3 for period t. In
the first step, when t = 1, the necessary inputs are introduced
to the optimization including initial values for x and δ,
number of look-ahead windows, W , and stepsizes: η1, η2 and
µ1, µ2. Note that the decision-making variable (electric energy
consumption) has both super- and subscript, xsm. Both s and m
are related to t. Since W forward predictions exist according
to the receding horizon algorithm, W gradient steps can be
taken in order to reach the final decision. These steps can be
carried backward. Consequently, it is needed to initialize the
t+W value first and then update backward, step by step till
the last one is reached. Considering the dependence of ht on
xt+1 the initialization is carried out with Ft function and only
xt−1t+W−1 but for backward steps ht is utilized. In summary, for
each interval of optimization, there is one step of initialization
using one value of x and W backward updating steps using ht,
which is utilizing three values of x from the previous stages
and interval of the algorithm. For example, the first backward
updating step after the initialization can be written as follows:
xtt+W−1 =
(xt−1t+W−1 − η2ht(xt−2t+W−2, xt−1t+W−1, xtt+W , δt−1t+W−1))
(18)
Figure 2 is also given to better clarify the decision-making
process. In this figure, dark circles represent the decisions
determined already in the previous periods, and white circles
are the new updates with the goal of finalizing the output
for period t. As can be seen, in updating decision at t, s is
only taking values of t, t − 1, t − 2 and m from t + W to
t. Although the difference between two consecutive value of
energies is penalized, to make sure that ramp limits are not
violated, at the last step when the final decision is determined,
xtt, it is projected back to a smaller set constrained by ramp
limits.
Next, we introduce online DR with utilization of RHAG in
Algorithm 4. As can be seen, it only differs from the previous
algorithm when updating the energy values backwardly in
term of updating gradient steps. The framework is similar to
introduced online RHGD-based model; therefore, we refrain
from adding extra explanation.
Algorithm 3: Online RHGD-based DR Model for t
1 Inputs ρ, W , η1 ∈ R+,
η2 ∈ R+, µ1 ∈ R+, µ2 ∈ R+, γ ∈ R+
2 Initialize xtt+W and δtt+W :
3 Compute and project xtt+W=∏
K(x
t−1
t+W−1 − η1∇xFt+W−1(xt−1t+W−1, δt−1t+W−1))
4 Compute and project δtt+W=∏
R+(x
t−1
t+W−1 − µ1∇δFt+W−1(xt−1t+W−1, δt−1t+W−1))
5 Update backwards:
6 for m=(t+W − 1):−1: t do
7 Compute and project
8 xtm=
∏
K(x
t−1
m − η2ht(xt−2m−1, xt−1m , xtm+1, δt−1m ))
9 Compute and project
10 δtm=
∏
R+(δ
t−1
m + µ2∇δtFT (xt−1m , δt−1m ))
11 end
12 Output:
13 Return: xt =
∏
Bt(x
t
t), δ
t
t
Algorithm 4: Online RHAG-based DR Model for t
1 Inputs ρ, W , η1 ∈ R+,
η2 ∈ R+, µ1 ∈ R+, µ2 ∈ R+, γ ∈ R+, ξ = 1−
√
ζη2
1+
√
ζη2
2 Initialize xtt+W , ytt+W and δtt+W :
3 Compute and project xtt+W=∏
K(x
t−1
t+W−1 − η1∇xFt+W−1(xt−1t+W−1, δt−1t+W−1))
4 Compute and project δtt+W=∏
R+(x
t−1
t+W−1 − µ1∇δFt+W−1(xt−1t+W−1, δt−1t+W−1))
5 ytt+W = x
t
t+W
6 Update backwards:
7 for m=(t+W − 1):−1: t do
8 Compute and project
9 xtm=
∏
K(y
t−1
m − η2ht(yt−2m−1, yt−1m , ytm+1, δt−1m ))
10 ytm=(1 + ξ)x
t
m − ξxt−1m
11 Compute and project
12 δtm=
∏
R+(δ
t−1
m + µ2∇δtFT (xt−1m , δt−1m ))
13 end
14 Output:
15 Return: xt =
∏
Bt(x
t
t), δ
t
t
IV. NUMERICAL STUDIES
In this section, we present the numerical studies regarding
the online DR model and algorithms introduced in previous
sections. We assume an end-user electric consumer that aims
to optimize its consumption in a way that the overall cost
is minimized throughout the day. The characterization of the
consumer load is given in Table I. From this data, information
regarding the decision set, long-term and ramp constraints is
available. We utilize 5-minute electricity prices from [26] for
an entire day which makes optimization period length T , equal
to 288 intervals. This price data is shown in Fig. 3. We assume
consumer receives these prices one by one per interval after
committing to an amount of energy consumption.
...s=t-2
...s=t-1
...s=t
... t-2 t-1 t ... t+
W
-2
t+
W
-1
t+
WPeriod
Stage
Forward 
Intializing
Backward UpdatingWthUpdate
Output:
Fig. 2. The overall updating procedure for online RHGD- and RHAG-based
algorithms at t.
In the remainder of this section, we explore results of
five different applicable online-based algorithms namely, (i)
online DR without prediction, (ii) online RHGD-based DR
with perfect information, (iii) RHAG-based DR with perfect
information, (iv) online RHGD-based DR with not exact
prediction, and (v) online RHGD-based DR with not exact
prediction. In addition, we compare them with two off-
line optimization state-of-the-art benchmarks in DR problem,
namely (i) a rolling window robust optimization [8] (ii) offline
optimization with perfect hindsight, i.e., a deterministic case,
the solution of the model (10)–(14). Note that, we assume that
consumer’s utility acquired by the consumption of energy is
calculated by Ut(xt) = uxt, where u is fixed. In this way, the
only uncertain parameter is the upcoming real-time electricity
price. We investigate the performance of different algorithms
under this assumption.
A. Online DR without Prediction
Algorithm 2 is utilized in this case to manage online DR
model without any data about the future upcoming electricity
prices. Note that, under different stepsizes, the performance of
the Algorithm 2 could vary. To clarify this, we have depicted
the performance of the presented algorithm with four different
stepsizes: η = {0.13, 0.26, 0.39, 0.52} in Fig. 4. As can
be seen from this figure, stepsize value affects how much
energy can vary from a stage to another. In some periods,
the price has fast fluctuations; therefore, bigger changes are
needed for energy consumption to adapt to the variations in
energy prices. This is more visible at intervals near 12:00.
When stepsize is at the lowest amount, it takes more time
for the algorithm to go back to the top position. However,
higher values of stepsizes do not necessarily mean better total
profits (total utility minus the total electric energy purchasing
cost for the consumer). For example, the introduced online
model will reach profit of {35.43, 38.6, 39.34, 39.16} $ for
each stepsize, respectively. It is also of interest to see how
the online model would react to different values of utility.
In this regard, the energy consumption variation during the
optimization period is depicted in Fig. 5 considering different
values of u. It is clear with lower values of consumer utility,
the gap between price and utility decreases and it will be
more profitable to consume a lower amount of energy which
is also perceivable from this figure. As the value of utility
increases, it becomes more beneficial to consume more energy.
In fact, the gradient has higher positive values resulting in
more consumption in favorable intervals. The total profits for
these cases are {−4.64, 38.6, 103.81, 167.12} $ for lowest to
highest value of consumer utility, respectively.
TABLE I
CONSUMER ELECTRIC LOAD CHARACTERIZATION DATA
Data Quantity
Maximum energy consumption at each interval 0.834 MWh
Minimum energy consumption at each interval 0.041 MWh
Minimum daily consumption 60 MWh
Ramping up limit 2 MW/h
Ramping down limit 2 MW/h
Customer utility 69.6 $/MWh
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Fig. 3. Five-minute electricity price signal [26].
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Fig. 4. Energy consumption in the optimization period with variation of η
for online DR with no prediction.
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Fig. 5. Energy consumption in the optimization period with variation of u
for online DR with no prediction and η = 0.26.
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Fig. 6. Profit at the end of the optimization and the total optimization time
for different look-ahead windows in online RHGD-based DR approach.
B. Online DR with Prediction
In this part, we analyze the performance of Algorithm 3
and 4 where we first assume exact predictions with zero
error and then investigate the performance of the introduced
online DR models applying not exact predictions. In this
regard, Algorithm 3 is utilized with different number of perfect
look-ahead windows. The total profit for each case (with
a specific number of look-ahead windows) are depicted in
Fig. 6 along with total time consumed to finish the whole
round of the optimization. As can be seen from this figure,
even one forward window with perfect information can help
noticeably to improve the final result of the model compared
to a situation where no information is available. More number
of windows of perfect information helps in improving the
total acquired profit at the end of the optimization. However,
increasing number of look-ahead windows comes with a price
which is the fact that by increasing W required time for
1 2 3 4 5 6 7 8 9 10 11 12
W
0
0.5
1
1.5
2
2.5
3
p.
u.
Profit / Computation Time
Profit / Base Profit
Computation Time / Base Computation Time
Fig. 7. Ratios level for different length of predictions on profit and time
consumption.
completing the optimization also increases considerably. For
instance, the completion time difference between W = 3 and
W = 12 is more than 100 seconds. This number would grow
exponentially for more complicated optimization problems.
Thus, depending on the optimization structure proper value
for prediction window should be selected. In addition, for
the sake of better comparability in Fig. 7 three different
curves comparing profits and computation times are depicted.
In this figure, the base profit and base computation time
are assumed to be 43 $ and 150 s, respectively. Next, we
have investigated the results of RHAG-based algorithm in
Fig. 8 (a). It is clear, RHAG performs better to reach higher
values of profit specially with lower number of look-ahead
windows. As this number grows, more iterations are possible
and therefore RHGD could reach similar results compared to
RHAG. In part (b) of Fig. 8, an ARIMA model [27] is utilized
to predict limited number of forward upcoming electricity
prices and based on these predictions acquired profits are
depicted for both RHGD- and RHAG-based DR models. As
can be perceived, the profit values are lower than the case
with perfect information. This is due to the fact that gradient
of loss function determines direction and size of each step
toward updating energy consumption at each stage which
itself is directly related to the price value. Thus, imperfect
price prediction results in less efficient gradient steps; however
the obtained results are comparable to perfect information
case. Note that, same as previous case, with lower number
of prediction windows RHAG-based approach performs better
in term of reaching higher values of profit.
C. Comparison with the DR Offline Optimization Approaches
In this section, we compare previous algorithms results with
a similar approach utilized in study [8] known as rolling-
window robust DR model. In this approach, at each stage,
a robust optimization problem is solved for the remaining
forward periods of the optimization. Thus, it has a similar
structure to the introduced DR model. However, it incorporates
predictions for all of the remaining optimization stages. Simi-
lar to the introduced online DR algorithms, results depend on a
tunable parameter mostly known as the budget of uncertainty.
The achieved profit while running the DR with this approach
considering different values for the budget of uncertainty are
demonstrated in Fig. 9. The maximum profit of 40.97 $ is
achieved when uncertainty budget is equal to 0.3. The time
needed to finish one round of optimization is 141 seconds.
If we compare the result to the one obtained with online DR
with no prediction, we see that the acquired profits are pretty
close though a little higher for rolling-window robust model.
However, in online DR with no prediction the time needed
to complete the optimization is only 19 seconds which is
7 time less than the robust approach. When predictions are
incorporated into the online DR model higher profits can be
achieved while only limited information about future prices
is needed. Note that, with perfect information in hindsight
the offline model which is a linear programming model can
be carried out resulting in profit value of 53.21 $. Meaning
that if perfect price information is available for 288 stages
the optimization should achieve this result which is maximum
possible for any other methods as well. We showed with only
12 stage of perfect information considerable value of 44.89 $
can be achieved in a fast and easy to implement procedure.
This also demonstrates the value of good prediction. For
example with one window of perfect information the acquired
result was higher than any other simulated models with not
exact predictions.
Finally, we have carried out the same procedure for 100 days
with different electricity prices. The average performance of
different algorithms as a percentage of perfect offline optimiza-
tion are depicted in Table II. Results validate the performance
of the proposed online DR approaches. Our online algorithms
with any type of input prediction are more effective (up
to 3.5% more) than the actual state-of-the-art offline robust
optimization strategy [8]. Even when no prediction is used,
efficiency reached by our online DR algorithm is close to
the offline robust optimization approach. It is encouraging for
practitioners, where online algorithms presented here have a
much lower computational cost and do not require any off-
the-shelf optimization solver.
TABLE II
THE AVERAGE PERFORMANCE OF DIFFERENT ALGORITHMS AS A
PERCENTAGE OF PERFECT OFFLINE OPTIMIZATION
Algorithm/Approach Average (%)
Online DR with no prediction 69.21
Online RHGD-based DR with not exact prediction (W=6) 71.91
Online RHAG-based DR with not exact prediction (W=6) 73.20
Online RHGD-based DR with perfect prediction (W=1) 75.11
Rolling window robust optimizationa, [8] 71.59
Deterministic offline optimization, (10)–(14) 100
a Parameter of the budget of uncertainty was selected for the best average
performance over the 100 days of simulation.
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Fig. 8. Profits from online RHGD- and RHAG-based DR with limited number
of look-ahead information about future prices (a) with prefect information (b)
with predictions.
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Fig. 9. Profits for rolling window robust optimization with different values
of uncertainty budget and the proposed online approaches.
V. CONCLUSION
In this paper, we proposed an online demand response
model of an electric end-user customer, in which the customer
adapts its load with the 5-minute streamed price data in
order to reach higher profits while addressing the operational
constraints as minimum energy consumption in a day, and
ramp constraints on energy variation amounts. We investigated
two models under the assumption of whether the prediction
of future price data was available or not. We then presented
online DR models and related algorithms to address the afore-
mentioned problems. The simulation results demonstrated that
by utilization of predictions, higher profits could be achieved;
however, the computational time also grows accordingly.
Comparing the acquired results with those of offline method
with perfect hindsight and rolling-window robust optimization
showed that the proposed online DR models could achieve
considerable profit within a limited time and with very low
computational complexity.
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