In the literature, there are several well-known periodic channel hopping (CH) sequences that can achieve maximum rendezvous diversity in a cognitive radio network (CRN). For a CRN with N channels, it is known that the period of such a CH sequence is at least N 2 . The asymptotic approximation ratio, defined as the ratio of the period of a CH sequence to the lower bound N 2 when N → ∞, is still 2.5 for the best known CH in the literature. An open question in the multichannel rendezvous problem is whether it is possible to construct a periodic CH sequence that has the asymptotic approximation ratio 1. In this letter, we solve such a question by proposing CH sequences that have the asymptotic approximation ratio 1.
I. INTRODUCTION
The multichannel rendezvous problem that asks two users to find each other by hopping over their available channels is a fundamental problem in cognitive radio networks (CRNs) and has received a lot of attention lately (see, e.g., the book [1] and references therein). In this letter, we bridge a theoretical gap on the minimum period of the periodic channel hopping (CH) sequences that achieve maximum rendezvous diversity. A channel is called a rendezvous channel of a periodic CH sequence if two asynchronous users (with any arbitrary starting times of their CH sequences) rendezvous on that channel within the period of the sequence. A periodic CH sequence is said to achieve maximum rendezvous diversity for a CRN with N channels if all the N channels are rendezvous channels. In the asymmetric setting, it is shown in Theorem 1 of [2] that there do not exist deterministic periodic CH sequences that can achieve maximum rendezvous diversity with periods less than or equal to N 2 . For the symmetric setting, the negative result of Theorem 1 of [2] is further extended in Theorem 3 of [3] . It was shown that the length of the period p satisfies the following lower bound:
In the literature, there are various periodic CH sequences that can achieve maximum rendezvous diversity, see e.g., CRSEQ [4] , JS [5] , DRDS [3] , SARAH [6] , and T-CH [7] . In particular, T-CH [7] has the shortest period 2N 2 + N ⌊N/2⌋ when N is a prime. These CH sequences are called nearly optimal CH sequences as their periods are O(N 2 ), which is comparable to the lower bound N 2 . However, the asymptotic approximation ratio, defined as the ratio of the period to the lower bound N 2 when N → ∞, is still 2.5 for T-CH, 3 for CRSEQ and DRDS, and 8 for SARAH. One of the open questions in the multichannel rendezvous problem is whether it is possible to construct a periodic CH sequence that has the asymptotic approximation ratio 1. Such CH sequences are called asymptotically optimal CH sequences in this letter. The main objective of this letter is to propose CH sequences that are asymptotically optimal.
II. IDEAL-CH
Our construction of CH sequences, called the IDEAL-CH, is inspired by the T-CH in [7] that uses a matrixbased construction. An n 1 × n 2 matrix C = (c i,j ) (with i = 0, 1, . . . , n 1 − 1 and j = 0, 1, . . . , n 2 − 1) can be naturally mapped to a CH sequence {c(t), t = 0, 1, . . . , n 1 × n 2 − 1} by letting c(t) = c i,j with i = ⌊t/n 2 ⌋ and j = (t mod n 2 ). One important property of the matrix-based construction is that the CH sequence has a set of rendezvous channels R if and only if for any two-dimensional circular shift of the matrix C, its overlap with C contains R.
In our matrix-based construction, there are two elegant mathematical tools for dealing with circular shifts: (i) perfect difference sets [8] and (ii) ideal matrices [9] . Intuitively, a perfect difference set with a period n and k elements can be visualized as a dot pattern that has a dot on the coordinate of an element. Repeat the dot pattern infinitely often in the line. Then for any time shift, exactly one pair of dots will overlap in every period of n. On the other hand, an ideal matrix can be viewed as a two-dimensional version of a perfect difference set. An n × n ideal matrix has exactly one element in each column and can be visualized as a dot pattern that has a dot on the coordinate of an element in the matrix. Repeat the dot pattern infinitely often in the plane. Then except purely vertical shifts, exactly one pair of dots will overlap within an n × n square box for any other two-dimensional shifts (see Table I for an illustration). Our idea for the construction of the IDEAL-CH is to first construct an n × n ideal matrix and then embed a perfect difference set in each column of that matrix so that the overlaps between the constructed matrix and any two-dimensional circular shift of that matrix contain all the rendezvous channels. Specifically, we show if n is a and it approaches 1 when L → ∞.
A. Difference sets
In this section, we briefly review the notion of difference sets.
Definition 1:
such that a i − a j = (ℓ mod n), where a i , a j ∈ D. A (n, k, 1)difference set is said to be perfect if there exists exactly one ordered pair (a i , a j ) such that a i − a j = (ℓ mod n) for every (ℓ mod n) = 0.
Clearly, if D = {a 0 , a 1 , . . . , a k−1 } is (n, k, 1)-perfect difference set, then D ℓ = {(a 0 + ℓ) mod n, (a 1 + ℓ) mod n, . . . , (a k−1 + ℓ) mod n}, ℓ = 0, 1, 2, . . . , n − 1, are all (n, k, 1)-perfect difference sets. Such a rotation property will be used in our embedding of perfect difference sets. An explicit construction of (n 2 +n+1, n+1, 1)-perfect difference set was shown in [8] for any n that is a prime power. For instance, the set D = {0, 1, 3} is a (7, 3, 1)-perfect difference set.
In view of the mathematical property of an RDS, a periodic CH with n rendezvous channels is equivalent to that there are n disjoint RDS in that periodic sequence. Such an equivalent statement was previously made in [3] . Furthermore, the Disjoint Relaxed Difference Set (DRDS) algorithm in [3] can be used for constructing a CH sequence with maximum rendezvous diversity that has a period of 3N 2 when the number of channels N is a prime. In [10] , an efficient algorithm was proposed to find disjoint (n 2 + n + 1, n + 1, 1)-perfect difference sets for a prime power n. If the number of disjoint perfect difference sets that can be found for a prime power n is not less than the total number of channel N , then they can be used for constructing CH sequences with maximum rendezvous diversity. However, there is no lower bound on the number of disjoint perfect difference sets that can be found for a prime power n in [10] .
B. Ideal matrices
In this section, we introduce the notion of an ideal matrix in [9] . As discussed before, an ideal matrix can be viewed as a two-dimensional version of a difference set.
Definition 2: (Ideal matrix [9] ) A binary (0, 1) n × n matrix M = (m i,j ) is called an ideal matrix if it satisfies the following two constraints:
(i) Each column of M contains exactly one 1, i.e., for all j = 0, 1, 2, . . . , n − 1,
(ii) The doubly periodic correlation function ρ(·, ·), defined by
where δ, τ are integers between 0 and n − 1 and ⊕ denotes addition modulo n, satisfies the condition
whenever either δ or τ is nonzero. Since an ideal matrix M contains exactly n 1's, we have
On the other hand, we have from (1) that
Also, as each column of M contains exactly one 1, we have for δ = 1, 2, . . . , n − 1,
It then follows from (3), (4), (5) and (6) that for τ = 0 ρ(δ, τ ) = 1.
In view of (6) and (7) , one way to visualize an ideal matrix M as a dot pattern is to put a dot on the coordinate of a 1 in M . Now repeat the pattern of the matrix infinitely often in the plane. Then the ideal matrix has the following three important properties: (P1) (No shift) If (δ mod n) = (τ mod n) = 0, all dots overlap. (P2) (Purely vertical shifts) For all the purely vertical shifts (along the columns) with (τ mod n) = 0 and (δ mod n) = 0, no dot will overlap. (P3) (The other shifts) For any the other shift, exactly one pair of dots will overlap, i.e., (τ mod n) = 0.
As each column of an ideal matrix contains exactly one dot, one can view the dot pattern from an ideal matrix as a "graph" of a function f (·) with both its domain and range being the set of integers {0, 1, . . . , n − 1}. The function f (·) can be characterized as follows:
where i is uniquely determined by the condition m i,j = 1.
With such a functional characterization, an n × n ideal matrix M can be constructed when n is a prime. Theorem 3: (The Elliot-Butson construction [11] ) If n is a prime and
with c 2 = 0, then the n × n matrix M = (m i,j ) with
is an ideal matrix. To see the insight of the Elliot-Butson construction, we note that i is uniquely determined by j from (10) . Thus, there is exactly one 1 in each column and (1) is satisfied. To show (7) , it suffices to show that for any τ = 0 and δ there exist a unique j such that m i,j = m i⊕δ,j⊕τ = 1. It follows from (9) and (10) that
Solving from these two equations yields (2c 2 τ j mod n) = ((−c 2 τ 2 − c 1 τ − δ) mod n). (11) Since c 2 = 0, τ = 0 and n is a prime, there is a unique j satisfying (11) .
One special case of the Elliot-Butson construction is to choose
and this construction is exactly the triangular numbers used in the constructions of the jump columns in CRSEQ [4] and T-CH [7] .
C. The matrix-based construction
To construct CH sequences, the idea is to replace each column of an ideal matrix by a permutation of (0, 1, 2 . . . , n− 1). Specifically, define the i th -rotation to be the permutation (i, i⊕1, . . . , i⊕(n−1)) and replace the j th column of an n×n ideal matrix M = (m i,j ) by the (n− i) th -rotation if m i,j = 1. By doing do, every dot in the ideal matrix is mapped to channel 0 (that serves as an anchor) and every other channel simply rotates around channel 0. Call such a matrixM = (m i,j ) an ideal channel hopping (CH) matrix. In the following, we show the conversion for the 7 × 7 ideal matrix:  
One immediate consequence of such a conversion is when one pair of dots overlap, the n channels in that column also overlap. In view of the three properties of an ideal matrix, we only need to deal with purely vertical shifts. To deal with the problem of purely vertical shifts, the idea of T-CH in [7] is to concatenate an n × n "stay" matrix (with all the n elements in the k th column being k, k = 0, 1, 2, . . . , n − 1) and an n × (n + ⌊n/2⌋) "jump" matrix with the j th column taken from the (j mod n) th column of an ideal matrix. This results in an n × (2n + ⌊n/2⌋) matrix and thus has a period of n(2n+⌊n/2⌋). The construction of T-CH shortens the number of "jump" columns in CRSEQ [4] from 2n − 1 to n + ⌊n/2⌋.
Our idea to tackle the problem of purely vertical shifts is to reserve some channels of the n channels for embedding relaxed difference sets (RDS) that can guarantee the needed overlaps for purely vertical shifts. Now we show how to construct the IDEAL-CH when n is a prime and n is equal to L 2 + L + 1 for some prime power L. The detailed steps are outlined in Algorithm 1. Let D = {a 0 , a 1 , . . . , a L } be an (L 2 + L + 1, L + 1, 1)-perfect difference set andM = (m i,j ) be an n × n ideal CH matrix. Let D c = Z n \D = {b 0 , b 1 , . . . , b L 2 −1 }. The idea is to reserve the L + 1 channels in D for the perfect difference sets and only use the L 2 channels in D c . The L + 1 channels in D in the j th column ofM are replaced by channel (j mod L 2 ) and the other L 2 channels are re-mapped to the L 2 channels in {0, 1, 2, . . . , L 2 − 1}. Specifically, we construct an n × n matrix C = (c i,j ) by the following rule:
For example, the matrix C constructed from the 7 × 7 ideal CH matrix and the perfect difference set
In this example, D c = {2, 4, 5, 6} and these numbers in the 7×7 ideal CH matrix are re-mapped to {0, 1, 2, 3}. In (14), we mark the channels that are used for the perfect difference sets in the bold face. From the (rotation) property of the perfect difference set, we know for any purely vertical shift, there is an overlap of channel j in column j, j = 1, 2, . . . , L 2 . Also, those underlined numbers are the dots of the n×n ideal matrix. These are used as "anchors" for any other shifts.
Algorithm 1 The IDEAL-CH Input A set of L 2 channels {0, 1, 2, . . . , L 2 − 1} with L being a prime power and L 2 + L + 1 being a prime. Output A CH sequence {c(t), t = 0, 1, 2 . . . , (L 2 + L + 1) 2 − 1} with c(t) ∈ {0, 1, 2, . . . , L 2 − 1}. 1: Let n = L 2 + L + 1 and construct an n × n ideal matrix M = (m i,j ). 2: Construct an n × n ideal CH matrixM = (m i,j ) by replacing the j th column of M by the (n − i) th -rotation of (0, 1, . . . , n − 1) (for all j = 0, 1, . . . , n − 1) if m i,j = 1.
3: Construct a perfect difference set D = {a 0 , a 1 , . . . , a L } in Z n . 4: Let D c = Z n \D = {b 0 , b 1 , . . . , b L 2 −1 }. 5: Construct an n × n matrix C = (c i,j ) by the channel mapping rule in (13). 6: For t = 0, 1, 2 . . . , (L 2 + L + 1) 2 − 1, let c(t) = c i,j with i = ⌊t/n⌋ and j = (t mod n).
Theorem 4:
If L is a prime power and L 2 + L + 1 is a prime, then Algorithm 1 constructs a CH sequence with period (L 2 + L + 1) 2 that achieves maximum rendezvous diversity for the L 2 channels {0, 1, 2, . . . , L 2 − 1}. Proof. Suppose that the clock drift of the two users is d. Let τ = (d mod n). We consider the following two cases:
This corresponds to a purely vertical shift. Since we embed a perfect difference set D in the j th column ofM , both users will rendezvous on channel j in the j th column, j = 0, 1, . . . , L 2 − 1. Case 2. τ = 0:
This corresponds to a shift that is not a purely vertical shift. From (P3) of an ideal matrix, there is a column j 1 of user 1 that overlaps with a column j 2 of user 2. From the deterministic re-mapping in (13), both users will rendezvous on all the L 2 channels in the overlapped column.
III. DISCUSSIONS
We conducted a computer search for the set of numbers L with L being a prime power and L 2 + L + 1 being a prime. For L ≤ 100, we have {2, 3, 5, 8, 17, 27, 41, 59, 71, 89}. There are 4688 positive integers with such properties under 100,000. For the integers that do not possess such properties, we have to resort to less efficient constructions. Instead of using the perfect difference set in Step 3 of Algorithm 1, we can use RDS. It was shown in [12] that the size of an RDS in Z n is bounded below by √ n. Here we show in the following lemma that one can always construct an RDS D in Z n with size O( √ n).
Lemma 5: For any positive integer n, there is an RDS D in Z n with size O( √ n).
Proof. Our proof for this lemma is a constructive proof. First, we choose the largest positive integer x such that
and construct a (2 2x + 2 x + 1, 2 x + 1, 1)-perfect difference set D 0 = {a 0 , a 1 , . . . , a 2 x } (from the Singer difference set [8] ). Now repeat the dot pattern in D 0 infinitely often in the line. Let D be the set that contains the dots in the interval [0, n−1], i.e.,
where Z + denotes the set of positive integers. Now repeat the dot pattern in D infinitely often in the line. Consider a circular shift d of D with 0 ≤ d ≤ (n−1)/2. Since the interval [0, n−1] contains at least two periods of the perfect difference set D 0 , the overlap between D and a circular shift d of D is at least one as the intersection of the interval [0, n − 1] and the interval [d, n − 1] contains at least one complete period of the perfect difference set D 0 . Similarly, for (n−1)/2 ≤ d ≤ n−1, the overlap between D and a circular shift d of D is also at least one as the intersection of the interval [0, n − 1] and the interval [0, d] contains at least one complete period of the perfect difference set D 0 . Thus, D is an RDS. Now we argue that the size of D is O( √ n). In view of (15), the size of D 0 is 2 x + 1 and is thus O( √ n). Since x is the largest positive integer such that 2(2 2x + 2 x + 1) ≤ n, we have n < 2(2 2(x+1) + 2 x+1 + 1) ≤ 8(2 2x + 2 x + 1).
As such, the size of D is at most eight times of the size of D 0 and is also O( √ n).
Corollary 6:
Suppose that n is a prime and is not equal to L 2 + L + 1 for some prime power L. Instead of using a perfect difference set in Step 3 in the IDEAL-CH in Algorithm 1, we replace it by using an RDS in Lemma 5. Then such a CH is still asymptotically optimal. Proof. Let D be the RDS constructed in Lemma 5. Note that the number of rendezvous channels is |D c | = n − |D|. Since |D| = O( √ n) in Lemma 5, the asymptotic approximation ratio is n 2 |D c | 2 = n 2 (n − |D|) 2 → 1,
when n → ∞.
