Abstract. Cluster computing is excellent for parallel computation. It has become increasingly popular. In cluster computing, a service level agreement (SLA) is a set of quality of services (QoS) and a fee agreed between a customer and an application service provider. It plays an important role in an e-business application. An application service provider uses a set of cluster computing resources to support e-business applications subject to an SLA. In this paper, the QoS includes percentile response time and cluster utilization. We present an approach for resource provisioning in such an environment that minimizes the total cost of cluster computing resources used by an application service provider for an e-business application that often requires parallel computation for high service performance, availability, and reliability while satisfying a QoS and a fee negotiated between a customer and the application service provider. Simulation experiments demonstrate the applicability of the approach.
INTRODUCTION
In computer science, scheduling theory is concerned with the optimal allocation of scarce resources such as servers, processors and network links to computer service activities over time, with the objective of optimizing one or several computer performance measures (e.g., see Levner [13] ). Cluster computing is excellent for parallel computation. It has become increasingly popular. The management of computing service resources is fundamental to cluster computing. The increasing pervasiveness of network connectivity and the proliferation of on demand ebusiness applications and services in public domains, corporate networks, as well as home environments give rise to the need for the design of appropriate service management solutions in cluster computing. Accurately predicting e-business application and scientific computation performance based on service statistics and a customer's perceived quality allows an application service provider (simply called a service provider) not only to assure quality of services but also to avoid over provisioning to meet a service level agreement (SLA).
Job scheduling has been a fruitful area of research for many decades. It involves answers to the following questions:
1. How are jobs assigned to computing resources, such as processors and machines? 2. What orders should we use to process jobs in a single computing resource? 3. How to allocate sufficient computing resources to match the requirements of submitted jobs in terms of ensuring QoS guarantees?
The above three job scheduling questions are usually called the parallel job scheduling problem, the job sequencing problem, and the resource provisioning problem (also called the resource matching problem), respectively. While the job sequencing problem is relatively simple, the parallel job scheduling problem and the resource allocation problem are difficult to solve. Generally speaking, both are NP-hard (see Du and Leung [7] ). In this paper, we focus on the resource provisioning problem that has been extensively researched over the years (see Feitelson et al. [8] and Yom-Tov and Aridor [19] ). In particular, we consider the problem for avoiding the over-provisioning of computing resources. With overprovisioning, computing resources are allocated more than service request jobs actually need due to the over-determined requirements of service request jobs, which should not occur as desired by a service provider for high profits.
Yom-Tov and Aridor [19] gave an example of two machines to explain how badly over-provisioning affects machine utilization. However, if allocated computing resources fall below a certain level or are insufficient, service request jobs cannot complete to meet customer service requirements. Hence, the resource provisioning problem plays a key role in job scheduling. It is an extremely important but very challenging problem as shown in Liu et al. [12] , Naik et al [16] , and Yom-Tov and Aridor [19] .
In this paper, we consider a resource provisioning problem in SLA-based cluster computing where a service provider processes e-business application request jobs for business customers subject to an SLA. Such request jobs often require parallel computation for high service performance, availability, and reliability. As shown in Figure 1 , a customer represents a business that generates a stream of service request jobs at a specified rate to be processed by a service provider's resources according to QoS requirements and for a given fee. A service request job is transmitted to a service provider in a cluster computing system consisting of a group of cluster nodes that are linked together to support parallel computation (e.g., see Aron et al. [1] , Heath et al. [10] as well as Xiao and Ni [35] ). Upon the completion of a service request job at the service provider, the final result is sent back to the customer. The service provider's cluster nodes have or are a set of computing resources so that they are capable to collaborate each other in parallel for processing the service request job. Such computing resources in each cluster node may include processors and cluster servers/machines as discussed in Shin et al. [17] as well as Xiao and Ni [35] . For presentation purpose, we explicitly think the computing resource of each node as cluster servers. (Note that in this paper "computing resource" or "server" are used alternatively.)
The resource provisioning problem is to minimize the overall cost of the service provider's computing resources of each node allocated to the business customer in terms of the number of servers at each cluster node while satisfying an SLA agreement. The SLA is a contract negotiated and agreed between the customer and the application provider. It defines the quality of service (QoS) and a fee. In this paper, the QoS metrics include:
1. Percentile response time-γ% (0 ≤ γ ≤ 100) of the time the response time,
i.e., the time to execute a service request job, is less than a pre-defined value; 2. Cluster utilization-It is the percentage of the time that the cluster node is utilized.
Both of them are often called SLA performance metrics in the literature. These QoS requirements are typical metrics included in an SLA (e.g., see IN-TERNAP [25] as well as Martin and Nilsson [28] ). As an end user of e-business applications, a customer is in general concerned about response time rather than throughput (for example, in an online business, an buyer often concerns about how soon his/her order will be processed and completed). Hence, we do not include throughput as a metric in this study. Security, reliability and survivability may be included in an SLA as well as described in Jacob [26] . We will discuss them in another paper.
In this paper, we present the resource provisioning problem by minimizing the total cost of each cluster node's computer resources required to ensure a given percentile of the response time and cluster utilization. We formulate the provisioning problem as a constrained optimization problem. By modeling a typical customer service scenario as a queueing network, we first propose an approach to computing the percentile response time of a service request job. We note that the proposed approach can be also applied to a queueing network whose cluster nodes are arbitrarily linked as long as the link can be quantified. Then, we present an approach to solving the constrained optimization problem by calculating the computing resource of each cluster node required in each service provider's node. To the best of our knowledge, our study is the first attempt to analytically solve the resource provisioning problem under the consideration of percentile response time and cluster utilization for cluster computing by using a queueing network method.
The rest of the paper is organized as follows. Related work is presented in Section 2. In Section 3 we formulate the resource provisioning problem with the SLA performance metrics. In Section 4 we model the service request jobs processed in SLA-based cluster computing as a queueing network and give an approximation approach to computing the percentile response time of a customer service request job in the queueing network. We further propose an approach for solving the provisioning problem. Numerical experiments are given in Section 5. We conclude our results in Section 6.
Related Work
The job scheduling questions presented in Section 1 have been extensively studied. They play an important role in not only parallel computation but also other areas. Many real-world problems can be modeled as scheduling problems. For example, the relationship between jobs and computing resources is similar to the one between the following pairs: students and teachers, patients and doctors, as well as ships and docks. Only a few scheduling problems have been shown to be tractable, that is, they are solvable in polynomial time. For the remaining ones, the only way to secure optimal solutions is usually by enumerative methods, requiring exponential time (e.g., see Cook [6] , Garey and Johnson [9] , and Papadimitriou [15] ).
Resource management including resource monitoring as well as resource matching and/or resource provisioning has been researched over many years. Feitelson et al. [8] and Yom-Tov and Aridor [19] have studied resource provisioning for job scheduling in heterogeneous server clusters. Ngubiri and Vlient [14] discussed a processor provisioning problem in multi-cluster systems. Bucur [3] , Bucer and Epema [4] , and Jones [11] have considered the problem of resource provisioning for Distributed ASCI Supercomputer (DAS). Bucur and Epema [4] proposed and analyzed resource provisioning approaches in different scenarios. Jones [11] focused on scheduling techniques and how they are affected by network characteristics like latencies.
In the paper, we consider a job as a stream of customer service requests in cluster computing. The problem of multiple heterogeneous resources allocated to a single job has been discussed in Liu et al. [12] . It is an one-to-many matching problem under the constraints of application specific global aggregations, for example, total memory sizes and processor capacities.
As we know, in the above literature the authors only considered the average metric value of a job stream as a performance metric. This is because an average metric value is relatively easy to calculate. However, customer is more inclined to request a statistical bound on its response time than an average response time. Thus, we use the percentile response time as our performance metric in the paper.
Resource provisioning with the constraints of a variety of QoS metrics such as response time, cluster utilization, or packet loss rate for other computing infrastructures such as a network system have been extensively studied in the literature as well. Bouillet, et al. [20] considered a routing and resource management problem subject to the requirements of aggregate bandwidth from ingress to egress nodes. In [21] , Chassot et al. dealt with a communication architecture with guaranteed end-to-end QoS in an IPv6 environment. The end-to-end QoS includes an end-to-end delay (i.e., response time). Chassot et al. only discussed and measured the maximal, minimal and average values of response time. Cao and Zegura [22] considered the bandwidth allocation scheme for an available bit rate service. In Liao and Campbell [27] , a mechanism was developed with the capability of delivering capacity provisioning in an efficient manner providing quantitative delay-bounds with differentiated loss across per-aggregate service classes.
The Resource Provisioning Problem
In this section, we study the customer service request jobs depicted in Figure 1 where a service request job is transmitted to m cluster nodes within a service provider. For presentation purposes, we assume that each cluster node has only one type of cluster server associated with cost c j . If they have multiple types of servers, we can decompose each cluster node into several individual sub-nodes so that each one only contains one type of servers with the same cost.
Let N j be the number of servers at node j (j = 1, 2, · · · , m). Thus, the resource provisioning problem is to minimize the overall cost of the computing resources required while satisfying SLA requirements in cluster computing. That is, the resource provisioning problem is quantified by solving for d j in the following provisioning problem:
subject to SLA constraints, where d j represents the number of servers required in cluster node j and hence its value is 1, 2, · · · , or N j , each server associated with cost c j . Performance and a service fee are the two most important components for a variety of SLAs in high performance computing such as cluster and grid computing to support parallel computing for business applications. In this paper, the SLA constraints include the aforementioned percentile response time and cluster utilization as well as a service fee. As discussed in Section 1, we consider cluster utilization and the percentile of response time as the SLA performance metrics. The cluster utilization is the percentage of the time that the cluster node is utilized. It will be discussed in detail in Section 4.1. The cluster utilization within a service provider is not observed by a customer (see Martin and Nilsson [28] ). Instead, response time can be directly measured by a customer. It directly reflects service performance as stated in Martin and Nilsson [28] , Paxson [30] and Padhye et al. [31] .
As described earlier, in the literature, typically the average response time (or an average execution time) is used (e.g., see Martin and Nilsson [28] as well as Menasce and E. Casalicchio [29] ). The average response time is heavily influenced by "outliers," which occur in almost all measurements. Therefore, although the average response time is relatively easy to calculate, it may not address the concerns of a customer. Typically, a customer is more inclined to request a statistical bound on its response time than an average response time. For instance, a customer can request that 95% of the time its response time should be less than a desired value. Hence, in this paper we are concerned with the statistical bound on the response time.
The response time is the time it takes for a service request job to be executed on the service provider's cluster nodes and then sent its completed job back to the customer. Let T be a random variable representing the response time, and let f T (t) and F T (t) be its probability and cumulative distributions pdf and CDF, respectively. Also, let T D be the desired target response time that a customer requests and agrees with its service provider based on a fee paid by the customer. The statistical bound on the response time can be expressed by
which is called percentile response time. This means that γ% of the time a service request job will be executed in less than T D . As an example let us consider an M /M /1 queue with arrival rate λ and service rate µ. The service discipline is FIFO. The steady-state probability of the system is p 0 = 1 − ρ, and p k = (1 − ρ)ρ k , k > 0, where ρ = λ µ (see Perros [32] ). The response time T is exponentially distributed with the parameter µ(1 − ρ), i.e., its probability distribution is given by
Using the definition given in (2), we have that
For example, to ensure that in a 95% (=γ%) of time, customer service request jobs can be executed in T D . It follows from (3) that
which is equivalent to µ ≥ λ + ln 20 T D Furthermore, the resource provisioning problem can be formulated as the following integer optimization problem. (2), and the cluster utilization satisfying ρ j ≤ ζ j %, and ρ overall ≤ ζ% respectively, where C D is a fee negotiated and agreed upon between a customer and the service provider, ρ j is the average cluster utilization of node j, and ρ overall is the average cluster utilization of all the cluster nodes within the service provider. Parameters ζ j and ζ are pre-defined values in the SLA (j = 1, 2, · · · , m).
The Solution of The Resource Provisioning Problem
In this section, we study a queueing network model that depicts the path that service request jobs have to follow through the cluster nodes' resources owned by the service provider described in Figure 1 . The queueing model is shown in Figure 2 . We refer to the queueing model as a service request job model since it depicts the computing resources used to provide computing services to respond a customer's service job requests.
The service request job model consists of a single infinite server, and m service provider's stations (or simply called nodes. In the rest of this paper, without any confusion station and node are alternatively used) numbered sequentially from 1 to m as shown in Figure 2 . After a customer exits from the single infinite server, it will continue to be served at all m nodes. Upon completion of its service at the m-th node, a customer may exit the queueing network with probability α, or may return to the beginning the queueing network with probability 1 − α, which characterizes the retransmission of a service request job within the service provider, shown in Figure 2 .
As seen in Figure 1 , each cluster node consists of multiple servers that are linked together to support for parallel computations. The servers of each cluster node are commonly, but not always, connected to each other through fast local area networks. Cluster nodes are usually deployed to improve performance and/or availability over that of a single computer, while typically being much more cost-effective than single computers of comparable speed or availability (see Luke [2] ). Each cluster node has a group of linked servers to work together closely so that it is treated as a single computer in many respects. Thus, in the following discussion each service provider's cluster node is modeled as a single G/G/1 queue with arrival rate λ j and service rate ψ(d j )µ j , where ψ(d j ) is a known function of d j and depends on the configuration of servers at each node or station. It is non-decreasing and can be inverted, i.e., ψ −1 exists. For instance, suppose that a station represents a group of CPUs. Then, ψ(n) can be seen as a CPU scaling factor for the number of CPUs from 1 to n. According to Chang [5] , ψ(n) = ξ log 2 n , where ξ is a basic scaling factor from 1 CPU to 2. So, ψ −1 (n) = ξ − log 2 n . Let Λ be the arrival rate generated by a customer as well as λ and λ j be the effective arrival rates to the infinite server, respectively. The infinite server represents the total propagation delay from the first cluster node through the m-th cluster node. The first station in Figure 2 models the architecture and elements (i.e., servers) of the first cluster node in Figure 1 . The j-th station in Figure 2 ) (j = 2, 3, · · · , m) models the architecture and elements of the j-th cluster node in Figure 1 .
We have the traffic equations:
and the utilization of each station is
Note that the infinity server has the same effective arrival rate as node j. Thus, let p(t) and p j (t, ψ(d j )µ j ) be the pdfs of response time at the infinity server and node j (these pdfs can be at least determined by a curve fitting of measurement data as discussed in Zandt [36] ), and L X (s) and L Xj (s, ψ(d j )µ j ) its corresponding Laplace transform at the infinite server and node j respectively, where X is the service time at the infinite server, and X j is the time elapsed from the moment a service request job arriving at node j to the moment it departs from the node.
An Algorithm for The Resource Provisioning Problem
In order to present our approach for solving the resource provisioning problem, we need to derive the Laplace-Stieltjes transforms (LST) of the probability distribution of the response time.
Let T (k) be the response time of k-th visit at the infinite server, the first node, the second node, ..., and m-th node. Then, T (k) is considered as the sum of the response time of the k-th pass at the infinite server plus the response time of the k-th pass at all the m stations:
where we assume that each router is independent of each other. That is, we assume that the waiting time of a service request job at a station or a node is independent of its waiting times at other stations or nodes. Then, the total response time of a service request is
where p(k) is the steady state probability that a request will circulate k times at the infinite server and the j-th station through the computing system. p(k) is determined by
Thus, the LST of the response time T is
which can be re-written as follows:
where L X (s) and L Xj (s, ψ(d j )µ j ) (j = 1, 2, · · · , m) are the LST of the response time X and the response time X j .
The probability distribution f T (t) and the cumulative distribution F T (t) of the response time T can be calculated by inverting L T (s) and L T (s)/s respectively, that is,
We observe that f T (t) and F T (t) are usually nonlinear functions of t and d j . Hence, the resource provisioning problem is an m-dimensional linear provisioning problem subject to nonlinear constraints. In general, it is not easy to solve this problem. However, the complexity of the problem can be significantly reduced by postulating that the utilization of each node in Figure 2 should be the same for all nodes. That is, we find the optimum value of
where ρ j = λj ψ(dj )µj is the average cluster utilization of the j-th node (j = 1, 2, · · · , m). This is called the balanced condition. (We note that in production lines, it is commonly assumed that the service stations are balanced whose further justification can be found in Xiong [18] ).
We further consider the cluster utilization of the service model within the service provider's node, and derive the following result.
Proposition: The average cluster utilization of all the cluster nodes within the service provider is
Proof. From the structure of the queueing network, the average cluster utilization of this SLA-based cluster model within the service provider can be computed by
where
Due to the balanced condition, we have ρ j (â) =â, and then easily get (6) . The proof is complete.
As presented in the resource provisioning problem, the constraint of cluster utilization at each node: ρ j (â j ) ≤ ζ j %, and the constraint of the average cluster utilization of all the cluster nodes within the service provider: ρ overall (â u ) ≤ ζ%. To ensure the cluster utilization guarantees, we require thatâ j =â ≤ ζ j % andâ
In addition, note that
reduces to a function of variablê a. Thus, we have the following algorithm for solving the resource provisioning algorithm.
Algorithm:
a. Findâ in the following minimization problem of a percentile response time and its corresponding optimum values of d (1) j :
, where F T (t) is given by (5) . Then, the optimum values of d 
for j = 1, 2, · · · , m. b. Calculateâ given in (7) to ensure the guarantees of cluster node utilization.
Their maximal values a (2) j for stations 1, 2, and 3 are computed by
Thus, its corresponding optimum values of d (2) j are equal to d 
If yes, the obtained d j is the optimum number of servers required at each cluster node. That is, the service provider should allocate at least d j servers at each cluster node to ensure the SLA guarantee. Otherwise, the resource provisioning problem subject to the SLA cannot be solved. In this case, the service provider will inform the customer "We need to re-negotiate the SLA," or both.
Note that if we cannot get a solution for the resource provisioning problem using the above algorithm, then the service provider cannot execute service request jobs in the SLA-based cluster computing due to at least one of the following reasons: (i) the service provider has insufficient computing resources (i.e., µ j , N j , or both are too small), (ii) a pre-specific fee is too low (i.e., I > C D ), or (iii) at least one cluster node is over-utilized. Using these information, we may detect and debug a service provider's capacity problem, that is, the SLA needs to be re-negotiated.
In this algorithm, the run-time for Steps b, c and d have the same runtime O(m). The efficiency of this algorithm is determined by the run-time for inverting the LST of the response time in Step a, which can be efficiently done as well (see Graf [24] ). Let T 1 be the run-time for the inversion of the LST and T 2 be the time to findâ (1) except the time to invert the LST of the response time. (This is an one-dimensional minimization problem. So, generally speaking, T 2 is relatively smaller than T 1 .) Thus, the total run-time for the Algorithm is
As we see, the total run-time for the Algorithm is mainly determined by O(T 1 ), which depends on the number of function evaluations required for each value of t that is varied in each numerical approximation method for the inversion of a Laplace transform. In our numerical experiments, it usually took a couple of minutes to complete the evaluation.
Remarks: In the above algorithm, if we require that each node has the same pre-defined ζ j , then the constraints of ρ j (â j ) ≤ ζ j % (j = 1, 2, · · · , m) reduce to the only one constraint: ρ 1 (â 1 ) ≤ ζ 1 %, due to the above proposition.
Numerical Experiments
In this section we demonstrate how to apply our algorithm to solve the resource provisioning problem subject to an SLA.
Clearly, our proposed method heavily depends on the computation of the inverse Laplace transform of L T (s). Many studies have been done in the past a few decades as described in Graf [24] . Since the numerical computation of an inverse Laplace transform is an ill-posed problem, no single method works for any inverse Laplace transform problem (see Graf [24] ). This is because in this case there is a singular point that significantly affects the numerical computation of an inverse Laplace transform. Thus, we employed several different numerical methods for inverting a given L T (s). If two or more methods can reach about the same results, then we are confident that the derived numerical inverse Laplace transform is correct. These numerical methods include the inversion methods using Laguerre functions and Fourier functions in Graf [24] , Gaussian quadrature formulas in Piessens [33] , and the method by Gaver [23] and Stehfest [34] . The Laguerre method in Graf [24] and the Gaver-Stehfest method in Gaver [23] and Stehfest [34] compute more rapidly but are slightly less accurate compared to the Gaussian quadrature formulas in Piessens [33] .
We consider the service request job model shown in Figure 2 . For presentation purpose, we only consider a three-station model, i.e., m = 3. The values of parameters c j ,
, and ζ are given in Table 1 for j=1, 2, 3. We further choose Λ =200, µ 1 = 48, µ 2 = 38, and µ 3 = 25. Also, let f X1 (t) and f X3 (t) be Erlang-2 distributions with ν 1 = ψ(d 1 )µ 1 and ν 3 = ψ(d 3 )µ 3 for cluster nodes 1 and 3 respectively, f X2 (t) is an Erlang-1 distribution with ν 2 = ψ(d 2 )µ 2 , where ψ(d j ) = 1.5 log 2 dj for j = 1, 2, 3. Then, λ = Λ/α = 250. According to our algorithm in Section 4, we calculate the optimum numbers of d 1 , d 2 and d 3 using the following steps.
We first solve forâ (1) in the Step a of Algorithm. That is, let us find the minimum value ofâ such that F (t)| Extensive numerical results point to the fact that the proposed method provides an efficient way to calculate computing resources required for SLA assurance.
Conclusions
Cluster computing is excellent for parallel computation. It has become increasingly popular. We have proposed an approach for resource provisioning in a typical SLA-based cluster computing environment, whereby we minimize the total cost of computing resources allocated to a customer so that a given set of SLAs including percentile of the response time and cluster utilization is satisfied.
We have further formulated the resource provisioning problem as an optimization problem subject to SLA constraints for a typical SLA-based cluster computing system, and developed an efficient approach to solving the problem. Finally, we have demonstrated how to use our proposed approach to finding the minimum values of computing resources required for the customer SLA guarantee by conducting numerical experiments.
Most importantly, we should point out that the proposed approach of this paper provides a framework for addressing and solving this type of resource provisioning problems subject to a given set of SLAs for high-performance computing systems including cluster and grid computing systems. Moreover, this approach can be extended to study a service request job model whose cluster nodes are arbitrarily linked as long as the defined link can be quantified. In this paper, we only considered a percentile of response time and cluster utilization in the SLA. Other metrics such as security, availability, vulnerability, and reliability will be discussed in another paper.
