Finding maximum independent set (MIS) in a graph is considered one of the fundamental problems in the computer science field, where it can be used to provide solutions for various real life applications. For example, it can be used to provide solutions in scheduling and prioritization problems. Unfortunately, this problem is one of the NP-problems of computer science, which limit its usage in providing solution for such problems with large sizes. This leads the scientists to find a way to provide solutions of such problems using fast algorithms to provide some near optimal solutions. One of the techniques used to provide solutions is to use metaheuristic algorithms. In this paper, a metaheuristic algorithm based on Chemical Reaction Optimization (CRO) is applied with various techniques to find MIS for application represented by a graph. The suggested CRO algorithm achieves accuracy percentages that reach 100% in some cases. This variation depends on the overall structure of the graph along with the picked parameters and colliding molecule selection criteria during the reaction operations of the CRO algorithm. 77 | P a g e www.ijacsa.thesai.org together ineffectively so that no major structural change would occur.
I. INTRODUCTION
In this paper, a metaheuristic Chemical Reaction Optimization (CRO) algorithm has been utilized to find out maximum independent set (MIS) in a graph. In this approach, computational steps are formulated as a set of molecules reactions that leads toward approximated solution. CRO approach considers two types of collisions that could happen: On-Wall collision and Inter-molecular collision as illustrated in [1] . These collisions could be effective or ineffective depending on the nature and the type of the problem to be implemented or solved. The effective On-Wall collision is called decomposition, where the colliding molecule is supposed to be decomposed into several parts (mainly two parts). Effective inter-molecular collision is called synthesis, which involves merging the colliding molecules together.
In [2] , Independent Sets (ISs) are described to be some of the useful information that can be concluded from graphs and used in real life applications; such as project scheduling and social network analysis, while they are important concept in building bipartite graphs [3, 4] which are fundamental in many computing areas; such as coding theory and projective geometry. Independent set can be defined as a set of nodes in a graph that are not connected. Note that a graph may contain several independent sets, and finding the maximum one is the best goal to achieve. The IS with maximum size is referred to as MIS.
Finding an MIS in a graph is considered very useful approach for many real life applications and problems, such as optimization problems, job scheduling, and social network analysis. MIS can be determined using brute force approach in O(N 2 ×2 N ) run time units, where N is the number of vertices in a graph. This approach takes a lot of time to find an MIS for large N as described in [5] . Many approaches and algorithms are proposed to find out an MIS of a graph, but with very long run time. So, many algorithms have been proposed to find out an approximation to actual exact MIS solution with less time complexity as in [6, 7, 8, 2, 9] .
Here are some definitions related to MIS and CRO:
 An undirected graph is G(V, E), where V is a set of vertices and E is a set of edges in G. The set of vertices is a collection or group that contains the vertices (nodes) in the graph and these vertices (nodes) are connected to each other by links that are called Edges. The collection or group that contains all graph edges is called Edge Set noted by E.
 An Independent Set (IS) in a graph G(V,E) is defined in [10, 11] to be a set V', where V' ⊆ V and there is not exist an edge that connects v s and v e , where e ∈ E, v s ∈ V' and v e ∈ V' (i.e. either v s or v e ∈ V');Where a Maximum Independent Set (MIS) is defined to be the IS of the largest size among all available ISs in G.
 Chemical Reaction Optimization (CRO) is defined in [1, 15] as a metaheuristic approach that mimics the process of chemical reactions in the field of Computer Science. It relays on minimizing the potential energy to the minimal value without sticking in local minima. This algorithm defines an objective function that is used to calculate potential energy of the current state of reaction (execution) process. Just like genetic algorithms, this is done by iterating for a predefined number of iterations or meeting optimal objective value.
 On-wall ineffective collision is a CRO operation that involves colliding the molecule on the wall without any effective restructure of the colliding molecule.
 Decomposition (On-wall effective collision), is a CRO operation that involves colliding the molecule on the wall effectively so that colliding molecule is decomposed (divided) into multiple molecules.
The solution for a problem based on CRO is represented as a molecular structure noted as (ω), which has a minimum potential energy that is determined by a problem specific objective function noted as PE ω , which is determined by an objective function f (ω) . Each molecule has a kinetic energy that illustrates the tolerance of having worse solutions and noted as KE.
In this paper, different techniques are implemented over CRO algorithm to provide an approximate solution for the MIS problem. In these techniques, an implementation of CRO is provided to solve MIS problem to provide near optimal solution.
In the remaining sections, a review of related work is presented in Section 2. A description of the proposed algorithms will be explained in Section 3. This is followed by experimental results in Section 4 and discussion in Section 5. Section 6 presents the conclusion and intended future research.
In this paper, a new approach is applied to find Maximum Independent Set to explore its ability in order to find better approximation results than previous approaches that cannot be applied on huge graphs which may contain millions of nodes. Finding a maximum independent set with near optimal results would be used to provide a solution of many real-life applications; such as prioritization and scheduling applications.
II. RELATED WORK
In their research for finding solution of the MIS problem, researchers have handled the issue using different approaches based on type of final result or the nature of graph, such as degree of nodes, as illustrated in [10, 11, 12] where such approaches have been used. In general, finding MIS can be done using one of the following three approaches: using brute force algorithm, approximation algorithms, and exact algorithms for special type of graphs.
The first approach is using an exact (brute force) algorithm. The direct way to solve such problem is to check all possible solutions by representing the presence of node in the solution by 1 and the absence by 0 as mentioned in [11] . So, we can represent the solution by a binary number with length N, where N is the number of nodes in the given graph. This involves checking 2 N numbers that represent all possible subsets of the original set of nodes. For each solution (binary number), all nodes must be checked to ensure disconnection of nodes (N 2 ). So, final run time complexity would be O(N 2 ×2 N ). Nevertheless, some researchers have produced exact algorithms with better runtime. In [14] , the authors proposed an algorithm, which achieved an exact solution in O(1.2132 n ) time for a graph of size n vertices, while in [15] , the authors provided an algorithm with running time complexity of O(1.2114 n ) to find an exact solution. Such a reduction in the run time could have high influence in case of critical run time applications like process scheduling on a CPU.
The second approach is using approximation algorithms based on heuristics to provide approximate solution in polynomial-time. According to [12] , "Most polynomial-space algorithms for MIS use the following simple idea to search a solution: branch on a vertex of maximum degree by either excluding it from the solution set, or including it to the solution set. In the first branch, we will delete the vertex from the graph and in the second branch we will delete the vertex together with all its neighbors from the graph". Algorithms that use such heuristics can be found in [7, 16] . More evolutionary heuristic approaches can be found. For example, in [6, 17, 18, 19] , genetic algorithm was used to find an approximate solution for the MIS problem. In [20] , a swarm intelligence approach based on ant-colony optimization was used to find a solution. Note that, approximation algorithms are used in real applications just like in [21] , where genetic algorithm is used to generate data for testing PLSQL (Procedural Language extension to Structured Query Language) program units. This generated data is a sub-set of the actual data range that can't be covered in some extreme cases, where data to be tested is huge and can't be tested using normal brute-force concept. A more generic test data generation for software testing is proposed in [22] to generate test data using genetic algorithm for software testing purposes rather than using normal brute-force test data generation.
The third approach is using exact algorithms to find exact solution in polynomial-time, but for graphs of special classes, such as designing a polynomial run time algorithm that finds an exact solution in graphs with vertex of degree 2 at maximum. Such algorithms are case sensitive ones and can't be generalized to find exact solutions to graph of random shape and arbitrary degree. Examples of this form of algorithms can be found in [23] , where an exact algorithm is provided for graphs with vertices of maximum degree of 3, or in [12, 24] , where, in addition to an exact solution provided for any random graphs, the authors provided a O(1.1571 N ), 1.1737 N ×N O(1) , 1.1893 N ×N O(1) , and 1.1970 N ×N O(1) , for graphs of maximum degree of 4, 5, 6, and 7, respectively.
As mentioned before, all exact solutions attempts consume a very large amount of time to execute. Such algorithms would decrease the feasibility of e solutions. So, a new paradigm of computing near optimal solution has been proposed, such as in [7, 8, 9, 16] . As illustrated in [8] , this is done using heuristic or metaheuristic techniques. Combining of exact and meta-heuristic algorithms can provide near optimal solution in a shorter time like in [25] where better execution time has been achieved. Moreover, there are some known strategies to do parallel implementation of metaheuristic approaches. By parallelizing these algorithms such as in [26] , an enhanced version with better performance could be achieved.
In [27] , CRO has been used to find optimal solution for task scheduling and resource allocation in grid computing. They propose several versions of CRO to solve task scheduling problem. These versions have been experimented www.ijacsa.thesai.org and tested against four metaheuristic approaches. The results show that CRO outperforms the other approaches in terms of accuracy and performance, especially in case of large test instances.
In [1] , CRO has been used to provide a solution for quadratic assignment problem described in [28] . CRO implementation has been tested against various evolutionary approaches. Test results show that CRO implementation outperforms other implementations in many cases. Parallel implementation of CRO has been used to solve the same problem in [29] , where test results show that parallel CRO implementation provides better performance along with solution quality in comparison with sequential one.
In [1] , CRO algorithm has been used to solve resourceconstrained project scheduling problem described in [30] as planning the project milestones according to predefined priorities. In real life, project is divided into fixed time slots. Project activities are assigned to time slots according to available resources that are limited, while activities could be dependent on each other. CRO is used to find best scheduling of tasks that minimizes project lifetime. Test results show that CRO implementation can achieve better results for known benchmarks.
In [1] , CRO has been used to provide a solution for channel assignment problem in wireless mesh networks described in [31] to assign available channels to multiple wireless networks. It is used for wireless communication channel selection to be used in the communication between neighboring mesh routers without suffering any interference or communication problems. The results show that CRO has improved current solutions of the problem.
In [32] , CRO has been used to solve population transition problem in peer-to-peer live streaming. In this problem, network live streaming has been improved by grouping peers into multiple colonies according to delay. Peers with less delay can act as service providers for longer delay ones. So, the system is said to be in universal streaming when all peers are served with sufficient streaming data. Test results show that evolutionary approach of CRO outperforms existing nonevolutionary approaches.
In [33] , CRO has been used to find a solution for network coding optimization problem described in [34] to provide coding mechanism for network with minimum number of digits. In this problem, network coding has been used to enhance transmission rate between routers on certain interfaces. This strategy of coding specific interfaces could increase transmission rate without avoidance of extra computational overhead by coding all available interfaces. Test results show that CRO outperformed existing algorithms.
In [35] , CRO has been used in Artificial Neural Network (ANN) training. ANN is composed of layers that contain multiple computational units called neurons. Neurons must be assigned weights to provide best results. Tuning is done by training the network with set of training data. Test results show that CRO trained ANN has better testing error.
In [36] , CRO has been used to solve Set Covering Problem (SCP) while in [37] a strengthened version of clique covering has been investigated. SCP can be formulated as the following:
 Given a set M, ⊆ , j = 1,...,n are n subsets of M, and weights of the subsets, c j , j = 1,...,n; and set cover is a collection ⊆ {1,...,n} such that ⋃ ∈ = M. SCP tries to minimize the cost of covering the entire set using a subset of the original set. There are two types of set covering problem, unicost, and nonunicost. CRO outperformed the accuracy of other algorithms in case of non-unicost SCP, where optimal solution has been determined in 65 experiments. In case of unicost SCP, CRO shows outstanding performance in comparison to other approaches.
In [38] , a version of CRO called Greedy CRO (CROG) has been proposed and implemented to solve 0-1 Knapsack Problem. Experimental results show that CROG outperforms other metaheuristic approaches, such as genetic algorithms, ant-colony, and quantum-inspired evolutionary algorithms.
In [39] , enhanced version of CRO has been used to find optimal road network design that takes into consideration the cost along with noise and vehicles emissions. Proposed CRO was tested against Genetic Algorithm (GA) for comparison. Test results show that CRO outperformed GA in most cases.
In [40] , Objective Power Flow (OPF) problem has been solved using CRO algorithm. OPF aims to minimize power generation cost by considering many constraints, such as the balance of the power, bus voltage magnitude limits, transmission line flow limits, and transformer tap settings. The results show that CRO can provide the best results among other algorithms on the IEEE-30 test case. Note that best result is the one with lowest power flow cost.
In [27] , CRO implementation has been extended using parallel approach to solve the Quadratic Assignment Problem (QAP). QAP seeks to optimally assign facilities to locations in a way to minimize transportation cost of facilities, as they are required in multiple locations. Parallel CRO has been compared with sequential one in solving QAP, experimental results show that parallel CRO reduces computational time with more accurate results.
In [41, 42] , CRO implementation has been done to solve Max Flow problem (MFP) in a way that is close to Ford-Fulkerson algorithm. In [42] , the results have been compared with GA in term of accuracy and performance. The results show that the problem is solvable by CRO and GA; however, the GA one outperforms the CRO one.
In this research, we provide adapted versions of CRO to find a solution of the MIS problem. Several scenarios are investigated when a molecule (subset of the graph) is selected randomly among available molecules, and a molecule is selected according to certain criteria. The selected criteria are the minimum connectivity. The adapted CRO algorithm with its implementation and performance are presented.
III. CRO ALGORITHM FOR MIS
In CRO, a molecule is represented by a node in a graph. Thus, an MIS has set of not connected nodes, or set of none neighboring nodes. In such representation, the CRO considers each molecule a candidate solution (i.e. Independent Set). Molecule potential energy is defined as the number of remaining graph nodes that are not contained in the molecule. So, if the number of graph nodes is 50 and the molecule contains 5 nodes, the potential energy is 50-5=45. Fig. 1 shows the flowchart of the CRO algorithm.
Initially, there are N molecules manipulated by the algorithm, since every node is considered as one molecule, which is the minimum solution (each node is an independent set). A molecule is selected for the purpose of collision in each iteration. Collision type is selected according to the initial inter-molecular to on-wall collisions ratio.
In case of inter-molecular collision, effectiveness of the collision depends on whether selected molecules can be merged together or not. This is done by checking the confliction between the two molecules, so that each node in the second molecule is checked with the conflicting (i.e. neighbors) nodes of the first molecule. If the node is found among the conflicting nodes of the first molecule, the collision is defined to be none effective collision and nothing would happen because the two molecules are not eligible to be merged. This is because each molecule is assumed to be an independent set, and it is not allowed to contain conflicting nodes. On the other hand, if the entire nodes of the second molecule are not exist among the conflicting nodes of the first molecule, the collision is defined to be effective, so that selected molecules are merged together and new molecule is formulated. This new molecule contains the whole nodes of the collided molecules. Table I shows the mapping of chemical notations to their corresponding mathematical representation defined in [1, 13] . The solution is represented by a molecular structure noted as (ω). [1, 13] , shows a flowchart of the CRO algorithm, which indicates that the first step of the algorithm is the initialization, as described in [1] . Initialization includes pre-processing (e.g. preparing the data in appropriate data structure, and removing unnecessary data), and initial values calculations (e.g. algorithm variables and constants). This step is followed by the iteration checking condition, which examines stopping criteria condition to avoid infinite calculations or iterations. If stopping criteria condition is met, the algorithm execution is finished, and no more iteration is done. On the other hand, if the condition is not satisfied, no more iteration is done. In each iteration, a collision must be performed, which could be either on-wall or inter-molecular collision. This involves determination of which action to be taken in the next iteration. If the collision type is selected, the next step is to decide whether the selected collision type is effective or ineffective according to the selected collision molecules. In case of intermolecular collision, effective collision is called synthesis, which indicates that collided molecules should be merged. In case of on-wall collision, effective collision is called decomposition, which indicates that collided molecule should be decomposed into two molecules. Regardless of collision type or its effectiveness, all affected molecules potential energy should be calculated and checked with previously registered minimum value of the molecules.
Fig. 1 was adapted from
In case of on-wall collision, effectiveness of the collision depends on how many times a molecule collision did happen without any improvement in the solution. So, if a predefined number of iterations are reached without any improvement in its minimum value, the collision is defined to be an effective on-wall collision. In this case, the molecule is divided into two molecules, where each molecule contains the same number of original molecule's nodes. For example, if the collided molecule contains nodes {1, 10, 19, 50}, this molecule will be divided into two molecules one molecule contains {1, 10}, while the other one contains {19, 50}.
Another main factor of the proposed algorithm is molecule selection, which indicates to how a molecule is selected for further processing, such as on-wall collision or inter-molecular collision. In this proposed algorithm, multiple scenarios are tested, as the following:
1) A molecule is selected randomly among available molecules.
2) A molecule is selected according to certain criteria. The selected criteria are the minimum connectivity. According to the above criteria of molecule selection, multiple combinations are tested to find out whether things go better or not, as follows:
1) Multiple random molecules: In this scenario, molecules are selected randomly for collision. In each iteration, a random molecule is selected for collision with another random selected molecule, or to collide with wall.
2) Single random molecule with random molecules: In this scenario, a random molecule is selected as a main molecule. In each iteration, this molecule is selected as the main molecule. In case of inter-molecular collision is performed, the second molecule is selected randomly. So, in this scenario, all iterations are done on the same molecule, but the variation appears in the second molecule only.
3) Single random molecule with minimum degree molecules: This scenario appears to be the same as the previous one, where a single random starting molecule is selected and used for every iteration in the reaction life cycle. But, the variation is that second molecule in case of intermolecular collision is selected according to the criteria that is not random. Instead of that, the second molecule is selected according to its connectivity degree, where minimum connectivity degree molecule is selected to collide with fixed starting random molecule. 4) Single minimum molecule with random degree molecules: In this scenario, minimum connectivity degree molecule is selected at the beginning and used for every iteration. In case of inter-molecular collision iteration, the second molecule is selected randomly. 5) Single minimum molecule with minimum degree molecules: In this scenario, the same behavior of the previous scenario (4) is done with a difference that the second molecule in case of inter-molecular collision is selected according to its connectivity degree, so that minimum connectivity degree is selected to collide with initial minimum connectivity degree molecule.
If the collision is defined to be an effective inter-molecular collision, the components of the molecule are merged together and the conflicting nodes are computed with redundant nodes removal (no redundancy in conflicting nodes). The old molecules are removed from the pool of available molecules, while the resultant molecule is added to the pool.
In an iteration, potential energy is updated according to equation (1).
Where ω denotes a molecule, Size(ω) denotes number of nodes in a molecule, and N denotes the number of nodes in the graph.
Kinetic energy doesn't affect the process of CRO in this proposed algorithm, since each molecule is assumed to be effective and capable of reacting with other molecules at any moment, regardless of its situation or kinetic energy. www.ijacsa.thesai.org
A. CRO Algorithm
CRO algorithm relies on two major operations. These operations determine the way of finding the final solution. These operations are on-wall collision and inter-molecular collision. On-wall collision divides the molecule into two equally size molecules in case if it is effective. Otherwise (i.e. ineffective), the original molecule remains without any change. This operation is presented in Fig. 2 . The other operation is to collide with another molecule (i.e. intermolecular collision). If the collision is effective, the molecules are merged together (synthesized); otherwise, nothing happens as illustrated in Fig. 3 . A function called next is called to determine whether to continue in executing next iteration or not, as it is illustrated in Fig. 4 . Choosing collision molecules is done by one of two functions "chooseMinimumConflecting Molecule" or "chooseRandom Molecule", which is called once in case of on-wall collision and twice in case of intermolecular collision to select necessary molecule(s) for collision. There are two implementations for this function, because there are two cases for the second selected molecule that are random or minimum connected molecules; as it is in Fig. 5 . There are two cases for passing parameters to both functions: null value or non-null value. In case of null value, it means that this is the first selected molecule in the iteration regardless of collision type.
First selected molecule is fixed by selecting the same node all the time. So, the algorithm seeks the molecules looking for the molecule containing the initially selected node at the beginning of the algorithm execution. In case of non-null value, the algorithm has two cases: the second molecule is selected randomly or the molecule with minimum neighbors is selected.
In the code in Fig. 5 , random molecule is selected. In the code in Fig. 6 , the minimum neighbor molecule is selected.
At the beginning of execution, initror initmc function is called, where it is responsible of initializing molecules pool by adding created initial molecules to it and selecting the base molecule for reactions, as in Fig. 7 and Fig. 8 .
Name: collideOnWall
Input: Molecule object that should collide on wall, and Boolean value to specify if the collision is effective. Output: array of molecules either with size 1 (in case of ineffective collision) or 2 (in case of effective collision). Note that in the code of Fig. 8 , the initial selected node that would be selected during CRO life cycle is determined according to the number of neighbors, where it is the node with minimum number of nodes. While in the other implementation, the node is selected randomly among graph nodes regardless of its connectivity, as in Fig. 7 . 
B. Example
In this section, an example of the algorithm execution is provided by considering (Minimum initial node &Minimum iteration node) algorithm. Consider the graph in Fig. 9 . The algorithm will initialize CRO molecules by representing each graph node by a single molecule. The potential energy equals to the number of remaining nodes not included in the molecule. So, initially, there are 5 molecules where these molecules contain nodes 1, 2, 3, 4, and 5; while potential energy for each of them is 4. This is because there is a graph node in the molecule, and the remaining graph nodes are not included in the molecules.
The algorithm will pick molecule with minimum conflicting nodes first, and do all reactions on that molecule. In this example, the algorithm can pick one of the molecules containing nodes 1, 4, and 5, as each has minimum number of conflicting nodes, which equals to 2. Name: initmc Input: Graph Nodes. Output: initializing molecules (conversion of graph nodes into CRO molecules) and picks minimum connected node molecule as initial starting solution. function initmc(){ noOfIterations = number of graph nodes //the algorithm will iterate exactly the number of nodes minimumNoOfIterations = 0 //initial minimum number of iterations to find solution is 0 minimumSize = number of graph nodes /*minimum solution initially is same number of graph nodes (maximum excluded nodes in worst case)*/ int minimumLinks = number of graph nodes + 1 /*initial minimum number of node linkes is the number of graph nodes +1 note that this variable is used to keep track of discovered minimum no of node neighbors*/ foreach node in the graph nodes{ MISMolecule molecule = create molecule containing current graph node only //each node in the graph would be represented as a unique molecule. molecule.PotentialEnergy = number of graph nodes-1 /*initial molecule potential energy is the no of remaining graph nodes not included in the molecule which is the number of graph nodes-1*/ molecule.NumberOfHits = 0 //initial no of hits is 0 where no collisions have occurred. molecule.MinimumHitNumber = 0 //minimum no of hits to find best solution is initially 0 molecule.MinimumStructure = molecule; /*minimum structure (best solution) is the initial one which is the current molecule structure (one node)*/ molecule.MinimumValue = molecule.PotentialEnergy /* minimum value of potential energy (best solution value) is the initial one which is the initial potential energy of molecule*/ add molecule to the available molecules //adding molecule to the molecules pool. if (minimumLinks> number of node Neighbors) { selectedNode = node minimumLinks = number of node Neighbors } /*check the number of current node neighbors so that if it is less than minimum observed links, then its corresponding molecule will be selected to be initial colliding molecule and its number of neighbors is saved in minimumLinks to keep track of it and compared to remaining nodes*/ } remove molecules that contain selected node neighbors nodes from the available molecules /*selected node neighbors should be excluded from the molecules pool since they won't be part of the solution (IS) since their neighbor node is selected to be initial part of the solution*/ noOfIterations = noOfIterations -number of removed molecules //number of iterations decreased by the number of removed molecules } Pick one of these three nodes randomly; and assume that molecule of node 5 is selected. The algorithm will iterate 5 times (number of nodes in graph). In the first iteration, the algorithm will choose another molecule (molecule that contains node 1) and do the collision with previously selected one (contains node 5). The algorithm will check the effectiveness of collision by checking whether the nodes in the two molecules are conflicting (neighbors) or not; which in this case, they are not. So, the collision is effective, and the molecules should merge (synthesized). This will produce new molecule that contains nodes 1 and 5, and the number of conflicting nodes is 3, and the potential energy is modified to be 3 instead of 4. Assume a molecule that contains node 4 is selected in the next iteration, the collision with the molecule that contains nodes 1 and 5 won't be effective, and nothing would happen because the node 4 conflicts with node 5 included in the molecule.
In case on-wall collision is decided to be performed, the molecule that contains nodes 1 and 5 would be divided into two molecules: a molecule would contain node 1, and another molecule would contain node 5. At the end, the result will be the molecule that achieves lower potential energy, which is in our simple iteration is the molecule that contains nodes 1 and 5. So, the Maximum Independent Set is {1, 5}. In case the molecule that contains node 4 has been chosen to collide with the original molecule (i.e. molecule of node 1), the collision will be effective, and the two molecules will synthesize and form new molecule that contains both nodes. While in case the same molecule that contains node 4 has been chosen to collide with the molecule that contains nodes {1, and 5}, the collision will be marked as ineffective and nothing would happen. This is because node 4 conflicts with node 5 contained in the main molecule.
C. Analytical Evaluation
Given a graph with N nodes, the algorithm will iterate exactly N iterations (Stopping criteria is the iteration of N iterations, where N is the number of nodes in graph). Within each iteration, first of all, the collision type is chosen and defined to be on-wall or inter-molecular collision. If the collision is defined to be on-wall collision, one of the followings will be done according to the effectiveness of collision:
1) Effective on-wall collision:
The original molecule is divided into two molecules containing the halves of the original molecule. The original molecule is removed from the molecules pool, and the resultant molecules are added to that pool. In this case, the run time complexity of dividing the molecule is O(N/2) ≈O(N).
2) Ineffective on-wall collision:
The original molecule remains with same structure and nothing happens at all, since the original molecule is not affected by the collision. See collideOnWall in Fig. 2 . In this case, a constant number of steps O(K) is performed, where K is constant number that represents the number of steps needed to check effectiveness flag and going forward to the next step.
On the other hand, if the collision is defined to be intermolecular collision, one of the followings will be done according to the effectiveness of collision:
1) Effective inter-molecular collision: This is referred to as "collideWithMolecule" function in Fig. 3 . Note that effective is a Boolean parameter that indicates whether the collision is effective or not. If the collision is effective, the algorithm will iterate through first molecule, and the second molecule will create new molecule that contains all the nodes contained by the two molecules. So, in worst case, the first molecule contains half of the graph nodes, and the second one contains the other half of the graph nodes. The merge process will iterate with run time cost of O(N/2) to add first molecule nodes; while in the addition of the second molecule it will check every node to prevent adding the same node twice. Every node in the second molecule will be checked across first molecule nodes with run time cost of O(N/2), and this will be done for each node in the second molecule. So, the overall run After merging the molecules, the conflicts will be computed by adding first molecule conflicting nodes list to the second molecule conflicting nodes list with redundancy removals. In the worst case, first molecule conflicting nodes are N-2 (e.g. all graph nodes except itself and the merging node), and the second node conflicting nodes are N-2 (e.g. all graph nodes except itself and the merging node). The algorithm will iterate (N-2) to add first conflicting nodes and will iterates (N-2) to add second molecule conflicting nodes. But, while adding second molecule conflicting nodes, it will check the list of the first molecule conflicting node to prevent duplication of the nodes. In this case, all the conflicting nodes in the second molecule will be found in the first molecule. So, the second molecule conflicting nodes will be found in the list of size (N-2) added by the first molecule. This involves finding all the conflicting nodes of the second molecule in the first molecule conflicting list by iterating 1, 2, 3,…, (N/2) iterations. So, the algorithm will iterate [1+2+3+…+(N/2)] iterations to add second molecule conflicting nodes. Thus, the overall complexity is O(N 2 ).
2) Ineffective inter-molecular collision:
In this case, the resultant run time complexity of collision execution will be O(2N 2 ). In this case, the algorithm won't do anything, refer to "collideWithMolecule" in Fig. 3 , and nothing happens while the molecules are returned back to the molecules pool without any processing. So, constant number of steps is performed. www.ijacsa.thesai.org
Complexity of collision effectiveness computation:
1) On-wall collision: As described in [1, 13, 32] , the effectiveness of on-wall collision is determined by checking the number of ineffective iterations of the molecule. Ineffective iterations are the iterations that have been done on the molecule after minimum value is found without any improvement. If the number of iterations exceeds a predefined constant value, the collision will be defined to be an effective one; otherwise it is not. So, the run time complexity of determining effectiveness of the collision is constant.
2) Inter-molecular collision: The effectiveness of the collision is determined by checking the readiness of molecules to be merged together. This is done by checking the existence of any of the second molecule nodes within the first molecule conflicting nodes. If the check determines that any of the second molecule nodes exists in the conflicting nodes of the first molecule, the collision is defined to be effective; otherwise, it is not. In the worst case, first molecule contains one node and (N-1) conflicting nodes, while the second molecule contains all the remaining graph nodes so that its size is (N-1). To check the existence of second molecule nodes in the conflicting nodes of the first molecule, the whole list of the first molecule nodes should be iterated for every node in the second molecule, until finding the checked node or reaching the end of the list and the node is assumed to be not conflicting. So, the iterations are, [1,2,3,…,N-1] and the run time complexity is [1+2+3+…+(N-1)].In this case, the run time complexity of the effectiveness calculation is O((N-2)(N-3)/2)=O(N 2 ).
Complexity of molecule selection types:
1) Random selection: In the random selection, the algorithm will pick a random molecule from the list of available molecules to perform intended operation. So, in this case, no processing is done, and a constant number of steps (K) is performed.
2) Minimum connectivity degree node selection: In this case, the algorithm will iterate through the available molecules to select the molecule with minimum number of conflicting nodes. In the worst case, the number of molecules is equal to the number of graph nodes (N). So, the algorithm will iterate through N molecules to find out the one with minimum number of conflicting nodes. The complexity of finding minimum connectivity degree among N nodes is O(N). The run time complexity of finding the same initial molecule is O(N).
One of the main constants to be defined prior to algorithm execution is Inter-Molecular to On-Wall collisions Ratio (R). According to the value of R, the number of inter-molecular collisions equals to R (Number of CRO iterations) and onwall collisions will be (1-R) (Number of CRO iterations). So, equations (2) and (3) will hold.
The overall run time complexity of the collision is the complexity of collision effectiveness calculation, the molecule selection complexity, and the collision execution complexity according to its effectiveness; and is expressed as in equation (4) .
(4)
In case of On-Wall collision, there are two cases: 1) Ineffective collision: By applying equation (4), the resultant is equation (5) for On-Wall collision complexity (5) Where O(Mol. Selection) depends on the molecule selection criteria. So, in case of random molecule selection, the resultant equation is represented in equation (6) . While in case of minimum connectivity degree molecule selection is used, the collision run time complexity is as in equation (7).
2) Effective collision: By applying equation (4), the resultant equation (8) of collision complexity is as in equation (7).
Where O(Mol. Selection) depends on the molecule selection criteria. So, in case of random molecule selection, the resultant equation is as in equation (9) . While in case of minimum connectivity degree molecule selection is used, the collision complexity is as in equation (10).
In case of Inter-Molecular collision, there are two cases: 1) Ineffective collision: By applying equation (4), the resultant collision complexity is as in equation (11) . The ineffective collision does not perform any operation on the colliding molecule(s). So, the complexity of its execution is constant (K). But the calculation of collision effectiveness in worst-case would check the half of graph nodes against the second half of graph nodes that could be fully connected. So, the final equation would look like the following:
Where O(Mol. Selection) depends on the molecule selection criteria. So, in case of random molecule selection, the resultant is as in equation (12) . While in case of minimum connectivity degree molecule selection is used, the collision complexity is as in equation (13). (12) (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 10, No. 9, 2019 85 | P a g e www.ijacsa.thesai.org (13) 2) Effective collision: By applying equation (4), the resultant of collision complexity is as in equation (14).
In case of random molecule selection, the resultant is as in equation (15) (15) While in case of minimum connectivity degree molecule selection is used, the collision complexity is as in equation (16) . (16) Overall complexity of on-wall collision is as in equation (17). (17) Overall complexity of inter-molecular collision is as in equation (18).
The overall run time complexity of CRO algorithm is as in equation (19) .
IV. EXPERIMENTAL RESULTS
The CRO variations are implemented using Java programming language and tested for comparison purposes using random generated graphs. The generated graphs are saved on permanent storage to insure the execution of various CRO versions on the same graphs for more accurate comparison. Moreover, multiple graph sizes have been generated with different connectivity degree percentages. As in [7] , most of these graphs are manipulated using Modified Wilf algorithm to find out their exact MIS solution. These exact solutions are used to find the accuracy percentage of CRO results. CRO has been executed with different intermolecular to on-wall collision ratio values (4 values) seeking for the best ratio value in term of time and accuracy. Moreover, these executions are repeated 5 times to calculate average execution time looking for more accurate measures. The tested ratio values are (0.25, 0.50, 0.75, and 0.95). The accuracy percentage is defined, as in equation (20) . 
Accuracy Percentage
The algorithms are tested on a laptop with the following specifications: CPU: Intel (R) Core(TM) i7-4510U CPU @ 2.00GHz 2.60GHz; Memory: 8.00 GB; and Operating System: 64-bit Operating System (Windows 10 Home).
After executing the CRO algorithm over a set of randomized graphs, the algorithm variations have been tested over a set of benchmark datasets to measure accuracy, where optimal solution has achieved in some cases, as shown later.
The resulting execution times are listed below for graphs of sizes range from 100 nodes to 1000 nodes with connectivity degrees (20%, 60%, 80%, and 90%) for the various versions of the proposed CRO algorithm.
Tables II to V show that when we increase the ratio of inter-molecule collision to on-wall collision ratio, the smoothness of chart increases, which indicates that the algorithm runtime much closer to theoretical analysis. On the other hand, the algorithms show unpredictable time results due to on-wall collisions that divide the molecules to two different parts. Note that those new molecules will start over collecting other molecules to formulate new solutions.
The results show that high collision ratio provides better performance for low connectivity degree. Note that this is not the case for graphs with higher connectivity degree, where the maximum collision ratio consumes the highest time. When the collision ratio is decreased, the execution time of the algorithm on highly connected graphs achieves the minimum run time, and for those with lowest connectivity degree it achieves the worst run time. This scenario is a result of checking the efficiency of collision between two molecules. As described in the algorithm code, in order to check whether the molecules can collide effectively the connections (neighbors) of the colliding molecules are checked to be sure of conflicting neighbors. So, in case of high connectivity graphs, this will be done by a higher number of iterations. As long as the ratio of collisions is low, the number of intermolecule collisions is low, which decreases the number of checks between molecules that minimizes the time of execution.
After calculating average time for the different algorithm executions and for the different selected graphs with different sizes and different connectivity degrees, Fig. 10 shows that the best execution time is achieved when a random starting node and picking minimum connected node in each iteration, and when the inter-molecule to on-wall collision ratio is 75%. Moreover, the results show that when picking minimum connected molecules, in each iteration, it provides better in execution time performance than picking random molecule at each stage. This happens because the number of checks of conflicting nodes between colliding molecules is minimum when the two molecules are picked according to minimum connectivity. While in case of random molecules, there is no guarantee of the number of connections in the picked molecules which could be the highest, so that the number of checks of conflicting nodes is high. 100  593  362  256  222  50  59  46  50  19  16  19  12  6  6  3  9   200  4619  3209  1912  1925  272  256  246  271  28  53  53  49  15  15  15  16   300  13675  9078  5958  6147  900  698  831  872  137  128  121  156  37  31  34  28   400  35356  22709  15665  14917  1791  1493  1725  2094  212  234  262  281  44  47  47  46   500  62235  47346  29810  30129  4531  2631  3256  4047  218  412  409  528  84  75  84 In Table VI , we demonstrate the accuracy of CRO algorithm running using full random selection of initial and iteration molecules, where the accuracy is calculated using equation (20) according to Modified Wilf algorithm results. In 20% connectivity degree, Modified Wilf algorithm can obtain an MIS from a graph of up to 150 nodes in an acceptable time. While in the higher connectivity degrees (60%, 80%, and 90%) the solutions are obtained in a graph of up to 1000 nodes. The results show that the accuracy is dropping when the number of nodes is going up. When the connectivity degree increases, the accuracy becomes more stable and near to constant regardless of graph size. Moreover, when CRO algorithm is run using 95% inter-molecules to on-wall collision ratio, it provides better results. This is a result of performing more inter-molecule collisions, which provides more combinations of nodes (solutions), so that better solutions could be discovered. Table VII demonstrates the accuracy of CRO algorithm using random selection of iteration molecules, while starting with minimum molecule (minimum connected node), where the accuracy is calculated using equation (20) according to Modified Wilf algorithm results. The results show that the accuracy is dropping when the number of nodes is growing up. When the connectivity degree increases, the accuracy becomes more stable and near to constant regardless of graph size. Moreover, when CRO algorithm is run using 95% intermolecules to on-wall collision ratio, it provides better results. Table VIII shows accuracy results of CRO algorithm using random selection of initial iteration molecules and picking minimum connectivity node in each iteration, where the accuracy is calculated using equation (20) according to Modified Wilf algorithm results. In the higher connectivity degrees (60%, 80%, and 90%), the solutions are obtained from graph of up to 1000 nodes. The results show that the accuracy is dropping when the number of nodes is growing up. This is a normal result of increasing the number of nodes, where the size of MIS becomes greater, so that the percentage won't be affected by low number of nodes, not like small solutions, where a single node could increase the percentage of accuracy by a significant value. Table IX shows the accuracy results of CRO algorithm using minimum connectivity molecule and selecting minimum connectivity molecule in each iteration, where the accuracy is calculated using equation (20) according to Modified Wilf www.ijacsa.thesai.org algorithm results. In the higher connectivity degrees (60%, 80%, and 90%), the solutions are obtained up to 1000 nodes graph size. The results show that the accuracy is dropping when the number of nodes is going up. Moreover, the algorithm shows almost identical accuracy regardless of intermolecule to on-wall collisions ratio. This indicates that the best results are obtained early at the beginning of execution, so that it doesn't differ if the collisions between the molecules are increased or not. This indication can be used to decrease the number of iterations in case of higher ratio; but the problem is how to obtain stopping condition? Fig. 11 shows the average accuracy of each type of algorithms along with inter-molecule to on-wall collisions ratio. The figure shows that random selection of molecules in CRO iterations provides better accuracy results, especially, when the ratio of inter-molecule to on-wall collisions increases. The algorithm performance on graph with95% ratio provides better results in case of random selection. These results represent the worst results in term of accuracy among all tests. This is a result of using minimum number of neighbors as selection criteria for initial base molecule and other molecules in each iteration, so that static selection of colliding nodes is performed, and less nodes combinations are discovered.
Extra experiments have been done to test proposed implementation on benchmark datasets, such as Graph50_10, Graph100_10, Hamming6_2, Hamming6_4, Hamming8_4, and Hamming10_4 obtained from [43, 44, 45] . The results listed in Table X show that the CRO algorithm provides optimal solution in some cases, specially, when the selection of molecules is done in random and the inter-molecular to onwall collisions ratio is high, such as (75% or 95%). On the other hand, the results show that minimum degree molecule selection criteria provide lower accuracy, which tends to be the result of selecting special molecules each time of collision, which could deviate from the correct path of optimal solution that may contain higher degree nodes. The results show that optimal solution (Exact solution) of MIS could be achieved by CRO. But, the main problem is that this result is not guaranteed. CRO should be executed many times (in our case 10 times) to have more solutions that may contain the optimal one. So, if the execution of CRO is finished within 1 second, and the re-execution is done 10 times, this means that the total execution time is 10 seconds, which is the actual time to be compared with. This makes Modified-Wilf better choice and more worthy to use in case of small problems (lower graph size and higher connectivity), since the difference of achieved performance is low with guaranteed results. (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 10, No. 9, 2019 90 | P a g e www.ijacsa.thesai.org Graph50_10  15  7  11 14  15  14  15  15  15  8  12  14  15  14  14 14  14   Graph100_10  30  25  30 30  30  30  30  30  30  22  30  30  30  30  30 30  30   Hamming6_2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2   Hamming6_4  12  10  10 12  12  9  10  10  9  8  10  12  12  8  10 9  9   Hamming8_4  16  8  13 16  16  10  12  12  11  8  14  16  16  10  10 10  12   Hamming10_4  20  7  11 20  20  11  12  12  11  8  11  17  20  11 11 11 11 V. CONCLUSIONS AND FUTURE WORK In this paper, scenarios of CRO algorithm have been implemented and applied to solve the MIS problem. The CRO algorithm is applied and evaluated on a set of randomized graphs and the accuracy of the results has been compared against exact solutions obtained by Modified Wilf algorithm.
The algorithm mainly converts graph nodes into a set of molecules. After that, it picks one of the molecules to be its main molecule for reaction. Then, it iterates while picking another interacting molecule to collide with initial one. In this paper, the selection of molecule was implemented using random one and minimum connected one.
The algorithm is tested with variety of parameters, and provides good results in some cases; such as the results of executing RR version with higher collision ratio of the algorithm, as shown in Tables VI and X. This shows that CRO technique can be used to find the solution of MIS problem, and it can be modified to provide better results. The random technique of selecting initial molecule and selecting molecules that are involved in the reaction iterations achieves better accuracy, while guided technique that depends on the degree of connectivity achieves better execution time. This can lead to look for a combination of both techniques to achieve better results in term of execution time and accuracy. Note that the average accuracy of random approach is about 75%, and achieves exact solution in some cases, while minimum approach outperforms random approach by decreasing the execution time by at least 25%.
As future work, this algorithm will be adapted to run on a parallel architecture, just like in [46, 47] , where a parallel heuristic local search is used to solve travelling salesman problem using four parallel architectures (e.g. "OTIS-Hypercube", "OTIS-Mesh", OTIS hyper hexa-cell, and OTIS mesh of trees optoelectronic architectures) and testing against other architectures, such as "The optical chained-cubic tree interconnection network" which is illustrated in [48] .
