The problem of decomposing a complete tripartite graph into 5-cycles was first proposed in 1995 by Mahmoodian and Mirzakhani and since then many attempts have been made to decompose such graphs into 5-cycles. Such attempts were partially successful but parts of the problem still remain open. In this paper we review previous works and present some new results.
Introduction
In mathematics, decomposition of general structures into simple specific units provides invaluable information to the topic. In graph theory, it is always a good question to ask whether a graph G can be decomposed into cycles and paths or not. Bipartite graphs only have cycles of even length. However, it was in 1981 that Sotteau proved that the complete bipartite graph K m,n can be decomposed into cycles of length 2k whenever some simple necessary conditions are satisfied. Moreover, in 1966, Rosa proved that K n admits a decomposition into 5-cycles if and only if n is odd and the number of edges is a multiple of 5. [7] Considering decomposition of K n and K m,n into 5-cycles, it seems natural to ask about a complete tripartite graph K r,s,t . It is easy to check that K r,s,t can be decomposed into 3-cycles if and only if r = s = t, and the next interesting case is about decomposition of K r,s,t into 5-cycles.
Part I REVIEW
On decomposition of graphs into cycles
In graph theory, a cycle decomposition is partitioning edges of a graph into cycles. Let G be a graph with a decomposition into cycles of length m. Then every vertex must have even degree and the number of edges must be a multiple of m. In 1966, it was proved that K n admits a decomposition into 5-cycles if and only if n ≡ 1 or 5 (mod 10). In 1981 Sotteau proved the sufficiency of these conditions for complete bipartite graphs. Theorem 1.1. [8] Necessary and sufficient conditions for K m,n to admit a decomposition into 2k-cycles are:
(i) m ≥ k, n ≥ k, (ii) m and n are both even, (iii) 2k | mn.
As one sees in these theorems the obvious necessary conditions appear to be also sufficient for K n and K m,n , but in the case of tripartite graphs sufficiency of similar conditions is still in question.
In 1995, Mahmoodian and Mirzakhani studied whether tripartite graphs admit a decomposition into 5-cycles and proved the sufficiency of some necessary conditions for K r,r,s . While the general case of K r,s,t stayed a conjecture.
In the rest of this paper we consider decomposition of K r,s,t into cycles of length 5 more explicitly.
Necessary conditions and some solved cases
Assume that for some r, s, and t the graph K r,s,t admits a decomposition into 5-cycles; then, each vertex must have even degree, the number of edges must divide 5, and the size of each part must be in some range. To be exact we have the following theorem.
Theorem 2.1. [6] If the complete tripartite graph K r,s,t with r ≤ s ≤ t decomposes into 5-cycles, then it satisfies the following necessary conditions:
• r ≡ s ≡ t (mod 2),
• t ≤ 4rs/(r + s). Throughout this paper, the above conditions will be called the necessary conditions. Moreover, there are some relations between triplets satisfying the necessary conditions which we discuss in Part II. Each 5-cycle must have at least one vertex in each part. In Figure 1 the three possible types of 5-cycles are shown. Let c 1 , c 2 , and c 3 be the number of cycles of type 1,2, and 3, respectively. By counting the number of edges between any two parts we have
This proves the following proposition. Proposition 2.2. Assume that K r,s,t admits a 5-cycle decomposition. Then, number of cycles of type 1: c 1 = (4st − rt − rs)/10, number of cycles of type 2: c 2 = (−st + 4rt − rs)/10, number of cycles of type 3: c 3 = (−st − rt + 4rs)/10. Also, when we have a decomposition of K r,s,t at hand, by patching 5-cycles together we can decompose larger graphs. Note that in this paper, we do not follow the convention of r ≤ s ≤ t unless stated directly.
Assume that for some r, s, and t the graph K r,s,t has a decomposition into 5-cycles. Then K nr,ns,nt also has a decomposition into 5-cycles for all n ∈ N.
Proof. Since K n,n,n can be decomposed into triangles, one can decompose K nr,ns,nt into n 2 copies of K r,s,t . Then by patching 5-cycles of each K r,s,t , we obtain a decomposition for K nr,ns,nt . If K a,a,b and K a,b,b are decomposed into 5-cycles, then K a+b,2a,2b also has a 5-cycle decomposition.
Proof. Using Figure 2 , we get the decomposition by patching 5-cycles. By applying the necessary conditions, one sees that Lemma 2 is useful only when a and b are both multiples of 5.
Moreover, the method in Proposition 2.3 is a special case of patching subgraphs to find a decomposition. A more general case is: Theorem 2.6.
[5] If the graphs K ri,sj ,t k , have decompositions into 5-cycles for 1 ≤ i, j, k ≤ n, then the graph K r1+...+rn, s1+...+sn, t1+...+tn admits a decomposition into 5-cycles.
We will use a generalization of Theorem 2.6 to decompose infinitely many graphs for the case when sizes of the parts are odd in Part II.
From now on we denote graphs K r,s,t satisfying the necessary conditions in which (r, s, t) is not a multiple of another triplet (r, s, t) by primitive graphs. For primitive graphs, gcd(r, s, t) = 1, 2, or 5.
Example 2.7. [6] K 5,5,5 has a decomposition into 5-cycles. Suppose that the sets A = {a 1 , a 2 , a 3 , a 4 , a 5 }, B = {b 1 , b 2 , b 3 , b 4 , b 5 }, and C = {c 1 , c 2 , c 3 , c 4 , c 5 } are three parts of this graph. Then a decomposition may be done with the base cycles as follows:
We may generate other cycles by adding the indices of the above base cycles modulo 5. 
Example 2.10. [6] The complete tripartite graph K 4,2,2 may be decomposed into 5-cycles. Suppose the sets A = {a 1 , a 2 , a 3 , a 4 }, B = {b 1 , b 2 }, and C = {c 1 , c 2 } are three parts of this graph. Then a decomposition may be done as follows:
(b 1 , a 1 , c 2 , a 3 , c 1 ), (b 2 , a 1 , c 1 , a 4 , c 2 ), (c 2 , a 2 , b 2 , a 3 , b 1 ), and (c 1 , a 2 , b 1 , a 4 , b 2 ).
Using the idea of decomposing K 2n,2n,4n and K m,3m,3m , the following result was proved in 1995.
Theorem 2.11. [6] Let K r,r,s be a complete tripartite graph satisfying the necessary conditions. Then K r,r,s has a decomposition into 5-cycles except for when r is a multiple of 5 and s is not.
Proof. By simple arithmetics, we may find m and n such that r = 3m + 2n and s = m + 4n.
Here are the formulas for 5-cycles and it is straightforward to check each edge is used exactly once. Assume the three parts are A = {a 1 , . . . , a s }, B = {b 1 , . . . , b r }, and C = {c 1 , . . . , c r }.
• r is even, which implies that s is also even:
The indices of bs and cs are all to be computed modulo r.
• r and s are odd:
Again the indices of bs and cs are all to be computed modulo r.
After finding this decomposition, it was conjectured in [6] that the necessary conditions are sufficient in general. Note that in 1998 the case for K r,5s,5s was proved to have a decomposition [5] . 
The Latin Representation method
The method of Latin Representation was first introduced in [5] . In this method, we assume r ≤ s ≤ t and we make a table representing all edges of the graph. If each entry appears at most once in each row and at most once in each column, we call such an array a Latin rectangle of order r × s based on t elements. Now, label the vertices of K r,s,t as {1 a , 2 a , . . . , r a }∪{1 b , 2 b , . . . , s b }∪{1 c , 2 c , . . . , t c } and make a table as follows:
1 Consider a Latin rectangle of size r × s. 4 Label these cells with numbers {1, 2, . . . , t} in a way that each number appears once in each row and once in each column. Figure 5 is a Latin representation of the graph K 5,5,7 . We may think of this as a decomposition of K 5,5,7 into 25 triangles and 20 edges. In order to find 5-cycles we find specific unions of edges and triangles that can be decomposed into 5-cycles and call them trades. We denote the method of decomposing K r,s,t into 5-cycles by finding trades, the Latin Representation method.
There is a preliminary corollary in [5] about the size of parts modulo 5. Proof. Let r = r (mod 5), s = s (mod 5) and t = t (mod 5), where 0 ≤ r , s , t ≤ 4. Then the triple (r , s , t ) must belong to the following list:
(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 0, 3), (0, 0, 4), (0, 1, 0), (0, 2, 0), (0, 3, 0), (0, 4, 0), (1, 0, 0), (2, 0, 0), (3, 0, 0), (4, 0, 0), (1, 1, 2), (1, 2, 1), This follows from the fact that rs + rt + st is divisible by 5; it is straightforward to check that these are all the possible cases.
The following theorem is the main result in [5] . The proof of Theorem 3.6 is rather long and we do not include it here. So far, the conjecture has been proved in the following cases:
• r, s, and t are all even.
• Two of the parts are equal.
Therefore, sufficiency of the necessary conditions remains a conjecture when r, s, and t are distinct odd positive integers.
Considering this point, researchers concentrated on the case where r, s, and t are all odd and have asymptotically similar size. In [3] , by adding decomposed graphs together, Billington and Cavenagh proved the sufficiency of the necessary conditions in more cases. Let r, s, and t be odd numbers such that rs + st + rt is divisible by 5. Assume r = r (mod 10), s = s (mod 10), and t = t (mod 10) where 0 ≤ r , s , t ≤ 9. Then the triplet (r, s, t) is equal to one of the following:
(1, 1, 7), (1, 3, 3) , (3, 9, 9) , (7, 7, 9) , (1, 5, 5) , (3, 5, 5) , (5, 5, 5 ), (7, 5, 5) , (9, 5, 5). The following theorems are the main result in [2] .
Let r, s, and t be odd numbers coprime with 5 satisfying the necessary conditions with 96 ≤ r ≤ s ≤ t ≤ 5 3 r − 46. Then K r,s,t has a decomposition into 5-cycles. As a preliminary to the proof of these theorems, the following graphs were decomposed explicitly using the method of Latin Representations in [2] which for the sake of brevity, we do not include it here. In 2019, correctness of the conjecture was proved for the case when all r, s, and t are multiples of 5. The following lemma was a key in proving Theorem 3.15.
The existence of decomposition of K r,s,t into triangles and 5-cycles, implies that K 5r,5s,5t has a 5-cycle decomposition.
Theorem 3.15. [1] The tripartite graph K 5r,5s,5t with r ≤ s ≤ t may be decomposed into 5-cycles if the following conditions hold:
• t + 18 ≤ 4rs (r + s) ;
• t = s + 2;
• r = s = t (mod 2).
Note that this theorem may be applicable only when 5s ≥ 45, since:
Therefore, small cases need to be considered by other approaches. In part II, we investigate the remaining small cases and find more 5-cycle decompositions. Until now the sufficiency of the necessary conditions is proved in all cases except for odd cases with at least one part coprime with 5 and the case when r ≤ s ≤ t, and t ≥ 5 3 r. Also, in some cases with small parts, existence of a 5-cycle decomposition is still unknown. In Part II, we fill some of these gaps and introduce a simpler method of finding some decompositions.
Part II

Another Step Forward
In this section we introduce a new representation for the problem, and some properties with some more new decompositions.
On necessary conditions
Lemma 4.1. If K a,b,c satisfies the necessary conditions, then K a+5n,b+5n,c+5n also satisfies the necessary conditions for every n ∈ N.
The proof is straight forward. In [6] the key point in finding a decomposition of K r,r,s into 5-cycles is writing all r, r, and s satisfying the necessary conditions -except for when r is a multiple of 5 and s is not-as a linear combination of two decomposed graphs 
In other words, for all natural numbers m and n, K r,r,s obtained from Equation (1) satisfies the necessary conditions. Since (1, 3, 3), (2, 2, 4), and (5, 5, 5) were decomposable triplets, one may ask if any arbitrary linear combination of decomposable graphs yields a triplet (r, s, t) satisfying the necessary conditions. The answer in general in negative but in some cases it works. 
Note that the determinant of all matrices in the above lemma are multiples of 100, but the lemma is not correct for matrices D where 100 | det(D). The following theorem shows that most acceptable triplets (r, s, t) are obtained from (1, 3, 3) and (2, 2, 4) , together with different multiples of 10 added to each part. Furthermore, the procedure of combining small decomposable graphs to obtain larger ones is made easier through the following theorem.
Theorem 4.6. Let (r i , s i , t i ) be triplets for i = 1, . . . , n. Assume there exists a Latin square of size n with label k in (i, j) th entry. If K ri,sj ,t k can be decomposed into 5-cycles for all 1 ≤ i, j ≤ n, then K r1+...+rn, s1+...+sn, t1+...+tn has a 5cycle decomposition.
Proof. Note that the edges of K r1+...+rn,s1+...+sn,t1+...+tn decompose into the edges of K ri,sj ,t k , when 1 ≤ i, j ≤ n and k is the (i, j) th entry of a Latin Square. Since all K ri,sj ,t k are decomposable, by patching 5-cycles one gets a decomposition of K r1+...+rn,s1+...+sn,t1+...+tn . Example 4.7. If K r1,s1,t1 , K r1,s2,t2 , K r2,s1,t2 , and K r2,s2,t1 are decomposable into 5-cycle,s then K r1+r2,s1+s2,t1+t2 has a 5-cycle decomposition, since the labels are extracted from a 2 × 2 Latin Square ( Figure 6 ). Theorem 4.6 is used many times in the rest of this paper.
(a)
The subgraphs Kr 1 ,s 1 ,t 1 and Kr 1 ,s 2 ,t 2
(b)
The subgraphs Kr 2 ,s 1 ,t 2 and Kr 2 ,s 2 ,t 1 (c) The Latin square of labels Figure 6 : Decomposition of Kr 1 +r 2 ,s 1 +s 2 ,t 1 +t 2 into copies of Kr 1 ,s 1 ,t 1 , Kr 1 ,s 2 ,t 2 , Kr 2 ,s 1 ,t 2 , and Kr 2 ,s 2 ,t 1 using a 2 × 2 Latin square. 
Graph Adjacency Matrix method (GAM)
Let D be the adjacency matrix of K r,s,t . Then D has three zero-blocks of size r, s, and t on the diagonal and all the other entries of D are one. Moreover, the adjacency matrix D is symmetric hence, each edge (e.g. r i , s j ) is related to two nonzero entries (e.g. D(i, r + j) and D(r + j, i)). So we only consider the nonzero entries above the main diagonal as a representation of the whole graph.
As one sees in Figure 8 , a 5-cycle forms a shape with five points and three right angles where the beginning column is the same as the final row. In other words, we can assume the marked edges are identified as in picture x and we have a pentagon with five right angles. Also, the pentagon must have three vertices in one part and one vertex in each of the remaining parts. We call the Example 5.1. Figure 10 shows decomposition of K 1,3,3 and K 2,4,4 by GAM method.
We will use this methods to decompose graphs into 5-cycles.
Theorem 5.2. Let G = K r,s,t satisfy the necessary conditions and s = 2r. Also, assume G has no cycles of type 3. Then (r, s, t) is a multiple of (6, 12, 16) and the 5-cycles may be found explicitly.
Proof. The number of cycles of type 3 is (−st−rt+4rs) 10 and s = 2r so we have (−2rt − rt + 4r(2r)) 10 = 0 =⇒ −3rt + 8r 2 = 0 =⇒ t = 8 3 r.
Now, since (r, s, t) = (r, 2r, 8 3 r), r must be an even multiple of 3 and hence (r, s, t) = (6k, 12k, 16k). In the appendix, one sees the 5-cycle decomposition of (6, 12, 16) in the new representation. It is immediate to find decomposition of all (6k, 12k, 16k) by the same strategy. We also tried to use this method for decomposing more graphs where one part has size twice another one. We found more decompositions but not a general formula. Proposition 5.3. K 10,12,20 has a decomposition into 5-cycles.
Proof. the cycles are marked in the appendix. Moreover, K 9,13,19 is the smallest graph for which no decomposition was known before. We found decompositions for K 9,13,19 and some other graphs with odd parts.
Proposition 5.4. K 9,13,19 and K 11,13,23 have decompositions into 5-cycles.
Proof. The pictures in the appendix show this decomposition in several steps. Figure 11 uses GAM method to show how Theorem 2.11 decomposes K r,r,s into 5-cycles. Note that in this case the number of cycles are c 1 = c 2 = rn, and c 3 = rm.
Obtaining decompositions in other cases
The following section includes the main results of this paper. Theorem 6.1. Let K r,s,t with r ≤ s ≤ t be decomposable into 5-cycles and p be a multiple of 5 with the same parity as r, s, and t satisfying t 2 ≤ p ≤ 3r. Then K r+2p,s+2p,t+2p also has a decomposition into 5-cycles.
Proof. Here (r, p, p) satisfies the necessary conditions whenever
Hence, by replacing r, s, and t in the above argument and using the hypothesis, we see that (r, p, p) satisfies the necessary conditions. Consequently, it has a decomposition into 5-cycles by theorem 3.6. Consider the following combination:
(r, s, t)
As (r, s, t), (r, p, p), (s, p, p), (t, p, p), and (p, p, p) all have decompositions into 5-cycles, we are able to use theorem 2.6 and conclude that K r+2p,s+2p,t+2p has also a decomposition into 5-cycles. Corollary 6.2. In the above circumstances, we can add as many rows of (p, p, p) as we want and prove K r+np,s+np,t+np has a 5-cycles decomposition for all n ∈ N. Example 6.3. K 37,47,49 has a 5-cycle decomposition since (37, 47, 49) = (7 + 30, 17 + 30, 19 + 30) and K 7,17,19 has a decomposition. Example 6.4. K 22,32,34 has a 5-cycle decomposition since (22, 32, 34) = (7 + 15, 17 + 15, 19 + 15) and K 7,17,19 has a decomposition. Example 6.5. K 39,43,49 has a 5-cycle decomposition since (39, 43, 49) = (9 + 30, 13+30, 19+30) and K 9,13,19 has a decomposition as we show in the following theorems. Theorem 6.6. If K a,b,c , K 5k,b,c , K b,5k,5k , and K c,5k,5k are decomposed into 5-cycles, then K a+10k,2b+5k,2c+5k may also be decomposed.
Proof. We combine the following graphs: Theorem 6.8. If K a,b,5k , K a,c,5k , K a,5k,5k , K b,5k,5k , and K c,5k,5k are decomposed into 5-cycles, then K a+10k,b+c+5k,15k may also be decomposed.
Proof. We combine the following graphs: In Theorem 3.10, the case when at least two parts are multiples of 5 and r ≤ 75 remains unsolved. Here is a completion of Theorem 3.10. Theorem 6.11. Let K r,s,t satisfy the necessary conditions where r, s, t are odd r ∈ {31, 33, . . . , 75} and s, t ∈ {45, 55, 65, 75}. Then K r,s,t has a 5-cycle decomposition.
Proof. It is possible to write r = r 1 + r 2 + r 3 with r i ∈ {11, 13, 15, 17, 19, 25}. Since K ri,15,15 , K ri,15,25 , and K ri,25,25 are decomposable and K r,s,t is a summation of three such graphs, by Theorem 4.6 K r,s,t is also decomposable. Proof. It is possible to write r = r 1 + . . . + r 5 with r i ∈ {11, 13, 15, 17, 19, 25}. Since K ri,15,15 , K ri,15,25 , and K ri,25,25 are decomposable and K r,s,t is a summation of five such graphs, by Theorem 4.6 K r,s,t is also decomposable. Theorem 6.13. Let K r,s,t satisfy the necessary conditions where r, s, t are odd r ∈ {77, 79, . . . , 175} and s, t ∈ {105, 115, 125, . . . , 175}. Then K r,s,t has a 5cycle decomposition.
Proof. It is possible to write r = r 1 + . . . + r 7 with r i ∈ {11, 13, 15, 17, 19, 25}. Since K ri,15,15 , K ri,15,25 , and K ri,25,25 are decomposable and K r,s,t is a summation of seven such graphs, by Theorem 4.6 K r,s,t is also decomposable.
As we see the above method could be used to combine 9, 11, . . . graphs to obtain more decompositions. Theorem 6.14. Let m be an odd integer. Then K r,s,t with 11m ≤ r ≤ 25m and 15m ≤ s, t ≤ 25m satisfy the necessary conditions where r, s, t are odd and at least two parts are multiples of 5. Then K r,s,t has a 5-cycle decomposition.
Proof. It is possible to write t = t 1 + . . . + t m and s = s 1 + . . . + s m with s i , t i ∈ {15, 25}. Also, since r ≤ 25m it is possible to write r = r 1 + . . . + r m with r i ∈ {11, 13, 15, 17, 19, 25}.
Moreover, since K ri,15,15 , K ri,15,25 , and K ri,25,25 are decomposable and K r,s,t is a summation of such graphs, by Theorem 4.6 K r,s,t is also decomposable.
Note that if t = 3r, then (r, s, t) is a multiple of (1, 3, 3) and hence decomposable. So K r,s,t where s, t are multiples of 5 is proved to admit a 5-cycle decomposition unless when 2.27r ≤ t ≤ 3r.
Finally, we would like to introduce the strategy we used for decomposing K 11,13,23 with the hope to decompose all graphs satisfying the necessary conditions. Strategy Let K r,s,t with r ≤ s ≤ t be a complete tripartite graph satisfying the necessary conditions. 1 Use the GAM method and draw the upper part of the adjacency matrix for K s,r,t .
2 find cycles of type 1 with the following formula and let at least 4 columns remain. Note that in this step, one should whether fill an entire column or leave it empty. If necessary, in one step we may shift all vertices labeled "t i " by a constant. (e.g. 1 or 2) (r i , s j , t j+3(i−1) , s j+2 , t j+3(i−1)+1 ) for j = 1, . . . , s and i = 1, . . . , min{r − 4, C 1 /s } 3 Find cycles of type 2 using one column of first part together with a diagonal in the second part till only 4 columns remain unoccupied. 4 In the remaining 4 columns use a the pattern as in Figure D .15 (pink parts) to find C 1 = C 1 (M ods) cycles of type 1 and C 3 = C 3 (M ods) cycles of type 3. This is possible as proved in lemma 7.1.
5 At this point, one should try to fill the adjacency matrix in such a way so that the part beneath occupied entries are filled first. This step works with try and error so we called the whole process a strategy and not an algorithm.
The use of this strategy is clear in decomposition of K 11,13,23 . (See Figure D Proof. We show c 1 − c 3 = 0 (mod s). Since r and t are odd integers, t−r 2 is an integer and we have
This helped us a lot in finding 5-cycle decomposition of more graphs. Besides, from algebraic topology we know that any graph is homotopy equivalent to a wedge of X (G) circles where X (G) is the Euler characteristic of the graph G.
Proposition 7.2. If K r,s,t satisfies the necessary conditions, then its Euler characteristic is an odd number. Moreover, all its nonzero Betti numbers are odd.
Proof. Since this graph is connected, its first Betti number is 1. Also, the second Betti number is equal to rs + rt + st − (r + s + t) + 1 which is always an odd number since r, s, and t have the same parity.
Conclusions
The problem of decomposing a complete tripartite graph into 5-cycles was first considered in 1995, some necessary conditions were found and the sufficiency of the necessary conditions was conjectured. The conjecture has been proved to be true in the following cases till now.
2 In 1998, it was proved that K r,r,t can be decomposed into 5-cycles when 5 divides r but not s using the method of Latin Representation.
3 In 2002, correctness of the conjecture was proved for graphs with even parts using the method of Latin Representation. 4 In 2011, the case where K r,s,t has asymptotically similar parts was considered. Correctness of the conjecture was proved for K r,s,t where r, s, t are odd and 100 ≤ r ≤ s ≤ t ≤ κr, for κ 1.08.
5 In 2012, the coefficient κ was increased to 5 3 . Correctness of the conjecture was proved for K r,s,t where r, s, t are odd, 107 ≤ r ≤ s ≤ t ≤ κr, and κ 5 3 . 6 In 2019, K r,s,t where r, s, t are multiples of 5 was studied and using the method of Latin Representation the conjecture was proved to be true when t + 90 ≤ 4rs (r + s) t = s + 10.
7 In this paper, the Graph Adjacency Matrix (GAM) method was introduced and more graphs were decomposed into 5-cycles. Also, by patching decomposable graphs together, many more graphs were decomposed into 5-cycles. Besides, the result about graphs of the form K r,s,t where 5 divides at least two parts, was proved for graphs satisfying 11m ≤ r ≤ 25m and 15m ≤ s, t ≤ 25m for some odd integer m. Also, several theorems were proved which decompose more graphs into 5-cycles.
8 Moreover, some new relations and properties of the graphs satisfying the necessary conditions were found with the hope to illuminate the unknown aspects of this conjecture.
Furthermore, if the correctness of the conjecture could be proved for the remaining cases, then one could say the necessary conditions of theorem 2.1 are also sufficient. In Table in Appendix E the remaining cases for primitive graphs with r, s, t ≤ 25 are marked. 
