Abstract. We consider the selection problem on a completely connected network of n processors with no shared memory. Each processor initially holds a given numeric item of b bits, allowed to send a message of max(b, lg n) bits to another processor at a time. On such a communication network G, we show that the k th smallest of the n inputs can be detected in O (log n) time with O (n log log n) messages. The possibility of such a parallel algorithm for this distributed k-selection problem has been unknown despite the intensive investigation on many variations of the selection problem carried out since 1970s. Satisfying the constraint of total O (n log log n) messages, it improves on G the asymptotic running time of Kuhn, Locker and Wattenhofer's algorithm. Our parallel algorithm simulates the comparisons and swaps performed by the AKS sorting network, the n-input sorting network of logarithmic depth discovered by Ajtai, Komlós and Szemerédi in 1983. Simulation of such a network is our main trick to achieve O (log n) time and O (n log log n) messages simultaneously. Extending its correctness proof, we will be able improve by about 47% the upper bound found by Seiferas on the constant factor of the O (log n) depth of an n-input sorting network. Furthermore, we show the universal time lower bound lg n for many basic data aggregation problems on G. The class of problems having this lower bound is huge including the selection problem, the problem of finding the sum of n items, and that of counting items exceeding a threshold. Thus the universal lower bound means the asymptotic time optimality of our parallel algorithm.
Introduction
The classical k-selection problem finds the k th smallest element of given n numeric items. We consider the problem on a completely connected network G of n processors with no shared memory, each holding exactly one item of b bits initially. A processor node in G may send a message of max (b, lg n) bits at any parallel step. As the performance metrics, we minimize the parallel running time, and/or the total number of messages as the measure of amount of information transmitted on G.
The parallel selection problem for connected processors with no shared memory has been extensively investigated for various network topologies, cases of how n inputs are distributed, and other constraints [1, 2, 3, 4] , as well as on the parallel comparison tree (PCT) and parallel random access machine (PRAM) models with shared memories [5, 6, 7] . In this paper we focus on the above case, calling it the k-distributed selection problem on a communication network G. As suggested in [1] , this case of G has become increasingly significant for the contemporary distributed computing applications such as sensor networks and distributed hash tables: It is common in their performance analysis to count the number of messages delivered at the designated destinations assuming constant time per delivery (called hops), rather than count how many times messages are forwarded by processor nodes. The considered network G models it well.
The distributed selection problem in this particular network case is one of the long time research topics in parallel algorithms. The results are included in the work such as [1, 3, 8, 9] . The following summarizes only a few most closely related to our interest in the paper: Let w stand for the number of processors initially holding one or more inputs. The algorithm Frederickson and Johnson developed in [8] finds the k th smallest element with O w log k w messages on a completely connected or star-shaped processor network. Santoro et al [3] discovered in 1992 an algorithm with the expected number of messages bounded by O (w log log min(k, n − k) + w log w). The more recent result in [1] explores a case when the processor network has a general diameter D; it presents a parallel algorithm with the average time bound O (D log D n) that is asymptotically optimal under some probabilistic assumptions, and one with the deterministic time bound O D log 2 D n . The first contribution of this paper is a parallel algorithm for the distributed k-selection problem that runs in time O (log n) with total O (n log log n) messages on G. We will prove the following theorem after formulating the problem. Theorem 1. The k th smallest of n inputs can be computed distributedly on a communication network G in time O (log n) with O (n log log n) messages.
Such a parallel algorithm has been unknown despite the long research history on the selection problem. Satisfying the constraint of total O (n log log n) messages, it improves the parallel time bound O D log 2 D n in [1] when log 2 D log n: On a processor network with diameter D, a message can be sent to anywhere forwarded by O (D) processors. So the theorem means the parallel time bound O (D log n) D log 2 D n. Our algorithm simulates the comparisons and swaps performed by the AKS sorting network, the n-input sorting network of O (log n) depth discovered by Ajtai, Komlós and Szemerédi in 1983 [10] . Known for the difficulty of its performance analysis, the AKS sorting network itself has been a research subject in parallel algorithm since then. Paterson [11] simplified its construction. Seiferas [12] further clarified it with the estimate that the depth can be at most 7 · 6.07 lg n = 48.79 lg n layers of 1/402.15-halvers. Here an ε-halver ε ∈ 0, 1 2 is a comparator network defined in [11, 13] , such that for every positive integer z ≤ m 2 , the left half of the output includes at most εz items among the z largest inputs, and the right half at most εz among the z smallest inputs. In the recent work by Goodrich [14] , the constant factor of the total O (n log n) nodes is significantly reduced although its depth bound is O (n log n). The overall research interest on the AKS sorting network has been simpler understanding and reduction of the constant factor of the asymptotic quantities.
In order to design our parallel algorithm for the distributed selection problem, we show that if the depth of the AKS sorting network is reduced from Θ (log n) to Θ (log log n), the number of items in the wrong half of the output is O n log −c n for any given constant c > 0. The parallel algorithm simulates it, being our main trick to achieve O (log n) time and O (n log log n) messages simultaneously. Formally we will show: Theorem 2. For each c ∈ R + and sufficiently large power n of 2, there exists a comparator network H to re-order n inputs satisfying the following three.
i) H is an AKS sorting network of reduced depth. ii) H is a weak lg −c n-halver, i.e., the first half of the ordered n outputs includes at most n lg −c n items larger than the median, and the second half at most n lg −c n smaller than the median.
iii) There are no more than 22.34c lg lg n layers of 1/175-halvers in H.
Here an AKS sorting network of reduced depth means that the lower nodes of depth more than O (log log n) are simply removed. We will define it exactly when we construct H in Section 3. The proof of Theorem 2 is the second contribution of the paper. Thirdly, we will show a smaller constant factor of the O (log n) depth of the n-input sorting network. Extending the proof of Theorem 2, we will confirm: Theorem 3. For each sufficiently large n ∈ Z + , there exists a sorting network on n inputs with at most 25.54 lg n layers of 1/395-halvers. This improves the above Seiferas's estimate by about 47%.
Our fourth result is the running time lower bound lg n for many data aggregation problems on G. The class of problems having the lower bound is huge including the selection problem and many others. The following statement will be confirmed as a corollary to the theorem we will show in Section 6. Corollary 1. Any parallel algorithm takes at least lg n steps in the worst case to compute each of the following three problems on a communication network distributedly: i) the k-selection problem on n inputs each of at least lg n + 1 bits; ii) the problem of finding the sum of n inputs; iii) the problem of counting items among n inputs, each exceeding a given threshold.
By our formulation in Section 2, the statement assumes that each of the n processor nodes holds an input at time 0. The corollary shows the asymptotic time optimality of our parallel algorithm as well.
The rest of the paper consists as follows. In Section 2, we define general terminology showing related facts. We will prove Theorem 2 in Section 3, which is extended to our improved constant estimate in Section 4. Theorem 1 is verified in Section 4. We prove the universal lower bound lg n in Section 5, followed by concluding remarks in Section 6.
General Terminology and Related Facts
In this paper, a communication network G means a collection of n processor nodes each two of which are connected, capable of exchanging a message of max (b, lg n) bits at a parallel step. We consider a computational problem P whose input is a set of n numeric items of b bits distributed over G, i.e., each processor holds an item at time 0. A parallel algorithm A is said to compute P on G distributedly in time t with m messages, if all the bits of the computed result from n inputs distributed over G is stored at a designated processor node after the t th parallel step with total m messages. Messages may be exchanged asynchronously on G. A comparator network H is a directed acyclic graph consisting of comparators as nodes of positive depth, and nodes of depth 0 each storing an input numeric item. Such a comparator of depth d ≥ 1 can receive two items from nodes of depth d − 1 sending their maximum and/or minimum to other comparators of depth d + 1. It can thus swap two items, or copy by receiving a same item. For notational convenience, we say that the width of H is the maximum number of nodes with a same depth. In the standard terminology, a numeric item input to a comparator is called wire. We may call an ordered set of wires array, for which the set theoretical notation is used.
The AKS sorting network is a comparator network to sort n inputs, whose depth is Θ (log n) and width n, performing O (n log n) comparisons.
We observe here that the k th smallest of n items distributed over G can be detected in O (log n) time with O (n log n) messages the following way. We design such a parallel algorithm A so that a processor node v in G simulates from time ct to c(t + 1) (c : a constant, t ∈ N) a comparator of depth t in the AKS sorting network H. We mean by "simulate" that v receives two items from other nodes to send their minimum and/or maximum to anywhere in G. Due to the width of the AKS sorting network, and since G is completely connected, n processors in G can simulate all the swaps and copying performed by H. This way A sorts the n inputs in O (log n) steps, then fetches the k th smallest one. We can therefore achieve O (log n) time and O (n log n) messages to compute the distributed k-selection problem on G.
Our parallel algorithm improves the above so that the number of messages is reduced to O (n log log n). To modify the AKS sorting network, we look into the details of its unit component called separator given in a textbook such as [13] : A separator illustrated as S in Fig. 1 consists of the seven ε-halvers H 0 , H 1 , . . . , H 6 , for a sufficiently small constant ε ∈ (0, 1). Let I 1 and I 2 be the left and right halves of the input array to S, respectively. The separator S re-orders I 1 ∪ I 2 into four disjoint output arrays A 1 , A 2 , A 3 and A 4 such that
The way numeric items are compared in each ε-halver is represented by a
for every subset U of V 1 or V 2 , where Γ (U ) stands for the neighbor set of U . The input to the halver is an array of |V 1 ∪ V 2 | elements where each comparison is represented by an edge in E. When two items are compared, they are swapped to correct the order if necessary. We can choose ε arbitrarily small by increasing d 0 to a sufficiently large constant. The seven components H 0 , H 1 , · · · , H 6 of S all satisfy (1), meeting the condition to be an ε-halver. Suppose the left output of H 0 contains a set U of more than εz elements each at least the z th largest element of
includes an element less than the z th largest input. A contradiction against correct swapping. So the left output of H 0 includes at most εz elements among the z largest inputs.
We also have the facts below. We will use them in our proof in Section 3.
Lemma 1. Let S be a separator on m inputs with the seven ε-halvers as in Fig.  1 , where m ∈ 16Z + , and ε ∈ 0, 1 100 is a constant. The following three hold true for every g ∈ R:
i) Suppose there are l items larger than g in I 1 , and r items not exceeding g in I 2 . Then A 1 ∪ A 2 includes at most Let U be the set of those elements of
. So the items in U would be compared more than
, which contradicts the last sentence of the first paragraph. This proves i).
ii), iii): We only show ii) as the proof of iii) is similar. Let z be the number of items larger than g in I 1 ∪ I 2 . We claim that z ≤ Because of z ≤ 1 32 + 2ε m, and since H 0 is an ε-halver, its left output includes at most εz items larger than g. Considering H 2 , H 4 and H 6 similarly, A 1 ∪ A 2 ∪ A 3 contains at most 4εz such items. Its ratio to p is no more than 4ε 1−4ε , proving ii).
In Section 4, we will have a situation where the input size m = |I 1 ∪ I 2 | may not be a multiple of 16. We modify the ε-halvers in S in such a case.
Construction of a separator S for any input size m ∈ Z + : If m is odd, add an extra element, which is compared with no other elements in H 0 , to the left input of H 0 , and remove it from the output. Similarly, add an extra element to the right input to H 1 , H 3 or H 5 if the input size is odd. Add an extra element to the left input to H 2 , H 4 or H 6 if the input size is odd. Remove them from their output arrays.
As a result,
, and 7m 16
The upper bound in the first case is due to |A 1 | ≤ 
in i) when ε = 1/395. We see it as a corollary to the lemma.
Corollary 2. Let m ∈ Z + , ε = 1/395, and S be a separator on m inputs with the seven ε-halvers. The three statements i), ii) and iii) of Lemma 1 hold true if ε is replaced byε in i).
Proof. i): By the same argument as the lemma, we can show the bounds 
The AKS Sorting Network as a Weak Halver
We show Theorem 2 in this section. Below we construct such an AKS sorting network H of reduced depth O (log log n). Our main task is to bound the number of items in the wrong half of the output array, called strangers, by n lg −c n where the constant c > 0 is given by the theorem. Lemma 3 below will lead to the depth bound, i.e., at most 22.34c lg lg n layers of 1/175-halvers.
Assume without loss of generality that n inputs have distinct values 1 . There are j max + 1 layers in H, where
lg lg n, with e = 2.71828 . . . being the natural logarithm base. In this section, obvious ceiling/floor functions are omitted. Each layer is a complete binary tree of separators of depth d max − j where
Every separator consists of the seven ε-halvers as in Fig. 1 where
Also we create two arrays L and R that will be the left and right halves of the output array of H, respectively. right children in the same layer, resp. -The A 2 and A 3 outputs of S dmax−j,j for every j are sent to L and R, resp. -The A 1 and A 4 outputs of S 0,j such that j < j max are sent to the left and right of S 0,j+1 , resp. -The A 1 and A 4 outputs of S d,jmax for all d are sent to L and R, resp. -The union L ∪ R of the finally obtained L and R is the output of H as a weak lg −c n-halver.
As mentioned in Section 1, we call the comparator network H constructed by this set of rules an AKS sorting network of reduced depth. It is identical with the standard AKS sorting network given in [13] except for its depth and the two output arrays L and R. We introduce extra terminology. A stranger is a numeric item greater than the median of n inputs to H existing in the left half of H, or one less than or equal to the median existing in the right half. Define We observe the following four.
a) The number of layers of ε-halvers in H does not exceed 4d max + 8j max = c 12 lg(4/e) + 4 5 lg lg n < 22.34c lg lg n, as desired. It is confirmed by the first lemma below. b) We have 7 16
We prove it in the third lemma below. With this and c), the number of strangers in L ∪ R is upper-bounded by By a) and d), the comparator network H satisfies all the desired properties. It remains to prove the three lemmas mentioned above. We will have Theorem 2 after it. Lemma 2. Let h d,j be the number of layers of ε-halvers in the sub-network of The claim is clearly true when j = j max , and can be shown similarly for the case j < j max and d = d max . The lemma follows.
by construction. Find with the induction hypothesis that
suffices. The inequality holds true since when j ≥ 2, we have (2j 
by induction hypothesis and m 0,j ≥ 1 8 m 0,j−1 . This verifies the induction step.
The lemmas complete the proof of Theorem 2.
Improved Constant Factor of the O (log n) Depth of an n-Input Sorting Network
Modify the AKS sorting network H constructed in Section 3 so that j max = lg n lg(4/e) , d max = lg n + j max + 6, and ε = 1 395 ,
while ∆ = 1/32 remains the same. Create separators S d,j for all j and d such that 0 ≤ j ≤ j max and 0
With this setting for sufficiently large n, the depth of H as a graph of ε-halvers does not exceed 4 (d max + 2j max + 1) ≤ 4 1 + 3 lg −1 4 e lg n + 18 < 25.54 lg n, seen similarly to Lemma 8. In this section, we prove that the AKS sorting network with the setting sorts the n inputs correctly. This will confirm Theorem 3 improving the aforementioned estimate in [12] that the depth can be at most 7 · 6.07 lg n = 48.79 lg n layers of 1/402.15-halvers. Due to the new depth of H, the input array sizes m d,j of some separators S d,j may not be divisible by 16. Construct S d,j by the rule given below Lemma 1. The changes affect H as follows.
-The input sizes of two S d,j may differ due to varying rounding errors generated by construction. For simplicity, we regard m d,j as |I 1 ∪ I 2 | of the currently considered separator S d,j .
-The claim of Lemma 3 is modified into m d,j ≤ n
by Stirling's approximation.
-It means m d,jmax ≤ 14 for any d: In (5), we have With these we see:
Lemma 5. All the n items input to H are also input to each layer.
Proof. Observe the following.
-By construction, The lemma follows iii) since d max = lg n + j max + 6.
Define arrays associated with a considered separator S d,j the following way. Fix a given input array to H. Denote by S L and S R the left and right children of S d,j , respectively. Let B(S d,j ) be the array recursively defined by
It can be seen by induction on j that B(S d,j ) consists of the items input to the subtree rooted at S d,j in the j th layer. With Lemma 5, we define B (S 0,jmax ) as the output of H.
Consider the complete binary tree of separators in the j th layer. Initially, let I be the sorted array of the n inputs. We say that it is correct for S 0,j . Recursively, a sorted array I correct for a separator S d,j is given so that |I| = |B (S d,j ) |. Split I into the four sub-arrays of sizes |A 1 |, |B (S L )|, |B (S R )|, and |A 4 | in the order. They are correct for A 1 , S L , S R and A 4 , respectively.
We generalize the definition of strangers. A numeric item x is said to be an l-stranger if there exists S l,j satisfying one of the following two:
I) x is in the array correct for A 1 (A 4 ) of S l,j or S L (S R ), but is incorrectly output from A 4 (A 1 ) of S l,d or its descendant. II) x is in the array correct for A 1 or A 4 of S l,j but is incorrectly output from a proper descendant of S l,d .
The following statement is our invariant. Its proof is found in Appendix. The lemma means that B (S 0,jmax ) is sorted, proving that H satisfying (4) correctly re-orders the n inputs. Verify it as follows: Let j = j max . There are no strangers in the j th layer by Lemma 6 and m d,j ≤ 14. This implies that B (S d,j ) for every S d,j consists of the elements in the array correct for S d,j . It also means that B(S d,j ) is sorted if both B (S L ) and B (S R ) are sorted. For a leaf S dmax,j , the array B (S dmax,j ) is empty thus sorted, by iii) in the proof of Lemma 5. Hence B (S 0,j ) is sorted, completing our proof of Theorem 3.
5 Selection in O (log n) Time with O (n log log n) Messages on a Communication Network
We prove Theorem 1 in this section. Our parallel algorithm for the distributed k-selection problem on a communication network G uses the weak halver H given by Theorem 2 and three other AKS sorting networks as sub-components. Keep assuming that n is a large power of 2 and the input array has elements of distinct values. Let q = lg n.
Choose c = 2 in Theorem 2, so H is a weak n lg −2 n-halver. All the expressions of array sizes in this section omit the floor or ceiling function. We first describe the algorithm focusing on the case k = n/2. Algorithm 1 for Finding the Median of n Inputs:
1. Apply H to the given n inputs. Let L and R be its left and right halves of the output, respectively, and
by an AKS sorting network. Add the elements of L i to C for every i such that l i is among the largest n lg −2 n of l 1 , l 2 , . . . , l n 2q . 5. Perform Steps 2-4 to R symmetrically. 6. Sort the elements of C by another AKS sorting network. Find its median, returning it as the median of all n.
Each AKS sorting network used above re-orders at most 2n lg −1 n inputs. This allows us to detect the median with a sufficiently small number of comparisons, leading to O (n log log n) messages. We confirm the correctness of the algorithm first.
Lemma 7. Algorithm 1 correctly finds the median of all n inputs.
Proof. We claim that no element of L − C is a stranger or the median of n after Step 4. Let i be an index such that l i is not among the largest n lg
. If an element of L i were a stranger or the median, the largest n lg −2 n items would be all strangers, contradicting Theorem 2. This proves the claim.
By symmetry, no element of R − C is a stranger. Steps 4 and 5 remove the same number of items from the both halves, each neither a stranger nor the median. The array C includes the same number of strangers in the both halves. Hence Step 6 correctly finds the median of all.
We now describe how to run Algorithm 1 on the communication network G. Find our implementation below noting two remarks.
-Regard that there are 2n processor nodes in G instead of n, since any of them at odd and even time slots can play two different roles. -Each processor in G can simulate any of the four comparator networks the way mentioned in Section 2: A processor receives two numeric items from other nodes to send their minimum and/or maximum to anywhere in G.
Implementation of Algorithm 1 on G: Simulate two AKS sorting networks in Steps 4 and 5 with extra n processors. Then select the elements of C in O (log n) time as follows. Initially the first node of each L i is notified if l i ∈ C. Move items in L∩C by sending messages so that L∩C is held by the consecutive smallest numbered nodes. To find the message destinations, construct, right after l i are sorted in Step 4, a complete binary tree T of This way every leaf of T is informed of the number of L i ⊂ C to the left. The leaf disseminates the information to all the nodes in the same L i . Each node is now able to compute the message destination so L ∩ C is held by the consecutive smallest numbered nodes.
Merge L ∩ C with R ∩ C similarly. Perform
Step 6 with a simulated AKS sorting network on the obtained C. This completes the description of our implementation.
Algorithm 1 correctly runs on G in O (log n) time with O (log log n) messages. One can check it with Lemma 7 noting that:
-The simulated H runs in O (log log n) time with O (n log log n) messages.
-Each of the three simulated AKS sorting network runs in O (log n) time with O (n) messages. -It takes O (n) messages each of less than lg n bits to construct C.
This verifies Theorem 1 when
Selecting an item but the median is done similarly. Assume without loss of generality that we want the kth smallest item such that k < n 2 . We can detect it by adding extra n − 2k elements valued −∞ to the input array. This changes no asymptotic bounds we showed so far.
We have constructed a parallel algorithm on G that distributedly computes the kth smallest of the n inputs in O (log n) time with O (n log log n) messages. We now have Theorem 1.
The Universal Parallel Time Lower Bound lg n on a Communication Network
In this section, we show that it takes at least lg n steps to compute many basic data aggregation problems on a communication network G including the distributed selection problem. Consider a parallel algorithm to compute a function f (x 1 , x 2 , . . . , x n ) ∈ {0, 1} where x 1 , x 2 , . . . , x n are input numeric items of b bits distributed over G. Such f is said to be critical everywhere if there exist
for each index i = 1, 2, . . . , n and some b-bit numeric itemx i depending on i.
Below we prove the time lower bound lg n to compute such f as the following theorem.
Theorem 4. Let f be a function on n inputs critical everywhere. It takes at least lg n parallel steps in the worst case to compute f on a communication network distributedly.
By the theorem, we will have the statement mentioned in Section 1. Corollary 1. Any parallel algorithm takes at least lg n steps in the worst case to compute each of the following three problems on a communication network distributedly: i) the k-selection problem on n inputs each of at least lg n + 1 bits; ii) the problem of finding the sum of n inputs; iii) the problem of counting numeric items among n inputs, each exceeding a given threshold.
Proof. i): Given such an algorithm on n inputs x 1 , x 2 , . . . , x n , let f (x 1 , x 2 , . . . , x n ) be the least significant bit of the kth smallest input. Such a function f is critical everywhere: Choose x i = 2(i − 1) for i = 1, 2, . . . , n. If k > 1, letx i = x k − 1, otherwisex i = 1. (All of these numbers are lg n + 1-bit integers.) These satisfy (6) . By the theorem, the algorithm takes at least lg n steps to compute such f on a communication network distributedly.
ii), iii): Shown similarly to i) by choosing f as the least significant bit of the sum of n inputs, and that of the number of inputs exceeding a given threshold, respectively.
Consider the class of problems to compute on a communication network distributedly such that any particular bit of the computed result is a function critical everywhere. It is very large containing many aggregation problems as the above three, each with the parallel running time lower bound lg n on G.
We prove the theorem. Denote by v i the ith processor node of G, and by x i the numeric item held by v i at time 0. Also let A be a parallel algorithm to compute f on G distributedly. Since f is critical everywhere, there exists an input set X = {x 1 , x 2 , . . . , x n } such that (6) . Assume f (x 1 , x 2 , . . . , x n ) = 1 without loss of generality, written as f (X) = 1.
We focus on the computation performed by A on the input set X. For time t ≥ 0 and index i = 1, 2, . . . , n, define the set V i,t of nodes in G recursively as follows.
is the set of processors v j such that the values of x j can possibly affect the computational result at v i at time t.
Let t max be the time when A terminates on X, and v i be the processor that decides f (X) = 1 at time t max . The size of V i,tmax must be n; otherwise A decides f (X) = 1 at v i with no information on some input x j , contradicting that f is critical everywhere. The following lemma formally confirms it.
Proof. By the equivalence between an algorithm and Boolean circuit [16] , there exists a Boolean circuit C to compute f (X), which is converted from A by the reduction algorithm. Construct the subgraph of C that decides f (X) = 1 at v i as follows: For each t = 0, 1, . . . , t max , with the algorithm running on X at each processor v j and the exchanged messages, inductively construct a Boolean circuit to decide each bit of the computed result stored at v j at time t. For the time t = t max and processor v i , we have a circuit C that decides f (X) = 1 only from x j such that v j ∈ V i,tmax .
The existence of C means f (X) = 1 if all x j such that v j ∈ V i,tmax have the values specfied by X. If |V i,tmax | < n, this contradicts that f is critical everywhere satisfying (6) . Hence |V i,tmax | = n.
We also have |V j,t | ≤ 2 t for each t and j. It is because |V j,t | = |V j,t−1 ∪ V l,t−1 | ≤ 2 · 2 t−1 = 2 t if a processor v l sends a message to v j at time t ≥ 1. Threfore, lg n = lg |V i,tmax | ≤ t max . Theorem 4 follows.
Concluding Remarks and Open Problems
We have shown 25.54 lg n layers of 1/395-halvers as an upper bound on the depth of the AKS sorting network, and 22.34c lg lg n layers of 1/175-halvers as that on the depth of a weak lg −c n-halver. The obtained bounds can be further improved by choosing another parameter set. It is a question if we can significantly reduce these values. Regarding the number O (n log n log n) of messages to find the k th smallest item in O (log n) time, it remains open whether or not it is asymptotically optimal on a communication network. We conjecture it positively.
Appendix: Proof of (5) and Lemma 6 We have (5) when j ≥ 1 as a result of Lemma 9 below. As in Section 4, m d,j denotes the input size |I 1 ∪I 2 | of the currently considered separator S d,j of depth d in the j th layer of the AKS sorting network H satisfying (4). By (9) and (10),
holding true for ∆ = 1/32. Let β be the number of l -strangers (0 ≤ l ≤ l − 1) input to S l,j . We claim that
By induction hypothesis, there are (12) . Note that this counts all the l -strangers satisfying I) or II) in Section 4.
To complete the basis d = l, we will apply Corollary 2 i) to I 1 ∪ I 2 of S d,j . Set g as the |I 1 | th smallest element of I. Let q 1 and q 2 be the number of elements in I 1 greater than g and that of elements in I 2 not exceeding g, resp. Then It remains to show the claim for the base cases. The arguments are all similar to the general induction step. One can prove it with minor changes noting that: -For j ≥ 1 and l = 0, the differences from the above are that S 0,j receives items from S 0,j−1 instead of S l−1,j , and that there are no l -strangers such that l < l. The lemma follows.
