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More than 30 years ago, the group of Frauenfelder carried out well-known experiments on pho-
todissociation of CO molecules followed by their binding to myoglobin. These experiments acquired
the status of base experiments for studying the properties of fluctuation dynamic mobility of pro-
tein molecules. In subsequent years, a large amount of works have been devoted to the attempts
to describe these experiments. In 2001, the authors could demonstrate that, within the model of
ultrametric random walk with a reaction sink, the experimental curves of CO binding to myoglobin
can be reproduced in the high-temperature region. Later, in 2010, the authors proposed a modified
model and, based on its numerical analysis, demonstrated that this model reproduces the experimen-
tal results over the whole temperature range covered in the experiment (60− 300 K). The present
study is devoted to finding and analyzing the exact solutions of the equations of the mathematical
model for the kinetics of CO binding to myoglobin proposed in the previous works of the authors. It
is demonstrated that the physical model considered and its rigorous and transparent mathematical
formalization allow one not only to completely describe the experiment over the whole temperature
range and in the observation time window of
(
10−7 − 102 s
)
, but also to build up a unified picture
of the conformational mobility of a protein molecule, as well as to realize the fact that it changes
in a self-similar way. This specific feature of protein molecules, which has remained hidden to date,
significantly expands the idea of dynamic symmetry that proteins apparently possess. Moreover, the
model considered provides a prediction for the behavior of the kinetic curves of the experiment in
the low-temperature range (60− 180 K) at times not covered by the experiment (more than 102 s).
I. INTRODUCTION
According to the "protein–machine" concept [1], pro-
tein does not speed up but, conversely, slows down el-
ementary chemical acts (the formation or breaking of a
chemical bond, charge transfer, and so on). The slow con-
formational dynamics of a protein molecule along a dis-
tinguished degree of freedom controls the behavior of an
elementary act in the active center of a protein molecule
on a large time scale from nanoseconds to hundreds of
milliseconds and plays the key role in the fermentative
function [1–3]. This feature imparts to protein the prop-
erties of a "machine" that can manipulate individual
charges, atoms and molecules, against the background
of thermal fluctuations (the slower protein works, the
lower the probability of error). This leads to the necessity
to study conformational dynamics on large time scales.
Taking into account this concept, more than 30 years
ago, Frauenfelder et al. [4, 5] carried out experiments
on photodissociation and subsequent binding of a CO
molecule to myoglobin. In these experiments, the authors
obtained nontrivial results, which, unfortunately, could
not be consistently explained within the existing theories.
Therefore, interest in experiments of this kind eventually
faded. Moreover, the emergence of good femtosecond ex-
perimental setups turned the interest of researchers to the
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study of small regions of protein molecules, as a rule, the
active center of protein on femtosecond scales. In addi-
tion, the behavior of small fragments of protein molecules
on femtosecond time scales can be modeled by computer
simulation, which can give good agreement with exper-
iments under a proper choice of the potentials. Never-
theless, unfortunately, an important role in the behavior
of complex systems such as protein is played by configu-
rational rearrangements of sufficiently large fragments of
the system, including tens and hundreds of elements. As
pointed out in [6], in complex systems, a “conflict” be-
tween local interactions and the constraints imposed on
the system (frozen bonds) gives rise to strong ruggedness
of the energy landscapes. If N is the number of elements
taking part in the configurational rearrangements, then,
according to the estimates of [7, 8], the number of lo-
cal minima of the energy landscape is on the order of
∼ N ! exp (ηN), where η is a quantity on the order of
unity. It is such cases, which are most interesting from
the physical viewpoint, for which the description of en-
ergy landscapes and, hence, the study of the dynamics of
the system becomes impossible due to the unfeasibility
of computations. For example, a full computer recon-
struction of the fundamental act of protein in which the
motions of all fragments of the protein structure would be
equally well represented at times from 10−9 to 100 is im-
possible. Thus, to date, irrespective of the computational
resources, the computer simulation of the conformational
dynamics of structures comparable with proteins in com-
plexity is limited. It can, at best, give either a relatively
detailed idea about the behavior of the structure in a rel-
atively small domain of the conformational space, or (in a
strongly coarsened description), a sketchy representation
of its behavior as a whole.
Fundamental difficulties of this kind force us to seek
2fundamentally new approaches to the description of the
conformational dynamics of protein. One of such ap-
proaches, which we would like to highlight, was devel-
oped in the works of Stillinger and Weber [9] and Becker
and Karplus [10]. This approach is based on the repre-
sentation of multidimensional strongly rugged landscapes
by hierarchical graphs. The above-mentioned authors
applied the procedure of hierarchical clustering of the
local minima of the energy landscape. This procedure
of clustering of local minima was carried out relative to
the energy barriers between these minima. As a result
of this procedure, the local minima are combined into
sets hierarchically nested into each other, that are called
“basins.” Such hierarchical clustering (or, in other words,
taxonomy) resulted in a treelike hierarchical structure of
quasi-equilibrium states of protein. Here the dynamics
of protein was considered as a random walk on such a
hierarchical set and was described by the Kolmogorov–
Feller equation (master equation). Note that, mathe-
matically, such clustering problem is not uniquely de-
fined. As a consequence, this leads to nonuniqueness in
the definition of the hierarchical tree that describes the
set of quasi-equilibrium states of the system. Moreover,
this approach involves purely technical difficulties in the
determination of the transfer matrix between basins of
different scales. Namely, to define the elements of the
transfer matrices, one should determine the energy bar-
riers between local basins of states, as well as to deter-
mine the number of states in each basin. The solution of
this problem is fundamentally unattainable for real pro-
tein molecules even by the methods of modern computer
experiments. As a consequence, the approach proposed
in [9, 10] had no effective continuation. Nevertheless,
these works served as a basis for the development of an
ultrametric approach to the multiscale description of the
conformational dynamics of protein. The ultrametric ap-
proach is based on the representation of the basins of
quasi-equilibrium macrostates hierarchically nested into
each other by hierarchically nested balls of some ultra-
metric space, for which it is convenient to take the field
of p-adic numbers [11–14]. This approach was developed
in our previous works [15–23].
The main goal of the present work is the analytical de-
scription of a physical experiment on the kinetics of CO
binding to myoglobin. This experiment was conducted
more than 30 years ago by the group of Frauenfelder
[4, 5] with a view to study the properties of the fluc-
tuation dynamic mobility of protein molecules. We use
an approach based on the p-adic modeling of the confor-
mational dynamics of protein. This work is mostly math-
ematical, because wherever possible we try to formulate
our results in a rigorous mathematical form. We demon-
strate that the physical model considered and its rigor-
ous mathematical formalization allow us to completely
describe the experiment in a wide range of temperatures
60 ÷ 300 K in the observation time window 10−7 − 102
s. Moreover, it turns out that, within this model, one
can build up a unified picture of the conformational mo-
bility of a protein molecule and realize the fact that this
mobility changes in a self-similar way under the varia-
tion of the observation time scale. This specific feature
of protein molecules, which has remained hidden to date,
significantly expands the idea of dynamic symmetry that
proteins apparently possess. It is also important that
this model provides a prediction for the behavior of the
kinetic curves of the experiment in the low-temperature
region (60− 180 K). Namely, according to the theory,
the behavior of the kinetic curves changes significantly
upon the extension of the observation time window. It is
obvious that the lower the temperature, the wider should
be the observation time window. This fact can serve as a
recommendation for possible future experiments on the
kinetics of CO binding to myoglobin in an extended ob-
servation time window.
The paper is organized as follows. In Section 2, we give
a brief description of physical experiments on the study of
the kinetics of CO binding to myoglobin. In Section 3, we
present, at the physical level, an argumentation for the
emergence of a natural ultrametric structure on the set of
conformational states of protein. In this argumentation,
the concept of “conformational state” is important, which
has a somewhat different meaning than the conventional
one used in biophysics. In Section 4, we present the ba-
sic principles of the p-adic model of the conformational
dynamics of protein. Section 5 is devoted to the solution
of the Cauchy problem for the equation of p-adic ran-
dom walk with a reaction sink. It is the solution of this
mathematical problem that underlies our description of
physical experiments on CO binding to myoglobin at dif-
ferent temperatures. Section 6 is devoted to the analysis
and the physical interpretation of the solutions obtained
in Section 5 and to the comparison of the predictions of
the model with the results of experiments. In Appen-
dices A, B and C we present formulas and theorems that
are used in Section 6 for the analysis of the asymptotic
behavior of the exact solutions of the problem of p-adic
random walk with a reaction sink.
II. EXPERIMENTS ON THE KINETICS OF CO
BINDING TO MYOGLOBIN
Let us give a brief overview of the experiments de-
scribed in detail in [4, 5]. Myoglobin protein molecules
bound to CO were irradiated by a short laser pulse. This
led to photodissociation, which breaks the bond of CO
to heme iron of the active center. After that, the kinetics
of CO rebinding to heme iron was investigated on a large
time scale of 10−7−102 s and in a wide range of temper-
atures of 60 − 300 K. Here only those proteins in which
a CO molecule after photodissociation remains in the ac-
tive center (in the so-called heme pocket) were taken into
consideration. The binding kinetics for such proteins de-
pends only on the rearrangements of the active center,
and it is this kinetics that is of primary interest.
The scheme of CO rebinding to myoglobin can be rep-
3resented as follows:
Mb−CO
hν
−→ [Mb∗ −→ ... −→Mb1]
CO
−→Mb−CO. (1)
Here the symbol Mb∗ denotes the conformational states
in which protein can occur immediately after the dissoci-
ation of CO from heme iron, and the symbolMb1 denotes
the conformational states in which myoglobin can be re-
bound to CO.
The concentration of proteins unbound to CO is a func-
tion S (t, T ) depending on time t and temperature T .
The curves of the concentration of unbound myoglobin
molecules as a function of time, taken from [5], are pre-
sented in Fig. 1.
Depending on the behavior of S (t, T ), two regions are
distinguished in the temperature interval (60− 300 K):
the high-temperature (200 − 300 K) and the low-
temperature (60 − 180 K) regions. The dependence
S (t, T ) experimentally determined in [4, 5] was approx-
imated analytically in [24]. In the high-temperature re-
gion, this approximation has the form
S (t, T ) =
1
1 +
(
t
τ1
)1− T
T0
, (2)
where τ1 is a parameter that determines the time scale.
In this temperature region, an anomalous dependence of
S (t, T ) on temperature is observed for which the rate of
the binding reaction increases with decreasing tempera-
ture.
In the low-temperature region, the approximation of
the dependence S (t, T ) in the same observation time win-
dow has the form
S (t, T ) =
1
1 +
(
t
τ2
) T
T0
(3)
with a different parameter of the time scale τ2. This re-
gion is characterized by normal temperature dependence,
for which the rate of the binding reaction decreases with
decreasing temperature.
Let us give qualitative explanations for the curves in
Fig.1. The left panel shows the curves of the high-
temperature region (200− 300 K). On these curves, we
can distinguish power-law and exponential regions. At
300 K, the binding kinetics curve is indistinguishable
from the exponential law for the given time resolution.
Such behavior is attributed to the fact that, at high
temperatures, the characteristic time of the conforma-
tional rearrangements of a myoglobin molecule is much
less than the characteristic time of CO binding to heme
iron. Therefore, the limiting time is the time of CO bind-
ing to heme iron. As temperature decreases, the process
of conformational rearrangements of protein naturally
slows down. This leads to the fact that the characteristic
times of conformational rearrangements of a myoglobin
molecule increase and become comparable with the char-
acteristic time of CO binding to heme iron. In this case,
the kinetics of the whole process starts to significantly
depend on the evolution of the protein concentration dis-
tribution over conformational states. This kinetics cor-
responds to the power-law region, which is approximated
by formula (2).
The next thing that attracts our attention on the
curves in the high-temperature region are the regions be-
fore the exponential decay in which the concentration of
unbound molecules is almost unchanged. The reason for
the presence of such regions is purely technical: the con-
centration curve becomes constant if, by a given point
in time, a part of myoglobin proteins for which the CO
molecules remain in the active center after photodissocia-
tion is exhausted. This is explained by the fact that, after
photodissociation, a CO molecule may occur in different
states. In the experiment under consideration, only two
such states can be distinguished. The first state of a CO
molecule implies that the molecule is in the active cen-
ter (or the heme pocket). The second state of the CO
molecule implies that the molecule is outside the pro-
tein globule. In the latter case, the characteristic time
of repenetration of CO into the protein globule is much
greater than both the time of conformational rearrange-
ments of the protein molecule and the binding time of the
CO molecule to heme iron. Thus, the penetration time
of CO into the globule limits the rate of the binding reac-
tion; therefore, the concentration of unbound molecules
is initially almost constant and then decreases exponen-
tially.
In the low-temperature region (Fig.1, right), the ki-
netic curves are not exponential either, since in this ob-
servation time window
(
10−7 − 102s
)
we have the bind-
ing kinetics of only those CO molecules that remain in
the active center (i.e., inside the protein globule) after
photodissociation. No binding kinetics is observed for
the CO molecules that remain outside the protein af-
ter photodissociation, because the characteristic time of
penetration of a CO molecule into the body of the pro-
tein at low temperatures is much greater than the upper
boundary of the observation time window, equal to 102s.
The main difficulty in the description of the experi-
ment was associated with the stepwise change, in a rather
narrow temperature interval (180− 200 K), of the expo-
nents of the power-law approximations (2) and (3) at
which the temperature dependence of the binding re-
action rate reverses. The authors of [4, 5] themselves
suggested that this change in the kinetics is associated
with the existence of a temperature at which the protein
globule passes to the glass transition phase (see, for ex-
ample, [25]), in which the behavior of protein is qualita-
tively different from its behavior at room (physiological)
temperatures. In our opinion, these conclusions are in-
correct for the following reason. As already pointed out
above, experiments on the kinetics of CO binding to myo-
globin were carried out in a wide range of temperatures
(60− 300 K) but in the same observation time window
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Figure 1. Concentration of unbound myoglobin molecules as a function of time (left) in the high-temperature 200− 300K and
(right) in the low-temperature 60− 190K regions [5].
(
10−7 − 102s
)
. For high-temperature curves, this obser-
vation time window is rather large and allows one to cover
the whole picture of the binding kinetics. Conversely, for
low-temperature kinetics (in view of the decreased rate of
conformational rearrangements), the same time window
is apparently insufficient for observing the full picture of
the kinetics of CO binding to myoglobin. The inconsis-
tency consists in comparing the approximating formulas
in the same time window, which leads to the appearance
of a change in the exponents in formulas (2) and (3) and,
as a consequence, the appearance of a stepwise change in
the kinetic behavior.
III. p-ADIC MODEL OF CONFORMATIONAL
DYNAMICS OF PROTEIN
In this section, we provide a physical substantiation of
a p-adic model for the conformational dynamics of pro-
tein and formulate the basic principles of the model.
The configuration space M of a protein molecule is a
smooth manifold defined by a set of generalized coordi-
nates q = {qi}, i = 1, . . .dimM , corresponding to all
microscopic degrees of freedom of the molecule in the na-
tive state. Accordingly, the phase space P of a protein
molecule is a smooth manifold defined by a set of general-
ized coordinates and generalized momenta, z = {qi, pi}.
The Hamiltonian of the system H = H (q, p) is a func-
tion of its kinetic K = K (q, p) and potential U = U (q)
energies. At a given temperature T of the medium, pro-
tein executes thermal motion, which represents a random
walk onM or on P . The description of this random walk
of protein within the Langevin or the Fokker–Planck ap-
proaches requires a precise description of all degrees of
freedom of the protein and of the function U (q), which
is hardly implementable at present. Therefore, one needs
new unconventional approaches to describe the confor-
mational dynamics of protein.
In 1987, Frauenfelder [26] put forward the idea of ul-
trametricity of proteins. Namely, to explain the exper-
iments on the kinetics of CO binding to a myoglobin
molecule, he suggested that a protein molecule has a
set of quasi-equilibrium conformational states that are
associated with the local minima of the potential en-
ergy. He also suggested that these conformational states
can be combined into sets of states hierarchically nested
into each other and that this nesting is determined by
the value of the activation energy barrier separating any
two such states. These assumptions immediately imply
that the set of quasi-equilibrium states of protein can be
mapped to the vertices of some hierarchical three, which
is what is meant by the ultrametricity of protein.
Even before Frauenfelder’s paper, as well as in the first
works appeared after its publication, relatively simple
models of ultrametric random processes were proposed
(see, for example, [27–31]); however, these models turned
out to be hardly applicable to the description of then
available experimental data on protein dynamics. A sys-
tematic substantiation of Frauenfelder’s idea was under-
taken by Becker and Karplus in [10] (see also [32–36]).
Although these authors did not use the term “ultra-
metricity,” they provided an algorithm for constructing
domains of the configuration space, hierarchically nested
into each other (which they called basins), that corre-
spond to quasi-equilibrium macrostates of protein, and
represented the set of all basins by the vertices of a hierar-
chical graph (disconnectivity graph). A p-adic approach
to the conformational dynamics of protein appeared as a
development of the ideas of [10, 26] with the use of the
parametrization of the set of quasi-equilibrium states of
protein by subsets from the set of p-adic numbers. Note
that the approach of [10] was originally aimed at a pre-
cise determination of the structure of basins by molecular
dynamics methods followed by the numerical simulation
of the random walk of protein over the set of basins. By
contrast to this, the p-adic approach was designed from
the very beginning as an analytical theory of random
walk on an ultrametric space and was considered as an
adequate approximation to describe the conformational
dynamics of protein.
According to the general idea of [9, 10], the configura-
tion set M can be divided (up to a set of measure zero)
into subsets – elementary basins (or attraction basins).
Each elementary basin is associated with a local min-
imum of the function U (q) and is defined as an open
subset of points each of which satisfies the following con-
5dition: on M , there exists a continuous path q = q (s)
from this point to a point of local minimum such that,
at each point of this path,
dq
ds
= −∇U (q).
Denote by B the set of all elementary basins. The
conformational state (conformation) C = C (B) of a pro-
tein, corresponding to some basin B ∈ B, is the process
of random walk of protein over the phase space P with
distribution function close to the equilibrium distribution
function in this basin,
f (q, p) =
Z−1B exp
(
−
H (q, p)
kT
)
, q ∈ B,
0, q /∈ B,
where k is the Boltzmann constant and ZB is the par-
tition function over the subset P bounded by the basin
B. Any such state is also called a quasistationary state
of the protein in the basin B. Denote the set of all con-
formational states by U .
We stress that the conformational state C (B) of pro-
tein at a given time t is not identified with the location
of the protein at this time at a point q ∈ B, because
the conformation state is determined by the distribu-
tion function rather than by a point of the configuration
space. The system is in some conformational state dur-
ing some random time interval starting from the time
when the distribution function of the protein becomes
quasi-equilibrium in the elementary basin B and ending
at time when the protein leaves the basin B. The av-
erage transition time between two conformations C (B′)
and C (B′′) corresponding to two elementary basins B′
and B′′ is ∆t = τ (B′, B′′) + τ (B′′), where τ (B′, B′′) is
the mean transition time from the basin B′ to the basin
B′′ along some path Γ ⊂M connecting two points of the
basins B′ and B′′ and τ (B′′) is the mean relaxation time
to the quasi-equilibrium state in the basin B′′. Denote
by t (B) the average residence time of the protein in the
conformation C (B). Then it is natural to assume that
τ (B) ≪ t (B) and τ (B′, B′′) ≪ {t (B′) , t (B′′)}. The
first condition follows from the very fact of the existence
of quasistationary states. The second condition follows
from the following fact. The transition path Γ connect-
ing two elementary basins is unlimited; it may directly
connect two basins (this is possible if the basins have a
common boundary); however, it may also pass through
other basins different from B′ and B′′. In the first case,
τ (B′, B′′) = 0. In the second case, one or several other
intermediate basins may lie on the transition path. Sup-
pose that the system, during its transition from B′ into
B′′, passes through some intermediate elementary basin
Bint and relaxes to the quasi-equilibrium state. This is
only possible if, for a given motion in the basin Bint, the
mean value of the velocity of the system on its transition
path is much greater than the rms value of its velocity
in the conformational state C (Bint). Only in this case
the system in a short time goes outside Bint and reaches
some other basin with high probability. In this case, the
transition time through the intermediate basin Bint is
much less than the average residence time of the system
in the state C (Bint). In view of the aforesaid, we assume
that τ (B′, B′′) + τ (B′′) ≪ {t (B′) , t (B′′)} for any two
elementary basins B′ and B′′. This means that the dy-
namics of the random evolution of the protein over the
set of conformational states can be described by Markov’s
stepwise random process, which takes into account only
the residence time of protein in the conformational states.
In this case, the distribution function fC (t) of the pro-
tein over the set of conformational states U satisfies the
Kolmogorov–Feller equation (master equation) [37]
dfC (t)
dt
=
∑
C′∈U
(PCC′fC′ (t)− PC′CfC (t)) , (4)
where PCC′ is the matrix of transition probabilities (in
unit time) between conformations.
On the set of basins B, we can introduce a distance
function (metric). To this end, for any two elementary
basins B′ and B′′, we define a function E (B′, B′′) whose
value is equal to the minimum of all the numbers E satis-
fying the following condition: there exists a path Γ ⊂M
connecting the points q′min and q
′′
min of the basins B
′ and
B′′ such that E = maxq∈Γ U (q). The value of the func-
tion E (B′, B′′) will be referred to as the value of the
potential barrier between the basins B′ and B′′. Intro-
duce a function
d (B′, B′′) = h (E (B′, B′′)) , (5)
where h is an arbitrary positive increasing function. We
can show that the function (5) is ultrametric on the set
of basins B (see, for example, [38]). Since there is one-
to-one correspondence C = C (B) between conforma-
tional states and elementary basins, the set of conforma-
tional states is also an ultrametric space with ultrametric
d (C (B′) , C (B′′)) = d (B′, B′′).
To describe the dynamics of protein by Eq. (4), we
need exact parameterization of all conformations and the
definition of the matrix of transition probabilities PCC′ .
This description requires serious simplifications of the
model.
The first simplifying assumption is that U is assumed
to be a homogeneous ultrametric space. Recall that an
ultrametric space is homogeneous if, for any ball, the
number of maximal subballs nested into it is the same.
We will call the set of conformations the ultrametric dis-
tance between which does not exceed r a ball of radius
r on the space of conformations U . As applied to our
model, this assumption implies that any ball Bi ⊂ U of
radius ri is a union of an equal number p ≥ 2 of balls
Bi−1,a ⊂ U (a = 1, 2, . . . , p) of radius ri−1 nested into it;
i.e., Bi = ∪
p
a=1Bi−1,a.
This assumption allows us to perform a p-adic param-
eterization of the space of conformations, i.e., to map
this space to the field of p-adic numbers Qp. Since in Qp
every ball of radius ri = p
i is a union of p subballs of
radius ri−1 = p
i−1 nested into it, it is natural to assign a
p-adic ball of given radius r = r0 to each conformation.
6Without loss of generality, we can take the value of r0
equal to 1. Thus, any conformational state of protein
can be parameterized by a certain p-adic ball B0 of unit
radius. In this case, any point x ∈ B0 is the center of
this ball and can be used for identifying the conformation
corresponding to the ball B0.
The ultrametric distance between two conformations
C and C′ corresponding to two p-adic balls B0 ⊂ Qp and
B′0 ⊂ Qp of radii r0 = 1 is the p-adic distance d (x, y) =
|x− y|p between arbitrary points x ∈ B0 and y ∈ B
′
0. It
is exactly equal to
|x− y|p = rj ,
where rj = p
j is the radius of the minimal ball in Qp
that contains both balls B0 and B
′
0. In this p-adic pa-
rameterization of the conformational space, we will de-
scribe the state of a protein ensemble by the distribution
function f (x), x ∈ Qp. Here f (x) is assumed to be a
locally constant function with radius of local constancy
equal to r0 = 1 (i.e., for any x ∈ Qp and x
′ ∈ Zp, where
Zp = {x ∈ Qp : |x|p ≤ 1}, the equality f (x) = f (x+ x
′)
holds).
The following simplifying assumption concerns the ma-
trix of transition probabilities in unit time between con-
formations, PCC′ . We adopt that PCC′ is completely
determined by the value of the potential barrier between
the basins B and B′, which correspond to the conforma-
tions C and C′, i.e.,
PCC′ = W (d (C,C
′)) =W (|x− y|p) ,
where W is a function, x ∈ B0 and y ∈ B
′
0, and the
p-adic balls B0 ⊂ Qp and B
′
0 ⊂ Qp parameterize the
conformations C and C′, respectively.
Having adopted the above assumptions, we can formu-
late the following basic principles of the p-adic model of
the conformational dynamics of protein.
1. The set of all possible conformational states of pro-
tein of all levels is parameterized by a set of p-adic balls
of unit radius of the field of p-adic numbers Qp.
2. The dynamics of protein on the set of conforma-
tional states is represented by a random walk on the
field Qp, which is described by a Markov random pro-
cess ξ (t, ω) : Ω × R+ → Qp. The density of the distri-
bution function f (x, t) of such a process is assumed to
be a locally constant function with radius of constancy
equal to one (i.e., for any x and x′, |x′|p ≤ 1, the equal-
ity f (x) = f (x+ x′) holds), and it is a solution of the
equation of p-adic random walk (the Kolmogorov–Feller
equation on the field of p-adic numbers):
∂f(x, t)
dt
=
ˆ
Qp
W (|x− y|p) (f (y, t)− f (x, t)) dy. (6)
The following principle is necessary to reproduce the
power-law relaxation functions observed in a number of
experiments in the p-adic model of conformational dy-
namics of protein.
3. Equation (6) is covariant with respect to the scaling
transformations

x→ x′ = λx,
t→ t′ = |λ|
−α
p t,
f (x, t) = f ′ (x′, t′) = |λ|
−1
p f
(
λx, |λ|
−α
p t
)
,
(7)
where λ ∈ Qp is the transformation parameter and
α ∈ R+.
Assumption 3 imposes a stringent constraint on the
choice of the kernel W (|x− y|p) of the integral operator
in Eq. (6). Namely, under this condition, the kernel of
this operator coincides up to a factor with the kernel of
the Vladimirov operator [12]:
W (|x− y|p) ∼
1
|x− y|α+1p
. (8)
The parameter α can be given a physical meaning if we
set
α =
E0
kT
(9)
and write
1
|x− y|αp
= exp
(
−
E0 log (|x− y|p)
kT
)
, (10)
where T is temperature, k is the Boltzmann constant,
and E0 is a parameter with the dimension of energy. In
this representation, expression (10) can be interpreted as
the Boltzmann factor defining the probability that the
system overcomes the potential barrier
E (x, y) = E0 log |x− y|p (11)
between two basins that correspond to a conformation
containing the points x and y. In this case, the addi-
tional factor
1
|x− y|p
in (8) is inversely proportional to
a combinatorial factor equal to the number of conforma-
tions whose basins are separated by the potential barrier
(11) from the basin of the conformation containing the
point x.
IV. SOLUTION OF THE CAUCHY PROBLEM
FOR THE EQUATION OF p-ADIC RANDOM
WALK WITH A REACTION SINK
Formally, the kinetics of CO binding to myoglobin is
described by a Cauchy problem of the form [16, 23] ∂f (x, t)∂t = −τ−1Dαf (x, t)− λΩ (|x|p) f (x, t) ,f (x, 0) = Nr|x|−βp (Ω (|x|pp−r)− Ω (|x|p)) .
(12)
7Here α > 1, β > 1, r > 1, λ > 0, τ > 0, Dα is the
Vladimirov pseudodifferential operator [12])
Dαϕ (x) =
1
Γp (−α)
ˆ
Qp
ϕ (y)− ϕ (x)
|x− y|α+1p
dy,
Γp (−α) =
1− p−α−1
1− pα
is a p-adic analog of the gamma
function, and the function Ω (ξ) is defined as
Ω (ξ) =
{
1, ξ ≤ 1,
0, ξ > 1.
In addition, Nr =
(
p
p− 1
)
pβ−1 − 1
1− p−(β−1)r
in (12) is the
normalization factor, which is determined by the require-
ment
ˆ
Qp
f (x, 0)dx = 1. The Vladimirov operator Dα
is defined on the class of functions W a, 0 ≤ a < α
(i.e., on complex-valued functions ϕ (x) on Qp that sat-
isfy the following conditions: (1) |ϕ (x) | 6 C
(
1 + |x|ap
)
,
C ∈ R+, and (2) there exists an l (ϕ) ∈ N such that, for
any x ∈ Qp and any x
′ ∈ Qp, |x
′|p 6 p
l, the equality
ϕ (x+ x′) = ϕ (x) holds.
The physical meaning of the Cauchy problem (12) is
quite transparent. The function f (x, t) is the concentra-
tion, normalized to unity, of protein molecules unbound
to CO that are in the conformational state parameterized
by a point x ∈ Qp at time t. We can see from the scheme
(1) of CO rebinding to myoglobin that, after photodis-
sociation, the protein passes to the state Mb∗, which is
described by the initial condition of the Cauchy problem.
Note that, based on the available experimental data, we
can say nothing about the actual distribution of protein
molecules over conformational states immediately after
photodissociation; hence, this distribution can only be a
model distribution. The domain of conformational states
Mb1 in which the reaction of CO molecule binding to
protein takes place is mathematically described by a do-
main Zp ⊂ Qp containing the reaction sink. This sink
corresponds to the term −λΩ (|x|p) f (x, t) in Eq. (12)
and describes a decrease in the concentration of unbound
proteins due to their binding to CO. The conformational
transitions Mb∗ −→ ... −→ Mb1 are described by the
term with the Vladimirov pseudodifferential operator in
Eq. (12), which is responsible for the ultrametric dif-
fusion of protein through conformational states. In Eq.
(12), the parameter τ defines the time scale t, the pa-
rameter α is related to temperature by formula (9), the
parameter λ is the rate of CO binding to myoglobin in
unit time, and the parameter β characterizes the initial
distribution of unbound myoglobin over conformations.
To match the model with experiment, we impose the re-
quirements α > 1 and β > 1. In theoretical calculations,
we set τ = 1; thus, λ, t, x, and f are dimensionless pa-
rameters.
Theorem 1. A solution of the Cauchy problem (12)
in the class of f (x, t) ∈W a∩L1 (Qp, dx)∩C
1 (R+) exists
and is unique.
Proof. The Cauchy problem (12) in terms of Fourier
transforms has the form

∂
∂t
f˜ (k, t) = −|k|αp f˜ (k, t)− λ
´
Qp
Ω (|k − q|p) f˜ (q, t) dq,
f˜ (k, 0) = Nr
((
1− p−1
)
pβ−1 − 1
(
Ω (|k|p)− p
−(β−1)rΩ (|k|pp
r)
)
−
1− p−β
pβ−1 − 1
|k|β−1p (Ω (|k|p)− Ω (|k|pp
r))
) (13)
If |k|p > 1, then f˜ (k, t) ≡ 0; this follows from the Fourier
transform of the initial condition f˜ (k, 0) = 0, |k|p > 1.
If |k|p ≤ 1, then we have
∂
∂t
f˜ (k, t) = −|k|αp f˜ (k, t)− λ
ˆ
Zp
f˜ (q, t) dq. (14)
Let us show that there exists a Laplace transform for the
function f˜ (k, t). In view of the inequality∣∣∣f˜ (k, t)∣∣∣ ≤ ˆ
Qp
|f (x, t)| dx <∞,
the function f˜ (k, t) is bounded on Zp; moreover, it is
continuous with respect to the variable k. With respect
to the variable t ∈ R+, the function f˜ (k, t) is continuous
and differentiable. Let us integrate Eq. (14) over Zp.
Then we have
∂
∂t
ˆ
Zp
f˜ (k, t) dk = −
ˆ
Zp
|k|αp f˜ (k, t) dk − λ
ˆ
Zp
f˜ (q, t) dq,
which implies
8∣∣∣∣∣∣∣
∂
∂t
ˆ
Zp
f˜ (k, t) dk
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
ˆ
Zp
|k|αp f˜ (k, t) dk + λ
ˆ
Zp
f˜ (q, t) dq
∣∣∣∣∣∣∣ 6
∣∣∣∣∣∣∣
ˆ
Zp
|k|αp f˜ (k, t) dk
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣λ
ˆ
Zp
f˜ (q, t) dq
∣∣∣∣∣∣∣ .
Denoting SZp (t) =
ˆ
Zp
f˜ (k, t) dk, we write
∣∣∣∣ ∂∂tSZp (t)
∣∣∣∣ 6
∣∣(1 + λ)SZp (t)∣∣ or − (1 + λ) dt 6 dSZp (t)SZp (t) 6 (1 + λ) dt,
whence we obtain SZp (t) 6 A exp ((1 + λ) t) for
some A. From the last inequality we obtainˆ
Zp
f˜ (k, t)dk 6 A exp [(1 + λ) t], which implies that
f˜ (k, t) 6 M exp [s0t]. This upper bound of the function
f˜ (k, t) proves that, for this function, there exists a
Laplace transform, which we denote by F˜ (k, s).
In terms of F˜ (k, s), the Cauchy problem (12) is rewrit-
ten as
sF˜ (k, s) = f˜ (k, 0)− |k|αp F˜ (k, s)− λ
ˆ
Zp
F˜ (q, s) dq,
whence we have
F˜ (k, s) =
f˜ (k, 0)
s+ |k|αp
− λ
1
s+ |k|αp
G (s) , (15)
where
G (s) =
ˆ
Zp
F˜ (q, s) dq. (16)
Integrating (15) with respect to k ∈ Zp, we obtain
G (s) =
ˆ
Zp
f˜ ((k, 0))
s+ |k|αp
dk − λ
ˆ
Zp
dk
s+ |k|αp
G (s) ;
hence,
G (s) =
´
Zp
f˜ ((k, 0))
s+ |k|αp
dk
1 + λ
´
Zp
dk
s+ |k|αp
. (17)
The calculation of the integrals in (17) yields
G (s) =
J (s) + hr (s)−Hr (s)
1 + λJ (s)
, (18)
where
J (s) =
(
1− p−1
) ∞∑
n=0
p−n
s+ p−αn
,
hr (s) =
(
1− p−1
) p−(β−1)r
1− p−(β−1)r
r−1∑
n=0
p−n
s+ p−αn
,
Hr (s) =
1− p−β
1− p−(β−1)r
r−1∑
n=0
p−βn
s+ p−αn
.
Consider the function G (s). In the domain Res > 0, it is
holomorphic. In what follows, it is convenient to consider
this function on the extended complex plane. To this
end, we define it at removable points s = −p−αk, k =
0, 1, 2, ... , where it is not defined but has finite limits
lim
s→−p−αk
G (s) =
1
λ
(
1 +
p−(β−1)r
1− p−(β−1)r
−
1− p−β
1− p−(β−1)r
p
p− 1
p(β−1)k
)
for k 6 r − 1 and
lim
s→−p−αk
G (s) =
1
λ
for k > r − 1. Then the function (18) is holomorphic on
the entire extended complex plane except for the points
s = −λk, k = −1, 0, 1, 2, ..., where it has simple poles
determined from the equation
1 + λJ (s) = 0. (19)
It is easily seen that the values λk satisfy the inequality
p−α(k+1) < λk < p
−αk, k = 0, 1, 2, . . . , λ−1 > 1.
The function G (s) is not meromorphic since s = 0
is an essentially singular point at which the poles
are condensed. Notice that lim
s→0, Res>0
G (s) =
1
λ
and
lim
s→∞
G (s) = 0 uniformly with respect to arg s. Let us
change the variable: s → z =
1
s
. Then the auxil-
iary function G
(
1
z
)
= Φ(z) is meromorphic; moreover,
lim
z→∞
Φ (z) =
1
λ
and lim
z→0
Φ (z) = 0. Since |Φ (z) | ≤ A|z|m
for z → ∞, Mittag–Leffler’s simple pole expansion the-
orem implies that Φ (z) can be represented as a uni-
formly convergent (except for a countable number of sim-
ple poles) series Φ (z) =
∞∑
k=−1
ak
z + 1
λk
. Thus, the function
9G (s) = Φ
(
1
s
)
can also be represented as a uniformly
convergent series
G (s) =
∞∑
k=−1
bk
s+ λk
, (20)
where bk are the residues of the function G (s) at the
poles s = −λk, given by
bk = ResG (s)
s=−λk
=
1
λ2|J ′ (−λk) |
+
hr (−λk)−Hr (−λk)
−λ|J ′ (−λk) |
.
(21)
Thus, the solution in terms of Fourier transforms has the
form
f˜ (k, t) = f˜ (k, 0) exp
(
−|k|αp t
)
−
λ exp
(
−|k|αp t
) ∞∑
n=−1
bn
λn − |k|αp
(
1− exp
[
−
(
λn − |k|
α
p
)
t
])
.
(22)
We can show by direct substitution of (22) into Eq. (13)
that this solution is a solution of the Cauchy problem
(13) in terms of Fourier transforms. Similarly we can
show that the function
f (x, t) =
ˆ
Qp
f˜ (k, t)χ (−kx) dx
satisfies Eq. (12), i.e., that a solution exists. The coeffi-
cients bn are determined uniquely for a given initial con-
dition; this implies the uniqueness of the solution. The
theorem is proved.
V. ANALYSIS OF THE SOLUTIONS AND
RELATION TO EXPERIMENT
The concentration S (t) of myoglobin molecules that
are not bound to CO at time t is
S (t) =
ˆ
Qp
f (x, t) dx.
If we integrate Eq. (12) with respect to Qp, we arrive at
the equation
∂S (t)
∂t
= −λSZp (t) , (23)
where
SZp (t) =
ˆ
Zp
f (x, t) dx
is the concentration of proteins in the conformational
states Mb1 and λ is the rate of CO binding to myo-
globin. The function SZp (t) is the Laplace transform
of the meromorphic function G (s); it can be represented
as an infinite series:
SZp (t) =
∞∑
k=−1
bk exp (−λkt) : G (s) =
∞∑
k=−1
bk
s+ λk
,
(24)
where λk and bk are, respectively, the poles and residues
of G (s). Then, taking into account that G (0) =
1
λ
, from
(23) and (24) we obtain
S (t) = λ
∞∑
k=−1
bk
λk
exp (−λkt) . (25)
Let us represent (25) as
S (t) = λ
b−1
λ−1
exp (−λ−1t) + S˜ (t) ,
where
S˜ (t) = λ
∞∑
k=0
bk
λk
exp (−λkt) . (26)
Taking into account (A7) and (B6)–(B12), we write
S1 (t) < S˜ (t) < S2 (t) ,
where S1 (t) and S2 (t) have the following structure:
S1 (t) = A1
∞∑
k=0
p−(α−1)k exp
(
−p−αkt
)
+B1
r−1∑
k=0
p−(β−1)k exp
(
−p−αkt
)
+ C1
(
p(α−β)r − 1
) ∞∑
k=r
p−(α−1)k exp
(
−p−αkt
)
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−D1p
−(β−1)r
r−1∑
k=0
exp
(
−p−αkt
)
− E1
(
p(α−1)r − 1
) ∞∑
k=r
p−(α−1)kexp
(
−p−αkt
)
, (27)
S2 (t) = A2
∞∑
k=0
p−(α−1)k exp
(
−p−αkp−αt
)
+B2
r−1∑
k=0
p−(β−1)k exp
(
−p−αkp−αt
)
+ C2p
αr
(
1− p−βr
) ∞∑
k=r
p−(α−1)k exp
(
−p−αkp−αt
)
−D2p
−(β−1)r
r−1∑
k=0
p−(α−1)k exp
(
−p−αkp−αt
)
− E2p
αr 1− p
−βr
p(β−1)r
∞∑
k=r
p−(α−1)k exp
(
−p−αkp−αt
)
. (28)
In (27) and (28), the coefficients Ai, Bi,Ci, Di, and Ei
depend only on the parameters λ, α, and β, and their
explicit form is unimportant for our further analysis.
Let us find asymptotic estimates for (27) and (28) in
the high-temperature and low-temperature regimes. In
our model, we assume that all values of the temperature
parameter α that satisfy the following condition corre-
spond to the high-temperature region:
α<β. (29)
Accordingly, the low-temperature region is described by
the inequality
α > β. (30)
In the high-temperature region (29), we can consider two
cases. In case 1, we deal with large observation times
such that t ≫ pβr. In case 2, we deal with intermediate
observation times such that 1≪ t≪ pβr.
Consider case 1 and find the asymptotic behavior of
(27) and (28) for a fixed r as t → ∞. Using Theorem 1
in Appendix C, we find that the main contribution to the
asymptotic behavior of (27) and (28) is given only by the
sums multiplying the coefficients Ai, Ci, and Ei, which
have the following asymptotic estimates as t→∞:
S1 (t) > a1t
−
α−1
α (1 + ω (t)) , (31)
S2 (t) < a2t
−
α−1
α (1 + ω (t)) , (32)
where ai are some coefficients independent of t and the
symbol ω (t) denotes functions, not explicitly shown, that
are infinitesimal as t→∞.
In case 2, we should consider the behavior of (27) and
(28) as t → ∞ and r → ∞ under the condition that
p−βrt → 0. In this case, the terms with coefficients Ci,
Di, and Ei do not contribute in the limit as r → ∞.
From Theorems 1 and 2 in Appendix C, for the sums
multiplying the coefficients Ai and Bi, respectively, we
find that, for α < β, a contribution to the asymptotic
estimates S1 (t) and S2 (t) is made only by the sums mul-
tiplying the coefficients Ai. In this case, we again obtain
asymptotic estimates in the form (31) and (32) but with
different coefficients ai.
Thus, for α < β, we obtain estimates (31) and (32)
both for intermediate observation times (1 ≪ t ≪ pβr)
and for large observation times (t≫ pβr); these estimates
completely agree with formula (2), which approximates
the experimental dependence in the high-temperature
(T ∼ 190− 300 K) region:
S (t) =
1
1 +
(
t
τ1
)1− T
T0
∼
(
t
τ1
) T
T0
−1
=
(
t
τ1
)−α−1
α
.
(33)
This means that the behavior of S (t) in the high-
temperature region is universal and does not depend on
the observation time window. Our result shows that the
behavior of S (t) is independent of the form of the initial
condition, i.e., of the parameter β, which parameterizes
the density of the distribution function of proteins over
conformations after photodissociation. This is explained
by the fact that the random walk at high temperatures is
rather intense. Hence, within relatively small times com-
pared with the observation time (102 s), the concentra-
tion of unbound molecules, first, is uniformly distributed
over the domain Br, and then is distributed over Qp\Br.
It is the random walk over the domain Qp \ Br, which
is sufficiently far from the domain Zp and contains the
sink, that determines the law (33). The anomalous de-
pendence of the binding reaction rate on temperature
(i.e., the increase in
dS (t)
dt
with decreasing temperature)
is explained equally easily. Indeed, the higher the tem-
perature, the further goes the random trajectory from
the support of the initial distribution in the space Qp,
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and the more time it takes to reach the sink region.
In the low-temperature region, we have (30). Here we
can also consider two cases: case 1 – large observation
times (or t≫ pβr) and case 2 – intermediate observation
times (or 1≪ t≪ pβr).
In case 1, repeating precisely the arguments for case 1
in the high-temperature region (29), we obtain the same
result (31) and (32) from (27) and (28). Nevertheless,
the result in case 2 will be different. It is this case that
corresponds to observation times of 10−7 ÷ 102 s in the
experiment at low temperatures (T ∼ 60 − 180 K). In-
deed, consider (27) and (28) as t → ∞, r → ∞ under
the condition p−βrt → 0. In this case, the terms with
the coefficients Ci, Di, and Ei do not contribute in the
limit as r → ∞. Using Theorems 1 and 2 in Appendix
C for the sums multiplying the coefficients Ai and Bi,
we find that, for α > β, only the sums multiplying the
coefficients Bi contribute to the asymptotic estimates for
S1 (t) and S2 (t). As a result, we obtain
S1 (t) > a1t
−
β−1
α (1 + ω (t)) , (34)
S2 (t) < a2t
−
β−1
α (1 + ω (t)) . (35)
We can see that, in the low-temperature region for inter-
mediate observation times 1 ≪ t ≪ pβr, the asymptotic
behavior of S (t) significantly depends on the parameter
β, which appears in the initial distribution. Note that
(34) and (35) agree with the approximating function (3)
if we set β = 2:
S (t) =
1
1 +
(
t
τ2
) T
T0
∼
(
t
τ2
)− T
T0
=
(
t
τ2
)− 1
α
(36)
.
VI. DISCUSSION
We have shown that the model considered reproduces
the asymptotic behavior of functions approximating the
dependence of the concentrations of unbound molecules
in the experiments on CO binding to myoglobin. In spite
of the fact that the functions approximating the experi-
mental curves in the high-temperature (T ∼ 190−300K)
and low-temperature (T ∼ 60− 180 K) regions have dif-
ferent forms, the time dependence of S (t) for unbound
molecules is described in our model by a universal func-
tion in the entire range of temperatures from 60 K to
300K.
The most important consequence of our description of
the behavior of S (t) in the low-temperature region is
that, unpon the extension of the observation time win-
dow, the behavior of S (t) is changed. This follows from
the fact that, for sufficiently large times t in the low-
temperature region (30), we pass to case 1 ( t≫ pβr, see
Section 6). Therefore, for increasing observation times in
the low-temperature region, the temperature dependence
of S (t) should change, and, instead of the dependence
(36), we should observe the same dependence (33) as that
for the high-temperature region. This is the main non-
trivial prediction of our theory, which can immediately
be checked in possible future experiments on CO binding
to myoglobin in extended observation time windows of
> 100 s, which were not covered in the experiments of
[4, 5].
An interesting question is that why precisely the choice
of the initial condition in the form
f (x, 0) ∼ |x|−βp
(
Ω
(
|x|pp
−r
)
− Ω (|x|p)
)
(37)
leads to agreement with experiment for β = 2 in the
low-temperature region.
The experiments carried out do not allow us to make
any conclusions about the distribution of unbound pro-
tein molecules over conformational states immediately
after photodissociation. It is known that, before the ex-
periment, the test sample was kept for a rather long time
at a certain temperature (T ∼ 300 K). In this case, the
equilibrium is reached in the protein ensemble. After
that, at time t0, the temperature is reduced to some
value T1 < T . Starting from time t0 until the time of
photodissociation t1, the protein ensemble does not yet
have time to completely reach the equilibrium state. At
time t2 after photodissociation (the interval t2− t1 is the
same for all experiments with different temperatures T1),
the concentration of unbound protein molecules is mea-
sured. The initial condition (37) is the distribution of
unbound protein molecules at time t2. Naturally, it is
impossible to explain the origin of this initial condition
within the present model. Nevertheless, we can go be-
yond the model and try to imagine some hypothetical
scenario that would justify to some extent the choice of
the initial condition (37).
We can assume that, by the time t0 when the temper-
ature is reduced to T1, the nonequilibrium distribution
of protein over conformational states is described by the
distribution function with support in the neighborhood
of Zp. Suppose also that the variation of the distribution
function is described by the equation of p-adic random
walk
∂f (x, t)
∂t
= −τ−1Dαf (x, t) and that photodisso-
ciation hardly changes the distribution of proteins over
conformational states. In this case, the distribution of
unbound molecules at time t2 should be a solution of the
Cauchy problem for the given equation with the initial
condition on a compact set. It is known that the solution
of this Cauchy problem is estimated by a function that
has asymptotics
C
|x|α+1p
t as
t
|x|αp
→ 0 (see, for example,
[13, 17]). If t = t2 − t0 is time passed from the begin-
ning of cooling of the sample to temperature T1 to the
moment of observation, then, for small t, the main part
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of molecules are located near Zp and are rapidly bound
to CO molecules. The remaining small part of protein
molecules that are not bound to CO, which are the ob-
ject of observation in the experiment, are distributed with
respect to Qp by the law
Ct2
|x|α+1p
, where α =
T0
T
is a tem-
perature parameter (see (9)). The value T0 of the tem-
perature scale corresponds to the maximum temperature
of the experiments, which coincides with the preparation
temperature of the samples T0 ∼ 300K. For T0 = 300K,
the value of T = 300 K corresponds to the value α = 1.
Therefore, the initial distribution should have the form
∼ |x|−2p , which means β = 2.
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Appendix A: Estimate of λk.
Taking into account that lim
λ→0
λk = p
−α(k+1), it is con-
venient to use the following representation for λk:
λk = p
−α(k+1) + p−αk
(
1− p−α
)
δk. (A1)
From the graphical solution of the equation 1+ λJ (s) =
0, we can show that 0 < δk < 1. Then (A1) implies the
following estimate for λk:
p−αkp−α < λk < p
−αk,
From the equation 1 + λJ (−λk) = 0 we have
∞∑
n=0
p−n
p−αn − λk
= −
p
p− 1
1
λ
. (A2)
Singling out the k+1-th term in the sum on the left-hand
side of Eq. (A2), multiplying it by pk, dividing by pαk,
and taking into account (A1), we can write (A2) in the
form:
p−1
∆k
=
p
p− 1
p−(α−1)k
λ
+
k∑
i=0
pi
pαi − p−α −∆k
−
∞∑
j=2
p−j
p−α − p−αj +∆k
(A3)
where ∆k = (1− p
−α) δk .
To obtain an upper bound for δk, we write the inequal-
ity
p−1
∆k
>
1
1− p−α −∆k
−
p−1
p− 1
1
∆k
, (A4)
which follows from (A3). After straightforward transfor-
mations, we obtain the following expression from (A4):
δk < p
−1.
To obtain a lower bound for δk, we write the inequality
p−1
∆k
<
p
p− 1
p−(α−1)k
λ
+
1
1− pα −∆k
p(α−1)
p(α−1) − 1
, (A5)
which also follows from (A3). From (A5) we obtain
dδ2k − (1 + bα + dk) δk + 1 < 0, (A6)
where dk =
p2
p− 1
pα − 1
pα
p−(α−1)k
λ
and bα =
pα
p(α−1) − 1
.
Solving (A6) and performing straightforward transforma-
tions, we obtain
δk <
1− p−α+1
1 + p
.
Finally, we write
1− p−α+1
1 + p
= δmin < δk < δmax = p
−1. (A7)
Appendix B: Estimate of bk.
Let us rewrite formula (21) as
bk = b
(1)
k + b
(2)
k − b
(3)
k ,
where
b
(1)
k =
λ−2
P (λk)
,
b
(2)
k = λ
−1 1− p
−β
1− p−(β−1)r
R (λk, α, β, r)
P (λk)
,
b
(3)
k = λ
−1
(
1− p−1
)
p−(β−1)r
1− p−(β−1)r
R (λk, α, 1, r)
P (λk)
,
P (λk, α) =
dJ (s)
ds
|s=−λk
13
=
(
1− p−1
) ∞∑
n=0
p−n
(p−αn − λk)
2 ,
R (λk, α, β, r) =
r−1∑
n=0
p−βn
−λk + p−αn
.
Using the inequalities
∞∑
n=0
p−n
(p−αn − λk)
2 >
p−k−1(
p−α(k+1) − λk
)2 = 1p p(2α−1)k(1− p−α)2 δ2k ,
∞∑
n=0
p−n
(p−αn − λk)
2 <
k∑
n=0
p−n
(p−αn − λn−1)
2 +
p−k−1(
p−α(k+1) − λk
)2 + ∞∑
n=k+2
p−n(
p−α(k+1) − λk
)2
<
p(2α−1)k
(1− p−α)2 δ2k
1
p (p− 1)
p2α − 1
p2α−1 − 1
and, taking into account (A7), we can obtain the follow-
ing structure of the upper and lower bounds for P (λk, α):
U1p
(2α−1)k < P (λk, α) < U2p
(2α−1)k (B1)
where the coefficients Ui are independent of k.
To find the structure of the estimates R (λk, α, β, r) for
k 6 r − 1, it is convenient to single out the term with
n = k in the sum:
R (λk, α, β, r) =
k−1∑
n=0
p−βn
p−αn − λk
+
p−βk
p−αkk − λk
−
r−1∑
n=k+1
p−βn
λk − p−αn
. (B2)
It follows from (B2) that
R (λk, α, β, r) <
k−1∑
n=0
p−βn
p−αn − λk
+
p−βk
p−αkk − λk
<
k−1∑
n=0
p(α−β)n
(1− p−α) (1− δk)
+
p(α−β)k
(1− p−α) (1− δk)
<
1
(1− p−α) (1− δk)
(
1− p(α−β)(k+1)
1− p(α−β)
)
.
R (λk, α, β, r) >
k−1∑
n=0
p(α−β)n
+
p−βk
p−αk − λk
−
r−1∑
n=k+1
p−βn
λk − p−αn
>
p(α−β)k − 1
pα−β − 1
+
p(α−β)k
(1− p−α) (1− δk)
−
p(α−β)k
(1− p−α) δk (pβ − 1)
+
p−βrpαk
(1− p−α) δk (pβ − 1)
.
This implies the following structure of estimates:
V1p
(α−β)k < R (λk, α, β, r) < V2p
(α−β)k (B3)
for k 6 r − 1 and α > β and
V3 < R (λk, α, β, r) < V4 (B4)
and for k 6 r − 1 and α < β, the coefficients Vi in (B3)
and (B4) being independent of k and r. Similarly, we can
show that, for k > r − 1,
(
p(α−β)r − 1
)
W1 < R (λk, α, β, r) <
(
1− p−βr
)
pαrW2;
(B5)
in (B5), Wi are independent of k and r.
Using (B1), (B3), (B4), and (B5), we find the structure
of upper and lower bounds for b
(1)
k , b
(2)
k and b
(3)
k :
g(1)p−(2α−1)k < b
(1)
k < h
(1)p−(2α−1)k (B6)
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for any k and α,
g(2)p−(α+β−1)k < b
(2)
k < h
(2)p−(α+β−1)k, (B7)
g(3)p−(β−1)rp−(α+β−1)k < b
(3)
k < h
(3)p−(β−1)rp−(α+β−1)k,
(B8)
for k 6 r − 1 and α > β,
g(2)p−(2α−1)k < b
(2)
k < h
(2)p−(2α−1)k, (B9)
g(3)p−(β−1)rp−(2α−1)k < b
(3)
k < h
(1)p−(β−1)rp−(2α−1)k,
(B10)
for k 6 r − 1 and α < β, and
g(2)
(
p(α−β)r − 1
)
p−(2α−1)k < b
(2)
k
< h(2)
(
1− p−βr
)
pαrp−(2α−1)k (B11)
g(3)
(
p(α−β)r − 1
)
p−(2α−1)k < b
(3)
k
< h(1)
(
1− p−βr
)
pαrp−(2α−1)k, (B12)
for k > r − 1. The coefficients g(i), h(i), i = 1, 2, 3,
are independent of r and k, and their explicit form is
unimportant for us.
Appendix C: Asymptotic estimate of the series
S (t) =
∞∑
n=0
a
−n exp
(
−b
−n
t
)
and
S (t, r) =
r∑
n=0
a
−n exp
[
−b
−n
t
]
Theorem 1. Suppose given a series
S (t) =
∞∑
n=0
a−n exp
(
−b−nt
)
with a > 1 and b > 1. Then, for any 0 < M < 1, there
exists a T > 0 such that the following inequalities hold
for t > T :
a−1
ln b
t−z
(
Γ (z)− (bt)
z−1
exp (−bt)
)
<
S (t) <
a
ln b
t−z
(
Γ (z)−Mtz−1 exp (−t)
)
, (C1)
where z =
log a
log b
.
Proof. Since a−x is a monotonically decreasing func-
tion and exp (−b−xt) is a monotonically increasing func-
tion, it follows that the following inequality holds for
x ∈ [n, n+ 1]:
a−x exp
[
−b−(x−1)t
]
6 a−n exp
[
−b−nt
]
6 a−(x−1) exp
[
−b−xt
]
. (C2)
Integrating this inequality over the interval [n, n+ 1]
with respect to x and then summing over n from 0 to
∞, we obtain
a−1
∞ˆ
0
a−(x−1) exp
[
−b−(x−1)t
]
dx 6 S (t)
6 a
∞ˆ
0
a−x exp
[
−b−xt
]
dx. (C3)
In the left and right integrals in (C3), we make the
changes x → y = b−(x−1)t and x → y = b−xt, respec-
tively. Then we obtain
a−1
ln b
t−zγ (z, bt) ≤ S (t) ≤
a
ln b
t−zγ (z, t), (C4)
where γ (z, x) =
´ x
0
yz−1 exp (−y) dy is the incomplete
gamma function.
Using the asymptotic expansion of γ (z, t) as t→∞,
γ (z, t) = Γ (z)− tz−1 exp (−t)
− tz−1 exp (−t)
{
m−1∑
n=1
(−1)n
tn
Γ (1− z + n)
Γ (1− z)
+O
(
t−m
)}
,
(C5)
we can write
γ (z, t) = Γ (z)−Mtz−1 exp (−t)− tz−1 exp (−t)
{
(1−M) +
m−1∑
n=1
(−1)
n
tn
Γ (1− z + n)
Γ (1− z)
+O
(
t−m
)}
,
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where 0 < M < 1 is an arbitrary number. For sufficiently
large T , the expression in the curly brackets {· · · } is pos-
itive for t > T , and we can write
γ (z, t) < Γ (z)−Mtz−1 exp (−t) . (C6)
Completely analogously we can obtain
γ (z, bt) > Γ (z)− tz−1bz−1 exp (−bt) . (C7)
Inequalities (C6), (C7), and (C4) imply the assertion of
Theorem 1.
Theorem 2. Suppose given a series
S (t, r) =
r∑
n=0
a−n exp
(
−b−nt
)
with a > 1 and b > 1. Then, for any 0 < M < 1 and
0 < N < 1, there exist T > 0 and δ > 0 such that
the following inequalities hold for any t and r satisfying
t > T and b−rt < δ :
a−1
ln b
t−z
(
Γ (z)− (bt)
z−1
exp (−bt)−
(
b−rt
)z 1
z
)
<S (t, r) <
a
ln b
t−z
(
Γ (z)−Mtz−1 exp (−t)−N
(
b−rt
)z b
z
−z)
.
(C8)
Proof. Integrating inequality (C2) over the interval [n, n+ 1] with respect to x and then summing over n
from 0 to r, we obtain
a−1
rˆ
0
a−(x−1) exp
[
−b−(x−1)t
]
dx 6 S (t, r) 6 a
rˆ
0
a−x exp
[
−b−xt
]
dx. (C9)
Making the changes x → y = b−(x−1)t and x → y =
b−xt, respectively, in the left and right integrals in (C9)
and denoting z =
log a
log b
, we obtain
a−1
ln b
t−zγ
(
z, b−rt, bt
)
≤ S (t, r) ≤
a
ln b
t−zγ
(
z, b−r−1t, t
)
,
(C10)
where γ (z, x1x2) =
´ x2
x1
yz−1 exp (−y)dy = γ (z, x2) −
γ (z, x1).
Consider
γ
(
z, b−r−1t, t
)
= γ (z, t)− γ
(
z, b−r−1t
)
. (C11)
For sufficiently large t, i.e., for t > T , for the first term
of (C11) we have (C6). For the second term of (C11), we
have
γ
(
z, b−r−1t
)
=
tb−r−1ˆ
0
yz−1 exp (−y)dy =
tb−r−1ˆ
0
yz−1
∞∑
n=0
(−1)
n
n!
yndy
b−z
z
(
t
br
)z
−
∞∑
n=1
(−1)
n+1
n!
b−z−n
z + n
(
t
br
)z+n
= N
b−z
z
(
t
br
)z
+
{
(1−N)
b−z
z
(
t
br
)z
−
∞∑
n=1
(−1)
n+1
n!
b−z−n
z + n
(
t
br
)z+n}
,
where 0 < N < 1 is an arbitrary number. For suffi-
ciently small δ for tb−r < δ, the expression in the curly
brackets {· · · } is positive, and we can write
γ
(
z, b−r−1t
)
> N
b−z
z
(
t
br
)z
. (C12)
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It follows from (C6) and (C12) that
γ
(
z, b−r−1t, t
)
< Γ (z)−Mtz−1 exp (−t)−N
b−z
z
(
t
br
)z
.
(C13)
Similarly we can prove that
γ
(
z, b−rt, bt
)
> Γ (z)− (bt)
z−1
exp (−bt)−
(
b−rt
)z 1
z
.
(C14)
Inequalities (C13), (C14), and (C10) imply the asser-
tion of Theorem 2.
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