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Abstract
In this paper, we propose a method for the numerical solution of singularly perturbed two-point boundary-value
problems (BVPs). First,wedevelop two schemes to integrate initial–value problem (IVP) for systemof twoﬁrst-order
differential equations, and then by using these schemes we solve the BVP. Precisely, we convert the second-order
BVP into a system of ﬁrst-order differential equations, and then apply the numerical schemes to obtain the solution.
In order to get an initial condition for the system, we use the asymptotic approximate solution. Error estimates are
derived and numerical examples are provided to illustrate the present method.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Singular perturbation problems (SPPs) are of common occurrence in many branches of applied math-
ematics such as ﬂuid dynamics, elasticity, chemical reactor theory, etc. It is a well-known fact that the
solution of SPPs exhibits a multi-scale character; that is, there are thin layer(s) where the solution varies
rapidly, while away from the layer(s) the solution behaves regularly and varies slowly. So the numerical
treatment of singularly perturbed differential equations (DEs) gives major computational difﬁculties, and
in recent years, a large number of special purpose methods have been developed to provide accurate
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numerical solutions. For details, one may refer to the books of Farrell et al. [2], Roos et al. [10], Miller
et al. [4] and Morton [5] and the references therein.
Consider the following singularly perturbed two-point boundary-value problem (BVP):
Lu(x) ≡ u′′(x) + a(x)u′(x) − b(x)u(x) = f (x), x ∈ D = (0, 1), (1.1)
B0u(0) ≡ b(0)u(0) − a(0)u′(0) = −f (0), B1u(1) ≡ u(1) = B, (1.2)
where > 0 is a small parameter, a, b and f are smooth functions such that a(x)a > 0, b(x)b0, x ∈
D = [0, 1]. Under these assumptions the BVP ((1.1)–(1.2)) has a unique solution u(x) exhibiting a ‘less
severe boundary layer at x = 0 [1,10]. The ‘less severe’means the solution u(x) of the BVP ((1.1)–(1.2))
and its ﬁrst derivative are bounded uniformly, for all  on the interval [0, 1]. It may be noted that the
reduced problem satisﬁes the boundary condition at x = 0 exactly.
Roberts [9] proposed a method known as boundary-value technique and introduced the idea of inner
and outer solution regions for the domain [0, 1]. We suggested a similar technique in [6] for singularly
perturbed turning point problems. In [8,12], we proposed domain decomposition methods for the BVP
((1.1)–(1.2)) which suit well for parallel computers.
In this paper, we develop two schemes to integrate singularly perturbed system of initial-value problems
(IVPs); the ﬁrst method is a combination of the classical ﬁnite difference scheme and the exponentially
ﬁtted difference (EFD) scheme of Doolan et al. [1] which is of order O(h). The second method is derived
by following the underlying idea of the schemes given in Vigo-Aguiar and Ferrándiz [11]. This new
scheme is of order O(h2) and the accuracy of the method mainly depends on the initial-values. This
scheme integrates exactly the differential equation with constant coefﬁcients without local truncation
error. These two schemes have been applied to the given BVP ((1.1)–(1.2)) after converting it into a
system of IVPs in the whole domain D like the classical shooting method.
For the approximation of the initial-valuewe use the asymptotic approximate solution, which is anO()
or higher-order approximation to the exact solution. By this one can reduce the number of iterations in the
shooting technique by adding or subtracting a small increment to this asymptotic approximate solution
to obtain a signiﬁcant accuracy to the numerical solution at the other end of the interval. In general, IVPs
are easier to handle than BVPs, in the sense that one can use more number of mesh points to integrate
the DE. Moreover, the schemes presented here are having exponential weights to control the fast growth
or decay in the exact solution because of the presence of the small parameter , and it avoids the use of
very small step-size relative to .
The ﬁrst method which is a combination of the EFD and classical schemes is presented in Section 2.
Section 3 deals with the adaptive single-step exponential method. Error estimates are derived in Section
4. Numerical examples are given in Section 5.
Throughout this paper C will denote an arbitrary constant independent of mesh points xi , mesh size h
and the singular perturbation parameter .We deﬁne ‖·‖ ofw=(w1, w2)T ∈ R2 as ‖w‖=max{|w1|, |w2|}.
2. Classical and exponentially ﬁtted scheme
In this section, we present a numerical scheme for IVP for system of two ﬁrst-order DEs, which is a
combination of the classical upwind scheme and the EFD scheme of Doolan et al. [1] for single ﬁrst-order
IVP.
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We convert the singularly perturbed BVP ((1.1)–(1.2)) to the following system of two ﬁrst-order ODEs:(
u′1
u′2
)
=
(
0 1
b(x) −a(x)
)(
u1
u2
)
+
(
0
1
)
f (x), x ∈ D, (2.1)
u1(0) = A, u2(0) = A, (2.2)
where u1 = u, u2 = u′1 = u′, A = u0(0) (the reduced problem solution at x = 0) and A = [f (0) +
b(0)u0(0)]/a(0).
In order to solve the above system, we propose the following scheme:(
u1,i+1
u2,i+1
)
=
( 1 h
hb(xi)
() + ha(xi)
()
() + ha(xi)
)(
u1,i
u2,i
)
+ h
( 0
1
() + ha(xi)
)
f (xi), i0, (2.3)
u1,0 = A, u2,0 = A, (2.4)
where () = a(0)/[exp(a(0)) − 1],  = h/, and xi = ih, h> 0, 0ih1.
Here, the initial conditions are related with each other, in the sense that u2,0 =[f (0)+b(0)u1,0]/a(0).
It is convenient to add or subtract an increment in u1,0 which automatically gets incorporated in the other
initial condition u2,0. We repeat the above method by adding or subtracting a small increment  in the
initial conditions until the following error criterion is satisﬁed:
|u(1) − u1(1)|,
for some prescribed tolerance bound .
3. Adaptive single-step exponential scheme
However, when we are integrating an homogeneous constant coefﬁcient equation the previous method
does not follow exactly the solution and local truncation error appears. In this section, we derive a nu-
merical method based in a recurrence that follow exactly the continuous solution without local truncation
error, i.e., it involves only round-off error.
For example, consider the following IVP for system of two ﬁrst-order DEs:(
u′1
u′2
)
=
(
0 1
b −a
)(
u1
u2
)
+
(
0
1
)
f, x ∈ (0, 1), (3.1)
u1(0) = C, u2(0) = D, (3.2)
where a, b, and f are constants, and C,D are given initial values.
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In order to solve the above system, we compute the exponential of the right-hand side matrix in (3.1)
and obtain the following scheme:
(
u1,i+1
u2,i+1
)
=
⎛⎜⎜⎝
sq cosh(hsq/2) + a sinh(hsq/2)
sqeah/2
(−1 + ehsq/)
sqeh(a+sq)/2
b(xi)(−1 + ehsq/)
sqeh(a+sq)/2
sq cosh(hsq/2) − a sinh(hsq/2)
sqeah/2
⎞⎟⎟⎠
×
(
u1,i
u2,i
)
+ h
2

(
b0
c0
)
f, i0, (3.3)
u1,0 = C, u2,0 = D, (3.4)
where sq = √a2 + 4b, and
b0 =
−1 + cosh(hsq/2)
eah/2
+ a sinh(hsq/2)
sqeah/2
bh2
, c0 = −1 + e
hsq/
h2sqeh(a+sq)/2
.
In the case of variable coefﬁcients, for example, consider the system (2.1)–(2.2), one can approximate
the coefﬁcients by taking the value at the middle point in each subinterval. More precisely, a(x) can be
approximated by a = a(xi + h/2) in each subinterval [xi, xi+1], ∀i = 0, . . . , N − 1. In addition, b(x)
should be positive in the domain of interest, that is, b(x)b> 0,∀x ∈ D.
3.1. Approximation for the initial-value u(0)
Toobtain the values ofAwe consider the following asymptotic approximate solution u˜(x) of (1.1)–(1.2)
given by Roos et al. [10]:
u˜ = u0 + u1 + 2v0 + · · · ,
where u0, u1 and v0 are, respectively, the solutions of the following IVPs and BVP:
a(x)u′0(x) − b(x)u0(x) = f (x), x ∈ D,
u0(1) = B,
a(x)u′1(x) − b(x)u1(x) = −u′′0(x), x ∈ D,
u1(1) = 0,
and
d2v0
ds2
+ a(0)dv0
ds
= 0, s = x/, s ∈ (0,∞),
−dv0
ds
(0) = [a(0)u
′
1(0) − b(0)u1(0)]
a(0)
, v0(∞) = 0.
In particular, from [10], we have |u(x)−u0(x)|C, where u(x) is the solution of the BVP ((1.1)–(1.2)).
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4. Error estimates
In this section, we derive error estimates for the numerical solutions obtained by the two numerical
schemes. Before, deriving error estimates we state some lemmas which will be used in the proof of the
following theorems.
Since the BVP ((1.1)–(1.2)) is a particular case of the more general BVP treated in [1], we now simply
state the maximum principle and uniform stability estimate for the present BVP.
Lemma 4.1 (Doolan et al. [1]). Let v be a smooth function satisfying B0v(0)0, B1v(1)0 and
Lv(x)  0,∀x ∈ D. Then v(x)0, ∀ x ∈ D.
Lemma 4.2 (Doolan et al. [1]). Let v be a smooth function. Then,we have the following uniform stability
estimate
|v(x)|  C
[
|B0v(0)| + |B1v(1)| + max
y∈D
|Lv(y)|
]
, ∀ x ∈ D.
By using the proof of the differential inequality theorem given in [13], one can prove the following
lemma for the system of IVP ((2.1)–(2.2)).
Lemma 4.3. Let u = (u1, u2)T be the solution of the system (2.1)–(2.2). Then
‖u(x)‖C
[
‖‖ + max
y∈D
|f (y)|
]
, ∀x ∈ D,
where  = (A,A)T.
Theorem 4.4. Let u = (u1, u2)T and u1 = (u11, u12)T be, respectively, the solutions of the IVPs
u′1 − u2 = 0,
u′2 + a(x)u2 − b(x)u1 = f (x), x ∈ (c, d), (4.1)
u1(c) = , u2(c) = , (4.2)
and
u′1 − u2 = 0,
u′2 + a(x)u2 − b(x)u1 = f (x), x ∈ (c, d), (4.3)
u1(c) =  + O(), u2(c) = . (4.4)
Then ‖u(x) − u1(x)‖C.
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Proof. Let w = u − u1. Then w satisﬁes,
w′1 − w2 = 0,
w′2 + a(x)w2 − b(x)w1 = 0, x ∈ (c, d), (4.5)
w1(c) = O(), w2(c) = 0. (4.6)
Applying Lemma 4.3 to the IVP ((4.5)–(4.6)), one can obtain
‖u(x) − u1(x)‖C, x ∈ [c, d]. 
4.1. Error estimate for the ﬁrst scheme
The following theorem is an extension of Theorem 6.2 of [1] from a single equation to the system
(4.1)–(4.2). For details of the proof, one can refer to Natesan and Ramanujam [7].
Theorem4.5. Letu(x)=(u1(x), u2(x))T be the solution of the system (4.1)–(4.2) and letui=(u1,i , u2,i)T
be the numerical solution of (4.1)–(4.2) by applying the scheme as given in (2.3)–(2.4). Then
‖u(xi) − ui‖Ch, ∀xi ∈ [c, d].
Theorem 4.6. Let u = (u1, u2)T be the solution of the IVP ((4.1)–(4.2)). Further, let ui = (u1,i , u2,i)T
be the numerical solution of the IVP ((4.3)–(4.4)) by applying the scheme as given in (2.3)–(2.4). Then
‖u(xi) − ui‖C( + h), xi ∈ [c, d].
Proof. For i0, we have
‖u(xi) − ui‖‖u(xi) − u1(xi)‖ + ‖u1(xi) − ui‖,
where u1(x) is the solution of the IVP ((4.3)–(4.4)). Combining Theorems 4.4 and 4.5, we get the desired
estimate. 
The BVP ((1.1)–(1.2)) is equivalent to the following IVP:
u′′(x) + a(x)u′(x) − b(x)u(x) = f (x), x ∈ D, (4.7)
u(0) = A∗, u′(0) = [f (0) + b(0)u0(0)]/a(0), (4.8)
where A∗ is the exact value of the solution of the BVP ((1.1)–(1.2)) at x = 0. Because of uniqueness of
the solutions of the IVP ((4.7)–(4.8)) and the BVP ((1.1)–(1.2)), we have the following result.
Theorem 4.7. Let u(x) be the solution of the BVP ((1.1)–(1.2)). Further, let ui = (u1,i , u2,i)T be the
numerical solution of the IVP ((2.3)–(2.4)). Then, |u(xi) − u1,i |  C( + h), xi ∈ D.
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4.2. Error estimate for the second scheme
Theorem 4.8. The adaptive single-step exponentially ﬁtted method (3.3)–(3.4) is convergent. Its local
truncation error can be expressed in the form:

(
−
(
bh
(
1 − (−1 + e
hsq/)
eh(a+sq)/2hsq
))
− a
(
1 − sq cosh(hsq/2) + a sinh(hsq/2)
eah/2sq
))
b2h3
(Lu)′,
(4.9)
for the solution u(x) and
(−(a(−1 + ehsq/)(−2 + h)) + (1 + ehsq/ − 2eh(a+sq)2)hsq)
2beh(a+sq)/2sq
(Lu)′ (4.10)
for its derivative u′(x).
Proof. Follow the method given in Vigo-Aguiar and Ferrándiz [11]. 
The local truncation error of orderp+1 implies the global error of order p (see Henrici [3] for example)
so we are in a position to state the following theorem similar to Theorem 4.7.
Theorem 4.9. Let u(x) be the solution of the BVP ((1.1)–(1.2)). Further, let ui = (u1,i , u2,i)T be the
numerical solution of the IVP ((2.1)–(2.2)) obtained by applying the adaptive exponentially ﬁtted method
as given in (3.3)–(3.4). Then, |u(xi) − u1,i |C( + h2), xi ∈ D.
5. Numerical examples
To show the applicability and efﬁciency of the proposedmethod,we have applied it to two test problems.
The error obtained from both the methods have been plotted for different values of .
Example 5.1. Consider the following singularly perturbed two-point BVP:
u′′(x) + u′(x) − u(x) = 0, x ∈ (0, 1),
u(0) − u′(0) = 0, u(1) = 1.
The exact solution of this problem is
u(x) = (1 − m1) exp(m2x) − (1 − m2) exp(m1x)
(1 − m1) exp(m2) − (1 − m2) exp(m1) ,
m1,2 =
(
−1 ± √1 + 4
)
/2.
The following reduced problem solution is used to determine the initial condition u(0):
u˜(x) = u0(x) = exp(x − 1).
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Fig. 1. Error for  = 10−3 corresponds to Example 5.1 by using the approximate initial values: (a) EFD scheme. (b) Adaptive
method.
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Fig. 2. Error for =10−3 corresponds to Example 5.1 by using the exact solution for initial values: (a) EFD scheme. (b)Adaptive
method.
The numerical results are given in terms of error plots for both the EFD andAdaptivemethods for =10−3
in Figs. 1 and 2. From Figs. 1 and 2 one can easily see that the adaptive method is more accurate than the
EFD scheme. Further, Figs. 1(b) and 2(b) reﬂect the fact that the accuracy of the adaptive scheme depends
on the initial approximation. For both the examples we have used N = 100 to discretize the domain D.
Example 5.2. Consider the nonhomogeneous SPP:
u′′(x) + u′(x) − u(x) = −(1 + 2x), x ∈ (0, 1),
u(0) − u′(0) = 1, u(1) = 0,
whose exact solution is given by
u(x) = (3 + 2x) + 5(m2 − 1) exp(m1x) + 5(1 − m1) exp(m2x)
(1 − m2) exp(m1) − (1 − m1) exp(m2) ,
m1,2 =
(
−1 ± √1 + 4
)/
2.
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Fig. 3. Error for  = 10−4 for Example 5.2 by using the approximate initial values: (a) EFD scheme. (b) Adaptive method.
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Fig. 4. Error for = 10−4 for Example 5.2 by using the exact solution for initial values: (a) EFD scheme. (b) Adaptive method.
The reduced problem solution is
u˜(x) = u0(x) = 3 + 2x − 5 exp(x − 1).
Figs. 3 and 4 show the error obtained by both the numerical schemes for  = 10−4. As pointed out in the
previous example, here also one can observe the similar performance as in the previous example.
6. Discussion
To obtain the numerical solution of singularly perturbed BVP, a numerical method is suggested in this
paper. The given BVP has been converted to an IVP for system of two ﬁrst-order ODEs, which are more
convenient to handle. Further, we have developed two procedures to integrate the system of IVP; the ﬁrst
method consists of classical and exponentially ﬁtted difference scheme, whereas the second method is
completely of exponential type which is not so far applied to SPPs. The reduced problem solution u0(0)
is used to initialize the shooting technique which is an approximation of order O(). This helps us to
reduce the number of iterations in the shooting method. From the numerical results corresponding to
J. Vigo-Aguiar, S. Natesan / Journal of Computational and Applied Mathematics 192 (2006) 132–141 141
the adaptive single-step exponential ﬁtting (3.3)–(3.4), one can notice that the accuracy of the scheme
depends on the initial approximations, and also the efﬁciency of the method. The accuracy of the second
scheme is superior to the ﬁrst scheme in all the tested cases even in the ﬁrst iteration of the shooting
method. Nonlinear problems can also be solved by the present method after linearizing it by the Newton
quasilinearization method [1].
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