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Prefacio
Synaesthesia is a neurological phenomenon in which stimulation of one sense
induces the stimulus of another different sense. It is common for people who ex-
perience -or have experienced- this condition to identify certain images with an
associated musical piece, and vice versa. This document presents a system which
is able to convert a given image into a musical piece that identifies it. This pro-
cess is performed in two stages: first, the image is analyzed in order to obtain
an internal representation of it, then this representation is used as an input to a
synaesthesia-based composition algorithm. The development of this project also
includes a graphical interface, which helps the user operate the system, as well as
allows him/her to handle the way the stages of analysis and composition work,
to some extent. The aim of this project is to provide a multi-sensorial experience
similar to synaesthesia, so that it can be used not only for purely artistic purposes,
but for research and education objectives as well.
Keywords: synaesthesia, composition, music, image, analysis.
La sinestesia es un feno´meno neurolo´gico en el que la estimulacio´n de un sen-
tido induce un est´ımulo en otro sentido distinto. Dentro de las personas que expe-
rimentan (o han experimentado) esta condicio´n, es muy comu´n la identificacio´n de
ima´genes asociadas a una pieza musical y viceversa. Se presenta un sistema capaz
de transformar una imagen dada en una pieza musical que le corresponda. Este
proceso se realiza en dos fases: en primer lugar se analiza la imagen hasta tener una
representacio´n interna de la misma, y posteriormente se utiliza esa representacio´n
como entrada de un sistema de composicio´n algor´ıtmica basado en la sinestesia. El
desarrollo del proyecto incluye adema´s una interfaz gra´fica que facilita al usuario
el uso del sistema, as´ı como un control en cierta medida de las fases de ana´lisis
y composicio´n. El objetivo de este proyecto es proporcionar una experiencia mul-
tisensorial similar a la sinestesia, de forma que pueda ser usada no so´lo con fines
puramente art´ısticos sino tambie´n con objetivos de investigacio´n o educativos.
Palabras clave: sinestesia, composicio´n, mu´sica, imagen, ana´lisis.
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Cap´ıtulo 1
Introduccio´n
1.1. ¿Que´ es Muphic?
Muphic es un software capaz de producir piezas musicales compuestas
automa´ticamente a partir de una imagen. Es el resultado de un proyecto de
sistemas informa´ticos comenzado en octubre del 2011 por 3 alumnos de In-
genier´ıa Informa´tica, cuyo propo´sito es generar mu´sica a partir de ima´genes
basa´ndose en el feno´meno de la sinestesia.
Antes de proceder a describir el proyecto, es necesario explicar que´ es la
sinestesia, un te´rmino de gran importancia a lo largo del documento. Tal y
como afirman Ramachandran y Hubbard [31]:
“La Sinestesia es una curiosa condicio´n segu´n la cual un indi-
viduo de cualquier otra manera normal experimenta sensaciones
en una modalidad cuando una segunda modalidad es estimulada.
Por ejemplo, un sine´steta puede experimentar un color determi-
nado siempre que se encuentre con un tono particular(p. ej., C#
puede ser azul) o puede ver un nu´mero dado tintado siempre de
un cierto color (p. ej., ‘5’ puede ser verde y ‘6’ puede ser rojo).”
Dentro de la sinestesia, se buscara´ la sinestesia auditivo-visual (aquella
que relaciona los sentidos del o´ıdo y la vista), y ma´s concretamente en la
estimulacio´n del sentido auditivo a partir de una percepcio´n visual. Estudia-
remos co´mo reproducir esa asociacio´n neurolo´gica de las sensaciones visuales
con los fragmentos musicales para poder generar composiciones musicales.
De forma resumida, dado que se entrara´ en detalle en secciones siguien-
tes, la aplicacio´n desarrollada analiza una imagen de entrada y utiliza el
contenido de dicho ana´lisis para generar una pieza musical mediante algo-
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ritmos de composicio´n automa´tica.
El sistema trabaja en dos etapas secueciadas:
Ana´lisis de ima´genes: la imagen de entrada se debe procesar y estudiar
hasta obtener la informacio´n deseada (formas, colores, taman˜os, ...).
Composicio´n algor´ıtmica: con la informacio´n obtenida a partir de la
imagen y el conocimiento de co´mo se relaciona con la mu´sica, se pasa a
componer, de forma automa´tica, todas las partes que forman la pieza
musical: ritmo, melod´ıa y armon´ıa.
Naturalmente, la segunda etapa va a depender del resultado del ana´lisis
de la primera: con distintos ana´lisis de imagen se obtiene pequen˜as dife-
rencias en las descripciones de las ima´genes de entrada. Y por tanto las
composiciones musicales sera´n parcialmente diferentes, ya que la informa-
cio´n procesada por el compositor sera´ distinta en cada caso. Adema´s, la
eleccio´n de los algoritmos de composicio´n cambiara´ de forma significativa la
pieza musical final.
En el desarrollo de este proyecto hay ciertos aspectos importantes que
se ha considerado y es necesario mencionar:
La base de la correlacio´n audio-musical sera´ la sinestesia:
La sinestesia, como ya se ha comentado, es la pieza clave en la creacio´n
de mu´sica basada en ima´genes (Seccio´n 1.3.1) frente a otras alternati-
vas de planteamiento.
Entre estas alternativas, cabe destacar la reaccio´n psicolo´gica socio-
cultural del cerebro humano ante la mu´sica y los colores. Es decir,
estudios muestran que el verde, el azul y otros colores con longitudes
de onda bajas se relacionan con la calma, mientras que colores con
longitudes de onda altas aumentan el nerviosismo y la inestabilidad
[2]. Hay, por otro lado, multitud de investigaciones sobre la psicolog´ıa
de la mu´sica y su relacio´n con distintas emociones y sensaciones, co-
mo las asociaciones entre los modos griegos musicales y los estados de
a´nimo [11]. Una posible rama de desarrollo proceder´ıa juntando am-
bos a´mbitos, la psicolog´ıa del color y la de la mu´sica, para generar la
mu´sica deseada en funcio´n de la imagen dada.
No se tienen en cuenta objetos f´ısicos:
El objetivo del ana´lisis no es tanto obtener informacio´n de que´ es lo que
la imagen representa (reconocimiento e interpretacio´n), sino los colores
y formas que contiene, y su distribucio´n y caracter´ısticas dentro de la
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misma (segmentacio´n y descripcio´n). Es decir, si se tiene una imagen
con un elefante no se quiere reconocer el “elefante” sino que hay una
figura redondeada con una parte alargada (la trompa) y que tiene un
colo azul grisa´ceo y se encuentra en el centro de la imagen.
La imagen es esta´tica:
Se consideran para el ana´lisis formatos de imagen esta´tica (tales como
bmp, jpg o png), y no animada (v´ıdeo o archivos de animacio´n). Este
planteamiento condiciona el proceso de correlacio´n imagen-mu´sica, ya
que se pretende obtener una salida no esta´tica, como es la mu´sica, a
partir de una imagen inmo´vil. Se vera´ ma´s adelante co´mo se obtiene
ese efecto de dinamismo a partir de la informacio´n proporcionada por
una imagen.
Generacio´n de contenido frente a acoplamiento de creaciones preesta-
blecidas:
Es importante recalcar que en el proceso de composicio´n las piezas
generadas se construyen desde cero y no parten de ninguna estructura
predefinida. No se usara´n por tanto piezas ya compuestas o estructuras
conocidas como “ladrillos” para construir una pieza nueva, como una
base de datos o adaptaciones de piezas musicales enteras. Es cierto
que se pueden seleccionar ciertos para´metros de la composicio´n pero
sirven para matizar las composiciones (tempo, instrumentos, ...).
Adema´s, resulta importante resaltar que, siendo el objetivo final del pro-
yecto generar mu´sica, no se ha buscado que compita con obras de grandes
compositores. El modelo a seguir es la creacio´n de la llamada mu´sica de
ambiente; es decir, mu´sica que, siendo voluntariamente no atrayente ni ex-
cesivamente interesante, tiene como requisito principal el no ser molesta. Se
sigue por tanto la l´ınea de la mu´sica mostrada por Brian Eno en Mu´sica
para Aeropuertos (1978):
“[La mu´sica ambiente es] Algo de lo que puedes entrar o salir dis-
cretamente. Puedes atender o puedes elegir no distraerte con ella
si quisieras hacer algo mientras la mu´sica esta´ reproducie´ndose.”,
([4], entrevista con Brian Eno).
Por u´ltimo, se ha de an˜adir que el a´mbito de la composicio´n basada en
ima´genes es uno muy estudiado pero a la vez poco desarrollado. Es decir,
aunque existe una gran cantidad de estudios sobre la sinestesia y la compo-
sicio´n musical automa´tica (como se puede ver en la Seccio´n 1.3), au´n quedan
muchas cuestiones que investigar y a´reas que profundizar.
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1.2. Motivacio´n
La principal motivacio´n de este proyecto nace, por supuesto, del intere´s
de los participantes en la mu´sica y la aplicacio´n de la computacio´n a la mis-
ma. Aunque existe una lista interminable de aplicaciones orientadas a esa
relacio´n mu´sica-informa´tica, el intere´s de este proyecto parte de un a´rea en
particular: la composicio´n algor´ıtmica.
El campo de la composicio´n algor´ıtmica consta de muchos estudios y
trabajos realizados sobre la materia. Sin embargo, gran parte de ellos caen
dentro de dos casos: o bien se basan en el acoplamiento y unio´n de dife-
rentes piezas previamente compuestas aplica´ndoles ciertas modificaciones
(consiguiendo resultados auditivamente agradables, pero en ningu´n momen-
to “nuevos”), o bien busca una creacio´n completa de la pieza musical. Como
ya se comento´ en la seccio´n anterior, es este u´ltimo campo el que motiva el
desarrollo de este proyecto. Se busca por tanto la composicio´n genuina de
piezas musicales, u´til como fuente de inspiracio´n para usuarios compositores
o la generacio´n de mu´sica de ambiente.
Dentro de la composicio´n algor´ıtmica, el intere´s de los integrantes del
proyecto se centra sobre todo en dos aspectos fundamentales:
De todas las formas posibles de generacio´n de mu´sica algor´ıtmica exis-
tentes, se tiene especial intere´s en una generacio´n determinista. Esto es,
en vez de partir de algoritmos gene´ticos o cualquier otro tipo de disen˜o
basado en un entrada aleatoria, se desea obtener una pieza musical que
suponga la representacio´n de un elemento de entrada perteneciente a
contexto no auditivo. Es esta bu´squeda la que lleva a plantearse el usar
ima´genes como entradas a estos algoritmos.
Se busca adema´s que la relacio´n entre la imagen y la mu´sica generada
no este´ sujeta a concepciones culturales o personales, que pueden variar
en cada usuario. Es por ello que se hara´ uso de la sinesteria, feno´meno
que relaciona diferentes sentidos, y que adema´s es foco de muchos
estudios por la rama de la psicolog´ıa.
Se relacionan as´ı dos elementos que incitan gran intere´s en la comunidad
cient´ıfica y que, si bien han sido estudiados por separado (como se aprecia
en la siguiente seccio´n), juntos componen un objeto de estudio apenas ob-
servado. Es la motivacio´n de este proyecto el estudiar y experimentar en este
a´mbito, con el objetivo de expandir su trasfondo acade´mico y observar las
posibilidades que ofrece.
Cabe destacar tambie´n la inclinacio´n a crear una aplicacio´n de esta ı´ndo-
le para dispositivos mo´viles. Una versio´n simple y accesible de este sistema
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puede ser de gran intere´s en este mercado, ya que las entradas gra´ficas se
pueden obtener con facilidad gracias a las ca´maras integradas en la mayor´ıa
de las plataformas porta´tiles. Tambie´n se facilita enormemente el proceso de
testeo de los diferentes resultados permitiendo su ra´pido progreso. Tras estu-
diar la viabilidad de enfocar la aplicacio´n a sistemas mo´viles, se ha preferido
orientar el proyecto a ordenadores personales, con el objetivo de simplicar la
implementacio´n y dar ma´s importancia al disen˜o de algoritmos de compo-
sicio´n. No obstante, se ha preparado la aplicacio´n para facilitar una futura
portabilidad a mo´viles.
1.3. Estado del Arte
1.3.1. Estudio sobre Sinestesia
Existen varios tipos de sinestesia. De entre todos ellos este proyecto se
centra en la llamada sinestesia musical. Esta consiste en mezclar la expe-
riencia auditiva con la visual. Se estudia este tipo de sinestesia por ser una
fuente razonable de informacio´n a la hora de encontrar un algoritmo para
pasar de ima´genes a mu´sica. Segu´n el neurocient´ıfico David Eagleman, las
personas de forma innata tienen la tendencia de conectar sentidos, entre
otros visual y auditivo (sonidos con formas y sonidos con colores, [6]).
Varios artistas y cient´ıficos a lo largo de los an˜os han expresado su capaci-
dad sineste´sica a trave´s de sus obras o documentando y experimentando este
feno´meno. Desde la antigua Grecia se intentaba encontrar una equivalencia
entre los colores y los sonidos, Aristo´teles en su ensayo (De Sensu et Sen-
sato [3]) realiza una descripcio´n de los colores compara´ndolos directamente
con la armon´ıa presente en la mu´sica. Otra teor´ıa dentro de la vertiente
cient´ıfico-filoso´fica la desarrollo´ Newton que asigno´ un color a cada nota de
la escala diato´nica (siete notas) [13], siguiendo los colores obtenidos a partir
de su prisma, que tambie´n eran siete, de tal manera que le asigno´ al C (Do)
el color rojo (primer color del espectro visible) hasta llegar a B (Si) que se
corresponder´ıa con violeta (u´ltimo color).
Otra aproximacio´n a la relacio´n mu´sica-imagen que normalmente siguen
los artistas es a trave´s de la experiencia con el feno´meno de la sinestesia. Se
encuentran entre ellos al compositor Scriabin [12], quien hizo una asociacio´n
entre los colores y los acordes que aparecen en mu´sica que queda reflejada
en su c´ırculo de quintas. Kandinsky [32], un pintor ruso, partiendo de la
pintura ha investigado y defendido fervientemente la posibilidad de asociar
la mu´sica a la pintura. Resalta aspectos como asociar la escala de intensidad
de los sonidos con la intensidad de los trazos de la pintura, tambie´n distin-
gue entre distintos timbres de instrumentos segu´n los colores, asignando a
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cada familia de instrumentos colores diferentes.
Las investigaciones llevadas a cabo por el psico´logo Ko¨hler en 1929 [34] y
las hechas recientemente demuestran que el ser humano tiene una conexio´n
profunda entre los sonidos y las formas adema´s de los colores. Marks, en
The Unity of the Senses [20] encuentra una asociacio´n entre los tiempos en
mu´sica y las formas, tal que cuanto ma´s angular e irregular es una figura ma´s
ra´pidas deben ser las notas o el tempo. Tambie´n declara sobre los colores
que:
“Por desgracia, al final uno descubre que no hay una asociacio´n
sineste´sica entre notas musicales y colores que prevalezca ante
las dema´s”.
Despue´s de ver la aproximacio´n de Kandinsky a trave´s de la experien-
cia (como el trabajo de Scriabin ya mencionado) y de la lo´gica o las ma-
tema´ticas-f´ısicas (como los propuestos por Aristo´teles, Newton o Ko¨hler)
queda claro que la capacidad sineste´sica de cada persona es u´nica y puede
haber grandes diferencias entre las experiencias sineste´sicas de diferentes in-
dividuos. Es por tanto importante poder encontrar asociaciones aceptables
y ponerlas en pra´ctica para comprobar los distintos resultados. Para poder
probar las diferentes correspondencias entre mu´sica e imagen se ha habilita-
do en la herramienta el poder elegir diferentes asociaciones entre las citadas
en esta seccio´n y otros autores.
1.3.2. Composicio´n basada en imagenes
Para poder componer mu´sica a partir de datos gra´ficos se necesita crear
una correlacio´n entre los elementos que se tienen en la parte gra´fica y en la
parte musical. Esta correspondencia no es fa´cil de conseguir, y a trave´s de
la historia se han desarrollado varias teor´ıas que se han llegado a poner en
pra´ctica. Los primeros intentos de s´ıntesis fueron los instrumentos llamados
“o´rganos de color” que acompan˜aban al sonido con una muestra visual.
El primer instrumento lo construyo´ Louis Bertrand Castel (1730), se
trataba de un clavec´ın al que se le hab´ıa incorporado una pantalla y un
sistema de iluminacio´n. Cuando se pulsaban las teclas se iluminaban los co-
lores correspondientes en la pantalla [33]. A este experimento le continuaron
muchos otros que incorporaban mejoras, pero al ser una correspondencia
muy directa entre nota y color, al final se obtiene poca diversidad. Adema´s
es una correspondencia de la mu´sica a la estimulacio´n visual mientras que
el intere´s de este proyecto se centra en la otra direccio´n, de la imagen a la
mu´sica.
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Desde hace unas de´cadas, gracias a los avances tecnolo´gicos, se han inves-
tigado activamente los algoritmos automa´ticos de composicio´n. Una posible
clasificacio´n de los diferentes algoritmos basada en su caracter´ıstica principal
ser´ıa: modelos matema´ticos, sistemas basados en conocimiento, grama´ticas,
evolutivos, sistemas con aprendizaje e h´ıbridos [9].
Modelos matema´ticos: los ma´s usados son los procesos basados en
sistemas estoca´sticos y cadenas de Markov. Como ejemplo significativo
de estos modelos destaca Cybernetic Composer [5]. Otra subcorriente
son los basados en la teor´ıa del caos [14].
Sistemas basados en conocimiento: dependiendo de co´mo se represente
el conocimiento y co´mo se manipula se pueden hacer diferentes clasifi-
caciones. Como ejemplos relevantes se tienen CHORAL [15] o SICOM
[8].
Grama´ticas: fueron las primeras te´cnicas usadas. Se suelen mezclar
con te´cnicas probabil´ısticas obteniendo grama´ticas indeterministas, ya
que si no, puede producirse mu´sica poco variada. Destacan el proyecto
EMI [15] o Steedman y su generador de mu´sica Jazz [9].
Algoritmos evolutivos: se dividen en dos posibilidades segu´n la fun-
cio´n de evaluacio´n. La primera es usando una funcio´n de evaluacio´n
automa´tica. Como ejemplo se tiene McIntyre [9]. La otra posibilidad
es usar una evaluacio´n humana, que es bastante ma´s lenta y adema´s
ambigua. La herramienta de improvisacio´n de Jazz de Biles, GenJam
[16], es un ejemplo importante de este tipo.
Sistemas con aprendizaje: esta´n abiertas varias l´ıneas de investigacio´n
segu´n las diferentes formas del proceso de aprendizaje (adquisicio´n de
conocimiento del sistema). Una posibilidad es trave´s de redes neuro-
nales artificiales, un ejemplo significativo es EBM [9]. Otra manera es
con aprendizaje automa´tico (aprendizaje ma´quina) donde destaca el
ejemplo de MUSE [9].
Hı´bridos: intentan combinar lo mejor que ofrecen los diferentes siste-
mas posibles, un ejemplo relevante es HARMONET [9] que combina
sistemas con aprendizaje (redes neuronales) con sistemas basados en
conocimiento.
Pero no solo la algoritmia es variada, tambie´n se puede clasificar de
diferente forma segu´n el tipo de mu´sica que se quiera componer: micro-
composicio´n (disen˜o de sonidos) y la macro-composicio´n (combinacio´n de
sonidos ya disen˜ados para la creacio´n de una obra musical) [18]. Para es-
te proyecto, interesan los algoritmos de macro-composicio´n basados en el
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feno´meno de la sinestesia.
Hay varias aproximaciones de compositores basados en imagen, algunos
de ellos como Phonogramme [35] [30] consisten en un editor gra´fico que in-
terpreta la imagen como una partitura. La imagen representa la relacio´n
bidimensional de tonos y duracio´n de los sonidos, es decir, la imagen es una
partitura que se lee de izquierda a derecha en el tiempo y de abajo a arriba
en la altura de los tonos.
El problema de este algoritmo desde el punto de vista de la sinestesia es que
las ima´genes son partituras y deben estar disen˜adas para ser usadas con este
fin (usando el editor gra´fico), no acepta cualquier entrada gra´fica. Esta l´ınea
de investigacio´n se hace valer de la consexio´n psicolo´gica que se tiene entre
formas y sonidos, pero realmente no busca la sinestesia como base.
Otra opcio´n es la propuesta basada en el concepto de “croma” (o ı´ndice
de cromatismo) [7]. Se subdivide la imagen en bloques (ladrillos croma´ticos)
los cuales tienen un ı´ndice de cromatismo, esto sirve para generar o asignar
trozos de mu´sica que pueden ser cogidos de una base de datos o ser creados
por un experto (compositor). Al no haber una correspondencia directa entre
la imagen y la mu´sica, este proyecto no esta´ fundamentado en la sinestesia.
Si bien recoge algunas ideas ma´s adelante pierde la esencia de la sinestesia.
Tambie´n se destaca el trabajo realizado por Xiaoying Wu y Ze-Nian Li
[35] en el que se analiza la imagen en tres pasos. Primero: hacer una Par-
ticio´n de la imagen en piezas (divisiones, trozos) ma´s pequen˜as. Segundo:
realizar la Secuenciacio´n de esas piezas para darles un orden en el tiempo.
Tercero: aplicar un Mapeado de las piezas de imagen a notas musicales.
Al ser una correspondencia directa entre la imagen y la mu´sica, este trabajo
sigue parcialmente la sinestesia y la psicolog´ıa de las formas y colores aunque
este no es su propo´sito final.
De forma adicional, cabe mencionar dos trabajos interesantes en un
a´mbito menos acade´mico. El primero es un trabajo realizado por un equipo
ruso [25], que permite hacer un dibujo simple (compuesto por un u´nico tra-
zo) y observar co´mo se transforma en una melod´ıa distinta dependiendo del
trazo realizado y la herramienta con la que se ha realizado. Aunque parte de
una base musical esta´tica, a la que van “maquillando” de distintas formas
dependiendo de la entrada gra´fica, es digno de mencio´n su facilidad de uso
y la calidad de los resultados obtenidos.
El segundo de ellos es el realizado por el f´ısico Lauri Gro¨hn [19], que
aplica una serie de reglas basadas en la sinestesia para realizar composicio-
nes algor´ıtmicas postprocesadas. Basa el ana´lisis en un estudio por secciones
de la figura de entrada, mediante el cual va generando pequen˜as porciones
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musicales a medida que recorre distintas regiones de la imagen divididas
previamente de forma uniforme.
Por u´ltimo se destaca el trabajo de A. Pintado [1] en el que hace una
investigacio´n de la sinestesia y la percepcio´n de las formas para poder gene-
rar ritmos. Analizando una imagen de entrada obtiene sus formas y l´ıneas,
los cuales traduce a ritmos que genera usando una relacio´n directa entre el
ritmo y la inestabilidad de las figuras. Este trabajo se centra en la l´ınea de
la sinestesia, especialmente en las formas de las figuras y los ritmos musica-
les, dejando de lado los colores y los tonos musicales. Por tanto ha sido una
buena fuente de informacio´n aunque trate so´lo parcialmente el objetivo de
este proyecto.
Todos estos algoritmos tienen en comu´n un problema impl´ıcito puesto
que dada una imagen cada persona espera una correspondencia musical di-
ferente. Por tanto es dif´ıcil determinar el fitness o validez de cada algoritmo
sabiendo adema´s que la entrada gra´fica puede tener infinidad de interpreta-
ciones de todos sus valores disponibles.
1.4. Visio´n general del documento
El presente documento esta´ estructurado del siguiente modo:
En primer lugar, se ha realizado una primera toma de contacto del pro-
yecto y su contexto en el Cap´ıtulo 1, Introduccio´n. Este ha comenzado con
una descripcio´n del sistema a modo de introduccio´n, seguida de la motiva-
cio´n que ha llevado al desarrollo de este proyecto. Finalmente se ha expuesto
el estado del arte y los diferentes estudios sobre la materia realizados hasta
el momento.
A continuacio´n, se procede a explicar las diferentes caracter´ısticas del
sistema, comenzando por un manual de usuario en el Cap´ıtulo 2, Gu´ıa de
Uso, donde se expone la forma de usar la herramienta mediante la interfaz
gra´fica proporcionada. Esta gu´ıa abarca tambie´n el proceso necesario para
instalar la aplicacio´n en las distintas plataformas.
El disen˜o realizado para el sistema, incluyendo la especificacio´n de los
algoritmos usados tanto en el ana´lisis de imagen como en la composicio´n mu-
sical, se presenta en el Cap´ıtulo 3, Disen˜o y Especificacio´n. En e´l, se detallan
los usuarios a los que esta´ orientada la aplicacio´n, as´ı como la totalidad de
los requisitos que detallan las funcionalidades de la aplicacio´n final. En el
resto del cap´ıtulo se expone la especificacio´n de los algoritmos desarrollados,
ya sean pertenecientes a la fase de ana´lisis o a la fase de composicio´n musical.
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En el siguiente Cap´ıtulo, Arquitectura, se detalla de forma exhaustiva
la implementacio´n del sistema mediante el esta´ndar UML. Cada seccio´n de
este cap´ıtulo hace referencia a cada uno de los mo´dulos en los que se ha
dividido la arquitectura del sistema, con la excepcio´n de las dos primeras
secciones. En ellas, se define la estructura disen˜ada e implementada de dos
piezas claves en la realizacio´n de este proyecto: el formato de representa-
cio´n interna de una imagen y el de una pieza musical. Estos formatos y sus
correspondientes implementaciones son usados por todos los mo´dulos defini-
dos a continuacio´n. Estos mo´dulos se ordenan en el documento por orden de
importancia, siendo el primero de ellos el mo´dulo de composicio´n de mu´sica,
seguido del mo´dulo de ana´lisis de imagen. Finalmente se tiene en cuenta
tanto el mo´dulo que se encarga de unificar los anteriores mo´dulos menciona-
dos como la interfaz gra´fica desarrollada para facilitar el uso de la aplicacio´n.
El contenido principal del documento finaliza en el Cap´ıtulo 5, Conclu-
siones. En e´l, se repasa el desarrollo del proyecto y los objetivos cumplidos
a lo largo del mismo, dando una visio´n global del sistema implementado.
Posteriormente se procede a explicar los diferentes usos y mercados a los
que esta´ destinada la aplicacio´n, as´ı como las posibles ampliaciones que se
podr´ıan realizar sobre el sistema si se continuara su desarrollo.
De forma adicional, el documento presenta un ape´ndice en el que pun-
tualiza las tecnolog´ıas usadas en los diferentes mo´dulos que componen la
aplicacio´n. Este es el Ape´ndice A, Tecnolog´ıas utilizadas.
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Gu´ıa de Uso
2.1. Introduccio´n
Esta seccio´n pretende mostrar una vista general de la aplicacio´n y sus
opciones. A lo largo de ella se explicara´n todos los mo´dulos del programa
con los que el usuario puede interactuar y se detallara´ la funcio´n de deter-
minados mecanismos.
Figura 2.1: Vista general de la aplicacio´n
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Como se ve en la Figura 2.1, la aplicacio´n dispone de tres pestan˜as: Main
Window, Graphic Config y Composition Config. La primera dispone de toda
la funcionalidad necesaria para lanzar la aplicacio´n, mientras que las otras
dos aportan opciones para configurar el comportamiento del ana´lisis y la
composicio´n.
De forma general, todo usuario, experto o inexperto, se puede valer de la
primera pestan˜a para usar la composicio´n. Sin embargo, un usuario avanzado
con conocimientos musicales y de que´ tipos de ana´lisis gra´ficos se realizan
puede navegar por las pestan˜as restantes para configurar los procesos de
composicio´n y ana´lisis de imagen respectivamente.
Se procede por tanto a explicar cada pestan˜a una por una.
2.2. Ventana principal
Se encarga de la interaccio´n ba´sica con el usuario: muestra los resultados
obtenidos y permite lanzar los principales componentes de la aplicacio´n.
Esta compuesta por los siguientes elementos tal y como se puede ver en la
Figura 2.2:
Carga de imagen de entrada [G]: permite al usuario elegir la ruta desde
donde se cargara´ la imagen de entrada.
Seleccio´n del archivo de audio de salida [H]: permite al usuario elegir la ruta
donde se guardara´ el archivo de salida.
Input Image [I]: en este panel se muestra la imagen elegida para el ana´lisis.
Analysis output [J]: en este panel se muestra el resultado del u´ltimo ana´lisis
realizado pulsando el boto´n “Analyze”.
Boto´n Analyze [B]: tal y como su nombre indica, Analyze realiza el analisis
de la imagen pasada como para´metro de entrada. Tras analizarse, el resul-
tado podra´ observarse en el panel [I]. Una vez pulsado el boto´n, y mientras
dure el ana´lisis, el boto´n pasara´ a mostrar el mensaje “STOP”, pudiendo
pulsarlo de nuevo para detener el ana´lisis manualmente. Esta opcio´n es bas-
tante u´til para imagenes grandes o complejas (con muchas variaciones de
color que originan gran cantidad de formas), ya que el ana´lisis puede tardar
ma´s de lo esperado y el usuario puede de esta manera detenerlo para luego
relanzarlo con otra configuracio´n ma´s ra´pida.
Boto´n Compose [A]: realiza la composicio´n musical a partir de los datos
16
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Figura 2.2: Vista general de la pestan˜a principal de la aplicacio´n
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analizados. Una vez compuesta la pieza musical, se podra´ escuchar median-
te los controles de control de sonido. Una vez pulsado el boto´n, y mientras
dure el ana´lisis, el boto´n pasara´ a mostrar el mensaje “STOP’, pudiendo
pulsarlo de nuevo para detener la composicio´n manualmente.
Boto´n Music Score [K]: muestra la partitura de la u´ltima composicio´n rea-
lizada en formato xhtml.
Boto´n de Inicio de Reproduccio´n [C]: permite al usuario iniciar la reproduc-
cio´n de la pieza musical compuesta previamente.
Boto´n de Pausa de Reproduccio´n [D]: pausa la pieza musical en reproduc-
cio´n.
Boto´n de Detencio´n de Reproduccio´n [E]: detiene la reproduccio´n comple-
tamente.
Barra de sonido [F]: modifica el volumen de la reproduccio´n en curso.
2.3. Configuracio´n gra´fica
En esta pestan˜a se encuentran todas las opciones relacionadas con el
ana´lisis de la imagen. En ella se podra´n configurar opciones que hagan que
el proceso de ana´lisis var´ıe en velocidad, precisio´n o estilo.
De entre los para´metros de configuracio´n, existen los llamados “genera-
les”, que siempre aparecen visibles al usuario, y los “espec´ıficos”, que com-
plementan a los generales y so´lo aparecen cuando el contexto lo especifica.
En la Figura 2.3 se puede ver detalladamente los para´metros generales.
Tipo de filtrado de imagen [A]: distintos filtros en la imagen producira´n dife-
rentes formas de entender las figuras que hay en ellas. De forma un poco ma´s
precisa, pero sin llegar a entrar en detalles te´cnicos, los filtros se encargan
de transformar la imagen original a un mapa de bits en blanco y negro, que
posteriormente se analizara´ para detectar pol´ıgonos en e´l. Un buen filtro
diferenciara´ las deseadas superficies de color como manchas blancas inde-
pendientes.
Seleccio´n de ruido [B]: mediante esta barra el usuario puede elegir el taman˜o
mı´nimo de las formas por debajo del cual no se considerara´n relevantes en el
ana´lisis. El valor representa un porcentaje respecto al a´rea total de la ima-
gen, de forma que un valor n de Seleccio´n de Ruido determina que todas las
formas con a´rea menor a un n% del a´rea total de la imagen se considerara´n
18
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Figura 2.3: Vista general de la pestan˜a de configuracio´n gra´fica
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ruido y no sera´n estudiadas.
Profundidad del ana´lisis [C]: permite variar el nivel de detalle con el que se
realizara´ el ana´lisis, o para ser ma´s precisos: determina el nu´mero de p´ıxeles
respecto del total que se tienen en cuenta para el ana´lis. Un valor grande de
profundidad hara´ que el ana´lisis se realice examinando la mayor parte de los
p´ıxeles de la imagen (se establece como restriccio´n que nunca se examinen
ma´s de 1000x1000 p´ıxeles, por cuestiones de optimizacio´n), mientras que un
valores pequen˜os aumentara´n la velocidad del proceso a costa de tener en
cuenta menos p´ıxeles en la imagen.
Simplificacio´n de pol´ıgonos [D]: una vez detectadas las formas de color, es
necesario que se aproximen a una lista de ve´rtices para reducir el peso de
la informacio´n sin modificar la carga de la misma. El nivel de fidelidad en
la transformacio´n de formas a pol´ıgonos se establece con este para´metro: un
valor alto determina una gran fidelidad a costa de mayor tiempo de ana´lisis,
y viceversa.
Los para´metros “espec´ıficos” dependen u´nica y exclusivamente del tipo
de filtro seleccionado [A], ya que cada tipo de filtro introduce nuevas opcio-
nes que configurar.
Todo filtro en esta aplicacio´n, como ya se comento´ anteriormente, reali-
zan la misma funcio´n: detectar formas y expresarlas como superficies blan-
cas. A continuacio´n se explica de forma general el funcionamiento de cada
filtro y sus para´metros “espec´ıficos”.
Threshold
Este filtro, contenido en varias librer´ıas de procesado de ima´genes (ver
[24]), transforma la imagen a escala de grises para luego marcar como blan-
cos todos los p´ıxeles con un valor de gris superiores a un umbral dado, y
como negros el resto (una explicacio´n ma´s formal se puede encontrar en [10]).
Los para´metros espec´ıficos que usa son:
Valor del umbral: Establece el valor del umbral antes explicado.
Adaptive Threshold
Mientras que el filtro anterior utiliza un mismo umbral para toda la
imagen, Adaptive Threshold (ver implementacio´n en [24]) usa un umbral
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distinto para diferentes regiones de la imagen, en funcio´n de los valores de
los p´ıxeles tratados.
Este filtro no usa para´metros espec´ıficos, ya que modifica el valor del
umbral cada vez que le resulta necesario.
Canny
Utiliza el algoritmo de deteccio´n de regiones del mismo nombre, desa-
rrollado en 1986 por John F. Canny (ver implementacio´n en [24], y una
descripcio´n detallada en [10]). Una vez encontrados los bordes, establece las
figuras que estos delimitan.
Este filtro no usa para´metros espec´ıficos.
Hue Division
Se trata de un filtro propio que busca asocia manchas de color con con-
juntos de p´ıxeles vecinos con valores RGB dentro de un mismo rango de rojo
(R), azul (B) y verde (G). Su para´metro espec´ıfico es:
Niveles de color: Este para´metro determina el nu´mero de intervalos posibles
de color que puede haber en cada canal de color, y por tanto determinara´ la
amplitud de cada rango. Un valor igual a 3 indica que un p´ıxel cualquiera
puede entrar dentro de 3 intervalos posibles en el canal rojo, otros 3 en el
azul y otros 3 en el verde. De esta forma cada p´ıxel entra dentro de una de
las 3 ∗ 3 ∗ 3 = 27 categor´ıas de color, simplificando el ana´lisis. Un valor muy
grande de este para´metro hara´ que haya ma´s categor´ıas de color y que por
tanto colores que antes se consideraban parte de una misma forma ahora se
consideren como parte de formas independientes con colores ma´s espec´ıficos.
Un valor muy pequen˜o hara´ que se interpreten formas ma´s amplias (inclu-
yendo p´ıxeles ma´s diversos).
Color Threshold
Se trata de un filtro propio que adapta el filtro Threshold para una ima-
gen de 3 canales. En vez de considerar como figuras aquellas agrupaciones
de p´ıxeles cuyos valores en escala de grises sean inferiores a un umbral, con-
sidera aquellas que en su canal de Matiz (Hue), Saturacio´n (Saturation) y
Valor (Value) sean menor que un umbral, origina´ndose en cada canal formas
independientes.
Los para´metros espec´ıficos de este filtro determinara´n el valor de los um-
brales de cada canal determinado en formato de imagen HSV.
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Valor del umbral de Matiz
Valor del umbral de Saturacio´n
Valor del umbral de Valor
Para dar una vista general de las caracter´ısticas y formas de trabajar
de cada filtro de ana´lisis, se muestran en la Figura 2.4 los resultados que
proporciona cada uno de ellos para una misma imagen de entrada. Todos
ellos han usado como valores de entrada comunes los siguientes:
Noise Selection = 0
Analysis Depth = 100
Polygon Simplification = 1
Como se puede observar, el filtro Hue Division es el ma´s fiel de los cinco,
captando en la representacio´n de la imagen la mayor parte de la informacio´n
que hab´ıa en la imagen de entrada.
2.4. Configuracio´n de composicio´n
Esta pestan˜a contiene todos los para´metros que se pueden configurar
relativos a la composicio´n algor´ıtmica. Estos, como muestra la Figura 2.5
son:
Sistema de color[A]: permite alternar entre las diferentes relaciones tono-
color explicadas en la Seccio´n 3.5.
Algoritmo de composicio´n para la primera voz[B]: con esta opcio´n, el usua-
rio puede elegir, de entre los distintos algoritmos de composicio´n, el que se
usara´ para que generar la melod´ıa principal.
Algoritmo de composicio´n para la segunda voz[G]: con esta opcio´n, el usua-
rio puede elegir, de entre los distintos algoritmos de composicio´n, el que se
usara´ para que generar la segunda melod´ıa principal.
Algoritmo de composicio´n para la tercera voz[D]: con esta opcio´n, el usuario
puede elegir, de entre los distintos algoritmos de composicio´n del bajo, el
que se usara´ para que generar el bajo armo´nico.
Algoritmo de composicio´n para la cuarta voz[I]: con esta opcio´n, el usuario
puede elegir, de entre los distintos algoritmos de composicio´n de ritmos, el
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Figura 2.4: Tabla con las distintas salidas de cada filtro de ana´lisis
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Figura 2.5: Vista general de la pestan˜a de configuracio´n gra´fica
24
2.5. Requisitos de instalacio´n
que se usara´ para que generar el ritmo de la pieza musical final.
Seleccio´n de instrumentos [C], [H], [E] y [J]: permiten seleccionar los ins-
trumentos con los que sonaran las distintas voces.
Algoritmo de composicio´n general[F]: determina que´ algoritmo se usara´ para
recorrer la imagen y aplicar los algoritmos de las distintas voces. Se explica
con detalle en la Seccio´n 3.5.
Tempo[K]: como su nombre indica, su valor determina el tempo con el que
sonara´ la pieza musical compuesta.
2.5. Requisitos de instalacio´n
Muphic es una aplicacio´n multiplaforma con soporte para Linux y Win-
dows de 32 y 64 bits, siendo en ambos una aplicacio´n portable. Para finalizar
este cap´ıtulo, se detallara´ a continuacio´n las peculiaridades de ejecucio´n en
cada plataforma.
2.5.1. Windows
Para ejecutar la aplicacio´n basta con descomprimir el archivo descargado
y ejecutar la aplicacio´n.
2.5.2. Linux
Para utilizar la aplicacio´n en cualquier distribucio´n de Linux, habra´ que
descomprimir el archivo y generar los ejecutables con la herramienta make.
Ciertos elementos del sistema (la interfaz gra´fica y los controles de repro-
duccio´n de sonido) requieren que el usuario tenga instaladas ciertas librer´ıas
que no se incluyen en la descarga de la aplicacio´n. Estos paquetes son:
Librer´ıas de qt versio´n 4.7.4, disponibles en su pa´gina web (ver [28]).
libphonon-dev (multimedia framework from KDE-development files)
libphonon4 (multimedia framework from KDE-core library)
phonon (multimedia framework from KDE-metapackage)
phonon-backend-gstreamer (Phonon GStreamer 0.10.x backend)
libqtscript4-phonon (Qt Script bindings for the Qt 4 Phonon library)
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Si el paquete phonon-backend-gstreamer, por cualquier razo´n, fuera el
origen de algu´n fallo; el usario puede elegir probar con otros tipos de backend,
como por ejemplo phonon-backend-vlc.
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Disen˜o y Especificacio´n
3.1. Introduccio´n
Este cap´ıtulo se centrara´ en el ana´lisis y especificacio´n realizados sobre
el sistema, previos a la implementacio´n. Para ello, se detallara´ la captura
de requisitos que definen la funcionalidad del sistema, para luego analizar
con detalle los algoritmos disen˜ados para llevar a cabo las dos funciones ma´s
importantes de la aplicacio´n: el ana´lisis de ima´genes y la composicio´n de
piezas musicales.
3.2. Usuarios
Los usuarios que se tienen en cuenta para delimitar los requisitos son:
Usuario: individuos con un conocimiento mı´nimo o nulo sobre mu´sica
y ofima´tica que hayan le´ıdo o se les haya explicado el funcionamien-
to de la aplicacio´n. Pueden requerir cierto per´ıodo de entrenamiento
para acostumbrarse a las distintas opciones y funciones que ofrece la
aplicacio´n.
Desarrollador: individuos con un conocimiento amplio de programa-
cio´n y con conocimiento ba´sico o avanzado de mu´sica. Podra´n expan-
dir la aplicacio´n de forma sencilla an˜adiendo nuevos algoritmos de
composicio´n.
3.3. Requisitos
Esta seccio´n describira´ las funcionalidades del sistema: su comportamien-
to esperado as´ı como sus restricciones de rendimiento y capacidad. Aunque el
proyecto ha sido desarrollado sin ningu´n cliente espec´ıfico, se han elaborado
requisitos basados en la visio´n de la aplicacio´n como conjunto, de forma que
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tanto la planificacio´n como el desarrollo se pudieran abordar ma´s fa´cilmente.
Una vez determinandos que´ usuarios hara´n uso de la aplicacio´n, se pro-
cedera´ a determinar cua´les son los requisitos funcionales y los no funcionales.
3.3.1. Requisitos funcionales
En el caso de la interfaz gra´fica y la estructura general de la aplicacio´n,
la interfaz debera´ ser capaz de:
Lanzar tanto el mo´dulo de ana´lisis como el mo´dulo de composicio´n de
forma independiente.
Interpretar archivos de imagen del formato .png y mostrarlos por pan-
talla.
Interpretar archivos de audio del formato .wav y permitir funciones
ba´sicas de reproduccio´n sobre los mismos.
Generar un archivo de configuracio´n interpretable tanto por la aplica-
cio´n de ana´lisis y composicio´n a partir de los para´metros de entrada
establecidos por el usuario.
Mostrar la partitura de la mu´sica compuesta tras haber sido generada
mediante un programa externo o por s´ı misma.
Mostrar la salida del proceso de ana´lisis de imagen (mediante un pro-
grama externo o por s´ı misma), en forma de pol´ıgonos con color plano
distribuidos unos dentro de otros.
Controlar posibles errores cometidos por el usuario, surgidos al tocar
para´metros no disponibles para la configuracio´n seleccionada, a su vez
debera´ de limitar las acciones del usuario a la hora de modificar dichos
para´metros segu´n las configuraciones elegidas.
Prestar la opcio´n de detener mo´dulos lanzados para que el usuario
pueda pararlos, si estos no han acabado au´n.
En el caso del mo´dulo de ana´lisis de ima´genes:
El analizador debera´, dado un archivo de configuracio´n que determine
como realizar el ana´lisis y un archivo de imagen que analizar, producir
un XML con los siguientes datos:
• Los ve´rtices de las figuras que componen la imagen de entrada y
el nu´mero total de ve´rtices por figura.
• Los colores que contienen dichas figuras en formato RGB
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• Una estructura jerarquizada de figuras al igual que se presentan
en la imagen, es decir, si una figura esta´ dentro de otra en el XML
se vera´ reflejado siendo la segunda figura un elemento incluido en
la primera.
La estructura detallada de este documento se mostrara´ en la Sec-
cio´n 4.2.
En el caso del mo´dulo de ana´lisis de composicio´n, el compositor debera´ ser
capaz de:
Generar un archivo abc interpretable por cualquier programa que pue-
da recibir como entrada dicho tipo de archivos, dado un archivo de con-
figuracio´n y un archivo con los resultados del ana´lisis correctamente
estructurados.
Comunicarse con programas externos para que transformen el archivo
abc generado a los formatos de audio midi y wav.
3.3.2. Requisitos no funcionales
En el caso de la interfaz gra´fica y la estructura general de la aplicacio´n:
La aplicacio´n debe ser multiplataforma, pudiendo funcionar tanto en
Windows como en sistemas Unix.
La aplicacio´n debe dar resultados en un intervalo de tiempo pequen˜o
para una configuracio´n de para´metros determinada.
La aplicacio´n no debe instalar ni alterar los registros Sistema Opera-
tivo del usuario, ya que sera´ portable.
La implementacio´n del sistema debe ser suficientemente general como
para poder reimplementarse en otras plataformas.
En el caso de la interfaz gra´fica, se da que:
La aplicacio´n debe ser accesible al usuario, facilitando al usuario la
entrada de datos de configuracio´n o ima´genes que desee analizar.
Para el mo´dulo analizador de ima´genes:
El mo´dulo debe devolver, para al menos una configuracio´n dada de
para´metros, un ana´lisis que se asemeje a “primera vista” a la imagen
original.
Para el mo´dulo de composicio´n;
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El mo´dulo, mediante su estructura interna, sera´ fa´cilmente ampliable
por un usuario desarrollador, de forma que pueda an˜adir co´modamente
algoritmos de composicio´n nuevos.
El compositor principal de la aplicacio´n debera´ de ser capaz de generar
una mu´sica que, aunque no sea “interesante”, nunca ”no suene mal”.
En ambos casos los resultados en ultima instancia dependera´n de la
opinio´n subjetiva del usuario
Para finalizar, resta decir que, por comodidad para el lector, se resumira´n
los casos de uso en dos principales y se procedera´ a detallar su especificacio´n:
realizar un ana´lisis de ima´genes y componer una pieza musical.
3.4. Algoritmos de Ana´lisis
Esta seccio´n explicara´ con detalle los algoritmos de ana´lisis de ima´genes
que se han desarrollado a lo largo del proceso de desarrollo. El objetivo de
estos ana´lisis es obtener, a partir de una imagen dada, informacio´n de los
pol´ıgonos presentes tal y como se explica en la Seccio´n 4.2. Esta informa-
cio´n abarca tanto el color y ve´rtices de cada pol´ıgono como que´ pol´ıgonos
se encuentran dentro de cua´les.
Puesto que interesa la eficiencia temporal del proceso de ana´lisis para
aumentar la comodidad de la experiencia de usuario, sera´ necesario que los
procesos de ana´lisis no consuman mucho tiempo o, al menos, que permitan
aumentar su velocidad mediante configuracio´n externa. Es por ello que cada
proceso de ana´lisis contendra´ para´metros mediante los cuales se podra´ mo-
dificar la velocidad del ana´lisis a costa de menor precisio´n en el mismo.
Para el disen˜o e implementacio´n de los mismos se ha hecho uso de la
librer´ıa multiplataforma de procesado de ima´genes OpenCV [24]). Esta li-
brer´ıa, desarrollada por Intel y orientada a la visio´n por computador, ofrece
multitud de funciones centradas principalmente en el procesado de ima´genes
en tiempo real.
Aunque en los ana´lisis no se haga uso de sus funciones en tiempo real,
s´ı que se usara´n sus subrutinas de procesado de ima´genes para conseguir al-
goritmos que funcionen a velocidades deseadas. Estas subrutinas, que se de-
tallara´n ma´s adelante, permiten detectar contornos y aproximarlos a pol´ıgo-
nos, as´ı como usar y operar ima´genes de forma co´moda.
Para realizar el ana´lisis ayuda´ndondos de OpenCV, el proceso que se
lleva a cabo consiste en:
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Deteccio´n de formas: la imagen dada se transforma en una suce-
sio´n de ima´genes binarias (u´nicamente en blanco y negro), donde las
manchas blancas representan figuras independientes. Dado que varias
figuras pueden superponerse (una figura contiene a otra), si se devol-
viera una u´nica imagen binaria, so´lo podr´ıa representarse una de las
figuras (la que envuelve a las dema´s, ya que todas se pintar´ıa como
superficies blancas por ser figuras independientes), perdiendo informa-
cio´n en el ana´lisis. Es por ello que, siempre que resulte necesario, se
devolvera´n varias imagenes de salida en esta fase del proceso, para
asegurar que todas las figuras presentes se tienen en cuenta.
En numerosas ocasiones se referira´ a esta fase como “filtrado de la
imagen” debido a que, para llevarse a cabo, se aplicara´n filtros de
procesado de ima´genes sobre la imagen de entrada.
Deteccio´n de contornos y aproximacio´n a pol´ıgonos: por ca-
da mancha blancha, se recorre el per´ımetro en el mapa de bits y se
almacena en una lista de puntos. Para finalizar, cada contorno se apro-
xima a un pol´ıgono y se analiza por separado, con el fin de desechar
informacio´n no deseada y calcular datos relevantes.
Mientras que para la u´ltima fase existen rutinas de openCV que realizan
casi toda la funcionalidad deseada, la primera fase requiere un estudio ma´s
exhaustivo.
3.4.1. Deteccio´n de formas
Para llevar a cabo esta primera fase se han probado y evaluado cinco
me´todos distintos. Se detallara´n a continuacio´n todos ellos.
3.4.1.1. Threshold
Consiste en aplicar un filtro de paso alta con respecto a un umbral de
gris dado como entrada. Para ello, la imagen se convierte de 3 canales (rojo,
verde y azul) a una de 1 u´nico canal (escala de grises). Posteriormente se le
aplica la siguiente transformacio´n a cada p´ıxel de la imagen:
pixel(x, y) =
{
MAXV AL cuando pixel(x, y) > umbral
0 e.o.c.
donde MAXV AL representa el ma´ximo valor que puede tener un pixel
en un canal determinado (sera´ 255 o 1, dependiendo de la representacio´n de
la imagen).
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Este filtro produce una u´nica imagen de salida donde las zonas blancas
conexas se interpretan como figuras independientes. Es por ello que, si dos
manchas de color se comportan de igual manera ante el filtro (porque su
color predominante es inferior o superior al umbral en ambas manchas), y
se encuentran superpuestas una respecto de la otra, en la salida aparecera´n
como una u´nica mancha blanca conexa, por lo que se considerara´ como una
u´nica figura (Figura 3.1.)
Figura 3.1: Ejemplo de filtrado threshold con umbral a 100
Si, dado un caso similar en el que dos figuras este´n superpuestas, pero
que se comporten de forma distinta ante la aplicacio´n del filtro (una se
encuentra por debajo del umbral y otra por encima), entonces s´ı que se
interpretara´ como dos figuras distintas (Figura 3.2). Esto se produce debido
a que, como se explica en la Seccio´n 3.4.2, los contornos se buscan tanto en
los per´ımetros externos de las figuras como en los internos.
Figura 3.2: Ejemplo de filtrado threshold con umbral a 150
Se trata de un algoritmo muy sencillo y ra´pido, pero en el que e´l e´xito
de los resultados depende tanto del umbral de entrada como de la imagen a
analizar.
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3.4.1.2. Adaptive Threshold
Se trata de una modificacio´n del algoritmo anterior, donde el valor del
umbral var´ıa en cada regio´n de la imagen. Este algoritmo tambie´n devuelve
so´lo una imagen binaria, pero aplica sobre ella un filtro ma´s sofisticado que
repara la mayor parte de los fallos del filtro anterior:
pixel(x, y) =
{
MAXV AL cuando pixel(x, y) > T (x, y)
0 e.o.c.
El umbral ya no es constante, sino que se convierte en el te´rmino T (x, y),
que depende tanto de x como de y. Existen muchas formas de calcular
este te´rmino, pero en este caso se calcula mediante la suma ponderada de
los p´ıxeles vecinos al (x, y) dentro de un bloque de 3 × 3 p´ıxeles donde el
centro es el pixel a transformar. Tras haber realizado la suma, se le resta
una constante teo´rica c, que especifica cua´nto debe alejarse el valor de un
p´ıxel dado respecto al de la media calculada para que se considere que ha
sobrepasado el umbral. En la implementacio´n de este filtro se usara´ 3 como
valor de esta constante, ya que proporciona resultados acordes a los intereses
de este sistema.
Con esta especificacio´n, los resultados obtenidos son los mostrados en
la Figura 3.3. Como se puede observar, el resultado del filtro no depende
de ningu´n valor y es ma´s fiel que la mayor´ıa de los resultados del threshold
para figuras con este grado de simplicidad.
Figura 3.3: Ejemplo de filtrado adaptive threshold
3.4.1.3. Canny
Usando como base el algoritmo de deteccio´n de bordes creado por John
F. Canny en 1986 (cuya especificacio´n se puede ver en [10]), este filtro abor-
da el problema de la deteccio´n de figuras de una forma diferente: en vez de
detectar el contenido de la figura, detecta el per´ımetro de las mismas.
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Usando el algoritmo de canny, que tambie´n devuelve una u´nica imagen,
se obtiene el resultado mostrado en la Figura 3.4.
Figura 3.4: Ejemplo de filtrado canny
Esta nueva aproximacio´n produce resultados satisfactorios, pero origina
nuevos problemas: el per´ımetro detectado en el algoritmo puede no estar ce-
rrado, provocando que la figura resultante no se represente de forma correcta
en la estructura de salida.
3.4.1.4. Hue Division
Este algoritmo se basa en un concepto ma´s simple: buscar manchas de
color como agrupaciones de p´ıxeles vecinos con colores “parecidos”. Es de-
cir, se dividen los tres canales de color en diferentes rangos, y se agrupan los
p´ıxeles contiguos cuyos valores de color caigan dentro de un mismo rango
en todos los canales.
Para establecer los rangos, se divide cada canal de color (rojo, verde y
azul) en un nu´mero n de intervalos. El para´metro n es de entrada y comu´n
para los tres canales. De esta forma, se recorre la imagen por cada intervalo
existente de colores, devolviendo las figuras encontradas en cada intervalo
en ima´genes de salida distintas.
Por ejemplo, si n es 3, quiere decir que por cada canal se establecera´n 3
intervalos, en total cada color podra´ caer dentro de uno de los 3 ∗ 3 ∗ 3 =
27 intervalos. Por cada intervalo se devuelve una imagen con las figuras
presentes en e´l, comprobando antes que no este´ vac´ıa (no existen figuras con
colores dentro de ese intervalo). Se puede ver un ejemplo en la Figura 3.5.
3.4.1.5. Color Threshold
Se trata de una expansio´n del filtro Threshold para intentar resolver
uno de sus principales problemas: dado que el filtro Threshold convierte la
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Figura 3.5: Ejemplo de filtrado hue division
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imagen en escala de grises para buscar p´ıxeles que superen el umbral, pue-
de darse el caso de que dos figuras con colores distintos se conviertan en
el mismo tono de gris al convertirse a escala de grises. Este problema es
independiente del me´todo de transformacio´n de RGB a escala de grises, e
inherente al proceso en s´ı: al pasar de tres canales de color a un u´nico canal,
necesariamente varios valores de entrada van a coincidir en el mismo valor
de salida (la funcio´n es sobreyectiva y el dominio de entrada es ma´s grande
que el de salida).
Para resolver ese fallo, se realiza un filtro Threshold con tres umbrales
distintos, uno para cada canal de color. Dado que estos umbrales van a po-
der ser manipulados por el usuario, se transformara´ previamente la imagen
de RGB (rojo, verde y azul) a HSV (matiz, saturacio´n y valor), que es un
modelo ma´s intuitivo para el ojo humano.
Se pueden ver diferentes resultados de este filtro en las Figuras 3.6 y 3.7.
3.4.2. Deteccio´n de contornos y aproximacio´n a pol´ıgonos
Una vez se tienen la lista de ima´genes binarias con las figuras localizadas,
se debe proceder a representarlas en forma de pol´ıgonos. Para ello, primero
se detectara´n los contornos y posteriormente se aproximara´n los mismos a
pol´ıgonos.
Para la primera parte (deteccio´n de contornos en base a una imagen bi-
naria) se hara´ uso de la funcio´n cvFindContours de OpenCV, cuyo resultado
se puede ver en la Figura 3.8.
El ejemplo mostrado se ha basado en una imagen filtrada mediante el
algoritmo Adaptive Threshold. Como se puede observar, una misma figura
(el c´ırculo) ha dado lugar a varios contornos. Este es un problema inherente
al enfoque usado de deteccio´n de formas que se tratara´ ma´s adelante.
Posteriormente se usa otra funcio´n de OpenCV, cvApproxPoly, para
aproximar los contornos detectados a secuencias cerradas de ve´rtices que
se podra´n tratar con facilidad. El usuario puede decidir el grado de aproxi-
macio´n (de ma´s simple a ma´s fiel). Un ejemplo del resultado de esta funcio´n
se ve en la Figura 3.9
Teniendo los pol´ıgonos listados, so´lo resta organizar la informacio´n ob-
tenida y guardarla en un archivo XML.
Para ello se procede a calcular el a´rea de cada pol´ıgono. Si es menor
que la especificada como ruido por el usuario (ver Gu´ıa de Usuario, Cap´ıtu-
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Figura 3.6: Ejemplo de filtrado color threshold: UmbralH = 55, UmbralS =
150, UmbralV = 205
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Figura 3.7: Ejemplo de filtrado color threshold: UmbralH = 105, UmbralS =
100, UmbralV = 125
Figura 3.8: Deteccio´n de contornos mediante OpenCV
38
3.4. Algoritmos de Ana´lisis
Figura 3.9: Aproximacio´n de pol´ıgonos mediante OpenCV
lo 2), entonces se desechara´. Si no, se almacenara´ dentro de la estructura
de figuras a archivar en XML. El color de cada pol´ıgono, por otro lado, se
calculara´ haciendo la media del color de todos los p´ıxeles que contiene.
Para acabar, es necesario organizar los pol´ıgonos resultantes en estruc-
tura de a´rbol, de forma que los pol´ıgonos que se encuentran dentro de otro
pol´ıgono sean sus hijos en el a´rbol resultante. Es aqu´ı donde surge el prin-
cipal problema del ana´lisis de ima´genes: los pol´ıgonos repetidos.
Como ya se ha comentado anteriormente, una misma mancha de color
puede originar varios contornos, debido a que la figura se ha detectado dos
veces en el proceso de filtrado (por ejemplo, si se encuentra dentro de dos
umbrales en el filtro Color threshold) o a que el proceso de deteccio´n de
contornos ha devuelto dos contornos similares a la figura dada, por particu-
laridades internas del algoritmo de OpenCV.
Esto va a originar que, irremediablemente, haya ocasiones en las que apa-
recera´n varios contornos (y posteriormente pol´ıgonos) similares. Se procede
pues, antes de continuar el ana´lisis, a eliminar los pol´ıgonos repetidos. Para
ello, se comprueba primero que tengan el mismo nu´mero de ve´rtices y que
los recta´ngulos mı´nimos que los contienen tengan a´rea y posicio´n similares.
Podr´ıa darse el caso de que un pol´ıgono A, teniendo ma´s ve´rtices que otro
pol´ıgono B, se considerase ide´ntico a e´l, si se da uno de los dos siguientes
casos: o bien un mismo ve´rtice de B aproxima varios en A o bien en uno
de los dos pol´ıgonos existe un “ve´rtice falso” (es decir, el ve´rtice intermedio
de tres ve´rtices alineados, que no aporta ninguna informacio´n nueva a la fi-
gura) en alguna arista. Sin embargo, la librer´ıa OpenCV nunca devuelve en
un mismo pol´ıgono dos ve´rtices lo suficientemente cercanos como para que
sean considerados “ide´nticos” segu´n el criterio establecido, por lo que no se
estudiara´ ese caso. De la misma manera, la librer´ıa no genera nunca pol´ıgo-
nos con “falsos ve´rtices”, por lo que se puede asegurar que dos pol´ıgonos
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no sera´n considerados ide´nticos (tambie´n sera´n denominados “similares”) si
tienen distinto nu´mero de ve´rtices.
Posteriormente, se procede a calcular si son efectivamente similares o no,
es decir, si todos los ve´rtices de un pol´ıgono tienen un ve´rtice ide´ntico en el
otro pol´ıgono y e´stos pares siguen el “orden” de los pol´ıgonos (por ejemplo,
si un ve´rtice v del pol´ıgono A es ide´ntico al ve´rtice v′ del pol´ıgono B, enton-
ces uno de los ve´rtices contiguos a v debe ser ide´ntico a uno de los ve´rtices
a v′ para que sean considerados ide´nticos). De una manera ma´s formal:
Sean dos pol´ıgonos A y B. Los pol´ıgonos sera´n similares, o considerados
ide´nticos, si existe una disposicio´n de ve´rtices en A, VA = [v1, v2, ..., vn], y
otra en B, VB = [v
′
1, v
′
2, ..., v
′
n] que asumen ve´rtices contiguos tomados en
sentido horario (o antihorario), tales que:
∀k, 0 < k < N, dist(vk, v′k) < 
Donde dist(p, q) es la funcio´n que calcula la distancia entre dos puntos
del espacio bidimensional. La constante  determina lo cerca que deben estar
los ve´rtices entre s´ı par considerarse ide´nticos.
Figura 3.10: Caso de pol´ıgonos similares que no deben ser eliminados
Sin embargo, puede darse el caso en que dos pol´ıgonos similares sean
distintos y diferenciarse principalmente por el color (uno es la silueta del
otro, ver Figura 3.10. Dado que nunca se trabaja con el color, y e´ste se cal-
cula a posteriori (haciendo una media del color de los p´ıxeles que contiene
el pol´ıgono), no se podra´ usar el color de cada figura para distinguirlas, ya
que ser´ıa bastante parecido (ambas figuras encierran aproximadamente los
mismos p´ıxeles), por lo que se carece de la informacio´n necesaria debido a la
naturaleza del proceso realizado. A pesar de todo, este caso es muy particu-
lar y no afecta al correcto desarrollo de la aplicacio´n, por lo que no supone
un problema en el ana´lisis.
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Una vez eliminadas las figuras repetidas, se puede estructurar los pol´ıgo-
nos en a´rboles, teniendo en cuenta que un pol´ıgono esta´ dentro de otro
cuando todos sus ve´rtices esta´n dentro de e´l. El recta´ngulo principal (que
delimita el lienzo de la imagen) se elimina del ana´lisis si ha sido detectado
como pol´ıgono, ya que se encuentra en todas las ima´genes y no aporta nin-
guna informacio´n relevante.
El color calculado para cada pol´ıgono ten´ıa en cuenta todos los p´ıxeles
que este conten´ıa. Sin embargo, los pol´ıgonos que contienen otros pol´ıgonos
han introducido informacio´n de ma´s a la hora de calcular este color, ya que
dentro de los pol´ıgonos que contienen se han tenido en cuenta los de sus
hijos tambie´n. Es ahora que se conoce la estructura arbo´rea de la imagen
cuando se pueden resolver estos detalles, recalculando el color de los pol´ıgo-
nos que contienen a otros de forma que no se tenga en cuenta el color de sus
pol´ıgonos internos.
Una vez realizadas estas operaciones, los pol´ıgonos detectados en el ana´li-
sis quedan tal y como se muestra en la Figura 3.11.
Figura 3.11: Resultado final del ana´lisis
Finalmente, se guarda el contenido del ana´lisis en un fichero XML, dando
por terminado este proceso.
3.5. Algoritmos de Composicio´n
En esta seccio´n se explicara´n de forma exhaustiva los procesos que se si-
guen para componer mu´sica a partir de los datos que proporciona el ana´lisis
de imagen.
Para generar la mu´sica se separa el proceso de composicio´n en diferentes
voces, de tal modo que la unio´n de todas las voces da como resultado una
pieza musical completa. En el estado actual del proyecto se han identifi-
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cado cuatro voces diferentes, cada una con un papel especial dentro de la
composicio´n.
Cada voz sigue un proceso de composicio´n independiente, aunque con-
cuerdan en algunos aspectos para poder realizar una unio´n correcta de todas
ellas, como por ejemplo, la duracio´n total de las mismas. Todos los compo-
sitores necesitan recibir una figura, en la que se van a basar para componer,
y una duracio´n que sera´ el tiempo que se prolonga el trozo de mu´sica a
componer.
A continuacio´n se explicara´ el funcionamiento de los algoritmos de cada
voz y al final se presentara´ el algoritmo que se encarga de ir usando cada
una de las voces para luego juntarlas y producir una pieza musical.
3.5.1. 1a Voz: Melod´ıa Principal
Normalmente en una composicio´n suele haber una voz que destaca sobre
las dema´s, que es la que el o´ıdo reconoce primero. Esta voz reproduce la
melod´ıa. Para poder crear la melod´ıa, se va componer a nivel de notas y la
relacio´n entre ellas. Una nota se separa en dos dimensiones: duracio´n y tono.
Siguiendo esta separacio´n se ha dividido el proceso de composicio´n en cua-
tro fases: procesar la figura, calcular duraciones, obtener tonos y sintetizar
o unir las duraciones con los tonos.
Para la voz principal se ha dejado la posibilidad de elegir entre dos versio-
nes diferentes del compositor. La primera que se desarrollo´ tiene algunos
pequen˜os defectos que luego en la segunda versio´n del compositor se corri-
gieron.
La primera versio´n (ComposerFigMelody):
Procesar la figura: el algoritmo de entrada dispone de una figura, en
la que se va a basar ma´s adelante para componer. Antes hace falta un
proceso de normalizacio´n para que todas las figuras puedan ser inter-
pretadas correctamente. Para ello se extraen los ve´rtices ordenados de
la figura de tal forma que el primer ve´rtice sea el ma´s cercano a la parte
superior (en caso de tener varios candidatos se escoge el que este´ ma´s
a la izquierda) de la imagen y los siguientes se recorren en sentido
horario. Adema´s, durante el proceso, se ira´ calculando la longitud de
los lados de la figura.
Calcular duraciones: para poder obtener las duraciones de las futuras
notas se hace una correpondencia directa con la longitud de los lados.
De este modo la duracio´n total del trozo de mu´sica a componer es
la suma de todas la longitudes y para cada lado se calcula cua´nta
duracio´n le corresponde. Obviamente se hace una aproximacio´n, ya
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que los valores de duracio´n de las notas son limitados respecto al rango
de valores de los nu´meros reales.
Obtener tonos: se hallan los tonos a partir de los a´ngulos de la figura.
En otros trabajos se han explorado diferentes maneras de conseguirlo
(“Croma”[7] o [35]). El proceso de ca´lculo de tono usado se basa en la
idea de estabilidad e inestabilidad que se desarrolla en el trabajo de A.
Pintado [1]. Una figura es estable cuanto ma´s suave sea su contorno, es
decir, cuantos menos picos, a´ngulos diferentes e irregularidades tenga.
A. Pintado usa esta cualidad para generar ritmos a partir de figuras
y l´ıneas, aqu´ı se va a usar para calcular tonos, de tal modo que un
a´ngulo ma´s abierto implica mayor cambio en el tono y viceversa. La
primera nota desde la cual se parte para hacer los cambios de tono es
la nota correspondiente al color de la figura, la cual se saca a trave´s
del sistema de colores-notas utilizado.
Sintetizar las notas: se combinan las duraciones con los tonos obtenidos
en la anterior fase teniendo en cuenta que cada ve´rtice tiene asociado
un tono y una duracio´n. Al final se obtiene un trozo de mu´sica.
La segunda versio´n (ComposerFigMelody2):
Procesar la figura: esta fase sera´ ide´ntica a la realizada por la primera
versio´n.
Calcular duraciones: respecto a la anterior versio´n se simplifica la co-
rrespondencia entre longitud y duracio´n usando sobre todo duracio-
nes simples y evitando las duraciones compuestas por su irregularidad
musico-temporal. Puede parecer que se pierde la equivalencia fiel entre
la longitud de los lados y la duracio´n de las notas, ya que para cier-
tos rangos de longitudes diferentes se calculan duraciones iguales. Tras
varias pruebas con el primer algoritmo (ComposerFigMelody), usan-
do la correspondencia directa entre duraciones y longitudes, en varias
ocasiones se pierde el ritmo musical dentro de la pieza generada. Con
esta modificacio´n se intenta subsanar este problema.
Obtener tonos: respecto al anterior algoritmo, en este apartado se si-
gue sacando una correlacio´n entre los a´ngulos y los tonos, pero se va
a usar un proceso diferente. Para calcular el tono se tendra´ en cuenta
la diferencia de a´ngulos entre ve´rtices adyacentes. De esta manera a
mayor diferencia de a´ngulos, mayor sera´ el cambio en el tono.
De forma experimental y tras varias pruebas, se ha obtenido una
correspondencia entre la variacio´n de a´ngulos y la cantidad que de-
bera´ variar el nuevo tono respecto al anterior (Figura 3.12).
De este modo si la diferencia de a´ngulos es menor a 10o se sigue usando
el mismo tono, si la diferencia esta´ entre 10o y 30o se usa el tono
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Figura 3.12: Tabla correspondencias entre a´ngulos y cambios de tono
adyacente dentro de la escala. Si esta´ entre 30o y 120o el primer tono
ma´s cercano del acorde, entre 120o y 240o el segundo tono ma´s cercano
del acorde y hasta 360o el tercer tono ma´s cercano del acorde. El acorde
que se usa es el acorde fundamental del tono que da el color de la figura.
Esta relacio´n se basa en la asociacio´n que tiene Scriabin con los colores
[12]: e´l hace corresponder un color a un tono y a su acorde fundamental
sin distinguir entre acorde mayor o menor para cada una de las notas
de la escala croma´tica.
Sintetizar las notas: mismo procedimiento que en la anterior versio´n.
Un ejemplo completo de composicio´n sobre una figura de entrada (Figu-
ra 3.13) usando la segunda versio´n del algoritmo (ComposerFigMelody2):
Procesar la figura (Figura 3.14): se ordenan los ve´rtices (identificados
con nu´meros) y se halla la longitud de los lados.
Calcular duraciones (Figura 3.15): se puede apreciar co´mo el lado ma´s
largo obtiene una duracio´n mayor (blanca) que los otros dos lados
(negra). A pesar de que los dos lados ma´s pequen˜os tienen diferentes
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Figura 3.13: Figura de entrada
Figura 3.14: Figura de entrada con los ve´rtices ordenados y con las longitudes
de los lados
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longitudes, se ha aproximado su valor a una misma duracio´n.
Figura 3.15: Figura de entrada con el ritmo producido
Obtener tonos (Figura 3.16): para conseguirlo primero se tiene que
ver que´ nota corresponde al color de la figura (en este caso se usa
la correspondencia propuesta por Scriabin en la que el amarillo es D
“re”). Una vez se tiene la nota y su a´ngulo, se calcula la diferencia
entre el nuevo a´ngulo y el anterior, el resultado es negativo por lo
que se tiene que bajar de tono y como la diferencia en valor absoluto
esta´ entre los 10o y 30o, so´lo se baja un escalo´n en la escala actual (en
este ejemplo escala de Re Mayor), obteniendo la nueva nota: C “do”.
Para conseguir el tercero y u´ltimo tono, se calcula la diferencia del
u´ltimo ve´rtice restando el a´ngulo del tercer ve´rtice con el del segundo.
Se obtiene un valor positivo luego se tiene que subir el tono. Al estar
entre 30o y 120o se sube de un salto en el acorde de nota fundamental
el color de la figura (en este caso es el acorde de D “re”: D - F “fa”-
A “la”). Como no se esta´ en el acorde con el u´ltimo tono obtenido (C
“do”) se viaja al tono ma´s cercano que pertenezca al acorde, es decir,
D “re”. Y de ah´ı como la diferencia de a´ngulos es positiva se va a hacer
un salto ascendente (a tono superior) de una unidad dentro del acorde,
se pasa al tono F “fa”.
Sintetizar las notas (Partitura de Figura 3.16): se tienen las duraciones
y se tienen los tonos. So´lo falta juntarlos para crear las notas teniendo
en cuenta el orden de los ve´rtices.
Y con la misma figura (Figura 3.13), se ve cual ser´ıa la salida de la
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Figura 3.16: Figura de entrada con los a´ngulos y los tonos que produce
primera versio´n del algoritmo (ComposerFigMelody1):
Procesar la figura (Figura 3.14): este proceso es el mismo en ambas
versiones.
Calcular duraciones (Figura 3.17): se puede ver co´mo el algoritmo es
ma´s fiel a la correspondencia de las longitudes de los lados con las
duraciones. Ahora los lados que antes ten´ıan la misma duracio´n, son
distintos con una pequen˜a diferencia.
Obtener tonos (Figura 3.18): en esta versio´n el algoritmo es de corres-
pondencia directa entre el a´ngulo del ve´rtice y el tono. Al igual que en
el anterior algoritmo, el primer tono lo determina el color de la figura.
Despue´s se tiene el a´ngulo del segundo ve´rtice que es pequen˜o y por
tanto genera un pequen˜o salto en el tono. El tercer ve´rtice tiene un
a´ngulo mucho mayor y como se puede observar, se da un salto mayor
respecto al anterior tono.
Sintetizar las notas (Partitura de Figura 3.18): el mismo proceso que
en el algoritmo de la segunda versio´n.
3.5.2. 2a Voz: Melod´ıa Secundaria
La segunda voz sirve de acompan˜amiento a la primera. Se usa la mis-
ma estructura que a la hora de componer la melod´ıa principal aunque con
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Figura 3.17: Figura de entrada con los lados y el ritmo conseguido
Figura 3.18: Figura de entrada con los a´ngulos y los tonos producidos
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algunos cambios. Adema´s se necesita el segmento de melod´ıa principal co-
mo entrada para poder basarse en ella a la hora de componer, pudiendo
conseguir resultados que siguen las bases armo´nicas de la mu´sica.
Procesar la figura: esta fase sera´ la misma que la usada en la primera
voz.
Calcular duraciones: se usa el mismo proceso que la segunda versio´n de
la primera voz pero en este caso se an˜ade un paso ma´s. Las duraciones
obtenidas se adaptan para que el total sea la longitud pedida y nunca
mayor que el segmento de la melod´ıa. Adema´s, si la duracio´n total del
acompan˜amiento es menor que la de la voz principal, hay que decidir
en que´ momento de la melod´ıa va a empezar el acompan˜amiento.
Obtener tonos: respecto al anterior algoritmo, en este apartado se sigue
sacando una correlacio´n entre los a´ngulos y los tonos, pero se an˜ade
un proceso intermedio. Mientras se generan los tonos se analiza el
comportamiento de la segunda voz respecto a la melod´ıa principal
y si es necesario, se aplican pequen˜as variaciones para disminuir las
disonancias que puedan aparecer al juntar ambas voces. Estos cambios,
que siguen los principios de las te´cnicas ma´s ba´sicas del contrapunto,
se activan cuando el intervalo entre la primera y la segunda voz es
disonante y adema´s se mantiene un periodo alargado en el tiempo.
Las variaciones aplicadas intentara´n que los cambios sean mı´nimos, por
ejemplo, si un tono ha bajado pero lo ha hecho a un tono disonante
de larga duracio´n respecto a la primera voz entonces se cambia el tono
por otro que este´ lo ma´s cerca del original.
Sintetizar las notas: se sigue el mismo algoritmo pero con un an˜adido.
Hay que tener en cuenta que la segunda voz puede tener una duracio´n
menor que la primera voz. Para que sea consistente la composicio´n,
todas las voces tienen que tener la misma duracio´n y por tanto hay
que rellenar con silencios la parte que falta a la segunda voz.
Se muestra un ejemplo con la siguiente figura de entrada (Figura 3.19):
Procesar la figura: Igual que en los anteriores ejemplos se calcula la
longitud de los lados de la figura y el orden de los ve´rtices.
Calcular duraciones (Figuras 3.20 y 3.21): En la primera figura se
ven las duraciones obtenidas sin adaptar y en la segunda figura se
puede observar co´mo la duracio´n de algunos lados ha disminuido para
conseguir la duracio´n deseada.
Obtener tonos (Figuras 3.22 y 3.23): En la primera figura se puede
observar los tonos generados sin usar te´cnicas de contrapunto. La ter-
cera y sexta nota generada produce una disonancia de larga duracio´n
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Figura 3.19: Figuras de entrada para componer con la figura interior
Figura 3.20: Figuras de entrada con los lados de la figura interior y las
duraciones obtenidas sin adaptacio´n
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Figura 3.21: Figuras de entrada con la duracio´n de la figura exterior y con
las duraciones adaptadas de la interior
(negra) con la voz principal. Si se aplican las te´cnicas contrapunt´ısticas
(reglas melo´dicas de intervalos horizontales e intervalos verticales, [23])
se puede comprobar co´mo se han cambiado por un tono cercano sin
perder la idea del salto de tono que indicaba el a´ngulo de los ve´rtices.
Figura 3.22: Figuras de entrada con los a´ngulos y los tonos producidos sin
te´cnicas contrapunt´ısticas
Sintetizar las notas (Partitura de Figura 3.23): Igual que la primera
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Figura 3.23: Figuras de entrada con los a´ngulos y los tonos producidos con
te´cnicas contrapunt´ısticas
voz pero se an˜aden silencios si son necesarios. En este ejemplo no lo
son.
3.5.3. 3a Voz: Bajo
El bajo es la voz que se encarga de mantener la armon´ıa de la pieza
musical compuesta. Por tanto se ha optado por una estructura sencilla.
El algoritmo desarrollado consiste en usar siempre notas de una misma
duracio´n (por defecto redondas) cuyo tono sea el color de la figura de entra-
da y cuya duracio´n sea la de la figura dada (Figura 3.24). Si las duraciones
no son suficientes para rellenar la duracio´n total, se termina usando una
duracio´n menor para la u´ltima nota.
Otra posibilidad habilitada para el bajo es usar el algoritmo de la primera
voz de forma experimental, pero transportando los tonos una o varias octavas
ma´s grave (Figura 3.25). El nu´mero de octavas depende del tono ma´s agudo
y del tono ma´s grave de la melod´ıa compuesta evitando que al transportar
la melod´ıa se salga del l´ımite de representacio´n de las notas.
3.5.4. 4a Voz: Ritmo
La cuarta voz sera´ la encargada de la parte de percusio´n dentro de la
pieza musical.
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Figura 3.24: Figura de entrada con los tonos producidos
Figura 3.25: Figura de entrada con los tonos producidos
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El algoritmo desarrollado se inspira en el concepto de inestabilidad de
una figura de A. Pintado [1]. Se separa el proceso en 3 pasos:
Asignacio´n de ve´rtices: Primero se crea un ritmo que consiste en pulsos
largos de duracio´n configurable (por defecto redondas). A cada pulso
le es asignado una serie de ve´rtices dependiendo de la densidad de
ve´rtices de la figura (a mayor nu´mero de ve´rtices, se le asignara´n ma´s
a cada pulso). Hay que tener en cuenta que los ve´rtices esta´n ordenados
como en los anteriores algoritmos.
Calcular c´ırculo equivalente: Se calcula el c´ırculo de a´rea equivalente a
la figura dada. Este c´ırculo tendra´ el mismo a´rea y de centro el punto
de equilibrio de la figura de entrada (Figura 3.26).
Figura 3.26: Figura de entrada y el c´ırculo equivalente
Dividir el ritmo: Despue´s se va calculando cuanta desviacio´n tienen los
ve´rtices respecto al per´ımetro del c´ırculo. A mayor distancia, mayor
desviacio´n y por tanto mayor inestabilidad (Figura 3.27). La inestabili-
dad produce que el ritmo se subdivida en ma´s notas de menor duracio´n
(Figura 3.28).
3.5.5. Mezclador de voces
Los anteriores algoritmos sirven para crear un trozo de mu´sica de una
voz a partir de una figura, el siguiente paso es juntar las distintas voces para
formar una pieza musical completa, para ello se utiliza el “Mezclador”. Este
algoritmo se puede dividir en tres pasos diferentes. Actualmente se tienen
dos diferentes versiones:
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Figura 3.27: Figura de entrada con el c´ırculo equivalente y la desviacio´n del
primer ve´rtice
Figura 3.28: Figura de entrada y los ritmos producidos
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La primera versio´n del Mezclador so´lo tiene en cuenta la primera voz
(melod´ıa) y la cuarta (ritmo).
Ordenar las figuras: Lo primero que se hace es ordenar las figuras segu´n
su relevancia. Para conseguirlo se utiliza un para´metro de vistosidad
que se calcula a partir de tres caracter´ısticas importantes de cada
figura:
• La primera es lo llamativo que es el color de la figura. Se des-
compone el color en sus tres componentes principales RGB y se
da peso a cada una de ellas. Luego este valor se multiplica por la
saturacio´n del color.
• La segunda componente es el a´rea que ocupa la figura. Cuanto
ma´s grande sea, ma´s vistosa es.
• La tercera componente es la distancia que tiene del centro de la
imagen. El ojo humano enfoca de centro a laterales cuando ve
una imagen por primera vez, por ello tiene ma´s vistosidad una
figura que se encuentra en el centro de la imagen que en un lateral
o esquina.
La fo´rmula con los pesos de cada componente es la siguiente:
vistosidad(Figura) = A ∗ rgb.saturation ∗ (rgb.red ∗ pR+
rgb.green ∗ pG+ rgb.blue ∗ pB) +B ∗ area+ C ∗ distanceCenter
donde pR = 0.45, pG = 0.35 y pB = 0.20 son las constantes de in-
fluencia de cada color ba´sico y las constantes A = 0.5, B = 0.3 y C =
0.2 son los valores de importancia de cada atributo de la figura. Estos
valores se han obtenido de forma experimental.
Componer voces: Tras haber ordenado las figuras por vistosidad se va
componiendo con cada una de forma iterativa las distintas voces. En
este caso solo se compone la melod´ıa y el ritmo con cada una de las
figuras.
Mezclar voces: Una vez se tienen todas las voces compuestas se juntan
y se crea la pieza musical an˜adiendo todos los para´metros necesarios
(tempo, armadura de clave, t´ıtulo de la pieza musical, ...).
En la segunda versio´n del Mezclador, se tienen en cuenta las cuatro voces
disponibles. Por ello tendra´ ma´s complejidad que la primera versio´n.
Ordenar las figuras: Este primer paso se hace de la misma forma que
la primera versio´n.
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Componer voces: Para la segunda versio´n del Mezclador se van a dife-
renciar dos tipos de figuras: figuras padre y figuras hija. Las llamadas
figuras hija son aquellas que se localizan dentro de otra figura. Las
figuras hija pueden tener a su vez otras figuras hija. Las figuras pa-
dre son aquellas que no forman parte de otra figura (es decir, no son
hijas de ninguna figura) y pueden contener figuras hija. Es fa´cil de
clasificarlas por la estructura arbo´rea en la que esta´n organizadas.
Una vez esta´n clasificadas, se va iterando por cada figura padre compo-
niendo su melod´ıa, bajo y ritmo y si tiene alguna figura hija, entonces
tambie´n se an˜ade la segunda melod´ıa dando como entrada al algoritmo
de composicio´n de acompan˜amiento (segunda voz) la figura hija y la
melod´ıa ya compuesta. Por cada figura interior (hija) se compone un
nuevo bloque de la figura padre con diferentes acompan˜amientos.
Mezclar voces: Se realiza de la misma forma que la primera versio´n del
Mezclador.
Se muestra un ejemplo de la segunda versio´n del algoritmo, para simpli-
ficar se usara´ las figuras vistas anteriormente (Figura 3.29).
Ordenar las figuras: Se ordenan las figuras de tal forma que en primer
lugar esta´ el recta´ngulo rojo, en segundo lugar el tria´ngulo amarillo y
al final el hexa´gono irregular.
Componer voces (Figura 3.30): Primero se compone la voz principal,
bajo y ritmo de la figura padre, que en este caso es el recta´ngulo.
Despue´s para cada figura hija (tria´ngulo y hexa´gono) se compone su
acompan˜amiento. Se puede observar en la partitura co´mo primero se
introduce el trozo correspondiente al recta´ngulo con el tria´ngulo y que
seguidamente se compone el trozo del recta´ngulo con el hexa´gono.
Mezclar voces (Partitura de Figura 3.30): Por u´ltimo se an˜aden las
voces correctamente a la pieza musical y se rellenan los valores de los
atributos necesarios para crear la partitura y el archivo de audio midi.
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Figura 3.29: Figuras de entrada
Figura 3.30: Figuras de entrada con las voces producidas
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Arquitectura
4.1. Introduccio´n
Este cap´ıtulo explicara´ de forma detallada la estructura del sistema desa-
rrollado usando el estandar UML. Este sistema ha sido implementado usando
el lenguaje C++ para todos los mo´dulos, apoya´ndose de librer´ıas y tecno-
log´ıa detalladas en el Ape´ndice A.
Se comenzara´ explicando dos pilares ba´sicos del proyecto: la represen-
tacio´n de una imagen analizada y la de una pieza musical, para despue´s
describir cada uno de los mo´dulos del proyecto.
4.2. Representacio´n de la imagen analizada
Tanto en el ana´lisis de ima´genes como en el proceso de composicio´n hay
un aspecto fundamental a estudiar: la representacio´n de datos de las figuras.
De acuerdo con lo explicado en previas secciones, el producto de salida (y
el de entrada de la composicio´n musical) es un archivo XML que almacena
el ana´lisis de la imagen dada como entrada. Este archivo contiene toda la
informacio´n que se considera para representar los elementos de una imagen,
y servira´ como base para explicar el contenido y estructura lo´gica de los
datos analizados.
Por otro lado, en esta seccio´n se mostrara´ tambie´n la estructura usada
en la implementacio´n de los Objetos relacionados con estos datos y sus usos.
Dado que tanto el mo´dulo de ana´lisis como el de composicio´n hacen uso de
esta informacio´n , se introducira´n tambie´n en esta seccio´n las extensiones y
capacidades de la estructura de datos creada.
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4.2.1. Almacenamiento y estructura
La informacio´n correspondiente a la salida del ana´lisis de ima´genes es
tal y como muestra la Figura 4.1. En ella, los nodos esta´n representados por
cajas rectangulares, sus atributos con cuadrados y, finalmente, los elementos
con c´ırculos.
Figura 4.1: Estructura del archivo xml de ana´lisis
La estructura (representada en formato XML) es:
 Shapes: representa la imagen completa y contiene un listado de las
figuras resultantes del ana´lisis.
 Width: almacena el ancho total de la imagen.
 Height: almacena el alto total de la imagen.
 Figure: contiene la informacio´n relativa a un pol´ıgono en la imagen.
 Id: identificador u´nico de la figura.
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 Color: identificador para almacenar la informacio´n sobre el color
de la figura.
 RGB: delimitar la informacio´n sobre los valores RGB del
color.
 R: valor referente a la cantidad de rojo en la escala RGB.
 G: valor referente a la cantidad de verde en la escala
RGB.
 B: valor referente a la cantidad de azul presente en escala
RGB.
 VertexList: lista de ve´rtices que componen el pol´ıgono.
 Vertex [type=“normal”]: identificador para delimitar un
ve´rtice que pertenece a uno de los extremos de una recta o
curva del pol´ıgono.
 Position: identificador para delimitar la posicio´n de un
ve´rtice en la imagen.
 X: componente x de la posicio´n del ve´rtice.
 Y: componente y de la posicio´n del ve´rtice.
 Vertex [type=“center”]: identificador para delimitar
un ve´rtice que sen˜ala el centro de circunferencia que for-
ma la curva que conecta el ve´rtice anterior a este con el
siguiente.
 Area: valor nume´rico del a´rea de una figura.
 Canvas: identificador que delimita las figuras situadas dentro de la
figura que contiene este elemento.
Como se puede ver, la imagen analizada esta´ compuesta por una lista de
figuras (o pol´ıgonos) jera´rquicas segu´n su posicio´n geome´trica. Cada figura
representa una mancha de color detectada por el analizador de ima´genes
para ello guarda la informacio´n de sus ve´rtices, color y a´rea.
4.2.2. Vista de Implementacio´n
La vista principal de la estructura en un sistema basado en objetos como
el tratado se muestra en la Figura 4.2.
Como se puede ver, se ha implementado mediante tres clases principales
ma´s una librer´ıa externa:
Figures: almacena la lista de figuras presentes en la imagen, permite
manipular y acceder a ellas tanto en forma de lista (coloca´ndose todas
las figuras existentes de forma seguida y sin jerarqu´ıas) como en forma
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Figura 4.2: Diagrama de clases de la estructura de datos Figuras
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de a´rbol (jerarquiza´ndolas segu´n quie´n esta´ dentro de quie´n: una figura
que contiene en su interior todos los ve´rtices de otra sera´ su “padre”),
ocupa´ndose de forma autosuficiente de mantener e´sta u´ltima estructu-
ra al an˜adir nuevas figuras.
Adema´s posee tambie´n funcionalidad para guardar y cargar su infor-
macio´n en formato XML, as´ı como para eliminar figuras repetidas o
volver a calcular el color de cada figura teniendo en cuenta las figuras
que contiene (ver Seccio´n 3.4 para ma´s detalles sobre estas funcionali-
dades).
Figure: representa cada elemento almacenado en la clase Figures.
Contiene, como nodo de la estructura arbo´rea creada en Figures, los
atributos necesarios para referenciar a sus padres, sus hijos y sus her-
manos, y como elemento representativo de una figura en la imagen
(Seccio´n 4.2.1), el color, area y lista de ve´rtices correspondiente a la
imagen.
Presenta me´todos para poder acarrear funciones geome´tricas ba´sicas
(como transformar su representacio´n de ve´rtices de coordenadas car-
tesianas a eucl´ıdeas) que simplifican el desarrollo de los algoritmos
explicados en la Seccio´n 3.5.
Vertice: se trata de la unidad ma´s pequen˜a de esta estructura, y
representa las coordenadas en 2 dimensiones de un ve´rtice en el plano
cartesiano. Como se detalla en la Seccio´n 4.2.1, da la opcio´n de ser
considerado un “centro”, de forma que, en la lista de ve´rtices de la
Figura que lo almacene, puede actuar como el centro entre el ve´rtice
anterior y el siguiente, formando por tanto un arco entre los 3 ve´rtices
y permitiendo realizar curvas en las figuras.
TinyXML: se trata de un paquete externo de co´digo libre que permite
generar y manipular archivos XML.
4.2.3. Usos de la estructura
Como ya se ha comentado, tanto el proceso de ana´lisis como el de com-
posicio´n hacen uso de esta estructura y, dado que para la implementacio´n
de ambos mo´dulos se ha seleccionado el mismo lenguaje orientado a objetos
(C++), estos compartira´n la implementacio´n de esta estructura.
Sin embargo, existen diferencias entre los usos y ampliaciones que cada
mo´dulo aplica, y es por eso que no hacen uso de la estructura de forma
directa, sino que cada mo´dulo heredara´ la clase Figure para satisfacer sus
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propias necesidades. El resultado es el diagrama mostrado en la Figura 4.3,
con diferenciacio´n entre FigureImg y FigureMusic.
Figura 4.3: Diagrama de clases de los diferentes tipos de Figura
Los detalles de cada clase hija sera´n explicados en posteriores secciones.
4.3. Formato de representacio´n de mu´sica
La estructura para representar la mu´sica propuesta en el proyecto esta´ de-
terminada por un a´rbol que trabaja desde el elemento ma´s general, la can-
cio´n que se va a componer, al ma´s espec´ıfico, cada una de las notas que
componen dicha cancio´n. Se puede ver la estructura en el siguiente esquema
(Figura 4.4).
Music: al nivel de Music se trabaja con la informacio´n relativa a toda
la cancio´n que se va a componer. Por un lado esta´ la informacio´n relativa
al nombre de la pieza y del compositor que la ha hecho as´ı como la ruta del
archivo de sonido cuando se guarde. Pero la parte ma´s importante es el con-
tenido de las voces a partir de las cuales esta´ formada la cancio´n. Tambie´n
es importante el tempo global de la pieza y la herramienta que se usara´ para
crear el archivo de audio de salida.
Voices: esta clase es un envoltorio de un array al que se le ha an˜adido
pequen˜a funcionalidad, como la posibilidad de editar algu´n para´metro a to-
das las voces que contiene.
Voz: por debajo de Music se trabaja con las voces, Voice. Dentro de
cada Voice se determina el instrumento, la tonalidad y el tempo con el que
sera´ transformada esta voz en sonido. La parte sustancial de cada voz son
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Figura 4.4: Estructura de datos de una pieza musica
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los Segments, donde se almacena los datos musicales.
Segments: al igual que Voices, es un envoltorio de un array al que se le
ha an˜adido alguna pequen˜a funcionalidad adicional.
Segment: su principal cometido es almacenar de forma serializable los
diferentes s´ımbolos musicales de los que esta´ compuesta la pieza musical. A
su vez, estos elementos tienen la posibilidad de establecer su propia me´trica
y tempo. Adema´s es importante la duracio´n del segmento, que se ira´ incre-
mentando cada vez que se an˜ada un nuevo s´ımbolo.
Symbol: son la unidad a partir de la cual se crean todos los elementos
ba´sicos de la mu´sica, Symbol esta´ formado u´nicamente por una duracio´n.
Actualmente se ha desarrollado dos tipos de elementos a partir de Symbol:
Note: estos s´ımbolos tienen asociado adema´s de duracio´n, determina-
da por el componente anterior, un tono que viene representado por un
nu´mero que posteriormente sera´ interpretado con la herramienta que
generara´ el archivo de audio.
Chord: los acordes esta´n formados de la misma manera que las notas,
pero en lugar de tener asociado un u´nico tono pueden tener de dos a
cuatro tonos diferentes. En la pra´ctica, esto se traduce a varios tonos
sonando a la vez durante el mismo tiempo dentro de la pieza musical
sin la necesidad de mu´ltiples voces.
4.4. Mo´dulo de composicio´n
El mo´dulo de composicio´n es el encargado de crear un archivo de audio
a partir de un archivo XML con informacio´n de figuras. Previo a crear el ar-
chivo de audio, sera´ necesario componer la mu´sica en base a la configuracio´n
del usuario y a los datos de las figuras. La composicio´n se vera´ plasmada en
un fichero ABC siguiendo la notacio´n musical ABC (Ape´ndice A.1). De esta
manera se facilita la conversio´n en archivos de audio y adema´s la posibilidad
de mostrar la partitura de la pieza musical creada.
Para la conversio´n y manipulacio´n de los archivos de audio se usara´ los
sistemas externos abcMIDI (Ape´ndice A.2) y Timidity (Ape´ndice A.4). abc-
MIDI se usara´n para convertir el archivo generado ABC en formato MIDI
y a partir del MIDI se generara´ el formato WAV de sonido con Timidity. El
proyecto de abcMIDI esta´ formado por varios programas de los cuales so´lo
se utilizara´ abc2midi.
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4.4.1. Vista de Implementacio´n
La implementacio´n realizada sigue el esquema de la Figura 4.5.
Figura 4.5: Diagrama de clases del mo´dulo de Composicio´n
Las clases ma´s importante que se pueden observar son:
Mu: se trata de la clase que controla la ejecucio´n de este mo´dulo. Se
ocupa de crear y coordinar las clases principales de la composicio´n.
Adema´s, al final se encarga de llamar al programa Timidity para que
realice la conversio´n de Midi a Wav.
UsrConf: como se explica en posteriores secciones, es una clase comu´n
que se ocupa de la lectura de los archivos de configuracio´n que el
usuario a especificado mediante la interfaz gra´fica.
FiguresMusic: es necesario crear una clase a partir de Figures que
brinde una funcionalidad extra necesaria para el mo´dulo de composi-
cio´n. Se explica ma´s adelante los motivos de esta necesidad.
FigureMusic: se trata de una extensio´n de la clase Figure, a la que
toma como padre. Se explica ma´s adelante los motivos de su creacio´n.
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Launcher: ofrece la funcionalidad para ejecutar una aplicacio´n exter-
na. Se detalla ma´s adelante, en la Seccio´n 4.6.
TinyXML: se trata de un paquete externo de co´digo libre que permite
generar y manipular archivos XML.
El resto de clases se pueden separar en tres apartados diferentes segu´n
su objetivo principal:
Compositores - Algoritmia (color verde Figura 4.5):
Composer: encargado de procesar las figuras de entrada y crear la
estructura de los datos de mu´sica. Su principal cometido es componer
la mu´sica sirviendose de los me´todos de composicio´n que albergan
los compositores de voces. Otra responsabilidad importante es crear
el tipo de conversor adecuado para transformar la notacio´n musical
usada en archivos de audio.
ComposerVoice: la tarea principal de un compositor de voz es crear
un segmento de mu´sica a partir de una figura de entrada. Existe la
posibilidad de componer mu´sica para las cuatro diferentes voces iden-
tificadas (ver Seccio´n 3.5). De esta clase extienden los diferentes algo-
ritmos de composicio´n implementados.
ComposerFigMelody2: un ejemplo de clase que extiende de Com-
poserVoice que implementa la funcionalidad de crear mu´sica para las
voces primera, segunda y tercera con los me´todos compMelodyFig( ),
decMelodyFig( ) y compBassFig( ).
ComposerFigBass2, ComposerFigRythm2: se explican con ma-
yor minuciosidad los algoritmos implementados en la Seccio´n 3.5).
ComposerFigSilence: clase encargada de crear una voz que este´ en
silencio. Esto ocurre cuando el usuario desactiva alguna de las voces
de composicio´n.
ComposerMixer2: clase que hereda de Composer. Es una de las
implementaciones realizadas que cumple con los cometidos de los que
esta´ encargado la clase padre.
Representacio´n - Datos (color salmo´n Figura 4.5):
Music: encargado de almacenar la pieza musical que se esta´ compo-
niendo. Adema´s debe comunicarse con AudioConvert para generar el
archivo de audio. Esta clase se detalla con mayor detalle en la Sec-
cio´n 4.3.
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Voices, Voice, Segments: todas estas clases se detallan en la Sec-
cio´n 4.3.
Segment: es la unidad sobre la que trabajan los compositores de
voces. Se usa como contenedor de las notas creadas por los diferentes
algoritmos. Ma´s informacio´n en la Seccio´n 4.3.
Conversio´n - Audio (color azul Figura 4.5):
AudioConvert: la principal funcio´n es convertir los datos que se ma-
nejan en los compositores dentro del sistema en un archivo de audio
que permita reproducirse.
AudioConvertABC: esta clase implementa una posible solucio´n a
la conversio´n entre la notacio´n musical usada y una salida estandar de
audio. En este caso primero se transforma la notacio´n en un archivo con
notacio´n ABC y seguidamente se usa la aplicacio´n externa Abc2midi
para convertir el archivo ABC en un archivo de sonido Midi.
AudioConvertWAV: de forma experimental se desarrollo´ un sinte-
tizador de sonido que, a partir de la notacio´n, generaba directamente
un archivo wav sin compresio´n. Actualmente no se usa, ya que se ob-
tienen con Abc2midi y Timidity archivos de sonido con mejor calidad
y riqueza.
Abc2midi: aplicacio´n externa encargada de convertir un archivo de
entrada con formato ABC en un archivo de sonido midi.
Timidity: aplicacio´n externa capaz de repoducir y convertir diferentes
formatos de audio. En el sistema se utiliza para convertir el archivo de
sonido midi en wav.
El fujo de ejecucio´n de una composicio´n completa viene representado la
Figura 4.6 y la Figura 4.7 con diagramas de secuencia o flujo. El primer dia-
grama reproduce la ejecucio´n a alto nivel mientras que el segundo diagrama
detalla la parte de ejecucio´n encargada de la composicio´n y conversio´n a
archivo de sonido.
4.4.2. Figuras Musicales
El mo´dulo de composicio´n trata las figuras segu´n sus necesidades. Por
ello, lo que necesita saber de cada figura adema´s de todos los datos que se
encuentran dentro de Figures es la relevancia o vistosidad de cada una, para
ello hereda de las clases Figures y Figure mencionadas anteriormente en la
Seccio´n 4.2.3, con las clases nuevas llamadas FiguresMusic y FigureMusic
(Figura 4.8).
A la clase FigureMusic se le an˜ade la siguiente funcionalidad:
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Figura 4.6: Flujo de ejecucio´n alto nivel de abstraccio´n del mo´dulo de com-
posicio´n
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Figura 4.7: Dentro del mo´dulo de composicio´n, flujo de ejecucio´n de los
compositores
Figura 4.8: Diagrama de las clases Figures y FiguresMusic
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calcularVistosidad: se calcula la relevancia de una figura dentro de
una imagen con los siguientes valores: cantidad de rojo de la figura,
cantidad de verde de la figura, cantidad de azul de la figura, a´rea de
la figura y distancia al centro de la imagen. Cada caracter´ıstica tiene
su propio peso. La fo´rmula que relaciona todas estas caracter´ısticas
se ve con detalle en la Seccio´n 3.5. Es necesario este valor para poder
clasificar las figuras y as´ı los compositores puedan usar las figuras de
forma organizada.
compare: compara dos figuras segu´n el valor de la vistosidad. Si dos
figuras tienen misma vistosidad entonces tienen misma relevancia den-
tro de la imagen. Se emplea para poder ordenar las figuras.
A FiguresMusic se le an˜aden los elementos necesarios para poder consi-
derar y utilizar la nueva funcionalidad an˜adida a FigureMusic:
calcuteVisibility: primero calcula la vistosidad de cada figura si es que
no se ha calculado ya, tomando los valores. Despue´s se normalizan
esos valores teniendo en cuenta el total de todas las figuras y la me-
dia. Funcio´n que usa sortMusicFigures para poder despue´s ordenar las
figuras.
sortMusicFigures: dada una lista de figuras, devuelve la lista ordenada
segu´n la vistosidad de las figuras. Esta funcionalidad se utiliza por
parte de los compositores, para ordenar las figuras por su criterio de
relevancia dentro de la imagen.
4.5. Mo´dulo de ana´lisis
El mo´dulo de ana´lisis, como ya se ha comentado, es el encargado de,
dada una imagen y una configuracio´n de entrada, producir un archivo XML
con la lista de pol´ıgonos que componen la imagen. Esta lista debe formar
una nueva imagen lo ma´s fiel posible a la imagen de entrada, teniendo en
cuenta los ajustes especificados en el archivo de configuracio´n.
Este mo´dulo hace un gran uso de la librer´ıa externa OpenCV (Ape´ndi-
ce A.3) , de la cual se ayuda tanto para tratar ima´genes como para componer
formas y pol´ıgonos.
4.5.1. Vista de implementacio´n
La estructura general del mo´dulo se ve en la Figura 4.9.
En ella, se pueden observar las siguientes clases:
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Figura 4.9: Vista de las clases del mo´dulo de ana´lis
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Phic: se trata de la clase que controla la completa ejecucio´n de este
mo´dulo. Se ocupa de coordinar el resto de clases para que realicen las
operaciones requeridas para completar el ana´lisis.
Analizer: realiza todas las operaciones de ana´lisis y se comunica con
la librer´ıa OpenCV.
UsrConf: como se explica en posteriores secciones, es una clase comu´n
que se ocupa de la lectura de los archivos de configuracio´n.
Figures: el mo´dulo de ana´lisis utiliza de forma directa la clase Figures
anteriormente mencionada. Se muestran en el diagrama los me´todos
que llevan a cabo las funcionalidades necesarias para la ejecucio´n de
este mo´dulo.
FigureImg: se trata de una especificacio´n de la clase Figure, que toma
como padre.
Vertice: como se comenta en previas secciones, representa cada uno
de los ve´rtices que componen un pol´ıgono.
TinyXML: Se trata de un paquete externo de co´digo libre que permite
generar y manipular archivos XML.
El flujo de ejecucio´n de un ana´lisis cualquiera realizado con este mo´dulo
se ve en las Figura 4.10 y 4.11. En la primera imagen se observa el proceso
de inicializacio´n del mo´dulo en su totalidad, mientras que en la segunda se
observa co´mo es la clase Analyzer la que se comunica con OpenCV para
realizar las opciones necesarias, ordenadas por Phic.
Figura 4.10: Flujo de inicializacio´n del mo´dulo de ana´lis
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Figura 4.11: Flujo de ejecucio´n del mo´dulo de ana´lis
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4.6. Mo´dulo de conexio´n
El mo´dulo de conexio´n se encarga de lanzar los mo´dulos de ana´lisis y/o
el de composicio´n, segu´n la demanda del usuario. Para ello, debe ejecutar
los correspondientes programas asociados a cada mo´dulo, de tal forma que
la vista de despliegue es tal y como muestra la Figura 4.12.
Figura 4.12: Diagrama de despliegue del mo´dulo de interconexio´n
Es aqu´ı donde surge el principal problema de que la aplicacio´n sea mul-
tiplataforma, ya que distintos sistemas operativos, como Windows o los ba-
sados en UNIX, proponen distintas maneras de lanzar archivos ejecutables.
Para solventar estos problemas, se han concentrado las consiguientes dife-
rencias del co´digo para cada sistema operativo en la clase Launcher, como
se ve en la Figura 4.13.
Figura 4.13: Diagrama de clases del mo´dulo de interconexio´n
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La clase Launcher ofrece funcionalidad para ejecutar una aplicacio´n in-
terrumpiendo la ejecucio´n en curso (Launcher::launch()), o bien en para-
lelo (Launcher::launchAndGo()), as´ı como para detener la ejecucio´n de un
programa lanzado (Launcher::killProcess()). De esta forma, la totalidad del
resto del co´digo del proyecto se ha realizado sin preocuparse de la platafor-
ma de ejecucio´n, delegando de Launcher siempre que era necesario realizar
operaciones propias de cada sistema operativo.
En la Figura 4.14 se muestra un ejemplo de ejecucio´n del mo´dulo, en el
que se ejecutan tanto el mo´dulo de ana´lisis como el de composicio´n.
Figura 4.14: Diagrama de flujo del mo´dulo de interconexio´n
Cabe destacar en esta seccio´n el uso de la clase UsrConf, encargada de
administrar el archivo de configuracio´n del completo proceso de ana´lisis y
composicio´n. Este archivo de configuracio´n es el que permite la “comunica-
cio´n” entre los distintos mo´dulos del sistema. Esta´ estructurado en forma de
XML y contiene tanto los para´metros necesarios para la ejecucio´n del mo´dulo
de ana´lisis como los necesarios para la ejecucio´n del mo´dulo de composicio´n
(vistos en la Seccio´n 2). Contiene tambie´n la informacio´n de la ruta destino
de la composicio´n. De forma adicional, permite indicar que´ mo´dulo se debe
ejecutar, de forma que se puede ejecutar u´nicamente uno de los dos mo´dulos
o los dos a la vez. La clase UsrConf ofrece funcionalidad para escribir y leer
(ya sea en su totalidad o la parte relativa a un u´nico mo´dulo) el archivo XML.
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4.7. Interfaz Gra´fica
La interfaz gra´fica de la aplicacio´n es la encargada de aunar todas las
funcionalidades del sistema en un entorno integrado. Se ocupa de la crea-
cio´n del archivo de configuracio´n necesario para la ejecucio´n de los distintos
mo´dulos, as´ı como de facilitar el acceso a los resultados del ana´lisis y la
composicio´n.
Para su disen˜o se ha usado el quit de desarrollo Qt (Ape´ndice A.6), por
ser multiplataforma y estar en s´ı misma orientada a mo´viles, facilitando
as´ı una futura movilizacio´n del sistema a ma´quinas porta´tiles. La versio´n de
la librer´ıa usada esta´ aplicada al lenguaje de programacio´n C++, gracias a
lo cual se ha podido reusar gran parte del co´digo implementado en el resto
del sistema, como son las clases UsrConf (encargada de almacenar la con-
figuracio´n de los mo´dulos, como se vio en la Seccio´n 4.6), y el paquete de
representacio´n de figuras (las clases Figures y derivadas, vistas en la Sec-
cio´n 4.2. La interfaz, como se ve en en los requisitos (Seccio´n 3.3), debe ser
capaz tanto de lanzar el mo´dulo de conexio´n como de mostrar el resultado
del ana´lisis y la partitura de la pieza musical compuesta, as´ı como reproducir
dicha pieza generada.
Mientras que para mostrar el ana´lisis y reproducir mu´sica se podra´n
utilizar los mismos recursos ofrecidos por la librer´ıa Qt, para mostrar las
partituras sera´ necesario hacer uso del visor de archivos gra´ficos predeter-
minado del sistema (en concreto se usa el formato de archivos xhtml, por
facilidad de uso en las diferentes plataformas a las que esta´ orientada la
aplicacio´n). Es por ello que se utiliza tambie´n la clase Launcher anterior-
mente explicada, que en esta ocasio´n lanzara´ cada aplicacio´n en paralelo a
la interfaz gra´fica, permitiendo as´ı detener la ejecucio´n de mo´dulos externos
si el usuario considera que su per´ıodo de actividad ha sido excesivo.
La siguiente seccio´n analizara´ con detalle la implementacio´n de las partes
ma´s importantes de esta interfaz.
4.7.1. Vista de implementacio´n
La aplicacio´n sigue la estructura ba´sica de una interfaz disen˜ada sobre
Qt, con un controlador encargado de manejar los eventos (QMainWindow)
y una estructura que se encarga de actualizar la parte gra´fica (MuphicUI ),
como se ve en la Figura 4.15.
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Figura 4.15: Diagrama de flujo del mo´dulo de interconexio´n
79
Cap´ıtulo 4. Arquitectura
Para mostrar la imagen seleccionada como entrada se usa un elemento
propio de la librer´ıa Qt (GraphicsView), mientras que para la visualizacio´n
del resultado final de un ana´lisis recie´n efectuado, se usa una clase propia:
PolygonWidget. Su estructura, como muestra la Figura 4.15, consta de un
elemento principal, la Escena, encargada de administrar el marco de dibujo
y sus contenidos. Ella hara´ uso de la estructura de representacio´n de Figu-
ras para cargar la imagen recie´n analizada y pintarla en el marco designado,
gracias a la clase pintora QPainter proporcionada por la librer´ıa. Con ella,
y utilizando la clase auxiliar Pincel (que facilita el pintado de l´ıneas y arcos
aproximados por rectas), mostrara´ por pantalla la escena cargada, propor-
cionando al usuario una visio´n fiel del ana´lisis realizado.
Por otro lado, para la reproduccio´n de audio se hace uso de una librer´ıa
compaginable con Qt: Phonon (Ape´ndice A.7). Esta librer´ıa se encarga de
cargar as´ı como de iniciar, parar y modificar el transcurso de la reproduccio´n
de una pieza musical. El uso de esta librer´ıa, que soporta archivos de audio
tales como wav o mp3, pero no midi, obliga a que el mo´dulo de reproduccio´n
produzca una salida acorde a los formatos que esta librer´ıa es capaz de
reproducir.
4.7.2. Vista de despliegue
A diferencia de otros apartados, donde la totalidad de los elementos ex-
ternos se incluyen en el despliegue del mo´dulo, en este caso se exigira´ como
requisito de instalacio´n a los usuarios de sistemas UNIX el tener instalados
en sus ma´quinas anfitrionas tanto la librer´ıa Qt como la librer´ıa adicional
Phonon, para ahorrar espacio en el producto final. Se encuentran detalladas
estas librer´ıas en la Seccio´n 2.5.
En la versio´n para sistemas Windows, por proporcionarse un instalable
y no el co´digo fuente, no sera´ necesario que exista ninguna librer´ıa instalada
en el sistema.
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Conclusiones
El objetivo inicial del proyecto era, como se ha detallado a lo largo del
documento, construir una herramienta capaz de transmitir musicalmente lo
que se percibe de una imagen. Tras 9 meses de proceso de desarrollo, se
puede afirmar que se ha desarrollado de forma satisfactoria una aplicacio´n
capaz de llevar a cabo dicho objetivo, as´ı como el resto de requisitos (tanto
funcionales como no funcionales) mostrados en la Seccio´n 3.3.
Para llevar a cabo la aplicacio´n, e´sta se ha dividido en dos mo´dulos
independientes que trabajan de forma secuencial: el mo´dulo de ana´lisis de
imagen en primer lugar, y el mo´dulo encargado de la composicio´n musical
en segundo; los cuales se pueden asemejar a la etapa de estimulacio´n visual
y a la etapa de estimulacio´n auditiva, respectivamente. Esta distincio´n ha
dado la posibilidad de estudiar y probar las etapas de manera independiente
y as´ı poder experimentar las diferentes formas de abordar la interpretacio´n
mu´sica-imagen. Cabe destacar que, dado que esta relacio´n debe ser objetiva
y no dependiente de consideraciones culturales o personales (por especifi-
cacio´n del sistema), se ha elegido la sinestesia como me´todo de asociacio´n
entre la percepcio´n visual y la auditiva.
Por un lado, el mo´dulo de ana´lisis ha resultado ser capaz de transformar
cualquier tipo de imagen de entrada en una representacio´n propia del siste-
ma de forma suficientemente fiel en un espacio de tiempo corto (segundos):
dada una correcta configuracio´n de para´metros por parte del usuario, las
ima´genes de grandes dimensiones pueden ser tratadas con menos nivel de
detalle para aumentar su velocidad. Adema´s, se puede cambiar la manera
de reconocer formas alternando entre los distintos algoritmos de ana´lisis,
permitiendo al usuario experimentar con la forma en la que quiere que una
imagen sea captada. La correcta elaboracio´n de este mo´dulo ha sido esencial
para el desarrollo del proyecto ya que, aunque no sea el objetivo principal
del mismo, proporciona la entrada al mo´dulo de composicio´n y por tanto es
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una pieza clave para el perfecto funcionamiento de la generacio´n de mu´sica.
Por otro lado, el mo´dulo de composicio´n ha cumplido con las expectati-
vas mencionadas a lo largo del documento, siendo capaz de componer piezas
musicales completamente originales que, si bien no buscan propiedades co-
mo ser “pegadizas”, en ningu´n momento dejan de ser agradables al o´ıdo.
Adema´s, el mo´dulo permite al usuario cambiar la forma de componer cada
voz, as´ı como los instrumentos con los que se interpretara´ cada una de ellas.
Con todo esto, la aplicacio´n satisface la posibilidad de ser testeada por
personas sineste´sicas, de forma que e´stas sean capaces de reconocer parcial
o totalmente la similitud entre la imagen de entrada y la mu´sica generada.
Con las diversas pruebas realizadas durante el desarrollo del proyecto, se
ha determinado que la posibilidad de identificar la mu´sica creada a partir
de las ima´genes es factible, pero razonablemente limitada. Esto es debido
a la cantidad de informacio´n que proporciona cada ana´lisis de imagen, ya
que so´lo en las ima´genes simples (con poca informacio´n) se puede anticipar
la mu´sica generada. Por poner un ejemplo, una figura de cuatro ve´rtices se
asociara´ con cuatro notas. A cada figura interna dentro de ella se le asig-
nara´ una melod´ıa secundar´ıa que sonara´ a la vez que la melod´ıa de la figura
padre. No hay que olvidar que, para an˜adir riqueza a la pieza musical, se
an˜ade una tercera voz (el bajo) y otra voz r´ıtmica tambie´n basadas en las
figuras presentes. Con todo esto, una figura de pocos ve´rtices con unas pocas
figuras dentro de ella tendra´ asociada una pieza musical con cuatro voces to-
cando melod´ıas distintas de una duracio´n moderadamente corta a la vez. Por
otro lado, una imagen analizada tiene del orden de un centenar de pol´ıgonos
dentro de ella, cada uno de ellos con decenas de ve´rtices. Puede imaginar el
lector la complejidad que presentara´ la pieza musical generada, razo´n por
la cual aumenta considerablemente la dificultad de comprender el origen de
las notas que ha compuesto el algoritmo en cada momento.
5.1. Usos de la aplicacio´n
Esta aplicacio´n ha sido desarrollada teniendo en cuenta varios tipos de
mercados (escenarios) y no so´lo los pertenecientes al sector musical, ya que
adema´s de ellos se proponen otras alternativas. Es por ello que los usos para
los cuales este sistema ha sido disen˜ado son:
Ayuda a la composicio´n: uno de los mayores problemas a la hora
de componer es la bu´squeda de inspiracio´n para crear nuevas piezas
musicales. Es por ello que un generador de mu´sica de esta ı´ndole, capaz
de generar piezas originales y de un estilo razonablemente predecible
(ya que depende de forma determinista de una imagen de entrada) es
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de gran utilidad en este a´mbito, siendo capaz de proporcionar ideas
a los usuarios compositores. Con el objetivo de enfocar la aplicacio´n
a este aspecto, se ha establecido contacto con varios mu´sicos quienes
han mostrado su intere´s y admitido la posibilidad de usar la aplicacio´n
para tal fin. Durante sus experiencias, han preferido usar la aplicacio´n
con una gran variedad de ima´genes, con la finalidad de abastecerse de
piezas musicales variadas en lugar de intentar ver los diferentes efec-
tos que puede tener el cambio de para´metros en una misma imagen,
dado que el resultado ser´ıa una pieza musical similar a la pieza genera-
da por primera vez. Sus opiniones han sido tremendamente positivas,
apreciando la utilidad de dos aspectos de la aplicacio´n: la creacio´n de
partituras, ya que sirve como base para componer una cancio´n ma´s
complicada a partir de ella, y la reproduccio´n de la mu´sica generada
dentro del mismo entorno, gracias a la cual se puede comprobar ra´pi-
damente el resultado de una composicio´n y se agiliza la realizacio´n de
pruebas.
Composicio´n visual: en una rama puramente art´ıstica, la asociacio´n
de imagen-mu´sica proporcionada por esta aplicacio´n puede servir como
punto de partida de una corriente art´ıstica que consista en elaborar
piezas gra´ficas con la intencio´n de ser interpretadas como mu´sica por
e´sta o una aplicacio´n similar.
Generacio´n de mu´sica ambiente tema´tica: como se ha establecido
en la introduccio´n de este documento, la generacio´n musical desarro-
llada no pretende componer piezas musicales que sean capaces de ser
el foco de atencio´n del usuario durante su interpretacio´n, sino que es
su objetivo generar una mu´sica de ambiente capaz de sonar de fondo
mientras el usuario realiza otra actividad. Dado que se une la percep-
cio´n visual con la musical, es una forma ma´s de realidad aumentada
que puede servir como hilo musical de fondo en museos (con melod´ıas
asociadas a cuadros), anuncios (melod´ıas asociadas al logo de la marca
promocionada) o distintas situaciones cotidianas.
Educacio´n: tanto los nin˜os pequen˜os como los discapacitados (con
enfermedades como el autismo o similares) sienten una gran conexio´n
con la mu´sica y esta´n bastante atra´ıdos por ella. Mediante el uso de
esta aplicacio´n pueden aprender a crear mu´sica de forma sencilla y
adema´s divertida, al mismo tiempo que entrena su percepcio´n visual,
desarrollando por tanto los dos sentidos simulta´neamente. Se ha co-
mentado esta idea a personas dentro del sector educativo que han
mostrado intere´s en probar esta aplicacio´n en cursos con alumnos ma´s
pequen˜os.
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5.2. Futuras ampliaciones
Una vez desarrollada la aplicacio´n, y siendo e´sta completamente funcio-
nal, cabe plantearse las posibles ampliaciones que se podr´ıan realizar sobre
el sistema para incrementar su funcionalidad y usos. Muchas de ellas parten
de la idea inicial del proyecto, con la intencio´n de proporcionar robustez al
sistema o mejorar su funcionalidad; otras buscan dar al sistema un nuevo
enfoque de uso. Estas ampliaciones son:
Realizacio´n de nuevos y distintos algoritmos de composicio´n.
Aunque los algoritmos desarrollados se basan todos en una idea comu´n
(la sinestesia), existen muchas maneras de interpretar una imagen
esta´tica como una pieza musical que evoluciona en el tiempo. El pro-
yecto ha sido disen˜ado para poder an˜adir nuevos algoritmos al co´digo
fuente de forma razonablemente sencilla. El proceso de desarrollo de
estos algoritmos se basa intr´ınsecamente en el desarrollo y realizacio´n
constante de pruebas, por lo que no existe una solucio´n definitiva.
Para ello, se puede partir de ayuda externa para producir ideas (o
bien bu´squeda y lectura de investigaciones llevadas a cabo sobre estos
aspectos de la composicio´n, o bien contacto con compositores profesio-
nales). Adema´s, es necesaria en la elaboracio´n de nuevos algoritmos un
post-proceso de testeo de la cualidad de los mismos, ya que la calidad
de las piezas musicales generadas por un algoritmo no se puede demos-
trar con completa seguridad hasta la finalizacio´n de la implementacio´n
de los algoritmos.
Permitir la inclusio´n de nuevos algoritmos externos al co´digo
fuente. Actualmente, la u´nica manera de incluir nuevos algoritmos
de composicio´n o ana´lisis es incluye´ndolos en el co´digo fuente de la
aplicacio´n. Una posible v´ıa de desarrollo consistir´ıa en dar la oportu-
nidad al usuario de incluir nuevas formas de componer y analizar de
forma externa, mediante nuevos mo´dulos ejecutables o scripts que la
aplicacio´n sea capaz de lanzar.
Expandir el formato de representacio´n de ima´genes. De for-
ma que sea capaz de almacenar ma´s informacio´n sobre la imagen.
La aplicacio´n desarrollada so´lo es capaz de representar internamente
pol´ıgonos y sus posiciones y colores; pero hay mucha ma´s informacio´n
dentro de una imagen que nos puede ser u´til:
• Reconocimiento de simetr´ıas: una imagen puede tener diferentes
tipos de simetr´ıas entre los objetos/colores que la forman. Infor-
macio´n de este tipo puede servir de base a nuevos algoritmos de
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composicio´n para que realicen melod´ıas que repitan patrones o
segmentos en funcio´n de las simetr´ıas encontradas.
• Reconocimiento de composiciones: no es poco comu´n que las figu-
ras de una imagen este´n dispuestas siguiendo formas geome´tricas
ba´sicas (c´ırculos o tria´ngulos, por poner dos ejemplos). Un ejem-
plo bastante famoso se puede observar en la Figura 5.1, donde se
muestra la imagen de entrada a la izquierda y la composicio´n que
se pretende reconocer a la derecha. Ima´genes con una disposicio´n
geome´trica de figuras muy acentuada puede producir composi-
ciones musicales cuya organizacio´n global sea equivalente a esta
geometr´ıa detectada.
Figura 5.1: Ejemplo de reconocimiento de una composicio´n triangular.
• Reconocimiento de estructuras fractales: existen actualmente com-
positores algor´ıtmicos que toman como entrada los para´metros
de una estructura fractal para generar piezas musicales acordes
a ella. De forma ma´s ambiciosa, el proceso de ana´lisis de este
sistema podr´ıa distinguir aquellos casos en los que las figuras de
una imagen forman entre s´ı estructuras fractales, es decir, donde
formas ba´sicas se repiten en diferentes dimensiones, como se da
en la Figura 5.2. Posteriormente, esta informacio´n se pasar´ıa a
un compositor que tenga en cuenta estas estructuras.
• Ampliacio´n de descripcio´n del color de una figura: la aplicacio´n
actual, con el objetivo de simplificar el proceso de ana´lisis, so´lo
reconoce un color para cada figura reconocida. Sin embargo, la
figura puede experimentar dentro de ella una variacio´n de colores
(aunque sea dentro de pequen˜os rangos), hecho que el sistema
simplifica calculando el color medio. Esta ampliacio´n consistir´ıa
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Figura 5.2: Ejemplo de reconocimiento de una estructura fractal.
en investigar una manera de detectar esa variacio´n interna de
color de forma que se consiga una representacio´n ma´s fiel de la
figura.
Portar la aplicacio´n a sistemas Apple. Con esto se conseguir´ıa
expandir el nu´mero de posibles usuarios de la aplicacio´n. Dado que las
ma´quinas con sistema operativo de Apple funcionan con UNIX como
base, esta ampliacio´n puede resultar muy sencilla si se parte de la
versio´n para Linux de la aplicacio´n.
Portar la aplicacio´n a sistemas mo´viles. Una de las ideas iniciales
que se debatieron antes de comenzar el desarrollo de la aplicacio´n fue
la de implementar el sistema como una aplicacio´n mo´vil. Sin embargo,
al realizar el estudio de alcance del proyecto y el tiempo de desarrollo
del mismo, se desecho´ la idea. Sin embargo, una aplicacio´n de esta
ı´ndole puede alcanzar un gran e´xito en estos dispositivos ya que las
ca´maras integradas de los mismos proporcionan una entrada gra´fica
fa´cil y sencilla, lo cual sumado a la facilidad de uso del sistema pro-
porcionan a la aplicacio´n un gran atractivo.
El sistema se ha disen˜ado para facilitar la implementacio´n de dicha am-
pliacio´n, eligiendo librer´ıas disponibles tanto en sistemas operativos de
ordenadores personales como de dispositivos mo´viles (ver Seccio´n A).
5.3. Seguimiento del proyecto
La aplicacio´n, para cada una de las plataformas que ha sido desarrollada,
se puede descargar desde aqu´ı:
http://code.google.com/p/muphic/downloads/list
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Algunas piezas musicales compuestas a partir de ima´genes por el software
desarrollado esta´n disponibles en este canal de youtube:
http://www.youtube.com/user/mrmuphic
Con el tiempo se ira´n an˜adiendo ma´s resultados de las diferentes com-
posiciones relevantes o especiales que se vean convenientes.
Para contactar con el grupo de proyecto se puede hacer a trave´s de la
siguiente direccio´n:
imagebasedcomposing@gmail.com
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Tecnolog´ıas utilizadas
A.1. Notacio´n ABC
En 1993, Chris Walshaw introdujo una nueva notacio´n musical de texto
plano, junto con abc2mtex (programa que traduce la notacio´n ABC en nota-
cio´n que usa MusicTeX y TeX), [17]. Como resultado se obtuvo un lenguaje
para escribir partituras de mu´sica. Poco despue´s, Michael Methfessel con
abc2ps y James Allwright followed con abcMIDI, empezaron a exportar la
notacio´n ABC en diferentes formatos.
Inicialmente ABC se creo´ para escribir mu´sica tradicional. Gradualmente
se fueron an˜adiendo nuevas funcionalidades expandiendo sus posibilidades,
pero ante todo se ha seguido preservando la mayor ventaja de esta notacio´n:
es fa´cil de crear, es ligera en almacenamiento (archivos de taman˜o muy
pequen˜o) y se puede compartir y transformar fa´cilmente, ya que es texto
plano. Adema´s, si esta´ bien formateada la informacio´n se puede leer tras
adquirir cierta experiencia.
Hoy en d´ıa hay un gran nu´mero de aplicaciones software que son compa-
tibles con la notacio´n ABC. Algunos programas comerciales permiten cargar
o guardar la mu´sica producida en formato ABC. Tambie´n existe la posibili-
dad de transformar del formato ABC a formato MIDI y viceversa. La oferta
de software gratuito que maneja esta notacio´n es amplia y variada.
Gracias a todas estas caracter´ısticas, la notacio´n ABC se ha adoptado
como solucio´n al problema que surge de traducir la representacio´n interna
de la mu´sica dentro del sistema a formato de audio MIDI. Para conseguirlo
se transforma de la notacio´n musical interna a notacio´n ABC y de e´sta a un
archivo MIDI gracias a abc2midi, que forma parte del proyecto abcMIDI.
No es el propo´sito de ese documento realizar un tutorial exhaustivo de di-
cha notacio´n, sin embargo se muestran en las Figura A.1 y A.2 dos ejemplos
de lo fa´cil que es escribir notacio´n musical usando este esta´ndar.
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Figura A.1: Ejemplo de notacio´n ABC
Figura A.2: Ejemplo de notacio´n ABC
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A.2. abcMIDI
abcMIDI consiste un paquete de programas desarrollado por James Allw-
right, [29]. Su cometido principal es procesar archivos con formato notacio´n
ABC. Este paquete contiene los siguientes programas: abc2midi, abc2abc,
yaps, abcm2ps y midi2abc. En el proyecto se usan tanto abc2midi (para
producir archivos de audio), como abcm2ps (para producir partituras).
abc2midi sirve para convertir archivos con formato notacio´n ABC en
archivos de sonido MIDI. Es probablemente el programa ma´s avanzado y
maduro de las diferentes posibilidades de software libre disponible en la
red. Adema´s contiene funcionalidades extra como el manejo de archivos con
mu´ltiples voces, trasponer voces individuales y an˜adir un acompan˜amiento
de percusio´n entre otros.
abcm2ps tiene como funcionalidad producir una partitura musical par-
tiendo del archivo en notacio´n ABC de entrada. Esta partitura puede darse
en numerosos formados, siendo dos de ellos ps y xhtml. A diferencia de su
versio´n previa, abcm2ps, permite trabajar con varias voces; aunque a d´ıa de
hoy existen unas pocas caracter´ısticas de la notacio´n ABC que no es capaz
de transformar a la correspondiente partitura.
A.3. OpenCV
OpenCV es una de las librer´ıas ma´s importantes de visio´n por compu-
tador en tiempo real que existen por el momento. Fue desarrollada por Intel
en 1999, y desde entonces se ha extendido su uso en numerosos sectores
tecnolo´gicos, [24].
Es una librer´ıa multiplataforma que ofrece funcionalidad para todo tipo
de ana´lisis y reconocimiento de imagenes, razo´n por la cual se ha elegido
como base para la implementacio´n del mo´dulo de ana´lisis de ima´genes del
proyecto.
A.4. TiMidity
Se trata de una herramienta de sintetizacio´n musical que puede repro-
ducir archivos de audio en formato MIDI sin necesidad de un hardware
sintetizador. La versio´n usada en este proyecto se denomina TiMidity++, y
ha sido desarrollada por Masanao Izumo et al. basa´ndose en TiMidity 0.2i,
escrito por Tuuka Toivonen en 1995, [22].
Este software es capaz de convertir archivos MIDI a otros formatos, co-
mo pueden ser .wav, .au o .ogg si previamente se le proporciona informacio´n
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sobre instrumentos los digitales que debe usar.
Es de gran utilidad en este proyecto para la creacio´n de archivos de
audio en formato .wav, ya que son los u´nicos que la interfaz gra´fica puede
reproducir. De esta forma el usuario puede escuchar de forma directa los
resultados del proceso de composicio´n sin tener que cambiar de aplicacio´n.
A.5. TinyXML
TinyXML es un parser para C++ del lenguaje de etiquetas XML, el
mismo lenguaje en el que esta´n escritos los archivos de configuracio´n del
proyecto. Permite leer, manipular y escribir archivos XML de forma ra´pida
y sencilla, [21].
A.6. Qt
Es un framework multiplataforma para el desarrollo de interfaces gra´fi-
cas, creado inicialmente por Haavard Nord y Eirik Chambe-Eng, [28]. Esta
librer´ıa usa C++ como lenguaje base, pero soporta programacio´n con otros
lenguajes.
Qt funciona sobre varias plaformas, inclu´ıdas entre ellas las ma´quinas
porta´tiles y mo´viles. Es por esta razo´n que, de entre todas las tecnolog´ıas
disponibles para el desarrollo de interfaces gra´ficas, se haya elegido Qt para
el proyecto: el proceso de portar la aplicacio´n a dispositivos mo´viles se sim-
plifica enormemente si se usan las mismas herramientas que en la versio´n
para ordenadores personales.
A.7. Phonon Multimedia Framework
Se trata de un framework que proporciona una API multimedia eficaz
y fa´cil de usar, [27]. Se puede conectar fa´cilmente con Qt, proporcionando
funcionalidades de reproduccio´n de audio y video a las interfaces gra´ficas
desarrolladas en esta librer´ıa.
Esta librer´ıa permite reproducir archivos de audio en formato .wav en
la interfaz desarrollada para este proyecto. Esta caracter´ıstica, unida a la
posibilidad de generar archivos MIDI gracias al paquete abcMIDI (ver Sec-
cio´n A.2) y la de transformar estos archivos MIDI en archivos de audio .wav
gracias a TiMidity (ver Seccio´n A.4), hace posible que la aplicacio´n pue-
da ofrecer al usuario la opcio´n de reproducir las composiciones musicales
generadas.
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