Let R be a 2−torsion free commutative ring with identity 1 and L n (R) a Lie algebra consisting of all n × n antisymmetric matrices over R. In this paper, we investigate the BZ derivation of L n (R)(n ≥ 5) and obtain its a decomposition. Moreover, we prove that the decomposition is unique. As applications, we show that the derivations of L n (R) are all inner and L n (R) is a complete Lie algebra.
Introduction
strictly upper triangular matrices over a commutative ring. In this paper, we will investigate the BZ derivations of the Lie algebra of anti-symmetric matrices over a commutative ring. We begin with some definitions and notations. Definition 1.1. [7] Let R be a commutative ring with identity 1 and L a Lie algebra over R. For any r ∈ R, the BZ derivation λ r : L → L, x → rx is called scalar BZ derivation.
Obviously, derivations are BZ derivations. However the converse is not true in general. For example, the identity mapping of 2-dimensional non-Abelian Lie algebra is a BZ derivation, not a derivation.
In this paper, let R be 2-torsion free commutative ring with identity, n ≥ 5 and L n (R) be the Lie algebra consisting of all n × n antisymmetric matrices over R with the bracket operation [x, y] = xy − yx for any x, y ∈ L n (R).
Set A ij = E ij − E ji , where E ij is the n × n matrix whose sole nonzero entry 1 is in the (i, j) position. It is clear that Put 
3)
By formulae (2.1), (2.2), (2.3) and (2.6) we have
where symbols , can be any number such that the above signs are welldefined. In each formula, the same symbol picks the same number and = .
Proof. By formulae (2.2) and (2.3) we obtain the first equality. If |j − i| > 1, the second equality is the result of Lemma 2.2. If |j − i| = 1, the result still follows because
by formulae (2.4) and
by formula (2.5).
Lemma 2.4. If i = j, then
Proof. The conclusion follows for = from formulae (2.4) and (2.5). For = , we consider the following four cases. Case 1 i < j < n. By Lemma 2.3, we have
Case 2 3 < i < j. We have
where , and are not equal each other. Case 3 i = 2, j = n. By Lemma 2.2, we have
Case 4 i = 3, j = n. By Lemma 2.2, we have
That is to say,
. This completes the proof.
Corollary 2.5. If
Proof. We distinguish the following three cases. To sum up, we have the conclusion.
Theorem and its application
In this section, we give the decomposition of BZ derivation of L n (R). As applications, we prove that derivations of L n (R) are inner. A Lie algebra is called a complete Lie algebra if its derivations are inner and its center is {0}. Thus we get the result of reference [8] which L n (R) is a complete Lie algebra. 
Then we get φ = adX + λ r . In fact, it is enough to prove φ = adX + λ r by φ(A kl ) = adX(A kl ) + λ r (A kl ) in three cases of k = 1, 1 < k < l < n and 1 < k < l = n. But we only offer the proofs of the first case here. Case 1 k = 1. By calculating, we have
Applying Lemma 2.4, Corollary 2.5 and Lemma 2.2, we get
Then Lemma 2.6 shows that φ(A 1l ) = adX(A 1l ) + λ r (A 1l ). Thus,in the case, we get φ = adX + λ r .
Next, we prove the uniqueness of the decomposition of φ. It suffices to prove that X = O and r = 0 when adX + λ r = 0. Before this, we firstly show that the center
Considering the coefficients of A i,k+1 and A k+1,j , we have a ij = 0 except for i = n − 1 and j = n. Of course, we also have a n−1,n = 0 since Proof. If φ is a derivation of L n (R), then φ is a BZ derivation of L n (R). According to Theorem 3.1, there exist X ∈ L n (R) and r ∈ R such that φ = adX + λ r . Obviously, λ r = φ − adX is also a derivation of L n (R). Then [8] Let R be a 2−torsion free commutative ring with identity 1 and L n (R) a Lie algebra consisting of all n × n antisymmetric matrices over R. If n ≥ 5, then L n (R) is complete Lie Algebra.
