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Abstract
The similarity between a pair of time series, i.e., sequences of indexed values in
time order, is often estimated by the dynamic time warping (DTW) distance, instead
of any in the well-studied family of measurements including the longest common subse-
quence (LCS) length and the edit distance. Although it may seem as if the DTW and
LCS(-like) measurements are essentially different, we reveal that the DTW distance
can be represented by the longest increasing subsequence (LIS) length of a sequence of
integers, which is the LCS length between the integer sequence and itself sorted. To
demonstrate that techniques developed under LCS(-like) measurements are directly
applicable to analysis of time series via our reduction of DTW to LIS, we present
time-efficient algorithms for DTW-related problems utilizing the semi-local sequence
comparison technique developed for LCS-related problems.
keywords: algorithms; dynamic time warping distance; longest increasing subse-
quence; semi-local sequence comparison.
1 Introduction
A time series is a sequence of discrete objects which are indexed in time order. Due to the
recent developments in sensing technologies and semi-automated M2M communications, a
vast amount of time series data has been rapidly produced in industrial, financial, medical,
and scientific domains.
The most fundamental task in time series data analytics is to compare time series
sequences, and to extract their similarities. The dynamic time warping (DTW ) distance
is a fundamental method to compute a similarity between two time series that may vary in
speed. It is essentially composed of computing an optimal one-to-many alignment of two
time series. Considering one-to-many mappings allows for dynamic shifts of time points,
and it has made DTW one of the most celebrated algorithms in all areas of algorithms: Not
only is DTW widely utilized in time series data analysis [19], but also the use of DTW has
been extended to a wide range of other applications including image processing [20], hand
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writing matching [24], sign language recognition [13], music retrieval [12], robotics [15, 14],
trajectory data analysis [27, 11], speech recognition [23, 17], and many others.
Consider two time series sequences A and B. For the time being, let us assume for
simplicity that |A| = |B| = n. There is a fundamental dynamic programming algorithm
that computes the DTW distance, together with an alignment achieving the distance,
between A and B in O(|A||B|) = O(n2) time and space [23]. While it is possible to
reduce the space-requirement of this dynamic programming method to O(n) by applying
Hirschberg’s divide-and-conquer algorithm [8], no strongly sub-quadratic time algorithm
for computing the DTW distance is known. This is supported by the conditional lower
bound such that, unless the Strong Exponential Time Hypothesis (SETH) is false, there
is no O(n2−ǫ)-time algorithm for any ǫ > 0 that computes the exact value of the DTW
distance over sequences over 5-letter alphabets [1, 2]. Later, the same conditional lower
bound was shown for 3-letter alphabets [16].
On the practical side, a number of fast heuristic algorithms for DTW have been pro-
posed by the database community (see [28] for a survey). These algorithms typically output
approximated values for the DTW distance which in many cases suffice for practical pur-
poses, but, lack theoretical guarantees.
Unlike other sequence comparison measures such as longest common subsequences
(LCS) and edit distance, DTW is not a one-to-one alignment. In addition, the under-
lying grid graph for DTW is vertex-weighted, while those for LCS and edit distance are
edge-weighted. Despite these different natures of DTW from those of LCS and edit dis-
tance, interestingly, computing LCS and weighted edit distance of two sequences of length
n can be reduced to computing DTW of two sequences of length O(n) [1, 16]. Thus, com-
puting the exact DTW distance is at least as hard as for computing LCS and (weighted)
edit distance. On the other hand, it is not known whether computing DTW can be reduced
to computing LCS or (weighted) edit distance. These are most probably why finding an
efficient algorithm for the exact DTW distance is rather challenging, and quite intriguing.
Indeed, the first (weakly) sub-quadratic time algorithm for the DTW distance, which runs
in O(n2 log log log n/ log log n) time, was only recently discovered [7], after 40 years from
the seminal paper [23].
A few DTW algorithms whose running times depend on other parameters are also
known: Hwang and Gelfand [9] showed how to compute the DTW distance in O((s+ t)n)
time, where s and t denote the number of non-zero values in A and B, respectively. For the
case where the minimum non-zero distance is one, Kuszmaul [16] proposed an algorithm
for computing the DTW distance in O(nd) time, where d denotes the DTW distance
between A and B. Very recently, Froese et al. [6] presented a run-length-encoding (RLE)
based algorithm which computes the DTW distance in O(kn+ ℓm) time, where m = |A|,
n = |B|, and k and ℓ are respectively the RLE sizes of A and B. In the case where
k ∈ O(√m) and ℓ ∈ O(√n), their algorithm runs in O(k2ℓ+ ℓ2k) time.
When A and B are both binary sequences, it is known that the DTW distance can
be computed in O(n1.87) time [1]. There are other DTW algorithms for binary sequences,
running in O(st) time [18, 10], or in O(kℓ) time [5].
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1.1 Our contribution
In this paper, we present a new approach for computing the DTW distance, based on a
reduction to the longest increasing subsequence (LIS ) problem.
We here use a standard convention that the values in A and B are rounded to integers.
Also, we can easily normalize A and B so that the smallest values in A and B are 0 (e.g.,
when the values in A and B are all positive, then we subtract the smallest value from all
values in A and B). This way, A and B are transformed into sequences over non-negative
integers {0, . . . , c}, where c is bounded by the difference between the largest and smallest
values in the original sequences. Note that the DTW distance remains unchanged before
and after the transformation.
Now, our reduction works as follows: Starting from the basic vertex-weighted grid
graph of size m× n, we further redefine the DTW distance three times by using two more
intermediate grid graphs, which gives us a reduction of the DTW distance between A and
B to the LIS length of a sequence of O(c4mn) integers. For long sequences with large m
and n, the value of c is often negligibly small and thus can be regarded as a constant in
many cases. In particular, c = 1 always holds for binary time series such as spike trains
and sensor event sequences. In these cases, the DTW distance is represented by the LIS
length of an integer sequence of length O(mn), or O(n2) when m = n.
While our reduction of DTW to LIS computes the DTW distance less time- and space-
efficiently than the classical dynamic programming method, due to LIS length computation
required after the reduction, our aim is at introducing the first algorithm for semi-local
sequence comparison with DTW. The semi-local sequence comparison problem was first
considered by Tiskin [25] with LCS. The task for our case is to preprocess A and B to con-
struct a data structure supporting O((m + n)2) queries of the DTW distance of any pair
of either a prefix of one of A and B and a suffix of the other, or a contiguous subsequence
of one and the entire sequence of the other. While the pair of A and B, together with
the dynamic programming method, can immediately be used as a naive O(m + n)-space
data structure supporting O(mn)-time queries, our O(mn)-space data structure supports
O(log(m+n))-time queries. Namely, we achieve exponential speed-up for answering semi-
local DTW distance queries, at the sacrifice of quadratic space usage. This gives us a
non-trivial time-space trade-off for this problem. We emphasize that, despite the different
nature of DTW from that of LCS or edit distance noted previously, our reduction of DTW
to LIS allows us to apply Tiskin’s semi-local sequence comparison technique, originally
developed for LCS-related problems, directly to DTW-related problems. As such appli-
cations, we present time-efficient algorithms for the circular DTW distance, square root
DTW distance, and periodic DTW distance problems, which can arise in time series data
analysis.
2 Preliminary
For any sequences S and T , let S ◦ T denote the concatenation of S followed by T . For
any sequence S, we use |S| to denote the length of S and S[i] with 1 ≤ i ≤ |S| to denote
the ith element of S, so that S = S[1] ◦ S[2] ◦ · · · ◦ S[|S|]. We sometimes treat any
sequence S as the array of its elements and use 〈S[1], S[2], . . . , S[|S|]〉 to denote this array.
A subsequence of a sequence S is obtained from S by deleting zero or more elements at
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any position not necessarily contiguous, i.e., S[i1] ◦ S[i2] ◦ · · · ◦ S[iℓ] with 1 ≤ ℓ ≤ |S|
and 1 ≤ i1 < i2 < · · · < iℓ ≤ |S|. Any subsequence S[i′] ◦ S[i′ + 1] ◦ · · · ◦ S[i′′] with
0 ≤ i′ − 1 ≤ i′′ ≤ |S| is called contiguous and denoted by S[i′ : i′′]. For convenience,
S[i′ : i′ − 1] is regarded as the empty subsequence. A prefix (resp. suffix) of S is a
contiguous subsequence S[i′ : i′′] with i′ = 1 (resp. i′′ = |S|).
A time series is a nonempty finite sequence over a fixed integer interval {0, 1, . . . , c},
which may be obtained from a sequence of real numbers by normalizing and rounding each
element, as its practical approximation to be handled. For any pair of time series, the
dynamic time warping distance is defined to measure their dissimilarity as follows.
Definition 1. For any pair of time series A and B, the dynamic time warping (DTW)
distance between A and B is the minimum of
√√√√ ℓ∑
k=1
(A[ik]−B[jk])2
over all sequences (i1, j1) ◦ (i2, j2) ◦ · · · ◦ (iℓ, jℓ) such that (i1, j1) = (1, 1), (ik, jk) is one of
(ik−1+1, jk−1+1), (ik−1+1, jk−1), or (ik−1, jk−1+1) for any consecutive (ik−1, jk−1)◦(ik, jk),
and (iℓ, jℓ) = (|A|, |B|).
For any sequence S of integers, a subsequence of S is increasing, if any element other
than the last one is less than the succeeding element. As a generalization, for any integers
l and u with l ≤ u, we say that an increasing subsequence of S is [l : u]-banded, if the first
element is at least l and the last element is at most u. The longest increasing subsequence
(LIS) length of S is the maximum of |S′| over all increasing subsequences S′ of S. Any
increasing subsequence of S that achieves the LIS length of S is called an LIS of S. The
[l : u]-banded LIS length and an [l : u]-banded LIS are defined analogously.
The aim of this article is to propose a reduction of the DTW distance problem to the
LIS length problem. This reduction is decomposed into a chain of a few sub-reductions
each with respect to the problem of determining the minimum path weight on a certain grid
graph. To introduce such intermediate problems, we will use the following terminology.
For any pair (m,n) of positive integers, let a grid graph be m × n, if it consists of all
index pairs (i, j) with 1 ≤ i ≤ m and 1 ≤ j ≤ n as vertices. For any positive integer d, a
grid graph is called d-valued, if each vertex is weighted by an integer between 0 and d− 1,
including the boundary. For example, a 2-valued (or binary) grid graph has vertices each
weighted by either zero or one. For convenience, we do not explicitly specify the set of
edges of any m × n grid graph. A path on a grid graph is a sequence of vertices in the
graph. For any vertex in a path, we sometimes say that the vertex appears in the path, or
that a path contains a vertex. Any contiguous subsequence of a path is called a subpath.
For any vertices (i, j) and (i′, j′), we say that (i, j) is followed vertically, horizontally, or
diagonally by (i′, j′), if (i′, j′) is (i+1, j), (i, j+1), or (i+1, j +1), respectively. Any path
on a vhd-path (resp. vh-path) grid graph is a sequence of vertices such that any vertex in
the sequence other than the last one is followed vertically, horizontally, or diagonally (resp.
not diagonally but vertically or horizontally) by the succeeding vertex. Any vertex in such
a path other than the last vertex is called vertical, horizontal, or diagonal, if it is followed
vertically, horizontally, or diagonally by the succeeding vertex in the path, respectively.
The weight of a path on any of a vhd-path or vh-path graphs is defined as the sum of the
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weight of (i, j) over all vertices (i, j) in the path. The minimum path weight from (i′, j′) to
(i′′, j′′) is the minimum of the weight of P over all paths P from (i′, j′) to (i′′, j′′). A path
from (i′, j′) to (i′′, j′′) is called optimal, if this path achieves the minimum path weight
from (i′, j′) to (i′′, j′′).
3 Reduction
Let A and B be arbitrary two time series both over a fixed integer interval {0, 1, . . . , c}.
We design a sequence of O(|A||B|) integers, called the DTW distance sequence, that can
be used to compute the DTW distance between any contiguous subsequence of A and
any contiguous subsequence of B by calculating the [l : u]-banded LIS length of a certain
contiguous subsequence of the DTW distance sequence for certain l and u.
Before proceeding, it is useful to redefine the DTW distance using the following grid
graph based on an immediate lemma claimed subsequently.
Definition 2. Let the DTW distance graph for A and B be the |A| × |B| (c2 + 1)-valued
vhd-path grid graph with each vertex (i, j) weighted by (A[i]−B[j])2.
Lemma 1. The square of the DTW distance between any subsequences A[i′ : i′′] and
B[j′ : j′′] is equal to the minimum path weight on the DTW distance graph for A and B
from (i′, j′) to (i′′, j′′).
To define the DTW distance sequence for A and B, we further redefine the DTW
distance three times in a manner similar to the above, by introducing two more intermediate
grid graphs one by one. An outline is as follows. The first intermediate grid graph is
obtained from the DTW distance graph by transforming into a binary one, which we
will call the binary DTW distance graph. To define this graph, we introduce a general
technique that allows us to transform an m × n (d + 1)-valued vhd-path grid graph into
a dm × dn binary vhd-path grid graph that represents the minimum path weight on the
original graph from any vertex to any. The number of zero-weighted vertices of the resulting
graph is O(dmn). The second intermediate one is obtained from the binary DTW distance
graph by transforming into a vh-path one, which we will call the binary vh-path DTW
distance graph. To define this graph, we also introduce a general technique that allows
us to transform an m × n binary vhd-path grid graph into an (m + (m − 1)(n − 1)) ×
(n+ (m− 1)(m− 1)) binary vh-path grid graph that represents the minimum path weight
on the original graph from any vertex to any. The number of zero-weighted vertices in
the resulting graph is O(mn). The DTW distance sequence is obtained from this second
intermediate graph. To defined this sequence, we introduce a general technique that allows
us to transform an m × n binary vh-path grid graph into a sequence of integers that
represents the minimum path weight on the original graph from any vertex to any. The
length of this sequence is at most the number of zero-weighted vertices in the original
graph.
Due to the above chain of transformation, we can define the DTW distance sequence as
an integer sequence of length O(mn), if c is treated as a constant, or O(c4mn), otherwise,
that represents the DTW distance between any contiguous subsequence of A and any
contiguous subsequence of B. The chain is conceptual and we do not need to construct
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Figure 1: (a) A 4×5 5-valued vhd-path grid graph G and (b) the 16×20 binary vhd-path
grid graph G¯ for this G are presented, where each vertex in G˜ that is weighted by zero
(resp. one) is indicated by an open (resp. a solid) square.
each intermediate graph explicitly. Instead, we can construct the DTW distance sequence
directly from A and B in time linear in the length of the DTW distance sequence.
We present below each transformation technique mentioned above by a separate sub-
section, and the final subsection defines the DTW sequence.
3.1 A binary vhd-path grid graph representing a multi-valued one
Let G be an arbitrary m × n (d + 1)-valued vhd-path grid graph, with each vertex (i, j)
weighted by w(i, j). This section introduces a dm×dn binary vhd-path grid graph, denoted
G¯, that represents the minimum path weight on G from any vertex to any. To obtain such
G¯, we replace each vertex (i, j) in G by a d× d binary vhd-path grid graph, which we will
call the (i, j)-block, such that the minimum path weight on this block from (1, 1) to any of
the other corner vertices (1, d), (d, 1), and (d, d) is equal to w(i, j), the weight of (i, j) on
G
Definition 3. Let G¯ denote the dm×dn binary vhd-path grid graph such that the weight of
any of vertices (d(i−1)+1, d(j−1)+k), (d(i−1)+k, d(j−1)+1), and (d(i−1)+k, d(j−1)+k)
with 1 ≤ i ≤ m, 1 ≤ j ≤ n, and 1 ≤ k ≤ d − w(i, j) is zero and the weight of any other
vertex is one (see Figure 1).
For any vertex (i, j) of G, let us refer to the subgraph of G¯ consisting of all vertices
(g, h) with d(i−1)+1 ≤ g ≤ di and d(j−1)+1 ≤ h ≤ dj as the (i, j)-block. We say that a
path goes across the (i, j)-block, if the first vertex (g, h) of the path satisfies g = d(i−1)+1
or h = d(j − 1) + 1 and the last vertex (g′, h′) satisfies g′ = di or h′ = dj. As particular
such paths, we call the paths respectively consisting of all vertices (d(i − 1) + 1, h) with
d(j − 1) + 1 ≤ j ≤ dj, all vertices (g, d(j − 1) + 1) with d(i − 1) + 1 ≤ i ≤ di, and all
vertices (d(i− 1) + k, d(j − 1) + k) with 1 ≤ k ≤ d the upper boundary, left boundary, and
main diagonal paths of the (i, j)-block. Graph G¯ is designed so as to have the following
two properties.
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Property 1. The weight of any of the upper boundary, left boundary, and main diagonal
paths of the (i, j)-block is equal to w(i, j).
Property 2. The weight of any path across the (i, j)-block having at least a vertex weighted
by zero is at least w(i, j).
Graph G¯ inherently represents G in the sense as follows.
Lemma 2. For any vertices (i′, j′) and (i′′, j′′) of G with i′ ≤ i′′ and j′ ≤ j′′, the minimum
path weight on G from (i′, j′) to (i′′, j′′) is equal to the minimum path weight on G¯ from
(d(i′ − 1) + 1, d(j′ − 1) + 1) to (di′′, dj′′).
Proof. For any path P on G from (i′, j′) to (i′′, j′′), Property 1 immediately allows us to
define a path Q on G¯ from (d(i′ − 1) + 1, d(j′ − 1) + 1) to (di′′, dj′′) the weight of which
is equal to the weight of P . This Q is defined as the concatenation Q1 ◦ Q2 ◦ · · · ◦ Q|P |
such that Qk with k ≤ |P | − 1 is respectively the upper boundary, left boundary, or main
diagonal path of the P [k]-block, if P [k] is followed horizontally, vertically, or diagonally by
P [k + 1], and Q|P | is the main diagonal path of the P [|P |]-block. (For example, the path
consisting of the vertices connected by a polygonal line in Figure 1(b) is such path Q for
the path indicated analogously in Figure 1(a).)
On the other hand, for any path Q on G¯ from (d(i′ − 1) + 1, d(j′ − 1) + 1) to (di′′, dj′′),
Property 2 allows us to define a path on G from (i′, j′) to (i′′, j′′) whose weight is at
most the weight of Q as follows. Let P be the path on G consisting of all vertices (i, j)
such that the (i, j)-block of G¯ contains at least a vertex in Q. Let Qk with 1 ≤ k ≤ |P |
denote the contiguous subsequence of Q consisting of all vertices in the P [k]-block, so that
Q = Q1◦Q2 ◦· · ·◦Q|P |. For any indices k and k′ with 1 ≤ k ≤ k′ ≤ |P |, let Qk:k′ denote the
concatenation Qk ◦Qk+1◦· · ·◦Qk′ . Property 2 guarantees that the weight of any Qk having
at least a vertex weighted by zero is at least the weight of P [k]. Consider an arbitrary
subpath P [k : k′] with k + 1 ≤ k′ − 1 such that neither Qk nor Qk′ but Qk+1:k′−1 has no
vertex weighted by zero. The weight of Qk+1:k′−1 is hence equal to |Qk+1:k′−1|, which is
at least d ·max(ik′ − ik − 1, jk′ − jk − 1), where P [k] = (ik, jk) and P [k′] = (ik′ , jk′). This
implies that the weight of Qk:k′ is at least the weight of any path of minimum length on
G from P [k] to P [k′]. Thus, repeatedly replacing each such P [k : k′] with the weight of
P [k + 1 : k′ − 1] being greater than |Qk+1:k′−1| by an arbitrary path of minimum length
from P [k] to P [k′] eventually yields a path on G from (i′, j′) to (i′′, j′′) the weight of which
is at most the weight of Q.
3.2 A binary vh-path grid graph representing a vhd-path one
Let G be an arbitrary m × n binary vhd-path grid graph. This section introduces an
(m+ (m− 1)(n − 1)) × (n + (m− 1)(n − 1)) binary vh-path grid graph, denoted G˜, that
represents the minimum path weight on G from any vertex to any. The key idea to design
such G˜ from G is to insert (m−1)(n−1) rows and (m−1)(n−1) columns of vertices, each
having exactly one zero-weighted vertex called the checkpoint vertex, so that, for any path
P on G, the corresponding path Q on G˜ contains a unique checkpoint vertex corresponding
to each diagonal vertex on P . Since the number of zero-weighted vertices in Q is equal to
those in P plus the number of diagonal vertices on P , the weight of P can be determined
as the weight of Q minus the number of the inserted rows and columns through which Q
passes.
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Figure 2: (a) A 4×5 binary vhd-path grid graph G and (b) the 16×17 binary vh-path grid
graph G˜ for this G are presented, where each zero-weighted (resp. one-weighted) vertex
(i, j) in G and the (i, j)-originated vertex in G˜ are indicated by open (resp. solid) squares,
and each inserted vertices weighted by zero (resp. one) in G˜ is indicated by an open (resp.
a solid) circle.
Definition 4. Let G˜ denote the (m+(m−1)(n−1))× (n+(m−1)(n−1)) binary vh-path
grid graph such that the weight of each vertex is as follows. For any vertex (i, j) of G, the
weight of (n(i− 1) + 1,m(j − 1) + 1) on G˜ is set to the weight of (i, j) on G. In addition,
if i < m and j < n, then the weight of (ni − j + 1,mj − i+ 1) is set to zero. The weight
of any other vertex is set to one. (See Figure 2.)
For any vertex (i, j) of G, we call (n(i− 1) + 1,m(j − 1) + 1) on G˜ the (i, j)-originated
vertex. Furthermore, we call (ni− j + 1,mj − i+ 1) the (i, j)-checkpoint vertex, if i < m
and j < n. (For example, Figure 2(b) uses a square to indicate the (i, j)-originated vertex
and an open circle to indicate the (i, j)-checkpoint vertex for each vertex (i, j) in G.) The
checkpoint vertices are chosen carefully so that, if a vh-path on G˜ passes through a pair
of distinct checkpoint vertices, say the (i, j)- and (i′, j′)-checkpoint vertices, then neither
i = i′ nor j = j′. This condition is satisfied because the (i, j)-checkpoint vertex with j ≥ 2
is chosen from the upper row of the row of vertices where the (i, j − 1)-checkpoint vertex
is located, and the (i, j)-checkpoint vertex with i ≥ 2 is chosen in an analogous manner.
Consequently, G˜ has the following property.
Property 3. For any vertices (i, j) and (i′, j′) of G with i ≤ i′ and j ≤ j′, G˜ has a vh-
path from the (i′, j′)-originated vertex to the (i′′, j′′)-originated vertex that passes through
min(i′′ − i′, j′′ − j′) checkpoint vertices, but has no such path passing through more than
min(i′′ − i′, j′′ − j′) checkpoint vertices.
Graph G˜ inherently represents G in the sense as follows.
Lemma 3. For any vertices (i′, j′) and (i′′, j′′) of G with i′ ≤ i′′ and j′ ≤ j′′, the minimum
path weight on G from (i′, j′) to (i′′, j′′) is equal to the minimum path weight on G˜ from
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the (i′, j′)-originated vertex to the (i′′, j′′)-originated vertex minus (i′′ − i′)(n − 1) + (j′′ −
j′)(m− 1).
Proof. For any path P on G from (i′, j′) to (i′′, j′′), the weight of an arbitrary path Q
on G˜ from the (i′, j′)-originated vertex to the (i′′, j′′)-originated vertex that contains the
(i, j)-originated vertices for all vertices (i, j) in P and the (i, j)-checkpoint vertices for all
diagonal vertices (i, j) on P is at most the weight of P plus (i′′−i′)(n−1)+(j′′−j′)(m−1).
This can be verified because the length of P is equal to i′′ − i′ + j′′ − j′ + 1 minus the
number of diagonal vertices on P and the length of Q is equal to (i′′ − i′ + j′′ − j′ + 1) +
(i′′ − i′)(n− 1) + (j′′ − j′)(m− 1).
Consider an arbitrary optimal path Q on G˜ from the (i′, j′)-originated vertex to the
(i′′, j′′)-originated vertex. Let P be an arbitrary path on G from (i′, j′) to (i′′, j′′) satisfying
the following two conditions.
1. Any vertex (i, j) in G such that the (i, j)-originated vertex appears in Q appears in
P .
2. Any subpath P [k′ : k′′] with k′ + 1 ≤ k′′ − 1 such that Q contains both the P [k′]-
and P [k′′]-originated vertices but does not contain the P [k]-originated vertex for any
index k with k′ + 1 ≤ k ≤ k′′ − 1 is optimal.
(For example, the path on G consisting of the vertices connected by a polygonal line in
Figure 2(a) satisfies the conditions of P , if we consider the path on G˜ indicated analogously
in Figure 2(b) as Q). Let P [k′ : k′′] be an arbitrary subpath considered in the second
condition of P . Let Q′ be the contiguous subsequence of Q from the P [k′]-originated vertex
to the P [k′′]-originated vertex. In order to prove that the weight of P is at most the weight
of Qminus (i′′−i′)(n−1)+(j′′−j′)(m−1), we show below that the weight of P [k′+1 : k′′−1]
is at most the weight of Q′[2 : |Q′|−1] minus (ik′′−ik′)(n−1)+(jk′′−jk′)(m−1). Obviously,
the weight of P [k′+1 : k′′−1] is at most max(ik′′ − ik′ −1, jk′′ − jk′ −1). Since Q is optimal
and any checkpoint vertex is weighted by zero, Property 3 guarantees that Q′[2 : |Q′| − 1]
passes through exactly min(ik′′−ik′ , jk′′−jk′) checkpoint vertices. Thus, the weight of Q′[2 :
|Q′|−1] is equal to (ik′′−ik′+jk′′−jk′−1)+(ik′′−ik′)(n−1)+(jk′′−jk′)(m−1)−min(ik′′−
ik′ , jk′′ − jk′) = max(ik′′ − ik′ − 1, jk′′ − jk′ − 1)+ (ik′′ − ik′)(n− 1) + (jk′′ − jk′)(m− 1).
3.3 An integer sequence representing a binary vh-path grid graph
Let G be an arbitrary m × n binary vh-path grid graph. We introduce here a sequence
SG of integers that represents the minimum path weight on G from any vertex to any by
the banded LIS length of its contiguous subsequence. Each integer in SG corresponds to a
zero-weighted vertex in G. Hence, the length of SG is equal to the number of zero-weighted
vertices in G. We design SG so that s ≤ s′ if and only if i ≤ i′ and j ≤ j′, for any integers
s and s′ in SG and their respectively corresponding vertices (i, j) and (i
′, j′) in G. This
strategy works because any optimal path on G maximizes the number of zero-weighted
vertices contained. The minimum path weight on G is hence calculated by subtracting the
banded LIS length of a contiguous subsequence of SG from the path length.
Definition 5. Let us introduce, for convenience, a dummy integer that is ignored when
considering increasing subsequences in a sequence of integers. Let SG denote the sequence
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Figure 3: (a) A 4×5 binary vh-path grid graph G, (b) locations (5(i−1)+j, i+4(j−1)) for
vertices (i, j) in G, (c) the sequence SG for G with all dummy integers omitted, and (d) the
sequence SˆG with IG = 〈0, 3, 5, 8, 10〉 and JG = 〈0, 2, 5, 6, 8, 10〉 are presented, where each
zero-weighted (resp. one-weighted) vertex (i, j) in G and its location (5(i−1)+j, i+4(j−1))
are indicated by open (resp. solid) circles. Each element IG[i] (resp. JG[j]) of IG (resp.
JG) represents the number of zero-weighted vertices, each indicated by an open circle, on
the first through ith rows (resp. jth columns) of vertices in G.
of mn integers such that SG[(i−1)n+j] = i+(j−1)m, if vertex (i, j) in G is zero-weighted,
or it is set to a dummy integer, otherwise. Let SˆG denote the sequence of integers obtained
from SG by deleting all dummy integers and replacing each integer remained by its rank.
(See Figure 3.) Let IG (resp. JG) be the array of m + 1 (resp. n + 1) integers such that
IG[i
′′] (resp. JG[j
′′]) with 0 ≤ i′′ ≤ m (resp. 0 ≤ j′′ ≤ n) is the number of zero-weighted
vertices (i, j) in G such that (i−1)n+ j ≤ i′′n (resp. i+(j−1)m ≤ j′′m), i.e., the number
of zero-weighted vertices in G located on the first through i′′th rows (resp. j′′th columns)
of vertices.
Sequences SG and SˆG inherently represent G in the sense as follows.
Lemma 4. For any vertices (i′, j′) and (i′′, j′′) of G with i′ ≤ i′′ and j′ ≤ j′′, the minimum
path weight on G from (i′, j′) to (i′′, j′′) is equal to (i′′ − i′) + (j′′ − j′) + 1 minus the
[(j′− 1)m+1 : j′′m]-banded LIS length of SG[(i′− 1)n+1 : i′′n], or equivalently, (i′′− i′)+
(j′′−j′)+1 minus the [JG[j′−1]+1 : JG[j′′]]-banded LIS length of SˆG[IG[i′−1]+1 : IG[i′′]].
Proof. For any ℓ different zero-weighted vertices (ik, jk) with 1 ≤ k ≤ ℓ in G, (i1, j1) ◦
(i2, j2) ◦ · · · ◦ (iℓ, jℓ) is a subsequence of some path from (i′, j′) to (i′′, j′′) if and only if
(i1 + (j1 − 1)m) ◦ (i2 + (j2 − 1)m) ◦ · · · ◦ (iℓ + (jℓ − 1)m) is a [(j′ − 1)m+ 1 : j′′m]-banded
increasing subsequence of SG[(i
′ − 1)n+ 1 : i′′n]. This is because the condition of any side
holds if and only if (i′ − 1)n+1 ≤ ik ≤ i′′n and (j′ − 1)m ≤ jk ≤ j′′m for any index k with
1 ≤ k ≤ ℓ and ik ≤ ik+1 and jk ≤ jk+1 for any index k with 1 ≤ k ≤ ℓ− 1. The length of
any path on G from (i′, j′) to (i′′, j′′) is (i′′ − i′) + (j′′ − j′) + 1. Thus the lemma is proven
easily.
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3.4 The DTW distance sequence
Lemmas 1 through 4 naturally define the DTW distance sequence, representing the DTW
distance between any A[i′ : i′′] and any B[j′ : j′′], as follows.
Definition 6. Let the binary DTW distance graph for A and B be the c2|A|×c2|B| binary
vhd-path graph G¯ in Definition 3 for the DTW distance graph for A and B as G. Let the
binary vh-path DTW distance graph for A and B be the (c2|A|+ (c2|A| − 1)(c2|B| − 1))×
(c2|B|+(c2|A|−1)(c2|B|−1)) binary vh-path graph G˜ in Definition 4 for the binary DTW
distance graph for A and B as G. Consider SˆG, IG, and JG in Definition 5 for the binary
vh-path DTW distance graph as G. We define the DTW distance sequence for A and B as
SˆG and denote it by SA,B. As auxiliary arrays of SA,B, let I
′
A,B (resp. I
′′
A,B) be the array
of |A| integers such that I ′A,B[i] = IG[c4|B|(i− 1)] (resp. I ′′A,B[i] = IG[c4|B|i+ 1]), and let
J ′A,B (resp. J
′′
A,B) be the array of |B| integers such that J ′A,B [j] = JG[c4|A|(j − 1)] (resp.
J ′′A,B [j] = JG[c
4|A|j + 1]).
Since the binary DTW distance graph consists of c4|A||B| vertices, the binary vh-path
DTW distance graph contains at most 2c4|A||B| zero-weighted vertices, implying that the
length of the DTW distance sequence is also at most 2c4|A||B|. Although the binary
vh-path DTW distance graph consists of O(c8|A|2|B|2) vertices, explicitly constructing
this intermediate grid graph is unnecessary. Instead, we can construct the DTW distance
sequence, together with its auxiliary arrays, from the binary DTW distance graph, or even
directly from A and B, in O(c4|A||B|) time in a straightforward way.
Lemma 5. The DTW distance sequence, together with its auxiliary arrays, is constructible
in O(c4|A||B|) time.
Lemmas 1 through 4 immediately imply the following lemma.
Lemma 6. The DTW distance between A[i′ : i′′] and B[j′ : j′′] is equal to c2((i′′−i′)+(j′′−
j′)) + 1 minus the [J ′A,B[j
′] + 1 : J ′′A,B[j
′′]]-banded LIS length of SA,B[I
′
A,B [i
′] + 1 : I ′′A,B[i
′′]].
It is well known that the dynamic programming (DP) algorithm determines the DTW
distance between any subsequences A[i′ : j′′] and B[j′ : j′′] in O((i′′ − i′)(j′′ − j′)) time
from scratch. On the other hand, even if c can be treated as a constant, it takes O((i′′ −
i′)(j′′ − j′) log log ℓ) time [4] to determine the [J ′A,B [j′] + 1 : J ′′A,B[j′′]]-banded LIS length of
SA,B[I
′
A,B[i
′] + 1 : I ′′A,B[i
′′]] from SA,B, where ℓ is the banded LIS length to be determined.
Consequently, as long as we are in the situation where determining the DTW distance
between any given subsequences A[i′ : i′′] and B[j′ : j′′] is required, naively using the DP
algorithm is better than maintaining SA,B to apply Lemma 6. However, certain kinds of the
DTW distance-related problems are relevant to the DTW distances between A[i′ : i′′] and
B[j′ : j′′] only for restricted pairs of them, and in such cases, our elaborate representation
of the DTW distances by the banded LIS lengths makes sense, as demonstrated in the next
section.
4 Applications
Reduction of the DTW distance problem to the banded LIS length problem proposed in
Section 3 becomes meaningful, when we apply the semi-local sequence comparison tech-
nique for a pair of sequences, developed by Tiskin [25]. Here, by semi-local we mean that
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any pair of an arbitrary prefix of one sequence and an arbitrary suffix of the other or any
pair of an arbitrary contiguous subsequence of one and the entire sequence of the other.
This technique was developed so as to be applicable to the longest common subsequence
length problem and guarantees, for our particular case considering the banded LIS length,
existence of the following useful permutation, which can be constructed efficiently.
Lemma 7 ([25]). For any pair (A,B) of time series, there exists a permutation sequence
ΠA,B of integers from 1 to 2|SA,B | such that, for any indices i′ and i′′ with 1 ≤ i′ ≤ i′′ ≤ |A|
and any indices j′ and j′′ with 1 ≤ j′ ≤ j′′ ≤ |B|,
• (A[1 : i′′] vs B[j′ : |B|]) the [J ′A,B [j′]+1 : J ′′A,B[|B|]]-banded LIS length of SA,B[I ′A,B[1]+
1 : I ′′A,B[i
′′]] is equal to J ′′A,B[|B|] − J ′A,B [j′] minus the number of indices k with
|SA,B|+ J ′A,B[j′] < k ≤ 2|SA,B | and ΠA,B(k) ≤ 2|SA,B| − I ′′A,B[i′′],
• (A[i′ : |A|] vs B[1 : j′′]) the [J ′A,B [1]+1 : J ′′A,B[j′′]]-banded LIS length of SA,B[I ′A,B[i′]+
1 : I ′′A,B [|A|]] is equal to J ′′A,B[j′′]−J ′′A,B[1] minus the number of indices k with |SA,B|−
I ′A,B[i
′] < k ≤ 2|SA,B | and ΠA,B(k) ≤ J ′′A,B [j′′],
• (A[i′ : i′′] vs B[1 : |B|]) the [J ′A,B [1]+1 : J ′′A,B [|B|]]-banded LIS length of SA,B[I ′A,B[i′]+
1 : I ′′A,B [i
′′]] is equal to J ′′A,B[|B|]−J ′A,B [1] minus the number of indices k with |SA,B|−
I ′A,B[i
′] < k ≤ 2|SA,B | and ΠA,B(k) ≤ 2|SA,B | − I ′′A,B[i′′], and
• (A[1 : |A|] vs B[j′ : j′′]) the [J ′A,B [j′]+1 : J ′′A,B[j′′]]-banded LIS length of SA,B[I ′A,B [1]+
1 : I ′′A,B[|A|]] is equal to J ′′A,B[j′′] − J ′′A,B[j′] minus the number of indices k with
|SA,B|+ J ′A,B[j′] < k ≤ 2|SA,B | and ΠA,B(k) ≤ J ′′A,B[j′′].
(Once ΠA,B is implemented as the two-dimensional range counting tree [3], the size of which
remains O(|SA,B |), any of the above banded LIS lengths can be determined in O(log |SA,B|)
time.)
Lemma 8 ([25] with any of [26] or [21]). If SA,B is available, then ΠA,B in Lemma 7 can
be constructed in O(|SA,B| log2 |SA,B|) time and O(|SA,B|) space. (The two-dimensional
range counting tree in Lemma 7 is constructed from ΠA,B in O(|SA,B| log |SA,B|) time and
O(|SA,B|) space.)
The following DTW distance-related problems are included in typical kinds of problems
efficiently handled by the semi-local sequence comparison technique. In what follows, we
assume that any time series is a sequence of integers from 0 to c with c = O(1). Compared to
a naive use of the DP technique, our reduction technique allows us to solve these problems
asymptotically faster by an almost linear, or even quadratic, factor. The drawback of our
reduction is its space-inefficiency. The DP technique requires only linear space, while ours
consumes quadratic space. As a result, the algorithms we will propose for the problems
based on our reduction technique balance execution speed and space consumption almost
equally.
4.1 The circular DTW distance problem
Given a pair (A,B) of time series, the circular DTW distance problem consists of determin-
ing the minimum of the DTW distance between A′′ ◦A′ and B over all partitions of A into
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a prefix A′ and the remaining suffix A′′, together with an arbitrary circular shift A′′ ◦ A′
of A that achieves this minimum distance with B. This problem may arise, for example,
when we have a pair of daily temperature data for a year taken at different locations or
environments and want to know the similarity and phase shift between them.
A naive algorithm can solve this problem in O(|A|2|B|) time and O(min(|A|, |B|)) space
by determining the DTW distance between A′′ ◦A′ and B in O(|A||B|) time based on the
DP technique for each partition of A into A′ ◦A′′ and taking the minimum. In contrast, if
the two-dimensional range counting tree TA◦A,B for ΠA◦A,B is available, then the problem
can be solved in O(|A| log max(|A|, |B|)) time by determining the DTW distance between
(A◦A)[i : i+ |A|−1] (= A[i : |A|]◦A[1 : i−1]) and B in O(log |ΠA◦A,B |) time for each index
i from 1 to |A| and taking the minimum. Tree TA◦A,B can be constructed from scratch in
O(|A||B| log2max(|A|, |B|)) time, because time required to construct ΠA◦A,B from SA◦A,B
dominates.
Theorem 1. Given a pair (A,B) of time series, the circular DTW distance problem can
be solved in O(|A||B| log2max(|A|, |B|)) time and O(|A||B|) space.
4.2 The square root DTW distance problem
Given a time series A, the square root DTW distance problem consists of determining the
minimum of the DTW distance of A′ and A′′ over all partitions of A into a prefix A′ and the
remaining suffix A′′, together with an arbitrary prefix A′ of A that achieves this distance
with the remaining suffix A′′. This problem may arise, for example, when we want to check
if a time series can be thought of as a tandem repeat.
Similarly to the case of the circular DTW distance problem, a naive algorithm can solve
this problem in O(|A|3) time and O(|A|) space by determining the DTW distance between
A′ and A′′ in O(|A|2) time based on the DP technique for each partition of A into A′ ◦A′′
and taking the minimum. In contrast, if the two-dimensional range counting tree TA,A for
ΠA,A is available, then the problem can be solved in O(|A| log |A|) time by determining the
DTW distance between A[1 : i] and A[i + 1 : |A|] in O(log |ΠA,A|) time for each index i
from 1 to |A| − 1 and taking the minimum. Tree TA,A can be constructed from scratch in
O(|A|2 log2 |A|) time.
Theorem 2. Given a time series A, the square root DTW distance problem can be solved
in O(|A|2 log2 |A|) time and O(|A|2) space.
4.3 The periodic DTW distance problem
Given a pair (A,B) of time series with |A| ≤ |B|, the periodic DTW distance problem
consists of determining the minimum of the DTW distance between A′ and B over all
contiguous subsequences A′ of A∗, together with an arbitrary A′ that achieves this distance
with B, where A∗ denotes the concatenation of an infinite number of copies of A. This
problem may arise, for example, when we have a time series that can be thought of as
consisting of a concatenation of an unknown number of inexact occurrences of a specific
pattern, possibly with the first (resp. last) occurrence being trimmed into an arbitrary
nonempty suffix (resp. prefix), and want to cut it into the inexact occurrences of the
pattern.
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A naive algorithm solves this problem in O(|A|2|B|2) time and O(|B|) space by deter-
mining, for each suffix A′′ = A|B|+1[i : |A|B|+1|] with 1 ≤ i ≤ |A| − 1, the DTW distances
between A′ and B for all prefixes A′ of A′′ in O(|A||B|2) time based on the DP technique
and taking the minimum over all suffixes A′′ and all prefixes A′, where A|B|+1 denotes the
concatenation of |B| + 1 copies of A. The correctness of this algorithm can be verified
by showing that the DTW distance between any contiguous subsequence A′ of A∗ and
B is at least the DTW distance between some contiguous subsequence of A|B|+1 and B
as follows. The square of the DTW distance between A′ and B can be decomposed into
the sum of the square of the DTW distance between A′k and Bk over all indices k from 1
to ℓ for some length ℓ with 1 ≤ ℓ ≤ |B| and some partitions A′ = A′1 ◦ A′2 ◦ · · · ◦ A′ℓ and
B = B1◦B2◦· · ·◦Bℓ such that |A′k| = 1 or |Bk| = 1. Let Ak = A′k[1 : |A′k|−⌊|A′k|/|A|⌋·|A|],
so that A1 ◦ A2 ◦ · · · ◦ Aℓ is a contiguous subsequence of A|B|+1. The square of the DTW
distance between A1 ◦ A2 ◦ · · · ◦ Aℓ and B is at most the sum of the square of the DTW
distance between Ak and Bk over all indices k from 1 to ℓ. Furthermore, the DTW distance
between Ak and Bk is at most the the DTW distance between A
′
k and Bk. Thus, the naive
algorithm solves the problem correctly.
In contrast, if the two-dimensional range counting tree TA,B for ΠA,B is available, then
the problem can be solved in O(max(|A| log |B|, |B|)|B| log |B|) time as follows. Let H be
the directed acyclic graph consisting of the source vertices ui with 1 ≤ i ≤ |A|, internal
vertices wj with 1 ≤ j ≤ |B| − 1, the sink vertices vi with 1 ≤ i ≤ |A|,
• an edge from any source vertex ui to any sink vertex vi′ with i ≤ i′, the weight of
which is set to the DTW distance between A[i : i′] and B,
• an edge from any source vertex ui to any internal vertex wj, the weight of which is
set to the DTW distance between A[i : |A|] and B[1 : j],
• an edge from any internal vertex wj to any internal vertex wj′ with j < j′, the weight
of which is set to the DTW distance between A and B[j + 1 : j′], and
• an edge from any internal vertex wj to any sink vertex vi, the weight of which is set
to the DTW distance between A[1 : i] and B[j + 1 : |B|].
It is easy to verify that the minimum path weight on H from a source vertex ui to a
sink vertex vi′ passing through ℓ internal vertices is equal to the DTW distance between
A[i : |A|] ◦ Aℓ−1 ◦ A[1 : i′] and B, if ℓ > 0, or equal to the DTW distance between A[i : i′]
and B, otherwise, and vice versa, where the weight of a path on H is the sum of the
weights of all edges in the path. This implies that the periodic DTW distance problem can
be solved by finding an arbitrary path on H from a source vertex to a sink vertex that has
minimum weight. If H is available, then such a path can be found in time linear in the
number of edges in H, which is O(|B|2), and in space linear in the number of vertices in H,
which is O(|B|), by determining the midpoint of the path recursively in a straightforward
way. Instead of constructing H explicitly, we can use the two-dimensional range counting
tree TA,B for SA,B as a data structure that supports O(log |B|)-time queries of the weight
of any edge in H, which allows us to obtain the path in O(|B|2 log |B|) time and O(|B|)
space, excluding space for storing TA,B . Tree TA,B can be constructed from scratch in
O(|A||B| log2 |B|) time and O(|A||B|) space.
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Theorem 3. Given a pair (A,B) of time series with |A| ≤ |B|, the periodic DTW distance
problem can be solved in O(max(|A| log |B|, |B|)|B| log |B|) time and O(|A||B|) space.
5 Conclusion
This article showed that for any pair of time series A and B over integers {0, 1, . . . , c},
there exists a sequence S of O(c4|A||B|) integers such that the DTW distance between any
contiguous subsequence of A and any contiguous subsequence of B can be represented by
the banded LIS length of a contiguous subsequence of S. As applications of this reduction of
DTW to LIS, novel algorithms for three DTW-related problems, the circular, square root,
and periodic DTW distance problems, were presented utilizing the semi-local sequence
comparison technique of Tiskin [25] originally developed for LCS-related problems.
Compared with the naive DP-based algorithms for the DTW-related problems, the
proposed algorithms run asymptotically faster but consume more space. An immediate
question from this time-space trade-off is whether space-inefficiency of our algorithms can
be removed by reducing the required space from quadratic to linear. Another question also
comes from the quadratic length of the integer sequence representing the DTW distance
by its LIS length. Due to this length, there is a gap between the size of the permutation se-
quence used to solve the semi-local LCS and DTW problems: linear for LCS and quadratic
for DTW. The fully-local LCS problem, answering queries of an LCS between any given pair
of contiguous subsequences, has an interesting trade-off between space consumption and
query times. That is, the DP algorithm finds an LCS from scratch in quadratic time using
linear space, while a quadratic-time constructible data structure can support linear-time
queries of an LCS [22]. Can we have the same trade-off also on the fully-local DTW prob-
lem? In other words, are there any quadratic-space (or even quadratic-time constructible)
data structures supporting linear-time queries of the DTW distance between any pair of
contiguous subsequences?
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