Introduction
In 2010, the number of physical objects connected to the Internet had surpassed the number of living humans on Earth. Moreover, in the next years, we will assist to an exponential increase of this kind of devices with 212 billion IoT smart objects expected in 2020 [Gantz and Reinsel, 2012] . Together with this increase, several challenges are emerging, such as energy consumption reduction, the amount of big data management and the hardware capability to be flexible and to adapt to new communication standards on the fly. From the RF telecommunications perspective, the last aspect cited here is very challenging since it may imply the transfer of all the signal processing in the digital domain and the use of "universal" RF frontends like in Software-Defined Radio (SDR) [Dardaillon et al., 2014] .
Still, the main problem is the dynamic range of magnitudes of the received signals which imposes hard constraints on the analog-to-digital conversion stage, both in terms of dynamic range and of bandwidth. In order to relax these constraints, this paper proposes the use of an RF front-end with two digitization branches which separates the highest amplitude received signal from the low amplitude ones. With the cost of supplementary RF hardware, 1 two low resolution ADCs will be used instead of using one high resolution ADC. In order to validate the proposed architecture, which is dedicated to applications of urban sensor networks, realistic values for the bandwidth, modulation type and signal dynamic range are defined.
A common urban sensor network is composed of sensor nodes and sink nodes, also called gateways. The sensor nodes collect the data and send it to the sink node. They are usually Short Range Devices (SRDs) that emit signals around 868 MHz in an 8 MHz transmission bandwidth [ETSI, 2011] .
Sensor nodes are used in numerous applications, such as water and gas metering, parking management, air quality monitoring, etc. Each application has its own constraints, and thus the sensors emit with significantly different propagation conditions (some sensors being underground, some other being in line-of-site conditions). To overcome these constraints the sensors use different communication protocols, thus the signals received by the gateway may have different features.
In a classical gateway, the different technologies are implemented by stacking up the receivers, each receiver being dedicated to a certain communication protocol. This approach has limitations because new technologies are still emerging today. Consequently, the gateway should be designed in order to adapt itself to these new transmission technologies. As mentioned previously, one of the envisaged solutions is to perform the signal processing as much as possible in the digital domain. To do this, the 8 MHz transmission bandwidth, commonly employed in urban sensor networks, can be digitized at once to guarantee a high flexibility, as done in SoftwareDefined Radio (SDR) systems [Dardaillon et al., 2014] . Then, a new technology could be embedded in the gateway only via a software update.
In [Vallerian et al., 2014] , it has been shown that, considering the various technologies employed and the various propagation conditions, the gateway should be able to receive and demodulate signals having a power ratio up to 100 dB, otherwise, too many messages would be lost. This high power ratio poses a problem as the ADCs should have a high enough resolution for that.
This issue is illustrated in Figure 1 , where two signals (one strong and one weak, i.e. one with a high power level and one with a low power level) are represented as sine functions for convenience. When the signals are received together, the dynamic range of the total signal is driven by the strong signal's dynamic range. Thus on the ADC's full resolution, only a few bits are used to digitize Figure 1 . A strong and a weak signal being digitized together. When they are combined, the quantization noise level is higher than the weak signal level, leading to its degradation. the weak signal. Moreover, the required ADC resolution to digitize the weak signal increases with the power ratio between the signals.
With a 100 dB power ratio and a 8 MHz bandwidth, it has been shown in [Vallerian et al., 2014] that an ADC of at least 21 bits is required and, to the best of the authors' knowledge, such a resolution is not affordable with today's ADC. Typically, ADCs providing high resolution are used in audio processing with a resolution of 24 bits for only 192 kHz of bandwidth. With an 8 MHz bandwidth, one cannot reasonably expect a higher resolution than 16 bits [Jonsson, 2010] . In this context, this paper presents an architecture aiming at relaxing the ADC constraints by using two digitization branches.
This architecture is conceived based on the assumption that only one strong signal is present in the transmission band, whereas there can be several weak signals. Indeed a strong signal always comes from a sensor that is located near the gateway, generally in Line-of-Sight (LOS) propagation conditions, whereas a weak signal may come from various locations. Moreover, in urban sensor networks, the nodes emit essentially short frames, so the interference probability is very low in the case of strong signals since only a small number of nodes is able to provide such a strong signal [ETSI, 2011] . This paper is structured as follows: section 2 introduces the proposed architecture and in section 3, the implementation of this architecture on the Keysight's ADS software is described. Then the simulation results, characterizing the architecture robustness on the hardware implementation impairments are given in section 4. Section 5 concludes this paper and gives directions for future work.
Architecture description

Motivation and state of the art
It has been shown in [Vallerian et al., 2014] that the dynamic range occupied by the various signals in our scenario of urban sensor networks is too high to properly digitize the whole band at once. Then, one solution to keep a full band digitization is to reduce this dynamic range, either by amplifying the small signals or by attenuating the strong ones. To choose the best approach, one can consider that a strong signal always comes from a sensor that is located near the gateway in LOS propagation conditions, whereas a weak signal may come from a far wider area, as some sensors are located far from the gateway, underground or, more globally, in Non-Line-ofSight (NLOS) propagation conditions. Then it is more likely to receive a weak signal than a strong signal.
As a consequence, it is assumed here that there will be one strong signal co-existing with several weak signals. Hence, it seems more relevant to attenuate the strong signal than to amplify the weak signals. Figure 2 shows the required resolution when demodulating two signals with different power levels ( [Vallerian et al., 2014] ). Assuming as a target that a resolution of 16 bits is feasible, the dynamic range of the signals should be reduced to a maximum of 70 dB. If a margin of 2 bits is taken between the ADC's resolution and its Effective Number Of Bits (ENOB), then the strong signal should be attenuated by 40 dB. The saving of resolution bits and the dynamic range reduction are highlighted in Figure 2 with dashed lines. The problem addressed in this paper may seem to be similar to the one of interference cancellation ([Borremans et al., 2011; van den Heuvel and Cabric, 2010] ). However, in these works, it is always assumed that the interference must be totally eliminated, whereas in our case it is also a signal of interest. In [Wang et al., 2005] , an architecture is presented to improve the near-far performance in Code Division Multiple Access (CDMA). However, it requires to know the signals signatures and thus it requires a minimum number of previously received signals. Moreover, the performance is discussed by the authors for a power ratio of only 10 between the signals.
Another architecture, using a Minimum Mean-Square Error (MMSE) filter and taking advantage of both successive interference cancellation (SIC) and parallel interference cancellation (PIC), was proposed in [Krzymien and Schlegel, 2011] . However, the considered maximum dynamic range is of the order of tens of dB and is lower than the one in our scenario.
Another way to reduce the dynamic range can be to subtract the strong signal from the received signal, as proposed in [Nie et al., 1999] . This method can bring some instability to the system, as the subtracted signal is generated through a prediction algorithm. Indeed prediction algorithms are intended for slowly-varying signals [Fletcher et al., 2007] , whereas in our case the dynamic range can be very high.
In this paper, the proposed solution is to use a notch filter that attenuates the strong signal and leaves the rest of the transmitted band unchanged. The main challenge with this approach is to attenuate the strong signal regardless of its frequency while preserving the rest of the band.
Receiver's architecture description
The proposed architecture is depicted in Figure 3 and has a notch filter to attenuate the strong signal. Two solutions are possible to reconfigure this receiver's architecture in order to properly attenuate the strong signal: either the notch filter's central frequency can be modified to match the strong signal's central frequency, or the strong signal's carrier frequency can be translated to match the notch filter's central frequency.
With the first solution, a reconfigurable filter should be used and its stop-band should be 8 MHz wide. With the second solution, the strong signal should be translated into an intermediate frequency that is equal to the notch filter's central frequency and translated in baseband afterward. In both cases, the strong signal's central frequency must be evaluated before the reconfiguration. The second solution (with a fixed filter) seems simpler to implement, as it only requires two mixers to perform the frequency translations. With the first method, a reconfigurable filter with a high enough selectivity to attenuate the strong signal without affecting the rest of the band is required. The filter's non-reconfigurability is thus an asset in terms of the architecture complexity. For this reason, in the sequel, the second solution was selected to attenuate the strong signal.
The strong signal's carrier frequency is matched to the notch filter's central frequency by using a frequency translation. Then, the strong signal's central frequency must be computed by the digital part of the architecture (DSP) in order to set the frequency of the first local oscillator (LO 1 ). To do so, the entire 8 MHz signal bandwidth must be digitized without passing through the notch filter. The frequency seeking may be done by the means of a Fast Fourier Transform (FFT) in a second branch of the architecture. On this second branch, only the strongest signal will be digitized and the ADC resolution on this branch should be set in a such a way to be able to properly digitize only one signal. In [Vallerian et al., 2014] , it has been shown that a resolution of 5 bits is sufficient to perform this digitization.Therefore, in the following, the two branches of the proposed architecture are respectively referred to as fine digitization path (FDP) and coarse digitization path (CDP).
In the architecture presented in Figure 3 , the top and bottom branches represent the FDP and the CDP, respectively. In the CDP, the input signals are digitized after the frequency down conversion. Then, a Digital Signal Processor (DSP) performs the FFT and finds the strong signal's carrier frequency by seeking the maximum frequency components of the spectrum. Then, it drives the Local Oscillators (LOs) of the FDP in order to synthesize this frequency.
On the FDP, the input signals are first down-converted around an intermediate frequency through the LO 1 to make the strong signal frequency match the notch filter's central frequency. The signals are down converted in baseband afterward by using the LO 2 and then digitized. The demodulation of the two baseband signals is performed by the DSP.
The noteworthy frequencies of this approach are represented in Figure 4 . f RF is the starting frequency of the RF 8 MHz band. f Ss and f Sw are the strong and weak signal baseband frequencies, and f Ss,RF and f Sw,RF are the corresponding RF frequencies. f LO1 and f LO2 are the LO 1 and LO 2 frequencies and f cCB is the notch filter central frequency. f I is the starting frequency of the intermediate 8 MHz band. In the presented scenario, To perform the frequency conversion on the FDP, f LO1 should be set to make f Ss,RF to be equal to f cCB :
The second frequency down conversion is intended to complete the baseband conversion initiated by LO1:
Simulation results
The proposed architecture has been implemented on the Keysight's ADS software in order to study its performance. A strong and a weak signal are generated with a Binary Phase-Shift Keying (BPSK) modulation. Their power ratio is adjustable and an Additive White Gaussian Noise (AWGN) is introduced to simulate a tunable E b /N 0 that is considered with respect to the weak signal.
As a reminder, in the case of AWGN noise, the theoretical Bit-Error Rate (BER) for a BPSK modulation is:
where erfc(x) is the complementary Gauss error function of x. The architecture's performance is measured as the difference between the theoretical BER and the simulated BER. The BER is simulated through the Monte-Carlo method and is given in the following with a relative variance of 0.01.
It is assumed that the strong signal's spectrum is not spread, even if spreading is a common technique employed in urban sensor networks. Indeed this technique is used to improve the sensitivity of a technology, and is thus employed by communication protocols covering sensitive applications (whose sensors are located indoor or underground for example). As we consider that the strong signal is emitted in LOS conditions, it is assumed the employed communication protocol (covering low data rate applications) will not use such a technique. Its bandwidth is considered to be 50 kHz, which is a common value for this kind of signals (ETSI [2011] ). If its bandwidth is higher, it is assumed that its power will be lower. Then a partial attenuation would still be efficient, as the strong signal should be less attenuated to reach a sustainable dynamic range. The weak signal is assumed to have a bandwidth of 200 kHz.
Despite the assumptions made (the strong signal is emitted with a small bandwidth, and only one strong signal is present on the band), the studied case is a worstcase scenario: the presence of two signals with a 100 dB power ratio, which is rare in practice. The FDP implementation is presented in Figure 5 . For the sake of readability, the signals generation and demodulation are not shown in this figure. The input signals (including the strong and the weak signals and the noise) are first filtered to avoid aliasing during the LO 1 frequency translation. The second filter in the chain eliminates the signals' image frequency, and the filter 3 is the notch filter that attenuates the strong signal. After LO 2 's baseband translation, the signals then pass through the filter 4, which is the ADC's anti-aliasing filter. They are eventually digitized and demodulated by the DSP. The notch filter's central frequency f cCB should be low in order to minimize the quality factor of the filter (and thus to guarantee a simpler implementation).
Because of the 8 MHz bandwidth of the considered communication system, the intermediate band should begin at frequencies higher than 4 MHz to avoid aliasing during the baseband translation. f cCB is then chosen to be 12 MHz to be able to cut the strong signal regardless of its frequency. It is imposed that the filter should not attenuate other signals than the strong signal and its two adjacent channels. The strong signal channel being 50 kHz, the cut bandwidth should be 150 kHz. This leads to a quality factor of 80, which is a reasonable value considering today's technology. In a first step, the signals should be sufficiently far from each other to avoid any influence from the notch filter on the weak signal. The signals' baseband frequencies are then set to be f Sw = 2 MHz and f Ss = 5 MHz, respectively.
As mentioned, the architecture implementation is validated through the simulated BER. The BER is plotted as a function of E b /N 0 in the Figure 6 Figure 6 . Simulated BER of the weak signal with the proposed implementation and with a more classical implementation. In simulations, the BER is lightly degraded with respect to the theoretical one, but they are still of same order.
The BER with the classical architecture is a reference to which the BER with the proposed architecture is compared to. It can be seen that with a classical architecture, E b /N 0 is degraded by about 0.5 dB. This is due to the filters that lightly corrupt the signal but sufficiently to rise E b /N 0 . It can be noted that this degradation does not depend on E b /N 0 .
With the proposed architecture, E b /N 0 is degraded by only 0.3 dB with respect to the classical architecture, because of the intermediate band frequency translation's filters. This implementation can then be used for further studies, as it provides a very small degradation with regards to a classical architecture.
The CDP is simpler to implement since no additional frequency translation is required, only one frequency translation is performed to translate the transmission band into baseband. The strong signal frequency measurement must be performed on this branch. To do so, an FFT is done and the maximum frequency component is found.
Robustness of the proposed architecture
Compared to the implementation presented in the previous section, the notch filter is changed to a cut-band filter, replacing the two bandpass filters. This implementation increases the simulation time but is more realistic.
Overall simulation parameters
To test the robustness of the proposed architecture, several parameters are to be considered. The notch filter should attenuate the strong signal without affecting the other ones. It was established in section 3 that the filter should have a 50 kHz cut band and should not affect other signals in a band wider than 150 kHz. The filter order and cut bandwidth (i.e. the filter selectivity) play an important role on the architecture performance, hence several simulations are performed in order to establish their required characteristics which are not affecting the weaker signals.
Another important parameter is the oscillators accuracy. Indeed, since the oscillators' frequencies are set from the strong signal's frequency measurement through (1) and (2), a measurement error implies that the strong signal will not be translated exactly on the notch filter's central frequency and it will be only partially attenuated.
In order to study the influence of these frequencies generation accuracy on the overall architecture performance, several simulations were performed. First, the notch filter's selectivity and the signal's frequency proximity have been varied and second, the LOs frequency accuracy limits have been tested. Then, the oscillators frequencies are set directly from the simulation parameters giving the central frequencies of each channel. This allows to isolate the different parameters and to study each of them separately, as the strong signal frequency measurement is not susceptible to be a source of error.
Influence of the notch filter selectivity
It has been shown in section 2 that the notch filter must provide a 40 dB attenuation. To reach this attenuation, the filter is tested with several orders and its bandwidth must be adapted depending on this order. The purpose of a first set of simulations is thus to give the filter bandwidth that provides a 40 dB attenuation for several orders. The filter order is chosen to vary from 1 to 5, this range being a good compromise between complexity and efficiency. The simulated bandwidths are presented in Table 1 and these values are used in the following in the filter selectivity simulations. It is considered that the frequency spacing between the signals and oscillators frequencies are fixed and the effect of the filter selectivity on the weak signal's BER is studied here. One channel spacing (i.e. 50 kHz) is kept between the strong and weak signals. In baseband, the strong signal begins at 1.975 MHz and ranges to 2.025 MHz and the band that can be affected by the filter thus ranges from 1.925 MHz to 2.075 MHz. As for the weak signal's baseband channel, it is set to range from 1.725 MHz to 1.925 MHz to avoid being attenuated by the filter. In the performed simulations, E b /N 0 is 7 dB with respect to the weak signal. The S s /S w ratio is set to 80 dB instead of 100 dB because of the use of transient simulation which is less efficient when simulating high dynamic range signal but without any loss in the significance of these simulations.
The ADC resolution is set to 30 bits on the reference path to be high enough not to disrupt the BER measurement. A BER test is performed on the weak signal for every filter order. A filter order is thus validated if the simulated BER is equivalent to the theoretical one (which is of the order of 2 · 10 −3 , from Figure 6 ). The simulation results are presented in Table 2 and are plotted in Figure 7 . In these simulations, the BER is com- puted with a 95 % confidence interval. When the filter order is 1, the BER is degraded because of the filter attenuation. For orders from 2 to 4, the BER is equivalent to the theoretical one and is of the order of 2 · 10 −3 . With an order 5, the filter phase shift becomes too important and affects the weak signal integrity, and leads to an important BER degradation.
It is considered in the following that the order 3 is the best compromise between the non-attenuation of the weak signal and its phase shift.
Influence of the local oscillator's frequencies accuracy
In the final receiver architecture, the oscillators' frequencies are set from a measurement of the strong signal's carrier frequency. Thus they are susceptible to be inaccurate because of a measurement error. To simulate the effect of the oscillators' frequencies accuracy, an error ∆f Ss is introduced on f Ss in the calculation of f OL1 and f OL2 (defined by equations (1) and (2)), which are still set from the simulation parameters (and not from a measurement on the signals). So the strong signal is translated on the filter's central frequency with a small frequency shift ∆f Ss . This shift is canceled during the baseband conversion, so it does not affect the weak signal demodulation.
The filter order is set to 3 and the signals frequencies are set to 1 MHz for the weak signal and 2 MHz for the strong signal, so the filter selectivity cannot affect the weak signal. In the intermediate band, the strong signal is now translated on the frequency f cCB − ∆f Ss . Then, the filter is less efficient to attenuate the strong signal. A series of BER simulations are performed to find the oscillator's frequencies accuracy requirement to sufficiently attenuate the strong signal and to properly demodulate the weak signal. A simulated BER close to the theoretical one means that the filter properly attenuates the signal.
The architecture should be capable of digitizing an input 80 dB power ratio with 12 bits, since the targeted resolution improvement is 7 bits. In Figure 2 , one can see that such a resolution corresponds to a power ratio of about 50 dB. Thus the filter attenuation should be at least 30 dB.
A series of simulations intends to evaluate the strong signal attenuation depending on the frequency shift and the results are represented in Figure 8 . As can be seen, to guarantee a higher attenuation than 30 dB (i.e. a rejection of the strong signal of more than 30 dB), the frequency measurement error should be less than 10 kHz. The shift between the attenuation at ∆f Ss = 0 kHz and the corresponding attenuation given in Table 1 is due to the BER measurement tolerance range. Then the BER should be simulated for this error range. The simulated BER is plotted in Figure 9 , where the BER is represented as a function of the error on the f Ss measurement. Due to the confidence interval, the error domain in which the weak signal is properly demodulated cannot be precisely bounded; however it can be estimated to be between 0 and 15 kHz. Thus, the measurement error on f Ss should be kept in this interval.
Conclusion
In this paper, a dual branch receiver architecture capable of processing high dynamic range signals and thus relaxing the digitizer constraints is proposed. The proposed architecture assesses a problem commonly encountered in urban sensor networks in particular and in the IoT communications in general, which is the simultaneous reception of signals with very different power levels.
The architecture has been implemented on Keysight's ADS software to evaluate its feasibility. The simulations results show that the notch filter implementation is not constraining, since a filter of order 3 is enough to properly attenuate the strong signal without affecting the neighbor channels.
Moreover, the robustness related to the strong signal carrier frequency drift has been simulated. The results are quite satisfying, since a precision of 15 kHz on a 50 kHz channel is required. This means that some drift can be accepted on the frequency measurement.
The proposed architecture is then an efficient way to reduce the ADC requirements when digitizing multiple signals in urban sensor networks. Globally, instead of using a 21 bits ADC, the proposed architecture uses two branches, one with a 5 bit ADC, for the strongest signal and one with a 14 bit ADC for all other signals. When taking into account the RF architecture impairments, the required ADC's resolution on the fine digitization path increases from 14 to 16 bit. Future work will focus on testing its performance in a more realistic case, by using real signals emitted by SRDs.
A further study will be done on the best way to perform the frequency measurement of the strong signal. In this paper it has been assumed that an FFT was used but it could also be done using a filter bank for a faster measurement.
Another work to be done on this architecture is to study its sensitivity and non-linearity requirements, as they are very important regarding the high dynamic range the architecture is intended to receive.
