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bstract
Analysis of the seabed composition over a large spatial scale is an interesting yet very challenging task. Apart from the field work involved,
ours of video footage captured by cameras mounted on Remote Operated Vehicles (ROVs) have to be reviewed by an expert in order to classify
he seabed topology and to identify potential anthropogenic impacts on sensitive benthic assemblages. Apart from being time consuming, such
ork is highly subjective and through visual inspection alone, a quantitative analysis is highly unlikely to be made. This study investigates the
pplicability of various Machine Learning techniques for the automatic classification of the seabed into maerl and sand regions from recorded
OV footage. ROV data collected from depths ranging between 50 m and 140 m and at 9.5 km from the northeast coastline of the Maltese Islands,
s processed. Through the application of the presented technique, 5.23 GB of data corresponding to 2 h and 24 min of footage which was collected
uring June 2013, was initially cleaned and classified. An estimate for the percentage cover of the two benthic habitats (sandy seabed and maerl)
as also computed by using artifacts encountered during the ROV survey and of known dimensions as a reference. Unlike other automatic seabed
apping techniques, the presented prototype processes video footage captured by a down-facing camera and not through acoustic backscatter.
mage data is easier and much cheaper to capture. Promising results that indicate a very good degree of agreement between the true and predicted
abitat type distribution values, were obtained.
 2016 Universidad Nacional Autónoma de México, Centro de Ciencias Aplicadas y Desarrollo Tecnológico. This is an open access article under
he CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
eywords: Machine Learning; Image processing; Seabed classification; Decision trees; Maerl detection; Sand detection
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i.  Introduction
In the last few decades there has been a dramatic upsurge in
he laying of submarine cables and pipelines that are deployed
ainly for communications or energy-transfer purposes. Such
aying inevitably implies a number of environmental changes
hich warrant the conduct of environment impact assessment
EIA) studies. Moreover, pipelines are normally deployed at∗ Corresponding author.
E-mail address: adam.gauci@um.edu.mt (A. Gauci).
Peer Review under the responsibility of Universidad Nacional Autónoma de
éxico.
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665-6423/© 2016 Universidad Nacional Autónoma de México, Centro de Ciencias
C BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).reat depths, beyond safe SCUBA diving limits. Remotely oper-
ted vehicles (ROVs) are used to collect baseline data as well as
o monitor the environmental changes. Whilst unaided human
nalysis of such video footage allows one to infer qualitative
onclusions about the seabed type being studied, the conduction
f quantitative assessments through manual means is virtually
mpossible and highly subjective.
In order to ensure a higher degree of security in energy
upply, in 2013 the Maltese government reached an agree-
ent with the Italian government to connect the islands withhe European electrical grid. This involved the laying of two
5 km-long submarine electrical cables between Qalet Marku
n Malta and Marina di Ragusa in Sicily. As shown by Borg,
 Aplicadas y Desarrollo Tecnológico. This is an open access article under the
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Fig. 2. Bathymetry close to the Maltese islands and the five seabed stretches of
500 m (total of 2.5 km), staggered through 1000 m-long intervals, over which
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FFig. 1. Photo of a sample of maerl taken within a laboratory.
anfranco, Mifsud, Rizzo, and Schembri (1999), Dimech, Borg,
nd Schembri (2004), Sciberras et al. (2009), and Agnesi et al.
2009), the planned transect intersected with maerl assemblages,
hich consist of accumulations of calcareous rhodophyte thalli
elonging mainly to Corallinaceae and marginally to Peysson-
eliaceae (Fig. 1).
In this study, the applicability of various Machine Learning
ML) techniques for the automatic classification of the seabed
nto maerl and sand regions from recorded ROV footage, was
nvestigated. The developed prototype contributes by providing
n alternative or to supplement costly and highly labor-intensive
coustic benthic mapping techniques. The manual analyses of
ollected video footage is also elevated and a non-subjective
pproach to quantify the seabed type is made available.
Examples of artificial intelligence (AI) methods used for
eabed classification can be found in literature; however, most
tudies consider acoustic backscatter data. Stephens and Diesing
2014) used multi-beam echo-sounder data collected from the
orth Sea to classify the substrate types. In this case, the ground
ruth was determined through the collected samples. Mosˇkon,
ˇ ibert, and Kavsˇek (2015) also demonstrated how classifiers
an be applied to raw multi-beam acoustic data for seabed map-
ing. Similar studies were carried out by Coiras and Williams
2009) and Landmark, Solberg, Austeng, and Hansen (2014).
nvestigations of seabed classification from image data were
ot found. As suggested by Stephens and Diesing (2014), reli-
ble automated approaches that provide quantitative results and
hich can be included in monitoring programs are still rela-
ively novel. While backscattered acoustic signals highlight the
ifferences in the seabed clearly, surveys making use of such sig-
als require a lot of planning, a lengthy permitting procedure,
nd are very expensive to run. In this study, camera footage
aptured by an ROV is used. The required data can also be
ecorded by a towed down-facing camera and is independent
f the water transparency and of differences in the lightning
onditions.
The following section provides further details on the video
ootage and how the frames were extracted. Details about the
lassification methods used and the obtained results are dis-
ussed in Sections 3 and 4, respectively. Planned future work
nd concluding remarks are given in Section 5.
b
n
aOV footage was recorded.
.  Image  data
For this study, 2 h and 24 min of video footage which were
ecorded by the down-facing camera of the ROV over five seabed
tretches of 500 m were processed (Fig. 2). The ROV transects
ollowed the path proposed for the submarine interconnector
able. The RAW video was captured at 29 frames per second
nd recorded on digital media in MPEG2 format. The processing
as carried out on frames of 720 ×  480 pixels. Since the velocity
f the ship was kept constant during data capture, the coordi-
ates of each frame could be computed from the corresponding
imestamps. In Table 1, the starting and ending coordinates
in decimal degrees), the average depth, the average vessel
peed and the number of frames extracted for every stretch are
ummarized.
The resolution of the raster set was estimated with frames
hat showed artifacts of known dimensions. In particular, refer-
nce was made to a bomb shell dating from World War II which
as captured in a number of frames (Fig. 3). As documented
n Boyd (2009), the body length (from the tip without the tail
ns) and the diameter at the widest part of such 500-lb general
urpose bombs are of 90.67 cm and 30.02 cm, respectively. The
umber of pixels representing these lengths were obtained from
ve different frames and the averages were found to be 301.84
nd 92.87 pixels. By using these two measurements, an estimate
or the physical dimension of individual pixels could be cal-
ulated as being 0.003004 m and 0.003233 m, with an average
f 0.003118 m. Since the frames consisted of 720 ×  480 pixels,
ach scene represented an area of 2.2451 m ×  1.4968 m.
Some of the frames were found to contain periodic noise that
ontaminated the signal. Such frames were projected onto the
ourier domain and any high frequency components away from
he central axes were masked out to remove this periodic pattern.
igure 4 depicts the noise removal process on the blue channel in
oth the image and Fourier spaces. Through this enhancement,
o extra information or artifacts was added to the image data
nd the luminous values remained unchanged.
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Table 1
Average depth, average vessel speed and number of frames extracted for every ROV stretch.
ROV Starting coordinates Stopping coordinates Average depth (m) Average vessel speed (m/s) Number of extracted frames
1 35.972830◦ N, 14.465499◦ E 35.976048◦ N, 14.469327◦ E 53.10 0.2462 33
2 35.982762◦ N, 14.476914◦ E 35.986069◦ N, 14.480641◦ E 60.40 0.3910 99
3 35.990776◦ N, 14.489086◦ E 35.994190◦ N, 14.492703◦ E 96.84 0.2811 100
4 36.002065◦ N, 14.498090◦ E 36.006408◦ N, 14.499593◦ E 96.84
5 36.015201◦ N, 14.502245◦ E 36.019428◦ N, 14.504150◦ E 138.07
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Fig. 3. WW2 bomb shell used to calibrate for size. o
t
2
Fig. 4. Original frame (left) and the cleaned version (righ 0.3098 100
 0.3038 99
.  Feature  extraction  and  classiﬁcation  methods
The task of seabed classifying is a typical classification prob-
em in which samples or pixels are to be categorized into groups.
he main objective of this study was to investigate which model
ost accurately predicts whether a pixel belongs to a maerl or
and patch. All classification methods were tested using tuples
toring RGB or LAB information to verify whether the clas-
ification performance increases when representing the data in
ifferent color spaces. Tuples encoding RGB data stored three
umbers that ranged from 0 to 255 and which represented the
ed, the green and the blue intensities of each pixel. When data
as projected onto the LAB model, the L channel represented
he luminance, the A channel showed the variation from green
o red, while the B channel showed the variation from blue to
ellow. Typical training examples and the corresponding values
re shown in Figure 5.
Decision tree learning is based on the pioneering work done
y Hunt in the late 1950s. Early in the 1960s, Quinlan devel-
ped the Iterative Dichottomizer 3 (ID3). This was followed by
he improved C4.5 decision tree learners (Kohavi & Quinlan,
002). In this work, the J48 method (an implementation of the
t) in image space (top) and Fourier space (bottom).
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Fig. 5. Training sample representations in RGB and CieLAB spaces together
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respectively. The created masks were then imported in Matlab
to extract the class information (Fig. 7).
F
(ith the corresponding class number and the color.
4.5 algorithm), the CART (Classification and Regression Tree)
nd Random Forests (with 10 as well as 50 trees) methods, were
ested. Such classification schemes sort samples by determin-
ng the corresponding leaf node after traversing down the data
tructure from the root. Most of the available methods construct
he tree by adopting a greedy search strategy and use an infor-
ation gain evaluation function to determine whether or not an
ttribute can represent the training samples. Branches of the tree
re built by recursively repeating this process for each node and
he process stops when all elements in the subset at a point have
he same value as the target variable, or when splitting no longer
dds value to the predictions (Mitchell, 1997). The constructed v
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ree can be then used as a rule set for predicting the category of
n unknown sample from the same set of attributes.
In this study, the applicability of an artificial neural network
ANN) for the classification of data in maerl and sand pixels,
as also investigated. Such a learning model connects a number
f neurons that take a set of inputs and produce a single real
umber. The learning algorithm determines numerical weights
o apply between each of these elements to obtain the desired
utput. An advantage of this technique is that it can produce
ood results even when the input is noisy or incomplete. In par-
icular, a backward propagation network with a 3:7:1 structure
as constructed. In Figure 6, combinations of RGB and LAB
hannels are visualized to highlight natural separation of the two
lasses. These graphs show that even in two dimensions, the data
s separable and hence the neural network model was expected
o be able to accurately learn how to differentiate between sand
nd maerl pixels.
.  Results  and  model  performance
The performance of each model was tested on separate data
ets for each individual ROV stretch, as well as on a combined
nd randomized global set. Classification was carried out on
GB and LAB spaces. The labeled data was manually created
y importing the frames in Adobe Photoshop and painting over
aerl and sand patches by solid green and solid blue colors,Testing was performed on labeled data using 10 fold cross-
alidation. In each experiment, the data was divided into ten
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rig. 7. Original frame from which training values are extracted (left) and the ma
orresponding taxonomy class (right).
roups and the algorithms were run for ten times. At every iter-
tion, nine groups were used for training while the remaining
roup was used to test the performance of the model. Such a
ethodology ensured that each training sample was used for
esting at least once.
The resulting confusion matrices that show the number of
orrectly and incorrectly classified samples for all tested meth-
ds, are presented in Figure 8. In Figure 9, the actual percentage
ccuracies which represent the ratio between the sum of true
ositives and true negatives are listed together with the total
r
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Fig. 8. Confusion matrices for all runs performed. Each 2 × 2 grid shows the truey generated mask to highlight the pixel locations to be used for training and the
umber of samples processed. Following the classification of
very pixel, an estimation of the total benthic area covered was
etermined. The results for the first three ROV stretches are
resented in Table 2.
In this study, all ML algorithms produced good results. For
alf of the tested cases, the J48 algorithm produced the best
esults. The CART method gave the best performance in the
emaining cases. While good results were also achieved by Ran-
om Forest with 10 trees, significantly better accuracies were not
ecorded when using 50 trees. The additional time and memory
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Fig. 9. Percentage accuracies for all runs performed.
Table 2
Results for the first three ROV stretches.
ROV 1 ROV 2 ROV 3
Number of valid frames 32 99 6
Total number of pixels processed 9,574,400 29,478,339 1,786,566
Pixels classified as sand 5,493,067 (57.37%) 10,314,343 (34.99%) 876,397 (49.05%)
Pixels classified as maerl 4,081,333 (42.63%) 19,163,996 (65.01%) 910,169 (50.95%)
Estimated total surface area coverage (m2) 93.0816 286.5862 17.5000
Estimated sand surface area coverage (m2) 53.4032 100.2753 8.5203
Estimated maerl surface area coverage (m2) 39.6784 186.3000 8.8000
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pequired to carry out such runs is not worth the small (×10−5)
ncrease in percentage accuracy. The same applies for predic-
ions made with the ANN method.
The J48 and CART methods constructed a representative
ecision tree in a few seconds. The generated data structure
ould be easily parsed to provide an accurate output in a very
hort time. Such techniques can only be used when the output
lass is discretized; nevertheless, most real value systems can
e adapted to work with data bins that range over a very small
nterval, allowing for these classification methods to be utilized.
In this study, experts in seabed morphology classification
ere involved at all the stages so as to ensure that the model
utputs made sense and agree with what is expected in the real
orld. Such techniques can easily be applied by other scientists
orking in other fields of research, such as terrestrial vegetation
lassification or in the generation of cloud cover masks.
.  Conclusion
This work investigated various Machine Learning techniques
or automated seabed classification into maerl and sand patches.
he very good and promising results that were obtained suggesthat the proposed methods can be used as an alternative or to
upplement more costly or more labor-intensive acoustic benthic
apping techniques which include multibeam sonar and side-
can sonar. The laborious and time-consuming manual analyses
o
p
ef collected video footage or still images of the seabed is also
levated.
As summarized in the study for NOAA (Finkbeiner,
tevenson, & Seaman, 2001), imagery and remote sensing
ethodologies are becoming frequently used for the identifi-
ation of benthic assemblages. Whilst manual examination of
ideo footage and still images of maerl assemblages is common
n the literature such as in Hinz et al. (2010), very few studies,
f any, have ever proposed an automated image analysis proto-
ol for ROV footage in order to determine benthic percentage
over of maerl. Expert manual examination of ROV footage has
he benefits of enhanced taxonomic resolution over automated
xamination of the same material and allows for taxonomic
dentification down to a much lower taxonomic rank. Identifica-
ion of different maerl bed types is even possible; nonetheless,
anual techniques are time-intensive, require taxonomic expert
nput and can only provide approximate quantitative measures
f seabed cover of different benthic assemblages for compara-
ive purposes. Both manual and automated techniques should be
ccompanied by ground truthing and calibration through sample
ollection from the field for ex-situ examination, and this routine
rocedure could not be conducted in the present study in view
f the prohibitive sea depths involved.
Apart from noise reduction and the binary classification of
ixels, this work also investigated the possibility of computing
stimates for surface area coverage in square meters. This was
3 searc
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ade possible by means of detected debris with known physical
imensions as a scale.
While the results prove that very good classification results
an be achieved, the quoted area estimates for maerl and sand
eavily rely on the validity of the assumption that the ROV
as kept at a constant height above the sea bed. Calibration
or pixel dimensions was only performed from a few frames in
hich debris was spotted and the viewing conditions might have
aried even across footage of the same ROV stretch. Although
ootage was across stretches of 500 m and the sea floor topol-
gy in the area being studied goes down gradually, keeping
he ROV at a constant altitude is very difficult. Future studies
hould involve a more advanced and modern equipment that is
apable of automatically flying at a constant height above the
eafloor.
Disparity from the constant speed assumption can only intro-
uce errors in the computed coordinates of the extracted frames.
uch a problem can easily be elevated by frequently recording
he timestamp of the ROV footage with the corresponding GPS
osition. In this work, only the time and position of the starting
nd stopping locations were recorded.
The developed models can be trained on footage captured
y any sensor and in any lighting conditions. Comparison of
ootage recorded by the down facing and front facing cameras
s not straight forward because of differences in the mounting
ngles and fields of view. Direct matching is difficult because
he maerl patches attain slightly different shapes. Although this
esearch focused on the classification of just two taxonomy
lasses, planned future work includes the extraction of texture
nformation to allow for more detailed studies and categoriza-
ions.
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