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RESUMEN 
El proyecto “Evaluación E Implementación De Algoritmos De Análisis De La 
Marcha Sobre Dispositivos Configurables” aborda la implementación de algoritmos 
destinados a la detección de los pasos que se producen en la marcha, sobre 
dispositivos configurables o programables, en concreto, Field Programable Gate 
Arrays (FPGAs) y MicroProcesadores (uP).  
El proyecto tiene un doble objetivo, en primer lugar el desarrollo de un sistema 
capaz de detectar el paso humano, y en segundo lugar, la validación del System on 
Chip (SoC) Xilinx Zynq y la tarjeta de desarrollo ZedBoard como una plataforma 
funcional para implementación de sistemas híbridos Hardware/Software.  
Se ha implementado sobre la plataforma ZedBoard, un sistema que recibe 
medidas de aceleración en tres dimensiones. Las medidas son capturadas mediante el 
sensor acelerómetro de un teléfono móvil con sistema operativo Android. Dichas 
medidas son enviadas mediante un enlace inalámbrico Bluetooth a la plataforma. En 
ésta se realiza un pre-procesado de la información y posteriormente se evalúa 
mediante el algoritmo de detección. Si las características de las medidas son 
coherentes con unos determinados criterios estadísticos, se validan las medidas como 
un paso, y por tanto se define como positiva la detección del paso.  
El sistema implementa también visualización de las medidas y el procesado 
mediante un monitor VGA. Del mismo modo, envía la información a un PC, donde una 
aplicación de usuario muestra la misma información, y permite el almacenamiento de 
históricos.  
Con todo esto se ha conseguido demostrar la viabilidad de implementación de 
este tipo de algoritmos en un SoC que permite el uso eficiente de los recursos 
disponibles, optimizando el particionado Hardware/Software.  
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CAPÍTULO I. INTRODUCCIÓN 
1.1. PRESENTACION 
El presente proyecto aborda la implementación de algoritmos de análisis de la 
marcha sobre dispositivos configurables o programables, en concreto, Field 
Programable Gate Arrays (FPGAs) y MicroProcesadores (uP). Se lleva a cabo la 
programación en lenguaje C de dichos algoritmos, así como su implementación en 
Hardware Description Language (HDL). Se han utilizado tecnologías que permiten una 
implementación eficiente de algoritmos con requerimientos de cierta complejidad de 
cálculo y desarrollo.  
Para el desarrollo del proyecto planteado, se han debido abordar conceptos 
relacionados con sistemas de instrumentación (adquisición de medidas de aceleración 
durante la marcha mediante un sensor acelerómetro tri-axial), protocolos de 
comunicaciones (utilización de un enlace inalámbrico Bluetooth para comunicación 
entre el sensor de aceleración y la plataforma de procesado), sistemas embarcados 
(puesta en marcha de la plataforma ZedBoard albergando un System on Chip (SoC) 
compuesto de dos microprocesadores y una FPGA), programación (codificación del 
firmware de control del SoC en C y de una interfaz gráfica para PC), diseño 
microelectrónico (descripción de diferentes Intelectual Properties (IP cores) para 
control de periferia del SoC como control de botoneras, leds, pantalla lcd, y descripción 
eficiente de algoritmo en VHDL) y procesado de señal (estudio preliminar de las 
medidas de aceleración y análisis de estas mediante Matlab, para, permitir la posterior 
implementación eficiente del algoritmo, filtrado Finite Impulse Response (FIR) y 
arquitectura de detección de pasos, en las plataformas de procesado). 
Con todo esto se ha conseguido demostrar la viabilidad de implementación de 
este tipo de algoritmos en un SoC que permite el uso eficiente de los recursos 
disponibles, optimizando el particionado Hardware/Software.  
 
1.2. OBJETIVOS 
El objetivo de este proyecto es la puesta en  marcha de la plataforma ZedBoard 
con el SoC Zynq compuesto de un Programable System (PS) con dos micros ARM, y 
una Programable Logic (PL) sobre tecnología FPGA Xilinx.  
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Pretende también demostrar la viabilidad de la implementación de algoritmos 
medianamente complejos para procesado de señal, en nuevas tecnologías y 
dispositivos programables. Dichos algoritmos suelen resultar poco eficientes en 
implementaciones sobre dispositivos microprogramados como microprocesadores, que 
por el contrario, permiten una mayor versatilidad y facilidad para el control de sistemas 
embarcados.  
Por otro lado, la implementación en lógica programable, donde el hardware se 
configura y adecúa en función de las necesidades, por ejemplo paralelizando 
algoritmos o dimensionando a voluntad la palabra de información en el data path, es 
una opción atractiva y preferible.  
La aparición de nuevos dispositivos como el SoC Zynq de Xilinx, permite la 
combinación de las bondades de ambas tecnologías, pues integran en un solo chip 
microprocesadores hardware y FPGA. Soluciones similares existían hasta la fecha 
donde se implementaba en una FPGA un procesador softcore, pero nunca alcanzando 
las prestaciones y versatilidad que ofrece un procesador hard. Se pretende por tanto, 
demostrar también las facilidades que ofrece este SoC para el particionado 
Hardware/Software.  
La utilización de tecnologías tan novedosas, no está exenta de problemas. Los 
entornos de desarrollo y plataformas de demostración que los fabricantes ofrecen, 
suelen estar mal documentados y contener abundantes fallos y erratas en las primeras 
versiones. A su vez, no suelen existir procedimientos y metodologías bien definidas 
que faciliten la puesta en marcha e implementación de sistemas en estas tecnologías. 
Por tanto, el proyecto también busca realizar un análisis de las metodologías a seguir 
para el uso de estas tecnologías, en concreto del novedoso SoC Zynq. Esto permitirá 
establecer las bases para un  uso posterior más eficiente de todas las herramientas de 
los fabricantes.  
A su vez, el uso de una FPGA como un soporte donde implementar un gran 
abanico de periféricos para un microprocesador dentro de un mismo chip, ofrece la 
posibilidad de integrar en un dispositivo aceleradores hardware para el procesado o la 
comunicación con otros dispositivos estableciendo un nuevo paradigma. En el pasado 
el uso de dispositivos dedicados como Digital Signal Processors (DSPs) supuso un 
gran avance respecto al uso de procesadores de uso general. Aun así la versatilidad y 
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configurabilidad que ofrece el tándem FPGA-uP, supera con creces a los DSPs. Nacen 
así la posibilidad de optimizar la arquitectura de procesado, paralelizar elementos 
congestionados de la arquitectura, optimización del datapath, uso eficiente de macros 
aritméticas… 
 
1.3. CONTEXTO DEL PROYECTO 
Este proyecto ha sido realizado por el autor durante los últimos dos años dentro 
del grupo Advanced Hardware Architectures del Departamento de Ingeniería 
Electrónica de la Universidad Politécnica de Catalunya. El proyecto ha sido 
simultaneado por el autor con su labor profesional por lo que se ha alargado en el 
tiempo más de lo previsto. Pese a esto, las conclusiones y metodologías desarrolladas 
mantienen resultados totalmente válidos.  
La aplicación de estas tecnologías a un caso de uso, mediante algoritmos de 
análisis de la marcha, se enmarca dentro las actividades del Centro Específico de 
Investigación (CER) de la UPC, Cetpd (Centro de estudios tecnológicos para la 
dependencia y la vida autónoma), en el cual el director del proyecto se encuentra 
activo.  
El proyecto ha sido concebido como un demostrador preliminar de estas 
nuevas tecnologías, ofreciendo capacidades y rendimiento nunca vistos hasta la fecha 
en sistemas embarcados. Se puede lograr por tanto la implementación en pequeños 
SoC de algoritmos y procesado antes solo disponible en estaciones de trabajo y 
servidores dedicados. Esto permite un nuevo abanico de aplicaciones en las que 
realizar análisis de información y procesado en tiempo real, que antes debía realizarse 
mediante un post procesado offline.  
 
1.4. DESARROLLO DEL PROYECTO 
Para el desarrollo del demostrador de nuevas tecnologías para SoC, se ha 
seguido el proceso que se describe a continuación.  
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En primer lugar, se realizó una fase de familiarización con la tecnología y kit de 
desarrollo utilizado para la implementación del SoC, en concreto el kit de desarrollo 
ZedBoard de Digilent/Avnet, que incorpora un SoC Zynq de Xilinx. Se estudió  el 
hardware presente en el kit de desarrollo 
A continuación, en una segunda fase, se analizaron las herramientas de 
desarrollo ofrecidas por el fabricante, Xilinx. Se estudió PlanAhead, SDK, ISE… Se 
realizaron pequeños proyectos de control de periferia…. Leds, botoneras…para 
familiarizarse con el funcionamiento de dichas herramientas. Se estudió en un primer 
lugar el Programable System, para proseguir con la Programable Logic. A continuación 
se realizaron pequeñas pruebas con ambos componentes del SoC.  
Una vez el SoC y las herramientas fueron familiares, se procedió a incorporar 
un periférico Bluetooth mediante un módulo PMOD.  El objetivo fue comenzar a 
comprender el mecanismo de comunicación Bluetooth con el que se comunica el 
sensor de aceleración. Para ello se realizaron pruebas de comunicación entre el kit de 
desarrollo y un PC mediante Bluetooth. 
El siguiente paso llevado a cabo fue la comunicación con el sensor del proyecto 
Rempark. Para ello en primer lugar se estableció una comunicación de éste con un 
PC. Una vez verificado y comprendido su funcionamiento se integró la comunicación 
entre el sensor y la placa ZedBoard mediante Bluetooth. 
En este momento del proyecto se optó por migrar el trabajo realizado hasta el 
momento de PlanAhead a Vivado, por lo que se requirió un periodo de familiarización 
con este nuevo Software.  
A su vez ante la imposibilidad de uso del sensor Rempark, dado que otro 
estudiante lo necesitaba, se tuvo que buscar una alternativa. Se realizó un estudio de 
posibilidades y se optó por usar un dispositivo Android con comunicación Bluetooth.  
Se realizó un estudio de aplicaciones que permitían hacer uso de los sensores del 
dispositivo y se implementó la comunicación con dos de ellas, Acceltooth y 
SensoDuino.  
A continuación para una implementación más eficiente se migro la arquitectura 
de comunicaciones a una filosofía de gestión mediante interrupciones en lugar de 
polling, que había sido implementada en primer lugar pues resulta más sencilla.  
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Finalmente se implementó el algoritmo de detección de paso. Para ello en 
primer lugar se realizó una búsqueda en la literatura de soluciones usadas. 
Posteriormente se optó por la implementación de un sencillo algoritmo de detección de 
picos de aceleración pero ante los malos resultados que ofreció, se optó por 
caracterizar el sensor adecuadamente con Matlab y la realización de un pre-procesado 
de las medidas antes de su uso para la detección de paso. Una vez verificado el nuevo 
algoritmo en Matlab, se implementó en el SoC. Se validó su funcionalidad y para 
comprobar la precisión de los resultados del algoritmo, se reprodujeron en Matlab los 
cómputos realizados en el SoC con las medidas de éste.  
En una última instancia se implementó la representación de información en un 
LCD mediante una controladora VGA y se redactó este documento.  
 
1.5. ORGANIZCIÓN DE LA MEMORIA 
El presente documento, memoria del proyecto, ha sido dividido en diferentes 
capítulos entorno a los principales tópicos del proyecto.  
En el segundo capítulo se realiza un estudio del estado de la técnica y se 
muestran las características de la plataforma y el SoC en los que se implementa el 
proyecto. Se analizan las características y motivación para el uso de éstas tecnologías 
y las ventajas que proporcionan respecto otras soluciones.  
En el tercer capítulo se analiza la arquitectura del sistema implementado. Se 
describen en primer lugar los componentes utilizados desde el kit de desarrollo 
ZedBoard hasta las aplicaciones software. Se describe la arquitectura global del 
sistema. Se analizan a continuación las funcionalidades a implementar. Se describen 
los diferentes interfaces entre los componentes del sistema. Y finalmente, se continúa 
desarrollando y motivando la arquitectura de cada sub-bloque, el SoC, Firmware y 
Software.  
En el cuarto capítulo se describe el procesado de señal llevado a cabo y 
algoritmo implementado. Se analizan los sensores utilizados en el proyecto. Se 
argumentan las diferentes posibilidades de implementación del algoritmo, bien en el 
PS o en la PL. Para a continuación, documentar el desarrollo llevado a cabo, en primer 
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lugar con un algoritmo sencillo de detección de picos, y en segundo con el algoritmo 
final más complejo. Se muestra finalmente la verificación de resultados.  
En el quinto capítulo se describe la puesta en marcha de sistema ZedBoard. Se 
describe el entorno de desarrollo empleado en el proyecto, tanto para el desarrollo del 
SoC como para la verificación del algoritmo. Se describe a continuación la 
metodología a seguir para el desarrollo con el kit ZedBoard. Finalmente se describe la 
puesta en marcha de los diferentes componentes del sistema.  
En el sexto capítulo de desarrollan las conclusiones y resultados obtenidos en 
el proyecto. Se justifica la validez del algoritmo, como los resultados, la metodología y 
uso del SoC Zynq y los procedimientos para la implementación de soluciones y su uso. 
Finalmente se exponen las futuras líneas a seguir.  
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CAPÍTULO II. ESTADO DE LA TÉCNICA, MOTIVACIÓN. 
2.1. SISTEMAS HIBRIDOS CONFIGURABLES 
En el presente capítulo se van a establecer las bases que motivan este 
proyecto en base al estado de la técnica tecnológico.  
El uso de procesadores y microprocesadores está bien extendido a día de hoy 
en todo tipo de dispositivos, teléfonos móviles, reproductores de música, receptores de 
radio, televisores… Del mismo modo, las aplicaciones multimedia, y de procesado de 
información están en auge, sistemas de reconocimiento de visión, procesado 
estadístico de datos, enrutado de tráfico en internet… Este tipo de aplicaciones realiza 
generalmente un uso intensivo de los procesadores, dado que el procesamiento de la 
información que hace un dispositivo de este tipo, es secuencial. Este es el paradigma 
en el que se basan los sistemas micro-programados.  
 
Figura II-1; Procesado secuencial. 
El uso de estos sistemas en este tipo de aplicaciones, presentas problemas de 
latencia en los datos, gestión de interrupciones retardada, baja throughput de datos… 
pues no están pensados para procesamiento intensivo, como pueden ser las GPUs. 
Una evolución de este tipo de sistemas son los DSP donde se optimizan 
algunas instrucciones, aun así la complejidad de los sistemas de hoy en día, requiere 
de soluciones más complejas. Generalmente mediante el uso de ASICs o FPGAs. 
Estas permiten procesamiento paralelo, y configurabilidad total del hardware 
disponible para la aplicación a realizar. 
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Figura II-2; FPGAs, procesamiento paralelo y configurabilidad. 
 Permiten también el procesamiento paralelo de la información e incluso la 
reconfigurabilidad de la funcionalidad del sistema en función de las necesidades 
puntuales.  
El problema que se plantea reside por lo general en la interconexión de estos 
dos mundos, el de los microprocesadores y el de las FPGAs o ASICs. Los buses de 
conexión entre dispositivos limitan los anchos de banda de transferencia de la 
información y además, son costosos en términos de eficiencia energética… Por otro 
lado, si los sistemas comparten una memoria para el intercambio de información, es 
necesario un controlador para ésta, se encarga generalmente de la gestión de accesos 
concurrentes, además de la consistencia de los datos, lo que añade complejidad al 
sistema. Por lo general, se debe recurrir a interfaces a medida, que incrementan el 
tiempo de diseño, añaden complejidad y limitan la reusabilidad de estos sistemas.  
Además el hecho de incluir varios dispositivos, incrementa los costes de 
diseño, pues los PCBs se tornan más complejos. Del mismo modo el coste de los 
componentes por lo general sube, pues en un circuito integrado gran parte del coste, 
radica en el encapsulado, y en soluciones donde se tienen varios dispositivos, se 
tienen varios encapsulados.  Además puede darse el caso de que uno de los 
dispositivos se quede obsoleto y aunque se disponga del resto de componentes el 
diseño no pueda reproducirse… 
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2.2. SYSTEM ON CHIP 
Para tratar de solucionar estos problemas, se planteaba hasta la fecha el uso 
de procesadores SoftCore implementados en una FPGA. Existen diferentes soluciones 
como MicroBlaze de Xilinx, NiosII de Altera… El problema radica en que el rendimiento 
de este tipo de procesadores, dista bastante del que se puede alcanzar con uno 
hardware, sus prestaciones están por lo general por debajo.  
La constante evolución de la electrónica y miniaturización de ésta, permite la 
integración de cada vez más periféricos y dispositivos en un solo chip. Xilinx lanzó al 
comienzo de este proyecto un nuevo dispositivo que incorpora en un solo chip dos 
procesadores ARM Cortex y una FPGA de última generación. Además la interconexión 
entre ambos se facilita gracias al uso del estándar AMBA y un controlador especifico 
de memoria.  
Mediante este System on Chip, se trata de dar respuesta a los problemas 
planteados en el punto anterior. Este tipo de dispositivo establece un nuevo 
paradigma, en el que el diseñador puede implementar en su propio chip los periféricos 
con los que agilizar e incrementar el rendimiento de su procesador de manera 
eficiente.  
 
Figura II-3; Elementos básicos de una FPGA. 
Esto permite a su vez la partición eficiente entre las partes de un algoritmo que 
se ejecutarán en software y las que lo harán en hardware. Además, permite la 
reducción del número de dispositivos por tarjeta. El SoC Xilinx trata de mejorar 
también la eficiencia energética, pues es posible, por ejemplo, deshabilitar relojes en 
periféricos que no están siendo utilizados, o habilitarlos solo en momentos puntuales, 
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cosa difícil de llevar a cabo cuando los periféricos están en chips diferentes. Esto 
permite mayor eficiencia de consumo estático, y a su vez al no necesitarse pines para 
la conexión de dispositivos internos, se reduce bastante el consumo debido a salidas y 
entradas del chip. Se reduce también la interferencia electromagnética generada 
asociada y los problemas de compatibilidad electromagnética, pues hay menos buses 
en las PCBs.  
Este tipo de dispositivos, permite además ir más lejos en procesamiento en 
paralelo y arquitecturas de control. Permite ejecutar en hardware algoritmos pesados y 
que bloquean el data path, y que el software tome el control y actualice parámetros de 
los algoritmos que generalmente son estáticos.  
Además dado que se trata de silicio de última generación, las prestaciones de 
los dispositivos en el chip, FPGA  y procesador, tienen poco que envidiar a dispositivos 
dedicados.  
 
Figura II-4; Familia Zynq. 
Este proyecto va a tratar, por tanto, de desarrollar una solución a un problema, 
aprovechando los beneficios de éstas tecnologías de última generación.  
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CAPÍTULO III. ARQUITECTURA DEL SISTEMA 
El presente capítulo aborda la arquitectura del sistema realizado. Expone las 
soluciones técnicas tomadas y motiva la razón de estas elecciones. Se muestra tanto 
la arquitectura a nivel global, como de los diferentes subcomponentes.   
3.1. INTRODUCCIÓN Y BLOQUES FUNCIONALES 
A continuación se exponen los bloques funcionales entorno a los que se ha 
implementado el sistema.   
3.1.1. ZEDBOARD 
La placa de desarrollo que comprende el System on Chip es la ZedBoard de 
Avnet. Se trata de un entorno de desarrollo con las siguientes características;  
• Chipset: Zynq-7000 AP SoC XC7Z020-CLG484-1 
• Memoria: 512 MB DDR3 / 256 Mb Quad-SPI Flash / Tarjeta 4 GB SD  
• Comunicaciones:  
o USB-JTAG integrado  
o 10/100/1000 Ethernet 
o  USB OTG 2.0 y USB-UART 
• Conectores de expansión: 
o FMC-LPC (68 I/Os single-ended o 34 I/Os diferenciales) 
o 5 Pmods 
o Agile Mixed Signaling (AMS)  
• Recursos de reloj 
o Reloj de 33.33333 MHz para el PS 
o Oscilador de 100 Mhz para la PL 
• Display 
o Salida HDMI  
o Salida VGA  
o Display 128x32 OLED  
• Recursos de configuración 
o Interfaz USB-JTAG integrada 
o Conector para Xilinx Platform Cable JTAG 
• I/O de propósito general 
o 8 LEDs 
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o 7 pulsadores 
o 8 interruptores 
 
En la siguiente figura se muestra la distribución de periféricos entorno a los 
bloques funcionales del SoC.  
 
Figura III-1; Periféricos ZedBoard. 
En la siguiente figura, puede verse la plataforma de desarrollo ZedBoard. 
 
Figura III-2; Imagen ZedBoard. 
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3.1.2. PMOD BLUETOOTH 
Los módulos PMOD (Peripheral Module) son un conjunto de PCBs periféricos 
definidos y estandarizados por Digilient para ser usados como módulos de expansión 
para FPGAs o micro-controladores. Existen una gran variedad de éstos, integrando 
desde simples botones o pulsadores hasta conversores analógico digitales, digital 
analógicos, o transceivers para diferentes protocolos de comunicaciones. El objetivo 
de dichos módulos, es dotar de posibilidades de expansión a otras tarjetas que 
albergan la FPGA o micro si necesidad de soldadura o modificación de estas PCBs. 
Para ello se estandariza un conector de 6 o 12 pines con varias señales genéricas, y 
alimentación.  
En este proyecto se utiliza el periférico PMOD BT2. Este es  un módulo PMOD 
que incorpora un ASIC para comunicaciones inalámbricas mediante el protocolo 
Bluetooth. Posee una interfaz PMOD de 12 pines que es vista por la tarjeta host como 
una UART, siendo por tanto transparente al protocolo Bluetooth. Dispone también de 
un puerto SPI para actualización del firmware del ASIC y modificación de diferentes 
parámetros Bluetooth.  
 
Figura III-3; Modulo PMOD BT2. 
La interfaz UART trabaja por defecto a 115.2kbps con palabras de 8 bits. Existe 
también la posibilidad de configuración del ASIC mediante la UART usando comandos 
específicos de control.  
Este módulo PMOD es utilizado en el proyecto para la comunicación Bluetooth 
con el acelerómetro tri-axial. Dicho sensor inicia una conexión Bluetooth bajo demanda 
del usuario al módulo PMOD y comienza la transmisión de medidas. El puerto UART 
del PMOD envía las medidas recibidas en modo serie hacia el SoC 
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Este módulo PMOD es por tanto, un interfaz entre el protocolo Bluetooth usado 
por el sensor de aceleración y la UART serie de recepción del SoC.  
 
3.1.3. SENSOR  REMPARK 
El sensor Rempark, se trata de un sensor con un acelerómetro de tres ejes, 
giróscopos y magnetómetro desarrollado en el proyecto europeo Rempark. Dicho 
sensor tiene una interfaz Bluetooth para transmisión de datos, así como un puerto para 
tarjeta microSD donde almacenar también medidas.  
En la siguiente figura, puede observarse la máquina de estados implementada 
en dicho sensor. Básicamente, el sensor es despertado mediante la pulsación de un 
botón, y en función de su configuración vuelca la información adquirida en la tarjeta 
microSD o la envía por el puerto Bluetooth.  
DURMIENDO
ESPERA_CONEXION
DESPIERTA
ESCRIBE_BT
ESCRIBIENDO_BT
ESCRIBE_uSD
ESCRIBIENDO_uSD
IR_A_DORMIR
PULSACIÓN
BOTON
CONEXIÓN POR BT
BOTON
BOTON
CONEXIÓN
+ ORDEN uSD
PULSA BOTON
+ TARJETA uSD NO OK
CONEXIÓN
+ ORDEN BT
PULSA BOTON
+ TARJETA uSD  OK
PERDIDA 
CONEXIÓN
PERDIDA
CONEXION
 
Figura III-4; Diagrama estados Rempark. 
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Los datagramas enviados por el puerto Bluetooth, tienen el siguiente formato;  
 
Figura III-5; Datagrama Rempark. 
Contienen un frame ID de 4 bytes, seguido de 18 bytes con medidas de 
acelerómetros, magnetómetros y giroscopios. A continuación 2 bytes contienen 
información acerca de la temperatura y finalmente  8 bytes contienen información 
acerca del tiempo de muestreo, el estado del sensor y un identificador de protocolo.  
 
3.1.4. SENSODUINO 
El segundo sensor utilizado está basado en una aplicación para dispositivos 
Android, Sensoduino. Dicha aplicación instalada en un dispositivo Android detecta los 
sensores disponibles en él y ofrece su lectura y registro en un fichero de texto, así 
como también, el envío de las medidas mediante conexión Bluetooth. 
Dicha aplicación ha sido desarrollada por Hazim Bitar para la interconexión con 
placas de desarrollo Arduino. La aplicación ofrece también la posibilidad de configurar 
la frecuencia de muestreo.  
En el presente proyecto, se utilizará esta aplicación para enviar, mediante 
Bluetooth, a la ZedBoard las medidas del acelerómetro lineal tri-axial del dispositivo 
Android. Se configura la frecuencia de muestreo a 10Hz, siendo ésta, la máxima 
frecuencia disponible en el dispositivo Android seleccionado, un Samsung Galaxy S4 
Mini.  
  
 
 
Pag. | 16  
 
 
Figura III-6; Captura de la aplicación SensoDuino. 
La aplicación envía las medidas mediante una cadena de texto de longitud 
variable. Dicha cadena está compuesta por un carácter “>” al comienzo, seguida de un 
identificador del sensor en el dispositivo, una coma, el número de muestra, otra coma 
y las medidas de los tres ejes separadas por comas y  terminadas mediante un retorno 
de carro. En la siguiente imagen se muestra un ejemplo de medidas de aceleración 
recibidas por la ZedBoard. Se observa como el identificador del sensor es el número 
11, a continuación se ve un conjunto de medidas indexadas en el rango de 200 
aproximadamente, seguido de las tres medidas.  
 
  >11, 223, -1.2819662,-3.0015073,0.12658453 
  >11, 224, -2.811366,-0.17310715,-0.2661667 
  >11, 225, 3.1420102,-2.7701855,-3.892943 
  >11, 226, 4.726902,3.356772,12.467829 
  >11, 227, 0.6390891,-3.4695654,-1.9755905 
  >11, 228, -2.6439729,-0.499125,-3.1596284 
  >11, 229, -3.7847567,0.60397863,3.2534606 
  >11, 230, -0.97159433,-2.2030568,-3.820435 
  >11, 231, 5.545947,0.18310547,0.4719962 
  >11, 232, -1.6046367,0.11045265,-0.8742951 
  >11, 233, -1.915792,0.6722207,3.826792 
  >11, 234, -0.1978364,-0.12840843,-0.17316109 
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3.1.5. ORDENADOR PC 
El PC es el host encargado de ejecutar una aplicación informática para 
visualización de datos. Dichos datos son enviados desde la placa host ZedBoard hacia 
el PC por un puerto serie. En el PC dicha aplicación de usuario realiza además la 
gestión de históricos de las medidas.  
 
3.1.6. DISPLAY LCD 
El sistema implementa una salida VGA para visualización de las medidas y 
detección mediante el algoritmo en un monitor. Se puede visualizar simultáneamente 
las medidas realizas, así como características estadísticas de estas, desviación típica 
estándar, las medidas filtradas y detecciones de paso.  
 
3.2. FUNCIONALIDADES IMPLEMENTADAS 
El sistema implementado, tiene como objetivo la detección del paso de una 
persona mediante medidas remotas. Permite la comunicación entre una plataforma de 
procesamiento basada en un SoC Zynq y un sensor inalámbrico para la toma de 
medidas.  
El sensor inalámbrico es un acelerómetro de tres ejes. Dicho sensor está 
basado en una aplicación para dispositivo Android. El dispositivo Android utilizado es 
un Samsung Galaxy S4 Mini. La aplicación usada es SensoDuino. La comunicación 
entre el sensor y la plataforma de procesamiento se realiza mediante una conexión 
inalámbrica Bluetooth.  
El SoC realiza un procesado de las medidas para la identificación del paso. 
Este procesado se basa en el cómputo de la magnitud de las medidas conjuntas, su 
desviación típica estándar, su filtrado mediante filtros paso bajo FIR y su comparación 
con unos umbrales de detección.  
La implementación de los filtros para procesado se hace tanto en software 
como en hardware para demostrar la viabilidad de ambas implementaciones.  
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El SoC permite la visualización de la información en una pantalla mediante un 
puerto VGA. Permite la visualización simultánea de las medidas tomadas, el 
procesado de señal para la extracción de características y la identificación de pasos. 
El controlador VGA tiene una resolución de 640x480 líneas y una frecuencia de 
refresco de 60Hz.  
Del mismo modo envía las medidas a un PC mediante un puerto serie. 
También señala la detección del paso mediante el encendido de un led en la 
plataforma ZedBoard.  
La adquisición de datos se realiza a 10Hz. El pintado de la información en la 
pantalla VGA, permite la interpolación lineal de las medidas y los resultados de 
caracterización estadística de hasta 16 muestras por muestra adquirida.  
El sistema se controla mediante 8 switches y tres botones. A continuación se 
describe la funcionalidad controlada por cada uno de ellos;  
-Sw0; Habilita los filtros con Pipelining.  
-Sw1; Habilita el led parpadeante indicador de actividad del Sistema. 
-Sw2; Habilita el envío de datos al PC.  
-Sw3; Habilita el filtrado en la PL en lugar del PS.  
-Sw4; Habilita el almacenamiento de medidas en los buffer.  
-Sw5; Habilita las interrupciones UART. 
-Sw6; Habilita la detección de paso.  
-Sw7; Habilita el filtrado de medidas.  
-Botón central; Realiza una actualización forcada del estado del Sistema. 
-Botón inferior; Decrementa el factor de interpolación de video.  
-Botón superior; Aumenta el factor de interpolación de video.  
  
 
 
Pag. | 19  
 
3.3. ARQUITECTURA DE ALTO NIVEL  
En el punto anterior se han descrito los principales bloques funcionales 
constitutivos del proyecto. A continuación se expone la arquitectura de alto nivel del 
sistema desarrollado a nivel de bloques y las diferentes interrelaciones entre ellos.  
En la siguiente figura puede observarse un diagrama de los diferentes bloques 
del proyecto. En él puede observarse cada una de las entidades descritas hasta el 
momento. 
 
Figura III-7; Arquitectura del sistema. 
Desde el punto de vista de la cadena de medida, el primer elemento que se 
encuentra es el sensor de aceleración, bien sea el sensor Rempark o el dispositivo 
Android con la aplicación Sensosuino. Estos sensores son el dispositivo encargado de 
captar las medidas del individuo y enviarlas hacia el bloque de procesado. Para ello, 
son enviadas a través de la conexión Bluetooth hacia el módulo PMOD. Dicho módulo 
PMOD actúa como un conversor de protocolo, recibe las medidas Bluetooth y las 
reenvía hacia la plataforma de desarrollo Zedboard por su puerto serie. Este puerto 
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serie está conectado a la UART0 del SoC, en concreto, una de las UART hardware 
mapeadas en la MIO hacia el PS. 
En este punto las medidas de aceleración han alcanzado el SoC en la 
ZedBoard, elemento central y aquí es donde se realiza su procesado. El PS mediante 
unas rutinas software realiza la conversión de las cadenas de texto con las medidas a 
variables representando las medidas adquiridas. Dichas medidas son procesadas 
mediante el algoritmo de detección de paso, para ello se realiza un pre-procesado de 
la información bien sea en la versión hardware implementada en la PL o en la versión 
software programada en el PS de acuerdo a los interruptores de control. El PS se 
encarga a su vez de toda la gestión de la periferia del sistema. Esto es, inicialización 
del sistema, control de los periféricos en el PS, control de los periféricos en la PL, 
comunicación con el PC…Mediante los interruptores se puede habilitar y deshabilitar 
las diferentes funcionalidades del sistema, procesado en tiempo real de las medidas, 
almacenamiento de estas, procesado software o hardware, habilitación o des -
habilitación de la recepción Bluetooth…  
Una vez las medidas han sido procesadas estas son visualizadas en los 
diferentes periféricos disponibles, los leds se encienden ante la detección de pasos, y 
el PC y LCD presentan una información visual de las medidas y su procesado.  
 
3.4. INTERFACES  DE PERIFERICOS ON-CHIP 
El System on Chip utilizado es el dispositivo Zynq de Xilinx. Dicho System on 
Chip incorpora como se ha visto dos procesadores ARM Cortex A9, con sus caches, 
un amplio conjunto de periféricos que va desde controladoras USB, UART, CAN, 
interfaces para memorias… y una FPGA Xilinx de última generación entre otros. Todo 
ello está interconectado mediante el protocolo AMBA mediante buses de diferentes 
prestaciones. En la siguiente imagen se puede observar un esquema del SoC.  
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Figura III-8; Arquitectura Zynq. 
En el proyecto se utiliza tanto el PS como la PL. En cuanto al PS, se hace uso 
de uno de los micros ARM, el cual ejecuta una aplicación específica sin sistema 
operativo, es decir una aplicación Bare-metal. Este micro es el encargado de la gestión 
del sistema y comunicación con los periféricos.  
La FPGA es utilizada para la implementación de lógica de usuario para 
diferentes periféricos tanto para el procesado de señal, como para la visualización de 
medidas y el control del sistema.  
A su vez se hace uso de las UART del SoC para comunicación con el exterior. 
Como se ha comentado, todo ello está conectado al PS mediante el protocolo AMBA, 
a continuación se hace una descripción de éste.  
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3.4.1. AMBA 
AMBA es un estándar abierto redactado por ARM que especifica cómo realizar 
conexión entre periféricos o IP, Intelectual Properties, en un SoC. A día de hoy se 
utiliza también en el diseño de ASICs y con FPGAs, y es el estándar de-facto de uso 
con microcontroladores y procesadores de 32 bits. Su éxito radica en ser abierto y que 
facilita el desarrollo de sistemas con un gran número de controladores y periféricos. Es 
un estándar que va ya por su quinta revisión y que es ampliamente usado en gran 
cantidad de dispositivos, por ejemplo en modernos dispositivos móviles.  
Algunas de las interfaces definidas por AMBA son;  
• Advanced High performance Bus, AHB 
• Advanced Peripheral Bus, APB  
• Advanced eXtensible Interface 4, AXI 
• Advanced eXtensible Interface 4 Lite, AXI Lite  
• Advanced eXtensible Interface 4 Stream, AXI Stream  
• AXI Coherency Extensions, ACE 
• AXI Coherency Extensions Lite, ACE Lite  
A continuación se describen las más relevantes.  
AHB, Advanced High performance Bus, definido en AMBA 2, es un protocolo 
de interconexión de altas prestaciones para dispositivos, orientado a  transacciones. 
Permite buses de diferentes dimensiones, por ejemplo 64 o 128 bits. Básicamente 
divide las transacciones en una fase de direccionado donde el Master selecciona y 
habilita el Slave al que va a acceder y una fase de datos donde se produce el 
intercambio de información. El acceso a los Slave se realiza mediante lógica 
multiplexada, lo que lo hace multi-maestro y multi-esclavo. Soporta accesos de datos 
atómicos, o transferencias en ráfagas. Topológicamente puede verse como una 
arquitectura tradicional en bus, estratificada en diferentes niveles con arbitración. Cada 
nivel del bus puede verse como un sistema AHB con un único master. Por tanto, 
múltiples masters pueden hablar concurrentemente a múltiples esclavos diferentes. En 
la siguiente figura se representa una arquitectura multi-maestro y multi-esclavo.  
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Figura III-9; Multi-master multi-slave AMBA. 
APB, Advanced Peripheral Bus, es otro interfaz AMBA, pero orientado a 
transferencias poco exigentes, por ejemplo a registros de control de periféricos. 
Describe una fase de decodificación de la dirección y otra de datos similar a AHB, pero 
con menos señales lo que simplifica su implementación.  
 
Figura III-10; Revisiones AMBA. 
AXI, Advanced Extensible Interface, es un complemento a la revisión tercera 
del estándar para solventar deficiencias y límites de AHB, patentes con los nuevos 
SoC. Entre estos límites, se puede encontrar por ejemplo, que dado que AHB es 
orientado a transacción, si un esclavo no es capaz de responder a tiempo a una 
petición el maestro lo bloquea, resultando en un comportamiento indeseable. También, 
pese que AHB es multiplexado, y tiene señales de escritura y lectura independientes, 
no puede operar en modo full-duplex. Para solucionar todo ésto, en AXI se definen 
diferentes canales que operan independientemente, usando el mismo handshaking 
entre periférico de origen y de destino. Además se define un identificador de 
transacción, que permite que estas sean asíncronas y lleguen desordenadas, para 
posteriormente ser ordenadas por el receptor. Permite también transferencias en 
ráfaga especificando solamente la dirección de inicio. Se describe también el uso de 
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transferencias no alineadas mediante strobes a nivel de byte. A su vez, para facilitar 
implementaciones de altas prestaciones facilita la adición de registros de pipeline.  
 
Figura III-11; Canales AXI. 
ACE, AXI Coherency Extensions, definido en AMABA 4, extiende AXI con 
señales adicionales para introducir coherencia a nivel de sistema. Esto permite, por 
ejemplo, a múltiples procesadores compartir áreas de memoria.  
AXI-Lite, es otro standard de bajas prestaciones definido en la cuarta revisión 
encaminada al reemplazo de APB. Permite la conexión directa a un bus AXI 
imponiendo ciertas restricciones en su implementación, esto es, implementando 
solamente ciertas transacciones básicas. No usa trasferencias en ráfagas, o lo que es 
lo mismo, el tamaño de ráfaga es 1, no se permite acceso exclusivos, y el tamaño de 
un acceso debe ser siempre el del bus de datos.  
 
Figura III-12; AXI Lite. 
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3.4.2. AXI INTERCONNECT 
Se acaba de describir someramente el protocolo AMBA, en él se ha hablado de 
arbitración, lógica de decodificación de direcciones y demás funcionalidades. Ello es 
llevado a cabo por el AXI Interconnect. Este, conecta uno o más masters AXI a uno o 
más esclavos AXI mapeados en memoria, y es solo válido para transferencias 
mapeadas en memoria.  Soporta interfaces de datos de 32bit, 64 bit, 128 bit… hasta 
1024bits en modo AXI y hasta 64 bits en modo AXI Lite. El bus de direcciones soporta 
hasta 64 bits. Permite la utilización de esclavos que implementan solo escritura o 
lectura.  
Dentro del Interconnect, una matriz de conexiones rutea el tráfico entre la 
interfaz de los esclavos y la interfaz de los maestros. Entre cada conexión punto a 
punto entre estas dos interfaces, hay lógica que permite realizar diversas 
conversiones, por ejemplo de tamaño de datos o incluso buffering mediante FIFOs. 
Permite la conexión de 16 esclavos y 16 masters y soporta diferente configuraciones; 
N masters a 1 esclavo, 1 master a N esclavos, N masters a M esclavos. En la 
siguiente figura puede verse una representación funcional del Interconnnect.  
 
Figura III-13; Arquitectura AXI Interconnect. 
En la siguiente figura, puede observarse la arquitectura implementada en el 
SOC. Se puede ver el PS conectado a un AXI Interconnect, que gestiona el acceso a 
los diferentes periféricos de usuario. Estos periféricos pueden observarse en la 
derecha de la imagen, y posteriormente se comentarán. Son una interfaz AXI para 
control de los botones, una interfaz AXI para control de los leds, una interfaz AXI de 
los interruptores, una interfaz AXI de un timer, un controlador VGA con interfaz AXI y 
dos filtros con interfaz AXI.  
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Figura III-14; AXI Interconnect del sistema desarrollado. 
 
3.4.3. PROGRAMABLE LOGIC 
La PL es la FPGA sobre la que se implementa lógica digital para la creación de 
periféricos configurables dedicados. Desde un punto de vista Hardware, no existe gran 
diferencia entre esta PL y una FPGA convencional. La ventaja que ofrece esta PL del 
SoC Zynq, son las interfaces de comunicación con el PS, simplificando en gran 
medida el diseño de sistemas, y la utilización de los periféricos PL desde el PS. Todo 
ello, como se ha comentado se realiza mediante el estándar AMBA.  
En la figura de la página siguiente, pueden verse una representación funcional 
de algunos periféricos implementados en dicha PL. Se trata de dos filtros y una 
interfaz AXI Lite Slave hacia un timer del SoC.   
Los dos filtros son FIR de 10 Taps. Uno de ellos está implementado haciendo 
uso de PipeLining en el árbol de adders mientras que el otro, no incorpora dichos 
registros intermedios. Estos filtros son usados para el filtrado de las medidas 
capturadas por el sensor. Su respuesta espectral es paso bajo básicos, para una 
frecuencia de muestreo de 10Hz y frecuencia de corte de 2.5Hz. No se ha hecho 
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hincapié en la arquitectura del filtro sino en su implementación en el SoC, y como 
paradigma de la aceleración mediante periféricos hardware, del procesado de 
microprocesadores y microcontroladores.  
El timer se usa para señalizar que el sistema se encuentra activo con una señal 
parpadeante de aproximadamente 1Hz. El timer, se encuentra en una hardmacro en el 
SoC por lo que en la FPGA simplemente se ha implementado su interfaz AXI.  
 
Figura III-15; Periféricos en la PL del SoC. 
 
3.4.4. PROGRAMABLE SYSTEM 
Como se ha introducido, el PS es el encargado de la gestión, mediante su 
firmware, del sistema. Los periféricos están mapeados en memoria mediante 
interfaces AXI-Lite, por lo que para el PS, y desde el punto de vista del programador, 
los dispositivos no son más que direcciones de memoria o registros de escritura y 
lectura. En las siguientes figuras se puede ver el mapa de memoria del SoC con todos 
los recursos hardware disponibles, y un detalle de los periféricos de usuario 
implementados.  
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Figura III-16; Mapa de memoria del SoC. 
 
 
 
Figura III-17; Detalle de los periféricos de usuario en el mapa de memoria del SoC. 
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Para la obtención de un sistema más eficiente y una programación más 
compacta, se realiza la gestión de los periféricos de entrada mediante interrupción. 
Esto es, los pulsadores, los interruptores, las UART y el timer, son atendidos por el 
PS, cuando un evento externo, les hace generar una interrupción. De esta manera se 
descarga al firmware de realizar periódicamente Polling de estos dispositivos. Para 
ello, se ha habilitado el paso de interrupciones desde la PL al PS. En el PS se 
encuentra un gestor de interrupciones que se encarga de la habilitación y 
enmascaramiento de éstas, de la gestión de los vectores de interrupción y handlers, 
sus prioridades… 
El firmware codificado, es un firmware que corre directamente sobre el PS sin 
sistema operativo alguno, Bare-metal. Para aplicaciones pequeñas como esta, no 
resulta necesaria la utilización de sistemas operativos, aunque dependiendo de la 
entidad del proyecto, puede llegar a ser recomendable pues implementan bastantes 
funcionalidades, y normalmente permiten el uso de hilos y tareas concurrentes. Se ha 
hecho hincapié en la legibilidad del código más que en su eficiencia en cuanto a 
recursos. 
Para la correcta gestión de toda esta periferia, se requiere uso de unos drivers 
que mapeen las direcciones de memoria utilizadas desde el punto de vista firmware a 
un conjunto de funcionalidades o registros desde el punto de vista hardware. Esto se 
encuentra descrito en el mapa de memoria anteriormente mostrado, y que es 
exportado al firmware mediante archivos de cabecera, en el proyecto, dentro de la 
Hardware Platform. Los drivers, son generados por el software para el diseño del SoC, 
a modo de un conjunto de librerías especificas en el denominado Board Support 
Package, BSP.  
En el Capítulo V se explicará la arquitectura firmware empleada para el control 
del PS.  
 
3.5. INTERFACES  DE PERIFERICOS OFF-CHIP 
A continuación se hace una descripción de las comunicaciones entre los 
periféricos externos al SoC, o que acceden a una interfaz externa y la comunicación 
con éstos.  
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3.5.1. BLUETOOTH 
La interfaz Bluetooth es la interfaz de comunicación entre la ZedBoard y el 
sensor Rempark o el dispositivo Android para la recepción de las medidas de 
aceleración de la aplicación SensoDuino.  
Bluetooth es una protocolo que según su especificación permite unas tasas de 
transferencia de hasta 1 Mbit/s, en un rango de aproximadamente 10m. Cabe destacar 
que la tasa efectiva es menor, debido al caudal ocupado por el protocolo para labores 
de gestión. Opera en un rango de frecuencias alrededor de 2.4Ghz, usando técnicas 
de espectro ensanchado y frequency hopping.  
Esta interfaz es vista desde el SoC como un enlace serie conectado a una de 
las UART MIO, en concreto la UART0, es accedida mediante AMBA APB. Para ello se 
conecta a esta UART,  la salida serie UART del módulo PMOD que a su vez conecta 
su interfaz Bluetooth con el dispositivo Android. Es decir, realiza un tunneling entre la 
interfaz inalámbrica del sensor y la interfaz cableada de la ZedBoard.  
La UART está configurada a un baudrate de 115200 bps con palabras de 8 
bits, ocupando apenas un 10% como máximo del enlace Bluetooth. A continuación se 
muestran los cálculos para ver la tasa de ocupación de este enlace. Se considera una 
frecuencia de muestreo máxima de 10 Hz, que es la máxima disponible para el 
acelerómetro lineal en la aplicación SensoDuino. Se considera que una cadena de 
caracteres de una medida contiene aproximadamente 45 caracteres.  
 
10 [sample/seg] * 45 [char/sample] * 8 [bit/char] = 3400 [bit/seg] 
 
Por otro lado la UART soporta un baudrate de 115200 [bit/seg] por lo que 
  115200 [bit/seg] / 3400 [bit/seg] -> aprox 34 
  1/34 = 0,029 
 
Se utiliza por tanto aproximadamente un 3% de la tasa de transferencia 
soportada por el enlace.  
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El principal problema de este enlace, radica en la longitud variable de la cadena 
de caracteres de la medida. Para ello, como posteriormente se describirá cuando se 
comente el firmware, se ha implementado un buffer circular en el que cabe un número 
configurable de caracteres. En el caso de 250 caracteres, el buffer tendría espacio 
aproximado para 5 cadenas de 50 caracteres. Cuando se recibe una cadena se vuelca 
a ese buffer donde es procesada para extraer las medidas, que posteriormente son 
volcadas a otros buffers de procesado de información. La gestión de esta recepción se 
realiza por interrupción.  
En la siguiente figura puede verse el periférico, conectado al PS. 
 
Figura III-18; Periférico UART Bluetooth. 
 
3.5.2. PUERTO SERIE 
El puerto serie es una interfaz de comunicación entre la ZedBoard y un PC. 
Mediante esta interfaz la plataforma ZedBoard envía las medidas capturadas y 
procesadas a un PC para su visualización. El puerto serie está configurado a 115200 
bps y palabras de datos de 8 bits. Se utiliza la UART1 del MIO del SoC conectada 
mediante AMBA APB. Se ha configurado esta UART como la interfaz StdOut del 
firmware, por lo que se hace uso de funciones de escritura hacia esa interfaz.  
Este puerto envía la información a modo de cadenas de caracteres, dichas 
cadenas de caracteres están compuestas de un prefijo que identifica la medida como 
datos en bruto, “MAG: “, datos de magnitud filtrada, FIL: “, StDev computada, “SDE: “, 
o indicador de detección, “DET: “, seguido de las medidas y un retorno de carro al 
final.  
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La ocupación de este enlace se prevé un poco superior al doble que la del otro 
enlace, pues se envían los datos en bruto y cadenas de caracteres extra para el resto 
de información. En cualquier caso estas cadenas extra no tendrán más de 60 
caracteres por lo que 50 + 60 = 110 caracteres, que es un poco más del doble del 
enlace Bluetooth. Aun así este enlace no alcanzara un 10% de la capacidad del canal. 
En la siguiente figura puede verse el periférico, conectado al PS. 
 
Figura III-19; Periférico UART PC. 
 
3.5.3. CONTROLADOR VGA 
La interfaz LCD es un controlador para pantallas VGA implementado en la PL 
del SoC. Es conectada a un monitor externo mediante el puerto VGA mapeado en la 
PL. Este controlador es visto con un periférico AxiLite por el PS del SoC. Este 
controlador de pantallas es utilizado para la visualización de las medidas recibidas y 
procesadas del sensor de aceleración.  
La salida VGA-RGB de la ZedBoard permite la generación de los tres canales 
analógicos Red, Green y Blue, mediante cuatro señales digitales por canal. Para ello 
se ha diseñado la salida de cada canal analógico en la ZedBoard como un divisor de 
tensión programable mediante estas señales digitales. Esto permite 16 tonalidades por 
canal de color, lo que da 4096 colores en total. A su vez la interfaz VGA genera 
también las señales de sincronismo horizontal y vertical. En la descripción de la 
implementación hardware se realizará una descripción más detallada.  
En la siguiente imagen puede verse la arquitectura interna del periférico AXI en 
la PL y del conector externo en la ZedBoard.  
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Figura III-20; Periférico Controlador VGA. 
3.5.4. HÁPTICA 
La interfaz háptica engloba los diferentes periféricos utilizados para el control 
del sistema mediante botoneras e interruptores. En concreto se utilizan los 5 
pulsadores mapeados en la PL del SoC  en la ZedBoard, y  las 8 botoneras y 8 leds 
también mapeadas en la PL. 
Como se indica, todos estos periféricos están controlados mediante la PL del 
SoC, por tanto son vistos por el PS como periféricos AxiLite o direcciones de memoria. 
Los periféricos de entrada, es decir los pulsadores e interruptores, genera una 
interrupción cada vez que son pulsados. Dicha interrupción es pasada al PS desde la 
PL. Se realiza un filtrado software de las botoneras, pues de este modo se puede 
utilizar las funciones de automatización de generación de periféricos de Vivado para la 
ZedBoard.  
 
Figura III-21; Periféricos hápticos. 
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Los Leds son usados para visualizar el estado del sistema, es decir que 
configuración operativa está activa, para señalar el funcionamiento del sistema, 
mediante un led parpadeante y para señalizar detección de pasos.  
Los interruptores establecen la configuración operativa del sistema, y los 
pulsadores permiten interactuar con éste.  
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CAPÍTULO IV. ALGORITMO Y DSP 
4.1. INTRODUCCION 
La aplicación seleccionada para la demostración de las posibilidades del 
sistema basado en el SoC Zynq ha sido la detección de paso mediante medidas de 
aceleración. Por tanto el algoritmo implementado trata de caracterizar parámetros 
significativos del paso humano y en base a las medidas identificar cuando éstos se 
producen.  
Se ha hecho una búsqueda preliminar de aplicaciones y trabajos similares y 
existe un gran número de  bibliografía al respecto. Por el contrario, no se ha dado con 
ninguna solución estandarizada que permita de una manera sencilla, la detección del 
paso, existe una gran diversidad de implementaciones de un algoritmo de este tipo. 
Gran parte del trabajo en las fuentes consultadas se basa en caracterizar 
adecuadamente las capacidades de los sensores utilizados y en función de estas 
acomodar los algoritmos. A su vez, gran parte del trabajo existente está pensando 
para realizar un análisis offline o post procesado de las medidas tomadas por los 
sensores, y no para utilizar estas en tiempo real.  
La implementación desarrollada por tanto, está inspirado en diferentes trabajos 
ya existentes, pero no sigue fielmente ninguno de ellos. Se realiza además 
procesamiento on-line de las medidas para estimar la detección en tiempo real.  
 
4.2. SENSORES Y APLICACIONES 
Se ha hecho referencia ya a los sensores utilizados en este proyecto, cabe 
destacar que su principal característica radica en su posibilidad de comunicación 
inalámbrica, en concreto mediante protocolo Bluetooth. Cabe destacar además, que 
en el presente proyecto se han utilizado dos acelerómetros. En un primer momento se 
realizó un trabajo con el sensor acelerómetro del proyecto Rempark. Se implementó 
un protocolo de comunicación con la Zedboard y se obtuvieron medidas de paso 
humano. Por el contrario, dada la necesidad de uso de ese sensor por otro estudiante, 
se necesitó buscar una solución alternativa.  
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Dada la abundante presencia de dispositivos Android y de las capacidades de 
estos, se planteó la utilización de los sensores integrados en éstos dispositivos. Por 
otro lado, estos dispositivos, teléfonos y tabletas, suelen implementar también algún 
transceiver Bluetooth, por lo que se planteaban como candidatos perfectos para la 
sustitución del sensor Rempark. Se requería por tanto, una aplicación Android que 
extrajese medidas de los sensores y que fuese capaz de enviarlas mediante protocolo 
Bluetooth.  
Se realizó un análisis de las aplicaciones disponibles con estos requerimientos, 
captura de medidas del acelerómetro lineal del dispositivo a una frecuencia de 
muestreo suficiente, por encima de 5Hz y su capacidad para enviarlas mediante 
Bluetooth. Se encontraron diferentes opciones, y finalmente se seleccionaron dos que 
reunían estas características, AccelTooth y SensoDuino.  
En un primer momento se seleccionó la aplicación AccelTooth como candidata 
para su comunicación con el sistema ZedBoard. Las razones que indujeron esta 
selección fueron su mayor versatilidad en cuanto a la configuración de la frecuencia de 
muestreo y la mayor configurabilidad de la cadena de texto en la que se envían las 
medidas. Permitía la posibilidad de enviar uno o varios de los tres ejes del sensor de 
aceleración además de la definición de delimitadores de inicio y fin de la cadena. 
Finalmente cabe destacar otro factor determinante en su elección, la longitud fija de la 
cadena de texto. Se logró establecer su comunicación con el sistema y recibir y 
procesar medidas, pero los continuos “cuelgues” y la interfaz poco amigable, obligaron 
a buscar una alternativa.  
 
 
Figura IV-1; AccelTooth. 
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Se optó por implementar la comunicación con la segunda opción, la aplicación 
SensoDuino la cual, es capaz de obtener las medidas de todos los sensores presentes 
el en dispositivo Android, además de almacenarlas localmente en un fichero de texto, 
enviarlas mediante puerto Bluetooth y configurar su frecuencia de muestreo. El único 
punto negativo que se puede indicar de la aplicación es que las cadenas de texto 
conteniendo las medidas que envía mediante el puerto Bluetooth, tienen una longitud 
variable en función de la medida tomada, y no se hace un “paddeo” con ceros de la 
medida para igualar todas a una longitud predefinida. Esto requiere un poco más de 
procesado del flujo de información recibido por para del PS, pero el precio a pagar en 
cuanto desarrollo, merece la pena por la posibilidad de usar virtualmente, cualquier 
sensor del dispositivo Android.  
 
 
Figura IV-2; Sensores SensoDuino. 
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A continuación se describen los diferentes pasos seguidos en el estudio del 
algoritmo, así como la implementación final de este y las decisiones de diseño 
adoptadas.  
 
4.3. SOFTWARE, PS VS HARDWARE, PL 
Como antes se ha comentado una de las ventajas de uso de este SoC, aparte 
de ser capaces de definir virtualmente cualquier interfaz a periféricos, es la posibilidad 
de implementar en la PL cualquier algoritmo poco eficiente en términos de ejecución 
en un micro, o cualquier arquitectura de procesado paralelizable.  
Podría pensarse en el uso de un DSP, pero en el caso de trabajar coma fija, 
estamos limitados por la resolución de este, datapath width. Este problema sitúa 
también al SoC como una clara alternativa, pues permite implementar en la PL las 
rutinas acomodadas a nuestras necesidades con la resolución (número de bits en 
coma fija) o el grado de paralelización que se necesite.  
En el presente proyecto, tras realizar el análisis de algoritmos implementados, 
en la versión final, se ha optado por la implementación de un filtro FIR en la PL. La 
complejidad del algoritmo por sí mismo, no justifica el uso de este SoC, pero como 
ejercicio académico a modo de demostración de las capacidades del concepto de 
procesado en el SoC, valida esta implementación.  
Aun cuando los requerimientos de este filtro son mínimos, pues filtra una señal 
muestreada a 10Hz y su complejidad no es demasiado elevada, 10 Taps, sirve de 
sobra como demostrador del concepto de aceleración hardware de periféricos.  
Por otro lado, la implementación del filtro en la PL fue llevada a cabo una vez 
verificado el correcto funcionamiento del sistema y el algoritmo implementado. Para 
ello, se implementó inicialmente todo el procesado en el PS, pues además de facilitar 
su verificación, permite la abstracción del proceso de cuantificación de la información, 
la definición del tamaño de la palabra de datos en coma fija, así como facilita la gestión 
de desbordamientos en operaciones aritméticas. Cabe destacar que dado que el rango 
dinámico de las medidas era pequeño, aprox +/- 20 m/seg^2 con una resolución 
aproximada de 0.1m/seg^2, se optó por el uso de coma fija en la PL y no de coma 
flotante. 
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4.4. DETECCIÓN DE PICOS 
Tras el análisis de la literatura de algoritmos y aplicaciones para la detección de 
la marcha, se optó en primera instancia por realizar una detección de los picos 
característicos en las medidas de aceleración, y mediante estos estimar la detección 
de un paso. Se optó por realizar el procesado en solo la componente vertical del 
sensor de aceleración. Para ello se buscaban dos muestras consecutivas con un valor 
de aceleración ascendente y a continuación dos muestras consecutivas con valor 
descendente.  
Dado que el algoritmo se ejecuta on-line el análisis de muestras se hacía de 
forma causal, es decir, se analizaba la última muestra recibida x[n], fuese menor que la 
anterior x[n-1], y a su vez que la muestra x[n-1] fuese menor que x[n-2], siendo mayor 
que x[n-3] y por último que x[n-3] fuese mayor que x[n-4]. Como puede observarse en 
la siguiente figura, en tal caso se detectaría un máximo en x[n-2]. 
 
 
Figura IV-3; Secuencia alrededor de un pico. 
El código implementado en el PS para realizar esta comprobación puede verse 
a continuación. Se trata de un básico árbol de comparación.  
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if(newSample == 1){ 
if(courrentIndx > DSP_WINDOW_LENGTH){ 
 if((sample_buf_FIRfloat[(sample_buf_cnt-5)] >  
  sample_buf_FIRfloat[(sample_buf_cnt-6)]) 
   & 
   (sample_buf_FIRfloat[(sample_buf_cnt-4)] >  
   sample_buf_FIRfloat[(sample_buf_cnt-5)])  
   &  
    (sample_buf_FIRfloat[(sample_buf_cnt-3)] >  
   sample_buf_FIRfloat[(sample_buf_cnt-4)])  
   &  
    (sample_buf_FIRfloat[(sample_buf_cnt-2)] <  
   sample_buf_FIRfloat[(sample_buf_cnt-3)])  
   &  
   (sample_buf_FIRfloat[(sample_buf_cnt-1)] <  
   sample_buf_FIRfloat[(sample_buf_cnt-2)]) ){ 
    SwOnLED(7); 
   }else{ 
    SwOffLED(7); 
   } 
  } 
 } 
} 
 
El enfoque fue demasiado optimista y los resultados obtenidos no fueron los 
deseados. Se observó cantidad de falsos positivos en la detección y de casos en los 
que no se producía la correcta detección. Además, tras un análisis de los resultados 
se observó que la frecuencia de muestreo de 10Hz ofrecía medidas aceptables solo a 
determinadas cadencias de marcha. Si el sujeto portando el acelerómetro acelera el 
paso, 10 muestras por segundo no resultan suficientes para caracterizar y discernir 
correctamente el paso, pues no se obtiene suficiente resolución. Por otro lado dado 
que la medida puede tener máximos y mínimos locales, el algoritmo no resultaba 
robusto  
El uso de una sola componente de aceleración del sensor, a su vez, descarta 
información a veces útil, pues la suposición de marcha en línea recta no es siempre 
valida.   
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4.5. COMPUTO DE LA MAGNITUD, DESVIACION ESTÁNDAR Y 
FILTRADO 
Tras los resultados poco satisfactorios obtenidos con el algoritmo de detección 
de picos, se optó por tratar de mejorar el algoritmo. En la versión precedente, se hacía 
uso de solo uno de los tres sensores de aceleración, la componente vertical. El uso de 
esta sola componente restaba precisión a la detección e infrautilizaba la información 
disponible de las otras dos componentes. Por tanto se optó por evaluar la cantidad de 
movimiento en función de la magnitud de las tres medidas combinadas. Con ello, 
independientemente de la dirección del movimiento se obtiene una caracterización del 
paso más conforme a la cantidad de movimiento.  
Se decidió también, como paso previo a la implementación del nuevo algoritmo, 
realizar un estudio de la información facilitada por el sensor, es decir, se realizó un 
estudio de las medidas proporcionadas por el sensor. En las siguientes líneas se 
desarrolla en detalle el trabajo realizado.  
El primer paso que se realizó para la correcta implementación del algoritmo en 
esta nueva iteración, es conocer las características del dispositivo de medida. Se trata 
del acelerómetro integrado en un Samsung Galaxy S4 mini, con una resolución de 
0.153 m/s^2. Su máxima frecuencia de muestreo es de 10hz. Para la correcta 
implementación del algoritmo se analizaron sus medidas.  
Para ello se estableció un enlace Bluetooth entre el teléfono móvil y un PC y se 
procedió al envío de muestras. Para tener un conjunto de muestras significativo, se 
tomaron muestras del paso de una persona en reposo y también caminando.  
Se definió también el sistema de coordenadas de acuerdo a la siguiente 
convención, el eje X corresponde con, el eje Y corresponde con  y el eje Z 
corresponde con movimiento en la dirección. La siguiente figura es una representación 
gráfica de dicho sistema de referencia.  
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Figura IV-4; Sistema de referencia. 
Tras tomarse las medidas, se procesaron con Matlab. Se puede observar en la 
siguiente figura, como al caminar existen aceleración en los tres ejes. En el caso de 
marcha en línea recta hacia delante, las componentes principales del paso se 
encuentran en el los ejes x e y.  
 
Figura IV-5; Componentes de las medidas y magnitud. 
Puede observarse también como la magnitud del vector de aceleración, es 
decir la combinación de las tres medidas, es la que aporta un patrón más claramente 
identificable. Esta es la gráfica inferior en la figura, y se observa como los picos, son lo 
suficientemente claros y pronunciados para pensar en su identificación.  
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La carga computacional de este cálculo en el algoritmo requiere el pre-
procesado de las medidas. Los cálculos a realizar son el cuadrado de cada una de las 
componentes y posteriormente la raíz cuadrada de su adición.  Para la toma de estas 
medidas se configuró el sensor a su frecuencia de muestreo máxima de 10hz.  
Para dotar al algoritmo de más robustez, se plantea el uso de umbrales para el 
filtrado del ruido y para la detección de movimiento. Mediante el umbral de detección 
de movimiento, se descartarán las medidas cuya magnitud no supere uno límite 
inferior, y por tanto se evitarán falsos positivos. Mediante el umbral de ruido, se 
comparará la muestra con un nivel a partir del cual se considera que existe 
movimiento. Eso permite descartar falsos positivos debidos a pequeños 
desplazamientos o vibraciones en el sensor.  
El uso de dichos umbrales, requiere de un histórico de la cantidad de 
movimiento. Para ello se computará la desviación típica estándar del histórico de 
medidas de magnitud.  
Concretamente, y siguiendo el hilo de lo que se acaba de explicar, para la 
correcta detección se comparara la desviación computada en primer lugar con el 
umbral de ruido definido tras el análisis de las medidas. Posteriormente si la medida 
está por encima de dicho umbral, se compara con el umbral de estimación de 
movimiento y si lo supera se busca la detección de un pico.  
Dado que los resultados seguían sin ser completamente satisfactorios, se optó 
por realizar un estudio en el dominio de la frecuencia de las  medidas del sensor. Para 
ello, como al comienzo del estudio, se tomaron medidas de aceleración y se enviaron 
a un PC. Se computó una FFT en las muestras tomadas, y ésta identifico un contenido 
frecuencial alrededor de 1 Hz con armónicos aproximadamente cada 1 Hz.  
Se optó por realizar un pre filtrado paso bajo de las medidas, que permita 
eliminar los máximos locales que dan lugar a falsas detecciones.  
En la siguiente figura puede observarse el resultado de la FFT antes y después 
de filtrar la señal.  
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Figura IV-6; Espectro de medida y espectro filtrado. 
El filtro implementado, como ya se ha comentado, es de tipo FIR de 10 Taps 
con coeficientes constantes. Se define una frecuencia de paso hasta 1 Hz y una banda 
de transición de 1.5 Hz hasta los 2.5 Hz. Puede observarse que tras el filtrado las 
componentes de la señal por encima de 2.5 Hz están alrededor de entre 20 y 40 db 
por debajo del resto.  
Se implementa en arquitectura Direct Form, mediante Matlab. A continuación 
se muestra su respuesta frecuencial.  
 
Figura IV-7; Respuesta frecuencial del filtro, magnitud. 
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En la siguiente imagen pueden observarse las simulaciones Modelsim de la 
respuesta del filtro en su implementación hardware, mostrando en la parte inferior de 
la pantalla la respuesta patrón y en la parte central la respuesta del filtro 
implementado, que coincide a la perfección. Cabe destacar que el estímulo utilizado 
para la simulación del filtro, son medidas capturadas por el sensor y enviadas a un PC.  
 
 
Figura IV-8; Simulación de la implementación hardware del filtro. 
 
En la siguiente figura pueden verse las medidas de magnitud antes y después 
del filtrado para la verificación funcional del algoritmo.  
 
Figura IV-9; Filtrado de magnitud. 
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Como se puede observar, se suavizan en gran medida los picos abruptos en la 
Magnitud de las medidas. Además al filtrar paso bajo, se reducen las oscilaciones que 
pueden dar lugar máximos locales y se facilita la identificación del pico.  
Cabe destacar que debido al filtrado de la señal por un filtro FIR, se introduce 
una latencia en el algoritmo. Dicha latencia para este filtro de 10 Taps es de 5 
muestras.  
Se ha implementado un segundo filtro con Pipeline, que introduce una latencia 
de 5 muestras extra debido al Pipeline en su cadena de adicionadores. Se continúa sin 
embargo, la explicación haciendo referencia al filtro inicial sin Pipeline y con latencia 
de 5 ciclos en la salida de la medida filtrada.   
En la siguiente figura, puede observarse dicha latencia. A 10 Hz da un retardo 
de medio segundo, asumible por el algoritmo en tiempo real. En azul la magnitud de 
las medidas recibidas  y en rojo la magnitud filtrada.  
 
Figura IV-10; Latencia de filtrado. 
Se muestra a continuación el árbol de decisión del algoritmo final. Dicho 
algoritmo utiliza los umbrales de decisión y las medidas filtradas.  
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Figura IV-11; Diagrama de secuencia de detección. 
Como se ha comentado, existe el problema de la latencia del filtro, que ofrece a 
su salida las muestras retardadas en tiempo. El diagrama expuesto no lo tiene en 
cuenta. Se ha tenido que solventar por tanto el hecho de que al comparar la señal 
filtrada con la desviación típica estándar acumulada (umbral de movimiento) existe un 
des-alineamiento de esas cinco muestras. Se ha solucionado utilizando para la 
comparación la desviación típica estándar de una muestra, cinco de ciclos de reloj 
antes y no la última computada.  
En la siguiente figura, se hace un zoom del retardo. En azul la magnitud de las 
medidas recibidas  y en rojo la magnitud filtrada.  
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Figura IV-12; Zoom de latencia, 5 ciclos de reloj. 
Se muestra a continuación una figura con las simulaciones llevadas a cabo 
para la verificación del algoritmo. En la figura superior, se puede observar la magnitud 
de las medidas recibidas, así como su filtrado y los umbrales de detección, sin realizar 
la sincronización y alineado del retardo del filtro. En la figura intermedia, se 
representan las muestras que han superado el proceso de detección de movimiento en 
rojo y en azul dichas muestras filtradas y ya alineadas.  
En la figura inferior se muestran todo lo anterior y además en verde la 
detección de los pasos.  
 
Figura IV-13; Simulación de funcionamiento del algoritmo. 
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Las simulaciones demostraron por tanto que el algoritmo es robusto y con una 
configuración adecuada de los umbrales de detección, realiza su trabajo 
satisfactoriamente.  
 
4.6. VERIFICACION MATLAB Y ZYNQ 
Para verificar el procesado de señal y correcto funcionamiento del algoritmo 
implementado en el SoC, se optó por enviar a un PC tanto las medidas en bruto, como 
los cómputos realizados por el SoC para su re-procesado.  
Se filtraron las medidas en bruto mediante Matlab con un filtro referencia, de 
las mismas características que el implementado en el SoC, y el resultado fue 
satisfactorio, las respuestas coincidían. 
Se re-computó la desviación estándar acumulada de las muestras y se 
comparó con la realizada por el SoC, con resultados satisfactorios.  
En la siguiente figura se puede observar el proceso de verificación. En la figura 
superior se muestran las medidas recibidas desde la plataforma Zynq y en las figuras 
intermedia e inferior, se muestra el cómputo de la StDev y el filtrado. En azul el 
cómputo en la plataforma Zynq, y en rojo el re computado en Matlab. Como se puede 
observar, los resultados coinciden satisfactoriamente.  
 
Figura IV-14; Verificación procesado Zynq. 
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Finalmente se re-simuló el proceso de detección en Matlab comparándolo con 
el SoC y se vio como los resultados, como era de esperar eran los mismos y por tanto 
satisfactorios.  
En la siguiente figura, puede observarse en la última gráfica la comparación de 
las detecciones en el SoC, azul y en Matlab, rojo. Los resultados son satisfactorios y 
totalmente coincidentes.  
 
Figura IV-15; Verificación detección Zynq. 
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CAPÍTULO V. DESARROLLO E IMPLEMENTACIÓN 
5.1. ENTORNO DE DESARROLLO 
En este capítulo se van a describir las herramientas utilizadas y procedimientos 
llevados a cabo para la puesta en marcha de la plataforma y la realización del 
proyecto.  
5.1.1. PLANAHEAD 
PlanAhead es una herramienta de diseño de SoC. Era la herramienta incluida 
para esta labor en la suite de desarrollo Xilinx hasta hace un par de años. En el 
comienzo del proyecto se hizo uso de ella. La comunicación con el sensor Rempark se 
desarrolló gracias a ella. Se desarrolló también a comienzo del proyecto un documento 
que explicaba la metodología a seguir para su uso y el desarrollo de proyectos para la 
ZedBoard. Puede consultarse esa guía en el anexo; Antigua Guia De Metodología 
Zynq Y Planahead.  
Con el cambio de sensor y el uso de SensoDuino, se migro el proyecto a 
Vivado.  
 
Figura V-1; Interfaz PlanAhead. 
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5.1.2. VIVADO 
Vivado es la nueva herramienta de diseño para SoC Xilinx. Es la herramienta 
incluida en su toolsuite sobre la que se centran todas las otras aplicaciones. Ha sido 
usada para la implementación del SoC. Esta herramienta permite la edición de SoCs 
mediante interfaz gráfica, mediante ficheros VHDL, Verilog, mediante IPs… Se 
encarga de combinar todas las fuentes que describen los componentes hardware, 
tanto IPs en la PL, como los recursos usados en el PS y procesar el conjunto de 
ficheros para la posterior generación de los ficheros de configuración del PS y la PL.  
Como puede observarse en la siguiente imagen, Vivado es la herramienta de 
alto nivel que unifica y gestiona el desarrollo Software y Hardware del Soc. Para el 
desarrollo e implementación de la parte hardware, es el propio Vivado quien guia el 
flujo de diseño. Permite generar IPs propietarias o importar otras de usuario. A su vez 
permite la planificación del SoC y las interconexiones tanto desde el punto de vista 
lógico entre los diferentes dispositivos, como físicas a los pines y recursos del SoC. 
Para el desarrollo software/firmware, hace uso de la herramienta, también de Xilinx, 
SDK, o permite el uso de ARM DS-5. El flujo de diseño de estas dos ramas, hardware 
y software, permite el discurrir paralelo, pero no aisladamente, generando 
iterativamente el fichero de configuración de la PL y el PS. Generalmente se 
implementa la plataforma SoC y posteriormente se exporta a la aplicación software 
SDK.  
 
Figura V-2; Ecosistema de herramientas Xilinx y flujo de diseño. 
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Un paso previo a reseñar, es que es recomendable el haber codificado e 
implementado los componentes a utilizar en la lógica del PL,  así como también haber 
realizado su simulación funcional, generalmente en herramientas como Modelsim o 
Questa.  
Una vez todas las entidades a utilizar están listas, se deben integrar en la 
entidad Top del diseño. Para ello, cabe destacar una herramienta muy útil de Vivado 
que permite la integración de entidades, los diagramas de bloques. En ellos se permite 
una interconexión gráfica de componentes o IPs. Se muestra en la siguiente imagen a 
modo de ejemplo el PS en el diagrama de bloques del SoC.  
 
Figura V-3; PS en el diagrama de bloques del diseño. 
Cabe destacar que Vivado posteriormente, realiza automáticamente la 
conversión del fichero gráfico de bloques Top a un wrapper VHDL o Verilog utilizado 
para la generación RTL. Una vez el diseño se encuentra integrado se continua con el 
flujo de diseño, hacia el fichero de configuración. 
Para la obtención del fichero hardware, bitstream, se realiza un proceso 
dividido básicamente en tres pasos. Elaboración del diseño, síntesis del diseño y 
finalmente implementación de éste. Pueden verse en la parte izquierda de la siguiente 
imagen los menús asociados a dichos pasos.  
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Figura V-4; Interfaz Vivado. 
 El primer paso es la elaboración del diseño. El software se dedica a mapear 
todas las entidades y ficheros fuente en una entidad Top, que contiene la descripción 
de todos los componentes a utilizar y se genera un diseño a nivel RTL, es decir, a un 
nivel lógico mediante registros y operaciones lógicas sobre sus señales. Cabe 
destacar que se respeta el diseño jerárquico lo que permite, interactivamente, 
descender a través de las diferentes entidades de la arquitectura. En la siguiente 
figura, se muestra la arquitectura RTL jerárquitca de uno de los filtros. 
 
Figura V-5; RTL del filtro.  
  
 
 
Pag. | 55  
 
Se puede incorporar también en este punto, o posteriormente, todas las 
constraints de placement y timing que serán utilizadas en los siguientes pasos.  
El segundo paso a realizar se trata de la Síntesis del diseño. En este punto se 
traduce las entidades desde la arquitectura RTL a un nivel de puertas lógicas y 
hardmacros implementables en diferentes tecnologías. A este nivel, se sigue pudiendo 
hacer una simulación a nivel funcional.  
En la siguiente figura se muestran varias LookUpTables de uno de los filtros del 
sistema, en este nivel del flujo de diseño. Puede observarse también la arquitectura 
jerárquica de la Netlist, resultado de la síntesis del diseño.  
 
Figura V-6; LookUp Tables de un filtro y Netlist jerárquica.  
En el siguiente paso, se lleva a cabo la Implementación del sistema, 
normalmente denominado Place and Route, (PAR). El  software lleva a cabo el mapeo 
de la arquitectura genérica de puertas lógicas sintetizada a la tecnología disponible en 
el dispositivo configurable, en este caso el SoC Zynq, y concretamente su PL/FPGA de 
la serie 7 de Xilinx.En la figura de la pagina siguiente puede observarse el diseño 
mapeado en el SoC.   
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Figura V-7; Diseño mapeado en tecnología Xilinx.  
En este punto, Vivado permite también la importación de ficheros sintetizados 
mediante otras herramientas, generalmente mediante un fichero EDIF.  
Se muestra a continuación un zoom del mapeo en la tecnología en la que 
pueden verse recursos utilizados como puertas lógicas, LookUp Tables…  
 
Figura V-8; Zoom del mapeado en tecnología Xilinx.  
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Finalmente se genera el fichero de programación de la FPGA o bitstream. En 
este punto, pueden realizarse diferentes estudios del diseño generado, simulación post 
PAR, análisis estático de timings (STA), simulaciones de consumo…  
Es en este punto, cuando se realiza la transición del hardware al software. Es 
decir, una vez se ha implementado el diseño, se puede exportar la plataforma 
hardware, es decir la configuración del PS y la descripción de la PL a la herramienta 
de generación de firmware, juntamente con el fichero bit. De este modo, se puede 
continuar con la programación del firmware para el PS y la puesta en marcha del 
sistema. Dicha herramienta se explica en el siguiente punto.  
 
5.1.3. SDK 
La herramienta utilizada para la generación del firmware es SDK. Dicha 
herramienta es una framework basado en Eclipse para el desarrollo de firmware y su 
integración en dispositivos Xilinx. Esta herramienta recibe como inputs la descripción 
de hardware generada por Vivado, y a partir de ésta, genera un Board Support 
Package que contiene los drivers de gestión de dicha plataforma. Finalmente el 
usuario puede utilizar otras librerías externas así como también su propio código de 
usuario, para la generación de ficheros fuente de programación del micro, en este 
caso del PS ARM del SoC.  
SDK permite también la depuración del firmware, trazado instrucción a 
instrucción de éste, visualización de registros, variables, ejecución condicional con 
breakpoints, da soporte para GDB, así como para otras debuggers propietarios como 
XMD, Xilinx Microprocessor Debugger, XSDB, Xilinx System Debugger… 
En este proyecto ha sido utilizado para el desarrollo del firmware del PS del 
SoC. 
 
5.1.4. VISUAL ELITE 
Visual Elite es una herramienta gráfica para la generación e integración de 
diseños en VHDL y Verilog. Permite la importación de entidades VHDL y su conexión a 
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otras mediantes una interfaz gráfica. Posteriormente permite la generación de un 
fichero de VHDL/Verilog conteniendo el diseño jerárquico. Dicho fichero puede ser 
usado como un componente en Vivado, e integrado en un IP core. Visual Elite 
Incorpora además macros básicas predefinidas como pueden ser descripción de 
contadores, registros básicos… a su vez permite realizar simulación funcional de los 
diseños o invocar a otros simuladores como Modelsim y usar sus resultados para la 
visualización mediante Visual Elite.  
Ha sido utilizado para la implementación a alto nivel, mediante la interfaz 
gráfica, de los diferentes componentes del controlador VGA desarrollado.  
A continuación se muestra la interfaz gráfica de la herramienta con elementos 
de dicho controlador VGA implementado en el proyecto con esta herramienta.  
 
Figura V-9; Interfaz Visual Elite.  
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5.1.5. ECLIPSE-SIGASI 
Sigasi es un pluggin para Eclipse que permite la generación de código VHDL 
en un entorno gráfico con ayudas al diseño. Es un editor de texto con funcionalidades 
avanzadas orientado a la generación de código y no de documentos. Permite la 
instanciación casi automática de entidades definidas, corrección de errores 
tipográficos, análisis online del código tecleado… A su vez gestiona la arquitectura 
jerárquica de las entidades del diseño y permite la comunicación y ejecución remota 
de simulaciones en herramientas como Modelsim.  
Se ha utilizado para la codificación de la descripción VHDL de los elementos 
del controlador VGA, y la edición de la User Logic de las interfaces AXI-Lite para los 
filtros. 
A continuación se muestra su interfaz gráfica.  
 
Figura V-10; Interfaz Editor Sigasi.  
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5.1.6. MODELSIM 
La herramienta software utilizada para la simulación y verificación del diseño 
VHDL de la PL es Modelsim. Esta aplicación es un entorno de simulación desarrollado 
por Mentor Graphics, para la simulación de lenguajes de descripción de hardware. 
Modelsim soporta VHDL, Verilog, SystemC… e incluye un debugger C. Puede ser 
usado independientemente o en conjunción de otras herramientas como Vivado, 
Sigasi…  
Permite simulaciones funcionales, en la fase inicial del diseño, en las que solo 
quiere verse el correcto funcionamiento de las entidades implementadas. También 
permite simulaciones post synthesis, y post place and route… por tanto permite 
verificar que el diseño mapeado en la tecnología empleada en el SoC, en este caso 
Xilinx, sigue respetando la especificación funcional inicial, simulando los retardos 
asociados a la implementación final del diseño, según un fichero de retardos asociado 
a la tecnología empleada.  
Ha sido utilizado para la verificación funcional del controlador VGA, así como 
para la verificación funcional de los filtros. A continuación se muestra la interfaz gráfica 
del simulador. 
 
Figura V-11; Interfaz Modelsim.  
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5.1.7. MATLAB 
La herramienta software utilizada para la depuración y verificación del algoritmo 
ha sido Matlab. Matlab es un entorno de programación orientado al procesado de 
datos, más que a la generación de aplicaciones. Además dispone de una gran 
cantidad de librerías que permiten entre otros, la síntesis de filtros especificando sus 
características, banda de paso, arquitectura…  
En la siguiente figura se muestra una captura de la aplicación.  
 
Figura V-12; Interfaz Matlab.  
En el presente proyecto, además de para la verificación del algoritmo, también 
ha sido utilizada para la verificación del procesado llevado a cabo por la ZedBoard, 
repitiendo los cálculos y verificando resultados. Además se ha utilizado Matlab para la 
generación de los filtros implementados en la PL.  
 
 
5.1.8. PYTHON 
El lenguaje de programación utilizado para la generación de la interfaz gráfica 
para el PC ha sido Python, un lenguaje de programación interpretado cuya filosofía se 
basa en una sintaxis que favorezca un código legible. Se trata de un lenguaje de 
programación multiparadigma, soporta orientación a objetos y es multiplataforma. 
Administrado por la Python Software Foundation. Posee una licencia de código abierto 
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compatible con la Licencia pública general GNU, lo que está favoreciendo su 
popularización.  
Se presente en la siguiente figura la interfaz desarrollada.  
 
Figura V-13; Interfaz Python.  
 
5.2. METODOLOGIA DESARROLLO SOC ZYNQ 
En los siguientes apartados se va a describir la metodología a seguir para la 
implementación de un diseño para el SoC Zynq en la ZedBoard. Se desarrollarán los 
pasos a seguir usando las herramientas anteriormente mencionadas, explicando el 
flujo de diseño mediante Vivado, y SDK. Cabe destacar que éste, no es estrictamente 
el flujo de diseño seguido en el proyecto, pues se han realizado diferentes iteraciones 
y modificaciones a la especificación añadiendo componentes en estadios avanzados 
del desarrollo. Por el contrario, de acuerdo a un uso formal de las herramientas, este 
debería de haber sido el verdadero flujo de diseño. 
 
5.2.1. FLUJO DE DISEÑO PLANAHEAD 
La metodología a seguir para su uso y el desarrollo de proyectos para la 
ZedBoard, puede consultarse en el anexo; ANTIGUA GUIA DE METODOLOGÍA 
ZYNQ Y PLANAHEAD.  
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5.2.1. FLUJO DE DISEÑO VIVADO 
5.2.1.1. SIGASI 
El primer paso en el flujo de diseño, mediante Vivado, es la generación de los 
periféricos propios del usuario y que no están basados en IPs propietarias de Xilinx. 
En el presente proyecto se encuentra por tanto, el controlador VGA y los filtros 
implementados en la PL. 
Se llevó a cabo por tanto la descripción HDL, en este caso VHDL, de la entidad 
controlador VGA, VGA_Plotter, que posteriormente se implementara en la PL. Este es 
un periférico puramente HDL y que no hace uso de hardmacros del SoC o del PS. 
Cabe destacar, que posteriormente se le añade una interfaz AXI-Lite, pero esto se 
desarrolla en los siguientes puntos.  
Como se indica, todo ésto, en el presente proyecto, se ha hecho mediante la 
herramienta Sigasi.  
 
5.2.1.2. MATLAB 
El siguiente paso es la generación de los filtros. Esto se lleva a cabo mediante 
Matlab. Haciendo uso de la herramienta fdatool. Mediante dicha herramienta, se 
especifica interactivamente o mediante código las características del filtro que 
posteriormente es sintetizado por Matlab. En la siguiente figura puede verse la 
respuesta impulsional del filtro implementado.  
 
Figura V-14; Respuesta impulsional del filtro.  
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A continuación, el filtro sintetizado es exportado a una arquitectura HDL 
sintetizable haciendo uso del comando generatehdl de la misma herramienta. Esta, 
permite la selección de diferentes opciones de implementación hardware, como es el 
uso de registros de Pipeline, el uso de una arquitectura serie, una arquitectura 
totalmente paralela, hibrida…  
El resultado es un fichero VHDL importable por Vivado.  
 
5.2.1.3. MODELSIM 
El siguiente paso a realizar, es la simulación funcional de los periféricos VHDL 
creados. Para ello se utiliza la herramienta Modelsim.  
Se debe definir un vector de estímulos que son aplicados al dispositivo bajo 
test en las simulaciones Modelsim. El simulador representa por pantalla las formas de 
onda asociadas al comportamiento del periférico. Al tratarse de diseños sencillos, una 
inspección visual de estas formas de onda es suficiente para verificar el correcto 
funcionamiento. Por el contrario para proyectos más complejos, se puede automatizar 
la comprobación de los resultados contra una Golden Reference.  
En este punto se trata de validar solamente la funcionalidad, posteriormente, se 
puede volver a simular mediante Modelsim la implementación en el dispositivo, es 
decir una simulación del mapeado del diseño en los recursos del dispositivo. Para ello, 
la herramienta genera un fichero con los retardos asociados a las señales en el interior 
del dispositivo, que permite su simulación post PAR. 
 
5.2.1.4. VIVADO 
Una vez se dispone de los periféricos de usuario, se puede comenzar la 
verdadera implementación del SoC. Para ello se hace uso de la herramienta Vivado. 
Se describe a continuación y con más detalle el flujo de diseño a seguir.  
En primer lugar se debe crear un proyecto Vivado.  
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Figura V-15; Interfaz Vivado.  
Se debe especificar la ruta donde archivar dicho proyecto.  
 
Figura V-16; Nuevo proyecto en Vivado.  
Vivado solicita el tipo de proyecto a realizar. El proyecto es de tipo RTL pues 
los ficheros fuente que se le facilitan a la herramienta son descripciones VHDL, en las 
que todavía no se ha llevado a cabo la síntesis.  
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Figura V-17; Tecnología del proyecto en Vivado.  
Vivado solicita ficheros fuente a incluir al proyecto. No deben incluirse todavía 
los generados anteriormente, pues serán posteriormente añadidos como periféricos 
cuando tengan interfaz AXI.  
 
Figura V-18; Adición de fuentes en Vivado.  
Vivado preguntará si se desean añadir IPs o constraints. Dado que todavía se 
deben realizar algunas modificaciones en las IPs de usuario se indicará que no. Del 
mismo modo, las constraints de la placa serán configuradas en una etapa posterior y 
las constraints asociadas a las IPs de usuario también.  
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El siguiente paso es seleccionar el kit de desarrollo ZedBoard en el menú 
desplegable que aparecerá.  
 
Figura V-19; Selección de la plataforma de desarrollo.  
Finalmente se obtiene un resumen del proyecto y se clica en finalizar.  
 
Figura V-20; Project Summary.  
Un sumario del proyecto aparece a continuación desde la ventana principal de 
Vivado. En ella pueden verse a la izquierda, Project Manager,  las diferentes fases y 
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opciones de desarrollo disponibles. También en la parte izquierda del Project Manager, 
los ficheros fuentes asociados, en este caso, aún ninguno.  
 
Figura V-21; Resumen del proyecto.  
 
Se debe generar en primer lugar un diseño de bloques del SoC a realizar, para 
ello se clicará en Create Block Design, dentro del IP Integrator en el Flow Navigator. 
Una nueva ventana Diagram, se abrirá en el Block Design.  
 
Figura V-22; Nuevo diseño de bloques.  
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El siguiente paso es añadir el PS dentro del diseño de bloques. Para ello se 
clicará en añadir IP, y se añadirá un Zynq7 Processing System.  
 
Figura V-23; Instanciación del PS.  
Se abre automáticamente la ventana de configuración de dicha IP, se dejarán 
los parámetros por defecto.  
 
Figura V-24; Automatización de la conexión PS.  
Como se puede ver en la siguiente imagen, el PS aparecerá en el diseño de 
bloques junto con una Memoria DDR asociada, y el mapeo de los pines predefinidos 
para el PS en el SoC.  
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Figura V-25; Puertos externos del PS.  
A continuación se va a añadir el primer periférico, se trata del controlador de los 
botones. Para ello se añade una nueva IP, de nombre AXI GPIO. Este IP propietario 
de Xilinx ofrece un Slave AXI-Lite con interfaz para las entradas y salidas de propósito 
general definidas en el fichero de especificación de la ZedBoard. En este caso los 
botones, interruptores y leds, lo que facilita la conexión de estos al SoC.  
 
Figura V-26; Periférico AXI.  
Puede observarse como se ha añadido la IP al diseño, y sobre la ventana 
conteniendo el diseño de bloques, ha aparecido una pestaña verde que nos ofrece 
ayuda para automatizar las conexiones, en concreto, para ejecutar el Run Connection 
Automatization. Al ejecutarlo, esta ayuda nos conectará automáticamente el periférico 
AXI Lite al PS. A su vez añadirá un AXI Interconnect estableciendo como Master al PS 
y Slave al periférico y generará otra IP con las fuentes de Reset predefinidas del SoC.  
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Al ejecutar dicha ayuda de Vivado, aparecerá la siguiente ventana. En ella se 
pide que puerto del periférico AXI conectar, es decir la interfaz AXI, o la interfaz hacia 
los GPIO. En este caso se seleccionará el lado AXI y se dejaran las conexiones de 
reloj en modo automático. 
 
Figura V-27; Interconexión AXI.  
Tras aceptar puede verse como el diseño del SoC ha sido actualizado con los 
bloques antes mencionados.  
 
Figura V-28; Interconnect AXI.  
Otra forma de conectar el periférico AXI al lado GPIO es clicando sobre él, y 
seleccionando Run IP Customization. Se desplegará la siguiente ventana.  
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Figura V-29; GPIO AXI.  
En ella en el puerto GPIO se ofrecen las opciones de conexión a periféricos IO 
disponibles, se seleccionarán los botones. Del mismo modo se activará la generación 
de interrupciones cada vez que se pulse un botón, activando la casilla inferior. Al hacer 
esto último se añade un pin de salida de interrupción al símbolo del periférico. Vivado 
automáticamente conectará dicho periférico a los botones, como puede verse en la 
siguiente figura.  
 
Figura V-30; GPIO AXI mapeado.  
En el presente proyecto, se han repetido estos últimos pasos para la conexión 
de los interruptores y los leds. Se ha añadido también un AXI Timer del mismo modo.  
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Figura V-31; AXI timer.  
Pueden observarse que las salidas de interrupción de los periféricos están sin 
conexión. Queda por tanto, configurar el PS para que acepte dichas interrupciones. 
Para ello se ha de hacer doble click sobre su símbolo y una ventana de configuración 
se abrirá.  
 
Figura V-32; Configuración SOC.  
En ella se puede observar la arquitectura interna del SoC. Haciendo clic sobre 
sus periféricos se ofrecen sus opciones de configuración. También en la parte 
izquierda, el Page Navigator, se puede navegar por más opciones. Al clicar en la 
pestaña de configuración de la conexión PS-PL se desplegará el siguiente menú en el 
que configurar el paso de interrupciones entre el PS y la PL.  
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Figura V-33; Mapeo de Interrupciones SOC.  
En él se va a activar las interrupciones desde la PL hacia el PS, IRQ_F2P. Del 
mismo modo, en la pestaña para la configuración de los periféricos multiplexados MIO, 
se va a activar la UART0 sobre los pines MIO10 y MIO11, será la utilizada para la 
conexión con el módulo Bluetooth. Se activará también la UART 1 sobre MIO48 y 
MIO49.  
 
Figura V-34; Pinout UARTs.  
Al aceptar los cambios, la vista con el diseño de bloques vuelve a la pantalla y 
en ella puede observarse como un bus de entrada de interrupciones ha aparecido en 
el PS. Dado que las salidas de los periféricos son simples y no buses, se debe añadir 
una IP denominada Concat, que permite la generación de un bus a partir de señales 
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sencillas. En la siguiente figura, se muestra el resultado de estos cambios. Queda por 
conectar la salida de la IP Concat a la entrada de interrupciones del PS.  
 
Figura V-35; Entidad Concat en el diseño.  
En este punto se deben de añadir los periféricos del usuario, pero previo paso 
se deben generar las IPs de estos, como ya se ha comentado, que los añadirán a la 
librería de IPs de Vivado.  
La generación de dichas IPs se explica en el siguiente punto.  
El proceso de añadir éstos al diseño de bloques es análogo al realizado en los 
apartados anteriores. En el caso de tener una interfaz Axi, se puede incluso usar la 
autoconexión ofrecida por Vivado. En el caso de tener puertos mapeados al exterior, 
deben definirse las entradas salidas con el exterior.  
Se muestra a continuación el diseño final, donde pueden verse los periféricos 
de usuario, el controlador VGA y los dos filtros.  
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Figura V-36; Diseño SOC.  
El siguiente paso a realizar es validar el diseño. Para ello se clica en el 
correspondiente botón en la ventana de diseño del diseño de bloques. Una vez los 
resultados son satisfactorios, se debe generar el fichero VHDL que contiene la 
instanciación del diagrama de bloques. Para ello en la ventana Sources, se selecciona 
el diseño de bloques y con el botón derecho se clica en Create HDL Wrapper. Vivado, 
generará el wrapper y lo añadirá en la jerarquía del proyecto en un nivel superior al 
diseño de bloques, instanciando a éste. Cuando Vivado pregunte si se quiere que sea 
auto actualizado, se contestará que sí, de este modo es Vivado quien se encarga de 
actualizarlo si se añaden cambios al diagrama de bloques.  
 
Figura V-37; Vivado HDL Wrapper.  
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Finalmente se pueden lanzar los procesos de Síntesis e Implementación en el 
Project Manager. Si se clica en Generate Bitstream directamente, como la síntesis y la 
implementación no han sido aún llevadas a cabo, Vivado lanzará iterativamente los 
tres procesos, obteniendo al final, el fichero de configuración de la PL.  
En este punto el flujo de diseño de la rama Hardware ha concluido, solo queda 
exportar la plataforma hardware del SoC a SDK para que las herramientas de 
generación de firmware, puedan generar drivers de acuerdo al mapa de memoria de la 
presente configuración del proyecto.  
Para ello se debe clicar en File, Export, Export Hardware. Al exportar la 
plataforma, se incluye el bitstream para que la herramienta SDK pueda flashear la 
FPGA en una etapa posterior.  
 
Figura V-38; Exportar a SDK.  
A continuación se explica el flujo de diseño en SDK, como siguiente paso, 
diseño del firmware, hacia la implementación del diseño en el SoC.  
 
5.2.1.5. FIRMWARE, SDK 
Como antes se ha explicado, SDK, es la herramienta utilizada para la 
generación del firmware  para el PS. Al lanzar SDK desde Vivado, el entorno de 
desarrollo apunta automáticamente al directorio del proyecto Vivado donde se 
generará el subproyecto Firmware. Este subproyecto consta de tres elementos. El 
Firmware propiamente dicho, una especificación de la plataforma hardware a utilizar, y 
un Board Suppot Package que contiene los drivers de gestión de dicha plataforma. La 
especificación es automáticamente pasada a SDK al exportar el proyecto, el BSP, se 
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genera también automáticamente al modificar la plataforma, aunque ofrece la 
posibilidad de forzar también su regeneración. Por tanto el usuario solo debe 
preocuparse de la creación del firmware de aplicación.  
Para ello en primer lugar se tiene que crear un proyecto de aplicación. Desde 
File, New, Application Project, aparecerá la siguiente ventana.  
 
Figura V-39; Proyecto SDK.  
En ella se especifica el nombre, la ruta del proyecto, la plataforma hardware a 
utilizar, que será la que se acaba de exportar y cuál de los dos procesadores del PS se 
pretende utilizar. También se puede modificar el tipo de lenguaje, y si se va a utilizar o 
no sistema operativo. En este caso será C y sin sistema operativo. Por último se 
especificará la utilización del BSP disponible ligado a la plataforma hardware.  
En este punto el proyecto SDK está listo para la generación del código de 
usuario. Al ser una interfaz basada en Eclipse, resulta notablemente sencilla la 
interacción con la aplicación. Se muestra la interfaz de usuario.  
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Figura V-40; Interfaz SDK.  
Se puede observar en la parte izquierda las tres entidades del proyecto, 
hardware, BSP y firmware. En la parte central de la pantalla se abren los ficheros para 
edición, y en la parte derecha se ofrecen, entre otros, la posibilidad de resaltar los 
elementos más significativos del código generado, funciones, variables… Existe un 
gran abanico de opciones de configuración de las vistas, del mismo modo existe una 
vista Debug en la que depurar el código conectado a la plataforma de desarrollo.  
Merece la pena recalcar, que toda la periferia de IPs generada en la PL así 
como los recursos del PS, están mapeados en memoria, por lo que desde el punto de 
vista software, o de generación de firmware, el sistema es visto como un mapa de 
memoria. Puede observarse dicho mapa en el fichero system.hdf. 
También en el BSP, se muestra en el fichero system.mss, todos los drivers 
automáticamente generados para la gestión del mapa de memoria, y por tanto, de los 
periféricos.  
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Figura V-41; Componentes SDK.  
A su vez en el BSP existen ficheros de ayuda para el uso de los drivers, y más 
información acerca del sistema. Se encuentran también ahí los includes en los que se 
implementan rutinas de control de los drivers.  
La aplicación cada vez que guarda un fichero de código, elabora el proyecto, 
indicando posibles fallos sintácticos.  
Una vez se ha elaborado el código del firmware, SDK genera el fichero de 
programación del PS. Dicho fichero tiene la extensión .elf. Para su descarga en el SoC 
se deben definir una serie de parámetros de las acciones a llevar a cabo por SDK para 
inicializar el sistema. Para ello se clica sobre la carpeta conteniendo el firmware de 
usuario, seleccionando Run as, y Run Configurations, o bien sobre el icono circular 
verde, en la barra de herramientas, se selecciona Run Configurations. Puede verse en 
la siguiente imagen.  
 
Figura V-42; Run Aplicación SDK.  
En la pantalla que se despliega a continuación, pueden configurarse todas 
estas acciones a llevar a cabo para el arranque del sistema. En concreto, en la 
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configuración del Target, se puede especificar el tipo de conexión al SoC, mediante un 
cable USB Xilinx, mediante un servidor de red… puede especificarse también la 
Hardware Platform a utilizar, pues un mismo chip SoC puede implementar diferentes 
configuraciones operacionales en la PL. Permite especificar también cuál de los dos 
procesadores del PS se va a utilizar, el fichero de configuración de la PL, .bit, así como 
el script TCL en el que se define el conjunto comandos de inicialización.  
Permite también especificar qué tipo de reset realizar, un reset del micro 
únicamente, un reset de todo el SoC… permite especificar también si lanzar o no 
scripts de inicialización. En el presente proyecto se han definido dos configuraciones 
operativas, una en la que se resetea e inicializa todo el sistema cada vez que se 
arranca la tarjeta ZedBoard y por tanto debe flashearse la FPGA, y otra en la que solo 
se resetea el microprocesador para debugeado de firmware.   
 
Figura V-43; Configuración target SDK.  
 
5.2.1.6. CREACION DE IP CORES 
En el siguiente apartado se describe la creación de IP cores de usuario para 
Vivado. Para ello desde la barra de herramientas de Vivado se debe seleccionar Tools, 
y Create and Package New IP. Se desplegará un menú contextual.  
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Figura V-44; Template IP Core.  
 
Dado que los IPs que se van a implementar están conectados al PS mediante 
el bus AXI, se debe escoger Create a new AXI4 Peripheral.  
 
Figura V-45; Interfaz en Template IP Core.  
En la siguiente pantalla se definen el nombre y otras propiedades del periférico.  
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Figura V-46; Proyecto en Template IP Core.  
Al continuar el desarrollo se llega a la pantalla de configuración de interfaces. 
En ella se puede especificar el soporte para interrupciones del periférico, así como 
otros parámetros asociados al bus AXI. En concreto, podemos escoger el tipo de 
interfaz AXI. En el presente proyecto y dado que son periféricos sencillos y con bajas 
prestaciones, se escogerá la interfaz AXI Lite. Se puede escoger también si será 
Master o Slave, en este proyecto el Master es el PS por lo que estos periféricos serán 
todos Slave. Permite configurar también el tamaño de la palabra de datos, se escogerá 
el tamaño mínimo de 32 bits. Se puede configurar igualmente el tamaño que ocupa en 
el mapa de memoria el periférico y el número de registros mapeados que tendrá. En el 
presente proyecto se deja el mínimo valor disponible, 4 registros.  
 
Figura V-47; Parametros en Template IP Core.  
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En el siguiente paso Vivado muestra un resumen de los pasos dados y permite, 
escoger si añadir la IP al archivo de IPs, la edición de la IP, o su verificación. Se 
escogerá editar la IP.  
 
Figura V-48; Edición IP en Template IP Core.  
Dado que la IP es un proyecto que utiliza recursos de la PL, la ventana que 
Vivado despliega es idéntica a la del flujo de desarrollo Vivado. En ella se puede volver 
a modificar todo lo configurado en el asistente.  
Hasta este punto, el periférico contiene solo dos ficheros VHDL, la entidad de 
alto nivel que actúa como wrapper de todas las demás entidades, y la entidad que 
implementa el interfaz AXI Lite, un nivel inferior en la jerarquía. En este punto es 
donde se deben añadir los ficheros de usuario conteniendo el periférico a añadir. Cabe 
destacar que se han de mapear las entradas y salidas de dicha entidad de usuario, en 
el wrapper de alto nivel hacia el resto de entidades de la IP, en este caso la interfaz 
AXI y si los hay, hacia puertos externos de la tarjeta. En el apartado donde se describe 
la implementación de los periféricos del proyecto se hablará más en detalle de todas 
estas modificaciones. La presente figura, muestra la arquitectura de uno de los 
periféricos que implementa un filtro del usuario.  
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Figura V-49; Detalle IP en Template IP Core.  
En ella pueden verse el fichero VHDL del usuario implementando el filtro, 
LPF1_2p5Hz10Tap.vhd, junto con el wrapper de alto nivel, ZedFilter_v1_0.vhd y la 
interfaz AXI, ZedFilter_v1_0_S00_AXI.vhd. Pueden verse también los drivers 
generados por Vivado para el acceso al periférico desde el PS, dichos drivers 
proporcionan las funciones para escritura y lectura en las direcciones de memoria del 
periférico.  
 
5.3. PERIFERICOS DE USUARIO 
5.3.1. CONTROLADOR VGA 
El periférico controlador VGA se trata de una IP de usuario destinada a la 
conexión de la ZedBoard con un monitor externo que permita la visualización de las 
medidas tomadas y las estadísticas procesadas. Dicho periférico permite la 
visualización simultánea de la magnitud de las medidas tomadas, el filtrado de estas 
medidas, la desviación estándar acumulada de las medidas y una señal de detección 
cuando se detecta un paso. La visualización se realiza mediante una línea en pantalla 
por cada fuente de información a modo osciloscopio. 
El periférico está completamente implementado en la PL, por lo tanto es 
totalmente hardware a medida. Posee dos interfaces, una interfaz AXI Lite con 4 
registros de 32 bits, conectada al AXI Interconnect del proyecto, y otra interfaz 
“virtualmente analógica”, como se va a comentar, conectada al puerto VGA de la 
ZedBoard, y por tanto externa. La interfaz VGA está compuesta de 3 salidas 
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analógicas; Red, Green y Blue, que codifican la información de color de cada pixel. 
Incluye además dos señales de sincronismo horizontal y vertical, que van controlando 
el barrido de la pantalla. Dada la característica digital de los puertos de la PL, la 
ZedBoard conecta cuatro salidas digitales a modo de divisor de tensión en escalera 
para generar 16 niveles de tensión diferentes, por tanto 16 tonalidades de color 
diferentes por canal. 
El IP está implementado para ofrecer una resolución de 640x480 pixeles con 
un ratio de refresco de aproximadamente 60Hz, y un abanico de 4096 colores.  
La descripción hardware del periférico consta de 5 archivos. Dos de ellos son 
generados por Vivado y modificados por el usuario. En concreto, 
VGA_Plotter_v1_0.vhd, es la entidad wrapper de más alto nivel en la jerarquía que 
engloba a todos las demás entidades. VGA_Plotter_v1_0_S00_AXI.vhd, es la interfaz 
AXI que ha sido modificada para exponer los registros AXI mapeados en memoria a la 
lógica de usuario.  
Los otros tres ficheros restantes son ficheros de usuario. VGA_Plotter_UL.vhd, 
es el wrapper de usuario para el conjunto de sub entidades, y que hace de interfaz con 
los registros AXI. Vga_video_sync.vhd, es la entidad core controladora del puerto 
VGA, realiza el conteo del reloj para la generación de los pulsos de sincronismo. 
RAM_DP.vhd, realiza la descripción de una RAM de doble puerto donde se vuelcan 
los datos desde el puerto AXI y donde son leídos por la controladora VGA. Una 
descripción más detallada del código puede encontrarse en el apartado HDL.  
El modo de operación del periférico se basa en escrituras desde el PS hacia la 
PL, mediante el interfaz AXI Lite con los datos a representar. Cada una de las cuatro 
líneas que se pintan en la pantalla, están mapeadas en uno de los cuatro registros 
slave de la interfaz AXI. Se genera también una señal de Strobe cada vez que se 
escribe uno de estos registros, que activa la lógica de usuario.  
La lógica de usuario ha sido implementada mediante Visual Elite y Sigasi. 
Visual Elite ha sido utilizado para la interconexión de los diferentes bloques y Sigasi 
para la edición del código VHDL. Puede verse el esquema de bloques de la lógica de 
usuario en la siguiente figura.   
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Figura V-50; Controlador VGA en Visual Elite.  
Consta de cuatro memorias RAM de doble puerto en las que se van volcando 
las medidas y el procesado de señal.  Dichas memorias tienen la capacidad de una 
línea de pantalla. Cada dirección de memoria equivale a un pixel de una línea. 
Conforme se realiza el escaneo de la pantalla, se van leyendo las memorias, y si la 
posición vertical del pixel, coincide con el valor almacenado se pinta de color, si no se 
pinta en negro. La escritura en estas memorias está controlada por una señal 
WriteEnable, que es el strobe de escritura en los registros AXI previamente 
sincronizado. Cada vez que se vuelca un nuevo dato en los registros, este es visto por 
la memoria, y solo escrito cuando llega el pulso de strobe. La dirección de escritura 
está controlada por un contador que se describirá a continuación. En el lado de lectura 
de la RAM, la señal de ReadEnable está controlada por el core VGA. Este genera un 
pulso durante la generación de un cuadrado, mientras el haz está en la zona a pintar. 
La señal de habilitación nRd, está controlado por otro pulso del core VGA, que genera 
ticks cada vez que se debe pintar un pixel. La dirección de lectura, está controlada 
también por el core VGA, y representa el pixel horizontal de la pantalla.  
 
Figura V-51; RAM de Controlador VGA en Visual Elite.  
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Los contadores para la dirección de escritura de las memorias, reciben una 
señal de reloj a 100 Mhz, reloj del bus AXI. Dicho contador está habilitado mediante la 
señal de Strobe de los registros Axi, al igual que la memoria, por lo que cada vez que 
se vuelca un dato en los registros, el strobe, permite actualizar la dirección de memoria 
en las memorias por medio del valor del contador.  
 
Figura V-52; Counter de Controlador VGA en Visual Elite.  
El reset del contador se produce cada vez que se alcanza el final pintable de 
una línea, por lo que la siguiente línea comienza a leer las memorias otra vez desde la 
dirección 0. Dicho reset es generado mediante la comparación de la dirección 
horizontal del pixel, proporcionada por el core VGA, con un generic en el que se 
almacenan la dimensión horizontal de la pantalla. También se hace una OR con el 
reset del sistema.  
 
Figura V-53; Fuente de Reset de Controlador VGA en Visual Elite.  
El core VGA, vga_video_sync, es un conjunto de contadores que cuentan la 
señal de reloj proveniente del puerto AXI a 100Mhz. Dicha señal es internamente 
dividida, mediante un contador divisor por 4, para la generación  de enables a 25 Mhz, 
para el pintado de cada uno de los pixeles. Existe un contador de pixeles horizontales 
que genera una señal de sincronismo horizontal mientras el valor del conteo se 
encuentra entre los límites de la pantalla más los pórticos laterales. Del mismo modo 
existe otro contador para pixeles verticales, que genera la señal de sincronismo 
vertical mientras el conteo se encuentra en los límites de la pantalla más los pórticos 
superior e inferior, esto es, en lugar de 640 x 480, se pasa a 799 x 524. Estas dos 
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señales de sincronismo son enviadas al puerto VGA de la ZedBoard para controlar el 
monitor. Se generan dos señales de sincronismo interno adicionales, una que genera 
un tick cada vez que se ha de pintar un pixel, y otra activa mientras los contadores se 
encuentran dentro de los límites del cuadro visible de la pantalla. A su vez también se 
mapean externamente los valores de los contadores de línea horizontal y vertical.  
 
Figura V-54; VGA Core de Controlador VGA en Visual Elite.  
Finalmente la lógica de usuario, contiene además, lógica combinacional que 
genera la información para los canales de color, y una línea vertical conforme se va 
refrescando la pantalla. Para ello cuando se pinta el pixel, se realizan una 
comparación de su valor vertical con la información de las cuatro memorias, y en 
función si hay coincidencia del valor con alguna de las memorias se escoge el color, 
uno para cada memoria de medidas o negro para el fondo de pantalla. La memoria de 
medidas de magnitud tiene preferencia sobre las demás. Existen unos multiplexores a 
la salida para poder generar la señal de color externamente a esta lógica, no son 
usados en la versión final del proyecto. Las salidas se encuentran registradas y 
habilitadas con la señal de tick de los pixels.  
 
Figura V-55; Lógica de Controlador VGA en Visual Elite.  
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A continuación se muestran las funciones del driver para el acceso de escritura 
al periférico AXI controlando el controlador VGA.  
VGA_PLOTTER_mWriteReg 
   (XPAR_VGA_PLOTTER_0_S00_AXI_BASEADDR 
   , reg2write 
   , (u32)(64*(240+(-240/25)*(Val)))); 
 
Se trata de una función en C, VGA_PLOTTER_mWriteReg a la que se le pasa como 
parámetros la dirección base del periférico XPAR_VGA_PLOTTER_0_S00_AXI_BASEADDR, 
definida en el fichero xparameters.h, y mapeada en dicho símbolo, el offset de la 
dirección de memoria del registro a escribir del periférico reg2write, y el valor de la 
medida Val. A dicho valor, se le aplica un casting hacia una palabra de 32 bits, que es 
el tamaño de los registros AXI. Se le aplica también un factor de conversión para 
cuadrar las medidas en la pantalla en un margen de +/- 25 m/seg^2.  
La pantalla tiene verticalmente 480 líneas y más los pórticos hace un total de 
524 líneas. Se requieren 10 bits para poder direccionar las líneas. Estos 10 bits están 
alineados en el lado MSB, de la palabra inferior de 16 bits de un registro AXI de 32 
bits. Se puede ver representado en la siguiente figura. Por tanto para compensar esa 
alineación se requiere multiplicar por 64, es decir 2^6, el valor numérico a pintar.  
 
Figura V-56; Alineamiento palabra datos VGA.  
Del mismo modo, la pantalla tiene 480 líneas y se requiere que el rango de 
medida de aceleración abarque +/- 25 m/seg^2. Se requiere que 0 m/seg^2 esté en el 
centro de la pantalla. Además el origen de coordenadas de la pantalla está en la 
esquina superior izquierda, por tanto, para alinear el 0 al centro de la pantalla se ha de 
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sumar 240 líneas, y para escalar los límites a +/- 25 se debe multiplicar el valor a 
pintar por -240/25. 
 
5.3.2. FILTROS FIR 
Los periféricos filtros FIR, se tratan de dos filtros FIR de 10 Taps para el filtrado 
de las medidas del sensor acelerómetro, los dos con una arquitectura “Direct Form” 
totalmente paralelizada y uno de ellos además con registros de pipeline en un 
sumador final en árbol, lo que mejora sus prestaciones en cuanto a velocidad al 
reducir el camino crítico.  
 
Figura V-57; Arquitectura FIR Directa.  
Se utilizan para el suavizado de las medidas que permite mejorar la detección 
de los picos asociados a un paso. El objetivo de la implementación de los filtros es 
mostrar como el uso de una FPGA, PL, como banco de periféricos hardware puede 
mejorar las prestaciones de un SoC, pues permite implementar funcionalidades 
altamente costosas en un micro, PS. Se han implementado ambos filtros también en el 
PS, y se demuestra que funcionalmente, desde el punto de vista de la aplicación final, 
no existe ninguna diferencia entre los resultados obtenidos con la implementación 
software o hardware.  
Los periféricos están completamente implementados en la PL, por lo tanto son 
totalmente hardware a medida. Cada filtro ha sido implementado en una IP diferente. 
Poseen una sola interfaz, es una interfaz AXI Lite con 4 registros de 32 bits, conectada 
al AXI Interconnect del proyecto, aunque solo se utiliza uno de los registros.  
Los filtros están implementados para procesar señales a 10 Hz, con una 
frecuencia de corte de 1 Hz y una banda de paso de 1.5 Hz. Al tratarse de una 
arquitectura totalmente paralela, pese a la latencia del filtro y su retardo de grupo, se 
obtiene una muestra filtrada en la salida por cada ciclo de reloj. Por el contrario, 
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implementar una arquitectura de filtrado así en un micro, requiere un gran número de 
ciclos máquina, pues se serializa el filtrado en iteraciones de multiplicación y 
acumulado, poniendo patente la clara ventaja de la implementación hardware.  
 
Figura V-58; Celda MAC.  
Aun así, dada la frecuencia de muestreo empleada, que es extremadamente 
baja, no se aprecia diferencia funcional alguna entre la versión hardware y la versión 
software. Los coeficientes de los filtros están hardcodeados en la PL. Se concibe el 
periférico a modo de demostrador, y no en búsqueda de eficiencia para el proyecto.  
La descripción hardware de cada  periférico consta de 3 archivos. Dos de ellos 
son generados por Vivado y modificados por el usuario. En concreto, 
ZedFilter_v1_0.vhd, es la entidad wrapper de más alto nivel en la jerarquía que 
engloba a todos las demás entidades. ZedFilter_v1_0_S00_AXI.vhd, es la interfaz AXI 
que ha sido modificada para exponer los registros AXI mapeados en memoria a la 
lógica de usuario.  
El fichero restante es un fichero de usuario. LPF1_2p5Hz10Tap.vhd y 
LPF1_2p5Hz10TapPL.vhd, son las implementaciones del filtro de usuario en sus 
versiones sin y con pipeline, y que hace de interfaz con los registros AXI. Una 
descripción más detallada del código puede encontrarse en el apartado HDL.  
El modo de operación del periférico se basa en escrituras desde el PS hacia la 
PL, mediante el interfaz AXI Lite con los datos a filtrar. Dichos datos a filtrar son una 
medida de tipo float a la que se le hace una conversión y casting a signed de 32 bits. 
Dicha palabra se escribe en uno de los registros de la interfaz AXI Lite que cuando la 
recibe la transmite a la lógica de usuario, junto con una señal de strobe que actúa 
como enable del reloj del filtro.  
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A continuación el PS, lanza un acceso de lectura sobre el mismo registro, y lee 
de nuevo una palabra de tipo signed de 32 bits que es convertida a float de vuelta.  
La lógica de usuario ha sido implementada mediante el sintetizador de filtros de 
Matlab. De este modo se logra una implementación eficiente y rápida de una 
arquitectura que puede llegar a presentar un cierto nivel de complejidad. Además, 
dado que solo se necesita pasar a Matlab la especificación del filtro y configurar 
opciones con la arquitectura a implementar, se puede iterar el diseño modificando 
parámetros para obtener un filtro más acorde a las necesidades de usuario. Esto sería 
una cosa harto complicada si se realiza la implementación de la arquitectura por el 
usuario, pues para cada variación se tendría que iterar de nuevo la implementación.  
En la siguiente imagen se muestra la interfaz para definir el filtro.  
 
Figura V-59; Interfaz diseño de filtros.  
 
A continuación se muestran las interfaces para la configuración de la 
arquitectura a implementar. En primer lugar, tipo de arquitectura, pipelineing…  
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Figura V-60; Configuración en Interfaz diseño de filtros.  
Seguidamente, parámetros de sistema, como el tipo de reset, síncrono o 
asíncrono, nombre de puertos, nomenclatura para procesos…  
 
Figura V-61; Configuración extra en Interfaz diseño de filtros.  
En las siguientes líneas, se muestran la definición de las funciones del driver en 
lenguaje de programación C para el acceso de escritura al periférico AXI controlando 
los filtros, con su lista de parámetros.  
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ZEDFILTER_mWriteReg 
   (XPAR_ZEDFILTER_0_S00_AXI_BASEADDR 
   , ZEDFILTER_S00_AXI_SLV_REG0_OFFSET 
   , ConvFPGA) 
 
 
ZEDFILTERPL_mWriteReg 
   (XPAR_ZEDFILTERPL_0_S00_AXI_BASEADDR 
   , ZEDFILTERPL_S00_AXI_SLV_REG0_OFFSET 
   , ConvFPGA); 
 
Se trata de unas funciones en C, ZEDFILTER_mWriteReg y  
ZEDFILTERPL_mWriteReg, a la que se les pasa como parámetros respectivamente la 
dirección base del periférico XPAR_ZEDFILTER_0_S00_AXI_BASEADDR y 
XPAR_ZEDFILTERPL_0_S00_AXI_BASEADDR, definida en el fichero xparameters.h, y 
mapeada en dichos símbolos, el offset de la dirección de memoria del registro a 
escribir del periférico ZEDFILTER_S00_AXI_SLV_REG0_OFFSET y 
ZEDFILTERPL_S00_AXI_SLV_REG0_OFFSET, y el valor a filtrar ConvFPGA.  A dicho valor, se 
le aplica un casting que posteriormente se describirá en detalle para acomodar la 
medida float hacia una palabra de 32 bits, que es el tamaño de los registros AXI. Se le 
aplica también un factor de normalización a 1 obteniéndose un rango [-1 1).  
A continuación se muestran las funciones del driver para el acceso de lectura a 
los periféricos AXI controlando el filtro.  
ConvFPGA    =   
   ZEDFILTER_mReadReg 
      (XPAR_ZEDFILTER_0_S00_AXI_BASEADDR 
      , ZEDFILTER_S00_AXI_SLV_REG0_OFFSET); 
 
ConvFPGA    =   
   ZEDFILTERPL_mReadReg 
      (XPAR_ZEDFILTER_0_S00_AXI_BASEADDR 
      , ZEDFILTER_S00_AXI_SLV_REG0_OFFSET); 
 
Se trata de unas funciones en C, ZEDFILTER_mReadReg y  
ZEDFILTERPL_mReadReg, a la que se les pasa como parámetros respectivamente la 
dirección base del periférico XPAR_ZEDFILTER_0_S00_AXI_BASEADDR y 
XPAR_ZEDFILTERPL_0_S00_AXI_BASEADDR, definida en el fichero xparameters.h, y 
mapeada en dichos símbolos, y el offset de la dirección de memoria del registro a 
escribir del periférico ZEDFILTER_S00_AXI_SLV_REG0_OFFSET y 
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ZEDFILTERPL_S00_AXI_SLV_REG0_OFFSET. La función retorna ConvFPGA, un valor signed 
de 32 bits, con la medida filtrada.  
A continuación se explica el casting y normalización de los parámetros 
asociados. Las medidas del sensor de aceleración son procesadas en el PS como tipo 
float, mientras que el filtro trabaja en coma fija, con palabras de 32 bits en sus 
interfaces, normalizadas a un rango [-1 1), esto es, un bit de signo, y 31 bits para la 
parte decimal.  
 
Figura V-62; Descripción punto decimal binario.  
Por tanto para convertir la señal float a signed 32 normalizada, se multiplica por 
la full scale de un dato signed 32 y se hace un casting a s32.  
ConvFPGA = (s32)(tempfloat*2147483648); 
 
El proceso inverso de conversión de la palabra signed 32 bits normalizada a 
float se muestra en las siguiente línea. En ellas se hace un casting de la palabra a float 
y a continuación se divide por el full scale de un signed 32. En ese caso no hace falta 
alinear las palabras pues la interfaz AXI es de 32 bits y la interfaz del filtro también.  
FPGAFilterNPL = (float)ConvFPGA/2147483648; 
 
5.4. FIRMWARE 
Se ha desarrollado firmware para la programación del PS del SoC en lenguaje 
C. Dicho firmware es el encargado de la gestión de la plataforma ZedBoard. Es el 
responsable de la gestión de los periféricos implementados en la PL, como botones, 
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interruptores, leds, timer…  así como de las funciones de comunicación con el PC y el 
sensor Bluetooth.  
Dicho firmware hace uso de los drivers generados por Vivado el control de los 
periféricos y el SoC. Vivado provee diferentes tipos de funciones para acceso a bajo 
nivel, dirección de memoria o registro, y otras más sofisticadas en las que se accede al 
periférico abstrayéndose de sus atributos.  
L2CCReg = Xil_In32(XPS_L2CC_BASEADDR + XPS_L2CC_CNTRL_OFFSET); 
XGpio_DiscreteWrite(&LEDInst, LED_CHANNEL, (u32)led_data); 
 
El Proyecto firmware está compuesto de tres subentidades, como ya se ha 
comentado;  
a) Rutinas de inicialización de la hardware platform y descripción del hardware 
b) Aplicación de usuario 
c) Un BSP Board Support Package  
Las rutinas de inicialización son un conjunto de scripts para la correcta 
inicialización del SoC basado en el mapa de memoria del mismo. 
El Board Support Package, son un conjunto de rutinas y drivers facilitando el 
acceso a los periféricos del SoC 
Finalmente la aplicación de usuario son el conjunto de rutinas que implementan 
el código de usuario.  
El firmware de usuario ha sido programado haciendo uso del sistema de 
interrupciones del SoC. Existen diferentes fuentes de interrupción hacia el PS, las 
utilizadas en este proyecto son las generadas por la UART del PS, los botones del PL, 
el timer del PS, los interruptores de la PL.  
A continuación se describen los principales archivos fuente de la aplicación de 
usuario y se describe someramente el funcionamiento de la aplicación firmware.  
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5.4.1. TFM.c 
Este fichero contiene el hilo de ejecución principal de la aplicación, main. 
Ejecuta secuencialmente las llamadas a las rutinas de inicialización de los periféricos y 
posteriormente entra en un bucle infinito de recepción y procesado de medidas.  
//---------------------------------------------------- 
// MAIN FUNCTION 
//---------------------------------------------------- 
int main(void) 
{ 
    // Display init message 
    xil_printf_dbg("dbg: Starting Main\r\n"); 
 
    //---------------------------------------------------- 
    // INITIALIZE THE PERIPHERALS & SET DIRECTIONS OF GPIO 
    //---------------------------------------------------- 
 
    // Initialise LEDs and Buttons 
    // Set LEDs direction to outputs and Buttons to inputs 
    status = Init_GPIOLED(); 
    xil_error_dbg("error: GPIO LED Init\r\n"); 
    status = Init_GPIOButton(); 
    xil_error_dbg("error: GPIO Button Init\r\n"); 
    status = Init_GPIOSwitches(); 
    xil_error_dbg("error: GPIO Button Init\r\n"); 
 
    //---------------------------------------------------- 
    // SETUP THE TIMER 
    //---------------------------------------------------- 
    // Initialize Timer 
    // Initialize interrupt controller 
    status = Init_Timers(); 
    xil_error_dbg("error: Timer Init\r\n"); 
    //Init and clear buffers 
    Clear_Buffers(); 
    
    // Initialize UARTs 
    // Initialize interrupt controller 
    status = Init_UART0(); 
    xil_error_dbg("error: UART Init\r\n"); 
     
    // Initialize Interrupt Controller 
    status = Init_IntCtrl(); 
    xil_error_dbg("error: Interrupt Controller Init\r\n"); 
 
    // Flash welcome leds 
    InitLEDFlash(); 
    xil_printf_dbg("dbg: Flashing Leds\r\n"); 
 
    // Start Timer 
    XTmrCtr_Start(&TMRInst, TMR_CNTR); 
 
    // Display Welcome Message 
    xil_printf_welcome(); 
 
    // Read Initial state 
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    PollSwitches(); 
 
    // Start UART0 Bluetooth Reception 
    xil_printf_dbg("dbg: Init Call to XUartPs_Recv... \r\n"); 
    StartRxBT_UART(&Uart0Inst); 
    xil_printf_dbg("dbg: Init Call to XUartPs_Recv Done... UART ready 
for RX\r\n"); 
    xil_printf_dbg("dbg: UART ready for Communication\r\n"); 
 
    xil_printf_dbgu_dsp("FIFO Level: %d \n", 
XUartPs_GetFifoThreshold(&Uart0Inst)); 
    xil_printf_dbgu_dsp("DATAWORD_WIDTH : %d \n", DATAWORD_WIDTH); 
    xil_printf_dbgu_dsp("CIRCRX_BUF_DEPTH : %d \n", CIRCRX_BUF_DEPTH); 
    xil_printf_dbgu_dsp("CIRCRX_READ_BUF_DIF : %d \n", 
CIRCRX_READ_BUF_DIF); 
    xil_printf_dbgu_dsp("CIRCRX_BUF_UART_QUERY : %d \n", 
CIRCRX_BUF_UART_QUERY); 
 
    // Initialize FIR Filter 
    InitFilters(); 
 
    // Infinite loop 
    while (1){ 
 
        // Clear newSample Flag 
        newSample = 0; 
 
        // Check if new data has been received by interrupt handler 
        if(ComputeAddressDif(circRX_buf_rdIndx, circRX_buf_wrIndx) >= 
(CIRCRX_READ_BUF_DIF)){ 
 
            xil_printf_dbgu_dsp("   Buffer RX indx : %d \n", 
circRX_buf_rdIndx); 
            xil_printf_dbgu_dsp("   Buffer TX indx: %d \n", 
circRX_buf_wrIndx); 
 
            // Parse new data 
            circRX_buf_rdIndx = ParseCircBuffer(circRX_buf_rdIndx, 
circRX_buf_wrIndx); 
        } 
        // If real time processing enabled, process data 
        if(StatusRealTime()){ 
 
            ProcData(); 
 
        } 
    } 
} 
 
Como se acaba de comentar, el fichero TFM.c contiene la función main del 
firmware. En ella se inicializa secuencialmente toda la periferia del sistema, 
Init_GPIOLED();, Init_GPIOButton(); y Init_GPIOSwitches();, configuración de los 
puertos LED y dirección de salida de estos, configuración de las botoneras, 
configuración de los switches… Posteriormente y previa inicialización de la UART de 
recepción se inicializan y borran los buffers de recepción y procesado de la 
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información,  Clear_Buffers();. Una vez los buffers están disponibles para la 
recepción se continua con la inicialización del resto del sistema,  
Init_Timers();,Init_UARTs();,Init_IntCtrl();,el timer que controla el parpadeo de 
los leds, las UART de recepción y el controlador de interrupciones. Una vez los 
periféricos esta inicializados se arranca el timer XTmrCtr_Start(&TMRInst, 
TMR_CNTR);, y se obtiene el estado actual del sistema en función de sus Switches de 
configuración, PollSwitches();.Se inicializan los timers y el sistema queda 
configurado. 
A continuación, el sistema entra en un bucle infinito,  while (1){ en el que 
comprueba si ha habido recepción de nuevas medidas mediante la comparación de la 
dirección de los punteros de escritura y lectura en los buffers de recepción y 
procesado.  
if(ComputeAddressDif(circRX_buf_rdIndx, circRX_buf_wrIndx) >= 
CIRCRX_READ_BUF_DIF){ 
     circRX_buf_rdIndx = ParseCircBuffer(circRX_buf_rdIndx, 
circRX_buf_wrIndx); 
} 
 
En caso de recepción de datos y si el procesado de estos está activo 
if(StatusRealTime()){ los procesa, ProcData();.  
Cabe destacar que dado que la recepción de medidas mediante la UART 
Bluetooth y la configuración del sistema mediante botoneras y switches se gestiona 
por interrupción, no es necesario un polling  de esta periferia.  
 
5.4.2. InitSys.c e InitSys.h 
Este fichero contiene las rutinas de inicialización de usuario de los periféricos 
del sistema. Contiene también rutinas asociadas a la gestión de la configuración 
operativa de la ZedBoard. A continuación se exponen las principales funciones 
implementadas y se comenta su funcionamiento.  
static u8 opConfig = 0; 
 
// Drivers 
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XGpio LEDInst; 
XGpio BTNInst; 
XGpio SWCInst; 
XTmrCtr TMRInst; 
XScuGic INTCInst; 
XUartPs Uart0Inst; 
XUartPs Uart1Inst; 
 
// Driver Configs 
static XScuGic_Config *IntcConfig; 
static XUartPs_Config *Uart0Config; 
static XUartPs_Config *Uart1Config; 
 
static u32 IntrMask; 
 
 
//---------------------------------------------------- 
// INITIAL SETUP FUNCTIONS 
//---------------------------------------------------- 
int Init_GPIOLED(void) 
{ 
 /* GPIO driver initialisation */ 
 status = XGpio_Initialize(&LEDInst, LEDS_DEVICE_ID); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 /*Set the direction for the LEDs to output. */ 
 XGpio_SetDataDirection(&LEDInst, LED_CHANNEL, 0x00); 
 
 return XST_SUCCESS; /* Should be unreachable */ 
} 
 
 
int Init_GPIOButton(void) 
{ 
 // Initialise Push Buttons 
 status = XGpio_Initialize(&BTNInst, BTNS_DEVICE_ID); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 // Set all buttons direction to inputs 
 XGpio_SetDataDirection(&BTNInst, BTN_CHANNEL, 0xFF); 
 
 return XST_SUCCESS; /* Should be unreachable */ 
} 
 
int Init_Timers(void) 
{ 
 status = XTmrCtr_Initialize(&TMRInst, TMR_DEVICE_ID); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 XTmrCtr_SetHandler(&TMRInst, TMR_Intr_Handler, &TMRInst); 
 XTmrCtr_SetResetValue(&TMRInst, TMR_CNTR, TMR_LOAD); 
 XTmrCtr_SetOptions(&TMRInst, TMR_CNTR, XTC_INT_MODE_OPTION | 
XTC_AUTO_RELOAD_OPTION); 
 
 return XST_SUCCESS; /* Should be unreachable */ 
} 
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int Init_IntCtrl(void) 
{ 
 // Interrupt controller initialization 
 IntcConfig = XScuGic_LookupConfig(INTC_DEVICE_ID); 
 status = XScuGic_CfgInitialize(&INTCInst, IntcConfig, IntcConfig-
>CpuBaseAddress); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 Xil_ExceptionRegisterHandler(XIL_EXCEPTION_ID_INT, 
              
(Xil_ExceptionHandler)XScuGic_InterruptHandler, 
              &INTCInst); 
 Xil_ExceptionEnable(); 
 
 // Connect GPIO interrupt to handler 
 status = XScuGic_Connect(&INTCInst, 
        INTC_GPIOSWC_INTERRUPT_ID, 
            
(Xil_ExceptionHandler)SWC_Intr_Handler, 
            &SWCInst); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 // Connect GPIO interrupt to handler 
 status = XScuGic_Connect(&INTCInst, 
        INTC_GPIOBTN_INTERRUPT_ID, 
            
(Xil_ExceptionHandler)BTN_Intr_Handler, 
            &BTNInst); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 // Connect timer interrupt to handler 
 status = XScuGic_Connect(&INTCInst, 
        INTC_TMR_INTERRUPT_ID, 
        
(Xil_ExceptionHandler)TMR_Intr_Handler, 
        &TMRInst); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 /* 
  * Connect a device driver handler that will be called when an 
  * interrupt for the device occurs, the device driver handler 
  * performs the specific interrupt processing for the device 
  */ 
 status = XScuGic_Connect(&INTCInst, 
        INTC_UART0_INTERRUPT_ID, 
        (Xil_ExceptionHandler) 
XUartPs_InterruptHandler, 
        &Uart0Inst); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 
 /* 
 * Setup the handlers for the UART that will be called from the 
 * interrupt context when data has been sent and received, specify 
 * a pointer to the UART driver instance as the callback reference 
 * so the handlers are able to access the instance data 
 */ 
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 XUartPs_SetHandler(&Uart0Inst, Uart0Handler, &Uart0Inst); 
 
 /* 
 * Enable the interrupt of the UART so interrupts will occur, setup 
 * a local loopback so data that is sent will be received. 
 */ 
 
 IntrMask = 
  XUARTPS_IXR_RXEMPTY | XUARTPS_IXR_RXFULL | 
  XUARTPS_IXR_RXOVR; 
 IntrMask = XUARTPS_IXR_RXOVR; 
 XUartPs_SetInterruptMask(&Uart0Inst, IntrMask); 
 
 
 
 // Enable GPIO interrupts interrupt 
 XGpio_InterruptEnable(&BTNInst, BTN_INT); 
 XGpio_InterruptGlobalEnable(&BTNInst); 
 
 // Enable GPIO interrupts interrupt 
 XGpio_InterruptEnable(&SWCInst, SWC_INT); 
 XGpio_InterruptGlobalEnable(&SWCInst); 
 
 // Enable GPIO and timer interrupts in the controller 
 XScuGic_Enable(&INTCInst, INTC_GPIOBTN_INTERRUPT_ID); 
 XScuGic_Enable(&INTCInst, INTC_GPIOSWC_INTERRUPT_ID); 
 XScuGic_Enable(&INTCInst, INTC_TMR_INTERRUPT_ID); 
 
 return XST_SUCCESS; /* Should be unreachable */ 
} 
 
int Init_UARTs(void) 
{ 
 
  /* 
  * Initialize the UART driver so that it's ready to use 
  * Look up the configuration in the config table and then initialize 
it. 
  */ 
 Uart0Config = XUartPs_LookupConfig(UART0_DEVICE_ID); 
 if (NULL == Uart0Config) { 
  dbg_error("error: UART Config\r\n"); 
  return XST_FAILURE; 
 } 
 
 status = XUartPs_CfgInitialize(&Uart0Inst, Uart0Config, Uart0Config-
>BaseAddress); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
 
 // Disable interrupts 
 XUartPs_WriteReg(Uart0Config->BaseAddress, XUARTPS_IDR_OFFSET, 
XUARTPS_IXR_MASK); 
 
 
 status = XUartPs_SetBaudRate(&Uart0Inst, UART0_BAUDRATE); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
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 // Disable timeout 
 XUartPs_WriteReg(Uart0Config->BaseAddress, XUARTPS_RXTOUT_OFFSET, 
UART_TIMEOUT); 
 
 // Set FIFO Threshold 
 XUartPs_SetFifoThreshold(&Uart0Inst, UART_FIFO_THOLD); 
 
 return XST_SUCCESS; /* Should be unreachable */ 
} 
int StartRxBT_UART(XUartPs *InstancePtr){ 
 
 XUartPs_Recv(InstancePtr, circRX_buf, (u32)CIRCRX_BUF_UART_QUERY); 
 return XST_SUCCESS; /* Should be unreachable */ 
} 
 
 
 
u8 EnableFilter(void) 
{ 
 if(!StatusRealTime()){ 
  opConfig = (opConfig | FILTER_ACTIVE); 
 } 
 return FILTER_ACTIVE; 
} 
u8 DisableFilter(void) 
{ 
 if(StatusRealTime()){ 
  opConfig = (opConfig & (~FILTER_ACTIVE)); 
 } 
 return FILTER_ACTIVE; 
} 
u8 StatusFilter(void){ 
 return (opConfig & FILTER_ACTIVE); 
} 
 
En estos ficheros se encuentra la definición de las variables que contienen las 
estructuras de datos asociadas a los drivers de los periféricos  XGpio LEDInst;, XGpio 
BTNInst;, XGpio SWCInst;, XTmrCtr TMRInst;, XScuGic INTCInst;, XUartPs 
Uart0Inst;, XUartPs Uart1Inst; . Se encuentran también variables conteniendo las 
estructuras de datos con su configuración  static XScuGic_Config *IntcConfig;, 
static XUartPs_Config *Uart0Config;, static XUartPs_Config *Uart1Config;. 
También se han definido en estos ficheros la variable que contiene la 
configuración operativa de la ZedBoard, static u8 opConfig; y la máscara con las 
interrupciones activas para el gestor de interrupciones de la UART, static u32 
IntrMask;.  
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Las funciones int Init_GPIOLED(void), int Init_GPIOButton(void) y int 
Init_GPIOSwitches(void) son las encargadas de la inicialización de los periféricos. En 
ellas se inicializan y configuran las estructuras de datos de gestión de los periféricos y 
se establece su dirección como escritura en el caso de los LEDs y lectura en el caso 
de botoneras e interruptores.  
La función int Init_Timers(void)  es la encargada de la inicialización de las 
estructuras de datos asociadas a el timer de control de los leds. En ella, aparte de 
inicializar las estructuras de datos se le especifica que la función TMR_Intr_Handler es 
el handler de las interrupciones asociadas. 
 XTmrCtr_SetHandler(&TMRInst, TMR_Intr_Handler, &TMRInst); 
 
La función int Init_IntCtrl(void)  es la encargada de la inicialización de las 
estructuras de datos asociadas al gestor de interrupciones y de conectar a dicho 
gestor, los handlers encargados de las rutinas de usuario asociadas a cada fuente de 
interrupción.  A modo de ejemplo, en el siguiente fragmento, se muestra la conexión 
del Handler, SWC_Intr_Handler para la gestión de los interruptores al gestor de 
interrupciones, INTCInst.  
// Connect GPIO interrupt to handler 
status = XScuGic_Connect(&INTCInst,INTC_GPIOSWC_INTERRUPT_ID, 
(Xil_ExceptionHandler)SWC_Intr_Handler,&SWCInst); 
 
Se asigna también a la variable IntrMask la máscara activa para las 
interrupciones UART. Dicha máscara genera una interrupción cuando la FIFO de 
recepción de la UART alcanza un nivel de llenado predefinido.  
 IntrMask = XUARTPS_IXR_RXOVR; 
 XUartPs_SetInterruptMask(&Uart0Inst, IntrMask); 
Finalmente se activan las interrupciones;  
 // Enable GPIO interrupts interrupt 
 XGpio_InterruptEnable(&BTNInst, BTN_INT); 
 XGpio_InterruptGlobalEnable(&BTNInst); 
y se activan también en el controlador de interrupciones; 
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 // Enable GPIO and timer interrupts in the controller 
 XScuGic_Enable(&INTCInst, INTC_GPIOBTN_INTERRUPT_ID); 
 XScuGic_Enable(&INTCInst, INTC_GPIOSWC_INTERRUPT_ID); 
 XScuGic_Enable(&INTCInst, INTC_TMR_INTERRUPT_ID); 
La función int Init_UARTs(void) es la encargada de la configuración de la 
UART Bluetooth. Como de costumbre se realiza la inicialización de las estructuras de 
datos asociadas y se configura su baudrate, el tiempo de timeout y el nivel de la FIFO 
que genera una interrupción.  
 
 status = XUartPs_SetBaudRate(&Uart0Inst, UART0_BAUDRATE); 
 if(status != XST_SUCCESS) return XST_FAILURE; 
  
 // Disable timeout 
 XUartPs_WriteReg(Uart0Config->BaseAddress, 
XUARTPS_RXTOUT_OFFSET, UART_TIMEOUT); 
  
 // Set FIFO Threshold 
 XUartPs_SetFifoThreshold(&Uart0Inst, UART_FIFO_THOLD); 
 
Finalmente en estos ficheros encontramos también un conjunto de funciones 
que habilitan, deshabilitan y comprueban la configuración operacional de diferentes 
funcionalidades del sistema; 
 
u8 EnableFilter(void), u8 DisableFilter(void), u8 StatusFilter(void), 
u8 EnableRealTime(void), u8 DisableRealTime(void), u8 
StatusRealTime(void), 
u8 EnableBTUart(void), u8 DisableBTUart(void), u8 StatusBTUart(void), 
u8 EnableSampling(void), u8 DisableSampling(void), u8 
StatusSampling(void). 
 
Dichas funciones, configura a 1, a 0 o comprueban el estado de bits de la 
palabra opConfig asociados a las diferentes funcionalidades del sistema.  
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5.4.3. UserInts.c y UserInts.h 
Este fichero contiene la gestión de las rutinas de interrupción empleadas por 
los periféricos. A continuación se exponen las principales funciones implementadas y 
se comenta su funcionamiento.  
//---------------------------------------------------- 
// INTERRUPT HANDLER FUNCTIONS 
// - called by the timer, button interrupt, performs 
// - LED flashing 
//---------------------------------------------------- 
 
void BTN_Intr_Handler(void *InstancePtr) 
{ 
 // Disable GPIO interrupts 
 XGpio_InterruptDisable(&BTNInst, BTN_INT); 
 // Ignore additional button presses 
 if ((XGpio_InterruptGetStatus(&BTNInst) & BTN_INT) != 
   BTN_INT) { 
   return; 
  } 
 BTNController(); 
    (void)XGpio_InterruptClear(&BTNInst, BTN_INT); 
    // Enable GPIO interrupts 
    XGpio_InterruptEnable(&BTNInst, BTN_INT); 
} 
 
void SWC_Intr_Handler(void *InstancePtr) 
{ 
 // Disable GPIO interrupts 
 XGpio_InterruptDisable(&SWCInst, SWC_INT); 
 // Ignore additional button presses 
 if ((XGpio_InterruptGetStatus(&SWCInst) & SWC_INT) != 
   SWC_INT) { 
   return; 
  } 
 SWCController(); 
    (void)XGpio_InterruptClear(&SWCInst, SWC_INT); 
    // Enable GPIO interrupts 
    XGpio_InterruptEnable(&SWCInst, SWC_INT); 
} 
 
void TMR_Intr_Handler(void *data) 
{ 
 if (XTmrCtr_IsExpired(&TMRInst, TMR_CNTR)){ 
  TMRController(); 
 } 
} 
 
void Uart0Handler(void *CallBackRef, u32 Event, unsigned int EventData) 
{ 
 /* 
  * All of the data has been received 
  */ 
 if (Event == XUARTPS_EVENT_RECV_DATA) { 
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   if(StatusSampling()){ 
    circRX_buf_empty = 0; 
    circRX_buf_wrIndx = GetUartData(circRX_buf_wrIndx, 
EventData); 
   } 
   if( circRX_buf_wrIndx > (CIRCRX_BUF_DEPTH - 
CIRCRX_BUF_UART_QUERY)){ 
    XUartPs_Recv(&Uart0Inst, 
&circRX_buf[circRX_buf_wrIndx], (u32)(CIRCRX_BUF_DEPTH - circRX_buf_wrIndx)); 
   }else{ 
    XUartPs_Recv(&Uart0Inst, 
&circRX_buf[circRX_buf_wrIndx], (u32)CIRCRX_BUF_UART_QUERY); 
   } 
 
 } 
 
} 
 
 
 
void BTNController(void){ 
 
 btn_value = (u8)XGpio_DiscreteRead(&BTNInst, 1); 
 xil_printf("Button pressed: %d \r\n", btn_value); 
 ProcBTNs(btn_value); 
 
} 
 
void SWCController(void){ 
 
 swc_value = (u8)XGpio_DiscreteRead(&SWCInst, 1); 
 xil_printf("Switch moved: %d \r\n", swc_value); 
 ProcSWCs(swc_value); 
 
} 
 
void TMRController(void){ 
 // Once timer has expired 3 times, stop, increment counter 
 // reset timer and start running again 
 if(tmr_count == 3){ 
  XTmrCtr_Stop(&TMRInst,0); 
  tmr_count = 0; 
  ToggleLED(128); 
  XTmrCtr_Reset(&TMRInst,0); 
  XTmrCtr_Start(&TMRInst,TMR_CNTR); 
 
 } 
 else tmr_count++; 
} 
 
Las funciones BTN_Intr_Handler(void *InstancePtr) y 
SWC_Intr_Handler(void *InstancePtr) son los Handler  encargadas de gestionar las 
interrupciones de las botoneras y los interruptores. Básicamente cuando se genera 
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una interrupción asociada a sus periféricos, deshabilitan esa fuente de interrupción 
llaman a la función encargada de realizar las tareas asociadas y vuelven a habilitar las 
interrupciones, tras limpiar la bandera asociada.  
La función void TMR_Intr_Handler(void *data) realiza una función similar 
pero asociada al Timer. Cuando éste genera una interrupción, esta función comprueba 
que sea porque ha terminado un conteo y llama a la función asociada de usuario.  
La función void Uart0Handler(void *CallBackRef, u32 Event, unsigned int 
EventData) es el handler asociado a las interrupciones generadas por la UART 
Bluetooth. En caso de producirse una interrupción de este periférico, esta rutina 
comprueba que sea porque se han recibido datos, y en tal caso, actualizada la 
dirección de escritura del buffer de recepción y lanza una nueva petición de datos a la 
UART en función de la dirección de escritura. Esto es, al usar un buffer circular, si el 
espacio disponible es menor a CIRCRX_BUF_UART_QUERY lanza una petición por 
solamente el espacio disponible, si es mayor lanza la petición normal, siendo 
CIRCRX_BUF_UART_QUERY el tamaño predefinido por el usuario de datos solicitados a la 
UART.  
Finalmente las funciones void BTNController(void), void 
SWCController(void), void TMRController(void) son las llamadas por los 
interruption handler, conteniendo las rutinas de usuario que realizan las tareas 
asociadas a la fuente de interrupción. En el caso de botones y switches actualizan el 
estado del sistema en función de la nueva configuración solicitada. En el caso del 
Timer, se actualiza el estado de los leds y se recarga y re arranca el timer.  
 
5.4.4. UserBuffs.c y UserBuffs.h 
Este fichero contiene las rutinas de gestión empleadas en los buffers de 
recepción y procesado de las medidas. A continuación se exponen las principales 
funciones implementadas y se comenta su funcionamiento.  
// Small circular CHAR Rx Buffer for UART strings 
volatile u8  circRX_buf[CIRCRX_BUF_DEPTH]; 
// Circular address write index 
volatile u16 circRX_buf_wrIndx = 0; 
// Circular address read index 
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volatile u16 circRX_buf_rdIndx = 0; 
// Circular empty flag 
volatile u8  circRX_buf_empty = 1; 
 
 
// Processed data buffers 
// Pointer buffer to processed strings 
volatile u8 * sample_buf_char[SAMPLE_BUF_DEPTH]; 
// X component processed buffer 
volatile float sample_buf_xfloat[SAMPLE_BUF_DEPTH]; 
// Y component processed buffer 
volatile float sample_buf_yfloat[SAMPLE_BUF_DEPTH]; 
// Z component processed buffer 
volatile float sample_buf_zfloat[SAMPLE_BUF_DEPTH]; 
// Magnitude processed buffer 
volatile float sample_buf_Magfloat[SAMPLE_BUF_DEPTH]; 
// Filtered magnitude processed buffer 
volatile float sample_buf_FIRfloat[SAMPLE_BUF_DEPTH]; 
// Processed Mean buffer 
volatile float sample_buf_Meanfloat[SAMPLE_BUF_DEPTH]; 
// Processed Standard deviation buffer 
volatile float sample_buf_StdDevfloat[SAMPLE_BUF_DEPTH]; 
// Processed Standard deviation M buffer 
volatile float sample_buf_StdDevMfloat[SAMPLE_BUF_DEPTH]; 
// Magnitude processed buffer 
volatile u16 sample_buf_wrIndx = 0; 
 
// 
volatile u8  newSample = 0; 
 
 
int Clear_Buffers(void) 
{ 
    u32 idx; 
 
    // Circular Rx buffer 
    // Clearing buffer address pointer 
    circRX_buf_rdIndx = 0; 
    circRX_buf_wrIndx = 0; 
    circRX_buf_empty = 1; 
 
    // Filling buffers with 0 
    for (idx = 0; idx < CIRCRX_BUF_DEPTH; idx++) { 
        circRX_buf[idx] = 0; 
    } 
 
    return XST_SUCCESS; // Should be unreachable 
} 
 
 
u16 ComputeAddressDif(u16 readAdd, u16 writeAdd) 
{ 
 
    volatile s32 difAdd; 
 
    // Compute difference 
    difAdd = writeAdd - readAdd; 
 
    // Validate difference 
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    // If >0 no problem 
    if(difAdd > 0){ 
        return (u16)difAdd; 
 
    // If =0 check if buff empty 
    }else if(difAdd == 0){ 
        difAdd = CIRCRX_BUF_DEPTH; 
        if(circRX_buf_empty) difAdd = 0; 
        return (u16)difAdd; 
 
    // If <0 handle underflow 
    }else{ 
        //Underflow 
        difAdd = CIRCRX_BUF_DEPTH + difAdd; 
        return (u16)difAdd; 
    } 
} 
 
u16 UpdateWrPoint(u16 wrAddr_indx, u16 wrData_nb) 
{ 
    u16 updated_wrAddr_indx = 0; 
 
    // Increment write pointer 
    updated_wrAddr_indx = wrAddr_indx + wrData_nb; 
 
    // Handle overflow 
    if (updated_wrAddr_indx >= CIRCRX_BUF_DEPTH) 
        updated_wrAddr_indx = (updated_wrAddr_indx-CIRCRX_BUF_DEPTH); 
 
    return updated_wrAddr_indx; 
} 
u16 ParseCircBuffer(u16 readAdd, u16 writeAdd) 
{ 
    volatile u16 difAdd; 
    volatile u16 newReadAdd; 
 
    // Recompute address range in case interrupt happened 
recently 
    difAdd = ComputeAddressDif(readAdd, writeAdd); 
 
    xil_printf_dbgu_dsp("Point Diff: %d \n", difAdd); 
 
    // Start circ buffer scan for data string 
    newReadAdd = SearchString(readAdd, difAdd); 
 
    xil_printf_dbgu_dsp("New read rd Pointer Diff: %d \n", 
newReadAdd); 
    xil_printf_dbg_dsp("End of Parssing iteration \n\n"); 
 
    return newReadAdd; 
u16 SearchString(u16 baseAdd, u16 rangeAdd){ 
 
    // Local parsing buffer 
    // Define data string parsing buffer 
    u8 * dataWordRX_buf; 
    // Parsing buffer write index 
    volatile u16 dataWordRX_buf_wrIndx = 0; 
    // Parsing buffer empty flag 
    volatile u8  dataWordRX_buf_notEmpty = 0; 
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    // Address handling 
    // Active reading address at circular buffer 
    u16 readAdd = 0; 
    // Active offset to compute reading address at circular 
buffer 
    u8 offsetIndx = 0; 
 
    // Circular buffer clearing temporal indexes 
    u8 subindx = 0; 
    u16 substrindx = 0; 
 
    // Display data being processed 
    u8 tmpidx = 0; 
    xil_printf_dbg_dsp("Circ Buffer Window= ["); 
    for (tmpidx = 0; tmpidx <= rangeAdd-1; tmpidx++){ 
        xil_printf_dbgu_dsp("%c", circRX_buf[baseAdd + tmpidx]); 
    } 
    xil_printf_dbg_dsp("]\n"); 
 
 
 
    // Allocate space for proc buffer and init to 0 
    dataWordRX_buf = (u8*) calloc((rangeAdd+1),sizeof(u8)); 
    if (dataWordRX_buf==NULL) xil_printf("Error en Malloc"); 
 
    // Iterate and parse received data 
    for (offsetIndx = 0; offsetIndx <= rangeAdd-1; 
offsetIndx++){ 
 
        // Compute address being processed 
        readAdd = baseAdd + offsetIndx; 
        // Handle circular buffer address overflow 
        if (readAdd >= CIRCRX_BUF_DEPTH) readAdd = (readAdd-
CIRCRX_BUF_DEPTH); 
 
        xil_printf_dbgu_dsp( "Data string parsing readAdd : %d 
\n", readAdd); 
        xil_printf_dbgu_dsp( "Data string parsing write WORDBUFF 
add: %d \n", dataWordRX_buf_wrIndx); 
        xil_printf_dbgu_dsp( "Data string parsing newSample 
flag: %d \n", newSample); 
        xil_printf_dbgu_dsp( "Data string parsing 
dataWordRX_buf_notEmptyflag : %d \n", dataWordRX_buf_notEmpty); 
 
        // Test init caracter 
        if (circRX_buf[readAdd] == '>'){ 
 
            // First char found 
            if (dataWordRX_buf_notEmpty){ 
 
                // First char found 
                // In an active word 
                //      error en procesado anterior 
                xil_printf_dbg_dsp( "Parsing error, second > 
found\n\n"); 
 
            }else{ 
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                // First char found 
                // Non active word 
                //      Init Word buffer 
                dataWordRX_buf_wrIndx = 0; 
                dataWordRX_buf_notEmpty = 1; 
                xil_printf_dbg_dsp( "Init > found, starting 
string parsing\n\n"); 
 
            } 
 
        // No init caracter, test if already found 
        }else if(dataWordRX_buf_notEmpty){ 
 
            // Not first char 
            // In an active word 
            //      Process char 
 
            // Test last char 
            if(circRX_buf[readAdd] == '\n'){ 
 
                // Not first char 
                // In an active word 
                // Last char 
                //      Process char and convert 
 
                // Increment local pointer dataWordRX_buf_wrIndx 
and copy from circular buffer circRX_buf to local buffer 
dataWordRX_buf 
                
ReplaceIncChar(&dataWordRX_buf_wrIndx,&circRX_buf[readAdd],&dataWordRX
_buf[dataWordRX_buf_wrIndx], '\n', 0); 
 
                xil_printf_meas( "STRING RX:"); 
                xil_printf_meas( dataWordRX_buf); 
                xil_printf_meas( "\n\n"); 
 
                // Copy local string received dataWordRX_buf to 
char string buffer sample_buf_char 
                // Convert local string received dataWordRX_buf 
to float values and store these in sample_buf_xfloat... 
                // Increment sample_buf_wrIndx 
                ParseString(dataWordRX_buf, 
sample_buf_char[sample_buf_wrIndx], 
&sample_buf_xfloat[sample_buf_wrIndx], 
&sample_buf_yfloat[sample_buf_wrIndx], 
&sample_buf_zfloat[sample_buf_wrIndx]); 
 
                xil_printf_measu("  Indice de Muestra: %d 
\n",(sample_buf_wrIndx-1)); 
 
                xil_printf_meas( "  Datagrama: "); 
                
xil_printf_meas(sample_buf_char[(sample_buf_wrIndx-1)]); 
                xil_printf_meas( "\n"); 
 
                xil_printFloat_meas( "    x: ", 
sample_buf_xfloat[(sample_buf_wrIndx-1)]); 
                xil_printf_meas( "\n"); 
                xil_printFloat_meas( "    y: ", 
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sample_buf_yfloat[(sample_buf_wrIndx-1)]); 
                xil_printf_meas( "\n"); 
                xil_printFloat_meas( "    z: ", 
sample_buf_zfloat[(sample_buf_wrIndx-1)]); 
                xil_printf_meas( "\n"); 
 
                // Set new sample flag 
                newSample = 1; 
 
                xil_printf_dbgu("Start erased baseAdd %d \n", 
baseAdd); 
                xil_printf_dbgu("Start erased readAdd %d \n", 
readAdd); 
 
                // Clean circ buffer 
                for (subindx = 0; subindx <= offsetIndx; 
subindx++){ 
 
                    // Compute address to be cleared 
                    substrindx = baseAdd + subindx; 
                    // Handle circ buffer overflow 
                    if (substrindx >= CIRCRX_BUF_DEPTH) 
substrindx = (substrindx-CIRCRX_BUF_DEPTH); 
                    // Clear addres 
                    circRX_buf[substrindx] = 0; 
 
                } 
 
                xil_printf_dbgu("Last erased readAdd %d \n", 
substrindx); 
 
                // Compute read pointer address to return 
                readAdd = readAdd + 1; 
 
                xil_printf_dbgu("New updated readAdd %d \n", 
readAdd); 
 
                // Handle circ buffer read address overflow 
                if (readAdd >= CIRCRX_BUF_DEPTH){ 
                    readAdd = (readAdd-CIRCRX_BUF_DEPTH); 
                } 
 
                // Handle empty circ buffer 
                if(circRX_buf_wrIndx == readAdd) { 
                    circRX_buf_empty = 1; 
                    xil_printf_dbg("Parsed all data in circ 
buffer\n"); 
                } 
 
                break; 
 
            }else{ 
 
                // Not first char 
                // In an active word 
                // Not last char 
                //      Process char and convert 
                xil_printf_dbgu_dsp( "Parsing string character : 
%c \n\n",circRX_buf[readAdd]); 
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                //xil_printf( "----CARACTER INTERMEDIO : %c 
\n\n", circRX_buf[readAdd]); 
 
                // Copy char to local buffer, increment write 
address and replace if found \n with 0 
                
ReplaceIncChar(&dataWordRX_buf_wrIndx,&circRX_buf[readAdd],&dataWordRX
_buf[dataWordRX_buf_wrIndx], '\n', 0); 
            } 
 
        // No first char, no active buffer 
        }else{ 
 
            // Not first char 
            // Non active word 
            //      Do nothing 
 
            xil_printf_dbg_dsp( "Character found out of Parsing 
string"); 
        } 
 
    } 
 
    // Free allocated space for local parsing buffer 
    free(dataWordRX_buf); 
 
    // Return circ buffer reading address 
    if(newSample == 0){ 
 
        //xil_printf( "Return no conv %d \n",baseAdd); 
        xil_printf_dbg_dsp("No string parsed, returning initial 
circ buffer read address"); 
        return baseAdd; 
 
    }else{ 
 
        //xil_printf( "Return conv %d \n",readAdd); 
        xil_printf_dbg_dsp("String parsed, returning last circ 
buffer processed address"); 
        return readAdd; 
 
    } 
} 
u16 ParseString(u8 * sample, u8 * charVect, float * xData, float 
* yData, float * zData) 
{ 
 
    // string processing buffer to be tokenized, copy of sample 
    u8 *sampleToken; 
    // subtokens items from sample token 
    u8 *sampleSubToken; 
    // word strings from SensoDuino data string, copy of 
sampleSubToken 
    u8 *wordToken; 
    // word counter in SensoDuino string 
    u8 wordIndx = 0; 
    // float buffer 
    volatile float fvect[15]; 
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    // copy sample to processing buf 
    sampleToken= strdup(sample); 
 
    // get the first token 
    sampleSubToken = strtok(sampleToken, ",\0"); 
 
    // walk through other tokens 
    while( sampleSubToken != NULL ) 
    { 
        xil_printf_dbg_dsp("Token:"); 
        xil_printf_dbg_dsp(sampleSubToken); 
 
        // copy subToken for processing 
        wordToken = strdup(sampleSubToken); 
 
        xil_printf_dbg_dsp("Word:"); 
        xil_printf_dbg_dsp(wordToken); 
 
        // convert word tokens to float 
        fvect[wordIndx] = atof(wordToken); 
 
        // get further tokens 
        sampleSubToken = strtok(NULL, ",\0"); 
 
        // free memory allocated for word tokens 
        free(wordToken); 
 
        // increment word counter 
        wordIndx++; 
    } 
    xil_printf_dbgu_dsp("Number of words %d:", wordIndx); 
 
    // copy float to buffers if correct number of words 
    if(wordIndx == 5){ 
 
        sample_buf_char[sample_buf_wrIndx] = sample; 
        sample_buf_xfloat[sample_buf_wrIndx]= fvect[2]; 
        sample_buf_yfloat[sample_buf_wrIndx]= fvect[3]; 
        sample_buf_zfloat[sample_buf_wrIndx]= fvect[4]; 
 
        // Handle sample buffer overflow 
        if(sample_buf_wrIndx >= (SAMPLE_BUF_DEPTH-1)){ 
            sample_buf_wrIndx = 0; 
        }else{ 
            sample_buf_wrIndx++; 
        } 
 
    } 
    // free memory allocated for processing buffers 
    free(sampleToken); 
    free(sampleSubToken); 
 
    return XST_SUCCESS; // Should be unreachable 
} 
 
 
En este fichero se definen los buffers de recepción y procesado de información. 
En concreto, el buffer de recepción u8 circRX_buf[CIRCRX_BUF_DEPTH]; de las 
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cadenas de texto con las medidas es un buffer circular en el que se van volcando las 
cadenas recibidas y que luego se procesan, para la obtención del valor numérico de la 
medida.  Dicho buffer es indexado por dos punteros, u16 circRX_buf_wrIndx que 
apunta a la dirección en la que se escribirá el primer nuevo carácter recibido, y  u16 
circRX_buf_rdIndx que apunta al último carácter procesado.  
Se definen además los buffers donde se almacenan las medidas antes y tras 
convertir las cadenas de texto; 
  u8 * sample_buf_char[SAMPLE_BUF_DEPTH]; 
 float sample_buf_xfloat[SAMPLE_BUF_DEPTH]; 
 float sample_buf_yfloat[SAMPLE_BUF_DEPTH]; 
 float sample_buf_zfloat[SAMPLE_BUF_DEPTH]; 
 u16 sample_buf_cnt = 0; 
 
 float sample_buf_Magfloat[SAMPLE_BUF_DEPTH]; 
 float sample_buf_FIRfloat[SAMPLE_BUF_DEPTH]; 
 float sample_buf_StdDevfloat[SAMPLE_BUF_DEPTH]; 
La función u16 GetUartData(u16 wrAddr_indx, u16 wrData_nb)  actualiza el 
puntero de lectura del buffer de recepción en función del volumen de datos recibido 
por la UART.  
La función u16 ComputeAddressDif (u16 readAdd, u16 writeAdd)  computa la 
diferencia entre el puntero de escritura y lectura en el buffer circular para estimar si ha 
habido o no recepción de  medidas.  
La función u16 ParseUartDAta (u16 readAdd, u16 writeAdd) inicia la 
conversión de la cadena de texto recibida en el buffer circular a valores numéricos de 
las medidas.   
La función u16 ScanData (u16 baseAdd, u16 rangeAdd) es la encargada del 
procesado de la cadena de texto y su conversión a valores numéricos. Dinámicamente 
realiza un procesado de la cadena de texto de longitud variable buscando el carácter 
de inicio de cadena ‘>’, si lo encuentra llama a la función ParseSample para el 
procesado de la cadena de texto. Realiza también el cómputo de la Magnitud de las 
medidas  y lanza el filtrado de éstas bien en la PL o en el PS.  
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La función u16 ParseSample(u8 * sample, u16 * cnt, u8 * charVect, float 
* xData, float * yData, float * zData) divide la palabra en subtokens separados 
por “,” que son convertidos a valores numéricos y volcados a los buffers de medidas. 
Se han implementado también una serie de funciones para manipulación de las 
cadenas de texto recibidas;  
u16 ReplaceChar(u8 * srcptr, u8 * dstptr, u8 srch, u8 dstch) 
u16 ReplaceIncChar(u16 * cnt, u8 * srcptr, u8 * dstptr, u8 srch, u8 
dstch) 
u16 DeleteChar(u8 * srcptr, u8 * dstptr, u8 srch) 
u16 DeleteIncChar(u32 * cnt, u8 * srcptr, u8 * dstptr, u8 srch) 
 
5.4.5. BtnAndSwitch.c y BtnAndSwitch.h 
Este fichero contiene las rutinas de gestión de las botoneras y los interruptores. 
Estas funciones son llamadas cuando se genera una interrupción de estas fuentes 
mediante el handler asociado.  A continuación se exponen las principales funciones 
implementadas y se comenta su funcionamiento.  
void ProcBTNs(u8 btn_val) 
{ 
  
    // Soft button debounce 
    int debounceIndx, debounceSubIndx; 
    for (debounceIndx = 1024; debounceIndx >= 0; debounceIndx--) 
{ 
        for (debounceSubIndx = 10240; debounceSubIndx >= 0; 
debounceSubIndx--) { 
            ; 
        } 
    } 
 
    // Decode pressed button 
    switch ( btn_val ) { 
    // Central button, Pool Switches 
    case 1: 
        xil_printf("Central BTN pressed, now updating 
system...\r\n"); 
        FlashLEDs(TOGGLE_LED); 
        PollSwitches(); 
        FlashLEDs(TOGGLE_LED); 
        break; 
    // Lower button, decrease interpolation factor 
    case 2: 
        xil_printf("Lower BTN pressed"); 
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        FlashLEDs(TOGGLE_LED); 
        // Handle lower limit 
        if(interpolFactor > 1){ 
            xil_printf(", decreasing Interpolation 
factor..\r\n"); 
            interpolFactor = interpolFactor - 1; 
            xil_printf("New Interpolation factor: %d \r\n", 
interpolFactor); 
        }else{ 
            xil_printf(", not possible to further decrease the 
factor..\r\n"); 
            xil_printf("Interpolation factor: %d \r\n", 
interpolFactor); 
        } 
        FlashLEDs(TOGGLE_LED); 
        break; 
    //Left button 
    case 4: 
        xil_printf("Left BTN pressed...\r\n"); 
        FlashLEDs(TOGGLE_LED); 
        FlashLEDs(TOGGLE_LED); 
        break; 
    // Right button 
    case 8: 
        xil_printf("Right BTN pressed...\r\n"); 
        FlashLEDs(TOGGLE_LED); 
        FlashLEDs(TOGGLE_LED); 
        break; 
    // Upper button, increase interpolation factor 
    case 16: 
        xil_printf("Upper BTN pressed"); 
        FlashLEDs(TOGGLE_LED); 
        // Handle upper limit 
        if(interpolFactor < 16){ 
            xil_printf(", increasing Interpolation 
factor..\r\n"); 
            interpolFactor = interpolFactor + 1; 
            xil_printf("New Interpolation factor: %d \r\n", 
interpolFactor); 
        }else{ 
            xil_printf(", not possible to further increase the 
factor..\r\n"); 
            xil_printf("Interpolation factor: %d \r\n", 
interpolFactor); 
        } 
        FlashLEDs(TOGGLE_LED); 
        break; 
    default: 
        xil_printf("Default button...\r\n"); 
      break; 
    } 
} 
 
void ProcSWCs(u8 swc_val) 
{ 
 
    // Architecture of Processing; 
 
    //  if set to active 
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    //      if already active{ 
    //          do nothing 
    //      }else{ 
    //          active function 
    //      } 
    //  if set to not active 
    //      if active{ 
    //          disable function 
    //      }else{ 
    //          do nothing 
    //      } 
    //  } 
 
    // Check for Sw7 change 
    if(swc_val & FILTER_ACTIVE){ 
        if(StatusFilter()){ 
            ; 
        }else{ 
            xil_printf("Enabling Filter...\r\n"); 
            EnableFilter(); 
        } 
    }else{ 
        if(StatusFilter()){ 
            xil_printf("Disabling Filter...\r\n"); 
            DisableFilter(); 
        }else{ 
            ; 
        } 
    } 
 
    // Check for Sw6 change 
    if(swc_val & REALTIME_ACTIVE){ 
        if(StatusRealTime()){ 
            ; 
        }else{ 
            xil_printf("Enabling Real Time...\r\n"); 
            EnableRealTime(); 
        } 
    }else{ 
        if(StatusRealTime()){ 
            xil_printf("Disabling Real Time...\r\n"); 
            DisableRealTime(); 
        }else{ 
            ; 
        } 
    } 
 
    // Check for Sw5 change 
    if(swc_val & BT_UART_ACTIVE){ 
        if(StatusBTUart()){ 
            ; 
        }else{ 
            xil_printf("Enabling UART interrupts...\r\n"); 
            EnableBTUart(); 
        } 
    }else{ 
        if(StatusBTUart()){ 
            xil_printf("Disabling UART interrupts...\r\n"); 
            DisableBTUart(); 
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        }else{ 
            ; 
        } 
    } 
 
    // Check for Sw4 change 
    if(swc_val & BT_SAMPLING_ACTIVE){ 
        if(StatusSampling()){ 
            ; 
        }else{ 
            xil_printf("Enabling sampling...\r\n"); 
            EnableSampling(); 
        } 
    }else{ 
        if(StatusSampling()){ 
            xil_printf("Disabling sampling...\r\n"); 
            DisableSampling(); 
        }else{ 
            ; 
        } 
    } 
 
    // Check for Sw3 change 
    if(swc_val & FPGA_PROC_ACTIVE){ 
        if(StatusFPGA()){ 
            ; 
        }else{ 
            xil_printf("Enabling FPGA processing...\r\n"); 
            EnableFPGA(); 
        } 
    }else{ 
        if(StatusFPGA()){ 
            xil_printf("Disabling FPGA processing...\r\n"); 
            DisableFPGA(); 
        }else{ 
            ; 
        } 
    } 
 
    // Check for Sw2 change 
    if(swc_val & PC_STREAM_ACTIVE){ 
        if(StatusPC()){ 
            ; 
        }else{ 
            xil_printf("Enabling PC stream...\r\n"); 
            EnablePC(); 
        } 
    }else{ 
        if(StatusPC()){ 
            xil_printf("Disabling PC stream...\r\n"); 
            DisablePC(); 
        }else{ 
            ; 
        } 
    } 
 
    // Check for Sw1 change 
    if(swc_val & TOGGLE_LED){ 
        if(StatusToggle()){ 
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            ; 
        }else{ 
            xil_printf("Enabling Toggle Led...\r\n"); 
            EnableToggle(); 
        } 
    }else{ 
        if(StatusToggle()){ 
            xil_printf("Disabling Toggle Led...\r\n"); 
            DisableToggle(); 
        }else{ 
            ; 
        } 
    } 
 
    // Check for Sw0 change 
    if(swc_val & PIPELINE){ 
        if(StatusPipeLine()){ 
            ; 
        }else{ 
            xil_printf("Enabling Pipeline Filter...\r\n"); 
            EnablePipeLine(); 
        } 
    }else{ 
        if(StatusPipeLine()){ 
            xil_printf("Disabling Pipeline Filter...\r\n"); 
            DisablePipeLine(); 
        }else{ 
            ; 
        } 
    } 
 
} 
 
 
La función void ProcBTNs(u8 btn_val) decodifica las pulsaciones recibidas en 
los botones. Recibe como parámetro un variable con el estado de todos los botones  y 
en función de esa variable realiza una llamada a la función asociada a dicho botón.   
La función void ProcSWCs(u8 swc_val) decodifica las variaciones recibidas en 
los interruptores. Recibe como parámetro un variable con el estado de todos los 
interruptores  y en función de esa variable, y el estado anterior, realiza una llamada a 
la función asociada habilitada o deshabilitada y actualiza el estado del sistema.  
 
La función u8 PoolSwitches(void) realiza un escaneo forzado del estado de 
los switches, en lugar de esperar a la interrupción generada por estos.  
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5.4.6. DebugFuncs.c y DebugFuncs.h 
Este fichero contiene un conjunto de rutinas utilizadas para el debugeo del 
sistema. En función de unas variables envían por el puerto serie una serie de 
mensajes asociados a las acciones realizadas por el firmware.  
 
5.4.7. DSP.c y DSP.h 
Este fichero contiene las rutinas asociadas al procesado de señal 
implementado en el algoritmo. A continuación se exponen las principales funciones 
implementadas y se comenta su funcionamiento.  
volatile float  RegFPL[DSP_FIR_TAP_LENGTH]; 
volatile float  RegFNPL[DSP_FIR_TAP_LENGTH]; 
volatile float  FirCoeff[DSP_FIR_TAP_LENGTH]; 
 
volatile float  RegPipeline[DSP_FIR_TAP_LENGTH/2]; 
 
 
u32     sampleCnt = 0; 
 
u8  interpolFactor = 8; 
 
static float FIRFilterOnLinePL(float Signal); 
static float FIRFilterOnLineNPL(float Signal); 
 
static float cDataMagnitude(float xData, float yData, float zData); 
 
static float cRecursiveMean(float data, float oldMean, u16 n); 
static float cRecursiveStDevM(float data, float oldM, float newMean, 
float oldMean); 
static float cRecursiveStDev(float data, u16 n); 
 
static void Interpo(float strVal, float endVal, u8 factor, u8 
reg2write); 
void Detect(float Val, u8 factor, u8 reg2write); 
 
void ProcData(void) 
{ 
 
    // local addresses and pointers 
    u16 localIndx; 
    u16 courrentIndx; 
    u16 courrentBuffwrIndx; 
 
    // variables for float normalization in FIR filters 
    float FPGAFilterPL; 
    float FPGAFilterNPL; 
    float ARMFilterPL; 
    float ARMFilterNPL; 
    float tempfloat; 
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    s32 ConvFPGA; 
 
    // If new sample received 
    if( newSample == 1){ 
 
        // Compute local addresses for circular and video buffer 
        if((u16)(sample_buf_wrIndx) == 0){ 
            courrentBuffwrIndx = SAMPLE_BUF_DEPTH - 1; 
            courrentIndx = SAMPLE_BUF_DEPTH - 5; 
 
        }else{ 
            courrentBuffwrIndx = sample_buf_wrIndx - 1; 
            courrentIndx = sample_buf_wrIndx - 5; 
 
        } 
 
        // update sample counter 
        sampleCnt++; 
 
        xil_printf_measu( "sampleCnt %d \n\n", sampleCnt); 
        xil_printf_measu( "courrentIndx: %d \n\n", courrentIndx); 
        xil_printf_measu( "courrentBuffwrIndx %d \n\n", 
courrentBuffwrIndx); 
 
        // compute magnitude of sample 
        sample_buf_Magfloat[courrentBuffwrIndx] = 
cDataMagnitude(sample_buf_xfloat[courrentBuffwrIndx], 
sample_buf_yfloat[courrentBuffwrIndx], 
sample_buf_zfloat[courrentBuffwrIndx]); 
 
        xil_printFloat_meas( "    mag: ", 
sample_buf_Magfloat[courrentBuffwrIndx]); 
        xil_printf_meas( "\n"); 
 
 
        // Software filter data 
        ARMFilterNPL    =  
FIRFilterOnLineNPL(sample_buf_Magfloat[courrentBuffwrIndx]); 
        ARMFilterPL     =  
FIRFilterOnLinePL(sample_buf_Magfloat[courrentBuffwrIndx]); 
 
        // Scale magnitude data for screen size; 25 maximum value 
        tempfloat = (sample_buf_Magfloat[courrentBuffwrIndx]/25); 
 
        // Normalized magnitude to Signed 32 bits with 31 decimal bits 
        ConvFPGA = (s32)(tempfloat*2147483648); 
 
        // Hardware filter data 
        ZEDFILTER_mWriteReg(XPAR_ZEDFILTER_0_S00_AXI_BASEADDR, 
ZEDFILTER_S00_AXI_SLV_REG0_OFFSET, ConvFPGA); 
        ZEDFILTERPL_mWriteReg(XPAR_ZEDFILTERPL_0_S00_AXI_BASEADDR, 
ZEDFILTERPL_S00_AXI_SLV_REG0_OFFSET, ConvFPGA); 
 
        // Read non pipelined hardware filtered data 
        ConvFPGA    =  
ZEDFILTER_mReadReg(XPAR_ZEDFILTER_0_S00_AXI_BASEADDR, 
ZEDFILTER_S00_AXI_SLV_REG0_OFFSET); 
 
        // De normalize data to float 
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        FPGAFilterNPL = (float)ConvFPGA/2147483648; 
 
        // De scale data 
        FPGAFilterNPL = FPGAFilterNPL*25; 
 
        // Read pipelined hardware filtered data 
        ConvFPGA    =  
ZEDFILTERPL_mReadReg(XPAR_ZEDFILTERPL_0_S00_AXI_BASEADDR, 
ZEDFILTERPL_S00_AXI_SLV_REG0_OFFSET); 
 
        // De normalize data to float 
        FPGAFilterPL = (float)ConvFPGA/2147483648; 
 
        // De scale data 
        FPGAFilterPL = FPGAFilterPL*25; 
 
        // Chose filtered source based on operational configuration 
        if(StatusFilter()){ 
            // Filtering enabled 
            if(StatusFPGA()){ 
                // FPGA filtering 
                if(StatusPipeLine()){ 
                    // Pipelined filter 
                    sample_buf_FIRfloat[courrentBuffwrIndx] = 
FPGAFilterPL; 
                }else{ 
                    // Non Pipelined filter 
                    sample_buf_FIRfloat[courrentBuffwrIndx] = 
FPGAFilterNPL; 
                } 
 
 
            }else{ 
                // Software filtering 
                if(StatusPipeLine()){ 
                    // Pipelined filter 
                    sample_buf_FIRfloat[courrentBuffwrIndx] = 
ARMFilterPL; 
                }else{ 
                    // Non Pipelined filter 
                    sample_buf_FIRfloat[courrentBuffwrIndx] = 
ARMFilterNPL; 
                } 
            } 
        }else{ 
            // Filtering disabled 
            sample_buf_FIRfloat[courrentBuffwrIndx] =  0; 
        } 
 
        xil_printFloat_meas( "    Filtered Mag: ", 
sample_buf_FIRfloat[courrentBuffwrIndx]); 
        xil_printf_meas( "\n\n"); 
 
        // Handle fist data of statistics at init; mean and stdev 
        if(sampleCnt == 1){ 
            sample_buf_Meanfloat[courrentBuffwrIndx] = 
sample_buf_Magfloat[courrentBuffwrIndx]; 
            sample_buf_StdDevMfloat[courrentBuffwrIndx] = 0; 
            sample_buf_StdDevfloat[courrentBuffwrIndx] = 0; 
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        }else{ 
            sample_buf_Meanfloat[courrentBuffwrIndx] = 
cRecursiveMean(sample_buf_Magfloat[courrentBuffwrIndx], 
sample_buf_Meanfloat[(courrentBuffwrIndx-1)], sampleCnt); 
            sample_buf_StdDevMfloat[courrentBuffwrIndx] = 
cRecursiveStDevM(sample_buf_Magfloat[courrentBuffwrIndx], 
sample_buf_StdDevMfloat[(courrentBuffwrIndx-1)], 
sample_buf_Meanfloat[courrentBuffwrIndx], 
sample_buf_Meanfloat[(courrentBuffwrIndx-1)]); 
            sample_buf_StdDevfloat[courrentBuffwrIndx] = 
cRecursiveStDev(sample_buf_StdDevMfloat[courrentBuffwrIndx], 
sampleCnt); 
 
        } 
        xil_printFloat_meas( "    Mean Mag: ", 
sample_buf_Meanfloat[courrentBuffwrIndx]); 
        xil_printf_meas( "\n\n"); 
        xil_printFloat_meas( "    StdevM Mag: ", 
sample_buf_StdDevMfloat[courrentBuffwrIndx]); 
        xil_printf_meas( "\n\n"); 
        xil_printFloat_meas( "    Stdev Mag: ", 
sample_buf_StdDevfloat[courrentBuffwrIndx]); 
        xil_printf_meas( "\n\n"); 
 
        // Send to PC data 
        xil_printFloat_pc( "MAG: ", 
sample_buf_Magfloat[courrentBuffwrIndx]); 
        xil_printFloat_pc( "FIL: ", 
sample_buf_FIRfloat[courrentBuffwrIndx]); 
        xil_printFloat_pc( "SDE: ", 
sample_buf_StdDevfloat[courrentBuffwrIndx]); 
 
        // Detect peak after initialization 
        if(sampleCnt > DSP_WINDOW_LENGTH){ 
 
            xil_printf_measu("\nSample being processed %d  
\n",courrentBuffwrIndx); 
            xil_printf_measu("\Video sample %d  \n",courrentIndx); 
            xil_printf_meas("-------------------------\n\n"); 
 
            // Print on VGA Magnitude, Filtered signal and StDev 
            Interpo(sample_buf_Magfloat[(courrentIndx-1)], 
sample_buf_Magfloat[courrentIndx], interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG0_OFFSET); 
            Interpo(sample_buf_FIRfloat[(courrentBuffwrIndx-1)], 
sample_buf_FIRfloat[courrentBuffwrIndx], interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG1_OFFSET); 
            Interpo(sample_buf_StdDevfloat[(courrentIndx-1)], 
sample_buf_StdDevfloat[courrentIndx], interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG2_OFFSET); 
 
            // If above noise floor continue 
            if( sample_buf_StdDevfloat[courrentIndx] >= 
(gainStDvFloor*Dsp_Meas_Noise_Floor) ){ 
 
                // If filtered sample above movement floor continue 
                if(sample_buf_FIRfloat[courrentBuffwrIndx] >= 
gainStDevMovement*sample_buf_StdDevfloat[courrentIndx]){ 
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                    // If filtered downhill continue 
                    if(sample_buf_FIRfloat[courrentBuffwrIndx] < 
sample_buf_FIRfloat[(courrentBuffwrIndx-1)]){ 
 
                        // Detect peak 
                        if((sample_buf_FIRfloat[(courrentBuffwrIndx-
4)] > sample_buf_FIRfloat[(courrentBuffwrIndx-5)]) & 
(sample_buf_FIRfloat[(courrentBuffwrIndx-3)] > 
sample_buf_FIRfloat[(courrentBuffwrIndx-4)]) & 
(sample_buf_FIRfloat[(courrentBuffwrIndx-2)] > 
sample_buf_FIRfloat[(courrentBuffwrIndx-3)]) & 
(sample_buf_FIRfloat[(courrentBuffwrIndx-1)] < 
sample_buf_FIRfloat[(courrentBuffwrIndx-2)]) & 
(sample_buf_FIRfloat[courrentBuffwrIndx] < 
sample_buf_FIRfloat[(courrentBuffwrIndx-1)]) ){ 
 
                            // Flag peak detection 
                            SwOnLED(DETECTED_LED); 
                            xil_printFloat_pc(“DET: ”,10); 
                            Detect(15, interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG3_OFFSET); 
 
 
                        }else{ 
 
                            // Flag no peak detection 
                            Detect(0, interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG3_OFFSET); 
                            xil_printFloat_pc(“DET: ”,0); 
                        } 
                    }else{ 
 
                        Detect(0, interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG3_OFFSET); 
                        xil_printFloat_pc(“DET: ”,0); 
                    } 
                }else{ 
 
                    SwOffLED(DETECTED_LED); 
                    Detect(0, interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG3_OFFSET); 
                    xil_printFloat_pc(“DET: ”,0); 
                } 
            }else{ 
                Detect(0, interpolFactor, 
VGA_PLOTTER_S00_AXI_SLV_REG3_OFFSET); 
                xil_printFloat_pc(“DET: ”,0); 
 
            } 
        }else{ 
            SwOffLED(DETECTED_LED); 
            xil_printFloat_pc(“DET: ”,0); 
         } 
 
    } 
} 
 
void InitFilters(void) 
  
 
 
Pag. | 128  
 
{ 
    u8 idx = 0; 
 
    // Init the Pipelined filter 
    for(idx=0; idx<DSP_FIR_TAP_LENGTH; idx++){ 
        RegFPL[idx] = 0.0; 
    } 
 
    // Init the non Pipelined filter 
    for(idx=0; idx<DSP_FIR_TAP_LENGTH; idx++){ 
        RegFNPL[idx] = 0.0; 
    } 
 
    // Init the filters coeficients. 
    for(idx=0; idx<DSP_FIR_TAP_LENGTH/2; idx++){ 
        RegPipeline[idx] = 0.0; 
    } 
 
    FirCoeff[0] =   -0.0160; 
    FirCoeff[1] =   -0.0487; 
    FirCoeff[2] =   -0.0084; 
    FirCoeff[3] =    0.1139; 
    FirCoeff[4] =    0.2744; 
    FirCoeff[5] =    0.3474; 
    FirCoeff[6] =   FirCoeff[4]; 
    FirCoeff[7] =   FirCoeff[3]; 
    FirCoeff[8] =   FirCoeff[2]; 
    FirCoeff[9] =   FirCoeff[1]; 
    FirCoeff[10] =  FirCoeff[0]; 
 
} 
 
float FIRFilterOnLinePL(float Signal) 
{ 
    u8 k; 
    float FilteredSignal; 
    float Pipeline2FilteredSignal; 
 
    // Shift the register values down and set Reg[0]. 
    for(k=DSP_FIR_TAP_LENGTH; k>1; k--){ 
        RegFPL[k-1] = RegFPL[k-2]; 
    } 
 
    // Copy inputo to first tap 
    RegFPL[0]= Signal; 
 
    // Init output 
    FilteredSignal = 0.0; 
 
    // Compute registers 
    for(k=0; k<DSP_FIR_TAP_LENGTH; k++){ 
        FilteredSignal += FirCoeff[k] * RegFPL[k]; 
    } 
 
    // Map output 
    Pipeline2FilteredSignal = RegPipeline[(DSP_FIR_TAP_LENGTH/2)-1]; 
 
    // Model pipeline by means of a fifo 
    for(k=(DSP_FIR_TAP_LENGTH/2); k>1; k--){ 
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        RegPipeline[k-1] = RegPipeline[k-2]; 
    } 
 
    // Map pre output to fifo 
    RegPipeline[0] = FilteredSignal; 
 
    return Pipeline2FilteredSignal; 
 
} 
 
 
En estos ficheros se encuentra la definición de las variables que contienen las 
estructuras de datos asociadas a los filtros para el procesado de datos, así como 
diferentes umbrales para el procesado del algoritmo.  DSP_WINDOW_LENGTH, define el 
tamaño mínimo de muestras que se requiere haber recibido para comenzar el 
procesado de medidas,  DSP_ACC_NOISE_FLOOR define el umbral de ruido,  
gainStDvFloor define el factor multiplicativo a aplicar al umbral de ruido para 
considerar superado el umbral de ruido,  gainStDevMovement define el factor 
multiplicativo para la detección de movimiento. float FirCoeff[DSP_FIR_TAP_LENGTH]; 
almacena los coeficientes de los filtros FIR y float RegFPL[DSP_FIR_TAP_LENGTH];  y 
float RegFNPL[DSP_FIR_TAP_LENGTH]; almacenan el valor de los Taps de los filtros.  
  
// Parameter definitions 
#define DSP_WINDOW_LENGTH  (10) 
#define DSP_ACC_NOISE_FLOOR (0.08) 
 
#define DSP_FIR_TAP_LENGTH (11) 
#define gainStDvFloor  (10) 
#define gainStDevMovement  (1.2) 
 
volatile float  Reg[DSP_FIR_TAP_LENGTH]; 
volatile float  FirCoeff[DSP_FIR_TAP_LENGTH]; 
 
La función void ProcData(void) realiza el procesado de los datos recibidos y 
busca la detección de los pasos. Para ello implementa el algoritmo explicado en el 
capítulo 4 y descrito en la siguiente tabla;  
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computar stdev acumulada con mag 
 
si stdev supera umbral ruido (gainStDvFloor*Dsp_Meas_Noise_Floor) 
 si muestra filtrada supera umbral movimiento 
              (gainStDevMovement*sample_buf_StdDevfloat[(sample_buf_cnt-1)]) 
  si muestra filtrada menor que anterior, bajando 
   si pico 
    step 
    ledson 
   nopico 
  nobajando 
 nomovimiento 
 ledsoff 
noruido 
 
La función void InitFilter(void) realiza la carga e inicialización de los 
coeficientes del filtro.  
La función float FIRFilterOnLinePL(float Signal) implementa el filtro FIR en 
el PS mediante una estructura recursiva que va realizando la multiplicación y adición 
de cada tap recursivamente.  
 
5.4.8. LEDs.c y LEDs.h 
Este fichero contiene la gestión de las rutinas de interrupción empleadas por 
los periféricos. A continuación se exponen las principales funciones implementadas y 
se comenta su funcionamiento.  
int SwOnLED(u8 val){ 
 
    led_data = (led_data | val); 
    XGpio_DiscreteWrite(&LEDInst, LED_CHANNEL, (u32)led_data); 
 
    return XST_SUCCESS; // Should be unreachable 
} 
 
 
int SwOffLED(u8 val){ 
 
    led_data = (led_data & (~val)); 
    XGpio_DiscreteWrite(&LEDInst, LED_CHANNEL, (u32)led_data); 
 
    return XST_SUCCESS; // Should be unreachable 
} 
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La función int InitLEDFlash(void) enciende y apaga los LED al inicio del 
sistema.  
La función int FlashToggleLED(u8 val) alterna el encendido y apagado de los 
leds indicados en el parámetro val.  
La función int SwOnLED(u8 val) enciende los leds indicados en el parámetro 
val.  
La función int SwOffLED(u8 val) apaga los leds indicados en el parámetro val. 
 
5.5. HDL 
Se ha desarrollado HDL para la implementación en la PL de periféricos del 
SoC. Dicho HDL es el encargado de la comunicación de los periféricos con el PS y de 
la descripción de estos.  
A continuación se describen los principales características de la lógica 
implementada y se describe someramente su implementación.   
 
5.5.1. ZedFilterPL_v1_0.vhd. 
Este fichero contiene el wrapper del alto nivel del filtro FIR con Pipelineing. Es 
un fichero generado por Vivado que se ha modificado para la configuración de la 
interfaz AXI, esto es, mapeo de los registros hacia la lógica de usuario y para la 
instanciación de la lógica de usuario y conexión al bus AXI. Se muestran las líneas 
más significativas solamente, puede consultarse el código integro en los anexos.  
En primer lugar se puede observar cómo se han definido una serie de señales 
hacia, y desde los registros del bus AXI. Todas ellas tienen una dimensión 
configurable según un generic, parámetro de la instanciación de la IP, en este caso 
tamaño de la palabra de datos de 32 bits.  
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    signal s_slave2axi0 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_slave2axi1 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_slave2axi2 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_slave2axi3 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_axi2slave0 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_axi2slave1 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_axi2slave2 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_axi2slave3 : std_logic_vector(C_S00_AXI_DATA_WIDTH-1 
downto 0); 
    signal s_axi2slave0_strb    : std_logic; 
    signal s_axi2slave1_strb    : std_logic; 
    signal s_axi2slave2_strb    : std_logic; 
    signal s_axi2slave3_strb    : std_logic; 
 
     
    -- component declaration 
    component ZedFilterPL_v1_0_S00_AXI is 
        generic ( 
        C_S_AXI_DATA_WIDTH  : integer   := 32; 
        C_S_AXI_ADDR_WIDTH  : integer   := 4 
        ); 
        port ( 
        datain0 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        datain1 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        datain2 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        datain3 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        dataout0 : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout1 : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout2 : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout3 : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout0_strb   : out std_logic; 
        dataout1_strb   : out std_logic; 
        dataout2_strb   : out std_logic; 
        dataout3_strb   : out std_logic;             
        --- 
 
        --- 
        S_AXI_ACLK  : in std_logic; 
        S_AXI_ARESETN   : in std_logic; 
        S_AXI_RREADY    : in std_logic 
        ); 
    end component ZedFilterPL_v1_0_S00_AXI; 
 
A continuación se observa como se ha modificado la entidad interfaz del bus 
AXI, ZedFilterPL_v1_0_S00_AXI  y se le han añadido una serie de salidas 
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exponiendo los registros al exterior. Esas salidas son conectadas en la instanciación 
con las señales antes definidas, hacia la lógica de usuario.  
Finalmente se observa la instanciación de la lógica de usuario, el filtro, con una 
señal de reloj, que es el reloj del periférico AXI, una señal de reset que es el reset del 
periférico AXI con la polaridad adecuada, una señal de enable dataout0_strb, que 
viene del strobe del registro del bus AXI utilizado, dataout0 y un puerto de datos de 
entrada y otro de salida mapeados a ese registro.  
 
    LPF1_2p5Hz10TapPL_inst : LPF1_2p5Hz10TapPL 
    port map ( 
        clk         => s00_axi_aclk, 
        reset       => FILTERRST, 
        clk_enable  => FILTERSTRB, 
         
        filter_in   => FILTERIN, 
            
        filter_out  => FILTEROUT          
    );  
     
    FILTERRST       <= not(s00_axi_aresetn); 
     
    FILTERIN        <= s_axi2slave0; 
    FILTERSTRB      <= s_axi2slave0_strb; 
     
    s_slave2axi0    <= FILTEROUT; 
     
    -- User logic ends 
 
end arch_imp; 
 
 
5.5.2. ZedFilterPL_v1_0_S00_AXI.vhd. 
Este fichero contiene el controlador de la interfaz AXI Lite del periférico. Es un 
fichero generado por Vivado que se ha modificado para la configuración de la interfaz 
AXI, esto es, mapeo de los registros hacia la lógica de usuario. Se muestran las líneas 
más significativas solamente, puede consultarse el código integro en los anexos.  
En primer lugar se han añadido una serie de salidas y entradas que son el 
interfaz con los registros implementados en este controlador AXI. Se definen también 
unas señales de strobe que se activan cuando se escribe algo en los registros de 
lectura.  
 
entity ZedFilterPL_v1_0_S00_AXI is 
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    port ( 
        -- Users to add ports here 
        datain0 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        datain1 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        datain2 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        datain3 : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        dataout0    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout1    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout2    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout3    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
        dataout0_strb   : out std_logic; 
        dataout1_strb   : out std_logic; 
        dataout2_strb   : out std_logic; 
        dataout3_strb   : out std_logic; 
                 
        -- User ports ends 
 
 
A continuación se muestra la definición de unas señales internas que mapean 
los registros internos a las salidas y entradas definidas.  
 
    ------------------------------------------------ 
    ---- Signals for user logic register space example 
    -------------------------------------------------- 
    ---- Number of Slave Registers 4 
    signal slv_reg0 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
    signal slv_reg1 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
    signal slv_reg2 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
    signal slv_reg3 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
    signal reg_data_out :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 
0); 
 
 
De igual modo se muestra un proceso que realiza la decodificación de las 
señales de strobe. Esta decodificación se hace en base a la lógica de selección y 
respuesta del bus AXI para el acceso a sus registros de escritura. Básicamente se 
mapea como strobe la señal de validación de escritura.  
 
    process (S_AXI_ACLK) 
    variable loc_addr :std_logic_vector(OPT_MEM_ADDR_BITS downto 0);     
    begin 
      if rising_edge(S_AXI_ACLK) then  
        if S_AXI_ARESETN = '0' then 
            dataout0_strb <= '0';        
            dataout1_strb <= '0';        
            dataout2_strb <= '0';        
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            dataout3_strb <= '0';        
        else 
            loc_addr := axi_awaddr(ADDR_LSB + OPT_MEM_ADDR_BITS downto 
ADDR_LSB);        
            case loc_addr is 
              when b"00" => 
                dataout0_strb <= slv_reg_wren;       
                dataout1_strb <= '0';        
                dataout2_strb <= '0';        
                dataout3_strb <= '0';        
              when b"01" => 
                dataout0_strb <= '0';        
                dataout1_strb <= slv_reg_wren;       
                dataout2_strb <= '0';        
                dataout3_strb <= '0';        
 
              when b"10" => 
                dataout0_strb <= '0';        
                dataout1_strb <= '0';        
                dataout2_strb <= slv_reg_wren;       
                dataout3_strb <= '0';        
 
              when b"11" => 
                dataout0_strb <= '0';        
                dataout1_strb <= '0';        
                dataout2_strb <= '0';        
                dataout3_strb <= slv_reg_wren;       
              when others => 
                dataout0_strb <= '0';        
                dataout1_strb <= '0';        
                dataout2_strb <= '0';        
                dataout3_strb <= '0';        
            end case; 
        end if; 
      end if; 
    end process; 
 
     
 
 Finalmente se muestra como se exponen los registros de escritura y lectura.  
    -- I/O Connections assignments 
    dataout0    <= slv_reg0; 
    dataout1    <= slv_reg1; 
    dataout2    <= slv_reg2; 
    dataout3    <= slv_reg3; 
 
    process (slv_reg0, slv_reg1, slv_reg2, slv_reg3, axi_araddr, 
S_AXI_ARESETN, slv_reg_rden) 
    variable loc_addr :std_logic_vector(OPT_MEM_ADDR_BITS downto 0); 
    begin 
        -- Address decoding for reading registers 
        loc_addr := axi_araddr(ADDR_LSB + OPT_MEM_ADDR_BITS downto 
ADDR_LSB); 
        case loc_addr is 
          when b"00" => 
            reg_data_out <= datain0;--slv_reg0; 
          when b"01" => 
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            reg_data_out <= datain1;--slv_reg1; 
          when b"10" => 
            reg_data_out <= datain2;--slv_reg2; 
          when b"11" => 
            reg_data_out <= datain3;--slv_reg3; 
          when others => 
            reg_data_out  <= (others => '0'); 
        end case; 
    end process;  
 
 
5.5.3. ZedFilter_v1_0.vhd. 
Este fichero es análogo a ZedFilterPL_v1_0.vhd por lo que su código puede ser 
fácilmente entendido, gracias a la descripción anterior.  
 
5.5.4. ZedFilter_v1_0_S00_AXI.vhd. 
Este fichero es análogo a ZedFilterPL_v1_0_S00_AXI.vhd por lo que su código 
puede ser fácilmente entendido, gracias a la descripción anterior.  
 
5.5.5. VGA_Plotter_v1_0.vhd. 
Este fichero es análogo a ZedFilterPL_v1_0.vhd. La única diferencia radica en 
el diferente mapeo de la lógica de usuario y que incluye las salidas VGA hacia el 
conector de la tarjeta ZedBoard, como salidas del wrapper del IP.  
    port ( 
        -- Users to add ports here 
         
        RGB_r_out : out std_logic_vector(3 downto 0); 
        RGB_g_out : out std_logic_vector(3 downto 0); 
        RGB_b_out : out std_logic_vector(3 downto 0); 
        SyncH_out : out std_logic; 
        SyncV_out : out std_logic; 
         
 
Cabe destacar, que obviamente el mapeo de la entidad de usuario, en este 
caso es el controlador VGA y no el filtro.  
    component VGA_Plotter_UserLogic is 
    generic ( 
           HOR_ADD_WIDTH : INTEGER := 10; 
           VER_ADD_WIDTH : INTEGER := 10; 
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           DATA_WIDTH : INTEGER := 16; 
           ANALOG_WIDTH : INTEGER := 4; 
           HOR_SIZE : INTEGER := 640; 
           VER_SIZE : INTEGER := 480 
           ); 
      port ( 
            CLK : in std_logic; 
            ENB : in std_logic; 
            RST : in std_logic; 
     
     
            MEMMODE : in std_logic; 
     
            MEMRST : in std_logic; 
            MAGNITUDE       : in std_logic_vector(DATA_WIDTH - 1 
downto 0 ); 
            FILTMAGNITUDE   : in std_logic_vector(DATA_WIDTH - 1 
downto 0 ); 
            STDEV           : in std_logic_vector(DATA_WIDTH - 1 
downto 0 ); 
            DETECTED        : in std_logic_vector(DATA_WIDTH - 1 
downto 0 ); 
             
            MAGSTROBE : in std_logic; 
            FILTMAGSTROBE : in std_logic; 
            SDEVSTROBE : in std_logic; 
            DETSTROBE : in std_logic; 
             
     
            RGB_IN_R : in std_logic_vector(ANALOG_WIDTH - 1 downto 0 
); 
            RGB_IN_G : in std_logic_vector(ANALOG_WIDTH - 1 downto 0 
); 
            RGB_IN_B : in std_logic_vector(ANALOG_WIDTH - 1 downto 0 
); 
     
     
            SYNC_H : out std_logic; 
            SYNC_V : out std_logic; 
             
            RGB_R : out std_logic_vector(ANALOG_WIDTH - 1 downto 0 ); 
            RGB_G : out std_logic_vector(ANALOG_WIDTH - 1 downto 0 ); 
            RGB_B : out std_logic_vector(ANALOG_WIDTH - 1 downto 0 ); 
             
            HPOS : out std_logic_vector(HOR_ADD_WIDTH - 1 downto 0 ); 
            VPOS : out std_logic_vector(VER_ADD_WIDTH - 1 downto 0 ) 
            ); 
    end component VGA_Plotter_UserLogic; 
     
 
A su vez, en este fichero se usan los cuatro registros definidos en la interfaz 
AXI, cada uno de ellos como puerto de escritura a una de las RAM del controlador 
VGA. Se utilizan también las señales de strobe de dichos registros.  
    -- Add user logic here 
    VGA_Plotter_UserLogic_inst : VGA_Plotter_UserLogic 
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        generic map ( 
           HOR_ADD_WIDTH => HOR_ADD_WIDTH, 
           VER_ADD_WIDTH => VER_ADD_WIDTH, 
           DATA_WIDTH => DATA_WIDTH, 
           ANALOG_WIDTH => ANALOG_WIDTH, 
           HOR_SIZE => HOR_SIZE, 
           VER_SIZE => VER_SIZE           
        )port map ( 
            CLK => s00_axi_aclk, 
            RST => VGARST, 
            ENB => '1', 
             
            MEMMODE => MEMMODE, 
                
            MEMRST => MEMRST, 
            MAGNITUDE => MAGNITUDE, 
            FILTMAGNITUDE => FILTMAGNITUDE, 
            STDEV => STDEV, 
            DETECTED => DETECTED, 
            MAGSTROBE => MAGSTROBE, 
            FILTMAGSTROBE => FILTMAGSTROBE, 
            SDEVSTROBE => SDEVSTROBE, 
            DETSTROBE => DETSTROBE, 
             
            RGB_IN_R => RGB_IN_R,  
            RGB_IN_G => RGB_IN_G,  
            RGB_IN_B => RGB_IN_B,  
                         
            RGB_R => RGB_r_out,            
            RGB_G => RGB_g_out, 
            RGB_b => RGB_b_out, 
            SYNC_H => SyncH_out, 
            SYNC_V => SyncV_out, 
             
            HPOS    => HPOS,             
            VPOS    => VPOS            
        );  
         
 
        VGARST      <= not(s00_axi_aresetn); 
        MEMMODE     <= '1'; 
        MEMRST      <= '0'; 
 
        MAGNITUDE        <= s_axi2slave0(15 downto 0); 
        MAGSTROBE        <= s_axi2slave0_strb; 
        FILTMAGNITUDE    <= s_axi2slave1(15 downto 0); 
        FILTMAGSTROBE    <= s_axi2slave1_strb; 
        STDEV            <= s_axi2slave2(15 downto 0); 
        SDEVSTROBE    <= s_axi2slave2_strb; 
        DETECTED         <= s_axi2slave3(15 downto 0); 
        DETSTROBE     <= s_axi2slave3_strb; 
 
        RGB_IN_R    <=  s_axi2slave2(3 downto 0) when (HPOS = VPOS) 
else 
                        "0000"; 
 
        RGB_IN_G    <=  s_axi2slave2(7 downto 4) when (HPOS = VPOS) 
else 
                        "0000"; 
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        RGB_IN_B    <=  s_axi2slave2(11 downto 8) when (HPOS = VPOS) 
else 
                        "0000"; 
 
        s_slave2axi0(VER_ADD_WIDTH - 1 downto 0 ) <= VPOS; 
        s_slave2axi1(HOR_ADD_WIDTH - 1 downto 0 ) <= HPOS; 
         
 
 
5.5.6. VGA_Plotter_UserLogic.vhd. 
Este fichero implementa el wrapper de la lógica de usuario y la interconexión 
entre las diferentes entidades del controlador VGA. Ha sido descrito ya a nivel gráfico 
y su código es generado por Visual Elite.  
 
5.5.7. VGA_video_sync.vhd. 
Este fichero implementa el core del controlador VGA. Lo primero que se ve en 
el fichero, es un pre-scaler para dividir la señal del puerto AXI de 100Mhz a 25 Mhz, 
mediante la generación de enables, win_pix_enb.  
    -- PRESCALER SECTION 
    ----------------------- 
    -- prescaler 
    process (CLK,RST) 
    begin 
        if RST='1' then 
            preScaler_cnt <= 0; 
        elsif (CLK'event and CLK='1') then 
            if (ENB = '1')then 
                preScaler_cnt <= preScaler_nxt; 
            end if;  
        end if; 
    end process; 
    
    -- prescaler, 25Mhz 
    preScaler_nxt   <=  0   when (preScaler_cnt = 3) else 
                        (preScaler_cnt + 1); 
 
   -- enable for pixel at 25Mhz 
   win_pix_enb      <=  '1' when (preScaler_cnt = 3) else  
                        '0'; 
 
El núcleo del fichero son un par de contadores, uno para pixeles por línea y 
otro para líneas por pantalla. El contador de pixeles por línea básicamente compara el 
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valor del contador con el valor total de pixeles de una línea más el pórtico horizontal, 
para generar una señal de reset del contador win_hor_limit.  
Lo mismo para el contador de líneas por pantalla win_ver_limit.  
    
 
    -- HORIZONTAL SECTION 
    -----------------------    
    -- horizontal registers 
    -- counter 
    process (CLK,RST) 
    begin 
        if RST='1' then 
            hor_cnt <= (others=>'0'); 
        elsif (CLK'event and CLK='1') then 
               hor_cnt <= hor_nxt; 
        end if; 
    end process; 
 
    -- horizontal sync counter 
    hor_nxt <= 
        (others=>'0')   when    ( (win_pix_enb='1') and 
(win_hor_limit='1')) else          --656 
        hor_cnt + 1     when    (win_pix_enb='1' ) else 
        hor_cnt; 
     
     
    -- horizontal counter reset 
    win_hor_limit <=   
        '1'     when    hor_cnt = ( HOR_RANGE + HOR_FRONT_PORCH + 
HOR_BACK_PORCH + HOR_RETRACE - 1 ) else --799 
        '0';     
   
    -- VERTICAL SECTION 
    -----------------------    
    -- vertical registers 
    -- counter 
    process (CLK,RST) 
    begin 
        if RST='1' then 
            ver_cnt <= (others=>'0'); 
        elsif (CLK'event and CLK='1') then 
            ver_cnt <= ver_nxt; 
        end if; 
    end process; 
 
    -- vertical sync counter 
    ver_nxt <= 
        (others=>'0')   when    ( (win_pix_enb='1') and 
(win_hor_limit='1') and (win_ver_limit='1')) else          --656 
        ver_cnt + 1     when    ( (win_pix_enb='1') and 
(win_hor_limit='1') ) else 
        ver_cnt;     
     
    -- vertical counter reset 
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    win_ver_limit <=  
        '1'     when    ver_cnt = ( VER_RANGE + VER_FRONT_PORCH + 
VER_BACK_PORCH + VER_RETRACE - 1 ) else --524 
        '0';             
 
 
Otro par de procesos compara el valor de los contadores con los límites de 
pintado de la pantalla y si el pixel se encuentra en esos límites se genera la señal de 
sincronismo. El origen de coordenadas, pixel 0 en x y en y, se encuentra en la esquina 
superior izquierda de la pantalla.  
        
    -- synchro 
    process (CLK,RST) 
    begin 
        if RST='1' then 
            syn_hor <= '1'; 
        elsif (CLK'event and CLK='1') then 
            --if(win_pix_enb = '1')then 
                syn_hor <= syn_hor_nxt; 
            --end if;  
        end if; 
    end process; 
     
    -- horizontal sync 
    syn_hor_nxt <= 
        '0' when    ( hor_cnt >= ( HOR_RANGE + HOR_FRONT_PORCH ))           
--656 
            and     ( hor_cnt <= ( HOR_RANGE + HOR_FRONT_PORCH + 
HOR_RETRACE - 1 )) else --751 
        '1'; 
   
         
    -- synchro 
    process (CLK,RST) 
    begin 
        if RST='1' then 
            syn_ver <= '1'; 
        elsif (CLK'event and CLK='1') then 
            syn_ver <= syn_ver_nxt; 
        end if; 
    end process; 
 
    -- vertical sync     
    syn_ver_nxt <= 
        '0' when    ( ver_cnt >= ( VER_RANGE + VER_FRONT_PORCH ) )--
490 
            and     ( ver_cnt <= ( VER_RANGE + VER_FRONT_PORCH + 
VER_RETRACE - 1 ) ) else --491 
        '1';          
 
Finalmente se mapean todas estas señales hacia los puertos de salida de la 
entidad.  
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    -- OUTPUTS 
    -- synchro window 
    sync_win_sig    <= 
        '1'     when ( hor_cnt < HOR_RANGE ) and ( ver_cnt < VER_RANGE 
) else 
        '0'; 
    SYNC_WIN    <= sync_win_sig; 
         
         
    -- synchro pulses 
    SYNC_HOR    <= syn_hor; 
    SYNC_VER    <= syn_ver; 
     
    -- color pulses 
    SYNC_PIX    <= win_pix_enb and sync_win_sig; 
     
    -- color window 
    WIN_HOR     <= std_logic_vector(hor_cnt); 
    WIN_VER     <= std_logic_vector(ver_cnt); 
 
 
 
5.5.8. RAM_DP.vhd. 
Este fichero implementa la memoria RAM de doble puerto usada en el 
controlador VGA.  
El tamaño de la RAM es configurable mediante un generic, ADD_WIDTH, y el 
tamaño de la palabra dentro de la RAM mediante DATA_WIDTH. La escritura y lectura, 
se realiza mediante dos procesos concurrentes. 
subtype RAM_WORD is std_logic_vector(DATA_WIDTH - 1 downto 0); 
type RAM_TYPE is array (0 to ((2**ADD_WIDTH) - 1)) of RAM_WORD; 
signal RAM: RAM_TYPE; 
 
  process(ClkRd) 
    begin 
      if ClkRd'event and ClkRd = '1' 
        then 
          if nRd = '0' and RE = '1' 
            then DataOut <= RAM(To_Integer(Unsigned(RdAddr))); 
          end if; 
      end if; 
    end process; 
 
  process(ClkWr) 
    begin 
      if ClkWr'event and ClkWr = '1' 
        then 
          if Wr = '1' and WE = '1' 
            then RAM(To_Integer(Unsigned(WrAddr))) <= DataIn; 
          end if; 
      end if; 
    end process;  
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5.6. SOFTWARE 
5.6.1. APLICACIÓN PC 
Se ha realizado una sencilla aplicación PC para la visualización de las medidas 
volcadas al puerto serie desde la ZedBoard. La aplicación hace uso de diferentes 
librerías estándar para la generación una gráfica en la que se pinta una línea por cada 
una de las medidas recibidas.  
Del mismo modo se ha usado una librería estándar para gestionar la 
comunicación y recepción de información por el puerto serie del PC.  
Finalmente otra librería estándar permite la gestión de archivos y 
almacenamiento de información así como la creación y utilización de menús 
contextuales. La aplicación ha sido codificada en Python 3.4. 
Puede consultarse su código en los Anexos.  
 
 
5.6.2. PROTOCOLO ZedBoard - PC 
El PS del SoC es quien envía las medidas al PC. Para una correcta 
comunicación se ha definido el siguiente protocolo. Cada datagrama tiene una 
cabecera de tres caracteres, que identifica a que estadística corresponde. A 
continuación le siguen dos puntos y un espacio. Finalmente se adjunta la estadística 
seguida de un retorno de carro. 
Las estadísticas disponibles son Magnitud, MAG, Filtrado, FIL, Desviación 
típica estándar, SDE, y señal de detección, DET.  
Estos datos se envían por el puerto serie a 115200 bps en paquetes de 8bits, 
8N1. Se muestran algunos ejemplos a continuación; 
 
  MAG: 0.226900 
  FIL: 0.261073 
  SDE: 1.946724 
  DET: 6184.849121 
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  MAG: 0.210583 
  FIL: 0.251429 
  SDE: 1.946267 
  DET: 6185.731445 
 
  MAG: 0.222156 
  FIL: 0.244502 
  SDE: 1.945807 
  DET: 6186.590820 
 
  MAG: 0.216241 
  FIL: 0.238971 
  SDE: 1.945348 
  DET: 6187.460449 
 
5.7. PUESTA EN MARCHA PLATAFORMA 
5.7.1. RESULTADOS SYNTHESIS 
Se muestran a continuación, los resultados de la Synthesis del sistema. 
Resulta significativo, y esperado, el claro aumento de los registros en el filtro con 
Pipeline.  
Se observan también en el periférico VGA Plotter, como las cuatro pequeñas 
RAMs, han sido mapeadas en dos BlockRAM Tiles.  
 
Figura V-63; Resultados del PAR.  
 
En la siguiente figura puede observarse la entidad Top generada post-
implementación, así como su conexión a los puertos de entrada y salida. 
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Figura V-64; Entidad TOP.  
A continuación se muestra el diagrama de interconexión de los componentes 
del sistema tras la síntesis. Las líneas en verde son las diferentes señales que 
comunican las diferentes entidades. En azul pueden verse las diferentes entidades. 
Para una mejor visualización del diseño, se recomienda abrir el proyecto Vivado 
adjunto en los Anexos, la aplicación permite seguir más claramente las señales y 
hacer zoom.  
 
Figura V-65; Interconexión de entidades.  
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En la siguiente figura puede verse la implementación del filtro con pipeline, se 
observa la entidad de la interfaz Axi, y la lógica de usuario.  
 
Figura V-66; Filtro con Pipeline.  
 
5.7.2. TUNEO DEL SISTEMA 
Se ha llevado a cabo un ajuste de los parámetros de detección de paso del 
sistema.  
Los parámetros disponibles son; 
Dsp_Meas_Noise_Floor Fija el umbral de ruido del sistema.  
gainStDvFloor Factor de ajuste para la comparación del umbral de ruido. 
gainStDevMovement Factor de ajuste para la comparación de la detección de 
movimiento.  
 
Se usan en las comparativas para detección de umbra de ruido y detección de 
movimiento.  
if(sample_buf_StdDevfloat[courrentIndx] >=    
       (gainStDvFloor*Dsp_Meas_Noise_Floor) ) 
if(sample_buf_FIRfloat[courrentBuffwrIndx] >=  
       gainStDevMovement*sample_buf_StdDevfloat[courrentIndx]) 
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Se han realizado pruebas de marcha con diferentes valores y se han 
encontrado los siguientes óptimos. Estos valores son los que optimizan el proceso de 
detección del paso durante la marcha. Han sido hard-codificados en el sistema.  
Dsp_Meas_Noise_Floor 0.08 
gainStDvFloor 10 
gainStDevMovement 1.2 
 
5.7.3. MANUAL USUARIO 
En este apartado se muestran los pasos a seguir para la puesta en marcha del 
sistema. Dado que no se ha generado una imagen del firmware y el bitfile de 
configuración de la PL, se debe flashear el SoC mediante Vivado. Se asume que el 
proyecto ha sido Implementado y debugeado. 
5.7.3.1. Conexión de periféricos. 
En primer lugar debe conectarse el módulo PMOD BT2 al conector JE de la 
ZedBoard. Debe realizarse el cruce de las señales de RX y TX entre las dos UART, 
PMOD y Zynq, por lo que el cable que se emplee debe cruzar dichas líneas.  
A continuación debe conectarse el puerto VGA de la ZedBoard a un monitor.  
Seguidamente, debe conectarse la salida UART de la ZedBoard a un PC, 
mediante un cable con conector microUsb. Concretamente es el conector J14 en la 
ZedBoard. El PC debe tener instalados los drivers del IC conversor USB a UART de la 
ZedBoard. Pueden descargarse de la página web del fabricante, Cypress. Una vez 
encendida la ZedBoard, aparecerá un nuevo puerto COM en el administrador de 
dispositivos fácilmente identificable, pues indica que se trata de un puerto externo 
usando un conversor USB a UART. Ese puerto COM se usará como parámetro en la 
aplicación de usuario Python.  
Debe conectarse otro cable microUsb a la cadena JTAG de la ZedBoard desde 
el PC de programación. En concreto al conector J17. 
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Debe verificarse que los Jumpers J7 a J11, están conectados a GND, para 
arrancar el SoC desde la cadena JTAG y no desde la tarjeta SD o las memorias. Los 
Jumpers J2, J6 y J13, deben estar desconectados.  
Con todo el sistema cableado y conectado, puede procederse al encendido de 
la ZedBoard.  
 
5.7.3.2. Configuración de aplicaciones 
La aplicación a configurar es la aplicación de usuario para la visualización de 
las medidas en el PC, aplicación Python.  
Para ello debe haberse instalado previamente Python 3.4. Se requieren 
además lo siguientes paquetes; matplotlib y numpy con sus dependencias.  
Deberá editarse el fichero pyPlotter.py si el puerto COM anteriormente anotado 
no es COM6. Esto es actualizar la línea; 
  self.serial = serial.Serial('COM6', 115200) 
con el puerto correcto. 
 
5.7.3.3. Flasheado 
Se utilizará el entorno de programación SDK, para flashear el sistema. Se 
lanzará SDK y a continuación se encenderá la ZedBoard. Se programará tanto el PS 
como la PL y se seleccionará la opción para ejecutar los scripts init para arrancar el 
sistema. Cuando SDK termine de flashear el sistema, la aplicación comenzará su 
ejecución.  
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5.7.3.4. Visualización 
Una vez flasheado el sistema, la aplicación comenzará a ejecutarse en el PS 
automáticamente. En ese momento la información puede visualizarse tanto mediante 
el LCD como en el PC. Para la visualización en el PC, asumiendo que la extensión .py 
está asociada en Python, se lanzará la aplicación de usuario haciendo doble click en el 
archivo pyPlotter.py. En el menú que aparece, se clicará en Conectar, y a continuación 
aparecerá un menú de visualización con los datos siendo recibidos.  
 
Figura V-67; Interfaz de gestión de aplicación de usuario.  
Cuando se desee detener la visualización se clicará en Desconectar. Si trata de 
reiniciar la conexión el plot se reiniciará también. Se ofrece la opción de Grabar y 
Cargar datos previamente salvados. Cuando termine el uso, se puede salir de la 
aplicación pulsando en Salir.  
 
5.7.3.5. Opciones de configuración 
El sistema ofrece diferentes modalidades de funcionamiento, a continuación se 
describen que interruptor controla cada una de ellas y que funcionalidad ofrecen. 
 
Figura V-68; Esquema topología ZedBoard.  
 
  
 
 
Pag. | 150  
 
-Sw0; Habilita los filtros con Pipelining.  
Si el filtrado está habilitado, activando este interruptor se utiliza el filtro con 
pipeline en la PL o su modelo en la PS. En caso de filtrado deshabilitado, no tiene 
efecto.  
-Sw1; Habilita el led parpadeante indicador de actividad del Sistema. 
Mediante este switch se activa o desactiva el Led1, que parpadea a 1 Hz 
aproximadamente para indicar actividad en el sistema.  
-Sw2; Habilita el envío de datos al PC.  
Si este switch está activo, se envían las muestras a través del puerto serie 
hacia el PC para su visualización. Si está activado el Led2 está encendido. 
-Sw3; Habilita el filtrado en la PL en lugar del PS.  
Si este switch está activo, se realiza el filtrado de los datos en los periféricos 
implementados en la PL, si está desactivado el filtrado se realiza en el PS. Si está 
activado el Led3 está encendido. 
-Sw4; Habilita el almacenamiento de medidas en los buffer.  
Si este switch está activo, se almacenan las muestras recibidas en los buffers, 
si está desactivado se visualizan pero no se almacenan. Si está activado el Led4 está 
encendido. 
-Sw5; Habilita las interrupciones UART. 
Si este switch está activo, la comunicación Bluetooth se habilita, pues se 
activan las interrupciones de la UART0, si se deshabilita, se interrumpe la recepción 
de datos Bluetooth. Si está activado el Led5 está encendido. 
-Sw6; Habilita la detección de paso.  
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Si este switch está activo, se procesan las muestras recibidas en tiempo real 
mediante el algoritmo de detección de paso, si no está activo estas son recibidas y 
almacenadas pero no procesadas. Si está activado el Led6 está encendido. 
-Sw7; Habilita el filtrado de medidas.  
Si este switch está activo, se realiza un filtrado de las medidas, por el contrario 
si está desactivado se desactiva el filtrado. Si está activado el Led7 está encendido. 
-Botón central; Realiza una actualización forzada del estado del Sistema. 
Si se pulsa este pulsador, se realiza una actualización forzada del sistema y del 
estado de los switches. El Led1 parpadeará cuando es pulsado 
-Botón inferior; Decrementa el factor de interpolación de video.  
Si se pulsa este pulsador, se decrementa el factor de interpolación para el 
pintado VGA por 1. El valor inicial es 8. El Led1 parpadeará cuando es pulsado 
-Botón superior; Incrementa el factor de interpolación de video.  
Si se pulsa este pulsador, se incrementa el factor de interpolación para el 
pintado VGA por 1. El valor inicial es 8. El Led1 parpadeará cuando es pulsado 
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CAPÍTULO VI. RESULTADOS Y CONCLUSIONES 
6.1. RESULTADOS Y CONCLUSIONES 
Se planteaban dos objetivos al inicio del proyecto, la validación de la plataforma 
Zynq para la implementación de SoC mediante co-diseño hardware software y la 
realización de un algoritmo que fuese capaz de detectar el paso en la marcha de una 
persona.  
Respecto al primer objetivo, se ha realizado la puesta en marcha de la 
plataforma ZedBoard que incorpora el SoC Zynq. Se ha demostrado su viabilidad y 
madurez tecnológica para ser utilizada en proyectos industriales. Se ha comprobado 
que las herramientas software para su utilización comienzan a adquirir un grado de 
madurez suficiente que permita la utilización de los recursos hardware disponibles en 
el SoC. Se ha validado la viabilidad de implementar arquitecturas altamente costosas 
en software mediante su implementación HDL en la PL. Se ha comprobado como la 
interconexión entre PL y PS es sencilla y eficiente gracias a la filosofía SoC, en 
comparación al uso de una FPGA y un Micro en dispositivos separados.  
El segundo objetivo, la detección del paso, ha sido también satisfactoriamente 
completado. Se ha presentado un algoritmo, que basado en caracterización 
estadísticas, y filtrado de la señal de medida, a baja frecuencia, es capaz de detectar 
el paso en la marcha. Se ha demostrado del mismo modo, robusto para detectar pasos 
en cualquier dirección y no solo en una dirección de la marcha.  
 
6.2. LINEAS DE TRABAJO FUTURAS 
A continuación se indican las direcciones de futuras líneas de trabajo que 
podrían mejorar los resultados del presente proyecto, bajo la perspectiva del autor.  
En cuanto al algoritmo, se trata de una versión preliminar y que solo utiliza 
medidas de aceleración. Sería interesante incluir medidas de otro tipo de sensores 
como Giróscopos. Del mismo modo, la caracterización estadística de las medidas es 
muy básica, sería interesante realizar un estudio de otras características estadísticas 
que puedan ofrecer mejores resultados.  
  
 
 
Pag. | 153  
 
Sería interesante implementar completamente el algoritmo de detección en la 
PL. Se liberaría al PS de esta tarea, a costa de una implementación un poco más 
costosa.  
Es necesario el incremento de la frecuencia de muestreo del acelerómetro para 
una caracterización más precisa, y para poder detectar el paso a la carrera y no solo 
caminando a ritmo normal.  
La implementación del filtrado en la PL ofrece la posibilidad de tener un banco 
de filtros con una sola arquitectura. Sería interesante ser capaz de modificar los 
coeficientes del filtro para poder adecuarlo a diferentes condiciones operativas. Por 
tanto se recomienda su mapeo a registros en el PS.  
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GLOSARIO  
AMBA Advanced Microcontroller Bus 
AXI Advanced eXtensible Interface 
Bluetooth Protocolo de comunicación inalámbrico.  
FIR Finite Response Filter 
Firmware Software orientado a microcontroladores y microprocesadores.  
FPGA Field Programmable Gate Array 
HDL Hardware Description Language 
PL Programmable Logic 
PS Programmable System 
MATLAB Software de procesado de datos para PC.  
SoC System on Chip 
Vivado Herramienta de diseño de SoC Xilinx.  
Xilinx Fabricante de FPGAs  y SoC 
ZedBoard Kit de desarrollo conteniendo un SoC Zynq 
Zynq SoC Xilinx con 2 procesadores ARM y una FPGA 
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ANEXOS;  
A. CÓDIGO C 
Ver archivo adjunto. 
B. CÓDIGO VHDL 
Ver archivo adjunto. 
C. CÓDIGO PYTHON 
Ver archivo adjunto. 
D. ANTIGUA GUIA DE METODOLOGÍA ZYNQ Y PLANAHEAD 
Ver archivo adjunto. 
E. PROYECTO VIVADO CON EL DISEÑO 
Ver archivo adjunto. 
 
