Self-supervised blur detection from synthetically blurred scenes by Alvarez-Gila, Aitor et al.
Self-supervised Blur Detection from Synthetically Blurred Scenes
Aitor Alvarez-Gilaa,b,∗, Adrian Galdranc, Estibaliz Garrotea, Joost van de Weijerb
aTECNALIA, Derio, Spain
bCVC - Universitat Auto`noma de Barcelona, Barcelona, Spain
cE´cole de Technologie Supe´rieure, Montre´al, Canada
Abstract
Blur detection aims at segmenting the blurred areas of a given image. Recent deep learning-based methods approach this
problem by learning an end-to-end mapping between the blurred input and a binary mask representing the localization of
its blurred areas. Nevertheless, the effectiveness of such deep models is limited due to the scarcity of datasets annotated
in terms of blur segmentation, as blur annotation is labour intensive. In this work, we bypass the need for such annotated
datasets for end-to-end learning, and instead rely on object proposals and a model for blur generation in order to produce
a dataset of synthetically blurred images. This allows us to perform self-supervised learning over the generated image
and ground truth blur mask pairs using CNNs, defining a framework that can be employed in purely self-supervised,
weakly supervised or semi-supervised configurations. Interestingly, experimental results of such setups over the largest
blur segmentation datasets available show that this approach achieves state of the art results in blur segmentation, even
without ever observing any real blurred image.
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1. Introduction
Image blur is a phenomenon that degrades the defini-
tion of an image, producing a loss of detail in the affected
regions. The two main causes leading to a fully or par-
tially blurred image are (i) defocus blur, which is inherent
to a wide aperture optical image capturing device that
projects scene points that are away from the focus plane
onto a non-punctual circle of confusion on the sensor and
(ii) motion blur, which is caused by the movement of ei-
ther the camera (i.e. camera shake) or the imaged objects
during camera exposure time. Even if both defocus and
object-motion blurs are sometimes sought-after as part of
a creative photographic process (e.g . to pop-out the sub-
ject or to evoking a sense of motion, respectively), most
of the time blur is considered as an undesired effect [1] or
image artifact.
In any case, trying to localize blurred regions within
an image (or, equivalently, achieving a segmentation in
terms of blurry/unblurred parts) is a useful task with
a wide range of applications in computational photogra-
phy, e.g. defocus blur magnification [2, 3], image deblur-
ring [4, 5, 6, 7], or camera focus point or depth of fo-
cus estimation [3]. In addition, due the underlying corre-
lation between blurred and non-blurred areas within the
∗Corresponding author
Email addresses: aitor.alvarez@tecnalia.com
(Aitor Alvarez-Gila), adrian.galdran-cabello.1@ens.etsmtl.ca
(Adrian Galdran), estibaliz.garrote@tecnalia.com
(Estibaliz Garrote), joost@cvc.uab.es (Joost van de Weijer)
same image, blur detection has been also applied in general
computer vision tasks, e.g . depth estimation [8], saliency
prediction [9] or semantic object segmentation [10]. How-
ever, blurred region segmentation is a challenging task,
due to the fundamental ambiguities existing between the
out-of-focus pixels and the originally flat regions or smooth
edges. Scale-ambiguity (i.e. the difficulty of inferring the
level of blur over one single scale [11]) and the dependence
of the perception of sharpness on the image size are ad-
ditional challenges that affect the performance of current
approaches.
A number of previous works have investigated blur local-
ization directly or implicitly from the feature engineering
and physical modeling approaches, either taking one sin-
gle [12, 11, 3] or multiple [13, 14, 15] images as input, and
aiming at detecting only one [16, 12, 6, 17, 18, 19, 20] or
both kinds of blur [21, 22, 23]. Most of these try to lever-
age information extracted directly from the intensities [21],
from the gradients [24, 23, 25, 20], or from transformed do-
mains [22, 16, 12, 11, 26].
More recently, supervised learning-based ap-
proaches [25], and particularly those based on the
use of Convolutional Neural Networks (CNN), have shown
enormous potential for tackling tasks that require a
dense, per-pixel prediction, such as semantic segmenta-
tion [27, 28], instance segmentation [29] or crowd counting
via density map estimation [30]. Blur segmentation can
also be viewed as one of such dense prediction tasks,
and several works have already explored this approach,
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Figure 1: General overview of our framework train and testing processes, with each path color representing one of its three possible instanti-
ations i.e. self-supervised, weakly-supervised and semi-supervised approaches.
either for predicting both types [31, 1, 32] or defocus only
blur [33, 34, 35, 36].
Nevertheless, the performance gain obtained by these
fully-supervised, CNN-based approaches trained end-to-
end is relatively modest when compared to gains in other
fields. The main bottleneck which hinders the full power of
CNNs in their application to the field of blur localization
is the absence of large enough datasets with pixel-wise an-
notations. Several recent efforts have partially addressed
this void [11, 1, 35, 36], but these manual annotations are
scarce, labour intensive and costly to acquire.
In the absence of large public sets of annotated data, the
generation of synthetic image degradations has been suc-
cessfully applied for training deep CNNs in recent years.
This approach has been adopted for computer vision tasks
as diverse as image super-resolution [37], inpainting [38],
image quality assessment [39] or perceptual similarity es-
timation [40]. It is also a core component of many self-
supervised learning methods, which, facing the lack of
large sets of annotated data for a certain final task, define
a pretext task (e.g . inpainting [38], warped image match-
ing [41], artifact spotting [42]) for which ground truth la-
bels can be automatically derived without manual inter-
vention and be used for feature learning. A particular case
of such scenario would be that of pretext and final tasks
being equal.
Synthetic blur generation has also been explored as part
of deblurring workflows [43, 5], as the blur generation pro-
cess has been extensively studied, especially within de-
convolution approaches for image deblurring. In the con-
text of blur localization, however, synthetic blur opera-
tions have only been applied either over very simple partial
blur masks (e.g . consisting of a hard rectilinear partition
of the image in halves [36]) or globally over full patches of
reduced size extracted from the whole image [44].
Our main contribution in this work is the introduc-
tion of a deep self-supervised partial blur detection frame-
work, which successfully localizes both defocus and object-
motion blur types for a single image without making use of
any blur segmentation annotation for training the model.
Instead, we circumvent the lack of large annotated blur de-
tection image sets by selectively applying procedural syn-
thetic blurring operations to varying regions within images
taken from an unrelated non-annotated dataset of natural
images. By controlling the definition of the regions be-
ing synthetically blurred, we can automatically generate
the associated ground-truth blur masks on the fly. Fig. 1
illustrates the process.
The framework comprises three different instantiations,
defined by i) how those regions are extracted and ii)
whether the training is purely based on synthetically
blurred images or not:
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1. A self-supervised approach, in which the regions
to be blurred are defined by an object proposal [45]
model, which can generate class-agnostic plausible ob-
ject masks and thus generalize well across a variety of
datasets. This method can extract multiple different
blur masks per image, so that the model learns from
different image and blur-mask pairs. This allows us
to obtain a highly variable training image stream to
feed our CNN-based semantic segmentation model at
train time.
2. A weakly-supervised approach, in which such re-
gions are instead selected from the ground truth labels
of any given semantic segmentation image set.
3. A semi-supervised approach, in which the syntheti-
cally generated blurred image and labels from the ob-
ject proposal method are used in conjunction with real
partially blurred images and their respective manual
blur-mask annotations in order to augment the given
fully supervised blur segmentation dataset.
By extensively evaluating the learned model on the two
largest publicly available pixel-wise annotated real blur lo-
calization datasets [11, 35], we show that our approach
generalizes adequately for both blur types, improving the
performance of all the considered classic approaches and
that of recent fully supervised deep CNN-based ones that
require large human-labeled training sets. Experimental
results show that the proposed solution can be success-
fully employed to train a deep blur segmentation model,
either without the need for any specific blur localization
dataset or by making use of a very reduced set of images
exhibiting real blur degradations. This is especially impor-
tant for domains other than that of natural RGB images,
for which no labeled blur masks exist, such as infrared or
multispectral [46] imagery, medical imaging [47] or text
documents [48].
2. Synthesizing realistic blur
In this paper, we are interested in learning to localize
blur on partially blurred images without using any labeled
example for this specific task (in the self-supervised and
weakly supervised approaches). We therefore switch to
the problem of generating plausible blurred scenes from
non-blurred images.
2.1. Blur mask extraction
The first step of the process is the determination of the
parts of the image that will be subject to the synthetic
blurring operation, to which we refer as the blur mask.
2.1.1. Semantic object masks as blur masks
One possible approach to achieve this is that of using a
dataset of images on which several objects have been man-
ually segmented, without any explicit relation to its blur
(a) Input (b) VOC objs. (c) VOC mask
(d) Scores (e) Obj. prop. 1 (f) Obj. prop. 2
(g) Obj. prop. 3 (h) Obj. prop. 4 (i) Obj. prop. 5
Figure 2: Blur mask extraction from an input image (a) of the Pascal
VOC 2012 dataset [49]. (b) Ground truth object masks from the
segmentation challenge. (c) Blur mask given by the largest connected
component. (d) Sorted scores of objectness given by MCG for this
input. (e-i) First five object proposals generated by MCG [50].
content. This effectively implies making use of a distant
supervision (one grounded on easier to obtain semantic ob-
ject annotations) for the final blur segmentation task. We
refer to this as our weakly supervised approach.
This kind of labeled data is readily available from
datasets generated for semantic segmentation tasks,
such as the Pascal VOC Segmentation challenge 2012
(SegVOC12) [49]. This dataset includes ground truth an-
notations of the most prominent objects present in the
image (see Fig. 2b) corresponding to 20 different classes.
Under this setting, at train time, we build the blur mask
for each input image by computing the connected compo-
nents of the largest object present in the corresponding
ground truth (Fig. 2c).
2.1.2. Object proposals as blur masks
Our purely self-supervised method takes one step ahead
by removing the need for manual object segmentation, and
replacing it with the inclusion of a class-agnostic object
mask proposal generation step. The goal of object pro-
posal generation methods is, given an input image, to yield
a set of either bounding boxes or segmentation masks that
correspond to different object location hypotheses. Its pri-
mary application is serving as a first candidate location
filtering stage of two-phase object detection methods, so
that more resources can be allocated for the representation
and analysis of the resulting subset of regions.
The Multiscale Combinatorial Grouping (MCG) object
proposal generation algorithm [50] represents one of the
most accurate approaches of its kind. Moreover, although
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(a) (b) (c) (d)
  
(e) (f) (g) (h)
Figure 3: (a) Input image from the VOC dataset (b) Segmented Foreground (c-d) Blurring of input image with Gaussian blur, σ = 1.5, 3
pixels (e-h) Blurring of input image with randomly-generated non-linear motion blur. Blur kernels displayed at the right-bottom on each
image. All images have been blurred with the halo-artifact removal described in section 2.3. Blur differences are better appreciated when
focusing in the roof on the top of the image.
some learning-based steps are involved in its model cre-
ation process, its ability to generalize across different
datasets renders this method virtually parameter-free. It
yields a ranked set of segmented object proposals after a
process that comprises: (i) a multi-scale input image seg-
mentation step (based on low level features), (ii) a rescal-
ing and alignment of the segmentation results, (iii) the
combination of such results onto a merged multi-scale hi-
erarchy of binary spatial image partitions (i.e. regions) and
(iv) a final combinatorial grouping stage, which explores
the region tree looking for sets of regions that, merged
together, are likely to represent complete objects. The
resulting set of -hundreds of- proposals is then ranked in
accordance to a score representing such likelihood. During
training, we apply MCG to every input image and, at each
epoch, we randomly sample a blur mask from the proba-
bility distribution given by applying a softmax operation
over the mentioned scores.
Fig. 2 shows an example of blur mask extraction for
both ground truth semantic object mask (b-c) and MCG-
based object proposal (e-h) methods. It is important to
note that, should we directly use the blur mask extracted
as described in either case, we would be introducing a
strong bias in the blur detection training, favoring the
prediction of blurred elements in the foreground or back-
ground of the images. This is due to a comparatively sig-
nificant amount of the extracted blur masks corresponding
to foreground objects. In order to mitigate this and pro-
mote the invariance of the model to this respect, we invert
the blur mask with a probability pinv.
2.2. Synthetic blur
Once the input blur mask has been created, we can now
randomly apply different kinds of synthetic blur operations
over it. Given an image I : Ω ⊂ R2 → R for which the
image domain Ω has been already partitioned into back-
ground ΩB and foreground ΩF , represented as the blur
mask, we generate a partially blurred version of I by first
defining a blur kernel K. Then, the resulting artificially
blurred image Ib can be easily obtained by computing:
Ib(x, y) =
{
K ∗ I(x, y), for (x, y) ∈ ΩB ,
I(x, y), for (x, y) ∈ ΩF . (1)
The adequate definition of the kernel K is critical in
order to accomplish the goal of generating realistic blur.
While blur coming from situations on which an object is
in-focus and the background is defocused can be easily
simulated by Gaussian kernels Kσ of varying standard de-
viations σ, blurs of different natures, e.g . motion blur, are
harder to emulate. Since our aim is to produce fast blurred
versions of a given background on the fly, we design a sim-
ple pipeline for generating non-linear motion blur:
1. Build a horizontal line of length 1 ×m in a discrete
domain Ωk ⊂ Ω, obtaining a kernel Km that defines
a linear horizontal motion blur.
2. Rotate it by α degrees, obtaining a kernel K(m,α) that
defines a linear diagonal motion blur.
3. Apply an elastic deformation E : Ωk → Ωk of the
underlying image grid Ωk that turns K(m,α) into a
non-linear kernel K(m,α,E).
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(a) (b) (c) (d) (e) (f)
Figure 4: (a) Original image from the VOC dataset (b) Inpainted foreground (c,d) Naively blurred background (e,f) Result of blurring after
inpainting background.
In training time, a random decision of whether to apply
defocus blur or motion blur is made for each training im-
age. The definitions of σ or (m,α, E) are also randomized
by drawing parameters from a suitable range of values. In
this way, the same image can be transformed in infinitely
many ways.
In Fig. (3a) we show one image from our Pascal VOC
training set. In Figs. (3c) and (3d) the background, as
given by Fig. (3b), is blurred with two Gaussians of vary-
ing standard deviations, whereas in Figs. (3e–3h) different
non-linear motion blurs are applied. It should be noted
that there exist more sophisticated mechanisms to simu-
late non-linear image blurring based on physical consid-
erations [43]. However, for the purposes of this work we
prioritize a simple and efficient strategy like the one de-
scribed above.
Note that, although ideally we would want to use per-
fectly sharp images to perform the selective blurring, the
employed SegVOC12 dataset does indeed contain some
pictures exhibiting preexisting partial blur. This means
that the artificially generated ground truth will contain a
certain amount of noisy pixel-level labels. In spite of this,
as shown in section 4, our framework is able to successfully
learn to segment real blur.
2.3. Removing halo artifacts by inpainting
The naive approach of blurring the image, and then plac-
ing back the unblurred foreground on its original location
has some disadvantages. Namely, this procedure leads to
the appearance of halo artifacts around the borders of the
foreground, as shown in Figs. (4c) and (4d). The reason
of this problem is that sharp intensity jumps at borders of
foreground objects artificially distort image statistics when
averaging with a blur kernel around those pixels.
If a model is trained with images containing these ha-
los, it will likely learn to localize blur by simply finding
the position of such artifacts. In order to avoid this situa-
tion, we propose a different approach to obtain a blurred-
background image. After extracting the sharp foreground
from a given image, we proceed to inpaint the foreground
pixels applying the method from [51], as shown in Fig.
(4b), before blurring the background. This process allows
to remove halo artifacts from the artificially blurred scenes
before supplying them to our model, see Figs. (4e) and
(4f).
3. Convolutional Neural Networks for Blur Seg-
mentation from Synthetic Data
3.1. Architecture
Section 2 provides us with all the necessary tools to
create a procedural -and thus, highly variable- training
image flow. By posing blur localization as a dense, per-
pixel classification task, we can make use of one of the well-
established set of deep architectures devoted to semantic
segmentation and feed it with such synthetically distorted
image stream for training. We consciously avoid the ad hoc
design of an architecture specifically suited for our target
task, and instead rely on an off-the-shelf deep network,
which allows us to isolate the contribution derived from
the proposed training procedure.
We select the DeepLabv3[28] Network as our reference
CNN architecture, since it has recently shown state of the
art performance on various dense labeling tasks. This
is partly due to the fact that it features an effective re-
ceptive field significantly larger than those of other stan-
dard architectures. These are enabled by the use of atrous
convolutions (first introduced in this context in [52, 53]),
which also contribute to the attainment of output maps
with a large spatial resolution. It has been previously
shown that high semantic level features can greatly con-
tribute to solve the task of blur localization [31]. Hence,
we can expect that the use of wide receptive fields, cov-
ering significant parts of the scene, will bring important
benefits to our technique. The DeepLabv3 architecture
also benefits from the fusion of feature maps from multi-
ple scales (which has proven crucial for solving the scale
ambiguity problem [32]): the use of a new Atrous Spatial
Pyramid Pooling (ASPP) module helps capture context at
various ranges. In this work, we employ the DeepLabv3-
ResNet101 variation of the architecture, which is con-
structed by a Deeplabv3 model with a ResNet-101 back-
bone. We start from a model initially pre-trained on a
subset of the COCO train2017 dataset [54] containing the
20 classes also present in the Pascal VOC 2012 segmen-
tation dataset, and we substitute its final classifier with a
1× 1× 256× 2 2D convolution, followed by a logSoftmax
operation.
3.2. Training procedure
Our training set for the purely self-supervised and
weakly supervised approaches is generated by randomly
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applying synthetic defocus and motion blurring operations
(generated as described in section 2) to image batches
(with a batch size of 18) from the training set of the
SegVOC12 dataset [49]. Such degradations are selectively
applied according to the binary mask created on the fly as
mentioned in sections 2.1.1 and 2.1.2 for the ground truth
semantic object masks and object proposal-based mask,
respectively, and the blur mask itself is used as the ground
truth label.
Additionally, the usual standard random data transfor-
mations (affine transforms, flips, color jitter, cropping) are
applied to the input and target image pairs before resizing
them from their original size to 224 × 224 pixels. A ran-
domly applied JPEG compression-based augmentation is
also performed at different stages of the input image pre-
processing workflow, with the aim of gaining invariance to
low level, dataset-specific regularities.
We employ a negative log-likelihood loss that we mini-
mize using the Adam optimizer, and let the model train
until the validation loss stagnates for 20 epochs. A reduced
number of hyperparameter tuning configurations was tried
for each of the experimental setting, and the setup yielding
the lowest validation loss was kept for evaluation. In most
of the configurations, this corresponded to a learning rate
value of 10−5 and a weight decay of 5 · 10−4.
4. Experimental Results
We evaluate the trained model on the largest publicly
available1 dataset of images annotated in terms of defo-
cus and object-motion blur localization, i.e. that of Shi
et al . [11]2. The dataset consists of 1000 partially blurred
natural images with human-made binary (blur/no-blur)
pixel-wise annotations, of which 704 correspond to defo-
cus blur and 296 to motion blur-affected images. Follow-
ing [31], we partition the dataset in an odd and an even
subset, both of them containing an approximately equal
amount of images affected by both types of blurs), and
keep the latter held out for testing purposes. Unless oth-
erwise stated, all the results shown in this section were
thus evaluated on the 500 images from Shi et al .’s even
subset. Meanwhile, a 20% of the odd subset (100 images)
is used for validation, and the remaining 400 images are
used for training in those experimental setups that require
a supervised training component (i.e. our semi-supervised
approach and the fully supervised model from Table 1 and
Fig 6).
At inference, we run a simple test-time augmentation
(TTA) process, consisting of averaging the predictions
yielded by the original input image, together with its hori-
zontally flipped version, and upscale the resulting 224×224
pixels-sized predictions to the original, varying image sizes
1Zhang et al .’s dataset [1] and Zhao et al .’s supplementary train
set [36] are not open.
2Code and models are available on
https://github.com/aitorshuffle/synthblur.
before performing the evaluation. Even though the raw
performance values could, to some extent, benefit from
performing a re-scaling of the resulting blur map in the
[0, 1] range, we purposefully avoid such kind of post-
processing, in order to enable the prediction of completely
sharp or blurred scenes. Consequently, we can consider the
values of the predicted mask pixels as a measure of abso-
lute blurriness, as opposed to a measure of blur level of
each region with respect to the sharpest area of the image.
4.1. Self-supervised setup
We first consider the purely self-supervised instanti-
ation of our framework, in which we directly test the
model trained on synthetically blurred images over the
500 even samples of the test dataset. We compare our
method against most of the best performing hand-crafted
feature-based approaches which do not require any ded-
icated dataset for training: Liu et al . [21], Chakrabarti
et al . [22], Su et al . [23], Shi et al . [11], LBP [18] and
HiFST [3]. In addition, we include the performance re-
ported for the same even subset by one of the most recent
deep CNN-based defocus and motion blur detection meth-
ods in the literature, i.e., the Deep Blur Mapping approach
by Ma et al . [31].
Table 1 shows the obtained results in terms of Area Un-
der the Receiver Operating Characteristic (ROC) Curve
(AUC) and Average Precision (AP), as computed over the
different values of recall given by the Precision-Recall (P-
R) curve. Both the AUC and AP values were computed
individually for each output map and then averaged over
the whole even test subset. The overall performance value
(All) is also shown disaggregated for the Defocus and Mo-
tion subsets of the database. Note that, as is the case with
most of the other methods, in absolute terms our approach
performs better over the defocused images than over the
motion-blurred ones. This will hold true for the results of
all the three variants of our framework.
From Table 1 we can see that our self-supervised ap-
proach performs significantly better than all the other non-
deep methods for every metric and blur-type subset. Fur-
thermore, the proposed self-supervised learning method,
when used to train the off-the-shelf DeepLabv3 resnet101
network and without ever observing a single image with
real blur, yields better overall AUC and AP values than
Ma et al .’s CNN architecture [31], whose design was tuned
ad hoc for this task and trained end-to-end in a fully su-
pervised setup over the 500 odd samples of the dataset3.
In particular, our method performs close to Ma et al .’s
on the defocus blur subset, but significantly better for the
motion blur samples. The last row of Table 1 (i.e. Fully
3The performance evaluation protocol in [31] is slightly different,
as they compute a single AP value for a one-dimensional vector con-
taining the predictions of all the pixels of every image in the even
subset. Although we believe that the AUC/AP values should be com-
puted on a per-image basis, under their protocol our self-supervised
overall AP is 0.952, vs. their reported value of 0.880
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AUC AP
Method Defocus Motion All Defocus Motion All
Liu et al . [21] 0.722 0.714 0.720 0.792 0.683 0.760
Chakrabarti [22] 0.745 0.640 0.714 0.837 0.675 0.789
Su et al . [23] 0.807 0.750 0.790 0.859 0.707 0.814
Shi et al . [11] 0.836 0.735 0.806 0.876 0.699 0.823
LBP[18] 0.855 0.678 0.802 0.876 0.683 0.819
HiFST[3] 0.901 0.804 0.873 0.928 0.744 0.874
Ma et al . [31] 0.947 0.861 0.922 0.966 0.784 0.912
Ours self-supervised 0.945 0.905 0.933 0.960 0.838 0.924
Ours weakly supervised (segmentation masks) 0.941 0.897 0.928 0.959 0.849 0.926
Ours semi-supervised (joint with 400 odd img.) 0.956 0.904 0.941 0.974 0.840 0.934
Fully supervised (finetuned to 400 odd img.) 0.943 0.875 0.923 0.965 0.819 0.922
Table 1: Quantitative evaluation over Shi et al .’s dataset’s [11] even partition. Best, 2nd best and 3rd best results are highlighted for each
metric and blur type.
supervised) shows the results obtained by fine-tuning the
DeepLabv3 resnet101 network over Shi’s odd subset. The
mixed results of this fully supervised model when com-
pared to Ma et al . suggest that the performance gain of
our self-supervised method is largely due to the benefits of
our training scheme, rather than being just a product of
the use of a better architecture.
Other relevant fully supervised CNN based results were
left out of this comparison for various reasons: Zhao et
al . [35] target exclusively images degraded with defocus
blur, and their training procedure involves (i) pre-training
the model employing very simple artificial defocus blur-
ring operations over half of the image on samples from
additional datasets and (ii) further fine-tuning it over 604
out of the 704 images of Shi et al .’s defocus blur parti-
tion and testing it over the remaining 100. Finally, Zhang
et al . [1] train their ad hoc designed ABC-FuseNet ar-
chitecture end-to-end on their unreleased SmartBlur blur
segmentation dataset of 10.000 images before evaluating
on Shi et al . Even with such amount of training samples,
their reported AP is 0.869 for the whole dataset, sensibly
below our results on the even partition.
Fig.5 contains visual results for a small random subset
of images affected by both types of blur (defocus blur in
the top seven rows, motion blur in the bottom seven), as
predicted for most of the considered methods. We can
observe that, even without the utilization of any single
ground truth blur segmentation annotation from the tar-
get dataset for direct supervision, our self-supervised ap-
proach obtains accurate masks, comparable in visual qual-
ity to those produced by fully-supervised deep CNN-based
methods, such as [31].
Blur type ablation. Finally, Table 2 shows the results ob-
tained over the same sets when only defocus blur or only
motion blur synthetic degradations where applied during
training in our self-supervised setup. The results suggest
AUC AP
DF MT All DF MT All
DF 0.949 0.826 0.913 0.967 0.773 0.910
MT 0.934 0.894 0.922 0.953 0.831 0.917
All 0.945 0.905 0.933 0.960 0.838 0.924
Table 2: Blur type based ablation test over Shi et al .’s dataset’s [11]
even partition, in our self-supervised setup. Rows represent
the synthetic blur type being applied on training (DF=Defocus,
MT=Motion, All=Defocus and Motion). Columns represent the test
(sub)set. Bold is best.
that devoting the full capacity of the network to learn-
ing to detect only one specific type of degradation does
help in the case of defocus blur training, but not so when
the training is constrained to observing samples affected
solely by object motion. For the latter, the increase of
variability introduced by feeding the net with both kinds
of degradations seems beneficial, probably due to a regu-
larization effect. Cross-blur type evaluation is asymmet-
ric: while training on motion-only blur achieves decent
results on the defocus-only test subset, a model trained
uniquely on defocus blur synthetic degradations suffers a
significant performance degradation if applied to object
motion-affected images.
In addition, this experiment reveals one of the advan-
tages inherent to our blur detection framework: by se-
lectively tunning the ratio of images being synthetically
blurred with defocus or motion kernels during training, we
can prioritize the performance over either kind of blurs, or
operate anywhere in between.
4.2. Weakly supervised setup
The Ours weakly supervised -labeled row from Table 1
shows the results achieved with our weakly supervised ap-
proach, based on the use of manually annotated seman-
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Input Ground truth Liu[21] Chakraba.[22] Su[23] Shi[11] LBP[18] HiFST[3] Ma[31] Ours self-sup.
Figure 5: Qualitative results for a sample of images from Shi’s dataset[11] affected by defocus (top 7) and motion (bottom 7) blur processed
by the different evaluated algorithms.
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tic object segments as blur masks instead of the unsuper-
vised proposals yielded by the MCG algorithm. While one
could intuitively think of this as an upper bound for our
self-supervised method’s performance, we observe that, in
fact, both methods perform almost on pair, with the self-
supervised approach yielding slightly better results for the
images affected by defocus blur and with no clear strongest
method in terms of motion-blur and overall results, de-
pending on the metric of interest. This experiment shows
that applying blur degradations to object proposals com-
puted with an object proposal method does not negatively
impact our results, and that similar outcomes are obtained
when compared to a method trained with ground truth
segmentation masks.
4.3. Semi-supervised setup
We now introduce a modification in the training process
in order to test the usefulness of our proposed syntheti-
cally blurred image-based training when a limited number
of blur segmentation annotations are available for the tar-
get dataset. This corresponds to our semi-supervised ex-
perimental setting, in which a joint training is performed:
mini-batches are now composed of equal amount of image
and ground truth blur mask pairs produced (i) in a MCG-
based synthetic blurring operation, and (ii) sampled from
the train subset of the target dataset [11].
In order to assess the usefulness of this semi-supervised
setting, we consider the 400 images from Shi et al .’s train-
ing set that were previously separated and employ a vary-
ing fraction of them for joint training with the syntheti-
cally blurred images. Specifically, we conduct the exper-
iment with a 2%, 4%, 5%, 10%, 20%, 40% and 80% of
the odd part being used as training aid, which, in absolute
terms, correspond to 10, 20, 25, 50, 100, 200, and 400 im-
ages, respectively. The evaluation protocol is not affected,
and the trained model is then tested on the 500 even pairs
of the dataset.
We compare our semi-supervised results with those pre-
sented in the preceding sections (i.e. Ours self-supervised
and Ours weakly supervised approaches from Table 1),
whose performance metrics do not vary with the number of
real images being used for joint training. Finally, for com-
parison we extend the fully supervised approach presented
in section 4.1 by fine-tuning the same deeplabv3 resnet101
model over the same fractions of the odd train partition.
Fig. 6 shows the AUC and AP values obtained for each
of the aforementioned methods, both as overall metrics
and with disaggregated values for defocus and motion blur
affected images. We observe that:
• For all the considered amounts of annotated images,
our joint, semi-supervised approach outperforms the
fully supervised one by a significant margin for both
blur types, especially so as we operate with few real
samples. This means that the use of synthetically gen-
erated blurred image-ground truth pairs has proven
useful as additional source of training data for improv-
ing the performance of fully supervised blur detection
approaches trained end-to-end.
• The concrete AUC and AP values obtained by these
variations for 400 real blur images were also added,
for comparison, to Table 1. As shown there, the semi-
supervised training scheme achieves the best overall
results and, for every subset and metric, there is al-
ways one of the three instantiations of our frame-
work outperforming every other deep fully supervised
alternative. In particular, our best method (semi-
supervised setting) reaches an overall AUC of 0.941
and an AP of 0.934, 0.019 and 0.022 points better
than Ma et al .’s, respectively.
• Even the self-supervised or the technically simpler but
more annotation-dependent weakly supervised vari-
ants of our framework can clearly outperform both
their semi-supervised counterpart and, most notably,
the fully supervised training in the lower part of the
range.
• This gap is closed by the fully supervised training
scheme only for the defocus blur subset, as we keep
adding images with real blur, but not so in the case
of the motion blur subset.
4.4. Cross-dataset generalization
One of the most frequent limitations of current end-to-
end trained CNN-based solutions to many computer vision
tasks is the inability of models trained on a certain dataset
to generalize to other datasets with some underlying dis-
tribution shift, either revealed as some readily apparent
visual difference (e.g. illumination, object appearance) or
due to some hard-to-perceive low level statistical regulari-
ties within the dataset. Domain adaptation solutions [55]
aim at mitigating the harmful effect of such domain shifts,
but they are frequently based on domain-adversarial train-
ing strategies that can be cumbersome to implement, and
mostly ineffective in providing a significant performance
gain when both domains are easily told apart.
The following experiment seeks to evaluate this cross-
dataset generalization ability for our self-supervised ap-
proach as compared to that of other methods. To that
end, we introduce the dataset of defocus blurred images
provided by Zhao et al . in [35], which will serve for testing
purposes. Table 3 shows the results obtained by Zhao et
al . themselves, along with Ma et al .’s and the aforemen-
tioned fully supervised DeepLabv3 model. The reported
values are all result of the direct application of the mod-
els learned over Shi et al .’s dataset. These are further
compared with our weakly-supervised and self-supervised
training methods, showing that the latter exhibits a sig-
nificantly better generalization ability (0.950 vs. 0.923 of
AUC for Ma et al .’s approach).
As a general conclusion, we show that synthetically blur-
ring parts of images with a certain semantic coherence is,
9
(a)
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Figure 6: (a) AUC and (b) AP as a function of the number of images with real blur from the Shi et al .’s dataset [11] used in the training
process, in the following setups: (i) Joint training on images with synthetic and real blur (Ours semi-supervised.) (ii) Direct fully-supervised
fine-tuning on images from Shi et al . (Fully supervised). The following setups are shown for comparative purposes, but do not use any image
from Shi et al .: (iii) MCG object proposals-based self-supervised training (Ours self-supervised), (iv) SegVOC12 semantic segmentation
masks-based weakly supervised training (Ours weakly supervised). The set of images with real blur ar part of Shi et al .’s odd subset,
containing both defocus and motion blur. All the experiments were done using the DeepLabv3 architecture [28] with a Resnet101 backbone.
Method AUC AP
Zhao et al . [35] 0.913 0.946
Ma et al . [31] 0.923 0.956
Ours self-supervised 0.950 0.976
Ours weakly supervised 0.915 0.953
Fully supervised 0.904 0.952
Table 3: Direct testing of models from Table 1 on Zhao et al .’s
defocus blur dataset [35], together with Zhao et al .’s [35] own results.
None of the models in this table have seen Zhao et al .’s dataset during
training. Bold is best.
on its own, a useful technique to perform self-supervised
or weakly supervised blur localization, and that its use as
aid when performing supervised end-to-end training (even
in extreme few-shot cases) can help boost detection accu-
racy. Those domains where annotated data is scarce can
particularly benefit from such approaches when applied in
conjunction with other downstream computer vision tasks.
Histological imaging (to focus a potential disease classi-
fication model on sharp parts of a digitized slide), mul-
tispectral imaging (where a significant, hardly avoidable
blur effect is often found due to the chromatic aberrations
derived from the large bandwidth of the captured spec-
tra, and it is difficult to tell it apart from motion or defo-
cus blur effects) or document scanning are some examples
of such situations where a self-supervised approach could
have a large impact.
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5. Conclusions
This paper presents a framework for deep defocus and
object motion blur segmentation built upon the procedural
application of both types of synthetic blurring distortions
over regions of images. The self-supervised and weakly su-
pervised versions of the framework exploit different ways of
obtaining the candidate blur masks for automatic ground
truth generation, and can be applied without any blur lo-
calization annotation. In the semi-supervised case, this
source of data augmentation can leverage the availability
of a few labeled images to further improve the obtained
segmentation accuracies. Extensive quantitative and qual-
itative experiments show that a segmentation CNN trained
on this kind of synthetic data under any of the three men-
tioned framework configurations is able to accurately lo-
calize the blurred regions of a hold-out set, showing perfor-
mances well above other recent CNN-based approaches.
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