Este artigo aborda o problema da reidentificação da presença de pessoas em um ambiente de câmeras interconectadas por um sistema de comunicação. O problema da reidentificação ou reaquisição consiste no processo de realização dinâmica da correspondência entre imagens extraídas por câmeras diferentes. A metodologia aqui desenvolvida utiliza técnicas de detecção de pontos de interesse e cor dos alvos por meio do espaço wavelet. A aplicação deste trabalho é importante para os modernos sistemas de segurança nos quais a identificação da presença de alvos no ambiente monitorado amplia a capacidade de atuação dos agentes de segurança em tempo real e fornece a localização de cada pessoa de forma imediata. Resultados satisfatórios foram alcançados através dos experimentos reais por meio dos pontos de interesse aplicados em grandes bases públicas de vídeos e imagens sintéticas com ruído. Palavras-chave: reidentificação, wavelet, rede de câmeras.
INTRODUCTION
In many video-surveillance applications, it is desirable to determine if a presently visible person has already been observed somewhere else in the cameras system. This kind of problem is commonly known as "object reidentification", and a general presentation of this field can be found for instance in (TU et al., 2007) . Re-identification algorithms have to be robust even in challenging situations caused by differences in camera viewpoints and orientations, varying lighting conditions, pose variability of persons, and rapid change in clothes appearance.
The proliferation of video cameras in public places such as airports, streets, parking lots and shopping malls can create many opportunities for business and public safety applications, including surveillance for threat detection, monitoring parking lots and streets, customer tracking in a store, assets movement control, detecting unusual events in a hospital, monitoring elderly people at home, optimization of employee placement etc.
These applications require the ability of automatically detecting, recognizing and tracking people and other objects by analyzing the video or image data. In spite that video surveillance has been in use for decades, the development of systems that can automatically detect and track people is still an active research area. Occlusion happens frequently due to the presence of other objects and traffic. Weather condition such as rain also causes severe changes in background as well as foreground.
RELATED WORK
Several studies have contributed to this theme, such as tracking methods presented in Wei et al. (2004) , Hamdoun et al. (2008 ), Morioka et al. (2006 and Park et al. (2006) , methods of persons detection as used in Pham et al. (2007) .
The novelty presented in this paper is the match of interest points, different from the methods developed (GHEISSARI et al., 2006 ) that uses matches among images (WEI et al., 2004 ) that uses biometric characteristics (PARK et al., 2006; MORIOKA et al., 2006; PHAM et al., 2007) and that uses color matches.
The approaches (HAMDOUN et al., 2008; PARK et al., 2006; CLEMENS et al., 2007) have limitation on the number of people to be reidentified, because when there is movement of people or cars a new target is inserted into the structure as it also occurs (HAMDOUN et al., 2008) that does not treat the movements of people as it is treated (GHEISSARI et al., 2006) .
The structure used in Clemens et al. (2007) for cars has a method of maintenance for removing unnecessary nodes, but this additional procedure has become a bottleneck in the system. In First, the operator sent a image with the interest target. This image is identified and described by robust local features. The object description is subsequently converted into an extremely compact representation, so called signature. This signature might further be communicated to the neighboring camera nodes. The objects seen in a camera node are again described and a specific signature for the object is created. The point correlation algorithm in each camera node compares the camera signatures with the operator signature and allows for efficient reidentification and tracking of the target through entire camera networks. Our approach different the approaches (HAMDOUN et al., 2008; PARK et al., 2006; CLEMENS et al., 2007) requires no topological knowledge of the environment, training standards of objects or data structure. Additionally, one major goal of our work was to use uncalibrated setups since multi-camera calibration is still a tedious task. The power of our approach is shown on the simulation of several traffic scenarios; first, a one-camera setup is considered in several scenarios and then a two-camera network is simulated; second, a scenario using synthetic images with several Gaussian noises. The results showed our approach was useful and motivate further research in the area of local features for object reidentification.
OBJECT REIDENTIfiCATION
As former mentioned, the entire object reidentification approach presented in this paper is solely based on local appearance features.
Although the usage of local features has some shortcomings, i.e. computational costs, minimum requirements on image quality, etc., and highly relies on robust matching methods, it has the advantage of being partially robust to image scale, rotation, affine distortion, addition of noise and illumination changes. By using a setup such as the proposed one, it is not necessary to tediously train classifiers for each camera or add information of additional cues or sensors. In the following, we shortly introduce our choice of local features and describe the point correlation algorithm.
Interest Point Detection
Interest point detection reduces the complexity of visual recognition, by determining the salient points in an image. A "point" actually refers to a region of the image with a regular shape, centered on a specific point. This regular shape may circular (or elliptical, if affine invariance is desired), or it may also be rectangular (a cruder approach that is more straightforward for calculations). Analyzing a region surrounding a point is necessary because a single pixel does not have enough information to be deemed interesting or uninteresting.
Only the points found with the interest point detector will be passed to the feature descriptor. This function performs two consecutive smoothings using a Gaussian, and finds the difference in the resulting images. This is efficient to compute because the smoothing is already necessary for building multiple scales in the image pyramid.
In this paper, we use the Bay et al. (2006) detector. This detector is a detection scheme that is faster than the Lowe. It relies on integral images robustness, yet can be computed and compared much faster. This detector have high repeatability.
Feature Description
In this stage, the interest points detected are descripted in color and SURF Description.
Color
This section describes how the feature vector by color is generated for given interest point. The first component of this feature vector is a histogram of the hue of the point. To overcome the sensitivity of HSV histograms to changes in illumination and shadows in outdoor scenes, we use the definition of hue which is invariant to brightness and Gamma (SWAIN; BALLARD, 1990 ). This definition of hue shown (SWAIN; BALLARD, 1990 ) for a given RGB color space is as follows:
This color is utilized in the signature generation process.
SURF Description
A feature descriptor attempts to characterize a region in a robust way that is invariant to natural 
Points Correlation
This method doesn't utilize vocabulary tree, 
Specification of the hardware used
The settings used in the experiments are 
Group 1: System evaluation using synthetic images

Syntethic images database
This database is formed by 26 images of 3D models people and 12 images of 3D models objects in a total of 38 different models from Google Sketchup software. The synthetic images are shown in Figure 3 . 
Feature vector formed by interest points
In Figure 4 
Feature vector formed by color
This feature vector is obtained in 3.2.1. In Figure 5 when the noise increases in the query image, the accuracy decreases, because the image noise is the random variation of brightness or color information in images. In other hand, the image becomes dithering. So, the color information is variant in differents noise levels.
However, it is perceived that there are several moments in which the feature is stable, in other words, the information color is invariant at the noise. In these cases the accuracy is constant.
But it is observed that the accuracy is 4% in the best case. This is unsatisfactory because it is below the worst case of the previous experiment.
This happens because the color is a feature variant at light, at noise insertion and principally of scale. On the other hand, the interest point is not formed by the color.
Feature vector formed by color and interest points
In Figure 6 , the threshold 0.7 becomes unrecognizable in some noises. In this case the color used in the feature vector influenced the matching to find false positives in all queries.
Therefore, this experiment is poor. 
Query database description
The query images were obtained from 
Reidentification Evaluation
It considers feature vector formed by interest points (64 and 128 dimensions) and the matching method using Laplacian signal. In this paper the reidentification considers at least corresponding 2 points between video frame and query image.
This article was examined on four thresholds 0.5, 0.6, 0.7 and 0.8.
This evaluation verified the accuracy of the features vector formed by interest points on the public video databases using the query images for each database. The result is shown in Figure 9 . In each testing, the approach localizes the query object through query object's interest points on one object or multiple objects obtained in the camera frame.
Points correlation Complexity
The points correlation complexity is formed by the number of q camera frame points and the number of points c of the query. Thus, the points correlation complexity is O(q * c). The work developed (HAMDOUN et al., 2008) uses in the recognition a kd-tree with complexity O(nlog n).
The number of points c obtained from one query image is less than the n points obtained in 21 images used with query in (HAMDOUN et al., 2008) . Thus, this points correlation method is more efficient than the recognition algorithm developed in (HAMDOUN et al., 2008) .
CONCLUSIONS AND FUTURE WORK
In this paper we presented a novel approach for object reidentification in the cameras system. environment is an activity that should be complemented in the future.
