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Abstract
We present highly resolved measurements of the near-wall temperature field in thermally
driven convection at a rough surface. Our measurements have been undertaken in a very large
experimental facility called the “Barrel of Ilmenau”. They provide a unique insight into the
local transport process at the interface between a hot solid surface and a surrounding fluid.
In order to probe the near-wall temperature field, we used a tiny micro-thermistor of 130 m
in diameter and 330 m in length with a response time τ70 of less than 150 ms. This sensor is
forty times smaller than the thickness of the boundary layer, and it permits a resolution better
than the typical Kolmogorov micro-scales that appear in our experiment. We demonstrate
that the heat flux enhancement generally observed at rough surfaces, basically results from
an increase of the local heat transfer coefficient at the top of the roughness elements. We
also shed light on the detailed physical process behind the transition in the scaling of the
global heat transfer relation Nu ∼ Raγ that has been observed beyond a critical Ra number
Rac. As reported by [Tisserand et al. Phys. Fluids 23, 015105(2011)], it already appears at
Rac ≈ 1010. We found this transition at rough surfaces to be attributed to two phenomena,
i) an earlier laminar-turbulent transition of the boundary layer at the top of the roughness
elements, and ii) a modification of the temperature field in between the obstacles.
1 Introduction
Thermal convection at a rough surface is a paradigm for a great variety of heat transfer processes in
natural and engineering environment. As well as in the case of a smooth surface, the temperature
field in the close vicinity of the wall is the key to understand and to predict the magnitude
of the convective heat flux from a solid body to a surrounding fluid. Although convection at
rough surfaces has been studied quite frequently in the past, experimental data being highly
resolved in space and time are rare and frequently obtained at very specific or badly reproducible
applications. Our work provides a set of temperature data obtained in confined natural convection
that meets such requirements. The particular aim of this work is to contribute to a more universal
understanding of such heat transfer processes and to improve their general predictability.
The heat transfer in many geophysical and engineering applications occurs at surfaces that are
not smooth. For instance, the heat exchange between an urbanized or tree covered landscape to
the atmosphere represent such a process. Nowadays, there is not yet a simplified and universal
model predicting the heat flux precisely. Since this quantity is one of the main contributions to
the total energy balance of the Earth, it directly affects the mean temperature in the atmosphere.
Hence, uncertainties in the prediction of the convective heat transfer rate bias the prognosis of
the global warming. Heat exchangers, in which rough surfaces increase the efficiency of the heat
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transfer represent another typical example with no less economical and ecological importance. For
instance, they are widely used in huge facilities to generate electrical energy, but they are also
installed in billions of households to produce heat using gas and oil burners. The literature on
this subject is as diverse as the specific applications of thermal convection at rough surfaces. It
is not our intension here, and probably it is even impossible, to give a comprehensive review on
the literature in this field. Instead, we will refer to a few typical examples from Geophysics and
Engineering as well as to a few fundamental studies that show the great diversity of studies done
in the past.
For instance, there are many publications in geophysical journals that address the convective
heat transfer between the Earth’s ground and the atmosphere. One of the first studies of this
subject has been carried out by Thom et al. [21], who investigated the fluxes of sensible and
latent heat over a level forested region. The authors applied the so-called aerodynamic method of
flux determination (a profile-gradient based model), but they had to conclude “that the complexity
and uncertainty of obtaining reliable flux estimates over tall vegetation by the aerodynamic model
preclude its use ...”. About one and a half decades later, Schumann proposed a simple and more
general model to describe a convective boundary layer above a homogeneously rough ground at zero
mean wind [18]. His model was derived from momentum and heat balances in the atmospheric
surface layer and incorporates closures based on Monin-Obukhov theory. It provides explicit
relations of the turbulent temperature as well as the velocity fluctuations with respect to the
vertical distance from the ground. Moreover, it proposes scaling laws Nu ∼ Raγ with γ being 1/3
for a smooth and 1/2 for a rough surface. In their paper, the authors also suggest a limit Rat to
discriminate between smooth and rough surfaces:
Rat > 560
(
H
z0
)8/3
, for Pr = 0.7. (1)
The Rayleigh, the Nusselt and the Prandtl number are defined as:
Ra =
βg∆ϑH3
νκ
, Nu =
q˙k
q˙d
, P r =
ν
κ
. (2)
In these definitions, the variable H is the interfacial layer of the atmosphere enclosing the layer
with the temperature inversion (or in a more general view the total thickness of the fluid layer), z0
is the height of the surface roughness, β is the thermal expansion coefficient, g is the gravitational
acceleration, ∆ϑ is the temperature drop across the fluid layer and ν and κ are the kinematic
viscosity and the thermal diffusivity of the fluid, respectively. The Nusselt number is defined as
the ratio between the convective and the diffusive heat fluxes q˙k and q˙d, the Prandtl number is the
ratio between the kinematic viscosity and the thermal diffusivity. In a more recent work, a group
of researchers calculated numerical simulations to investigate turbulent convection at periodic as
well as randomly structured rough surfaces [23]. The primary aim of this work was to understand
the effect of various kinds of roughness on the magnitude of the turbulent fluxes of heat and
momentum and how the shape of roughness may change the melting or the growth of the Arctic
see ice in the oceans. The authors developed a two-dimensional MPI code that is based on the
Lattice Boltzmann method, and they applied this code to channel flow and turbulent Rayleigh-
Be´nard convection. For the latter problem they found a variation of both, the scaling exponent γ
as well as the pre-factor C in the Nu = C Raγ scaling law and they identified an enhanced plume
production from the tips of the roughness elements to be the reason for this variation.
In the engineering community, the diversity of convective heat transfer problems at rough
surfaces is even broader. It covers convection at the outer side of buildings, the heat transfer in
heat exchangers or the cooling of turbines and power electronic circuits, just to mention a few
examples. In a recent work published in Applied Thermal Engineering, Palyvos investigated the
thermal losses from building surface or roof mounted solar convector to the ambient air due to wind
induced convection [12]. In this reviewing paper, the author critically discusses various existing
correlations to estimate the convective heat transfer coefficient of buildings, and he proposed
an own, alternative model. He also recognized that “almost all these correlations are based on
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empirical data and exhibit a significant lack of physical generality”. Consequently, Palyvos states
that “More realism is needed, i.e. field rather than laboratory measurements, as well as some sort
of standardization in the choice of such things as the wind velocity sensors or the measurement
topology, e.g. height above ground and/or distance from the fac¸ade wall or roof, etc. In this
way, a much smaller set of well proven and generally accepted correlations may emerge, which will
greatly help the designer/modeler.” Following the request towards more universality, Ghodake
investigated the enhancement of the convective heat transfer coefficient in heat exchangers with
various ribs numerically [5]. Using ANSYS CFD, the authors analysed different shapes of ribs
such as V-shaped, triangular and rectangular as well as semicircular ones. They also varied the
angle of attack of the flow. The most general conclusion of this, rather empirical case study, is the
hypothesis that the enhancement of the heat transfer is associated with an increase of separations
and reattachments over the ribbed wall. This boosts the fluid mixing, creates flow unsteadiness
and interrupts the development of the thermal boundary layer. Another study of the convective
heat transfer at rough surfaces which was dedicated to flat and finned heat sinks for the cooling of
semiconductors has been reported by a group of Italian researchers [27]. Unlike in the references
above, the authors investigated a grainy surface as to be formed from a direct metal laser sintering
process. Using a self-made test facility, they measured the convective heat transfer coefficient at
a great variety of surfaces with different grain. In particular, they deserve credit for developing
a theoretical model that is based on a surface fully covered by sand of uniform grain (as used in
[17]. The key idea of this general model is “to estimate the size of the eddies that dominate the
heat transfer close to the wall by a combination of the size of the roughness elements, i. e. kp and
ka (the peak surface roughness and the grain size diameter), and the viscous length scale η. In
the conclusion of their work, the authors state that the observed enhancement of the heat transfer
at grainy surfaces could not be explained by the increase of the effective surface area but must be
caused by a variation of the fluid-mechanical properties of the boundary layer.
While a great number of papers deals with specific applications of thermal convection at rough
surfaces, only a few publications focus on this problem from a rather fundamental perspective.
In the late 1960s, Townes & Sabersky and Gowen & Smith conducted laboratory experiments,
in which they investigated canonical model flows over rough surfaces [26, 6]. They measured the
temperature and the velocity field in the very thin convective boundary layer. But, the experiments
were insufficient to discriminate, e. g. between diffusive and turbulent transport because of the
lack of an adequate spatial and temporal resolution. In the last two decades it became also very
popular to study natural convection with rough surfaces in the so-called Rayleigh-Be´nard(RB) set-
up. This system consists of a fluid layer of the thickness H that is heated from below and cooled
from the top. Convection sets in due to the density difference between the hot fluid at the bottom
and the cold fluid at the top plate. Only two control parameters exist to describe the model flow
completely, the Rayleigh number Ra and the Prandtl number Pr (for the definitions see Eq. 2).
In many applications as well as in all laboratory experiments, the fluid layer is laterally confined
by sidewalls. In this case, the aspect ratio Γ , being the ratio between the lateral extent of the
fluid layer D and its thickness H completes the set of control parameters. The first researchers
who introduced roughness to the Rayleigh-Be´nard set-up were groups in Hongkong [19, 2] and
Lyon [1]. Shen et al. used a pair of rough plates structured by a lattice of square pyramids with
a fixed height hs and a fixed spacing ds = 2hs at their surface and build up RB experiments of
aspect ratios Γ = 1 and Γ = 0.5. They measured the near-wall temperature and velocity field
in these two test cells applying a special particle tracking technology that is based on thermo-
sensitive particles. In particular, they measured the temperature of the fluid as a function of the
vertical distance z from the horizontal plates using a small movable thermistor (Thermometrics,
AB6E3-B10KA202J). The essential result of their work is the discovery that the emission of
plumes completely changes compared against a smooth surface. Furthermore, they found that
the horizontal shear flow along the rough surface creates eddies in between the pyramids, which
enhances the detachment of thermal plumes and increase the total heat transport with respect
to the smooth surface. Furthermore, they found that this process does not change the exponent
γ = 2/7 in the Nu ∼ Raγ scaling law. Ciliberto and Laroche investigated spherical roughness
elements randomly or periodically arranged at the surface of the heated bottom plate. Unlike Shen
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et al., they reported an increase of the exponent to γ > 2/7 for randomly distributed obstacles. We
wish to mention here three more references on turbulent RB convection with roughness showing
the full discrepancy that actually exists on this field. Qiu et al. and Wei et al. reported an
increase of both, the exponent γ as well as the pre-factor C of the Nu = CRaγ relation [13, 29].
Roche et al. even observed an exponent γ = 0.5 in a RB cell with 110 m deep V-shaped grooves
at the top and bottom plates [15]. The cell was operated with gaseous Helium at a temperature
of about 5 K and the transition in the exponent starts at a Ra number of Ra ≈ 1012. The authors
explain the change in the scaling exponent with a laminar–turbulent transition of the boundary
layer. However, they could not verify this hypothesis, since direct measurements of the near-
wall flow field and, hence, the proof of the laminar-turbulent transition were not feasible in this
experiment. Another kind of roughness elements that are also used in our own experiment, has
been introduced by Tisserand et al. [22]. The researchers operated a water-filled RB cell at room
temperature and they prepared only the surface of the heated bottom plate with cubic-shaped
elements of a height corresponding to the thickness of the thermal boundary layer. The cuboids
were arranged in a square array of square plots with a period of twice the length (width) of the
elements. The particular idea of this, asymmetric cell was to compare the thermal impedances of
the lower half of the cell (rough) and the upper half of the cell (smooth), when they interact with
the same bulk flow. In summary of their measurements, the authors conclude that the convective
heat transport between a solid surface and a fluid is largely a local process and does virtually
not depend on the global structure of the flow. They also could confirm the observation from
all previous experiments that the enhancement of the Nusselt number exceeds the increase of the
surface area due to the roughness. Salort et al. and Liot et al. continued the work on this specific
roughness structure [16, 11]. In a collaborative work between the E´cole Normale Supe´rieure de
Lyon and the Technische Universitaet Ilmenau, the researchers measured the global heat transport
as well as the local temperature and the velocity fields in the vicinity of the rough surface. The
measurements of the global heat flux and a first, however poorly resolved measurement of the near-
wall temperature field has been undertaken in the Lyon water cell. The local velocity field has been
measured in the large-scale RB experiment called the “Barrel of Ilmenau”. Because of its large
size, the diameter amounts to 7.15 m and the height amounts up to 6.30 m, it actually provides
the best spatial resolution of any kind of boundary layer measurement in thermal convection at
very high Ra numbers. The aim of this joint work was to understand the specific mechanism, how
does the convective heat transfer at the rough surface get enhanced by the destabilization of the
boundary layer. In fact, the authors could validate that because of the roughness elements the
critical Ra number Rac decreases, and the boundary layer becomes turbulent. They also found a
significant heat transfer enhancement beyond this bound, although the scaling exponent γ does
not increase to the asymptotic limit γasymp = 0.5 as predicted by Goluskin & Doering in their
upper bound analysis [4]. Another systematic investigation of the effects of roughness geometry
on turbulent RB convection over rough plates has been reported by Xie & Xia very recently [30].
The authors applied pyramid-shaped roughness elements periodically distributed at both plates.
Their measurements cover Ra numbers between 7.5×107 < Ra < 1.3×1011 and Prandtl numbers
between 3.57 < Pr < 23.34. The authors of this paper classified the heat transport scaling into
three regimes. Regime 1 is considered to be the dynamically smooth regime with a Nu ∼ Raγ
scaling equally to the smooth case. In the Regimes 2 and 3, the scaling of the heat transport is
enhanced and the width-to-height ratio of the roughness elements controls the variation of the
scaling exponent. The authors also found that with increasing width-to-height ratio the clustering
and the lifetime of plumes grow at least in high Pr number fluids, like e. g. water.
Among this experimental work, there are also a few numerical studies in which thermal con-
vection problems at rough surfaces are addressed. The major challenge of any kind of Direct
Numerical Simulation (DNS) is to resolve the boundary layer flow field and, in particular, the fine
structure of the flow around the obstacles along with the turbulence in the strongly mixed bulk
region. In order to fulfill this requirement, a huge computational effort is needed. Many numerical
works are limited to two dimensions. Three of the very recent 2d DNS studies on convection with
rough surfaces have been published by Toppaladoddi et al. [24, 25] and Zhu et al. [31]. However,
it seems to be not trivial to transfer the results of these simulations to a real 3d geometry, since
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all kinds of roughness elements generate a strongly three-dimensional flow field near the surface
which significantly changes the convective heat flux between the surface and the fluid. One of the
rare examples of a 3d DNS has been reported by Stringano et al. [20]. He run a set of DNS for
thermal convection at a grooved structure, at whereby the grooves are arranged at the plate in
concentric rings. The simulations were performed in a cylindrical RB cell of aspect ratio Γ = 1/2
at Pr = 0.7 and cover a domain in Ra number between 2 × 106 < Ra < 2 × 1011. The results
show an increase of the scaling exponent γ if the thickness of the thermal boundary layer becomes
smaller than the groove height. Another, very recent numerical work on thermal convection at a
non-smooth solid-liquid interface has been published by Wagner & Shishkina [28]. They investi-
gated a cubic RB set-up with four parallelepiped shaped, large obstacles equidistantly attached
at the bottom and top plates. The height of the obstacles significantly exceeds the thickness of
the thermal boundary layer, which is in strong contrast to the work discussed above. Unlike in
all other work, the authors of this study found the increase of the heat flux at their particular
surface structure to be lower than the increase of the area caused by the obstacles. However, the
total heat flux is still higher compared with a smooth case, and it depends on the height and the
distance of the obstacles. The authors evaluated their hypothesis by means of the numerical data
up to a maximum Ra number Ra = 108, but they could not validate their data experimentally.
Without raising any claim of completeness of the references above, it can be stated that a great
variety of experimental, numerical and theoretical work on thermal convection at rough surfaces
has been done. The results of all this work almost coincide in the fact that the enhancement
of the heat transfer due to the surface roughness is larger than the pure increase of the surface
area (except the work of Wagner & Shishkina [28]). It also seems to be a consensus that the
roughness elements induce thermal plumes or even turbulence that increase the mixing in the
near-wall flow field. However, there is an obvious contradiction wether or not the scaling exponent
in the relation Nu ∼ Raγ changes to γ = 1/2, the asymptotic bound predicted for ultra high
Ra numbers. Furthermore, there is not yet a universal model meeting all the specific cases of
roughness that predicts the convective heat transfer coefficient with an adequate accuracy. An
undoubtedly very valuable contribution to derive such a model would be a better knowledge of the
local temperature field in the vicinity of the rough surface. This is the main approach of our work.
In this spirit, we provide a set of precise and highly resolved temperature data in the parameter
domain, where the roughness elements significantly modify the near-wall flow field and we will
compare this data with its counterpart from a smooth surface.
2 Experimental Set-up
2.1 Rayleigh-Be´nard cell
In order to obtain such data in a laboratory experiment, this experiment has to meet two require-
ments: i) the Rayleigh number has to be sufficiently high to trigger roughness effects in the near
wall flow field, ii) the temperature sensor must be much smaller than the characteristic length
scales in the boundary layer flow field. These are typically the thickness of the boundary layer
or the size of the roughness elements. In the large-scale Rayleigh-Be´nard experiment “Barrel of
Ilmenau” both requirements are fulfilled very well. A maximum Rayleigh number of Ramax = 10
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can be set. This is more than one order of magnitude higher than the transitional Ra number at
which roughness effects have been observed in the Lyon experiment [22]. At this Ra number, the
thickness of the boundary layer amounts to a few millimeters, but the temperature sensor that
we used for our measurements has a diameter of only 130 m, and a length of 330 m in length.
Hence, it is about 50 times smaller than the thickness of the boundary layer and permits a spatial
resolution that cannot be reached in any other existing RB cell. The “Barrel of Ilmenau” consists
of a well insulated container of cylindrical shape with an inner diameter of D = 7.15 m. It is
filled with fresh air. The Prandtl number Pr = 0.7 remains virtually constant over the entire
range of temperatures set during the measurements. A heating plate at the lower side release the
heat to the air layer and a cooling plate at the upper side remove it. Both plates are carefully
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Figure 1: Rectangular test section to measure the near-wall temperature field in turbulent
Rayleigh-Be´nard convection with one rough surface at the heating plate. The test section is
build in into the large-scale Rayleigh-Be´nard experiment “Barrel of Ilmenau”.
levelled perpendicular to the vector of gravity with an uncertainty of less than 0.15 degrees. The
thickness of the air layer H can be varied continuously between 6.30 m > H > 0.15 m by moving
the cooling plate up and down. The temperature of both plates can be set to values between
20◦C < Th < 80◦C (heating plate) and 10◦C < Tc < 30◦C (cooling plate). Due to the specific
design of both plates (for details see [3]), the temperature at their surfaces is very uniform and
the deviation does not exceed 1.5 % of the total temperature drop ∆T = Th − Tc across the air
layer. The variation of the surface temperature over the time is even smaller and remains below
±0.02 K. The sidewall of the model room is shielded by an active compensation heating system
to inhibit any heat exchange with the environment. Electrical heating elements are arranged be-
tween an inner and an outer insulation of 16 and 12 cm thickness, respectively. The temperature
of the elements is controlled to be equal to the temperature at the inner surface of the wall. In
order to test the efficiency of the system, we set the same temperature of 30.0◦C at the heating
and the cooling plates. In case that a heat flux throughout the sidewall exists, the temperature
of the interior of the cell would deviate, for outgoing heat towards a lower and for ingoing heat
towards a higher temperature. We have measured 29.9◦C indicating that the heat exchange with
the environment is very small and can be neglected.
Our study of convection reported here was undertaken in a smaller volume of rectangular base
area that has been separated from the large test section (see Fig. 1). The base area of the inset
(defined as x,y-plane) is 2.50 m by 0.625 m, its height (z-coordinate) is 2.50 m. As shown in Fig. 1,
the original heating and cooling plates of the large cylindrical test cell keep the inset sealed and
maintain the stable and well-defined boundary conditions at the bottom and the top of the air
layer. We covered the bottom plate with artificial roughness elements, so that our present inset
gets actually the same as reported in a recent publication where we investigated the near wall
velocity field [11]. The particular idea behind the slender, cuboid geometry with aspect ratios
Γx = 1 and Γ y = 0.25 is to create a quasi two-dimensional space, in which the orientation of the
global flow pattern is fixed with respect to the alignment of the roughness elements. One more
important benefit of this configuration with the smaller cuboid RB cell surrounded by the larger
cylindrical one is the almost perfect adiabatic boundary condition at the sidewall of the inner test
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Figure 2: Arrangement of the artificial roughness elements at the surface of the heating plate with
the temperature sensor placed above the Groove area (online: blue). The micro-thermistor is the
little dark pearl mounted between the lower tips of the two needles.
section. This is due to the fact that the vertical temperature profiles T (z) in the large container
and in the inner test section (see Fig. 1 are virtually the same. A heat flux throughout the sidewall
of the inner cell is, thus, impossible.
We created the roughness structure at the heating plate by sticking more than 400 little
Aluminum blocks at its surface. In order to maintain a uniform temperature of the surface, we
took particular care of a good thermal contact between the Aluminum blocks and the surface of
the plate. The obstacles with a size of d = 30 × 30 mm2 (base area) and h = 12 mm (height)
were arranged in a periodical distance of l = 2d as well in x as in y-direction (see Fig. 2). We
specified the height of the obstacles with respect to the typical thickness of the boundary layer
in the way that it is smaller at the lowest and larger at the highest Ra number adjustable in our
RB cell. The latter quantity has been estimated from the global relation δth = H/2Nu. The size
and the arrangement of the obstacles in the present work is scaled to fit the geometry and the
fluid-mechanical similarity with the Lyon experiment [22, 11]. They use a cylindrical cell with a
diameter of D = 0.50 m and a height of H = 1.00 m. The working fluid is water with a Prandtl
number Pr = 2.5...6.2. Due to the smaller size, the Lyon experiment is more flexible with respect
to a variation of the boundary conditions (no roughness, various shapes of roughness, single-sided
or double-sided roughness). Moreover, it is much better suited to measure the global heat flux
precisely and many interesting results has been obtained there. However, it is very difficult to
measure the local temperature field in the vicinity of the rough surface with high spatial and
temporal resolution. Particularly, this is related to the fact that the boundary layer is typically
about 2 mm thick in the Lyon RB cell and even the smallest, water-resistent temperature sensor
having a size of about 400 m, is too large to fully eliminate effects of spatial integration of the
temperature field.
2.2 Temperature measurement technique
The measurements reported here will close this gap. As shown in Fig. 2 (true-to-scale), the micro-
thermistor that we used to measure the local temperature is much smaller than both, the height
of the obstacles and the thickness of the thermal boundary layer, respectively. The temperature
sensitive element is the little dark pearl of ellipsoidal shape mounted between the lower tips of the
two needles. The typical Reynolds number of the local flow field around the sensor is of the order
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of Rel ≈ 1. This is an important quantity to estimate the effect of the sensor to the near-wall flow
field. The thermistor is connected via two 18 m wires to the conducting support left and right of
the sensor. In order to minimize a potential measurement error caused by the strong wall-normal
temperature gradients within the thermal boundary layer, the sensor and the connecting wires are
aligned parallel to the iso-surfaces of the mean temperature running parallel to the plate surface
[9]. The sensor support, a 4 mm rod of brass with the two needles at one side, is mounted at a
precise linear motion system with a position accuracy of 0.002 mm. The position at which the
sensor touches the surface of the plate, is defined as one half of its diameter or in absolute numbers
z = 0.065 mm. It can be found using a microscope camera.
Another specific requirement on temperature measurements in turbulent flows is the capability
of the sensor to track even the fastest temperature fluctuations in the flow. This does not only
depend on the properties of the sensor, but also on the characteristics of the flow around it. More
precisely, this is mainly related to the size and the advection velocity of the smallest vortices in the
turbulent flow. A good estimation for the required resolution in space and time are the Kolmogorov
microscales η = (ν3/ε)1/4 and τη = (ν/ε)
1/2 with ν and ε being the kinematic viscosity and the
rate of dissipation of turbulent kinetic energy, respectively. For the lower and the upper end of
the Ra number domain of our rectangular test section, Ra1 = 4.6×109 and Ra2 = 4.7×1010 - the
Kolmogorov length scales amount to η1 = 6.4 mm and η2 = 3.0 mm while the Kolmogorov time
scales are τη,1 = 2.7 s and τη,2 = 0.6 s, respectively. In order to resolve these scales, the sensor
has to be smaller and faster than these numbers. With respect to the size of our thermistor, this
demand is fulfilled very well. We also evaluated the response time of the thermistor in a simple
laboratory set-up shown in the left sub-figure of Fig. 3. The sensor was placed in a well-defined
flow, whose velocity can be set between 0.0 m/s and 1.0 m/s. This is the typical domain of flow
velocities close to the rough plate in our convection experiment. Using a Laser beam, we heated
the sensor up. Having achieved a steady state, we switched the Laser off, and we measured the
decay time. It is quite common to quantify this curve in a single value, at which the sensor has
achieved 70 % of the total jump between the high and the low temperature - the response time
τ70. We follow this and plot the response time of our micro-thermistor in the right sub-figure of
Fig. 3. For all flow velocities, even for the case that the surrounding air is in rest, the response
time is shorter than the Kolmogorov time scale, and thus, the sensor is capable to resolve even the
fastest temperature fluctuations in the boundary layer flow field. In addition to the measurement
of the response time, we calibrated the sensor against a primary standard thermometer of PT 100
type with an uncertainty of 0.02 K.
We also take care of a potential self-heating of the thermistor due to the injected current.
We operate the sensor in an active bridge configuration applying a very low sensor current of
I = 5 × 10−6 A. At this current, the measurement error due to the effect of self-heating is
estimated to be less than 0.01 K and, hence, below the calibration uncertainty. The output signal
of the bridge was acquired by a computer based measurement system with a sampling interval of
5 ms and a dynamic range of 18 bits giving a resolution of the temperature of 5 1/2 digits.
2.3 Measurement procedure
Our temperature measurements were undertaken in the same rectangular test section, as recently
used to study the velocity field at a rough surface. We chose the same Rayleigh numbers Ra1 =
4.6×109 and Ra2 = 4.7×1010 corresponding to temperature drops of ∆T = 3 K and ∆T = 40 K,
respectively. While Ra1 is below transitional effects may start to appear, Ra2 is beyond the
transition observed in the global heat flux in the Lyon experiment [22] as well as justified in the
near-wall velocity field in the Ilmenau cell [11]. We have undertaken our present temperature
measurements at the centre of the heated bottom plate. With respect to the installed roughness
pattern and the orientation of the mean flow, we define three distinct surface regions in our set-up
(cf. Fig. 2) that we refer to as: i) “Grooves” – these are the valleys in which the air flow is
virtually not disturbed by the obstacles, ii) “Notches” – these are the surface areas in between the
obstacles where the obstacles block the flow, and iii) “Top”–these are the upper surfaces of the
obstacles. We measured the temperature profiles T (z) at each of these surface regions, considering
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Figure 3: Laboratory set-up to measure the response time of the temperature sensor under well-
defined flow conditions (left sub-figure). Measured response time τ70 with respect to the flow
velocity (right sub-figure).
the strong variations that have been reported with respect to the measured velocity field [11].
Each of the profiles was measured point-by-point, moving the sensor in a vertical line away from
the surface of the plate. It is assembled from 35 different z-positions starting at z = 0.065 mm
(z/H = 2.6 × 10−5) and ending up at z = 147.66 mm (z/H = 0.059). Time series of 540,000
samples have been acquired over a period of 2700 s at every single position providing sufficient data
for an adequate statistical convergence. In the subsequent sections, we will discuss the data and
we will derive a few more general conclusions that describe the local heat transport in turbulent
convection with rough surfaces.
3 Results
3.1 Statistical analysis of the temperature field
One of the unquestionable results of all experimental work on convection at rough surfaces is the
fact that the increase of the heat flux is larger than the increase of the surface due to the roughness
elements (see e. g. Du & Tong [2] or Ciliberto & Laroche [1]). Our highly resolved temperature
measurements that start very close to the surface of the heating plate enable us, to investigate
the local temperature field and to quantify the local heat transport at distinct surface areas. To
this aim, we measured temperature profiles at all three surface regions “Groove”, “Notch” and
“Top” (cf. Fig. 2), and we compare the results with earlier measurements at a smooth surface.
The latter measurements have been undertaken in two different set-ups: i) in the full-size “Barrel
of Ilmenau” with a diameter of D = 7.15 m and a height of H = 6.30 m for the higher Ra number
Ra = 5.2× 1010, and ii) in a smaller inset of cylindrical shape with a diameter of D = 2.50 m and
a height of H = 2.50 m for the lower Ra number Ra = 3.4×109. The working fluid is also air with
a Pr number of Pr = 0.7 in these two experiments. The sensor and the measurement technique
used for the measurements at the smooth surface were the same as applied at the rough one. We
wish to refer here to two references [10, 3], where the reader will find more details on the facility
as well as the original data from both, the lower and the higher Ra number measurements.
We start our discussion with the profiles of the normalized mean temperature 〈Θ〉:
〈Θ〉 = (〈T (t)〉 − TB)/(TH − TB) (3)
versus the normalized distance (z/H) from the plate surface that are plotted in Fig. 4 for Ra1 =
9
Figure 4: Low Rayleigh number: Profiles of the mean temperature Θ(z/h) measured at the rough
surface at Ra1 = 4.6× 109, Top: black circles, Notch: black squares, Groove: black triangles, and
at the smooth surface (Ra = 3.4×109): open circles. The dashed vertical line at z/H = 4.8×10−3
indicates the height of the obstacles.
Figure 5: High Rayleigh number: Profiles of the mean temperature Θ(z/h) measured at the rough
surface at Ra2 = 4.7×1010, Top: black circles, Notch: black squares, Groove: black triangles, and
at the smooth surface (Ra = 5.2×1010): open circles. The dashed vertical line at z/H = 4.8×10−3
indicates the height of the obstacles.
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4.6×109 and in Fig. 5 for Ra2 = 4.7×1010. Here, the temperature T (t) represents the temperature
time series measured using the micro-thermistor at the various distances z from the surface of the
plate. TB is the so-called bulk temperature measured using a separate Resistance Temperature
Device (RTD) of PT 100 type in the center of the cell which is well mixed and of virtually uniform
temperature. TH is the temperature of the heating plate also measured using a RTD within the
plate. In order to plot all profiles in the correct geometric relation, we indicate the height of the
obstacles as a dashed vertical line at z/H = 4.8 × 10−3, and we shift the profile of the mean
temperature at the top of the obstacles by this height. At both Ra numbers, the temperature
gradient at the top of the obstacles, which is a direct measure of the local heat flux density
according to Fourier’s law
q˙ = −λ ∂〈T 〉/∂z|z=0, (4)
significantly exceeds as well the gradients in the Groove and the Notch as that gradient measured
at the smooth surface. This is a first conclusion of generality, the heat flux enhancement observed
at rough surfaces is mainly accounted for by an increase of the local heat transfer coefficient at
the top of the obstacles. And, this is true below and beyond the critical Ra number, at which a
transition in the scaling exponent γ was observed. For completeness, we have listed the numbers
in Table 1.
The transition of the scaling exponent γ beyond a critical Ra number Rac [1, 15, 13] represents
as well an interesting and not well understood feature of thermal convection at rough surfaces.
This is quite similar to RB convection with smooth plates, however, the transition starts at a much
lower Rac. Schumann provided a first approximation to predict its onset [18]. Applying Eq. 1 to
our measurements, we obtain a critical Ra number Rac = 560 (2500 mm/12 mm)
8/3 = 8.5× 108
as the bound for this transition. In an alternative manner, Du & Tong predicted the onset of
roughness effects at all, if the thickness of the boundary layer δT falls below the height of the
obstacles h [2]. Applying this prediction to our experiment, it means that δT must fall below
h = 12 mm. This appears at a critical Nu number Nuc = H/2h = 2500 mm/24 mm = 104. Since
comprehensive data of the scaling Nu ∼ Raγ at Pr = 0.7 is not available for a rectangular box
of two different aspect ratios and rough top and bottom plates, we estimate the corresponding
Ra number using the Grossmann-Lohse model that is developed for smooth boundaries [7]. We
obtain Rac = 5.6 × 109, which is only about half a decade higher than Schumann’s prediction.
From the work by [11], we also have a prediction, when roughness effects start to modify the heat
transport in our specific test section of rectangular shape. The authors of this work investigated
the velocity field in the Notch region and they found the fluid being confined within the Notch
below a critical Ra number, while there is a fluid exchange with the bulk flow beyond it. They
also analysed the scaling of the the local wall heat flux that they measured directly using heat
flux sensors. From both measurements, they found a consistent limit for the onset of roughness
effects which is as high as Rac = 1.5× 1010. This is in a fair agreement with the two predictions
by Schumann and Du&Tong, and the little differences with respect to those models might be a
consequence of the finite aspect ratio as well as specific geometry of the rectangular test section
with aspect ratios Γx = 1 and Γ y = 0.25.
In the work presented here, we wish to find out whether or not the transition observed in the
scaling of the local heat transport as well as in the local flow field in the Notch can be attributed
to a variation in the local temperature field and can we learn something more from our highly
resolved temperature measurements. To this end we plot the profiles of the mean temperature at
the Top of the obstacles in a semi-logarithmic manner (see Figure 6). The profiles are scaled by
the various thicknesses of the boundary layer at Ra1 and Ra2 (see Table 1) and thus, they are
directly comparable. We used the displacement thickness for this normalization that is defined as
δT =
∫ zmax
0
{
1−Θ(z)} dz. (5)
It is quite obvious that the profile at the higher Ra number significantly differs from those two at
the lower Ra number and at the smooth plate, respectively. The curve is steeper and in the flow
region 1 < z/δT < 10, it exhibits a logarithmic behavior. In particular, the latter fact is a typical
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∂〈Θ〉/∂(z/H)|z/H=0 ∂〈T 〉/∂z [Km−1] δT /H [×10−3] δT mm
Ra1 = 4.6× 109
Groove 562.1 255 4.394 10.99
Notch 514.9 238 4.691 11.72
Top 784.9 340 2.326 5.82
smooth 480.0 225 4.473 11.18
Ra2 = 4.7× 1010
Groove 848.9 4406 3.461 8.65
Notch 494.6 2790 4.466 11.17
Top 1048.2 5500 1.888 4.72
smooth 824.7 170 2.445 15.40
Table 1: Gradients of the mean temperature and (displacement) thickness of the thermal boundary
layer at the distinct areas at rough and smooth surfaces for two Rayleigh numbers. (Please note
that the dimensional temperature gradient as well as the dimensional thickness of the thermal
boundary layer at the smooth plate ar Ra2 = 4.7× 1010 are not fully comparable with the other
numbers since the total height of this experiment was H = 6300 mm instead of H = 2500 mm)
for all other measurements.
attribute of a turbulent boundary layer. In fact, the roughness elements shift the laminar-turbulent
transition of the boundary layer and, hence, the transition of the scaling exponent towards lower
Ra numbers with respect to the prediction in RB convection with smooth plates [7]. However, it
should be noted here as well that the variation of the scaling exponent γ is expected to be smaller
with respect to the transition in RB convection with smooth surfaces since the enhancement of
the local heat flux concerns only the Top region and, thus only one forth of the total surface area.
The interpretation of the measured mean temperature profiles in the Groove and the Notch
regions is not that easy and it seems to be hard to predict a quantitative effect of the observed
modification in the flow field to the scaling of the global heat transport. For the lower Ra number
Ra1 = 4.6×109, all profiles including the temperature gradients at the wall collapse fairly well with
each other and with the profile at the smooth plate (except of course that profile measured above
the Top). For the higher Ra number Ra2 = 4.7×1010, the profiles of the mean temperature exhibit
clear differences. In particular, in the region 0.001 < z/H < 0.048, the latter number corresponds
with the height of the roughness elements, those profiles are more flat compared with the reference
at the smooth plate. This indicates an enhancement of the convective heat transport 〈w′T ′〉, but
not necessarily a transition to a turbulent state of the boundary layer in the Groove and in the
Notch regions. In order to explain these variations of the temperature profiles, it might be useful
to have again a look back into the recent study of the velocity field undertaken in the same RB
cell with one rough surface [11]. The authors of this paper report a transition of the flow field in
the Notch, when the Ra number exceeds about Rac = 1.5×1010. For more clearness of the reader,
we re-plot Figs. 4 and 5 of that paper here. The figures show that the fluid remains confined
in the Notch below Rac, and it forms a little RB cell with a local Ra number of Ral1 ≈ 100.
This number is based on the height of the obstacles and the vertical temperature drop across the
Notch. It considerably remains below the stability limit Ras = 1707, at which Lord Rayleigh
and Jeffreys predicted the onset of convection in an laterally infinite fluid layer [14, 8]. However,
we found little temperature fluctuations in the Notch (to be discussed along with the profiles of
the standard deviation below), which indicates that heat is not only transported by diffusion. A
little fraction of convective transport also takes place at the lower Ra number. Beyond Rac the
situation in and around the Notch completely changes. The fluid is no longer trapped inside the
Notch and starts to leave it. This induces a much stronger convective transport process between
the fluid in the Notch and the fluid above the obstacles and significantly enhances the efficiency
of the heat transport. This becomes also visible in the gradient of the mean temperature, which
is much smaller than below the transition. The process, that which enables the fluid to leave
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Figure 6: Profiles of the mean temperature above the top of the obstacles at Ra1 = 4.6 × 109
(gray circles) and Ra2 = 4.7× 1010 (black circles) compared with the profile at the smooth plate
at Ra = 3.4×109 (open circles). The dashed line fits the profile at the higher Ra with a logarithm
according to Θ = 0.102 log(z/δT ) + 0.21.
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Figure 7: Mean velocity fields inside the Notch at Ra = 4.7 × 109 (left subfigure) and Ra =
4.0 × 1010 (right subfigure). The scale of the arrows is arbitrary and differs from one plot to
another to allow better visualization of the flow [11]
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Figure 8: Sketch of possible flow structure inside a Notch. (a) Thermally stratified, no convection,
(b) internal convection, no fluid exchange, (c) external convection with fluid exchange (original
Fig. 5 from [11])
the Notch at the higher Ra number, is mainly triggered by local shear forces due to the mean
wind, but it is also supported by local buoyancy forces within the notch. The latter ones can be
estimated again computing the local Ra number which amounts to Ral2 ≈ 1100. This value is
still below the stability limit. However, the velocity measurements show that both contributions
together are strong enough to trigger the exchange of fluid between the Notch and the mean flow.
The temperature profile in the Groove at the higher Ra number is also more flat than that at a
smooth surface. For this observation, we do not have an explicit explanation. However, it seems
to be very likely that the transition of the flow field in the Notch also affects the flow field in the
Groove.
In a next step, we are going to discuss the fluctuations, respectively the standard deviation
of the near-wall temperature field. The fluctuations are a specific signature of thermal plumes
are believed to contribute significantly to the heat transport process. We compute the standard
deviation of the temperature time series, and we normalize the result by the temperature drop
between the surface temperature of the heating plate and the temperature in the bulk:
std(Θ) =
1
TH − TB
√√√√ 1
N − 1
N∑
i=1
(Ti − 〈T 〉)2, (6)
We plot the profiles of the normalized standard deviation for both Ra numbers in the diagrams
of Fig. 9 and Fig. 10, respectively. Again, the profiles at the top of the obstacles are shifted by
∆(z/H) = 4.8 × 10−3. Since all profiles are scaled by the total temperature drop between the
heating plate and the bulk, they can be directly compared. In order to analyse some potential
variation of the flow with respect to the smooth case, we have added profiles of the temperature
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Figure 9: Low Rayleigh number: Profiles of the normalized standard deviation std(Θ(z/H)) at
various locations of the rough surface (Ra1 = 4.6× 109), Top: black circles, Notch: black squares,
Groove: black triangles, and at the smooth surface (Ra = 3.4 × 109): open circles. The dashed
vertical line at z/H = 4.8× 10−3 indicates the height of the obstacles.
fluctuations over a smooth surface.
We start discussing the lower Ra number case at Ra1 = 4.6× 109 (see Fig. 9). The profile of
the temperature fluctuations in the Groove collapse very well with that measured at the smooth
reference. This is not surprising and requires no further discussion, since the flow situation in
the Groove is quite comparable with the flow along a smooth plate. In contrast to this, the
fluctuations in the Notch are generally smaller, which can be explained by the confinement of the
fluid in between the obstacles and the decoupling of this fluid volume from the fully turbulent
mean wind (see Figs. 7 and 8). Beyond the height of the obstacles at (z/H) > 4.8 × 10−3 the
temperature fluctuations at all specific regions of the rough surface are generally smaller than
those at the smooth surface. This sounds a bit mysterious, since due to the obstacles with all their
corners and edges, we rather expected an opposite behavior. One potential explanation might
be the different geometry of the rough and the smooth cells. While the flow is locked in a single
direction in the rough (rectangular) cell, it has the freedom to change its orientation in the smooth
(cylindrical) one. The flow in the latter case is, thus, more complex and larger velocity fluctuations
are very likely. This must be reflected in the temperature field as well since both fields are strictly
coupled. Insofar, the observation discussed above, might rather be associated with the shape of
the cell than with the existence of roughness at the plate surface.
For the higher Ra number case, meaning beyond the transition in the global Nu(Ra) relation,
the profiles of the temperature fluctuations clearly differ from those measured at the lower Ra
number case case. The maximum of the fluctuations in the Groove is shifted from a position
above the height of the obstacles to a position in between them, indicating that the thickness of
the boundary layer really becomes smaller than the height of the obstacles. In this content, it is
also interesting to point out that the fluctuations in the Notch exhibit a buckle at z/H = 1.8×10−3.
This kink as well as the steeper increase of the profile very close to the wall are consequences of
the onset of the flow exchange within the Notch and the turbulent mean wind above the roughness
elements (cf. Fig. 7). With respect to the convective term 〈w′T ′〉, these are also indicators of a
generally more efficient heat transport than in the case of the lower Ra number.
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Figure 10: High Rayleigh number: Profiles of the normalized standard deviation std(Θ(z/H)) at
various locations of the rough surface (Ra2 = 4.7×1010), Top: black circles, Notch: black squares,
Groove: black triangles, and at the smooth surface (Ra = 5.2 × 1010): open circles. The dashed
vertical line at z/H = 4.8× 10−3 indicates the height of the obstacles.
A final interesting aspect that we are able to discuss in this section thanks to our highly resolved
temperature measurements, is the question, at which distance from the plate the flow “forgets”
the specific geometry of the surface. With respect to the profiles of the mean temperature and
the temperature fluctuations we identify this as the z-position, at which the “rough” profiles
collapse with the “smooth” case. Considering all the curves in Figs. 4, 5, 9, and 10, this point
can be roughly identified with a specific distance of twice the height of the obstacles. Insofar, it
is undoubtedly verified that the the enhancement of the convective heat flux due to an artificial
roughness of the solid surface is, at least in the domain of Ra numbers investigated here, associated
with a modification of the near-wall temperature field.
3.2 Temperature fluctuations and plume dynamics
In the preceding two sections, we have discussed some statistical quantities of turbulent RB convec-
tion with rough surfaces and we have compared the results with earlier measurements at smooth
surfaces. In this section, we wish to investigate the particular properties of the temperature fluc-
tuations, that are a signature of the evolution of thermal plumes at the roughness elements. In
particular close to the wall, where a strong, wall-normal temperature gradient appears, the fluctu-
ations directly reflect the underlying flow field. In so far, their analysis contributes to understand
the specific dynamics of the evolution of thermal plumes and the turbulent heat transport in the
near-wall flow region. Based on the discussion above and taking into account some observations
from previous work we wish to check a few particular quantities that potentially indicate a tran-
sition of the near wall flow field from a fluctuating, but still rather laminar to a turbulent flow
state. These aspects are designated in the following list.
There is a transition of the flow field in the Notch if the the Rayleigh number is increased from
Ra1 = 4.6× 109 to Ra2 = 4.7× 1010 (see Fig. 7).
A logarithmic region in the mean temperature profile above the top of the obstacles emerges at
the higher Rayleigh number Ra2 = 4.7× 1010 (see Fig. 6).
16
Figure 11: Histograms of the samples of the normalized temperature Θ(t) at various locations
of the rough surface. In all plots, the full and the dashed lines represent the rough case at
Ra2 = 4.7× 1010 and Ra1 = 4.6× 109, respectively. For comparison, we have added the smooth
case at Ra = 3.4 × 109 (dotted line). Upper row: Groove, intermediate row: Notch, lower row:
Top. From left to right z/H = 0.00234, z/H = 0.0048, and z/H = 0.0099 (z/H = 0.0048,
z/H = 0.0071, and z/H = 0.0096 for the lower row).
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In the Notch, the profile of the temperature fluctuations exhibits a “buckle” at Ra2 = 4.7× 1010
(cf. Fig. 10).
There is a hypothesis that the frequency and the dynamics of the plume emission at a rough
surface changes with respect to a smooth one (see [2]).
First, we analyse the probability density function of the temperature fluctuations. To this aim,
we plot selected histograms of the normalized temperature Θ(t) in Fig. 11. In all plots, the
dashed lines represent the lower Ra number case below the transitional effect sets in, the full
lines represent the higher Ra number case beyond the transition, and the dotted lines represent
the distribution of the samples at a smooth surface at Ra = 3.4 × 109. For reasons of clarity,
we only show the lower Ra number case for the smooth surface, since it equals the higher Ra
number case. All histograms are partitioned into 50 bins and they are normalized by the total
number of samples N within a single time series. For a more clear representation, we fitted the
discrete data points of the histograms by a spline function. Due to the uniform normalization of
all distributions, the histograms are directly comparable. The upper row shows the distribution
of the normalized temperature fluctuations within and above a Groove. We have chosen specific
distances of z/H = 0.00234 (left), z/H = 0.0048 (middle), and z/H = 0.0099 (right) to describe
the typical dynamics of the temperature field at the half, the full and the double height of an
obstacle (h = 12 mm). With respect to the typical flow situation in the Groove, it can be expected
that the temperature fluctuations in this flow region behave very similar at all three distances z/H
compared with the smooth plate. Solely, the distribution very close to the plate at z/H = 0.00234
and at the lower Ra number Ra1 = 4.6× 109 (left upper sub-figure is slightly shifted towards the
temperature of the heating plate Θ = 1. This might be an effect of a heat transport from the
sidewalls of the obstacles to the fluid flow in the Groove that distort the mean temperature field
close to the roughness elements. The probability distributions of the temperature in the Notch
(middle row) significantly differ from that of the smooth case. Independently, on whether or not
the critical Ra number for the transition of the local flow field is exceeded, the distributions at half
and full height of the obstacles are higher, narrower and clearly skewed towards the temperature of
the heating plate. There is also a difference between the low and the high Ra number distribution
at z/H = 0.00234 reflecting as well the transition of the flow field within the Notch as the
observed “buckle” in the profile of the temperature fluctuations. In the lower row, the histograms
of the temperature above the top of the obstacles is shown at z/H = 0.0048, z/H = 0.0071, and
z/H = 0.0096. This corresponds to positions next to the top surface of an obstacle, as well as
6 mm and 12 mm above. In particular, these plots are of interest, since they show the typical
distribution of the temperature fluctuations in the region, where the mean temperature profile at
the higher Ra number exhibits a logarithmic trend and where they significantly deviate from the
lower Ra number and from the smooth case.
Eventually, we wish to turn back to the hypothesis that roughness modifies the number and the
frequency of emitted plumes at the top of the obstacles. This modification is commonly reported
along with an increase of the global heat transport, however, the scaling exponent γ remains
unchanged. On the other hand, there are various experiments, in which the scaling exponent
γ changes, when a certain critical limit in Ra is exceeded. Among other experiments, such a
variation in γ has been also observed in the two equivalent RB cells in Ilmenau and Lyon [11]. It
seems to be clear that a laminar-turbulent transition of the boundary layer, even it appears only
locally at the Top of the obstacles, will definitely affect the scaling exponent (see Fig. 6). However,
it is not confirmed that a change in the dynamics of the plume evolution does the same. In the
subsequent discussion, we will focus on this we will particularly compare the plume dynamics at
smooth and rough surfaces. Although, there is no final definition what a thermal plume is, people
commonly consider fluid parcels that dissolve from the boundary layer at the heating (or cooling)
plate and which feature a higher (or lower) temperature with respect to the surrounding fluid as
such an event. Plumes arise as well at the smooth as at the rough surface and they significantly
affect the heat transport in thermal convection. If they arise more frequently, and/or their typical
characteristics, like their size or their energy content, change due to the roughness elements, they
modify the typical bahavior of the temperature fluctuations in the fluid layer close to the plate.
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More precisely, one would expect an increase of the temperature fluctuations and/or a shift of their
probability distribution towards the temperature at the plate surface. In this content, it might
be useful to remind the profiles of the normalized standard deviation std(Θ(z/H)), in particular
those measured beyond the height of the obstacles (z/H > 0.0048). These profiles are plotted in
Fig. 9 (low Ra number) and Fig. 10 (high Ra number) and as we already discussed above, the
temperature fluctuations are unexpectedly lower at the rough than at the smooth surface. The
effect is not very large and it is more pronounced for the lower Ra number case. For the higher Ra
number it almost vanishes and, in so far, there is no indication of significant higher plume activity
from analyzing the standard deviation of the temperature time series. The same holds for the
probability distribution of the temperature fluctuations that we plot for various distances from
the plate surface in Fig. 11. The most relevant curves are the measurements beyond the height of
the obstacles at z/H = 0.0099 shown in the right sub-figures. In all three diagrams representing
the distribution of the temperature fluctuations above the Groove, the Notch, and the Top region,
a significant difference between the two cases with the rough plate and the case with the smooth
plate appear. In summary, we can state that neither the profiles of the temperature fluctuations
nor the probability distributions indicate any signature of an enhanced plume activity or any
variation in their typical properties, at least for our specific roughness profile.
An even more sophisticated tool to study the dynamics of the temperature fluctuations in the
time domain is the transformation of the signal in a Fourier space. Such an analysis provides
the spectrum of the amplitude of the temperature fluctuations over the various frequencies. From
this, we may associate specific properties of the spectra obtained, like its slope, its cut off or
distinct peaks, with specific characteristics of the plumes and the underlying turbulent background.
Since plumes are believed to preferably arise at the Top of the obstacles, we run a Fast Fourier
Transformation (FFT) of selected temperature-time series above the roughness elements (TOP) for
our analysis. We focus on two specific distances above the top of the obstacles. With reference to
Fig. 6, we compute a first set of FFTs at z/δ ≈ 0.6, the normalized distance at which the profiles of
the mean temperature at Ra1 = 4.6×109 and Ra2 = 4.7×1010 obey their maximum difference. A
second set of FFTs has been computed for the distance z/δ ≈ 3.6, the position, at which the mean
temperature profile at Ra2 exhibits the logarithmic trend. In order to make the frequency spectra
at various Rayleigh numbers comparable, we scale the frequency f by the advection velocity 〈v〉
of the mean flow along the heated bottom plate and plot all spectra versus the wave number
k = 2pif/〈v〉. The specific velocities for this normalization amounts to 〈vTop,Ra1〉 = 0.12 ms−1,
〈vTop,Ra2〉 = 0.30 ms−1 for the rough surface [11] and 〈vSmooth,Ra=3.5e11〉 = 0.10 ms−1 for the
smooth case [10]. We plot the spectra at the smaller distance z/δ ≈ 0.6 above the top of the
obstacles in the upper diagram of Fig. 12 and the spectra at the larger distance z/δ ≈ 3.6 in the
lower diagram. For comparison, we add the spectra above a smooth surface at a slightly lower
Rayleigh number Ra = 3.4 × 109. As a reminder, the insets of both diagrams show the profiles
of the mean temperature for the two rough cases indicating the measurement positions that have
been Fourier transformed. In both diagrams the “rough” and the “smooth” spectra at the lower
Rayleigh number Ra1 almost collapse. This indicates that neither the evolution and the dynamics
of the plumes nor the spatial structure of the turbulent background flow is modified by the pure
existence of the obstacles. Only beyond the transition, at the higher Ra number Ra2, the spectra
at the rough surface exhibit differ from that at the smooth one. It exhibits a more flat slope
and the cut-off wave number - this is the point, at which the spectrum collapses with the noise
level - is about twice as high compared with the spectra at the lower Ra number. The flatter
profile and the higher cut-off wave number indicate faster and more intensive fluctuations of the
temperature (and the velocity) field. The factor of “two” in the kick-off wave number can be
interpreted as halving the typical size of the smallest turbulent structures that appear close to
the rough surface. This is much more than the decrease of the boundary layer thickness between
those two Ra numbers, which amounts to δT (Ra1) = 5.82 mm and δT (Ra1) = 4.72 mm (see
Table 1), respectively, and this confirms that a real transition of the boundary layer takes place.
On the other hand, we did not find any distinct bump over the entire spectra neither for the two
rough nor for the smooth case. The emission of plumes happen, thus, always randomly, and this
emission scheme is neither affected by introducing roughness elements nor by exceeding the critical
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Figure 12: Power spectra of the temperature fluctuations at z/δT = 0.6 (upper diagramm) and
z/δT = 3.6 (lower diagramm). The gray (online: blue) and the black lines represent the rough
case at Ra1 = 4.6 × 109 and Ra2 = 4.7 × 1010, respectively. For comparison, the spectra of
the temperature fluctuations above a smooth surface at Ra = 3.4 × 109 has been added as light
gray line (online: orange). The insets show the respective measurement positions in the mean
temperature profiles as detailed shown in Fig. 6.
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Ra number for the boundary layer transition at the rough surface.
4 Conclusions
We report highly resolved temperature measurements in turbulent Rayleigh-Be´nard (RB) convec-
tion with a rough surfaces. The measurements have been undertaken in a rectangular test section
at two Rayleigh numbers Ra1 = 4.6× 109 and Ra2 = 4.7× 1010. The particular idea of this work
is, to study the near-wall temperature field below and beyond a critical Rayleigh number Rac, at
which a transition in the scaling of the global heat transfer relation Nu ∼ Raγ has been observed
as well in our experiment as in an equivalent one with water that is operated by a group at the
E´cole Normale Supe´rieure de Lyon [11, 22]. We used a very tiny micro-thermistor of only 130 m in
diameter and 330 m in length for our measurements, which is about forty times smaller than the
smallest thickness of the boundary layer at the top of the obstacles. The high spatial resolution of
our measurements as well as the very short response time of the sensor, which are below the typical
Kolmogorov microscales that occur in our experiment, enable us to reveal a potential variation of
the local temperature field between the smooth and the rough cases as well as between the low
and the high Ra number rough cases.
In our work, we analysed profiles of the mean temperature and the temperature fluctuations
as well as the probability distribution of the temperature fluctuations at various locations with
respect to the roughness elements. Our measurements demonstrate that the heat flux enhancement
generally observed at rough surfaces results from an increase of the local heat transfer coefficient
at the top of the obstacles. We also show that the transition of the scaling exponent γ in the
global heat flux relation Nu ∼ Raγ can be attributed to a modification of the temperature field
at the top of the obstacles as well as in the flow regions in between them. Below a critical Ra
number Rac ≈ 1010, the profile of the mean temperature T (z) at the top of the obstacles basically
equals with that measured at a smooth surface. Beyond this point the profile tends to exhibit a
logarithmic trend, a typical signature of a turbulent boundary layer. The transition at the rough
surface appears at a critical Ra number of Rac ≈ 1010, which is about three to four orders of
magnitude lower than the limit that has been predicted for RB convection with smooth plates
[7]. The profiles of the mean temperature in the Notch and in the Groove changes as well beyond
the critical Ra number. In both flow regions, the gradients are smaller and we attribute this to
the onset of local convection that increases the local (and the global) heat transport. We also
observed that the variation of the temperature field due to the surface roughness only covers a
fluid layer with a thickness of about twice the height of the obstacles. Beyond this distance from
the wall, the temperature field above the rough surface is virtually unchanged if one compare it
with a smooth surface. In this far-wall region, neither the profiles of the mean temperature nor
the probability distribution of the temperature fluctuations show any significant differences.
We also check the hypothesis of Du & Tong , who discovered that the dynamics of the plume
emission at a rough surface change with respect to the smooth case [2]. While the mean tem-
perature field and the probability distribution of the fluctuations do not change, when roughness
elements have been installed the typical size of the plumes and the frequency of their emission
increases, however, even exceeding the critical Ra number for the transition of the boundary layer.
For our specific roughness structure of cubic obstacles in a l = 2d periodical distance, we do
not find any signature of a variation of the plume dynamics with respect to the introduction of
roughness elements as long as one remains below the transition. This is certainly in contrast to
the work, done by Du & Tong, but might be related to the different types of roughness elements.
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