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a b s t r a c t
This paper is a continuation of Dokuchaev and Novikov (2010) [8]. The interaction between
partial projective representations and twisted partial actions of groups considered in
Dokuchaev and Novikov (2010) [8] is treated now in a categorical language. In the case
of a finite group G, a structural result on the domains of factor sets of partial projective
representations of G is obtained in terms of elementary partial actions. For arbitrary G we
study the component pM ′(G) of totally-defined factor sets in the partial Schur multiplier
pM(G) using the structure of Exel’s semigroup. A complete characterization of the elements
of pM ′(G) is obtained for algebraically closed fields.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Advances in the study of partial actions and partial representations (see Introduction in [8]) suggested that a
cohomological theory should be developed which would fit these new concepts, created in the theory of operator algebras.
In particular, they should agreewith the notion of a twisted partial action introduced in the C∗-algebraic context by Ruy Exel
in [11] and adjusted to the abstract algebraic setting in [5]. As a first step, partial projective representations were introduced
and studied in [8]. Partially defined factor sets appear naturally, permitting to define the corresponding Schur Multiplier,
which is a commutative inverse semigroup. As such it is a semilattice of Abelian groups, called components. One of them is
especially interesting, namely that of the equivalence classes of those factor sets σ of partial projective representations of a
group G which are totally defined, i.e. dom σ = G× G. It contains the usual Schur Multiplier as a subgroup, but in general
does not coincide with it. The treatment essentially depends on Exel’s semigroup E(G), which governs the partial actions
of the group G (see [12]) and whose semigroup algebra KE(G), called partial group algebra, is responsible for the partial
representations of G (see [7]).
There is an interaction between partial actions and partial representations which has proved fruitful. Thus in [15] a
machinery was developed, based on this interaction, enabling to study representations and the ideal structure of partial
C∗-crossed products, and givingmore examples of prominent C∗-algebras which can be endowedwith non-trivial structure
of such crossed products. Moreover, the technique was used in [14] to define and study Cuntz–Krieger algebras for
arbitrary infinite matrices, and these ideas were also useful to C∗-algebras generated by crystals and quasi-crystals [2]. The
abstract algebraic counterparts of this interaction were considered in [4], permitting, in particular, to endow the algebras
KE(G), mentioned above, with crossed product structures, and showing that an essential part of elementary gradings of
the full algebra of matrices come from the crossed product structures determined by the so-called elementary partial
representations introduced in [10].More significant applications to graded algebras camewith the notion of a twisted partial
action and the corresponding crossed product in [11,5]. The importance of partial actions, partial representations and their
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relation was reinforced by Exel in [13] where, among other results, it was proved that given a field K of characteristic 0, a
group G and subgroups H,N ⊆ G with N normal in G and H normal in N, there is a twisted partial action θ of G/N on the
group algebra K(N/H) such that the Hecke algebra H(G,H) is isomorphic to the crossed product K(N/H) ∗θ G/N. More
recent algebraic results on twisted partial actions and corresponding crossed products were obtained in [1,6,19].
As for partial projective representations, their interaction with twisted partial actions was considered in [8]. As its fruit,
the factor sets of partial projective representation of a group G over a field K can be identified with the K -valued twistings
of partial actions of G on certain semigroups. This gives an indication that our notion of a partial projective representation
behaves nicely with respect to the concepts established previously. Moreover, as an application, this interaction gives an
alternative point of view to the partial factor sets, particularly useful when trying to understand their domains, which now
can be viewed as intersections of domains of the involved partial isomorphisms.
The present article is a continuation of [8], being the second part of the same study. First we clarify more the interaction
between partial projective representations and partial actions with K -valued twistings in Section 2. This is done now in the
categorical language. The category of partial projective representations of a group G and that of twisted partial actions of
G on certain semigroups are defined, and based on results in [8], a functor is determined which goes from the category of
partial projective representations to that of twisted partial actions, and another one going back in the opposite direction.
Insignificant restrictions on the categories give us a pair of adjoint functors, whereas a more significant restriction on the
considered partial projective representations results in a category equivalence (see Theorem 3). As a quick application of the
interaction, it is shown in Proposition 1 that given a partial projective representation Γ of a group G, the K -monoid Γ (G)
generated by the elements Γ (x), (x ∈ G), is inverse.
Since two categories enjoying a pair of adjoint functors are rather close and, moreover, equivalent categories come into
the picture, we may say that in some sense partial projective K -representations and partial actions with K -valued twistings
are two faces of the same phenomenon. These two faces should be kept in mind when trying to develop a cohomological
theory we are interested in. However, in order to accomplish this programme one needs to understand better our starting
point, i.e. the partial Schur Multiplier pM(G) of a group G. Partial factor sets having the same domain form a component of
pM(G) which is an Abelian group. In Section 3 we refine our knowledge of domains of partial factor sets by establishing a
structural result (Theorem4), given in terms of elementary partial actions and elementary partial representations introduced
in [10]. After having alternative points of view on the domains and tools to determine them, techniques are needed to
compute partial factor sets of a given component of pM(G). In order to elaborate on them we focus on the apparently most
important component of the partial SchurMultiplier, that of the equivalence classes of totally defined factor sets, mentioned
above.
It is clear from [8] that the partial factor sets heavily depend on the factor sets of the Exel’s semigroup E(G), however
their relation is not trivial. It is shown in Section 4 that a significant part of E = E(G) may be ignored, i.e. it is enough to
consider the factor sets of the semigroup E3, which is a quotient of E by a rather large ideal (see Proposition 2). Moreover,
the factor sets of E3 which give rise to the totally defined factor sets of partial projective representations of G are those
whose domains are determined by the zero ideal (see [8]). These factor sets of E3 form the Abelian group m0(E3) which
is one of the components of the Schur Multiplier of E3. Thus it is essential to describe m0(E3). In doing this we study first
the J-classes of E and E3 in Section 5 and then show in Section 6 how elements from different J-classes multiply in E3. This
permits to make in Section 7 a significant simplification in the case when the basic field K is algebraically closed: one may
consider only those factor sets from m0(E3) which are locally trivial, i.e. which are trivial when restricted to each J-class
as well as to a rather large subsemigroup D¯ of E3 (see Theorem 5). These locally trivial factor sets form the subgroup m′ of
m0(E3). The most technical Section 8 is devoted to the description of the elements ofm′ (see Theorem 6). This readily gives
us a description of the totally defined factor sets of G up to equivalence, which is done in Section 9. More precisely, one
only needs to consider those totally defined factor sets of G which come from m′. Such totally defined factor sets form the
subgroupm′′. A description of the elements ofm′′ then comes in a rather quick way from Theorem 6 (see Theorem 7). In the
last Section 10 we explain how the classical factor sets of a group G can be viewed as elements of m′′ in the form given by
Theorem 7.
2. The interaction between the partial projective representations and twisted partial actions
In all that follows, K will stand for a field and G will denote a group. Basic facts from Semigroup Theory shall be used
freely through the paper, and one may consult them in [3]. For reader’s convenience we recall some notions and facts from
[8]. Let M be a monoid, i.e. a semigroup with an identity element. A map ϕ : G → M respecting the identity elements is
called a (unital) partial homomorphism if for all x, y ∈ G
ϕ(x−1)ϕ(x)ϕ(y) = ϕ(x−1)ϕ(xy),
ϕ(x)ϕ(y)ϕ(y−1) = ϕ(xy)ϕ(y−1).
Our partial projective representations and twisted partial actions involve the concept of a K -cancellative monoid, the
most important example being the multiplicative semigroup MatnK of all n × n-matrices over K . By a K-semigroup we
mean a semigroup T with 0 and a map K × T → T such that α(βx) = (αβ)x, α(xy) = (αx)y = x(αy), 1x = x for any
α, β ∈ K , x, y ∈ T (here 1 = 1K ) and the zero of K multiplied by any element of T is 0 ∈ T . A K-cancellative semigroup
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is a K -semigroup T such that for any α, β ∈ K and 0 ≠ x ∈ T one has that αx = βx =⇒ α = β. We assume that a
homomorphism of K -semigroups is a K -map and that of monoids respects 1.
For a K -cancellative monoid M, we define the congruence λ by setting xλy (x, y ∈ M) exactly when x = αy for some
α ∈ K ∗, where K ∗ stands for the non-zero elements of K . Set ProjM = M/λ, and denote by ξ the natural homomorphism
ξ : M → ProjM. Observe that if we takeM = MatnK then Proj M = PMatnK , the semigroup of projective n× n-matrices
over K .
Definition 1. A partial projective representation of G into a K -cancellative monoid M is a map Γ : G → M such that
ξΓ : G → ProjM is a partial homomorphism.
Given a partial projective representation Γ : G → M, Theorem 3 from [8] ensures that there is a (unique) partially defined
map σ : G× G → K ∗, called the factor set of Γ , such that
dom σ = {(x, y) | Γ (x)Γ (y) ≠ 0},
and for all (x, y) ∈ dom σ
Γ (x−1)Γ (x)Γ (y) = Γ (x−1)Γ (xy)σ (x, y) and Γ (x)Γ (y)Γ (y−1) = Γ (xy)Γ (y−1)σ (x, y).
It is convenient to assume that σ is totally defined by setting σ(x, y) = 0 for each (x, y) ∈ G × G with Γ (x)Γ (y) = 0,
and maintain the symbol dom σ for the set of pairs (x, y) ∈ G× Gwith Γ (x)Γ (y) ≠ 0.Without loss of generality we shall
assume that Γ (1) = 1.
We proceed with the next:
Definition 2. Apartial action θ of a groupG on a semigroup S is a collection of two-sided ideals Sx ⊆ S (x ∈ G) and semigroup
isomorphisms θx : Sx−1 → Sx such that with arbitrary x, y ∈ G the following conditions are satisfied:
(i) S1 = S and θ1 is the identity map of S;
(ii) θx(Sx−1 ∩ Sy) = Sx ∩ Sxy;
(iii) θx ◦ θy(a) = θxy(a) ∀a ∈ Sy−1 ∩ Sy−1x−1 .
Let S be a K -monoid and θ a partial action of a group G on S such that each ideal Sx is a monoid and each θx is a
K -map. A K -valued twisting related to θ is a function σ : G× G → K such that
(iv) σ(x, y) = 0⇐⇒ Sx ∩ Sxy = 0 (x, y ∈ G);
(v) σ(x, 1) = σ(1, x) = 1 ∀x ∈ G;
(vi) Sx ∩ Sxy ∩ Sxyz ≠ 0 =⇒ σ(x, y)σ (xy, z) = σ(y, z)σ (x, yz) with x, y, z ∈ G.
We say that (θ, σ ) is a twisted partial action of G on S and the set of all pairs (x, y), x, y ∈ Gwith Sx ∩ Sxy ≠ 0 is the domain
of σ .
Given a twisted partial action (θ, σ ) of a group G on a K -monoid S, one defines the crossed product S ∗θ,σ G as follows.
Let L be the set {a ux : a ∈ Sx, x ∈ G}where the ux’s are symbols, i.e. L = ∪x∈G Sxux (disjoint union). Then amultiplication on
L can be defined by a ux · b uy = θx(θx−1(a)b)σ (x, y)uxy,which turns out to be associative (see [8]), so that L is a semigroup.
Then S ∗θ,σ G is the quotient semigroup L/I where I is the ideal {0 ux : x ∈ G}. It is readily seen that S ∗θ,σ G is a K -monoid
with zero and unity element 1Su1, moreover, if S is K -cancellative, then so too is S ∗θ,σ G.
Let G be a group, K a field,M a K -cancellative monoid and Γ : G → M a partial projective representation with factor set
σ : G× G → K . Set
ex =

Γ (x)Γ (x−1)σ (x−1, x)−1 if Γ (x) ≠ 0,
0 if Γ (x) = 0.
Then as it is shown in [8] the ex’s are pairwise commuting idempotents such that
Γ (x)ey = exyΓ (x) ∀x, y ∈ G, (1)
and
ex = 0⇐⇒ σ(x, x−1) = 0⇐⇒ Γ (x) = 0⇐⇒ Γ (x−1) = 0 ∀x ∈ G. (2)
Note that e1 = 1 as Γ (1) = 1, and taking y = 1 in (1) we have that
exΓ (x) = Γ (x) ∀x ∈ G. (3)
Notice also that
σ(x, x−1) = σ(x−1, x) ∀x ∈ G (4)
(see (21) in [8]).
Let further Γ (G) be the subsemigroup of M generated by the elements αΓ (x), α ∈ K , x ∈ G and S the (commutative)
subsemigroup of Γ (G) generated by αex, α ∈ K , x ∈ G. Set Sx = Sex. Clearly both Γ (G) and S are K -cancellative monoids
and Sx is a monoid with the identity element ex (obviously, Sx is also K -cancellative).
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We recall the following result (see [8, Theorem 6]):
Theorem 1. The maps θx : Sx−1 → Sx (x ∈ G) defined by
θx(a) =

Γ (x)aΓ (x−1)σ (x−1, x)−1 if Sx−1 ≠ 0,
0 if Sx−1 = 0,
form a partial action θ = θΓ of G on S, the factor set σ is a twisting related to it and the map
ψ : S ∗θ,σ G ∋ aux → aΓ (x) ∈ Γ (G)
is an epimorphism of semigroups.
Let θ be a twisted partial action of G on a K -cancellative monoid T with twisting σ . Thus each ideal Tx is generated by a
central idempotent, which shall be denoted by 1x. It follows that Tx ∩ Ty = TxTy = T1x1y and more generally,
Tx1 ∩ · · · ∩ Txs = T1x1 · · · 1xs .
We also have
θx(1x−11y1z) = 1x1xy1xz ∀x, y, z ∈ G, (5)
(see (39) in [8]) and, in particular, θx(1x−11y) = 1x1xy. It easily follows that
θx(1x−11y1z · · · 1v) = 1x1xy1xz · · · 1xv ∀x, y, z, . . . , v ∈ G. (6)
The next fact was proved in [8, Theorem 8].
Theorem 2. The map Γθ : G → T ∗θ,σ G, defined by Γθ (x) = 1xux, is a projective partial representation whose factor set is σ .
It follows from Theorems 1 and 2 that given a partial projective representation Γ of G into a K -cancellative monoid M
whose factor set is σ , there exists a partial action θ = θΓ of G on the K -submonoid S of Γ (G) such that σ is a twisting for
θ, and the map Γθ : G ∋ x → 1xux ∈ S ∗θ,σ G (in this case 1x = ex) is a partial projective representation with factor set
σ .Moreover, there exists an epimorphism of K -monoids ψ : S ∗θ,σ G → Γ (G) ⊆ M such that in view of (3) the following
triangle is commutative:
G
M S ∗θ,σ G.
ΓθΓ
ψ✛
❅
❅
❅
❅❘
 
 
 
 ✠
Thus, in a certain sense, the partial projective representation Γ can be recovered from Γθ via ψ. It is reasonable to give the
next:
Definition 3. Let Γ : G → M and Γ ′ : G → M ′ be partial projective representations. A morphism from Γ to Γ ′ is a
homomorphism of K -monoids ϕ : M → M ′ such that the triangle
G
M ′ M
ΓΓ ′
ϕ✛
❅
❅
❅
❅❘
 
 
 
 ✠
is commutative. If such a ϕ is an epimorphism then we say that our morphism of partial projective representations is an
epimorphism, and we similarly define monomorphisms and isomorphisms of partial projective representations.1
Thus the aboveψ gives an epimorphism fromΓθ : G → S ∗θ,σ G toΓ : G → Γ (G).Note also that ifM = M ′ = MatnK and ϕ
is an algebra automorphism, then ϕ is inner by the Skolem–Noether Theorem, andwe obtain the usual notion of equivalence
of representations (which are partial and projective in our case).
The morphism of partial projective representations Γ → Γ ′ determined by ϕ : M → M ′ as above, shall be denoted by
the same symbol ϕ. Since ϕ : M → M ′ is a K -map, applying it to both sides of the equality
Γ (x−1)Γ (x)Γ (y) = Γ (x−1)Γ (xy)σ (x, y)
1 Evidently these are not definitions in the categorical sense. For the latter we use the terms epic and monic (see the subsequent comments concerning
categories AdjPprG and AdjTwPaG).
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for any (x, y) ∈ dom σ ′,we conclude using Theorem 3 from [8] and the K -cancellative property ofM ′ that
σ(x, y) = σ ′(x, y) ∀(x, y) ∈ dom σ ′, (7)
and in particular
dom σ ′ ⊆ dom σ .
In view of Definition 3we can consider the category of partial projective representations ofG into K -cancellativemonoids
and theirmorphisms.Wedenote this category byPprG. IfΓ : G → M is an object of this category then itwill be also denoted
by (Γ ,M), or simply by Γ ifM is clear from the context. Observe that if the partial projective representations Γ : G → M
and Γ ′ : G → M ′ are such thatM = Γ (G) andM ′ = Γ ′(G), then the set of the morphisms HomPprG(Γ ,Γ ′) is either empty
or consists of a single element, which is necessarily an epimorphism. A partial projective representation Γ : G → M shall
be called adjusted ifM = Γ (G). The full subcategory of the adjusted partial projective representations and their morphisms
will be denoted byAdjPprG.Note that since there are no parallel arrows inAdjPprG, eachmorphism in this category is both
monic and epic. On the other hand, one can easily give examples of morphisms which are not monomorphisms. Indeed, let
G ≠ 1 be any finite group and Γ : G → GLn(K) its regular matrix representation (n = |G|). Then each Γ (x) is a monomial
matrix whose entries are 0 and 1. Let further Γ ′ : G → K ∗ be the trivial group homomorphism, i.e. Γ ′(x) = 1 ∈ K for all
x ∈ G. SetM = ∪x∈GKΓ (x) andM ′ = K . Then changing the co-domains, the maps Γ : G → M and Γ ′ : G → M ′ are objects
in AdjPprG (with trivial factor sets). Since KΓ (x) ∩ KΓ (y) = 0 for any x ≠ y, the map ϕ : M ∋ α Γ (x) → α ∈ M ′ is a
well-defined homomorphism of K -monoids, and ϕ determines a morphism Γ → Γ ′ which is not a monomorphism.
In Theorem 7 of [8] (see the proof) partial projective matrix representations are considered which satisfy the following
property:
SxΓ (x) ∩ SyΓ (y) = 0 for any x, y ∈ G, x ≠ y.
Partial projective representations satisfying this property shall be called separating. In what follows SePprG will stand for
the full subcategory of the separating partial projective representations and their morphisms, whereas that of the adjusted
and separating partial projective representations and their morphisms shall be denoted by AdjSePprG.
Similarly one can define the category PaG of the partial actions of G on K -cancellative monoids and their morphisms
according to the following:
Definition 4. Let θ = {θx : Tx−1 → Tx (x ∈ G)} and θ ′ = {θ ′x : T ′x−1 → T ′x (x ∈ G)} be partial actions of G on the
K -cancellative monoids T and T ′ respectively. A morphism from θ to θ ′ is a homomorphism of K -monoids ϕ : T → T ′ such
that for each x ∈ G one has ϕ(Tx) ⊆ T ′x and the square
Tx−1 Tx
❄ ❄
T ′x−1 T
′
x
ϕϕ
θ ′x
θx
✲
✲
is commutative. Such a morphism shall be called an epimorphism if each restriction ϕ : Tx → T ′x (x ∈ G) is onto, and one
similarly defines monomorphisms and isomorphisms of partial actions.
Note that isomorphisms of partial actions of groups on algebras and isomorphisms of partial representations of groups in
algebras were considered in [4] under the term ‘‘equivalence’’. We shall also consider the category TwPaG of twisted partial
actions of groups on K -cancellative monoids in which the morphisms are defined as follows:
Definition 5. A morphism of twisted partial actions ϕ : (θ, σ ) → (θ ′, σ ′), with θ = {θx : Tx−1 → Tx (x ∈ G)} and
θ ′ = {θ ′x : T ′x−1 → T ′x (x ∈ G)}, is a morphism of partial actions ϕ : θ → θ ′ such that each restriction ϕ : Tx → T ′x (x ∈ G) is
a homomorphism of monoids and
ϕ(Tx ∩ Txy) ≠ 0 =⇒ σ(x, y) = σ ′(x, y) (x, y ∈ G). (8)
Assume that there is a morphism ϕ : (θ, σ ) → (θ ′, σ ′), and using the above notation write Tx = T1x and T ′x = T ′1′x
(x ∈ G). Since morphisms of monoids preserve the identity elements, it follows that ϕ(1x) = 1′x for any x ∈ G, and
consequently
Tx = 0 =⇒ T ′x = 0.
More generally,
Tx ∩ Ty ∩ · · · ∩ Tz = 0 =⇒ T ′x ∩ T ′y ∩ · · · ∩ T ′z = 0 (x, y, . . . , z ∈ G), (9)
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as Tx ∩ Ty ∩ · · · ∩ Tz = T1x1y · · · 1z and T ′x ∩ T ′y ∩ · · · ∩ T ′z = T ′1′x1′y · · · 1′z . In particular, T ′x ∩ T ′xy ≠ 0 =⇒ Tx ∩ Txy ≠ 0 and
thus
dom σ ′ ⊆ dom σ .
Moreover, (8) means that
σ(x, y) = σ ′(x, y) ∀(x, y) ∈ dom σ ′.
Note also that if ϕ is a monomorphism, then
Tx ∩ Ty ∩ · · · ∩ Tz = 0⇐⇒ T ′x ∩ T ′y ∩ · · · ∩ T ′z = 0 (x, y, . . . , z ∈ G).
A twisted partial action of G on T shall be called adjusted if T is generated by the elements α1x (α ∈ K , x ∈ G). Any
twisted partial action (θ, σ ) of G on T can be ‘‘adjusted’’ replacing T with the submonoid T˜ generated by the elements α1x
(α ∈ K , x ∈ G). In doing this, we set T˜x = T˜ · 1x, and it is directly verified, using (6) that the isomorphisms Tx−1 → Tx
restrict to the isomorphisms T˜x−1 → T˜x, x ∈ G, constituting a partial action θ˜ of G on T˜ . Evidently
Tx ∩ Ty ∩ · · · ∩ Tz = 0⇐⇒ T˜x ∩ T˜y ∩ · · · ∩ T˜z = 0 (x, y, . . . , z ∈ G)
and σ is a twisting for θ˜ . The twisted partial action (θ˜ , σ ) shall be called the adjustment of (θ, σ ). The category of adjusted
twisted partial actions of G on K -cancellative monoids and their morphisms shall be denoted by AdjTwPaG. Note that given
two adjusted twisted partial actions (θ, σ ) and (θ ′, σ ′), the set HomAdjTwPaG(θ, θ
′) is either empty or consists of a single
element which is necessarily an epimorphism. Similarly as in the case of AdjPprG, one can note that each morphism in
AdjTwPaG is both monic and epic.
Using the above concepts we can describe the interaction between partial projective representations and twisted partial
actions in the following way:
Theorem 3. (i) There is a functor PprG → AdjTwPaG which takes any Γ ∈ Ob PprG to θΓ as given in Theorem 1.
(ii) There is a functor TwPaG → SePprG which takes any θ ∈ Ob TwPaG to Γθ as in Theorem 2. Moreover, Γθ is adjusted if θ
is adjusted.
(iii) For each Γ ∈ Ob PprG there is a morphism ΓθΓ → Γ which is an epimorphism if Γ is adjusted and it is a monomorphism
if Γ is separating. In particular, it is an isomorphism if Γ ∈ ObAdjSePprG.
(iv) For each θ ∈ Ob TwPaG there is a monomorphism θΓθ → θ, which is an isomorphism if θ is adjusted. In any case we have
θΓθ ∼= θ˜ , where θ˜ is the adjustment of θ.
(v) The restrictions of the functors from (i) and (ii) establish an equivalence of the categories AdjSePprG and AdjTwPaG.
(vi) The restriction AdjPprG → AdjTwPaG of the functor from (i) is right adjoint to the restriction AdjTwPaG → AdjPprG of
the functor from (ii).
Proof. (i) Let (Γ ,M) ∈ Ob PprGwith factor set σ . Then by Theorem 1we have the twisted partial action (θΓ , σ ) of G on S,
θΓ = {θΓx : Sx−1 → Sx (x ∈ G)}, Sx = Sex. Since S is generated by the elements αex (α ∈ K , x ∈ G), it follows that (θΓ , σ )
is adjusted. This explains how our functor works on the objects.
In order to give its effect on the morphisms take (Γ ′,M ′) ∈ Ob PprG and let ϕ ∈ HomPprG(Γ ,Γ ′). Denote by σ ′ the
factor set ofΓ ′. Thenwe also have the twisted partial action (θΓ ′ , σ ′) of G on S ′, θΓ ′ = {θΓ ′x : S ′x−1 → S ′x (x ∈ G)}, S ′x = S ′e′x.
Since ϕ ◦ Γ (x) = Γ ′(x) for any x ∈ G, we have that ϕ(S) = S ′, ϕ(ex) = e′x, ϕ(Sx) = S ′x, x ∈ G. Keeping in mind (2) and
the definition of θΓ and θΓ
′
as given in Theorem 1, we see that ϕ(θΓx (a)) = θΓ ′x (ϕ(a)) for any a ∈ Sx−1 , x ∈ G, so that
the restriction ϕ : S → S ′ gives us a morphism of partial actions such that each ϕ : Sx → S ′x is a morphism of monoids
(ex → e′x).
We have by (7) that σ(x, y) = σ ′(x, y) for each (x, y) ∈ dom σ ′. Because ϕ(Sx ∩ Sxy) = ϕ(Sexexy) = S ′e′xe′xy = S ′x ∩ S ′xy
we have that ϕ(Sx ∩ Sxy) ≠ 0 exactly when (x, y) ∈ dom σ ′, and this yields that ϕ : S → S ′ is a morphism of twisted partial
actions.
(ii) Given (θ, σ ) ∈ Ob TwPaG, with θ = {θx : Tx−1 → Tx (x ∈ G)}, Tx = T1x, Theorem 2 says that the map Γθ :
G ∋ x → 1xux ∈ T ∗θ,σ G is a partial projective representation with factor set σ . It is evident from the definition of crossed
products that Txux ∩ Tyuy = 0 for any x ≠ y, x, y ∈ G, so that Γθ is separating. This tells us how the functor operates
on the objects. Now take (θ ′, σ ′) ∈ Ob TwPaG, with θ ′ = {θ ′x : T ′x−1 → T ′x (x ∈ G)}, T ′x = T ′1′x, and suppose that
ϕ : (θ, σ )→ (θ ′, σ ′) is a morphism of twisted partial actions. Since ϕ(Tx) ⊆ T ′x for any x ∈ G,we may consider the map
φ : T ∗θ,σ G ∋ aux → ϕ(a)u′x ∈ T ′ ∗θ ′,σ ′ G.
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Given any aux, buy ∈ T ∗θ,σ G,we see that
φ(aux)φ(buy) = ϕ(a)u′xϕ(b)u′y = θ ′x(θ ′x−1(ϕ(a))ϕ(b))σ ′(x, y)u′xy
= θ ′x(ϕ(θx−1(a)b))σ ′(x, y)u′xy = ϕ(θx(θx−1(a)b))σ ′(x, y)u′xy,
and
φ(aux · buy) = ϕ(θx(θx−1(a)b))σ (x, y)u′xy.
If ϕ(Tx ∩ Txy) ≠ 0 then by (8) one has σ(x, y) = σ ′(x, y), and consequently φ(aux)φ(buy) = φ(aux · buy). Otherwise,
ϕ(θx(θx−1(a)b)) ∈ ϕ(Tx∩Txy) = 0 andhenceφ(aux)φ(buy) = 0 = φ(aux·buy). Thismeans thatφ respects themultiplication.
Since ϕ is a K -map and preserves the unity elements of the monoids, it follows that φ is a homomorphism of K -monoids.
Moreover,
φ(Γθ (x)) = φ(1xux) = 1′xu′x = Γθ ′(x)
for any x ∈ G. This yields that φ gives a morphism Γθ → Γθ ′ .
Finally, assume that θ is adjusted. Taking arbitrary aux ∈ T ∗θ,σ G, a ∈ Tx, x ∈ G, we have a = α1x1y · · · 1z (y, . . . , z ∈
G, α ∈ K).Hence aux = α1y · · · 1zu11xux.Moreover, 1yu1 = σ(y, y−1)−11yuy ·1y−1uy−1 = σ(y, y−1)−1Γθ (y)Γθ (y−1) for any
y ∈ G, so that aux = βΓθ (y)Γθ (y−1) · · ·Γθ (z)Γθ (z−1)Γ (x) for an appropriate β ∈ K , and we conclude that Γθ is adjusted.
(iii) It follows from Theorems 1 and 2, that given any Γ ∈ Ob PprG there is a morphism ΓθΓ → Γ which is an epimorphism
if Γ is adjusted. The morphism is given by ψ : S ∗θ,σ G ∋ aux → aΓ (x) ∈ Γ (G). Suppose that Γ is separating. Then
ψ(aux) ≠ ψ(buy) for x ≠ y, 0 ≠ a ∈ Sx, 0 ≠ b ∈ Sy. Assume that ψ(aux) = ψ(bux) with a, b ∈ Sx ≠ 0. Then multiplying
the equality aΓ (x) = bΓ (x) by Γ (x−1) from the right, we obtain aexσ(x−1, x) = bexσ(x−1, x) in view of the definition of
ex. Note that σ(x−1, x) ≠ 0 in view of (2). Then a = b as a = aex and b = bex. Hence ψ is injective, as desired.
(iv) Let (θ, σ ) ∈ Ob TwPaG,with θ = {θx : Tx−1 → Tx (x ∈ G)}, Tx = T1x and let θ˜ be the adjustment of θ.With respect to
the partial projective representation Γθ : G → T ∗θ,σ Gwe have, keeping in mind (4), that ex = Γθ (x)Γθ (x−1)σ (x, x−1)−1 =
1xux ·1x−1ux−1σ(x, x−1)−1 = 1xu1, and thus (θΓθ , σ ) is a twisted partial action ofG on S = T˜ u1 ⊆ T ∗θ,σ G.Weevidently have
an isomorphism of K -monoids S ∋ au1 → a ∈ T˜ which restricts to an isomorphism of K -monoids Sx = Sex = T˜xu1 → T˜x
for each x ∈ G. Furthermore, for a ∈ T˜x−1 one has that
θΓθx (au1) = Γθ (x)au1Γθ (x−1)σ (x, x−1)−1 = 1xuxau11x−1ux−1σ(x, x−1)−1
= 1xuxa1x−1ux−1σ(x, x−1)−1 = θx(a)u1.
Consequently, the isomorphism of monoids S → T˜ gives an isomorphism of twisted partial actions (θΓθ , σ )→ (θ˜ , σ ), and
the composition of S → T˜ with the embedding T˜ ⊆ T gives us the desired monomorphism θΓθ → θ. The rest of (iv) is
evident now.
(v) It is enough to recall that the set of morphisms between any two objects of AdjSePprG is either empty or consists
of a single element, and the same is true for the set of morphisms between objects of AdjTwPaG. Thus the restriction
AdjSePprG → AdjTwPaG of the functor given in (i) is full and faithful, and the same is true for the restriction AdjTwPaG →
AdjSePprG of the functor from (ii). Item (v) follows then from (iii) or (iv).
(vi) For∆ = (∆, σ ) ∈ ObAdjPprG and ϑ = (ϑ, σ ′) ∈ ObAdjTwPaG one needs to give a bijection
ηϑ,∆ : HomAdjPprG(Γϑ ,∆)→ HomAdjTwPaG(ϑ, θ∆)
which is natural in both ϑ and ∆. We know that each of these sets of morphisms is either empty or consists of a single
element. Therefore it is enough to show that HomAdjPprG(Γϑ ,∆) = ∅ exactly when HomAdjTwPaG(ϑ, θ∆) = ∅. Then ηϑ,∆
will be uniquely determined and its naturality in ϑ and∆will be immediate.
Suppose that HomAdjPprG(Γϑ ,∆) is not vacuous. By (i) the morphism Γϑ → ∆ gives rise to a morphism θΓϑ → θ∆. On
the other hand, by (iv) there exists an isomorphism θΓϑ → ϑ whose inverse can be composed with θΓϑ → θ∆, resulting
in a morphism ϑ → θ∆. Hence HomAdjTwPaG(ϑ, θ∆) is not vacuous too.
Conversely, suppose that HomAdjTwPaG(ϑ, θ
∆) ≠ ∅. Then its single element gives us by (ii) a morphism Γϑ → Γθ∆ .
Moreover, by (iii) there exists a morphism Γθ∆ → ∆, and composing these two maps we obtain a desired morphism
Γϑ → ∆, so that HomAdjPprG(Γϑ ,∆) ≠ ∅.We have shown that HomAdjPprG(Γϑ ,∆) is not vacuous if and only if so too is
HomAdjTwPaG(ϑ, θ
∆), and this completes our proof. 
Next we point out the following fact:
Proposition 1. (i) Let S be an inverse K-cancellative monoid. Then for any twisted partial action (θ, σ ) of G on S the (K-
cancellative) monoid S ∗θ,σ G is inverse.
(ii) For any partial projective representation Γ : G → M the (K-cancellative) monoid Γ (G) is inverse.
Proof. (i) Take any aux ∈ S ∗θ,σ G, a ∈ Sx. Clearly, a−1 = a−1aa−1 ∈ Sx, as Sx is an ideal. Write (aux)−1 =
θx−1(a
−1)σ (x, x−1)−1ux−1 . Recall that θx−1 = θ−1x . Then (aux) · (aux)−1 = aa−1u1, which readily gives (aux)
(aux)−1(aux) = (aux) and (aux)−1(aux)(aux)−1 = (aux)−1. This yields that the semigroup S ∗θ,σ G is regular and it
remains to see that its idempotents commute. Let 0 ≠ aux ∈ S∗θ,σ G be an idempotent. Then aux = (aux)2 ∈ Sxux∩Sx2ux2
implies that x = x2, i.e. x = 1. Thus all idempotents belong to Su1 ∼= S, and they commute as S is inverse.
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(ii) Let (θ, σ ) be the partial action of G constructed fromΓ as in Theorem 1. Recall that S is generated by the scalarmultiples
of the commuting idempotents ex. Hence for any a ∈ S we have a2 = αa for some α ∈ K , and setting a−1 = α−2a we
see that S is an inverse semigroup. Then by (i) and Theorem 1 the monoid Γ (G) is inverse, as an epimorphic image of
the inverse monoid S ∗θ,σ G. 
3. Domains of factor sets, elementary linear partial representations and partial actions
We know already that the domains of factor sets of partial projective representations are T -sets of G×G,where T is the
semigroup of order 25 defined in [8, Section 6]. On the other hand, the factor sets are K -valued twistings of partial actions
of G, and moreover, it was pointed out in [8, Remark 5] that if G is finite, then the domains of factor sets are determined by
the domains of partial isomorphisms which participate in rather special partial actions of G. In this section we wish to push
further the latter point by establishing a structural result for factor sets of finite groups.
In order to study the domains of factor sets, one may evidently deal only with idempotent ones. The partial projective
representations corresponding to idempotent factors sets are simply partial homomorphisms of the form Γ : G → M,
where M is a K -cancellative monoid. If M is the multiplicative semigroup of a K -algebra, then Γ shall be called a linear
partial representation, or simply a partial representation. Any partial homomorphism Γ : G → M can be transformed into a
linear one by embeddingM into the semigroup algebraKM.Weobserve by theway that the disagreement between the scalar
multiplication defined in KM and that given in the K -monoid M can be easily cured by going to an appropriate quotient.
However, we shall not worry about this, as in the case of a finite G we will be able to reduce our attention to monoids of
matrices.
We know from [8, Section 2] that any factor set of a finite monoid S is a factor set of a projective representation of S by
finite matrices. Then it follows by [8, Proposition 3] that if G is a finite group and D is a domain of a (partial) factor set of G,
then
D = {(x, y) ∈ G× G | Γ (x)Γ (y) ≠ 0},
for some linear partial representationΓ ofG by finitematrices. Linear partial representations ofG are governed by the partial
group algebra KparG. The latter is defined as the semigroup algebra KE(G), where E(G) is the the semigroup introduced by
Exel in [12]. For the reader’s convenience we recall that E(G) the semigroup given by generators [x] (x ∈ G) with defining
relations
[x−1][x][y] = [x−1][xy],
[x][y][y−1] = [xy][y−1],
[x][1] = [x],
(it follows that [1][x] = [x]). Clearly, the map G ∋ x → [x] ∈ E(G) is a partial homomorphism, which followed by the
embedding of E(G) into KparG, gives us the canonical partial representation [ ] : G → KparG. Given any linear representation
Γ : G → A into an algebra A, there exists a unique homomorphism of algebras Γ¯ : KparG → A such that Γ = Γ¯ ◦ [ ].
Partial matrix representations of groups were studied in [10]. An important role in their structure is played by the so-called
elementary partial representations. We shall recall their definition in the case of a finite group.
For the rest of this section we assume that G is a finite group. Then it follows by [7, Corollary 2.7, Theorem 3.2] that the
partial group algebra KparG is isomorphic to a direct sum ofmatrix algebrasMl(KH),whereH is a subgroup of G and l is some
positive integer. Let
φ : KparG →⊕ Ml(KH), (10)
be the isomorphism established in [7]. Summands with the same l and H may appear several times in the above
decomposition, and the interested reader should consult [9] for the details on multiplicities. A map of the form Pr ◦ φ ◦ [ ] :
G → Ml(KH), where Pr is the projection onto Ml(KH), is called an elementary partial representation of G. To linear partial
representations one associates partial actions by [4, Lemma 6.5], and the way to do it can be also seen in Theorem 1
above by ignoring σ and dealing with algebras and their ideals instead of semigroups and ideals of semigroups. A partial
action associated to an elementary partial representation Γ shall be called elementary, and we shall say that the set
D = {(x, y) ∈ G × G | Γ (x)Γ (y) ≠ 0} is an elementary domain. For a subset A ⊆ G the stabilizer of A is defined by
St A = {x ∈ G | xA = A}. Obviously, St A is a subgroup of G, and A is a union of right cosets of St A.Moreover, if A ∋ 1, then
St A ⊆ A.We give the next:
Theorem 4. Let G be a finite group.
(i) The domain of any (partial) factor set of G is a union of elementary domains and, conversely, any union of elementary domains
is a domain for the factor set of a partial projective representation of G.
(ii) For each elementary domain D there exists a positive integer l and an elementary partial action of G on the algebraA = K l =
K (1) ⊕ · · · ⊕ K (l) such that
D = {(x, y) ∈ G× G | Ax ∩Axy ≠ 0},
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whereAx (x ∈ G) are the ideals involved in the partial action. Furthermore, there exists a subset A ⊆ G, containing 1, such
that l is the index of St A in A, i.e.
A = ∪li=1 (St A)gi, g1 = 1, g2, . . . , gl ∈ A,
and, moreover, for any x ∈ G one has
Ax = ⊕i∈Ix K (i),
where
Ix = {i ∈ {1, . . . , l} | gix ∈ A},
assuming thatAx = 0 whenever Ix = ∅.
Proof. (i) Let D be a domain of a factor set of a partial projective representation of G. Then, as it was mentioned above, there
exists a linear partial representation Γ of G by finite matrices over K such that
D = {(x, y) ∈ G× G | Γ (x)Γ (y) ≠ 0}.
Since KparG is finite dimensional [7, p. 513], Γ¯ is a direct sum of indecomposable representations∆1, . . . ,∆k of KparG. Then
Γi = ∆i ◦ [ ], (i = 1, . . . , k), are indecomposable linear partial representations of G (see [10, p. 312]). Evidently,
D = D1 ∪ · · · ∪ Dk, where Di = {(x, y) ∈ G× G | Γi(x)Γi(y) ≠ 0}, (i = 1, . . . , k).
We show next that each Di is an elementary domain. Without loss of generality we may assume i = 1. Since Γ1 is
indecomposable, it follows that there is a unique summand Ml(KH) in (10) such that ∆1 ◦ φ−1(Ml(KH)) ≠ 0. Fix this
summand and let Γ ′ : G → Ml(KH) be the corresponding elementary partial representation. Then by [10, Corollary 2.4]
we have that Γ1 = ∆ˆ ◦ Γ ′, where ∆ˆ is the straightforward extension to Ml(KH) of some (usual) indecomposable matrix
representation of H. Recall that Γ ′ is monomial over H,which means that for any x ∈ G each row of Γ ′(x) contains at most
one non-zero entry which has to be an element of H, and the same holds for the columns of Γ ′(x) (see the proof of Theorem
2.3 in [10]). It follows that Γ1(x)Γ1(y) ≠ 0 exactly when Γ ′(x)Γ ′(y) ≠ 0, and this means that D1 is an elementary domain.
Conversely, let D1, . . . ,Dk be elementary domains and let Γ ′i : G → Mli(KHi), be the elementary partial representation
such that
Di = {(x, y) ∈ G× G | Γ ′i (x)Γ ′i (y) ≠ 0}, (i = 1, . . . , k).
Let further ∆i : Mli(KHi) → Mli(K) be the straightforward extension of the trivial representation Hi → 1, and set
Γi = ∆i ◦ Γ ′i . Then it is readily seen that
Di = {(x, y) ∈ G× G | Γi(x)Γi(y) ≠ 0}, (i = 1, . . . , k).
Set
Γ (x) =

Γ1(x) 0 . . . 0
0 Γ2(x) . . . 0
...
...
. . .
...
0 0 . . . Γk(x)
 ,
for any x ∈ G. Then Γ is a linear partial representation of G, and one may consider Γ as a projective partial representation
with idempotent factor set σ . Then it is readily seen that
dom σ = {(x, y) ∈ G× G | Γ (x)Γ (y) ≠ 0} = D1 ∪ · · · ∪ Dk,
completing the proof of (i).
(ii) Let D be an elementary domain, i.e. there is an elementary partial representation Γ ′ : G → Ml(KH) such that
D = {(x, y) ∈ G× G | Γ ′(x)Γ ′(y) ≠ 0}.
Recall from [10] (see the notation before Theorem 2.2 and also p. 320) that there exists a subset A ⊆ Gwith 1 ∈ A such that
H = St A and the index of H in A is l. In other words,
A = ∪li=1 (St A)gi, g1 = 1, g2, . . . , gl ∈ A. (11)
Moreover, the map Γ ′ can be obtained as follows. If Ix = ∅ for some x ∈ G, then Γ ′(x) = 0. Assume that Ix ≠ ∅. In view
of (11) for any i ∈ Ix there exist unique j = ji,x ∈ {1, . . . , l} and h = hi,x ∈ H such that gix = hgj. Denote by ei,j(h) the
l× l-matrix whose (i, j)-entry is h,which is the unique non-zero entry. Then
Γ ′(x) =
−
i∈Ix
ei,j(h),
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where j = ji,x and h = hi,x. Now since gjx−1 = h−1gi ∈ A, it follows that j = ji,x ∈ Ix−1 exactly when i ∈ Ix, and
Γ ′(x−1) =
−
i∈Ix
ej,i(h−1).
Hence
ϵ′x = Γ ′(x)Γ ′(x−1) =
−
i∈Ix
ei,i(1).
The elementary partial action ofGwhich corresponds toΓ ′ is given on the subalgebraA ofMl(KH) generated by the elements
ϵ′x, (x ∈ G), and the domains of its partial isomorphisms are the idealsAx = Aϵ′x, (x ∈ G).
For a fixed i ∈ {1, . . . , l} and a k ∈ {1, . . . , l} with k ≠ i, we clearly have that gk−1A ≠ gi−1A and thus there exists
y ∈ gi−1A such that y /∈ gk−1A. Hence the (i, i)-entry of the matrix ϵ′xϵ′y is 1 whereas the (k, k)-one is 0. Consequently,∏
y∈gi−1A ϵ
′
y = ei,i(1). This yields thatA is the diagonal subalgebra diag(K , . . . , K) ⊂ Ml(K) ⊆ Ml(KH), andA ∼= K l,which
gives (ii). 
4. Remarks on factor sets of partial projective representations
After establishing alternative possibilities to determine the domains of factor sets of partial projective representations
of G, one wishes to have tools to compute the component of the partial Schur Multiplier of G related to a fixed domain.
For arbitrary G it is reasonable to concentrate the effort on the component with the largest possible domain, i.e. that of the
equivalence classes of totally defined factor sets (see the definition below), expecting that the developed technique will be
useful for other components, at least for concrete groups G.
In this section we wish to make a simplification when relating the factor sets of partial projective representations of
G to those of projective representations of Exel’s semigroup E(G) (see [8]), showing that instead of E(G) one can take its
significant quotient. This will be also our first preparatory step for the study of the totally defined factor sets. The meaning
of the term ‘‘factor set’’ will be clear from the context, referring either to a factor set of a partial projective representation of
a group or to that of a projective representation of a semigroup.
Let G be an arbitrary group, pm(G) the semigroup of all its factor sets, pM(G) = pm(G)/∼ the partial Schur multiplier of
G and E = E(G) Exel’s semigroup. Recall from [12] that E is an inverse semigroup, and, moreover, by [16], it is isomorphic
to the semigroup of all pairs (A, a)where A is a finite subset of G such that 1, a ∈ A, with multiplication defined by
(A, a)(B, b) = (A ∪ aB, ab).
The isomorphism is determined by [x] → ({1, x}, x). As it is pointed out in [16], this implies that E is isomorphic to the
Birget-Rhodes expansion of G.
We proceed by defining a quotient semigroup of E,which will play a crucial role. For an integer k ≥ 0 denote by Nk the
ideal
{(A, a) ∈ E | a ∈ A ⊆ G, |A| ≥ k+ 1} ▹ E,
and by Ek the factorsemigroup E/Nk. Evidently, E0 = E. Since E is an inverse semigroup, so too is each Ek. In what follows
we shall use E3.
Denote by m(E) the semigroup of factor sets of projective representations of E and by M(E) the Schur Multiplier of E,
i.e. the quotient semigroup M(E) = m(E)/∼. The reader is referred to [8] for the details. In particular, we know that m(E)
(as well asM(E)) is a commutative inverse semigroup, which is a strong semilattice of the groupsmI(E), called components,
where I runs over the semilattice of (two-sided) ideals of E (including I = ∅). Take any such I and ρ ∈ mI(E). Then
I = {XY | X, Y ∈ E(G), ρ(X, Y ) = 0}.Moreover,N3∪I is an ideal in E, and hencewe can take the structural homomorphism
mI(E)→ mN3∪I(E) (it is given by restriction of domains of the factor sets). Since
mN3∪I(E) ∼= m(N3∪I)/N3(E3) ↩→ m(E3),
we obtain by composition the homomorphismmI(E)→ m(E3). Let ρ ′ be the image of ρ under this homomorphism, i.e.
ρ ′(A, B) =

ρ(A, B) if AB ∉ N3 ∪ I,
0 if AB ∈ N3 ∪ I.
Since [x][y] = ({1, x, xy}, xy) ∉ N3, x, y ∈ G, it follows that
ρ ′([x], [y]) = 0⇐⇒ ρ([x], [y]) = 0
for all x, y ∈ G. Moreover,
ρ ′([x−1], [x][y]) = 0⇐⇒ ρ([x−1], [x][y]) = 0,
as [x−1][x][y] = [x−1][xy] ∉ N3, and similarly
ρ ′([x][y], [y−1]) = 0⇐⇒ ρ([x][y], [y−1]) = 0.
Therefore one can replace ρ by ρ ′ in Proposition 3 of [8], and obtain the following:
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Proposition 2. A map σ : G× G → K ∗ belongs to pm(G) if and only if there is a factor set ρ ∈ m(E3) such that:
∀ x, y ∈ G (x, y) ∈ dom σ ⇐⇒ ([x], [y]) ∈ dom ρ; (12)
∀ (x, y) ∈ dom σ σ(x, y) = ρ([x], [y]) ρ([x
−1], [x][y])
ρ([x−1], [xy]) . (13)
A factor set σ ∈ pm(G) shall be called total, if dom σ = G× G. Such factor sets constitute a subgroup pm′(G) which is a
component in the semigroup pm(G), when the latter is regarded as a strong semilattice of groups ([8], Theorem5). Evidently,
the groupm(G)of the classical factor sets is a subgroup in pm′(G), but in general does not coincidewith it. This is because even
totally defined factor sets do not have to satisfy the 2-cocycle equality for all triples (x, y, z).Write pM ′(G) = pm′(G)/∼,
the component of the semigroup pM(G) formed by the equivalence classes of the total factor sets.
Our main goal for the rest of the paper is to characterize the total factor sets. We shall use Proposition 2 and work with
factor sets ρ ∈ m(E3), which correspond to total factor sets σ ∈ pm′(G). By (12) they are exactly those ρ for which
ρ([x], [y]) ≠ 0 (14)
for all x, y ∈ G.
Let ρ be such a factor set of E3. Then it belongs to some component ofm(E3) saymJ(E3), J ▹ E3. It follows from (14) that
[x][y] ∉ J for x, y ∈ G. In fact, a stronger assertion holds for J:
Lemma 1. J = 0.
Proof. Let I be the full preimage of J under the homomorphism E → E3, so we have to prove that I = N3.
Since [x] = ({1, x}, x), [1] = ({1}, 1) and ({1, x}), 1) = [x][x−1] (x ∈ G),we have that (A, x) ∉ I for any (A, x) ∈ E with
|A| ≤ 2. Now let (A, x) be an element of E with |A| = 3.Write A = {1, a, b}. If x = a then (A, a) = [b][b−1a] ∉ I according
to (14). Let x = 1. Then (A, 1)(A, a) = (A, a) ∉ I yields (A, 1) ∉ I, as I is an ideal. Thus we have shown that (A, x) ∉ I for
any (A, x) ∈ E with |A| ≤ 3, as desired. 
Corollary 1. A map σ : G× G → K ∗ belongs to pm′(G) if and only if there is a factor set ρ ∈ m0(E3) such that (13) holds. 
It is easy to verify that given two equivalent factor sets from m(E), the corresponding factor sets from pm(G) are also
equivalent. Therefore in view of Corollary 1 the elements of pM ′(G) are determined by those of the groupMN3(E) ∼= M0(E3).
5. J-classes of Exel’s semigroup
In order to describeM0(E3)we need to study theJ-classes of the semigroup E3 and the relations between them. However
it is convenient to do this first for E.
Recall that the Green relation J is defined on arbitrary semigroup S as follows:
(x, y) ∈ J⇐⇒ S1xS1 = S1yS1.
This relation is an equivalence, each class J of which becomes a semigroup J0 after joining an extra zero (i.e. a zero not
contained in S) and defining a new operation as follows:
x ◦ y =

xy if xy ∈ J,
0 if xy ∉ J,
x, y ∈ J. This semigroup J0 turns out to be 0-simple (see [3] for further information on J and other Green relations). We will
denote by Jx the J-class, containing x.
We need one more notion. For subsets A, B ⊆ G, containing 1, set
A ≼ B ⇐⇒ ∃x ∈ G xA ⊆ B
(here x ∈ B as 1 ∈ A). It is clear that≼ is a quasi-order, so the relation∼:
A ∼ B ⇐⇒ A ≼ B & B ≼ A
is an equivalence. The image of (A, x) ∈ E in E3 will be denoted also by (A, x).
Lemma 2. Let (A, a), (B, b) ∈ E. Then
A ≼ B ⇐⇒ (B, b) ∈ E(A, a)E.
Proof. If (B, b) = (P, p)(A, a)(Q , q) for some (P, p), (Q , q) ∈ E then B = P ∪ pA ∪ paQ , and hence pA ⊆ B, i.e. A ≼ B.
Conversely, let xA ⊆ B for some x ∈ G. Since x ∈ B then (B, x) ∈ E. Therefore
(B, x)(A, a)({1, a−1x−1b}, a−1x−1b) = (B ∪ xA ∪ {xa, b}, b) = (B, b). 
Corollary 2. J(A,a) = {(B, b) | B ∼ A, 1, b ∈ B}. 
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Thus J(A,a) does not depend on a ∈ A, and in what follows we shall write JA instead of J(A,a).
As wementioned above, the set J0, where J is some J-class, is a 0-simple semigroup. Moreover in our case J0 turns out to
be a completely 0-simple semigroup. By the Rees–Sushkevich Theorem (see [3]), all such semigroups are described by a single
construction which we recall below for reader’s convenience.
Let H be a group, I , Λ arbitrary (not necessarily finite) sets, 0 a symbol, P = (pλ,i)λ∈Λ,i∈I a |Λ| × |I|-matrix (the
sandwich-matrix) with entries in H ∪ {0} and whose rows and columns are non-zero. Denote by S0(H; I,Λ; P) the set
{⟨i, h, λ⟩ | i ∈ I, h ∈ H, λ ∈ Λ} ∪ {0} and define the following operation on it:
⟨i, g, λ⟩⟨j, h, µ⟩ =
⟨i, gpλ,jh, µ⟩ if pλ,j ≠ 0,
0 if pλ,j = 0,
⟨i, g, λ⟩ · 0 = 0 · ⟨i, g, λ⟩ = 0 · 0 = 0.
Then S0(H; I,Λ; P) is a completely 0-simple semigroup, and conversely, every completely 0-simple semigroup is isomorphic
to S0(G; I,Λ; P) for some H , I ,Λ, P .
Next we apply this to Exel’s semigroup. Let A be a subset in G. Its stabilizer St A = {x ∈ G | xA = A} is a subgroup and A
is a union of right cosets of St A. Denote by A/St A = {1, α, β, . . .} a set of representatives of right cosets of St A, which are
contained in A. Recall that when an element of E is written in the form (A, a), the subset A is finite by definition.
Lemma 3. Let JA be some J-class of E. Then J0A is a completely 0-simple inverse semigroup of the form
S0(St A; A/St A, A/St A; Id),
where Id is the identity |A/St A| × |A/St A|-matrix.
Proof. By Corollary 2, an arbitrary element from JA is of the form (a−1A, a−1b) for some a, b ∈ A. Thus for fixed A/St A
the element (a−1A, a−1b) is uniquely written in the form (α−1A, α−1gβ), α, β ∈ A/St A, g ∈ St A. Set ⟨α, g, β⟩ =
(α−1A, α−1gβ). Then for the product of two elements in the semigroup J0A we have
⟨α, g, β⟩⟨γ , h, δ⟩ = (α−1A ∪ α−1gβγ−1A, α−1gβγ−1hδ)
=

(α−1A, α−1gβγ−1hδ) if gβγ−1A = A,
0 if gβγ−1A ≠ A.
The condition gβγ−1A = A is equivalent to βγ−1 ∈ St A, which gives β = γ . So
⟨α, g, β⟩⟨γ , h, δ⟩ =
⟨α, gh, δ⟩ if β = γ ,
0 if β ≠ γ .
Hence, J0A ∼= S0(St A; A/St A, A/St A; Id). It is well-known that a completely 0-simple semigroup with identity sandwich-
matrix is an inverse semigroup. 
Remark 1. Write l = |A/St A| and H = St A. It is easy to check that the semigroup algebra K S0(St A; A/St A, A/St A; Id)
is isomorphic to Ml(KH). This gives an alternative possibility to establish the isomorphism (10) for a finite group G using
semigroup algebras of inverse semigroups.
6. J-classes and multiplication in E3
Evidently, all J-classes of E3, except the zero one, are J-classes of E, and we shall use for the elements of J-classes of E3
the notation ⟨α, g, β⟩ from the proof of Lemma 3. In what follows, by a J-class we shall mean a J-class of the semigroup
E3. Moreover we shall write ⟨α, g, β⟩A when it will be needed to emphasize that the element is from JA.
Furthermore, we must distinguish between joining an extra zero to a J-class (in order to obtain a 0-simple semigroup)
and joining the zero of the semigroup E3. In the first case we shall denote the obtained result by J0, whereas in the second
one by J ∪ 0. Note that if J ∪ 0 turns out to be a semigroup then J ∪ 0 ∼= J0.
The cardinality vol(JA) = |A| shall be called the volume of the J-class JA, and for an element x ∈ JA define vol(x) = |A|,
and set vol(0) = 0. By definition of E3, vol(JA) ≤ 3 for any J-class JA of E3.
There is only one J-class of volume 1, that consisting of the single element ({1}, 1). Since E3 \ ({1}, 1) is a semigroup, it
will be possible to ignore it in the following discussion.
If 2 ≤ |A| ≤ 3 then either St A = A or St A = 1. In the first case A is a group of order 2 or 3 and, consequently, so too is
JA. In the second case by Lemma 3, J0A = S0(1; I,Λ; Id), where |I| = |Λ| = |A|, and we can assume that I = Λ = A.
The following assertion shows how elements from J-classes multiply in E3.
Lemma 4. (1) Suppose |A| = |B| = 3. If JA ≠ JB then JAJB = 0. Moreover, JA ∪ 0 is a semigroup (i.e. JA ∪ 0 ∼= J0A ).
(2) Suppose |A| = 3, |B| = 2. If B  A then JAJB = JBJA = 0. If B ≼ A then JAJB ∪ JBJA ⊆ JA ∪ 0.
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(3) Suppose |A| = |B| = 2. Then
JAJB ⊆ JA∪B ∪ JA−1∪B ∪ JA∪B−1 ∪ JA−1∪B−1 ,
where A−1 = {a−1 | a ∈ A}.
Proof. (1) Let P ∈ JA, Q ∈ JB andwrite P = (A1, a), Q = (B1, b)where A1 ∼ A, B1 ∼ B. Suppose that PQ = (A1∪aB1, ab) ≠
0. Then |A1 ∪ aB1| ≤ 3, which implies A1 = aB1, A1 ∼ B1 and JA = JB. In this case PQ = (A1, ab) ∈ JA and consequently
J2A ⊆ JA ∪ 0.
(2) Let P , Q be written as in (1). If PQ ≠ 0 then aB1 ⊆ A1, i.e. B1 ≼ A1, and consequently, B ≼ A. Moreover,
PQ = (A1, ab) ∈ JA. The product QP is considered similarly.
(3) Note that if |A| = 2 then the only subsets equivalent to A are A and A−1; therefore x−1A = A±1 for x ∈ A.
Suppose first that P = (A, a). If Q = (B, b) then PQ = (a(a−1A ∪ B), ab) and a(a−1A ∪ B) ∼ a−1A ∪ B = A±1 ∪ B. Hence,
PQ ∈ JA∪B ∪ JA−1∪B. If we take Q = (B−1, b−1), then we obtain PQ ∈ JA∪B−1 ∪ JA−1∪B−1 . The case P = (A−1, a−1) is similar. 
7. The local behavior of factor sets
In all what follows we assume that K is an algebraically closed field.
To resolve our problem of the description of factor sets from m0(E3), we consider first certain restrictions of them. In
doing this, identity factor sets of some subsemigroups will play a crucial role. For reader’s convenience we recall that given
a semigroup S with 0, the identity element of the groupm0(S) is the function ε : S × S → K defined by
ε(x, y) =

1 if xy ≠ 0,
0 if xy = 0, x, y ∈ S.
We also recall that given ρ ∈ m(S), the 2-cocycle equality
ρ(x, y)ρ(xy, z) = ρ(x, yz)ρ(y, z),
x, y, z ∈ S, is always satisfied, and if ρ ∈ m0(S) and ρ(x, yz)ρ(y, z) ≠ 0, it will be convenient to write it in the form
∂ρ(x, y, z) = ρ(x, y)ρ(xy, z)
ρ(x, yz)ρ(y, z)
= 1.
Fix an arbitrary ρ ∈ m0(E3). By Lemma 3 for every J-class JA the semigroup J0A is completely 0-simple and has the form
S0(St A; A/St A, A/St A; Id). The Schur multipliers of the completely 0-simple semigroups were described in [18]; in our case
M0(J0A ) ∼= M(St A). Since |A| ≤ 3, the group St A is cyclic. It follows from the description of the cohomology of cyclic groups
(see [17]) that M0(J0A ) is trivial (remember that the field K is algebraically closed). Therefore the restriction of ρ to every
J-class is equivalent to the identity factor set; more precisely, for each A (1 ∈ A ⊆ G) there is a map αA : JA → K ∗ such that
∀x, y ∈ JA xy ∈ JA =⇒ ρ(x, y) = αA(x)αA(y)
αA(xy)
.
Since the J-classes do not meet, one can let A run over a full set of representatives of non-zero J-classes and glue all such
αA to obtain a map α : E3 \ 0→ K ∗. Setting
ρ ′(x, y) = ρ(x, y) α(xy)
α(x)α(y)
,
for x, y ∈ E3, xy ≠ 0, we obtain a factor set ρ ′, which is equivalent to ρ, and whose all restrictions on J-classes are trivial in
the sense that x, y, xy ∈ JA implies ρ ′(x, y) = 1. Thus we may assume that ρ|JA = 1 for all A in the above-mentioned sense.
Denote by N2 the factorsemigroup N2/N3. Evidently, it consists of all J-classes of volume 3 and the zero class and it is
an ideal in E3. On the other hand the idempotents of E3 form a commutative subsemigroup (subsemilattice) D. The union
D = N2 ∪ D is a subsemigroup of E3.
The next simple assertion will be useful for us.
Lemma 5. Let x ∈ N2, e ∈ D. If xe ≠ 0 then xe = x; if ex ≠ 0 then ex = x.
Proof. Suppose xe ≠ 0 and write x = (P, p), e = (Q , 1). Then xe = (P ∪ pQ , p). Since |P| = 3 and |P ∪ pQ | ≤ 3 then
xe = (P, p) = x. The case ex ≠ 0 is similar. 
The main result of this section is shown below:
Theorem 5. An arbitrary factor set from m0(E3) is equivalent to a factor set ρ such that all restrictions of ρ on each J-class as
well as on D are trivial.
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Proof. Let ρ ∈ m0(E3). As it was mentioned above, we can assume that ρ|JA = 1 for every A. It follows from (1) of Lemma 4
that ρ|N2 = 1. Furthermore, it was proved in [18] that the groupM0(S) is trivial for any semilattice S. Hence, there is a map
α : D \ 0→ K ∗, such that
∀e, f ∈ D ef ≠ 0 =⇒ ρ(e, f ) = α(e)α(f )
α(ef )
.
Taking e = f we have α(e) = ρ(e, e). But e belongs to some J-class, so ρ(e, e) = 1. Hence, ρ|D = 1.
It remains to check that the restrictions of ρ on (D \ N2)× N2 and N2 × (D \ N2) are trivial. We consider the first case,
the second one being similar.
Let e ∈ D \ N2, x ∈ N2 and ex ≠ 0. By Lemma 5, ex = x. Therefore
1 = ∂ρ(e, e, x) = ρ(e, e)
ρ(e, ex)
= 1
ρ(e, x)
,
which gives ρ(e, x) = 1. 
8. The description ofm0(E3)
According to the previous section it is enough to study only those factor sets ρ ∈ m0(E3), whose restrictions on D and on
all J-classes are trivial (i.e. take values 1 and 0 only). Such factor sets form a subsemigroupm′ ⊂ m0(E3), which we wish to
examine closely. In this section the symbols x, y, z shall be reserved for the elements of E3 only.
We recall from [8] that for g ∈ G the element eg = [g][g−1] is an idempotent in E(G) and the following equalities hold:
[g]eh = egh[g], [g][h] = eg [gh] (g, h ∈ G).
Since E3 is an inverse semigroup, any x ∈ E3 has a unique (generalized) inversewhichwill be denoted by x−1. In particular,
[g]−1 = [g−1], g ∈ G. For x ∈ E3 write ex = xx−1. Then evidently ex is an idempotent and exx = x = xex−1 . Note also that
for x = (A, a) ∈ E3 one has x−1 = (a−1A, a−1).
Theorem 6. For every factor set ρ ∈ m′ there exists a map µ : E3 \ 0→ K ∗ with
µ([g]) = 1, (15)
µ(e) = 1, (16)
µ(x)µ(x−1) = 1 (17)
for all g ∈ G, e ∈ D \ 0, x ∈ E3 \ 0, such that
ρ(x, y) = µ(xey)µ(ex−1y)
µ(x)µ(y)
, (18)
for any x, y ∈ E3 with xy ≠ 0.
Conversely, for every µ : E3 \ 0→ K ∗ satisfying (15)–(17) the map ρ determined by (18) and the condition
xy = 0 =⇒ ρ(x, y) = 0,
belongs to m′.
Proof. Recall from [12] that every element of E is written uniquely, up to permutation of idempotents, in the form
eg1 · · · egn [h], where the elements g1, . . . , gn, h ∈ G are pairwise distinct and ≠ 1. Recall also that [g] = ({1, g}, g),
eg = ({1, g}, 1). Hence any element of E3 \ 0 uniquely (up to permutation of idempotents) can be written in the form
eaeb[c], where a, b, c ∈ G are such that |{1, a, b, c}| ≤ 3 (if |{1, a, b, c}| > 3, then eaeb[c], as an element in E, belongs to
N3). In other words, E3 \ 0 consists of elements of the form [1], [a], ea, ea[b], eaeb, where 1 ≠ a ≠ b ≠ 1.
1. Let ρ ∈ m′. Define µ as follows:
µ(1) = µ([a]) = µ(ea) = µ(eaeb) = 1,
µ(ea[b]) = ρ(ea, [b]), (19)
a, b ∈ G. Note that (19) is consistent with the case a = b, since ea[a] = [a] and ρ(ea, [a]) = 1, in view of the fact that ea
and [a] belong to the same J-class. Next we check (18) for various values of x and y (the equality (17)) will be proved later).
We have five possibilities to consider (1A–1E).
1A. Let x, y ∈ D, xy ≠ 0. By Theorem 5, ρ(x, y) = 1. If x, y ∈ D then the equality (18) is true by the definition of µ. Let
x, y ∈ D\D ⊂ N2.Wehave that xey ≠ 0, as 0 = xey = xyy−1 implies 0 = xyy−1y = xy. Similarly, ex−1y ≠ 0, and by Lemma5
xey = x, ex−1y = y, so that (18) is verified again. Assume now that x ∈ D \ D and y ∈ D. Then 0 ≠ x−1xy = ex−1y ∈ D,
and by the definition of µ we have µ(ex−1y) = µ(y) = 1.Moreover, since y ∈ D, one has y−1 = y = ey, and by Lemma 5,
x = xy = xey,which implies (18). The case x ∈ D, y ∈ D \ D is similar.
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In view of 1A, we may suppose in what follows that either x or y does not belong to D.
1B. Let x = ea and y = [b] for some a, b ∈ G. Then (18) follows directly from the definition ofµ. Let now x = [a], y = eb.
We obtain from ∂ρ(eab, [a], eb) = 1 that ρ([a], eb) = µ(eab[a]), as ρ(eab[a], eb) = ρ(eab, [a]eb) = 1. Next, eab[a] = [a]eb
and, consequently,
ρ([a], eb) = µ([a]eb), (20)
so that (18) with x = [a], y = eb follows by (15) and (16).
1C. Let x = ebec (b ≠ c) and y = [a]. Since ebec[a] ≠ 0 then either a = c or a = b. We may assume a = c, the case a = b
being essentially the same. Then in view of (19), the equality ∂ρ(eb, ea, [a]) = 1 gives:
ρ(ebea, [a]) = µ(eb[a])) = µ(ebea[a]), (21)
and this yields (18) with x = ebec (b ≠ c) and y = [a].
Suppose x = [a] and y = ebec (b ≠ c). It follows that c = a−1 or b = a−1.We may assume c = a−1. Then (20) and
∂ρ([a], ea−1 , eb) = 1 imply:
ρ([a], ea−1eb) = µ([a]ea−1eb), (22)
which gives (18) for considered x, y.
It is convenient to write the equalities (19) and (21) in the form:
e[a] ≠ 0 =⇒ ρ(e, [a]) = µ(e[a]) (e ∈ D, a ∈ G), (23)
and similarly (20) and (22) can be resumed as
[a]e ≠ 0 =⇒ ρ([a], e) = µ([a]e) (e ∈ D, a ∈ G). (24)
1D.We consider next ρ([a], x) and ρ(x, [a]) for a ∈ G, x ∈ N2 \ D.
If [a]x ≠ 0 then ρ([a]x, x−1) = 1 as [a]x ∈ N2. Hence we obtain from ∂ρ([a], x, x−1) = 1 that
ρ([a], x) = ρ([a], ex),
so that by (24) we can write
[a]x ≠ 0 =⇒ ρ([a], x) = µ([a]ex). (25)
Similarly using (23) and the equality ∂ρ(x−1, x, [a]) = 1 we have that
x[a] ≠ 0 =⇒ ρ(x, [a]) = µ(ex−1 [a]). (26)
It follows from [a]x ≠ 0 that ea−1x ≠ 0. Then by Lemma 5 we have ea−1x = x, and by (25) the equality (18) is verified
for ρ([a], x). The argument for ρ(x, [a]) is analogous and uses (26).
Observe now that in view of (23) and (24) we may assume in (25) and (26) that x ∈ D.
1E. Finally, let x = [a], y = [b]. Since eab, [a][b] ∈ D, the equality
1 = ∂ρ(eab, [a], [b]) = ρ(eab, [a])ρ(eab[a], [b])
ρ([a], [b])ρ(eab, [a][b])
implies
ρ([a], [b]) = µ([a]eb)µ(ea−1 [b]), (27)
using (26), Theorem 5, the equality [a]eb = eab[a], and taking into account that ez−1 [b] = ea−1 [b] for z = eab[a]. This yields
(18).
It remains to check (17). According to (15) and (16) it is enough to do this only for x = ea[b]. Consider the equality
∂ρ([b], [b−1], ea) = ρ([b], [b
−1])ρ(eb, ea)
ρ([b], [b−1]ea)ρ([b−1], ea) = 1.
Since [b] and [b−1] belong to the same J-class, we have ρ([b], [b−1]) = 1 and, moreover, ρ(eb, ea) = 1, as eb, ea ∈ D.
Applying (25), we obtain:
µ(ea[b])µ([b−1]ea) = 1,
since ez = [b−1]ea[b] for z = [b−1]ea. Hence µ(x)µ(x−1) = 1, as (ea[b])−1 = [b−1]ea.
2. Let now ρ be defined by (18) with µ satisfying (15)–(17). Evidently, ρ(x, 1) = ρ(1, x) = 1 for any x ∈ E3. Note also
that the value of µ on every (non-zero) element of volume≤ 2 is 1.
We check first that the restrictions of ρ on the J-classes and on D are trivial. For D this follows immediately from (16)
and Lemma 5. Take x, y ∈ JP such that xy ∈ JP and write x = (P, p), y = (Q , q). Then xy = (P ∪ pQ , pq). By Corollary 2
P ∪ pQ ∼ P , therefore Q = p−1P . Then xey = x and, moreover, ex−1y = y, as x−1 = (p−1P, p−1). This yields ρ(x, y) = 1.
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We proceed by showing that the 2-cocycle equality ∂ρ(x, y, z) = 1 holds for x, y, z with xyz ≠ 0, i.e. that
V = µ(xey)µ(ex−1y)µ(xyez)µ(ey−1x−1z)µ(yz)
µ(xy)µ(xeyz)µ(ex−1yz)µ(yez)µ(ey−1z)
= 1.
Obviously we may suppose that x ≠ 1, y ≠ 1, z ≠ 1.Write x = (P, p), y = (Q , q), z = (R, r). Then the elements of E3
which appear in the above expression of V are as follows:
xey = (P ∪ pQ , p), ex−1y = (p−1P ∪ Q , q), xyez = (P ∪ pQ ∪ pqR, pq), yz = (Q ∪ qR, qr),
ey−1x−1z = (q−1p−1P ∪ q−1Q ∪ R, r), xy = (P ∪ pQ , pq), xeyz = (P ∪ pQ ∪ pqR, p),
ex−1yz = (p−1P ∪ Q ∪ qR, qr), yez = (Q ∪ qR, q), ey−1z = (q−1Q ∪ R, r).
Evidently,
xyz ≠ 0⇐⇒ |P ∪ pQ ∪ pqR| ≤ 3,
and if this holds then each of the above listed elements is non-zero. Denote W = P ∪ pQ ∪ pqR. With arbitrary f ∈ D we
have efu = feu for any u ∈ E, so that if y = f ∈ D then applying (16), we obtain V = 1. Therefore in what follows we assume
that q ≠ 1.
We consider four cases (2A, 2B, 2C, 2D) and some subcases.
2A. Suppose |P| = 3. Then x ∈ N2 and thus xy ∈ N2. By Lemma 5, xey = x = xeyz , xyez = xy, so that
V = µ(ex−1y)µ(ey−1x−1z)µ(yz)
µ(ex−1yz)µ(yez)µ(ey−1z)
.
Moreover, pQ ∪ pqR ⊆ P, as |W | ≤ 3.
2AA. Suppose, that pQ ∪ pqR = P . Then
ex−1y = (p−1P ∪ Q , q) = (Q ∪ qR, q) = yez,
ey−1x−1z = (q−1p−1P ∪ q−1Q ∪ R, r) = (q−1Q ∪ R, r) = ey−1z,
yz = (Q ∪ qR, qr) = (p−1P ∪ Q ∪ qR, qr) = ex−1yz.
Hence, V = 1.
2AB. Suppose, that pQ ∪ pqR $ P . Then |Q | = |R| = 2 and q−1Q = R. Hence yz = (Q , qr), yez = (Q , q), ey−1z =
(q−1Q , 1)(R, r) = (R, r), so that vol(yz) = vol(yez) = vol(ey−1z) = 2, and, consequently, the values of µ on these
elements equal 1. Consider now the elements
ex−1y = (p−1P, q), ey−1x−1z = (q−1p−1P, r), ex−1yz = (p−1P, qr).
Since q ≠ 1 then Q = {1, q}, R = {1, q−1}, and therefore r = 1 or r = q−1. In the first case ex−1y = ex−1yz, and ey−1x−1z
is an idempotent, so V = 1. In the second case ex−1yz ∈ D and
(ex−1y)
−1 = (p−1P, q)−1 = (q−1p−1P, r) = ey−1x−1z,
so by (17) we have µ(ex−1y)µ(ey−1x−1z) = 1,which gives V = 1.
2B. Suppose |Q | = 3. Then applying again Lemma 5, we see that ex−1y = y, xyez = xy, ex−1yz = yz and yez = y, as
xy, yz ∈ N2 and thus
V = µ(xey)µ(ey−1x−1z)
µ(xeyz)µ(ey−1z)
.
We also have that P ∪ pqR ⊆ pQ , as |W | ≤ 3. Then
xey = (pQ , p) = xeyz, ey−1x−1z = (q−1Q , r) = ey−1z,
and consequently V = 1.
2C. The case |R| = 3 is similar to that of |P| = 3.
It remains to consider the case:
2D. |P| = |Q | = |R| = 2.
If |W | = 2 then all elements involved in V have volume 2, and thus V = 1. Therefore, we may assume that |W | = 3.
2DA. Suppose P ∪ pQ = W .
In this case xey = (W , p) = xeyz and xy = (W , pq) = xyez . As to the other elements we see that:
ex−1y = (p−1W , q), ex−1yz = (p−1W , qr), ey−1x−1z = (q−1p−1W , r),
yez = (Q ∪ qR, q), yz = (Q ∪ qR, qr), ey−1z = (q−1Q ∪ R, r).
If pQ ∪ pqR = W then ex−1y = yez, ex−1yz = yz, ey−1x−1z = ey−1z, and hence V = 1.
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On the other hand, if pQ ∪ pqR ≠ W then Q = qR. Thus vol(yez) = vol(yz) = vol(ey−1z) = 2 and consequently the
value of µ on these elements is 1. Since q ≠ 1 then Q = {1, q} and R = {1, q−1}. Hence, either r = 1 or qr = 1. If r = 1
then ey−1x−1z ∈ D, ex−1y = ex−1yz, which gives V = 1. If now qr = 1 then ex−1yz ∈ D, (ex−1y)−1 = ey−1x−1z, and we again
obtain V = 1.
2DB. Finally, suppose that P∪pQ ≠ W . Then P = pQ , and P∪pqR = pQ ∪pqR = W , as |W | = 3.We see that ey−1x−1z =
(q−1p−1W , r) = ey−1z, yz = (p−1W , qr) = ex−1yz.Moreover, xey = (P, p) = x, ex−1y = (Q , q) = y, xy = (P, pq) so that
these three elements have volume 2 and therefore µ(xey) = µ(ex−1y) = µ(xy) = 1. Consequently,
V = µ(xyez)
µ(xeyz)µ(yez)
.
Since q ≠ 1, Q = {1, q}, so that either p = 1 or pq = 1. If p = 1, thenµ(xeyz) = 1, as xeyz ∈ D, and, moreover, xyez = yez .
This implies V = 1. If pq = 1, then xyez ∈ D, (xeyz)−1 = (W , p)−1 = (p−1W , p−1) = yez, and again we obtain V = 1. 
9. Total factor sets
Theorem 7. Let G be an arbitrary group and K an algebraically closed field. Every total factor set of G is equivalent to a (total)
factor set of the form
σ(a, b) = λ(a
−1, b)λ(ab, a)
λ(a, ab)
, (28)
where λ : G× G → K ∗ is a function which satisfies the following conditions:
λ(a, 1) = λ(1, a) = 1, (29)
λ(a, b)λ(b−1a, b−1) = 1, (30)
for all a, b ∈ G.
Conversely, a map σ defined by (28), such that (29) and (30) are satisfied, is a total factor set of G.
Proof. Let σ be a total factor set of G, and let ρ ∈ m0(E3) be the factor set which corresponds to σ according to Corollary 1.
By Theorem 5 one can assume, up to equivalence, that ρ ∈ m′. Let further µ be the function given in Theorem 6 so that ρ
has form (18). Set λ(a, b) = µ(ea[b]). Then it is directly seen that
σ(a, b) = ρ([a], [b]) ρ([a
−1], [a][b])
ρ([a−1], [ab]) =
µ(eab[a])µ(ea−1 [b])
µ(ea[ab]) =
λ(a−1, b)λ(ab, a)
λ(a, ab)
.
The conditions (29) and (30) follow from (15)–(17).
Conversely, if σ is given by (28)–(30), then settingµ(ea[b]) = λ(a, b) andµ(e) = 1 for all e ∈ D, the conditions (15)–(17)
are satisfied, and thus defining ρ by (18), we have by Theorem 6 that ρ ∈ m′. Then as above
σ(a, b) = ρ([a], [b]) ρ([a
−1], [a][b])
ρ([a−1], [ab]) ,
and consequently by Corollary 1, σ is a total factor set of G. 
Note that in view of (30), the equality (28) can be rewritten as
σ(a, b) = λ(a−1, b)λ(b−1, b−1a−1)λ(ab, a).
Then using (30) we readily have the next:
Corollary 3. If σ is a factor set as in Theorem 7, then
σ(a, b) = 1
σ(b−1, a−1)
, (31)
σ(a, b) = σ(b−1a−1, a) = σ(b, b−1a−1). (32)
with a, b ∈ G. 
10. A remark on classical factor sets
Of course, classical factors sets, i.e. factor sets of usual projective representations of a group G, also have to be of the form
(28). Let us see how it works. We assume that |G| > 2 (if |G| ≤ 2, then the usual Schur Multiplier of G is trivial).
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Let σ be a classical factor set of G. We can assume without loss of generality that σ(x, 1) = σ(1, x) = 1 for all x ∈ G.
Then ∂σ(x, x−1, x) = 1 implies σ(x, x−1) = σ(x−1, x). Define a function α : G → K ∗ as follows: α(1) = 1 and for x ≠ 1 let
α(x) = α(x−1) be any fixed square root of σ(x, x−1) (recall that K is algebraically closed). Then we obtain a factor set
σ ′(x, y) = σ(x, y) α(xy)
α(x)α(y)
,
for which σ ′(x, x−1) = 1. Thus we may suppose that σ(x, x−1) = 1 for all x ∈ G. Then from ∂σ(x−1, x, y) = 1 and
∂σ(y−1, x−1, xy) = 1 we have:
σ(x, y) = 1
σ(x−1, xy)
, σ (x−1, xy) = σ(y−1, x−1).
Hence,
σ(x, y) = 1
σ(y−1, x−1)
, (33)
and
σ(x, y) = σ(y−1x−1, x) = 1
σ(xy, y−1)
= σ(y, y−1x−1). (34)
With respect to (28), it will be convenient to consider the following transformations of G× G:
ϕ : (x, y)→ (x−1y, x−1) ψ : (x, y)→ (y, x).
Obviously, ϕ3 = ψ2 = 1 and the group T , generated by them, is isomorphic to S3 as |G| > 2. Note also that the pairs from
G × G involved in the right hand side of (28) belong to the same T -orbit, i.e. (ab, a) = ϕ(a−1, b), (a, ab) = ψϕ(a−1, b).
Denote by Mx,y the T -orbit, containing the pair (x, y). If 1 ≠ a ≠ b ≠ 1 then |Ma,b| = 6 unless a3 = 1, b = a−1. If a has
order 3 and b = a−1 then |Ma,b| = 2.Moreover, |Ma,a| = |Ma,1| = |M1,a| = 3 for all a ≠ 1 and |M1,1| = 1.
In each orbit Ma,b of order 6 we fix a pair (u, v) and set λ(u, v) = σ(u−1, v), λ(v−1u, v−1) = λψϕ2(u, v) = σ(v−1, u)
and λ(x, y) = 1 for the rest of pairs from Ma,b. For orbits of orders 1 and 3 we set λ ≡ 1. Finally, if the orbit consists
of 2 elements, fix one of the pairs (u, v) and let λ(u, v) be any cubic root of σ(u−1, v), and for the other pair (v, u) set
λ(v, u) = λ(u, v)−1.
It follows from the above definition of λ that (29) and (30) are satisfied, and we claim that (28) holds too. Indeed, in view
of the properties σ(x, 1) = σ(1, x) = σ(x, x−1) = 1 for all x ∈ G, the equality (28) is immediate if (a, b) ∈ G×G is such that
(a−1, b) belongs to an orbit with less than 6 elements. Fix an arbitrary pair (a, b) such that |Ma−1,b| = 6. Then considering
all possibilities for the choice of (u, v) ∈ Ma−1,b, and using (33) and (34), we have the following values of λ(u, v):
(u, v) =

(a−1, b), λ(u, v) = σ(a, b)
(ab, a), λ(u, v) = σ(b−1a−1, a) = σ(a, b)
(b−1, b−1a−1), λ(u, v) = σ(b, b−1a−1) = σ(a, b)
(b, a−1), λ(u, v) = σ(b−1, a−1) = σ(a, b)−1
(a, ab), λ(u, v) = σ(a−1, ab) = σ(a, b)−1
(b−1a−1, b−1), λ(u, v) = σ(ab, b−1) = σ(a, b)−1.
Observe that independently of the choice of (u, v) exactly one of the pairs (u, v), ψϕ2(u, v) appears in the right hand side
of the equality (28), so that in the product
λ(a−1, b)λ(ab, a)λ(a, ab)−1,
one of the factors equals σ(a, b) and the others equal 1. This proves (28).
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