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Abstract
A spatially developing transitional flow in a vertical channel with one
side heated uniformly and subjected to random velocity fluctuations at the
inlet is investigated in this experimental and numerical study. Two Rayleigh
numbers are studied. Experimentally, Particle Image Velocimetry is used
to obtain a complete two-dimensional velocity field of the streamwise flow
development. A three-dimensional Large-Eddy-Simulation investigation is
also performed to obtain a complete streamwise evolution of the flow. The
results allow the definition of three transition indicators on the basis of the
time-averaged velocities and temperatures fields as well as on the turbulent
statistics of the flow. The detailed experimental and numerical spatial de-
velopment of the transitional natural convective flow is then presented and
the ability of the indicators to capture the early and the advanced stages of
the transition is assessed. The numerical simulations were performed on the
assumptions of a thermally stratified environment, submitted to an environ-
mental noise, and for which wall to wall radiations were considered. These
conditions aim at representing realistic experimental conditions.
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1. Introduction1
Over the last decade and a half, increasing concerns regarding the envi-2
ronmental issues due to anthropic global warming has spurred a rethinking of3
the management and methods of energy production and consumption. Since4
the daily incident solar energy on the global landmass is greater than the5
annual worldwide energy consumption, the harvesting of solar energy is one6
of the more promising solutions. As a result, among other technologies, pas-7
sively ventilated PhotoVoltaic (PV) arrays integrated in buildings (BIPV)8
have been developed. These components use solar energy to generate elec-9
tricity, whilst the concomitant, but unwanted thermal heating of the arrays10
produces natural convective flows in the space between the PV facade and11
the wall enclosing the building. This natural ventilation cools the PV arrays,12
thereby increasing their efficiency [1], with the added advantage that the flow13
can also be used for the heating of the building during the day or for cooling14
it at night.15
The study of such system is challenging for several reasons. When BIPV16
systems operate in real-conditions, the flow is expected to be transitional17
or turbulent. Moreover, it is impacted by the environment, which signifi-18
cantly increases the complexity of the problem. Therefore, laboratory-scale19
experiments and numerical models often take the aspect of a heated vertical20
channel which represents a simplification of the problem. Natural convec-21
tive flows observed in experimental channels and in numerical simulations of22
channels of finite sizes often display the following characteristics:23
1. The flow is spatially developing over a large region;24
2. Experimentally the flow is submitted to various external factors such25
as external thermal stratification or ambient velocity disturbances. As26
results, in numerical models, the boundary conditions have not yet been27
properly established;28
3. The flow undergoes a transition from a laminar to a turbulent regime.29
It therefore appears that the knowledge of these processes is inherent to the30
knowledge of the spatial development of the transitional flow as well as on31
its interaction with the environment.32
Miyamoto et al. [2] performed one of the first experimental investigation33
dealing with transitional laminar-turbulent natural convective flows in an34
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isoflux vertical channel. The channel was 5 m high and a parametric study35
was conducted with the channel width and the heat input varied. Discrete36
velocity profiles, measured at different height, provided some insights of the37
spatial development of the flow and temperature at the walls were recorded.38
In each case, they observed a local maximum in the heated wall temper-39
ature which they associated with transition to turbulent flow. The same40
phenomenon was observed later in other experimental works [3, 4, 5, 6, 7, 8].41
In a water channel uniformly heated on both sides, Daverat et al. [9] used42
the height at which the maximum of the velocity difference between the near43
wall velocity and the bulk velocity was reached as a marker of the transition.44
However, even if the experimental spatial resolution tends to increase, it often45
remains too sparse and consequently difficult to study the flow development46
in details in the transition region.47
Since experimental techniques are sometimes limited, simulations have48
therefore been performed to better understand the transition phenomena49
which occur in this type of flow. Fedorov and Viskanta [10], using a steady-50
state Reynolds Averaged Navier-Stokes (RANS) solver managed to obtain51
qualitative agreement with the experimental results of Miyamoto et al. [2]52
on the location at which the temperature reaches a maximum on the heated53
wall, but it required very large values of turbulence levels at the inlet of the54
channel. More recently, Lau et al. [11] and Li et al. [12], by respectively55
using Large Eddy Simulation (LES) model with the Vreman Subgrid-Scale56
(SGS) model and Direct Numerical Simulation methodologies, obtained good57
agreement with the experimental results of Miyamoto et al. [2] and more58
particularly with the location at which the temperature reaches a maximum59
on the heated wall. However none of these studies analyzed in details the60
flow development in the transition region.61
A LES study of Kogawa et al. [13] of a symmetrically heated channel, at62
uniform temperature associated the beginning of transition to the appear-63
ance of the Tollmien-Schlichting (TS) waves which are characteristics of the64
beginning of the natural transition of weakly disturbed natural convection65
flow [14], [15]. However, as was demonstrated by Fedorov and Viskanta [10]66
in a study using RANS models and by Lau et al. [16] and Tkachenko et al.67
[17] in LES investigations, the turbulent intensity level at the entrance of68
the channel proved crucial to obtaining a fairly good representation of the69
mean and turbulent quantities of the flow. Because of the presence of the70
inlet disturbances, the TS waves observed by Kogawa et al. [13] are replaced71
by much more complex three-dimensional structures [7, 18, 19] which make72
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their criteria impossible to use to locate the beginning of the transition.73
It appears that, despite some improvements in the numerical/experimental74
agreement, the detailed experimental and numerical velocity and thermal75
fields have never been used concomitantly to define relevant transition indica-76
tors and to investigate in details the flow changes around them. Furthermore77
it appears that the transition region is not clearly defined. Indeed, despite78
the fact that some indicators have already been defined, transition occurs79
in different stages. It is therefore even less clear which stage of transition,80
beginning, early or advanced these indicators specify.81
The literature concerning the definition of transition indicators is more82
exhaustive for the case of single vertical plate natural convection flow. De-83
spite natural convection flow in vertical channel is different to those in verti-84
cal plate configuration, they are both purely buoyancy driven flow and it is85
expected that they share some similar mechanisms.86
In an experimental study, Godaux and Gebhart [20] defined the beginning87
of the thermal transition as the height at which the time-averaged tempera-88
ture profiles of the flow changed from the laminar ones. Jaluria and Gebhart89
[21] considered the beginning of the velocity transition at the height at which90
they could observe the first burst and instabilities. In their experimental91
study Mahajan and Gebhart [22] noted that this criteria could sometimes92
be difficult to use with noisy experimental measures and more especially in93
gases. For that reason they defined the beginning of the transition as ”... a94
decrease in the rate of increase of both the maximum velocity and the overall95
temperature difference, respectively from the laminar downstream trends.”,96
the overall temperature difference being the temperature difference across97
the boundary layer. A similar indicator has not been defined yet for the case98
of vertical channel configurations.99
The objective of the present paper is to study a spatially-developing tran-100
sitional natural convective flows as a consequence of a uniform heat flux on101
one side of a vertical air channel of finite height. Experimental velocities102
and temperatures were obtained with Particle Image Velocimetry (PIV) and103
thermocouples respectively. The commercial software ANSYS FLUENT, in104
which the Vreman SGS model had been implemented as a user-defined func-105
tion developed by Lau et al. [23, 24] was used to simulate the flow. For the106
two heat inputs investigated, an artificial inlet disturbance was used to mimic107
the environmental noise, inherent to experimental studies [2, 8, 19], as well108
as to control the triggering of the transition to turbulence within the chan-109
nel. Based on the numerical and experimental time averaged velocity and110
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temperature distributions, transition indicators are defined. The streamwise111
evolution of the time-averaged velocities and temperatures, as well as the112
turbulence statistics are described and the ability of the different indicators113
to distinguish different stages of the flow transition is assessed.114
It should be noted that, in recently published research [25, 26, 27], it has115
been demonstrated that the external thermal stratification is a confounding116
factor in natural convection studies in channels. For that reason it has been117
considered in the present work.118
2. Experimental apparatus119
2.1. Room and channel description120
Figure 1: (a) Scheme of the experimental apparatus and coordinate system, (b) PIV fields
of views at z/W = 0.5
The experimental apparatus has already been described in Vareilles [5],121
Sanvicente et al. [7] and Thebault et al. [26] so that only the main features are122
presented here. The apparatus was located in a 6.6 m high, 4.6 m wide and123
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7.0 m long laboratory. The experimental channel and the coordinate system124
are presented in Figure 1 (a). It consisted of two parallel vertical walls of125
dimensions H=1.50 m high W=0.70 m wide D=0.10 m apart, located 0.75 m126
above the floor. They were insulated with 12 cm thick polyurethane blocks of127
thermal conductivity 0.027 W/m·K. The channel was closed on both lateral128
sides by two vertical Plexiglas sheets to prevent lateral infiltration of air and129
allow optical access to the channel. The inside surface of each of the wide130
channel walls was covered by 15 stainless steel foil heaters, each 10 cm wide,131
50 µm thick and 70 cm long. The emissivity of the foils was 0.092 and the132
thermal conductivity was 13 W/m·K. The leading edges of the two wide133
plates had 30◦ chamfers at the inlet in order to guide the fluid and reduce134
inlet turbulence. A horizontal 0.70 m× 1 m artificial ceiling was placed 75 cm135
above the outlet. This configuration was designed in order to have the same136
boundary condition above and below the channel. In the numerical model of137
this configuration, the presence of these wall defines the I-type configuration138
[28] and allows the flow to evolve freely in the extended domains therefore139
reducing the effect of the boundary conditions on the flow.140
For temperature acquisition on the heated surface, 75 thermocouples were141
placed along the vertical mid-plane line z/W = 0.5 in which z is defined in142
Figure 1 (a). The thermocouples were placed inside the insulation and in143
contact with the heated foil. Seven thermocouples were located across the144
inlet and 21 thermocouples were located across the outlet, in order to obtain145
the mid-plane inlet and outlet temperature profiles. Finally thermocouples146
were located near the outlet, outside the channel. All thermocouples were147
standard K-types, made from 120 µm wire.148
Ambient thermal conditions were evaluated with five thermocouples lo-149
cated at 0.1 ; 0.7 ; 1.3 ; 1.7 and 2.3 m from the floor on the same vertical150
pole, 1.5 m from the channel. These measurements provided the temperature151
distribution in the laboratory. Thermocouples measurement uncertainty was152
evaluated at ±0.05 K.153
Velocity fields on the center plane, z/W=0.5, were obtained with the154
Particle Image Velocimetry (PIV). The PIV system consisted of a pulsed155
Nd: YAG laser emitting at 532 nm. A standard set of lenses was used to156
transform the laser beam into light sheets and a Charge-Coupled Device157
(CCD) with a resolution of 540×2048 pixels was used for image acquisition.158
The acquisition window corresponded to a 100 mm wide by 380 mm high159
section of the flow. This field of view covered a quarter of the channel height160
and thereby allowed to cover the whole height of the channel with only four161
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measurements. The heights at which PIV measurements were performed,162
namely, w1, w2, w3, w4 corresponded to the 1st, 2nd 3rd and 4th quarters163
of the channel respectively as shown in Figure 1 (b).164
Experiments were conducted by seeding the flow with droplets of Di-165
Ethyl-Hexyl-Sebacat silicon oil. The particles had a diameter smaller than166
1 µm and a density of 912 kg/m2 and had sufficient light scattering capability167
as well as a minimal slip between the fluid and the particle [29]. The standard168
double frame PIV method was used in which the two images were acquired169
1 ms apart. This time was set so that particles did not move by more than170
1/4 of the interrogation window between the two frames. The acquisition171
frequency was 10 Hz.172
During each measurement session, 8000 double images were acquired,173
which correspond to a measurement period of 14 min. This measurement174
period provides a reliable average of the main quantities of the flow [7]. The175
systematic errors, related to the laser, the seeding procedure, the camera176
calibration and the post processing were estimated at ±0.015 m/s.177
2.2. Experimental ambient conditions and heat losses178
The experimental procedure used in each measurement session as well179
as the ambient room conditions have been described in details by Thebault180
et al. [26].181
The indoor temperature distribution was recorded experimentally. For182
the great majority of the cases the room temperature distribution could be183
approximated by a linear distribution. In the numerical simulations, the184
stratified temperature distribution in the laboratory was therefore taken to be185
linear with a temperature gradient δT (K/m) as done by Thebault et al. [26].186
A positive stratification i.e. temperature increasing with height, therefore187
corresponds to positive values of δT .188
It was observed that for the present measurements, the temperature gra-189
dient in the laboratory increased by only 0.01 K/m per hour during any190
operating period. Since the measurements took approximately a quarter-of-191
an-hour, the temperature gradient in the room could be assumed as constant192
during the measurement period. The average temperature change in the193
room during one measurement session was ±0.1 K. Because this change was194
also small, all ambient conditions could still be assumed to remain constant195
during the measurement period.196
The channel was uniformly heated on one side and the measurements197
were made for two heating powers of 100 W and 230 W. The losses, through198
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conduction through the wall and radiation directly to the surroundings were199
estimated by Vareilles [5] and Sanvicente [29] at approximately 5% of the200
injected heat input.201
The Rayleigh number Ra, defined in terms of the heat flux,q (W/m2),202
and on the height of the channel, H (m), is defined as the product of the203
Grashof number and the Prandtl number and can therefore be expressed as204
Ra =
gbqH4
aνκ
, (1)
in which g (m/s2) is the gravitational acceleration, b (1/K) is the coefficient205
of thermal expansion, ν (m2/s) is the kinematic viscosity, κ (W/m·K) is the206
thermal conductivity of air and a (m2/s) is the thermal diffusivity.207
The Rayleigh numbers corresponding to each heat input are shown in Ta-208
ble 1. The ranges of external thermal stratification observed experimentally209
for each Rayleigh number is also indicated for information purposes.
Table 1: Summary of the cases studied
Cases 100 W 230 W
Ra 1.5× 1012 3.5× 1012
Electrical power Qt (W) 100 230
Net heat input Q (W) 95 219
Net heat flux q (W/m2) 90 208
Exp. range of δT (K/m) 0.5–1.1 0.3–1.4
210
3. Numerical methodology211
The computational domain is illustrated in Figure 2. Based on the I-type212
geometry defined by Manca et al. [28], and as was done by Lau et al. [16],213
two domains were added to the lower and upper ends of the channel through214
which air flowed into and out of the channel. The top boundary is located215
0.75 m above the channel outlet and corresponds to the artificial ceiling216
present in the experimental apparatus. It was modeled as an impermeable217
no slip wall. A uniform heat flux was imposed at the heated wall. The other218
walls, plotted by a thick plain black line, were set as adiabatic except for the219
when specified otherwise.220
8
Figure 2: Scheme of the computational domain (a) elevation (b) side elevation
3.1. Large-Eddy Simulation and Vreman SGS model221
In the LES formulation, the flow is separated into large and small scales222
based on a spatial filtering. The filter size is commonly assumed to be equal223
to the size of the computational grid. The large scale motions are directly224
simulated whereas a SGS model is used to evaluate the effects of flow struc-225
tures smaller than the filter size used in the simulations.226
The grid-filtering operation is defined for a physical quantity ϕ as227
ϕ(x, t) =
∫
f
ω(x− x′)ϕ(x′, t)dx′ (2)
in which x = (x, y, z) is the spatial coordinate, t the time, f is the computa-228
tional domain, ω is a normalized filter function, defined here as a box filter,229
of width ∆.230
Because in natural convection, the changes in density, ρ (kg/m3), can be231
significant, it is common to adopt a modified approach for the filtering of the232
Navier-Stokes equations, commonly called the Favre-filtering, defined as233
ϕ˜(x, t) =
ρϕ(x, t)
ρ
(3)
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in which the operator ∼ indicates the Favre-filtered quantity.234
The instantaneous variable can now be expressed as235
ϕ(x, t) = ϕ˜(x, t) + ϕ′′(x, t), (4)
in which ϕ˜(x, t) represents the quantity that will be directly calculated whereas236
ϕ′′(x, t) represents the part of the component, smaller than the grid filter237
width, that will be modeled by the SGS.238
The resulting set of conservation equations for a buoyancy-driven flow239
at low-Mach-number using Favre averaging, written in tensor form with the240
Einstein summation convention may be written as :241
conservation of mass,242
∂ρ
∂t
+
∂(ρu˜i)
∂xi
= 0, (5)
conservation of momentum,243
∂ (ρu˜j)
∂t
+
∂ (ρu˜iu˜j)
∂xi
= − ∂p
∂xj
+
∂σ˜ij
∂xi
+
∂τuiuj
∂xi
+ (ρ− ρ0)gj, (6)
and conservation of energy,244
∂
(
ρCpT˜
)
∂t
+
∂
(
ρCpu˜iT˜
)
∂xi
=
∂
∂xi
(
κ
∂T˜
∂xi
)
+
∂ (CpτuiT )
∂xi
. (7)
u˜i (m/s) are the Cartesian velocity components, ρ0 is the reference density at245
the reference temperature T0 (K). ρ and T˜ are respectively the density and246
the temperature, p (Pa) is the dynamic pressure and Cp (m
2· kg · s−2· K−1) is247
the specific heat capacity at constant pressure. σ˜ij is the stress tensor which248
can be written, under the Stokes assumption as249
σ˜ij = 2η
(
S˜rij − S˜rkkδij
)
, (8)
where S˜rij is the rate of strain tensor, η the dynamic viscosity and δij is the250
Kronecker delta,251
S˜rij =
1
2
(
∂u˜i
∂x˜j
+
∂u˜j
∂x˜i
)
. (9)
The effect of the non-simulated small-scale structures is represented by252
the SGS stress tensor τuiuj and the SGS heat flux vector τuiT in equations253
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6 and 7. To describe these quantities, the Vreman SGS model [30] adapted254
by Lau [31] to transition natural convection flows with low turbulence level255
is used in this work. It has been shown that in natural convection problem256
in cavities [23] and channel flows [11, 16, 24], this SGS model yields better257
agreement with experiment than the Smagorinsky SGS model [32].258
The subgrid Reynolds stresses and turbulent heat fluxes are represented259
in the Vreman SGS model as260
τuiuj = −2ηsgs
(
S˜rij − 1
3
S˜rkkδij
)
, (10)
and261
τuiT =
ηsgs
Prsgs
∂T˜
∂xi
(11)
in which ηsgs is calculated based on the SGS viscosity model proposed by262
Vreman [30], namely,263
ηsgs = ρCsgs
√
Bd
cijcij
, (12)
Prsgs and Csgs are coefficients of the SGS model and cij = ∂u˜j/∂xi, Bd =264
d˜11d˜11−d˜212+d˜11d˜33−d˜213+d˜32d˜33−d˜223 and d˜ij = ∆2mcmicmj, ∆m being the filter265
width in the m direction. As suggested by Vreman [30], Csgs and Prsgs were266
set to 0.1 and 0.4 respectively. In the remainder of this work, only filtered267
quantities are considered and the overbars ∼ and − will not be used for the268
sake of clarity. The derivation of the LES approach the implementation of269
the Vreman SGS model and its validation for this type of flow is presented270
in detail in the work by Lau [31].271
Vreman SGS was particularly suitable for simulations of transitional flows272
as it allows a vanishing dissipation in laminar regions of the flow [23]. This273
model has been validated against experimental data for various configura-274
tions, such as a cavity flow [23] or the channel flow of Miyamoto et al. [2]275
simulated by Lau et al. [11, 24]. More recently, Li et al. [12] compared the276
results obtained with a LES solver with a Vreman SGS and the experimental277
results of Miyamoto et al. [2] with their own results obtained with a Direct278
Numerical Simulation (DNS). Both LES and DNS codes were able to ac-279
curately predict the time averaged velocities and turbulent intensity in the280
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high part of the channel (no comparison were shown at lower levels). The281
LES data even provided more accurate prediction of the time averaged ex-282
cess wall temperature. Li et al. [12] explained this unexpected outcomes by283
differences in the boundary conditions. However both the LES and DNS284
accurately predicted the height at which transition occurred which is one of285
the most crucial points in the present work.286
In the remainder of the paper, the x and y components of the velocity287
(see Fig.2 for the coordinate system) will correspond to the u and v compo-288
nents of the velocity, also mentioned as respectively the wall normal and the289
streamwise components of the velocity.290
3.2. Boundary conditions291
In numerical studies about natural convection flow generated in open292
vertical channel, the problem of the modeling of the boundary condition is293
considered as one of the most difficult. Indeed, in most case in mixed or294
forced convection, the mass flow rate condition is a large fixed value known295
in advance and therefore the inlet conditions can be easily modeled. In296
purely driven natural convection through finite-size open channels, the flow297
is weak and its characteristics depend on a complex interaction between the298
generated natural convection flow and the boundary conditions.299
For a more extensive review of the issues that have been encountered300
in the numerical modeling of the open boundary conditions as well as the301
strategies that were developed in an attempt to model them we refer to302
p.21-29 of Thebault [19].303
3.2.1. Thermal and pressure stratifications at the openings304
As was observed experimentally by Thebault et al. [26], the ambient tem-305
perature, in the far-field was linear so that at any height in the surrounding306
ambient atmosphere the temperature is,307
Ta(y) = T0 + (y − y0) δT , (13)
The subscript a refers to a quantity taken in the far-field, and δT is the308
temperature gradient in the far-field. The external temperature gradient δT309
is positive if the temperature increases upwards and negative if it decreases.310
The ambient atmosphere is considered as a stationary, single phase ideal gas311
so that the ideal gas law and the hydrodynamic stability law can be applied312
viz,313
12
pa = ρRairTa, (14)
314
dpa
dy
= −ρg. (15)
in which ρ is the density of air and Rair (J/kg
−1K−1) is the specific gas con-315
stant. By substituting equation (13) in equation (14) and then substituting316
ρ in equation (15) and integrating, it follows that the hydrostatic pressure317
follows the exponential law318
pa(y) = p0
(
1 +
δT
T0
(y − y0)
)( −g
RairδT
)
. (16)
In the computational model, these temperature and pressure distributions319
are applied at the open boundaries (see Figure 2 for the location of the320
open boundaries) of the computational domain using a user-defined function.321
The stratified temperature equation (13) defines the temperature of the fluid322
entering the open boundaries.323
In the final numerical model which is used to generate the numerical324
results studied here, the temperature Tin,num of the fluid entering the channel325
itself has a temperature of326
Tin,num(y) = T0 − 0.23HδT , (17)
which is very close to the experimental inlet temperature that was measured327
on the same apparatus by Thebault et al. [26] at328
Tin,exp(y) = T0 − 0.25HδT . (18)
3.2.2. Inlet noise329
It is currently impossible to exactly represent noises and disturbances330
emanating from the laboratory environment, as the flow enters the channel.331
However, as mentioned in the introduction, in experimental works, significant332
velocity perturbations were reported to enter in the channel from the labora-333
tory environment [2, 8, 19]. These disturbances needed to be introduced in334
the velocity field at the inlet of the computational domains by Fedorov and335
Viskanta [10], Lau et al. [16], Tkachenko et al. [17] so as to match experi-336
mental data. To that end, the environmental noise in the room is modeled337
here as a disturbance of the velocity components generated at entrance of338
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the computational domain by the Spectral Synthesizer method, based on339
the work of Smirnov et al. [33] and implemented in ANSYS FLUENT. This340
method generates a random spatial and temporal coherent noise at the lower341
open-boundaries of the computational domain (Fig. 2), and is one of the most342
commonly-used method to synthesize disturbed inlet conditions for LES sim-343
ulations [34].344
As can be seen in Fig. 3 this method leads to a reasonable representation345
of the experimentally recorded turbulent intensity in the inlet region of the346
channel. In the present study, the inlet turbulence intensity ranged between347
15 to 20%; of the same order as used by Fedorov and Viskanta [10].348
Figure 3: Experimental and numerical (a) wall-normal (u) and (b) streamwise (v) turbu-
lent intensities in the inlet region of the channel. Solid lines, numerical data; dotted lines,
experimental data.
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3.2.3. Wall-to-wall radiation349
Only one wall is directly heated by the Joule effect in the experiments.350
The wall facing the heated wall is ”passively” warmed by radiation so that351
these walls are referred to as the heated wall and the unheated wall respec-352
tively. The same nomenclature is adopted for the walls in the numerical353
model.354
Using the radiosity model and considering air to be a non-participative355
medium, Sanvicente [29], estimated that approximately 10% of the total net356
heat injected into the channel was transmitted by radiation to the unheated357
wall for the same configuration as used in this study. As a consequence, in358
the numerical model, the total heat flux injected in the channel follows the359
same distribution, namely, 90% of the injected heat is given to the heated360
wall and 10% to the unheated wall. This approach constitutes the simplest361
approximation that allows radiation heat transfer to be taken into account362
without the need for calculating radiative heat transfer exchanges in the com-363
putational model; thereby considerably reducing the computation burden.364
3.3. Mesh and domain validations365
A mesh convergence study was then conducted. The test case corresponds366
to the higher Rayleigh number, Ra = 3.5 × 1012, with an external thermal367
stratification of δT = 0.72, which corresponds to one of the average thermal368
stratification that was observed experimentally (see Table 1).369
Four mesh sizes were used, a very coarse mesh (VCM) of ∼ 500 × 103370
nodes, a coarse mesh (CM) of ∼ 800×103 nodes, an intermediate mesh (IM)371
of ∼ 1.5 × 106 nodes and a fine mesh (FM) of ∼ 2.3 × 106. The meshs are372
ordered in the x,y and z direction with inflation at the walls. Details of each373
mesh are presented in Table 2.374
Table 2: Mesh characteristics within the channel itself
Name Elements in x× y × z Number of elements
VCM 55×135×65 ∼ 500× 103
CM 60×165×80 ∼ 800× 103
IM 75×240×85 ∼ 1.5× 106
FM 90×300×85 ∼ 2.3× 106
The size of the extended domain was of A=7cm (Fig. 2). The calculation375
was initialized with a quiescent fluid in the whole domain i.e. zero initial376
velocity in the domain and at the boundaries. The temperature in the whole377
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domain was of T0. At the open boundaries the boundary conditions of a ther-378
mally stratified ambient are applied (section 3.2.1) i.e. the temperature and379
pressure conditions are those of equations 13 and 14. At the walls 90% of the380
total heat flux is imposed at the heated wall, and 10% of the remaining heat381
flux is imposed at unheated wall in order to model the wall to wall radiation382
exchange as mentioned in section 3.2.3. The other walls are adiabatic. The383
walls have a no-slip condition.384
After the first few iterations, complex structures are seen and approxi-385
mately 20 to 30 s are needed in order to obtain an established ascendant386
flow. From this point, the mass flow rate was still fluctuating but the max-387
imum difference observed between its maximum and minimum values was388
less than 30% of the minimum. Averaging for the flow statistics was only389
commenced after 100 simulation seconds had elapsed. The duration of the390
sampling period, in order to obtain statistical convergence of the mean val-391
ues to an accuracy greater than 1%, was another 100 s. In what follows, the392
time-averaged quantities will be indicated by an overline (−).393
Figure 4: Time-averaged velocities distributions for the different mesh sizes at Ra =
3.5 × 1012 in the mid plan z/W = 0.5. The four figures on the left are the wall-normal
time-averaged velocities u at four different locations respectively y/H = [0, 0.25, 0.66, 1],
the four figures on the right are the time-averaged streamwise velocities v plotted at the
same elevations as that for u
As is shown in Fig. 4, there are very small differences, < 1%, in the time-394
averaged velocity profiles between the IM and the FM grids. The temperature395
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Figure 5: Wall-temperature distributions for the different mesh sizes at Ra = 3.5× 1012
profiles at the wall in Fig. 5 are also very similar for these two meshes with396
differences < 1% except at the very top of the channel where a difference of397
4% is reached. Multiplying the number of elements by 1.533 has almost no398
effect on the time averaged quantities, therefore the IM grid was considered a399
satisfactory mesh for the present study. A slice of the mesh at mid-height of400
the middle section of the channel z/W = 0.5, y/H ∈ [0.50, 0.54] is displayed401
in Figure 6.402
The y-plus value of the first node in the wall normal-direction was calcu-403
Figure 6: IM mesh in the section z/W = 0.5 at mid height
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lated as follows404
x+ =
v∗x
ν
, (19)
in which v∗ is the friction velocity at the nearest wall and where x was taken405
as the size of the first grid node in the wall-normal direction. A maximum y-406
plus value of x+ = 0.8 was obtained by using the maximum friction velocity,407
implying that viscous sub-layer had been sufficiently resolved. In the litera-408
ture, similar grid resolutions have been used in numerical LES modeling of409
natural convection for which the transitional behavior of the flow was shown410
to be correctly modeled (see e.g.[13], [23] [17]).411
Now that the mesh has been validated, the influence of the inlet and outlet412
extensions sizes is briefly discussed. The sizes of the extended domains were413
progressively increased by modifying the size of A, in Fig. 7, on both sides of414
the channel. Four values of A were studied, D0, the initial extended domain415
had a value of A =7 cm, whereas D1, D2 and D3 had values of A equal to416
14, 21 and 28 cm respectively. The mesh remained unchanged in the channel417
and in the initial extended domain D0 with additional cells being added in418
further extensions.419
Figure 7: Representation of the different computational domains for various sizes of A.
Thick black line represents walls and dashed lines represents open boundaries.
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As may be seen in Fig. 8, the size of the extended domain have an im-420
pact on the mass flow rate. However, the changes in the mass flow rate were421
around 2% between D1 and D2 at Ra = 1.5× 1012 and were almost insignif-422
icant between D2 and D3 at Ra = 3.5 × 1012 case. This is the reason for423
choosing domain D1 for Ra = 1.5× 1012 and D2 for Ra = 3.5× 1012.424
Figure 8: Influence of the extended domain size on the mass flow rate.
3.4. Numerical experimental confrontation425
Figure 9: Streamwise time-averaged velocity in the lower region at y/H = 0.25 and in the
upper region at y/H = 0.95. (a) Ra = 1.5 × 1012 (b) Ra = 3.5 × 1012. Continuous lines
indicates the numerical results whereas the symbol indicates the experimental results
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Now that the numerical model, mesh and domain have been validated,426
it is confronted to experimental data. Numerical and experimental time427
averaged streamwise velocity profiles in the lower and upper regions of the428
channel have been plotted for the two cases considered here in Fig. 9. It can429
be observed that there is a reasonable agreement between the experimental430
and numerical data, with higher differences in the case of Ra = 3.5× 1012 in431
the higher region of the channel.432
It is important to note that the agreement between the experimental and433
numerical results has never been reached for this type of configuration [10],434
[16], [12] or [17]. The best reported agreements remain probably those of435
the numerical LES model of Lau et al. [11] with the experimental results of436
Miyamoto et al. [2]. In the present work, the same LES methodology is used,437
only the geometry was changed.438
However, despite this difficulty to achieve numerical experimental agree-439
ment, it never prevented the numerical model to be used to provide new440
insights on the flow characteristics. For that reason, it is not the ambition of441
the present paper to achieve a better agreement with experimental data than442
those previously obtained. The ambition here is to observe similar trends and443
indicators of the transition between the experimental and numerical results.444
4. Transition indicators and flow development445
The study presented in this paper focuses on two cases corresponding to446
two Rayleigh numbers. The main discussion deals with the experimental and447
the numerical results at Ra = 3.5 × 1012 and is extended to the numerical448
results and some experimental data at Ra = 1.5× 1012.449
During the experimental measurements, at Ra = 3.5 × 1012, velocity450
recordings were performed over the whole height of the channel for an exter-451
nal thermal stratification between 1.39 K/m and 1.40 K/m. It therefore re-452
duced the repeatability issues between the measurements due to the external453
thermal stratification to non-appreciable differences. As a consequence, an454
external thermal stratification of δT=1.4 K/m was simulated in the numerical455
case at Ra = 3.5× 1012. A similar stability in the experimental results could456
not be achieved at Ra = 1.5× 1012. As a consequence, only partial develop-457
ment of the flow is presented at Ra = 1.5×1012 and a thermal stratification of458
δT=1.1 K/m which corresponded to the highest stratification experimentally459
recorded at this Rayleigh number as reported in Table 1. The same thermal460
stratification was used in the numerical simulation at Ra = 1.5× 1012.461
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In what follows, the temperatures will be expressed as the temperature462
rise above the reference temperature T0 and is denoted as θ viz,463
θ = T − T0. (20)
For each case, the reference temperature, T0, is defined as the temperature far464
from the channel at the height of the inlet to the channel. When needed the465
air properties are taken at T0. In the numerical simulations T0 = 293.15 K.466
In what follows, different transition indicators are proposed and their467
usefulness as indicators of flow development is assessed. These discussions are468
as much as possible supported by both our experimental and numerical data.469
However, no measurement of the fluid temperature inside the channel has470
been performed. Thus, in the case this information is needed, experimental471
work from the literature are used to support the discussions.472
Note that for a better readability it has been decided in some cases to473
present the results over a restricted range around the region of interest, which474
is around the indicator under study, this range can be different depending on475
the available data, the Rayleigh numbers, the phenomenon to be observed or476
between the experimental and numerical results.477
4.1. Wall-temperature indicator, hT478
In studies of natural convection in uniformly heated vertical channels,479
it is common to use the first local maximum, reached by the temperature480
at the heated-wall, in order to localize the transition region, as was done481
by Miyamoto et al. [2] and many other researchers mentioned in the in-482
troduction. One of the reasons is the ease to obtain measurements of the483
temperature distribution at the wall compared to velocity measurements in484
the fluid.485
The same definition will be used for this indicator in the present work486
and its streamwise location will be referred to in its non-dimensional form as487
hT .488
The wall temperature distributions, θ
∗
wall, at Ra = 3.5 × 1012 have been489
plotted for the numerical case in Fig. 10 and for the experimental case in490
Fig. 11. The streamwise evolution of the minimum temperature in the bulk491
θ
∗
min is also displayed for the numerical case in Fig. 10. All the quantities492
were scaled with their maximum streamwise value for visualization purposes.493
The scaled quantities are indicated by the superscript ∗.494
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Figure 10: Streamwise evolution of numerically obtained θ
∗
wall and θ
∗
min. Thin dashed
lines have been plotted to indicate linear trends or significant changes in the quantities
growth, the plain black line plots hT .
The temperature at the wall θ
∗
wall increases from the beginning of the495
channel and reaches a local maximum at y/H = 0.66 in the numerical case496
and at y/H = 0.45 in the experimental case which correspond to hT .497
Regarding the minimum temperature in the fluid θ
∗
min in Fig. 10, it rises498
slowly and almost linearly from approximately y/H = 0.1 to y/H = 0.5. This499
increase of temperature is mainly due to conduction, diffusion and weak wall-500
normal convective transfers. Around y/H ' 0.5, the rate in slope of θ∗min501
changes and above hT , θ
∗
min starts to significantly increase. From y/H = 0.8,502
θ
∗
min evolves almost linearly with a higher rate than that in the lower part of503
the channel. The sudden increase of θ
∗
min above hT translates an increase of504
the heat transfer toward the bulk region and therefore a transition. However,505
as showed by the dashed lines, the variation of slope of θ
∗
min suggests that506
some transition phenomena have started below hT .507
The evolution of the numerically obtained temperature profiles in the508
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Figure 11: Streamwise evolution of experimentally measured θ
∗
wall. The plain black line
plots hT
fluid at Ra = 3.5× 1012 have been plotted in Fig. 12 (a). Two color sets are509
used, the light purple/dark purple set is used for the profiles plotted below510
hT and the yellow/red colors are used for the profiles plotted above it. Below511
hT the hot fluid remains close to the walls in what could be defined as the512
thermal boundary layer. The temperature in the bulk region remains almost513
at inlet temperature despite a very slight increase. Then, from hT the wall514
temperature decreases. Moreover by continuity in the wall-normal direction,515
the temperature of the fluid in the vicinity of the wall, here between the wall516
and x/D ' 0.03 decreases as well. Away from this region, in the central517
part of the channel, the fluid temperature, which remained almost at the518
inlet temperature in the two first thirds of the channel, below hT , starts to519
significantly increase from θ
∗
= 0.01 to θ
∗ ' 0.15 − 0.20 in the last third of520
the channel.521
No experimental detailed measurements of the fluid temperature spatial522
development were performed in the present work. However the time aver-523
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Figure 12: Temperature profiles in the fluid at Ra = 3.5×1012, z/W = 0.5, (a) Numerical,
The thick dashed line plots the temperature profiles at hT (b) Experimental.
aged inlet and outlet temperatures experimentally obtained for the Rayleigh524
number of Ra = 3.5×1012 are plotted in Fig. 12 (b). The outlet temperature525
in the bulk region reaches 10 to 20% of that of the maximum temperature526
at the wall which is consistent with the numerical results. Moreover, the527
increase of fluid temperature in the bulk of the flow observed around hT is528
consistent with all the experimental studies in which both the wall and fluid529
temperatures are presented (see e.g. [2], [4]). Furthermore some studies in530
which temperatures measurements in the fluid were carried with a relatively531
high spatial resolution, [3], [9] and [27] show that there is a jump in the fluid532
temperature from hT which entirely support the above numerical observa-533
tions. As for the decrease of temperature in the vicinity of the wall, that534
is observed numerically above hT in Fig. 12 (a), it can be experimentally535
supported by the experimental wall temperature in Fig. 11. Indeed, by con-536
tinuity in the wall-normal direction, the fluid, in a certain region near the537
wall, follows the same temperature variations as those observed at the wall.538
Therefore, despite no temperatures in the fluid were measured in the present539
work, the decrease of the experimental wall temperature presented in Fig. 11540
imply that in a certain region of the fluid, near the wall, the temperature541
also decreases.542
These numerical and experimental results show that there is a transition,543
characterized by significant changes in the mean temperature fields, which is544
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adequately indicated by hT .545
4.2. Velocity indicator, hv546
The velocity indicator defined here reproduces a similar indicator that547
was defined and used in the scaling analysis of Li et al. [27] and in the548
experimental work of Daverat et al. [9]. Their configuration was this of a549
symmetrically heated vertical water channel.550
In their work they partitioned the flow into different zones. Among them551
they observed that, before transition occurs and because of the constant552
heat injection at the wall, a high velocity buoyant region is generated near553
the heated wall and the fluid in that region is accelerated in the streamwise554
direction. Concomitantly with this increase and by mass conservation, the555
streamwise velocity of the fluid in the bulk of the channel is decreasing.556
Based on this work by Li et al. [27], the region where ∂v/∂y > 0 which557
corresponds to the accelerating buoyant region will be referred to as the558
Natural Convection Boundary Layer (NCBL). The region where ∂v/∂y < 0,559
which corresponds to the decelerating region, will be referred to as the Bulk560
Region (BR). These regions have been illustrated on the present evolution561
of the streamwise numerical velocities in the lower part of the channel, in562
Fig. 13.563
Figure 13: Illustration of the NCBL and BR zones, as they are defined by Li et al. [27],
on the streamwise velocity profiles in the lower part of the channel. The ascending orange
arrow indicates the accelerating trend of the fluid in the NCBL whereas the blue descending
arrow indicates the decelerating trend in the BR.
However they observed that these trends were inverted after a certain564
elevation i.e. the velocity difference, ∆v between the peak velocity in the565
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NCBL and the velocity in the BR reached a maximum and started to decrease566
above a certain height. They associated this change to a drastic increase of567
the momentum transfer from the near wall region to the bulk region and568
therefore to transition. The maximum of ∆v was therefore used in their569
work as the transition indicator.570
A similar indicator hv is reproduced here. Similarly to their work hv is571
defined as the height at which the maximum of572
∆v(y/H) = vmax(y/H)− vbulk(y/H) (21)
is reached. vmax is the maximum of the streamwise velocity evaluated at573
each streamwise position and vbulk is the streamwise velocity in the bulk of574
the flow.575
In the case of Daverat et al. [9] and Li et al. [27] the channel was heated576
on both sides, so that the bulk velocity was taken in the center of the channel,577
at mid-distance from each heated plate. In the present work, only one wall578
is heated so that there are no symmetry anymore and the definition of the579
bulk velocity is more difficult. The bulk velocity needs to be evaluated, in580
the BR, out of the laminar NCBL which length, defined above, will be noted581
in its non-dimensional form as δNCBL. In the present work, δNCBL remains582
within the range x/D ∈ [0.2; 0.35] and therefore the middle of the channel,583
at x/D = 0.5 remains out of the NCBL so that it can also be considered as584
a suitable location to evaluate the bulk flow velocity.585
The streamwise evolutions of v∗max, v
∗
bulk and ∆v are plotted in Fig. 14586
for the numerical case and in Fig. 15 for the experimental case.587
In the numerical case, in Fig. 14, v∗max and ∆v increase almost linearly588
from y/H = 0.30 to y/H = 0.5. ∆v reaches its maximum at y/H = 0.71589
and v∗max slightly higher at y/H = 0.72. v
∗
bulk reaches a minimum a little590
bit lower. As mentioned above, the height at which ∆v is reached will be591
referred to in its non-dimensional form as hv and is located higher than hT .592
As for the experimental case, the streamwise evolution of the velocity is593
similar to what was observed numerically in the lower part of the channel,594
∆v and v∗max rise almost linearly from y/H=0.1 to y/H ≈ 0.3. Then ∆v595
reaches a maximum at hv ' 0.44± 0.04. v∗max also reaches a local maximum596
around y/H = 0.45 however the decrease that follows is very light and v∗max597
start increasing again above y/H=0.50.598
In general, there is agreement in the trends before and above hv between599
the numerical and experimental results. The only difference being for v∗max600
which start increasing again in the experiment from y/H = 0.5.601
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Figure 14: Streamwise evolution of numerically obtained ∆v, v∗max and v
∗
bulk. Thin dashed
lines have been plotted to indicate linear trends and significant changes in the quantities
rate of growth. The plain black line indicates hv
One of the explanation for this difference could be the presence of an602
intermittent reverse flow that has been reported to occur for these configura-603
tions at this Rayleigh number [7, 35]. Indeed, it should be noted that in the604
experimental results, hv is reached lower (y/H = 0.44) than in the numerical605
results (y/H = 0.71). Because the present channel is of finite size there may606
be the influence of a reverse flow, entering from the channel outlet which607
would reduce the numerical velocity, whereas in the experimental case, hv is608
too low in the channel to be affected by this reverse flow.609
Note that in the case of a long enough channel, the increase of velocity, a610
certain distance after hv, could be expected. Indeed, because of the isoflux611
condition the temperature generally increases in the channel as the height in-612
creases. Consequently the density of the fluid is expected to keep decreasing613
and therefore by mass conservation the velocity to increase. However, due614
to the lack of experimental data in the literature about detailed spatial de-615
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velopment of the flow, this phenomenon has not been reported yet. Despite616
only hypothetical explanations can be provided to explain this difference in617
trends, the numerically observed decrease of vmax is consistent with other618
experimental observations. Indeed, the decreased in vmax above hv is more619
pronounced for the experimental results at Ra = 1.5 × 1012 as it will be620
showed in section 4.4. Finally, the decrease of vmax above hv is clearly visi-621
ble in experimental results of Daverat et al. [9]. These experimental results622
support the numerical trend that is observed here for vmax above hv.623
Because of the experimental measurement noise and uncertainties, it is624
difficult to assess experimentally which of hT or hv is located lower or if they625
are at the same elevation. However they remain very close.626
Figure 15: Streamwise evolution of experimentally measured ∆v, v∗max and v
∗
bulk. Thin
dashed lines have been plotted to indicate linear trends and significant changes in the
quantities rate of growth. Two horizontal blacks line indicate the location of hv. An
ellipse is used to indicate the approximative location of he.
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Streamwise velocity profiles for the Rayleigh number of Ra = 3.5× 1012627
and at different elevation are plotted in the mid-plane z/W=0.5, in Fig. 16628
for the numerical case and in Fig. 17 for the experimental case. Two color629
sets are used in each figure. The light blue/dark blue set is used for the630
profiles plotted below hv and the orange/red colors are used for the profiles631
plotted above it.632
At the entrance the velocity profile is almost flat. Then as the altitude633
increases and up to hv, the flow in the NCBL is accelerated, whereas the634
velocity in the BR decreases because of the mass conservation. Above hv635
the flow undergoes drastic changes; the high velocity region broaden due to636
turbulent transfers and tends to progressively encompass the whole channel637
width.638
Figure 16: Numerically obtained velocity profiles at z/W = 0.5, Ra = 3.5 × 1012. The
thick dashed line represents the velocity profiles at hv
In the experimental results in Fig. 17, the maximum velocity also de-639
creases above hv however velocity drop can only be observed over a short640
distance but then the maximum velocity slightly increases to reach 1.05 ×641
vmax(hv) at y/H=0.75.642
Note that close to the unheated wall a secondary high-velocity region also643
develops due to the slight heating on this wall. However the main focus will644
be on the main NCBL flow and the BR flow.645
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In the vicinity of the heated wall, the heat is mainly transferred from646
the wall to the NCBL by conduction and convection. The velocity peak647
in the NCBL is therefore due to the streamwise temperature gradient that648
generates a local high velocity buoyancy-driven region. In the BR, the flow649
is mainly driven by entrainment and shear from the high velocity region near650
the heated wall.651
Figure 17: Experimentally obtained velocity profiles at z/W = 0.5, Ra = 3.5× 1012. The
thick dashed line represents the velocity profiles at hv
4.3. Early-turbulence indicator, he652
Both hT and hv proved to be relevant indicators of respectively tem-653
perature and velocity based flow changes. However the fact that there are654
changes in the rate of growth of θ
∗
min, ∆v and v
∗
max prior to hT and hv suggests655
that some transition phenomena may have already started. Thus, in Fig. 18656
the streamwise evolution of their y-variation, respectively (∂θmin/∂y)
∗, and657
(∂vmax/∂y)
∗ are plotted.658
From y/H = 0.3 to y/H ' 0.45, (∂θmin/∂y)∗ remains relatively constant659
but then start to deviate before significantly increasing with height.660
As for the maximum velocity streamwise variation (∂vmax/∂y)
∗, it de-661
creases from y/H = 0.3, however its variation is very small until approxi-662
mately y/H ' 0.45. From there, (∂vmax/∂y)∗ start to drastically decreases.663
Because these changes of growth rates are very subtle, it is not possible664
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Figure 18: Streamwise evolution of the numerically computed (∂θmin/∂y)
∗
and
(∂vmax/∂y)
∗
. Thin dashed lines have been plotted to indicate linear trends or signifi-
cant changes in the quantities growth, an ellipse is used to indicate the location of he
to determine their exact location with precision. However, in the present665
numerical case, the changes in (∂θmin/∂y)
∗, and (∂vmax/∂y)
∗ growth rates666
occur in very close locations, evaluated here around he ' 0.45. It can be667
noted that the deviation of (∂vmax/∂y)
∗ may occur slightly lower than this668
of (∂θmin/∂y)
∗.669
Experimentally, due to the noise inherent to PIV measurements, the cal-670
culation of (∂vmax/∂y)
∗ leads to unusable data. therefore he could not be671
evaluated from it and is evaluated from the growth rate change of vmax which672
occurs around y/H = 0.30± 0.05 in Fig. 15.673
In the present work, only detailed experimental velocities are available674
within the fluid and therefore (∂θmin/∂y), cannot be evaluated. As a conse-675
quence, it is not possible to confirm with the present experimental results if676
growth rate changes of θmin, and vmax occur in the same area. However, as677
was mentioned in the introduction, the indicator he is very similar to the in-678
dicator defined and used by Mahajan and Gebhart [22] in an isoflux vertical679
plate configuration. They observed that the deviation of vmax from its lam-680
inar trend was a sharp indicator of the beginning of the velocity transition681
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in a gas. They also mentioned that this changes was ”almost immediately”682
followed by a deviation of the temperature across the boundary layer from683
its laminar trend, which they associated to the thermal transition. Their684
indicator for vmax is the same as the one used in the present paper, whereas685
this for the temperature is very similar to the changes in (∂θmin/∂y)
∗ used686
in the present paper.687
Despite natural convection on vertical plate is different from natural con-688
vection flow in channel some similar mechanisms are shared and therefore689
the experimental results of Mahajan and Gebhart [22] support the present690
numerical observation than changes of (∂θmin/∂y)
∗, and (∂vmax/∂y)
∗ occur691
in very close locations.692
To assess the relevance of he to indicate changes in the turbulent quanti-693
ties, the streamwise evolution of root-mean-square (RMS) quantities of the694
flow is studied. The RMS of a physical quantity p is defined here as695
RMS(p) =
√
p′2. (22)
RMS(u), and RMS(θ) are plotted for the numerical case in Fig. 19 and696
RMS(u) is plotted in the experimental case in Fig. 20.697
At Ra = 3.5× 1012 in Fig. 19 (a), RMS(u) is high in the entrance of the698
channel, at y/H = 0.06, and its maximum is reached in the center of the699
channel. Then it progressively decreases until he. This decrease is plotted in700
Fig. 19 (a) by the successive blue curves which the color fading from lighter701
to darker corresponds to growing elevations. From he, the maximum of702
RMS(u) at each elevation is displaced toward the heated wall, and RMS(u)703
considerably increases. In this case, hT and hv, respectively plotted by a704
thin dashed black and gray line, do not indicate any particular changes. The705
increase of the fluctuating activity of the wall-normal velocity component706
confirms the emergence of turbulent transport in the wall normal direction707
from he.708
RMS(θ), in Fig. 19 (b), is increasing in the center of the channel, from the709
inlet to y/h = 0.86, height from which it remains approximately the same.710
At the inlet, the maximum RMS(θ) is reached at the wall and remains there711
up to approximately y/H=0.13. From there on, and up to he, RMS(θ) at the712
wall remains constant but the maximum RMS(θ) is displaced away from the713
wall, at x/D = 0.07. Then from he, RMS(θ) increases at all x-locations but714
the peak remains around x/D = 0.07 up to hv. Then the maximum RMS(θ)715
is moved back at the wall. In this case, as can be seen in the magnified view716
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Figure 19: Streamwise evolution of the numerically obtained RMS wall-normal velocity
and temperature profiles at z/W = 0.5, Ra = 3.5× 1012, the thick black dashed line plots
the RMS at he, the thin black dashed line plots the RMS at hT and the thin gray dashed
line plots the RMS at hv. (a) RMS(u), (b) RMS(θ)
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of Fig. 19 (b), he indicates the location from which RMS(θ), at the wall, start717
rising again.718
Figure 20: Streamwise evolution of the experimental RMS(u) profiles at z/W = 0.5,
Ra = 3.5 × 1012, the thick black dashed line plots the RMS at he. Only one thin black
dashed line plots the RMS at hT and hv as now appreciable differences can be observed
between the RMS profiles plotted at these two heights.
The experimentally obtained RMS have been plotted in Fig. 20. The RMS719
quantities variation between the profiles at hT and hv were non appreciable720
so that only one profile have been plotted for these heights.721
RMS(u) is plotted in Fig. 20 (a), it clearly appears that he indicates722
a border between two stages. Indeed below he, (successive blue color plots)723
max(RMS(u)) decreases with height and its location is shifted from x/D=0.45724
to x/D=0.6. From he and above there is a net increase of RMS(u) in the725
near wall region around x/D = 0.15 which indicates that a transition has726
occurred.727
No experimental data from the authors allows to conclude if an increase728
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of the near wall temperature fluctuations can be observed experimentally729
at he. Nevertheless, note that in the experimental results of Daverat et al.730
[9] weak turbulent heat transfer, normal to the heated wall were reported731
near the heated wall, significantly lower than hv. This is consistent with732
the numerical observations in which increase in the temperature fluctuating733
fields can be observed near wall, below hv.734
4.4. Case of Ra = 1.5× 1012735
Figure 21: Streamwise evolution of (a) θ
∗
wall and θ
∗
min, (b) v
∗
max, v
∗
bulk, ∆v
∗ (c)
(∂θmin/∂y)
∗
and (∂vmax/∂y)
∗
. Numerical Ra = 1.5 × 1012, δT=1.1 K/m. Thin dashed
lines have been plotted to indicate linear trends or significant changes in the quantities
growth. hT , hv and he have been indicated by thick black lines.
The exact same analysis is consistent with the numerical case at Ra =736
1.5 × 1012 which indicators have been plotted in Fig. 21. The main differ-737
ences are that hT and hv are located lower at respectively y/H=0.57 and738
y/H=0.63. he is identified around y/H=0.4.739
Experimental data of streamwise velocity around hv and wall temperature740
have been plotted in Fig. 22. Due to a deviation in the laser sheet parallelism741
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Figure 22: Streamwise evolution of (a) v∗max, v
∗
bulk, ∆v
∗ and (b) θ
∗
wall and θ
∗
min and (c)
(∂θmin/∂y)
∗
. Experimental Ra = 1.5 × 1012, δT=1.1 K/m. Thin dashed lines have been
plotted to indicate linear trends or significant changes in the quantities growth. Thin black
lines were plotted to indicate the approximate location of hv and hT .
during the PIV measurement in this session, the velocities in the central part742
of the observed area, between approximately y/H = 0.57 and y/H = 0.65,743
are poorly resolved and are therefore poorly reliable. It also appears from the744
evolution of ∆v∗ that hv is reached in this area. For that reason we evaluated745
hv at y/h ' 0.61± 0.04. Experimentally hT can be evaluated at y/H ' 0.55746
from the wall temperature, plotted in Fig. 22 (b). In this experimental case it747
seems clear that hv is located higher than hT as it is the case in the numerical748
results.749
It can be observed, that the three indicators defined for the higher Rayleigh750
number are clearly visible and their relative order is also the same. More-751
over regarding he in Fig. 21 (b) it seems that the deviation in vmax appears752
also slightly lower than that of θmin which confirms the observation of the753
numerical results at Ra = 3.5 × 1012 in Fig.18 and is fully consistent with754
the experimental observations of Mahajan and Gebhart [22].755
At Ra = 1.5 × 1012 all the transition indicators in the numerical results756
have been moved at lower locations in the channel. However, the oppo-757
site is observed for the experimental indicators. This could indicate that758
the strength of the perturbations introduced at the inlet is relatively larger759
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at the lower Rayleigh number which could result in an earlier transition to760
turbulence. Since the computational model does not include the whole sur-761
roundings of the channel, disturbances need to be introduced at the entrance762
of the computational domain (section 3.2.2) to obtain results in agreement763
with experiments. However, the indicators retain the same meaning and are764
a useful tool to describe transition in natural convection to turbulence.765
One can also note the presence of a local minimum of θ
∗
wall around y/H =766
0.8 in the numerical results in Fig. 21 (a), which was not present at the higher767
Rayleigh number. This local minimum can also be observed experimentally768
at y/H ' 0.9 for this Rayleigh number in Fig.22. This minimum can also be769
observed in experimental results from the literature (see e.g. [2]). This local770
minimum of temperature and the increase of temperature that follows can771
be expected. Indeed, in the case of an isoflux condition, heat is constantly772
injected in the channel as the flow travel upwards, and therefore the tem-773
perature of the fluid keep increasing in average as the flow travel upwards.774
The decrease that is observed after hT is due to the increase of the turbulent775
heat transfer during the transition process. However, this decrease of tem-776
perature at the wall can only be over a certain distance. Indeed, during this777
decrease, the temperature difference between the wall and the bulk region778
decreases as well and consequently the turbulent heat transfers between the779
wall and the bulk region becomes less and less efficient. At what point the780
wall temperature must increase again to keep dissipating heat from the wall.781
4.5. Short discussion and summary782
The detailed flow visualization and the indicators defined above allow to783
propose the following transition scenario, illustrated in Fig. 23. The flow784
enters like a plug flow but rapidly a high-velocity buoyant region appears785
and grows near the heated wall because of the conductive and streamwise786
convective heat transfer from the wall to the NCBL. This accelerating flow787
region also results in an increase of the shear stresses, both from the wall788
shear and from the velocity difference in the outer part, between the NCBL789
and the BR. At one point, the increase of the streamwise velocity in the790
NCBL is limited by these shears. Consequently the streamwise convective791
heat transfer is limited as well. However, in order to keep dissipating heat792
from the wall, other transfer processes must take place. As a result, wall-793
normal convective heat transfer may start to increase. These transfers, also794
referred to as turbulent heat transfer, transfer heat and momentum from the795
wall region into the bulk region and would be the cause of the changes in the796
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turbulence statistics at he. However, at first they are not strong enough to797
go beyond the onset of stability. Consequently as the flow travels upward the798
velocity difference keeps increasing and therefore the shear does too, up to799
hT and hv from which a change occurs which tends to locally homogenize the800
velocity and temperature distributions. However due to the constant heat801
injection at the wall, after a certain rate of mixing, the wall temperature802
must increase again as was mentioned at the end of the previous section.803
Figure 23: Schematic representation of the transition scenario
Note that this scenario has common elements with the transition scenario804
of Daverat et al. [9] in an experimental water channel heated on both sides.805
They attributed the velocity changes to the fact that the velocity boundary806
layer developing on each wall were joining at some point, therefore limiting807
the decrease of velocity in the central region of the channel, and consequently808
limiting also the near wall velocity increase by continuity. They also mea-809
sured an increase of the turbulent heat transfers lower than hT and hv, which810
reinforce the above proposed scenario, despite Daverat et al. [9] did not ex-811
plicitly defined a beginning of the transition as was done here with he.812
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All different transition indicators considered in this paper are presented813
in Table 3. To summarize, hT was first used by Miyamoto et al. [2] in an814
asymmetrically heated air channel and has been widely used in the literature815
since. Its location is varying depending on many parameters related to the816
Rayleigh number [5], the geometry [2, 3] or the experimental conditions (see817
e.g. [7, 19, 36, 37]). It indicates the time-averaged temperature changes818
occurring at the wall and within the flow during the transitional process.819
The indicator hv reproduce the indicator originally defined by Daverat820
et al. [9] and Li et al. [27] in a symmetrically heated water channel and821
indicates the changes in the time-averaged streamwise velocity field. It was822
observed, based on the present numerical and experimental data, as well as823
data from the literature, that drastic changes in the flow behavior occurred824
at these heights, which tend to mix and homogenize the flow. Furthermore,825
given the close spatial proximity between hT and hv both these indicators826
can be considered as indicators of the late stages of transition.827
At the same time, he can be observed in experimental and numerical re-828
sults on changes of slopes of the streamwise evolution of v∗max. These changes829
happen to be located in a very close location but slightly lower than changes830
of slope of θ
∗
min in the numerical results. Despite no detailed experimental831
temperature measurements were done in the present work, experimental data832
from the literature suggests that it could also be the case experimentally.833
he indicates changes in the turbulent quantities which occur at lower834
heights than hT and hv. For this reason, he can be considered as an indicator835
of the early stages of transition. Moreover, this indicator has a similar defi-836
nition than this which was used to indicate the beginning of the transition in837
the case of an experimental vertical plate [22]. It therefore be hypothesized838
that he may also indicate the beginning of the transitional process in vertical839
channel.840
Table 3: Summary of the transition indicators considered in this work
Indicator Height of ... Stage of transition Reproduced from
hT local max. of θwall Advanced air channel - [2]
hv max. of ∆v Advanced water channel - [9][27]
he growth changes of vmax Early/Beginning vertical plate - [22]
Finally, the local minimum of the wall temperature, observed in Fig. 21 (a)841
and Fig. 22 (b), located above hT and hv represent an indicator of the late842
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stages of the transition. In the case of vertical plate flow, the end of transi-843
tion was reported as the height from which there were no further appreciable844
changes in the temperature and velocity turbulent intermittencies [22]. In845
the present case, a longer channel must be studied in order to investigate846
whether the local minimum of temperature observed here could be associ-847
ated with the end of transition or if it is only a late indicator of transition.848
Therefore this indicator was not reported in Table 3.849
5. Conclusion850
A transitional natural convection channel flow has been studied experi-851
mentally and numerically. The case of two heat power 90 W and 230 W,852
corresponding to Rayleigh numbers of Ra = 1.5× 1012 and Ra = 3.5× 1012853
were investigated. Experimentally PIV and thermocouples were used for the854
velocity and temperature measurements, and the external thermal stratifi-855
cation was measured. Numerically, LES methodology with the Vreman SGS856
model were used to simulate the flow and temperature distributions. In857
order to mimic the environmental noise inherent to the experimental mea-858
surements, inlet velocity disturbances were introduced. To model the exper-859
imental ambient temperature stratification, essential to properly model the860
flow, a stratification of temperature and pressure was applied at the open861
boundaries of the computational domain.862
The experimental and numerical results are used to characterize the tran-863
sition phenomenon by comparing different indicators of transition that were864
reproduced from the literature, namely hT , the maximum temperature at the865
heated wall, hv the maximum of the velocity gradient across the boundary866
layer and he, newly defined indicator for vertical channel, which is based on867
the changes in the variation of the minimum temperature in the bulk region868
and the changes in the growth rate of the maximum velocity near the heated869
wall.870
Based on both detailed numerical and experimental results, hv represents871
a clear border of the velocity transition as from there the width of the hot high872
velocity buoyant region increases due to the wall-normal momentum transfer873
inherent to transition. This change is followed by a decrease of the maximum874
velocity, at least locally in the experimental case. The indicator hT allows875
a distinct separation of the evolution of the temperatures in the channel as876
from this height the temperature inside the channel considerably increases877
as a consequence of significant increases of the turbulent heat transfer. The878
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heights hT and hv are located very close with hv being slightly higher than879
hT in the numerical results. Given the drastic changes observed in the time-880
averaged quantities of the flow at these heights, they can be considered as881
advanced stages of the transition.882
Finally he is located significantly lower than hv and hT and proved to be883
a relevant indicator to capture changes in the turbulent statistics of the flow884
and more especially in the wall-normal fluctuating changes, which are char-885
acteristic of the turbulent transfers. To that aim this indicator is considered886
as an indicator of the early stages of turbulence and may even indicates the887
beginning of transition.888
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