ABSTRACT This paper describes an architecture and mechanism for simulating real-time decision making as observed in full-duplex, multimodal face-to-face interaction between humans. The work bridges between multimodal perception and multimodal action generation and allows flexible implementation of multimodal, fullduplex, conversational characters. It is part of a broad computational model of psychosocial dialogue skills called Ymir. The architecture has been tested with a prototype humanoid, Gartdalf [34][35]. Gandalf can engage in taskoriented dialogue with a person and has been shown capable of fluid turn-taking and multimodal interaction [40] . The primary focus in this paper is the real-time decision-making (action selection) mechanism of Ymir and its relation to the multimodal perception and motor control systems.
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2, INTRODUCTION
The work described in this paper is motivated by the idea of communicative, autonomous agents capable of fluid, dynamic face-toface interaction. The interest is not merely natural language-and surely there arc numerous projects limited just to this-but rather a '$Jow at LEG0 A/S, Klplvermarken 120,719O Billund, Denmark l'cnllir;siotl lo ~l~nl;c digitnlhlrd copies ol'nll or pmt ol'this 1w11erinl for pc'rsorlill or clnssroow use is grmllcd widloul Ihe provided that he copiw 1115: IIOI rladt or dislribuhxl Ibr prolit or cowlercial ndvmltng. the copyri@ lloh. 111~ title ol'll~e publicntion mid its date appear. mid notice is [$veII lliril copyiq is by perwissioii of ACM. Inc. To copy ollienvise, lo rrl)tdM. lo post 011 ~crvctx or IO rcdistrihtc to lisk. retpdres prior r;pecilic penhsion nndtor Tea. multimodal system, duplicating face-to-face dialogue between two or more communicating humans. Real-time multimodal embodied dialogue is an interesting problem because it requires the integration of areas that have existed in isolation. If we want synthetic characters to comprehend and generate gesture [22] [27], body movements [El, facial gestures [I 11, back channel feedback [15] [42] , speaking turns [15] [30] , etc., along with natural language, and do this in real-time interaction with people, we need nothing short of a unified approach that comprehensively incorporates the full spectrum of behaviors exhibited by people in such situations. To do this requires input from artificial intelligence, cognitive science and psychology, as well as robotics and computer graphics.
Three elements of decision making in face-to-face dialogue are discussed in this paper: (1) Organization and coordination of semi-independent decisions that happen at different time scales, such as back-channel feedback (e.g."mhm" and nodding), and higher-level decisions including those related to natural language use (such as complex communicative acts), (2) decision mechanism representation, and {3) real-time scheduling of motor actions resulting from decisions to act. Other aspects of Ymir have been discussed elsewhere: Perception of multimodal events in [35] ; real-time motor control in [33] and [35] . A quick overview of the Gandalf prototype is given here, but can also be found in [34] & [35] .
MULTIMODAL DIALOGUE
The following characteristics of embodied multimodal dialogue are of particular interest to the issue of real-time decision making:' 1. Multi-layered Input Analysis and Output Generation. In discourse, actions in one mode may overlap those of another in time, they may have different timing requirements, and may constitute different information [22] [15]. In order for purposeful conversation to work, reactive and reflective* responses have to co-exist to enable adequate behavior of an agent. 2. Temporal Constraints. The structure of dialogue requires that participants agree on a common speed of exchange (153. Certain responses are expected to happen within a given time span, such as looking in a direction being pointed in. If these rules are violated, e.g. the direction of gaze changes 5 seconds after it was expected to change,3 the action's meaning may be drastically altered in the con- text of tiic dialogue. 3, J'uuclior~al & Morpltological Substitutability. Functional substitutability refers to the phenomenon when identical looking am can serve d~fercnt dialogical functions (one can point at an object by nodding the head, manual gesture, etc.). Morphological substitutnbliity is the reverse: Deferent looking acts can serve the same fitrrcdorr (a nod can serve a deictic function in one instance and ngrcemcnt in another). This complicates decision making. 4, A dieioguc participant's decisions to act (or not act) are based on nrubiple SON~CCS, both internal and external, including body language, dialogue state, task knowledge, etc. 5, Some behavior is eventually produced, no matter how limited sensory or cognitive information is available. If information is perceived to be missing, the behavior produced is likely to have the Intent of eliciting the missing information. In this context, inaction can count as a decision to not act. G. Interpretation of sensory input and dialogue state is fallible, resulting in erroneous decision making. 7. There can be both dejciencies and redundancies in the sensory data, mnking decision making more complex. 8, Behaviors are under mixed control: behaviors that are autonomous by dcftmit, such as blinking or gaze, can be instantly directed from the "top level" of control, as when you make the conscious decision to stare at someone, What kind of architecture can successfully address all these issues slmuittureousiy? Below we will first give an overview of the Ymir nrchitecturc, which is intended to address these issues, and the Gandnit' prototype, then we will look at the decision mechanism in dctaii, and finally review relevant related work.
YMIR: OVERVIEW
Ymh4 is a computational, generative model of psychosocial dialogue skills which can be used to create autonomous characters cnpabic of full-duplex multimodal perception and action generation 1351, It is intended to attack the main characteristics of face-to-face dinioguc, among them those listed above. It borrows several features from prior blackboard and behavior-based artificial inteiligencc architectures (discussed below), but goes beyond these in tbe amount of communication modalities and performance criteria it addresses, Ymlr contains three types of processing modules: perceptual, decislo~t and behavior, While the separation of decision-making from olhcr proccsscs in cognitive models is not new [13] , Ymir's modularity and process collections is based on recent work presented in I.351 6r [3G], The architecture's processing modules are found in four process collections, (1) a Reactive layer (RL), (2) a Process Corrfvol inycr (EL), (3) a Confent layer (CL), and an Action Schdubr (AS), Multimodal data streams in to all three layers (see Figure 2) . Each of the architecture's layers contains perception and decision modules that communicate results of their processing 1 through blackboards. Perception modules with specific computational demands provide the necessary information about the state of the world to support decisions fo act with specific perceive-act cycle times, The representation and distribution of perceptual modules in the layers are complementary to the decision modules: Perceptual 3. This expectation is part of what has been referred to as the conversants' conunon ground [7] . 4, "Ymir" is pronounced e-tnir, with the accent on the first syllable, Like 'Gandaif', the name comes from the Icelandic Sagas. Gandalf references the planet Saturn (large monitor on right) with a manual deictic gesture and the verbal response 'That is Saturn" (in tbis case a response to the author's act "'What planet is [deictic gesture] that?"). The decision to reference the planet in a nonverbal channel is separate from its eventual morphology-whether to use a glance, Nm of head or manual gesture-is decided at run time, chosen at the very end of the perception-action loop. This helps achieve high reactivity, e.g. the ability to stop an action at a moment's notice.
modules in the RL have a relatively low accuracy/speed trade-off; decision modules in tbis layer share this same characteristic. More sophisticated perceptual processing and decision making happens in the PCL, and still more in the CL. Thus, economical use of computation is gained through bottom-up "value-added" data flow, where perceptual and decision modules in each successive layer add information to the results from the layer below. The layering also gives structure to top-down control of semi-automatic decisions: a decision in a lower layer may be overridden by a decision in a higher layer. For example, even though each of our eye fixations are normally chosen without our conscious intervention, we can still decide to stare at someone, and thus override the normal fixation control. In Ymir this is implemented by creating a decision module in the CL that can override more reactive decision modules in the two lower layers dealing with fixation control, and thus, unlike many other systems, a character created in Ymir can successfully heed the user's command to "Stop staring at me!".
From Decision to Action
A decision module looks for conditions to "fire" (decide to act) in the blackboards. When a decision module fires it sends out an action request. The fate of the requests is determined in the next stage, in the Action Scheduler-the agent's "cerebellum". The Action Scheduler (AS) prioritizes the action requests, and decides how each requested action should look at the lowest (motor) level, according to the current status of the motor system (the agent's face and body, in the case of Gandalf). By divorcing the decision to uct from its form in this way, decisions can be specified at various ievels of abstraction; their exact morphology is determined at a later stage in view of the state of conflicting and currently executing actions. This increase-s the system's reactivity while allowing longterm planning. The approach taken in the AS's structure is in some ways similar to Rosenbaum et al's [29] model of animal locomotion and motion control. Their idea of stored postures is used in the Action Scheduler, as is the idea of hierarchical storage of increasingly smaller units. The AS is described in detail in [33] and [35] .
Perception & Data Communication
Research has shown that in human perceptual processes, different infarmation becomes available at different times: for example, lowfrequency visual information and motion becomes available sooner than higher-frequency information and color (c.f. [4] ). A person can select how long to wait before reacting to a particular stimulus, depending on the selected trade-off between cost of delay and cost of errors, This requires a system where information is incrementally processed (anytime algorithm) and can be accessed at any time by decision mechanisms, In Ymir, blackboards are used for this purpose,
There are three main blackboards ( Figure 2 ). There is one for information exchange between the Reactive Layer and the Process Control Layer, This blackboard is called the Funcrionul Sketchboard (FS), The name refers to the blackboard's primary role and form of dntn-initial, rough "skerclre.s" of theficnctions of a dialogue participnnt's behaviors. It stores intermediate and final results of low-level, high-speed perceptual processes such as object motion, whether the agent hears something or not, and other information crucial to the dialogue process, These perceptual data serve as conditions for the decision modules in the RL and PCL. The second is the Content Dluckboard (CB), servicing communication between the PCL and the CL, Here results are posted that are less time-critical than those on the PS, and usually more computationally expensive. The Process Control Layer's decision modules look primarily in this blackbonrd for conditions, but they can also access data in the FS. The third blackboard in Ymir is the Motor FeedbackBlackboard (Ml%), v~iicre the Action Scheduler posts the progress of behaviors currently being proccsscd and executed. The MFB enables the PCLand CL to access the history of motor acts so that a character can have recollection of its own actions and thus make longer-term motor plans and modify them when necessary. The perception-act cycle in the RL is so short that this internal feedback is not useful; the feedback loop for motor acts in the RL is the real-world.
Gandalfz A Humanoid Prototype
To test the premises of Ymir, a prototype humanoid called Gundulf has been designed ( Figure 1 l Hands: Deictic gesture (pointing to objects of discussion), emblematic gesture -e.g. holding the hand up, palm forward, signalling "hold it" to interrupt when the user is speaking, and beat gestures -hand motion synchronized with speech production. l Hands: Deictic gesture -pointing at objects, and icouic gesture -when a user tells Gandalf to tilt an object she can show the intended direction of tilt with the hand. (user-givtng-turn T) (spch-data-avail T)) : ((I-give-tomT)) FIGURE 3. Exnmples of decision module representation and slot values used in Gandalf fsee text for exalanation: ACt'lVB slot not shown). I. b&t -decision module in-the Reaitive layer that decides when to greet with an eyebrow-lift; 2. one of several overt decision modules in the Process Control layer that determines when Gandalf turns to his conversant; 3. overt module that decides to hesitate when the character has understood what the user said (spch-data-avail), yet It has failed to come up with a reply (CLact-avail) 70 centiseconds after the user became quiet (BB-Time-Since 'speaking 70); 4. covert decision module in the Process Control Layer that determines when to parse the incoming speech. TSP.UE,NIL=FALSP l Eyes: Attcntional nnd deictic functions, both during speaking nnd listening, e.g. using the user's gaze to infer which object is referenced by words like "that one".
l Speech: Prosody -the timing and sequence of speechrelated sounds and intonation, and speech content -in the form of word tokens from a speech recognizer.
l Body: Direction of head and trunk -e.g. when user turns away to talk to visitors instead of Gandalf, and position of hands in body space (hand position relative to trunk and head), which is important when interpreting gesture. . Turn-taking signals: Various feature-based analysis of combinations of related and/or co-occurring multimodal events, such as intonation, hand position and head direction.
In addition, Gandalf is capable of task-related activities, in this case perceiving and manipulating a graphical model of the solar system. The main missing I/O elements in this prototype are the full range of manual gesture [10] [28] , intonation control in the output, facial expression in the input and more extensive intonation analysis in the input, However, the current mechanisms in Ymir are believed to be able to allow these additions.
Gandalf has been tested in interaction with computer-naive users, who have rated him highly on believability, language ability and interaction smoothness. As a baseline, all subjects found Gandalf "much more life-like than interaction with a real fish in a fish bowl" and all have found the smoothness of the interaction to be either "somewhat better" or "much better" than the smoothness of interacting with a real dog.5 After interacting with Gandalf, 36% of the subjects reported an increased belief that "in the future, computers will becomeintelligent"; 55% reported no change in their belief; none reported a decreased belief. Comparing Gandalf's performance to interaction with a human on a scale from 0 to 10, subjects rated Gandalf's language rise to be 79% as good as that of a real person, his language understanding to be 73% as good as that of a real person, and the interaction to be 63% as smooth as a real human faceto-face interaction. It is important to note here that believability ratings for Gandalf's command of language were significantly lower when his multimodal behavior-facial and manual gesture, eye and head movements-were turned ofl, further supporting the conclusion that his multimodal, human-like diaIogue is relatively convincing. For further results of user testing see [35] & [40] .
DECISION MAKING: THE DETAILS
Decision modules in Ymir look at the internal representation of the outside world as well as the status of internal processes, and make decisions as to what to do from moment to moment. Decisions affect either the outward behavior of the agent or the processing inside the agent's "mind", and fall thus broadly into two categories: 1. Overt decision modules-those that initiate external, visible actions, and 2. covert decision modules-those that only change the internal state.
The separation of modules into overt and covert decision is also seen in the Hap architecture [I] . In Ymir, each decision module has an associated ucrion (or "intention to act") and a condition lkr. If the conditions are fulfilled, the intention "fires". This means that it either results in some internal process running or some outward behavior being executed. Each decision module contains knowledge about where to look for data (which blackboard), what to do with it and how to communicate its status to other modules by posting information to blackboards.
A decision module for lifting eyebrows when being looked at by the user ("informal greeting") may look something like module 1 in Figure 3 . This decision belongs to the Reactive Layer (RL), The Process ControZLuyer (PCL) contains decision modules that mostly .concem the dialogue process, e.g. when to parse the incoming speech, when to report problems with the dialogue ("oh, what's the word...", " Do you mean this one?"), etc. To do this, these decision modules use a protocol to communicate with the knowledge bases in the Content Layer (CL) (see Figure 2) . A small sample of communication primitives used for this purpose is shown in Figure 4 . The CL produces multimodal actions; decision modules in this layer are concerned with planning internal events, requesting multimodal actions to be executed and modifying these on the fly while monitoring the MFB.
Scheduling of Decisions & Actions
Intentions to act in Ymir are ensured timeliness in two ways: (I) By priority scheduling, where requests initiated by modules in the RL take priority over PCL-initiated requests, which in turn take priority over CL-initiated actions; and (2) by a time-management system that ensures that actions that didn't get executed in time will not be. This is done by giving decisions to act an expected lifetime vahte. When a decision is made, an action request, along with this 5. All data based on a convenience sample of 12 subjects [35] .
Vll!UC and tt time stamp, are sent to the AS. If the expected lifetime !!a~ been rcacllcd before the AS has found a morphology for it, the bcllavlor is cancelled. In the Gandalf prototype, the expected lifetime is a [ixed value based on psychological studies of human faceto-face communication. In future versions the expected lifetime will be n mixture of constants and run-time computation, based on lllc performance of the system.
A "full-loop response cycle" refers to the time from the moment when a particular dialogue event happens until the perceiver of that cvcnt starts to cxecutc a response to that event. Decisions to act resulting from processing in the RL generally support full-loop response cycles under l/2 second, typically in the 150-250 ms mngc-actions like blinking, determining the next fixation point nnd giving back-channel feedback (see Figure 6 ). Decision cycles in the PCL Irave a frequency around 1 Hz-actions like taking speaking turn or looking at someone who is addressing you. T!reCL contains tile dialogue-and domain-specific knowledge bases, Processing in tllc CL has response times from seconds up to infinity. Notice that tllcse numbers are not based on current or future computing power of machines-they are based on socially accepted response times in human face-to-face dialogue and on the computational limitations of the human mind/brain.
Decision Module Representation
In tlie Lisp prototype of Ymir, decision modules have been implcmentcd as object classes. A decision module has the following slots: (1) FIRE-CONDS-a list of conditions that, when nil arc met, will make the module fire (turn its own state to TRUE nnd send out an action request), (2) RESET-CONDS-a list of conditions that, when all are met, will reset the module's AcrnvE slot to TRUE, (3) BXP-LT: expected lifetime of the module's action requests-how long an action request stays valid, from the time it is rcqucstcd by this decision module, before it starts to be executed by tile AS, (4) STATE, containing the boolean state of tlic module, (5) ACT-REQUEST, containing the acfion request that is posted when the module changes state, (6) ACT-DEST, containing a pointer to act-de&, the destination for posting a cbangc in the module's state (one of the blackboards), and (7) ACl'iVB, n boolean state determining whether the module can send out nction requests. When all the conditions in the FIRE-CONDS list nrc met simultaneously, the module's STATE is set to TRUE, tills fact is posted to act-dest. In this state, the module waits ta be reset before it can fire again. Overt behaviors send action request messages to a buffer in the Action Scheduler. Covert modules contain a function name in their ACT-REQUEST slot that is cxccutcd when the module fires.
COMMUNICATION FROM CL TO PCL
S tech-Data-Avail rp KB-Rev-Speech KB-Succ-Parse TKB-Act-Avail CL-Act-Avail KB-is-Exec-Act KB-is-Exec-Act TKB-Exec-World-Act TKB-Exec-S eech-Act DKB-Exec-ct B Exec-Done Multimodal input maps into all three layers in Ymir. Decision modules operate on these results and decide when to send Action Requests to an Action Scheduler (see Pigure2), which then produces visible behavior. Target loop times for each layer is shown in Hz. It is important to note here that the frequency refers not to the layers' internal update time or sampling rate, nor to the speed of decision making, but to a full action-perception loop.
In dialogue, the idea of being in a particular state can be useful, because certain.actions (e.g. back channel feedback) are only produced in a particular state (e.g. the "listener state"). A problem with the simple overt and covert modules described above is that they can't cause actions based on being in a particular stare. To solve this, Srute Transition modules are made for keeping track of things such as dialogue state, turn state, etc. They can be thought of as the transition rules in a Transition Network with the important difference that they can lead to more than one new state, and they are augmented with a global clock. State modules toggle other processes between ACllVE and INACTIVE. Among other things, this can provide a mechanism for a simple "narrowing of attention" for the agent by deactivating certain perceptual processes and thus limiting the range of perceptual data that the agent is sensitive to at that moment.
Methods for Decision Modules
Four methods are defined for decision modules: UPOATE, FL%, ACTIURTE, and q EPZTIUATE. UPORTE supplies a module with access to all the data it needs to make its decision, and sets it to TRUE if all conditions in its FIRECONDS lists are met-these are AtlOed. If a module is ACIlVE and its STATE is TRUE, then the FIREmethod (1) poststhemodule'sstatetoblackboard act-dest and (2) sends its action request to the Action Scheduler (or executes the internal function if a covert decision module), {3) sets the module's STATE to FALSE and {4] calls OERCTlUATEon the module, which sets themodule's A(xMMot value to FALSE. If the module's ACllVEslot is FAT&E, the conditions in its RESET-CONDS list are checked in UPOATE, and if all of them are met (these are RfSCl AnffCd), the module's ACXWE slot is set to TRUE by calling ACTlUATE on the module. (By keeping the activation processes RS separate methods, these can be called on the modules from other ph~e~ in the system.) In this state the module is again ready to FIRE, Onch module's FLREing is time stamped when posted to a BIackbonrd, aIlowing other modules to activate based on the age or pattern of any message(s) reported on the blackboard. The generic operator BB-Time-Since gives the last posting time for a given module, and can be used in any decision module's condition lists.
The Gandalf prototype has shown that mechanisms for decision mnking can be made relatively simple, provided sufficient perceptual data, The boolean nature of Gandalf's decision modules supports a level of complexity, within the larger framework of the Ymir architccturc, sufficient to keep up a relatively natural, free-form internction, Another candidate mechanism for decision making is fuzzy logic (c.f, [la]), which could replace the current decision mechanism directly without any modifications to the rest of the system. Rrst.ordcr logic is a good option, however, when processing power for running the whole system may be compromised or cannot beestimntcd precisely, It may be pointed out that in systems such as this the decisions themselves are always boolean; there are no "halfway" made decisions,
Cascaded Decision Modules
To understand the idea of cascaded decision modules, let's take an cxamplc: Suppose you're engaged in a dialogue and the other party stops talking. You think she's going to continue, but a moment Inter you realize that she was asking you a question and is expecting you to answer, At this point you want to show that you have realized that she is expecting an answer, but instead of showing this the typical way (which typically may be a subtle raising of the eyebrows) you decide to do something different: you quickly say %I~!", look away in an exaggerated manner while starting to formulalc an answer, When you realized you had failed to take turn the "normal" way, you chose (read: decided to execute) a different behnvior, The new decision results in a motion that looks different from the default behavior, However, the alternative behavior you decided on still serves the same nurnose of sltorving r/rat you knorv l/rat ym'rc expected to respond. Thus, the two decisions belong in R group with a cownou jknctional purpose. In Ymir, the two behnviors are triggered by two separate decision modules: the alternative behavior in this example is generated by a second decision module in a group of cascaded decision modules, all with the same function, namely, that of showing the participating conversational parties that you are about to respond in some way. In the second module's PiREconditions is the failure of the first module to FlRE, a condition that is avaiablc to in one of the Blackboards. By cascading a number of decision modules, each representing a variation on behavior morphology, and each triggered in the case of another's cancellation, inappropriateness, or failure, whole classes of behavlore can be built up in a flexible way, This scheme has worked well for constructing behaviors in the Gandalf prototype.
Remaining Issues
The main issues of the decision mechanism that need to be further addressed arc (I} more extensive interaction between the Motor Pccdback Blackboard and the Content Layer, to allow for real-time modifications of motor plans; (2) a stronger support for perceptuomotor loops, necessary for grasping objects and manipulating them, [3) a learning mechanism to allow decision making to improve over time, and (4) a more extensive testing of the malleability of the decision mechanism itself, in the context of the rest of the Ymir system.
RELATEID WORK
Approaches taken to date to the creation of autonomous characters can be classified roughly into two categories, "classical A I " and "behavior-based A.I." (c.f. [20] ). As Brooks 131 pointed out-at the beginning of the decade the approaches are certainly complementary. Both certainly have features to offer for the design of communicative agents. An example of a behavior-based A.I. system is Mae.9 competence module architecture-software modules that contain enough information to execute a particular behavior from beginning to end (c.f. [2] , [21] ). The modules are connected together by neural-like activation links that determine their sequence of execution. The input to the modules can come both from internal goals and the environment. Decision making is made by executing the program contained in the module with the highest activation level at any moment. This architecture, and other similar approaches are very good for effective, fast decision making, and some allow learning. However, they lack methods to deal with external and internal time-constraints and are limited in the planning they can handle. Nets (Parallel Transition Networks) in which synchronization between gestures and speech is accomplished as simultaneously executing finite state machines, The system highlights the complexities of synchronizing various levels of multimodal action generation, from the phoneme level up to the phrase and full utterance, but lcavcs open the complicating issue of real-time adaptation and interaction between real humans and synthetic ones.
Hap is an architecture for creating broad agents with goals, emotions, planning and perceptuo-motor capabilities [l] . It addresses flexibility of plan execution and goal-directed planning, as well as real-time natural language generation. Whereas Hap's decision mechanisms were directed toward plan execution and languagegenerntion, Ymir's decision system addresses the full timing range of human action -from milliseconds to hours to days -in addition to natural language (spoken or otherwise). The specificity of the Hap architecture is also more fine-grained; Ymir being more of a meta-structure that could in fact accommodate the Hap method of planning, Another big difference lies in the complexity of the kind of sensory and motor input it addresses: Like Cassell's et aI. work, Hap is directed at synthetic characters that mostly interact with each other inside simulated worlds. Ymir deals primarily with dialogue between synthetic characters and real hurnuns, addressing the full range of multiple modes relevant in face-to-face conversation.
All of the systems reviewed lack one (or more) of the three crucial ingred~crtts in face-to-face dialogue, multimodal action generation arul iutegratiort, use of natural language and real-time response (dialoguc-relevant perception and action timing). This makes it very difficult to apply any one of them directly to humanoids that participate in face-to-face interaction. A strong dichotomy exists in many of the prior systems between language capability and action generation/coordination. A few, like Cassell et al.'s system [5] [6], integrate both in a consistent way. However, PaT-Nets are generally not a good solution to resource-allocation and real-time control. Hap is a relatively broad architecture that integrates planning, emotion and natural language in a concise way, but the main weakness of Hap is the simplicity of its perception and motor systems, which make it difficult to take advantage of a richer set of input data and output mechanisms, or move it outside of a simulated world. In behaviorbnscd systems, such as Brooks' [3] and Mae.? [20] , interfaces be-' twccn action control modules are defined at a relatively low levelcrcatlng large systems in them can be problematic at best, impossible at worst, But their greatest problem by far is adding natural language capabilities,
SUMMARY & FUTURE WORK
The decision-making mechanism described in this paper results in a system with several novel features. Because the action selection nnd scheduling mechanism is based on the real-time requirements of human fnce-to-face interaction, concurrent behaviors, such as glancing over to an object the speaker points at and nodding at the snmc time, happen naturally, where and when expected. The decision process includes feedback loops at multiple levels of granularity; n character's behavior is therefore interruptible at natural points in its dialogue with people, without being rigid or step-lock. The architecture models bottom-up processing and incremental (anytime) computation of perceptual data while allowing top-down process control through covert decision modules, supporting both topdown nnd bottom-up processing. By providing layers that address the Issue of resource management in this logical way, along with a modular approach to modelling perception, decision and action, new features and modules can be added incrementally without resulting in exponentially increasing complexity. Decisions in semi-independent layers that are directed at different time-scales (reactive, reflective) produce relatively coherent, reliable, and believable behavior. This is done by separating decision from the morphology of action using a dedicated action coordination/composition processor, along with an inherent action prioritization scheme. Future work on the decision mechanism focuses on building larger action repertoires and more sophisticated decisions, testing the architectures flexibility further. Part of this work will involve extending the agent's understanding of the dialogue, its participants, and decisions about the dialogue process. The decision and motor mechanisms in Ymir are very relevant to semi-autonomous avatar control (c.f. [41] ). GandaIf's topic knowledge and action repertoire are also being extended [26] , and Ymir is being extended to control mobile agents.
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