We study two types of generalized Baxter-Wu models, by means of transfer-matrix and Monte Carlo techniques. The first generalization allows for different couplings in the up-and down triangles, and the second generalization is to a q-state spin model with three-spin interactions.
I. INTRODUCTION
In general, systems in the universality class of the two-dimensional 4-state Potts model display critical singularities that are modified by logarithmic correction factors. A satisfactory explanation of this fact is provided by the renormalization scenario due to Nienhuis et al. [1] . It explains the logarithmic factors [2] as arising from the second temperature field, which is marginally irrelevant. It also shows that the 4-state Potts behavior without logarithmic factors can only occur at special points in the parameter space, where the two leading temperature fields simultaneously vanish. The exactly solved Baxter-Wu model [3] precisely fits such a location in parameter space: it belongs to the 4-state Potts class and its leading critical singularities do not have logarithmic factors. Its reduced Hamiltonian reads
where β = 1/(k B T ) is the inverse temperature, and the sum is over the up-and down triangles of the triangular lattice, and the site labels i, j and k refer to the three spins at the vertices of each triangle. Each spin assumes the Ising values ±1; this is emphasized by the superscript I of the coupling K I . At low temperatures, the model is in one of four long-range ordered phases, where most triangles have an even number of − spins. While the common type of interaction between spins in magnetic materials is of the two-spin type, three-particle interactions such as in the Baxter-Wu model have been used to describe the shape of face-centered cubic crystal surfaces [4] .
This work investigates two different generalizations of the Baxter-Wu model. First we consider the case that the couplings in the up-and down triangles are different (see Fig. 1 ),
i.e.,
where the sums are over the up-and down triangles of the triangular lattice respectively.
The introduction of another temperature-like parameter makes it likely that this model will have a critical line parametrized by the ratio of K For the second generalization it is useful to write Eq. (1) in terms of two-state Potts variables σ i ≡ (s i + 3)/2 = 1 or 2:
where δ 2 (x) = 0 if x is odd and 1 if x is even, and K = 2K I . The sum is over all upand down triangles. Eqs. (1) and (3) differ by an additive constant that is irrelevant for the present purposes. It is now straightforward to generalize the model in terms of q-state variables with values σ i = 1, 2, · · · , q:
where δ q (x) = 1 if (x mod q) = 0 and δ q (x) = 0 otherwise. This model can also be considered as a generalization of the q-state Potts model [5] to 3-spin interactions, because the pair couplings of the original Potts model on a bipartite lattice can be written as −Kδ q (σ i + σ j ).
But the model (4) does not obey the q-fold permutation symmetry S q of the Potts model for general q. Its symmetry group is Z q ⊗ Z q ⊗ Z 2 ⊗ S 3 where the q-state clock symmetries Z q are generated by the operation σ i → σ i + 1 mod q, independently for two of the three sublattices, Z 2 is generated by the operation σ i → q + 1 − σ i on all sites, and S 3 is the symmetric group of the permutations of the three sublattices. The latter symmetry results from the spatial symmetries of the lattice, namely reflection and translation or rotation, which can permute the three sublattices, while leaving βH invariant.
It is obvious that the degeneracy of the ground state increases as q 2 with the number q of spin states, so that one may expect that the model will display a discontinuous ordering transition for q > 2. However, the special nature of the critical Baxter-Wu model, i.e. the model of Eq. (4) for q = 2, namely the vanishing of the marginal temperature field, opens the possibility of another scenario. After a mapping on the Coulomb gas [6] , the marginal temperature field translates into the fugacity of the e = 4 electric charges. Thus the q = 2 transition maps precisely on the point of the Gaussian fixed line where the electric charges are absent, and there seems to be a real possibility that this is also the case for other values of q. Since one expects that the Coulomb gas coupling increases with q, the electric charges, which are marginal at q = 2, must be relevant for q > 2, and would drive the ordering transition first order. But, if these charges remain absent, the transition still takes place on the Gaussian line, and must be critical.
For this reason it is interesting to investigate the character of the ordering transition for q > 2. There are existing results due to Alcaraz et al. [7, 8] who investigated a different generalization of the Baxter-Wu model, namely, to a p-state clock model. For the case p = 3, their model is equivalent with our q = 3 model. They concluded that the transition is first-order for p = 3, on the basis of approximate renormalization calculations, and Monte
Carlo calculations starting in the ordered and the disordered states, displaying changes of phase.
The property of self-duality plays an important role in the present work, because knowledge of the critical point greatly facilitates the numerical analyses. Its derivation is the subject of Sec. II where we formulate a relatively simple proof of self-duality for a class of models that includes both generalizations of the Baxter-Wu model mentioned above. In
Sec. IV we present our numerical analysis of the q = 2 model with two different couplings, and in Sec. V we report our findings for the q = 3 and 4 models with uniform couplings.
The conclusions of our analyses are listed in Section VI.
II. DUALITY OF q-STATE MODELS WITH MULTISPIN INTERACTIONS
Self-duality is a useful tool to locate phase transitions. If a single phase transition occurs as a function of temperature, then the transition must occur at the point where the temperature variable K and the dual temperature variableK coincide. In the case of self-dual models with two variables K 1 and K 2 , the transitions tend to occur on the self-dual line in the K 1 , K 2 plane, i.e., in a point that maps onto itself under duality.
Duality was first found for the square-lattice Ising model by Kramers and Wannier [9] , who correctly predicted the critical point at
and since then many more derivations have been reported. Gruber et al. [10] have formulated a very general proof that includes all systems studied in the present work. For the convenience of the reader we shall provide a simple proof that is less general than that of Gruber et al. [10] , but still more general than actually required for the models under the present investigation.
Simpler, and less general versions of the proof given by Gruber et al. appear elsewhere in the literature. Examples are the two-dimensional Ising model with pair interactions in one direction and multispin interactions in the perpendicular direction (see Refs. [11] , and [12] for a generalization to q > 2 Potts models with similar interactions).
The present derivation of self-duality applies to a system of q-state variables located on a simple hypercubic lattice. The variables are denoted σ r and take the values 1, · · · , q. Their interactions are described by a Hamiltonian of the general form
where r is a lattice vector and a i and b j are vectors pointing from position r to the sites of the variables participating in the interaction assigned to site r. There are two multiparticle interactions per site, one with n participating sites and another with m sites. The class includes the square-lattice Potts model with nearest-neighbor interactions, after a suitable renaming σ → q − σ of the q states on one of the two sublattices. It also includes the Baxter-Wu model for n = m = 3,
The partition function for our class of models takes the form:
where v 1 = exp(K 1 )−1 and v 2 = exp(K 2 )−1. Each δ q -function in Eq. (7) can be substituted by its Fourier representation
and each "1" in Eq. (7) can be replaced using the identity
The effect of these substitutions is that two new variables t r and t ′ r are introduced on each site r, for the n-and m-particle interactions, respectively. This leads to
After reordering the summations and the products and collecting terms with the same σ, we obtain
where N is the total number of sites in the lattice. A nice property of Eq. (11) is that the degrees freedom σ r on different sites r are completely independent, and thus the summation over the σ r becomes very easy. Using again Fourier-transformation (8), one has
In short, the original q-valued variable σ r has been integrated out. The price paid is the introduction on each site of two new q-valued variables t r , t ′ r with an additional δ-function constraint.
Next, one introduces a new q-state variableσ r on each site, and let t:
which will be feasible for appropriate boundary conditions. The δ function connecting t r and t ′ r in Eq. (12) is satisfied if
As the number of new variablesσ r is equal to the number of old variables t and t ′ reduced by the number of constraints on t and t ′ imposed by the rightmost δ function in Eq. (12), we expect that theσ r are determined up to a trivial shift. After an inversion of the lattice, Eq. (12) takes the form
Comparison with Eq. (7) shows that Z(v 1 , v 2 ) satisfies the self-duality relation
The dual set of coupling constants (K 1 ,K 2 ) obeỹ
Each point on the line
is mapped onto itself, and we find, for the case v 1 = v 2 the symmetric self-dual point as
In this self-dual point the average number of satisfied multiparticle interactions ("satisfied" means that the sum modulo q of the spins coupled by the interaction vanishes) per site, if unique, is found from the derivative of ln Z with respect to the coupling constants at the self-dual point. In the case of a first-order transition on the self-dual line, this yields the mean of the values in the disordered phase and in the ordered phase.
For q = 2 models defined in terms of Ising spins s i = ±1, one has to take into account the factor 2 between the "Potts" and "Ising" couplings, as appearing under Eq. (3) that a phase transition occurs at the self-dual point, and that it is first-order for all q > 2 if p > 2. Also in the case of the n-state clock model with three-particle interactions on the triangular lattice, Alcaraz et al. found from Monte Carlo calculations [7] that phase transitions occur at the self-dual points for n = 2 and n = 3.
III. NUMERICAL METHODS
We investigate the generalized Baxter-Wu model (6) on the triangular lattice, both by transfer-matrix method and by Monte Carlo simulations.
A. Transfer-matrix
The transfer-matrix techniques used in this work are adequately described in the literature, although the information is divided over different papers. The essential parts are explained in Refs. [14] , [15] and [16] . Here we only add a few general and specific remarks for the convenience of the reader. From a few of the leading eigenvalues of the transfer matrix, one can calculate the free energies, the magnetic and energy-like correlation lengths of L × ∞ systems. For the case q = 2 we could perform such calculations up to finite sizes L = 27. The geometry is that of the triangular lattice wrapped on a cylinder, with one set of edges perpendicular to the axis of the cylinder. The finite size L is specified such that the circumference of the cylinder is spanned by L lattice edges.
Here we use the true triangular lattice, instead of the representation as a square lattice with one set of diagonal bonds, as used in Sec. II. Since, after adding one layer of spins, the lattice is shifted by a half lattice unit along the finite direction, we chose a transfer matrix that adds two layers of spins and applies an additional reverse shift operation, in order to ensure that the transfer matrix commutes with the lattice reflection as specified below. Such commutation relations allow one to find a common set of eigenstates of the transfer matrix and a symmetry operator.
The transfer matrix acts on a vector space with vector indices representing the state of a row of L Ising spin variables. For q = 2, the vector indices can thus be written as binary
For q = 3 one uses ternary numbers, etc., but here we shall use the language for binary numbers. The transfer matrix calculations focus on three eigenvalues, namely the largest one λ 0 , the "magnetic" one λ m , and the "thermal" eigenvalue λ t . These eigenvalues are defined in the usual way, by means of the group of symmetry operations that leave the Hamiltonian invariant, but permute the ordered phases. The thermal eigenvalue, like the largest eigenvalue corresponds to an eigenvector fully invariant under these symmetry operations. The magnetic eigenvalue is the largest one with an eigenvector that changes under these symmetry operations. In this model the relevant symmetry group is generated by the allowed permutations of the q states, and by lattice symmetries that permute the three sublattices. As the transfer matrix breaks some of the latter symmetries, we replace the full symmetry group by the subgroup that is not violated by the transfer matrix.
The analyses based on λ t and λ m are similar. We proceed as follows for the case of λ m . The magnetic correlation function g m (r) as a function of the distance r in the length direction of the cylinder is defined as g m (r) = s 0 s r . For sufficiently large r, g m (r) decays exponentially on a length scale ξ m that depends on L and the couplings, i.e.,
and is determined by the eigenvalues λ 0 and λ m of the transfer matrix:
The geometric factor √ 3 allows for the thickness of two layers added by the transfer matrix, expressed in the same unit as the finite size L. With the help of Cardy's conformal mapping [17] of the infinite plane on a cylinder with a circumference L, one can now, for a system at criticality, relate the magnetic scaling dimension X h , which describes the algebraic decay of the correlation function in the infinite system, to ξ m . Defining the scaled gap
and using finite-size scaling [18] , one finds that, at criticality,
where the correction terms b i L y i arise from irrelevant fields, whose presence means that conformal invariance applies only in the limit of large length scales. Since the irrelevant exponents satisfy
converges to X h with increasing L, and numerical estimates of X h can be obtained from the finite-size data that can be calculated for a range of system sizes.
For a system that is not critical due to the presence of some relevant scaling field, a term with a positive power of L appears in Eq. (24), which will lead to crossover to different behavior, for instance described by a zero-temperature or an infinite-temperature fixed point.
A finite-size analysis of the quantity X h (K 1 , K 2 , L) may thus show whether or not the system is critical, and if so, provide information on the universality class of the model.
The analysis of the temperature dimension X t from the energy-like correlation length ξ t similarly uses the eigenvalue λ t . The calculation of this eigenvalue, with the same symmetry as λ 0 , is described in Ref. [15] .
B. Monte Carlo algorithm
Simulation of the generalized Baxter-Wu model on the triangular lattice can simply employ the standard Metropolis method which involves single-spin updates only. However, a more efficient algorithm-a Swendsen-Wang-type cluster Monte Carlo method-can be formulated, which was already described for the Baxter-Wu model in Ref. [19] .
To construct such a cluster method, one first divides the triangular lattice T into three sublattices L T 1 , L T 2 , and L T 3 which are triangular. The union of any two sublattices form a honeycomb lattice L H which is dual to the remaining triangular lattice (see Fig. 1 ). The partition sum of a generalized Baxter-Wu model can then be written
where the product is over every edge of the honeycomb sublattice L H , and k and k ′ are the two neighboring sites on the remaining triangular sublattice, on either side of edge ij . The statistical weight associated with each edge ij is then
where v 1 = exp(K 1 ) − 1 and v 2 = exp(K 2 ) − 1, and the convention 0 0 = 1 has been used.
Thus, by introducing two bond variables b
ij for every edge of L H , and replacing the corresponding edge weights in Eq. (25) This completes one Swendsen-Wang-type cluster step, and a new spin configuration is obtained. Other choices are possible to choose τ in step 4, for instance τ = 0 with probability 1/2 and the other values of τ with probability 1/(2q − 2). The choice τ = 0 with probability 0 and the other values with probability 1/q is only applicable for q > 2.
For the special case q = 2 the cluster algorithm can be made more efficient. Conditional on the frozen spin configuration on sublattice L T 1 , the honeycomb sublattice of the q = 2
generalized Baxter-Wu model reduces to an Ising model with position-dependent couplings on the honeycomb lattice L H :
where the meaning of k and k ′ is the same as in Eq. (25) . The effective coupling K ij is defined by the right-hand side of this equation, and can be ferromagnetic or antiferromagnetic, depending on the spin variables s k and s k ′ . On the basis of Eq. (27) , the "bond-update" step can be reformulated as follows.
Cluster algorithm, version 2:
2. Bond-update. On each edge ij of L H , place an occupied bond with probability
The other steps are equal to those of version 1. An occupied bond can be either "ferromagnetic" or "antiferromagnetic" (between spins of opposite signs). A cluster in version 1 may be further decomposed into several clusters in version 2.
We found that version 2 performs much better than the Metropolis algorithm, in the sense that a simulation using the cluster method yields statistically more accurate results in a given time. For the q = 2 case with K 1 = K 2 , we found the dynamic exponent z as about 1.1, which is close to the Li-Sokal bound [20] z ≥ 2y t − 1 = 1. For the self-dual points with
as well as those with q > 2, a further increase of the slowing down was observed.
We mention that a single-cluster version of the algorithm can also be formulated. However, we found that it does not further improve the efficiency. In fact, for the q = 2 case with
the dynamic exponent appears to exceed that of the full cluster-decomposition method.
IV. RESULTS FOR q = 2 AND
For the present case q = 2 we use the Ising notation for the condition of self-duality as expressed by Eq. (20) . Our numerical analysis divides into two parts. The transfermatrix results are described in subsection IV A. The Monte Carlo investigation is reported in subsection IV B.
A. Transfer-matrix results
We calculated the scaled gaps at the self-dual points with K 
followed by iterated fits as described in Ref. [15] reproduce the exact values up to about
, the finite-size dependence of the scaled gaps becomes stronger while the signs of convergence disappear, at least for a certain range of K I 1 /K I 2 . This is illustrated by the finite-size data in Table I .
These data show that the scaled gaps for the larger system sizes tend to move away from the exact values for the Baxter-Wu model when K phenomenon is that the exponent p obtained by the three-point fit for the largest available system is positive for a range of K I 1 , i.e., there are no longer signs of convergence with L. Only in the case of K I 1 = 1.2 the exponent becomes negative at the largest available system size, which is a sign that the renormalized system is approaching an attractive fixed point.
The presence of a phase transition can be deduced from the scaling behavior of the scaled gaps as a function of temperature. The scaled magnetic gaps were calculated at couplings equal to 0.95, 0.975, 1, 1.025, and 1.05 times the self-dual pair (K for X h and X t have no physical meaning except describing the crossover to another fixed point, possibly with X h = X t = 0. 
B. Monte Carlo results
The evidence that the symmetric Baxter-Wu model (K 1 = K 2 , q = 2) undergoes a second-order phase transition is very solid from the exact solution, an exact mapping to the O(2) loop model on the honeycomb lattice [21] , and the existing numerical data.
Using the aforementioned Swendsen-Wang-type cluster algorithm (version 2), we simulated the q = 2 generalized Baxter-Wu model at the self-dual line with K I 1 = 0.6 and 0.8. The linear system size L was taken as multiples of 6 in the range 6 ≤ L ≤ 192; periodic boundary conditions were imposed. Several quantities were sampled, including the number of satisfied up (down) triangles per site −E u (−E d ), the energy density E, the specific heat
, and the squared magnetization, defined in analogy with the n P -state Potts model as
where we have divided the satisfied triangles into n P = q 2 groups according to the associated ground states, and ρ i , with i = 1, n P , is the density of triangles in the ith ground state.
We fitted the C data by
and the m
where a and b are unknown constants. The fits yield X t = 0.43 (2) and X h = 0.1208 (6) for Table I . The probability distributions P for the sampled quantities are also analyzed. The distribution P (E u ) of the density −E u of the satisfied up-triangles appears to be clearly bimodal, but the two peaks have unequal heights. The reweighted distributions P r were obtained by multiplication of P (E u ) with a factor e a+bEu , with a and b chosen such that P r (E u ) is normalized to 1 and that its two peaks have equal heights. This transformation takes away an overall gradient in the energy distribution so that the signature of a first order transition is clearly visible. Figure 3 shows P r as a function of E u , and the distance ∆E u between its two maxima.
For first-order transitions, we expect the following behavior of the reweighted energy distribution:
1. The difference between the maximum probability density max[P (E u )] and the local minimum min[P (E u )] between both maxima increases as L increases [22] ;
2. The distance ∆E u approaches to a nonzero value when L → ∞.
The data shown in Fig. 3 are in agreement with these conditions. The horizontal scale is chosen as L −1/2 because ∆E u then behaves approximately linearly in the pertinent range 24 ≤ L ≤ 384. For larger L we expect a faster type of convergence, which means that the extrapolation in Fig. 3 may slightly underestimate the energy discontinuity for L → ∞. We also sampled the probability distribution of the magnetization-like quantity m 2 P , and found the same type of behavior, in agreement with both conditions. In short, the evidence shown in Fig. 3 for the generalized q = 2 Baxter-Wu model with K In the case of a first-order transition, we also expect metastable phases in a temperature range about the self-dual point, with lifetimes that are much larger than the time scale describing the jump from a metastable to a stable branch. We checked for such hysteresis in the model with K 1 /K 2 = 5 by simulations sweeping slowly over ranges of couplings including the self-dual point. To find clear hysteresis loops, one has to simulate rather large systems. Results for L = 576, with data points representing simulations of a half million under "p" show the exponent obtained from the three-point fits described in the text. 
A. Transfer-matrix calculations
We have constructed transfer-matrix algorithms for the q = 3 and 4 generalization of the Baxter-Wu model with
The program is rather similar to that for the BaxterWu model, the main difference is that we have to use ternary or quaternary numbers to characterize a row of site variables, instead of binary numbers. As a consequence, a smaller range of system sizes can be handled. The finite-size data are here restricted to L ≤ 18 for q = 3 and L ≤ 12 for q = 4.
We computed the largest eigenvalue of the transfer matrix, as well as the magnetic eigenvalue, characterized by the antisymmetry under a lattice reflection of the corresponding eigenstate. Next, the correlation length and the scaled gap were obtained from Eqs. (22) and (23). The results for the scaled gap are shown in Table II .
The behavior of the scaled gaps does not suggest convergence with increasing L. Threepoint fits according to Eq. (28) yield positive values of the exponent p. This does not agree well with the description of the finite-size data in terms of an attractive critical fixed point.
It rather suggests crossover to some other, sufficiently remote fixed point. That may well be a discontinuity fixed point [23] . Both for q = 3 and 4, the behavior of the scaled gaps as a 
B. Monte Carlo results
Also in this case we employ Monte Carlo simulations to obtain independent and additional evidence about the character of the phase transitions. In addition to the evidence already reported by Alcaraz et al. [7, 8] , it remains to be investigated whether hysteresis is present, and whether one can extrapolate the energy discontinuity to the thermodynamic limit.
We employed the Metropolis method as well as the cluster algorithm defined in Sec. III B.
However, in the present case q > 2, the efficiency of the cluster method is not much different from that of the Metropolis algorithm.
We first simulated the K 1 = K 2 self-dual point of the q = 3 model, and sampled the energy distribution for a number of system sizes that are multiples of 3. The energy E is defined as minus the density of satisfied triangles per site. Again the distribution has two unequal peaks, but their separation is wider than in the q = 2 case. The reweighting was done by multiplication of the histogram with e a+bE . The reweighted distribution P r (E) is shown in Fig. 7 for several system sizes. The local minimum between the peaks decreases as a function of L. In the range of finite sizes covered by our simulations, the distance between the peaks approaches a nonzero constant approximately as 1/L, as shown in Fig. 8 . Such behavior was also found by Lee and Kosterlitz [22] for the first-order transition of the q > 4
Potts model. The average of the two peaks, also shown in this figure, extrapolates within numerical uncertainty to the value 1 + 1/ √ 3 predicted by self-duality.
Next, we performed similar simulations of the q = 4 model at the self-dual point. The reweighted probability distribution P r (E) is shown in in Fig. 9 for several system sizes. The distances between the maxima of the histogram are shown in Fig. 10 as a function of the inverse system size. They extrapolate to a nonzero constant. The average peak positions, also shown in Fig. 8 , agree well with the value 3/2 predicted by duality. Also these data agree with the expectations for a first-order transition, and even more strongly so than in the q = 3 case, for instance, because the distances between the peaks of the energy histograms are larger.
To test for the presence of hysteresis, we performed Monte Carlo simulations of the q = 3 and 4 models, varying the temperature in a region close to the symmetric self-dual point. Duality predicts the mean of the peaks at the position marked by .
VI. CONCLUSION
The numerical results presented in Sec. IV A for the Baxter-Wu model (q = 2,
clearly converge to the known exact values X t = 1/2 and X h = 1/8. For K 1 = K 2 deviations from this behavior are observed, and the dependence of these estimates on the finite size L is considerable when K 1 and K 2 are sufficiently different. At first sight, this situation may seem similar to the poor convergence observed for some models in the 4-state Potts universality class, see e.g. Ref. [15] .
However, there are also significant differences. First we note that, except for ratios K 1 /K 2 close to 1, the differences in the finite-size estimates for X t and X h tend to increase with increasing system size. Second, the finite-size estimates for X t and X h are smaller than the exact values for the Baxter-Wu model, instead of larger as observed for the q = 4 Potts model [15, 25] . vacant sites and the number of Potts states q. The mapping of the Potts model onto the random-cluster model [26] enables one to treat q as a continuous variable. Since vacant sites in the Potts model are dual to multisite interactions [27] , the parameter v may as well be interpreted as a scaling field depending on the type of interactions. At q = 4, the field v becomes marginal [1] at the critical point.
We reproduce this flow diagram [1] , adapted to our purposes, in Fig. 13 . The q = 4
Potts model is located at a value of v smaller than that at the q = 4 fixed point, and is still attracted by it, although marginally. This explains the slow finite-size convergence, and the logarithmic factors of the q = 4 Potts model. The Baxter-Wu model is located at the q = 4 fixed point.
The introduction of a difference between K I 1 and K I 2 , such that the condition of selfduality is still satisfied, allows for the possibility that the location of the model in Fig. 13 changes. The coordinate q will remain unchanged, but a priori there does not seem to be a way to tell whether the model will move up or down in the diagram, or perhaps will keep Fig. 13 . Therefore they flow to the discontinuity fixed point [23] located at large v, so that the phase transition is discontinuous. In view of the symmetry between K 1 and K 2 , the marginally relevant field v can, in lowest order, not depend linearly on K 1 − K 2 near the 4-state Potts fixed point, and one expects a contribution as (K
This is consistent with the very weak dependence of the finite-size data in Table I and that the phase transition is first order for K 1 = K 2 , although extremely weakly so when the difference K 1 − K 2 is small. Even for a rather large difference K 1 /K 2 = 5, we find (see Furthermore, for q = 3 and 4 the transition is also discontinuous. This result disproves the possibility mentioned in Sec. I that the q > 2 self-dual generalized Baxter-Wu models renormalize to a Coulomb gas in which the fugacity of the electric charges vanishes, in which case algebraic critical behavior would occur. Apparently the fugacity is nonzero, and, since the electric charges are relevant for q > 2, the models renormalize away from the Gaussian line to a discontinuity fixed point.
The first-order character of the q = 4 model, as expressed, for instance, by the energy discontinuity, is stronger than that of the q = 3 model. We expect the first-order character to grow even stronger with a further increase of q and/or the introduction of an asymmetry
