Abstract. We provide an N/V -limit for the infinite particle, infinite volume stochastic dynamics associated with Gibbs states in continuous particle systems on R d , d ≥ 1. Starting point is an N -particle stochastic dynamic with singular interaction and reflecting boundary condition in a subset Λ ⊂ R d with finite volume (Lebesgue measure) V = |Λ| < ∞. The aim is to approximate the infinite particle, infinite volume stochastic dynamic by the above N -particle dynamic in Λ as N → ∞ and V → ∞ such that N/V → ρ, where ρ is the particle density. First we derive an improved Ruelle bound for the canonical correlation functions under an appropriate relation between N and V . Then tightness is shown by using the Lyons-Zheng decomposition. The equilibrium measures of the accumulation points are identified as infinite volume canonical Gibbs measures by an integration by parts formula and the accumulation points themselves are identified as infinite particle, infinite volume stochastic dynamics via the associated martingale problem. Assuming a property closely related to Markov uniqueness and weaker than essential self-adjointness, via Mosco convergence techniques we can identify the accumulation points as Markov processes and show uniqueness. I.e., all accumulation corresponding to one invariant canonical Gibbs measure coincide. The proofs work for general repulsive interaction potentials φ of Ruelle type and all temperatures, densities, and dimensions d ≥ 1, respectively. φ may have a nontrivial negative part and infinite range as e.g. the Lennard-Jones potential. Additionally, our result provides as a by-product an approximation of grand canonical Gibbs measures by finite volume canonical Gibbs measures with empty boundary condition.
Introduction
The infinite particle, infinite volume stochastic dynamics (X(t)) t≥0 in continuous particle systems is an infinite dimensional diffusion process having a Gibbs measure µ, e.g. of the type studied by Ruelle in [Rue69] , as an invariant measure. Physically, it describes the stochastic dynamics of infinite Brownian particles in R d , d ≥ 1, which are interacting via the gradient of a pair-potential φ. Since each particle can move through each position in space, the system is called continuous and is used for modelling gas and fluids. For realistic models which can be described by these stochastic dynamics, e.g. suspensions, we refer to [Spo86] .
The infinite particle, infinite volume stochastic dynamics takes values in the configuration space
and informally solves the following infinite system of stochastic differential equations:
dx(t) = −β y(t)∈X(t)
∇φ(x(t) − y(t)) dt + √ 2 dB x (t),
where x(t) ∈ X(t) ∈ Γ, (B x ) x∈γ , γ ∈ Γ, is a sequence of independent Brownian motions and µ is the invariant measure. The study of such diffusions has been initiated by R. Lang [Lan77] (see also [Shi79] ), who considered the case φ ∈ C 3 0 (R d ) using finite dimensional approximations and stochastic differential equations. More singular φ, which are of particular interest in Physics, as e.g. the Lennard-Jones potential, have been treated by H. Osada, [Osa96] , and M. Yoshida, [Yos96] (see also [Tan97] , [FRT00] for the hard core case). Osada and Yoshida were the first to use Dirichlet forms for the construction of such processes. However, they could not write down the corresponding generators or martingale problems explicitly, hence could not prove that their processes actually solve (1.1) weakly. This, however, was proved in [AKR98b] by showing an integration by parts formula for the respective Gibbs measures. In [AKR98b] , also Dirichlet forms were used and all constructions were designed to work particularly for singular potentials of the above mentioned type. Additionally, an explicit expression for the corresponding generator and martingale problem was provided, which shows that the process in [AKR98b] indeed solves (1.1) in the weak sense.
In this paper, by an approximation through N -particle stochastic dynamics in subsets Λ ⊂ R d with finite volume (Lebesgue measure) V = |Λ| < ∞, we construct weak solutions to (1.1). The approximation is done in terms of the N/V limit, i.e., N → ∞ and V → ∞ such that N/V → ρ, where ρ is the particle density.
The N -particle stochastic dynamics in Λ, (X(t) dx(t) = −β y(t)∈ X(t)
∇φ(x(t) − y(t)) dt + √ 2 dB x 0 (t),
with reflecting boundary condition, (1.2) for sufficiently many initial conditions γ 0 ∈ Γ (N)
Λ . Here x(t) ∈ X(t) ∈ Γ (N) Λ and (B x 0 ) x 0 ∈γ 0 are N independent Brownian motions starting in x 0 . A weak solution to (1.2) has been constructed in [FG04] , see Theorem 4.1. There the authors have used the Dirichlet form approach and their construction works for all dimensions and very general interaction potentials φ. Essentially, the interaction potential φ only has to have a singularity at the origin (repulsion) (RP), to be bounded from below (BB) and weakly differentiable (D), see below for a precise definitions.
Note that we are only considering configurations with at most one particle in one position, which is a reasonable assumption for modelling gas and fluids. In such a setting for dimension d = 1 this is the first existence result for a solution to (1.2). The essential assumption for this result is the condition (RP) (repulsion of close particles), which is natural from the physical point of view.
Our approach is different from the finite dimensional approximation provided by Lang [Lan77] . There for a fixed subset Λ ⊂ R d with finite volume, the finite particle, finite volume dynamics consists of finitely but arbitrarily (for different initial conditions) many interacting particles inside the volume and additionally they are interacting with particles from the complement of Λ. That construction is rather in a grand canonical setting whereas ours is in a canonical one. Thus, we expect the finite particle, finite volume dynamics used in [Lan77] for singular interaction potentials with non-trivial negative part not to have such nice properties as our N -particle stochastic dynamics in Λ. E.g., for determining a spectral gap of their generators, it is much nicer to have a fixed number N of particles in a given volume Λ not interacting with particles in the complement of Λ, than finite but arbitrarily many particles inside Λ interacting with in general infinitely many particles in the complement of Λ.
Our plan for future work is to use our approximation by nice processes to get better knowledge about the infinite volume, infinite particle dynamics. For example we would like to: explore in more detail the structure of the spectrum of its generator and study the problem of essential self-adjointness; construct non-equilibrium infinite particle, infinite volume stochastic dynamics; tackle the Boltzmann-Gibbs principle, see e.g. [Spo86] and [GKLR03] ; use our approximation technique to construct solutions to other equations as e.g. the Langevin equations.
The present paper is organized in the following way: In Section 2 we define a metric on the configuration space Γ which is appropriate for our problem. This metric is from the class of metrics on Γ developed in [KK04] and induces the vague topology. Essential for our considerations is that these metrics d make (Γ, d) a Polish space and that relative compact sets w.r.t. the vague topology can be described explicitly (cf. [KK04] ).
The concept of canonical Gibbs measures, our assumptions on the interaction potential and a precise definition of the N/V -limit are presented in Section 3. Furthermore, in Theorem 3.2 we prove the first major result of this paper. There we establish a bound for canonical correlation functions analogous to the Ruelle bound for grand canonical correlation functions, see (3.3). In the proof we combine ideas of Ruelle's proof [Rue70] for deriving the Ruelle bound in the grand canonical case with estimates obtained in [DM67] . A major difference in comparison with the grand canonical case is that in the canonical case a right balance between the particle number N and the volume V is necessary. Furthermore, we derive an improved Ruelle bound for canonical correlation functions, see (3.4). This bound enables us to take into account potentials with singularities at the origin, see condition (D) below.
In Section 4 we briefly summarize the construction of the N -particle stochastic dynamics in Λ weakly solving (1.2) provided in [FG04] . The N/V -limit of N -particle, finite volume stochastic dynamics is then derived in Section 5. First, in Theorem 5.1 we prove tightness of the sequence of laws (P (N) ) N ∈N of the equilibrium N -particle, finite volume stochastic dynamics in the N/V -limit. Equilibrium stochastic dynamics means that the stochastic dynamics starts with an initial distribution given by the corresponding invariant, finite volume canonical Gibbs measure µ (N) . The proof is split into two lemmas. Lemma 5.2 gives tightness of the corresponding one-dimensional distributions (invariant, finite volume canonical Gibbs measures) (µ (N) ) N ∈N and essentially depends on the improved Ruelle bound (3.4) and the description of compact sets provided in [KK04] . In Lemma 5.3 we prove Kolmogorov-Chentsov type estimates for the increments. In the proof we use the well-known Lyons-Zheng decomposition, [LZ88] , [LZ94] , of the N -particle, finite volume stochastic dynamics and the Burkholder-Davies-Gundy inequalities in order to establish the required estimate of the increments. For this it is important to have sufficiently many functions in the domain of the corresponding Dirichlet form, which is in fact implied by the reflecting boundary condition we impose on the N -particle, finite volume stochastic dynamics. Again, also the improved Ruelle bound is of essential importance.
Then in Theorem 5.9 we prove an integration by parts formula for the accumulation points µ of (µ (N) ) N ∈N . Together with a characterization theorem provided in [AKR98b] this implies that these µ are infinite volume canonical Gibbs measures.
After that, in Theorem 5.10 we identify the accumulation points P of (P (N) ) N ∈N as solutions of (1.1) in the sense of the associated martingale problem. See also Remark 5.11. In the proof we are using that the N -particle, finite volume stochastic dynamics solves the martingale problem corresponding to (1.2).
From Theorem 5.10 we can not conclude that the accumulation points P of (P (N) ) N ∈N are laws of Markov processes. However, assuming a property closely related to Markov uniqueness and weaker than essential self-adjointness, in Theorem 5.20 we can show Mosco convergence, [Mos94] , [KS03] , of the quadratic forms (Dirichlet forms) corresponding to convergent subsequences. This implies strong convergence of the associated semi-groups. This convergence, in turn, enables us to identify the accumulation points P as laws of Markov processes and show uniqueness. I.e., all accumulation points P corresponding to one invariant canonical Gibbs measure coincide, see Theorem 5.23.
Finally, in Section 6 we apply our results to the problem of equivalence of ensembles. More precisely, as a by-product of the results described above we obtain an approximation of grand canonical Gibbs measures by finite volume canonical Gibbs measures with empty boundary condition, see Theorem 6.1.
The progress achieved in this paper may be summarized by the following list of main results:
• Derivation of an improved Ruelle bound for canonical correlation functions, see Theorem 3.2.
• Tightness of the sequence of laws (P (N) ) N ∈N of equilibrium N -particle, finite volume stochastic dynamics in the N/V -limit, see Theorem 5.1.
• Identification of the accumulation points µ of the sequence of finite volume canonical Gibbs measures (µ (N) ) N ∈N as infinite volume canonical Gibbs measures via an integration by parts formula, see Theorem 5.9.
• Identification of the accumulation points P of the sequence of laws (P (N) ) N ∈N of equilibrium N -particle, finite volume stochastic dynamics in the N/V -limit as solutions of (1.1) in the sense of the associated martingale problem, see Theorem 5.10. This is the first construction of a solution to (1.1) for d = 1 with state space Γ (at most one particle in one position). Furthermore, when assuming a property closely related to Markov uniqueness and weaker than essential self-adjointness:
• Identification of the accumulation points P of the sequence of laws (P (N) ) N ∈N of equilibrium N -particle, finite volume stochastic dynamics in the N/V -limit as Markov processes and showing uniqueness, see Theorem 5.23. At the moment we are working on the assumed property and expect to show it soon. All above results apply to all dimensions d ≥ 1, temperatures and densities and to physically relevant repulsive (RP) interaction potentials φ. Additional assumptions are only a mild temperedness (T) condition (fast enough decay in the long range), that the potential is bounded from below (BB) and a mild differentiability (D) condition. Hence, singularities at the origin, non-trivial negative part, and infinite range are allowed.
Hypotheses on the potential are weakened not for the sake of generality, but in order to cover the physically relevant potentials (as e.g. Lennard-Jones potential).
A Polish metric for the configuration space
The configuration space Γ over R d , d ∈ N, is defined as the set of all subsets of R d which are locally finite:
where # denotes the number of elements of a set and γ Λ := γ ∩Λ. One can identify γ ∈ Γ with the positive Radon measure x∈γ ε x ∈ M(R d ), where ε x is the Dirac measure at x, x∈∅ ε x := zero measure, and M(R d ) stands for the set of all positive Radon measures on the Borel σ-algebra
where 
Now our aim is to find a metric on Γ which is Polish. Let Φ : (0, ∞) → [0, ∞) be a continuous decreasing function such that lim t→0 Φ(t) = ∞; and let h :
, and I k+1 (x) = 1 for all x ∈ B k (0), here B k (0) denotes the closed ball with radius k centered at the origin. Define
where f : 
Canonical Gibbs measures and an improved Ruelle bound
Let Λ ⊂ R d . We denote Γ Λ := {γ ∈ Γ | γ ⊂ Λ}. For any N ∈ N and bounded Borel measurable Λ ⊂ R d we define the space of N -point configurations in Λ by
To define more structure on Γ (N) Λ we use the following natural mapping
where
These mappings generate a topology and corresponding Borel σ-algebra on Γ
Λ . Obviously, this σ-algebra coincides with the Borel σ-algebra inherited from Γ equipped with its vague topology. We denote by dx Λ the Lebesgue measure on Λ. Then the product measure dx A pair potential (without hard core) is a Borel measurable function φ :
For bounded Borel measurable Λ ⊂ R d the potential energy E φ : Γ Λ → R in Λ with empty boundary condition is defined by
where the sum over the empty set is defined to be zero. The interaction energy between two configurations γ and η from Γ Λ is defined by
Note that
Now we fix our assumptions on φ:
(RP): (Repulsion) There exists a decreasing continuous function Φ :
Furthermore, the potential φ is bounded from above on {x ∈ R d | r ≤ |x| ≤ R 1 } for all r > 0. For every r = (r 1 , . . . , r d ) ∈ Z d , we define a cube
These cubes form a partition of R d . For any γ ∈ Γ, we set 
(LR): (Lower regularity) There exists a decreasing positive function Ψ :
and for any disjoint Λ ′ , Λ ′′ which are finite unions of the cubes Q(r), we have for
Here | · | max denotes the maximum norm on R d . Moreover, (T) and (BB) imply
for all β ≥ 0 (dx denotes the Lebesgue measure on R d ). The property (3.1) is also called integrability (I) or regularity.
Λ )) we consider the canonical N -particle Gibbs measures µ
in Λ with empty boundary condition:
is the canonical partition function of N particles in Λ. The constant β ≥ 0 is the inverse temperature.
For 1 ≤ n ≤ N the n-order correlation function corresponding to µ
where X = {x 1 , . . . , x n } and Y = {y 1 , . . . , y N −n }. Furthermore, we define 
(improved Ruelle bound).
Proof: The Ruelle bound for grand canonical correlation functions is derived in [Rue70, Prop. 2.6]. Here we adapt that proof to canonical correlations functions. For this, additionally, we need the following estimates for canonical partition functions provided in [DM67, Lem. 3']: For |Λ N | large enough there exists a constant
Note that because (Λ N ) N ∈N has an N/V-limit, there exists C 2 < ∞ such that
Now we need to introduce some notation from [Rue70] . Let (l j ) j∈N be an increasing sequence in N. We define
Q(r).
Furthermore, let ψ be an increasing function on N such that
for all j ≥ P or there exists a largest q ≥ P such that
Now let P , the sequence (l j ) j∈N and function ψ be chosen as in [Rue70, Sect. 2]. Then there exists C 3 < ∞ such
for all X ∪ Y fulfilling (3.7), see [Rue70, Eq. (2.29)]. On the other hand, for all X ∪ Y fulfilling (3.8) there exists C 4 > 0 such that
where the constant D is as in (SS), see [Rue70, Prop. 2.5]. We prove the assertion by induction. Let us fix X = {x 1 , . . . , x n }, n ≥ 1, and choose the coordinates of
and assume ξ ≥ C 5 . Now (3.9) together with (3.5) and (3.6) implies:
In turn, (3.10) together with (3.5) and (3.6) yields:
where we used that
Finally, summing up (3.11) and (3.12) we get
The canonical correlation functions fulfill the following Kirkwood-Salsburg type equations:
Then (3.5) and (3.6) together with the Ruelle bound (3.3) yield
Finally, symmetry of the correlation functions gives (3.4).
n-particle stochastic dynamics in finite volume
Let Λ ⊂ R d such that Λ N ⊂ R N ·d is the closure of an open, relatively compact set, having boundary ∂(Λ N ) of Lebesgue measure zero. Our aim is to construct an N -particle diffusion process (X(t)) t≥0 in Γ (N) Λ solving weakly the following N -system of stochastic differential equations before hitting ∂(Γ
with reflecting boundary condition, (4.1) for sufficiently many initial conditions
and (B x 0 ) x 0 ∈γ 0 are N independent Brownian motions starting in x 0 . Existence of a solution to (4.1) was shown in [FG04] by using Dirichlet form techniques. Here we briefly summarize their construction.
First we have to introduce an additional condition:
where β > 0 is the inverse temperature. Furthermore, we assume φ to be such that the function Φ in (RP) can be chosen differentiable and Φ ′ exp(−aΦ) a bounded function on (0, ∞) for all a > 0.
Note that, for many typical potentials in Statistical Physics, we have φ ∈ C ∞ (R d \{0}).
For such "outside the origin regular" potentials, condition (D) nevertheless does not exclude a singularity at the point 0 ∈ R d . The last assumption on φ, ensuring a suitable choice of Φ, is no restriction from the physical point of view. E.g., potentials, diverging faster than Φ(t) = t −d−ǫ , ǫ > 0, at the origin, are admissible. On Λ N consider the measure
is µ Λ,N -a.e. defined (since the diagonals have µ Λ,Nmeasure zero) and that µ
defines a bilinear from on 
In order to solve (4.1), however, we are rather interested in the image Dirichlet form under sym (N) . Define an isometry (sym
is the closed subspace of symmetric functions from L 2 (µ Λ,N ). Using this mapping one can define a bilinear form (E
) is a conservative, local, symmetric Dirichlet form. Its generator is given by 
Λ . Λ (t)) t≥0 are the corresponding natural time shifts. For a detailed discussions of these objects we refer to [MR92] .
In the above theorem
To illustrate the relation of the process M (N) Λ to the stochastic differential equation (4.1) we need an explicit representation of the generator (H Λ,N , D(H Λ,N ) ), at least for some subset of D (H Λ,N ). An integration by parts yields the following representation for
x ∈ Λ N . Furthermore, if we assume ∂(Λ N ) to be Lipschitz, then 
where n ∈ N, f 1 , . . . , f n ∈ D := C ∞ c (R d ), and g F ∈ C ∞ b (R n ). Here C ∞ c (R d ) denotes the set of all infinitely differentiable functions on R d with compact support and C ∞ b (R n ) denotes the set of all infinitely differentiable functions on R n which are bounded together with all their derivatives. For F as in (4.8) such that (sym (N) ) * F ∈ C 2 c (Λ N ), (4.6) together with (4.5) yields
Λ , where ∂ j denotes the partial derivative w.r.t. the j-th variable. Now, using Itô's formula, we find that the process P 5. n/v-limit of n-particle, finite volume stochastic dynamics As state space for the N/V -limit we consider (Γ, d (β/3)Φ,h ) with Φ as in condition (RP), (D), and h as in Proposition 2.1. β is the inverse temperature. The laws of the equilibrium processes . Then
For a symmetric function f :
for x 1 , x 2 , x 3 , x 4 ∈ R, and functions f [n,3] : R n·d → R, n = 2, . . . , 6, by
Lemma 5.2. Let the assumptions in Theorem 5.1 hold and β, Φ, h be as in the metric
Now (3.2) together with (3.4) yields for N ≥ N 0 (as in Theorem 3.2)
The integrals in (5.1) are finite due to the integrability properties of h and (RP) (note that exp(bΦ(| · |)) exp(−cφ) is a bounded function for all c ≥ b ≥ 0). Therefore, (5.1) is a bound for
is finite for the finite many N < N 0 . Thus, the assertion is proven.
Lemma 5.3. Let the assumptions in Theorem 5.1 hold. Then there exists C 6 < ∞ such that
Proof: Recall the definition of the metric d (β/3)Φ,h , see (2.1). Since |1 − exp(−r)| ≤ r for r ≥ 0, by the triangle inequality we obtain
). Fix T > 0. Below we canonically project the laws of the equilibrium processes P (N) onto Ω T . Now, by the well-known Lyons-Zheng decomposition, cf. [LZ88] , [FOT94] , we have for all 0 ≤ t ≤ T : 
where C 8 := 2 C 7 max{ξ 2 /2, ξ} 1/4 , see (3.2) together with Theorem 3.2, and I(f ) is given by
But then from the above derivation of (5.4) it is clear there exists C 9 < ∞ such that
, non-negative, and Φ as in condition (RP), (D). Then from (4.3) together with an approximation argument we can conclude that U ∈ D(E Λ N ,N ). This together with the fact
). Hence as above we can find a C 10 < ∞ such that for all non-negative
The function g f 2 is given by
Now by (3.2) together with Theorem 3.2 we get for all non-negative f ∈ C 1 c (R d ), N ≥ N 0 , 0 ≤ s ≤ t ≤ T , the following estimate:
The integrals in (5.8) are finite due to the differentiability and integrability properties of f and (RP), (D) (Φ ′ exp(−aΦ) is by assumption a bounded function for all a > 0). Then for all non-negative
But then by (5.6) there exists C 11 < ∞ such that
If we now assume that q k = inf{1, 1/I(f k )} > 0 and p k = inf{1, 1/R(h k )} > 0, and C 6 = C 9 + C 11 , then from (5.3) together with (5.5) and (5.9) we can conclude (5.2). 
Identification of the limiting equilibrium measures as a canonical Gibbs measures.
Consider the sequence of equilibrium measures (µ (N) ) N ∈N corresponding to the (P (N) ) N ∈N as in Theorem 5.1. Then tightness of (P (N) ) N ∈N implies tightness of (µ (N) ) N ∈N . Now let µ be an accumulation point of (µ (N) ) N ∈N . Our aim is to identify µ as a canonical Gibbs measure via an integration by parts formula.
Lemma 5.4. Assume condition (D). For n ∈ N and v
where the collection I = {I k | k ∈ N} is as in Section 2. Then L 
Now as in the proof of Lemma 5.2, (3.2) together with (3.4) yields for N ≥ N 0 (as in Theorem 3.2)
Since the potential φ is bounded from below, there exits C 12 < ∞ such that
Analogously, (using Young's inequality) we obtain
for some C 13 < ∞. J 2 can be estimated as follows:
Now let µ be an accumulation point of (µ (N) ) N ∈N , i.e., µ (Nn) → µ weakly for some subsequence N n → ∞ as n → ∞. Then
and so
where R l is a certain radius and B R l (0) the corresponding ball centered at the origin.
Lemma 5.6. Let the conditions in Theorem 5.
Proof: Define the sequence
Then M 
For later use we also need:
Lemma 5.7. Let the conditions in Theorem 5.1 hold. Then for all subsequences (µ (Nn) ) n∈N converging weakly to an accumulation point µ of (µ
Proof: As in the proof of Lemma 5.5 we get for N ≥ N 0 (as in Theorem 3.2):
K 2 can be estimated as J 2 , here we need that ∇φ ∈ L 3 (R d , exp(−βφ)dx). K 6 can be estimated as J 4 , here we need that ∇φ ∈ L 1 (R d , exp(−βφ)dx). Using Young's inequality K3-K5 can be treated as J3. In these cases we need ∇φ
Then as in the proof of Lemma 5.5 we get the desired estimate. In order to formulate the next lemma we recall the gradient ∇ Γ introduced and studied in [AKR98a] . It acts on finitely based smooth functions as in (4.8) as follows: 
which is finite due to the boundedness of the correlation functions. Similarly, we find
if k is chosen large enough. Then using the ideas as in the proof of Lemma 5.5 one gets
. Now by going to Euclidean coordinates one easily proves (5.12) by integrating by parts. Note that the boundary terms are zero due to the support property of v and that (D) implies that 
In particular, µ is a canonical Gibbs measure.
Proof: By the product rule for ∇ Γ it suffices to prove (5.15) for
If now µ (Nn) → µ weakly as n → ∞, then by Lemma 5.8 it suffices to show that
Let us first consider the second identity in (5.16). From (5.14) together with (3.3) we can conclude that
Furthermore, notice that for 0 < r < ∞
by the same arguments as in the proof of Lemma 5.5 (there applied to L φ v,k ). Then by the triangle inequality, (5.10) and (5.17)
are finite due to the estimates for |J 2 |, |J 3 |, |J 4 | in the proof of Lemma 5.5. Now the second identity in (5.16) follows from Lemma 5.5 and the weak convergence µ (Nn) → µ as n → ∞. Note that 
where ·, · Tγ (Γ) = x∈γ (·, ·) R d is the scalar product in the tangent space T γ (Γ), see [AKR98b] for details. Using the integration by parts formula derived in Theorem 5.9 we obtain for F, G ∈ FC ∞ b (D, Γ):
is an F t -martingale under P and P • X(0) −1 = µ.
Proof: For t, s ≥ 0, we define the following random variable on C([0, ∞), Γ):
Corresponding to (t)) t≥0 . Therefore we have for all F t -measurable, bounded, continuous
(5.21)
Now let (N n ) n∈N a subsequence such that P (Nn) → P weakly. Having (5.21) it remains to show
to obtain (5.20). We have
The first term on the right hand side of the estimate (5.23) converges to zero as n → ∞, because the function F t (G(X(t + s)) − G(X(t))) is bounded and continuous. Showing that
is essentially the same as proving (5.16), done in the proof of Theorem 5.9. Now using the Cauchy-Schwartz inequality, the fact that µ and µ (Nn) are the invariant measures of P and P (Nn) , respectively, and the boundedness of
| n ∈ N} we find a constant C 18 < ∞ independent of u ∈ [t, t + s] and n ∈ N such that
Therefore, the second term on the right hand side of the estimate (5.23) converges to zero as n → ∞ by Lebesgue dominated convergence. Thus, (5.22) is shown.
Obviously, we have P • X(t) −1 = µ for all t ≥ 0, in particular P • X(0) −1 = µ.
Remark 5.11. Using Itô's formula, Theorem 5.10 implies that each accumulation point P of (P (N) ) N ∈N solves the following infinite system of stochastic differential equation in the sense of the associated martingale problem:
where x(t) ∈ X(t) ∈ Γ, (B x ) x∈γ , γ ∈ Γ, is a sequence of independent Brownian motions and µ is the invariant measure corresponding to P.
5.4.
Identification of the accumulation points as Markov processes and uniqueness.
, is conservative, local and quasi-regular, hence associated with a diffusion process on Γ. When started with µ its distribution P µ also satisfies the martingale problem (5.20). So far we do not know whether P µ = P with P as in Theorem 5.10. A first step to that identification yields the following convergence of the associated Dirichlet forms.
Proposition 5.12. Let the assumptions in Theorem 5.1 hold and let (µ (Nn) ) n∈N be a subsequence converging to an accumulation point µ of (µ
Proof: By polarization identity we can restrict ourself to the case F = G. From (5.18) we get that
for F as in (4.8). Furthermore, by definition of E (N) Λ , see (4.4), we find
again for F as in (4.8). Since µ (Nn) → µ weakly as n → ∞, (5.25) follows by analogous arguments as in the proof of Theorem 5.9.
This convergence, however, is too weak to conclude convergence of the associated semi-groups or resolvents. For this we need the stronger Mosco convergence of quadratic forms. The concepts of Mosco convergence were introduced in [Mos94] . Here we need a generalization of these concepts provided in [KS03] .
Definition 5.13. We say that a sequence of Hilbert spaces (H n ) n∈N converges to a Hilbert space H, if there exists a dense subspace C ⊂ H and a sequence of operators (Φ n ) n∈N , where
with the following property:
Let µ be an accumulation point of (µ (N) ) N ∈N and (µ (Nn) ) n∈N a subsequence such that lim n→∞ µ (Nn) = µ. When choosing C := FC ∞ b (D, Γ) and the mapping Φ n := R n , n ∈ N, as the choice of the continuous representative of a function from FC ∞ b (D, Γ) ⊂ L 2 (µ) (this can be done uniquely, since µ as a Gibbs measure has full topological support on Γ) and then considering as function in L 2 (µ (Nn) ), we see that H n := L 2 (µ (Nn) ) converges to H := L 2 (µ) in the sense of Definition 5.13 as n → ∞.
Definition 5.14 (strong convergence). Let (H n ) n∈N , (Φ n ) n∈N , H and C be as in Definition 5.13. We say that a sequence of vectors (u n ) n∈N with u n ∈ H n , n ∈ N, converges strongly to a vector u ∈ H, if there exists a sequence (ũ n ) n∈N in C with the following properties:
Definition 5.15 (weak convergence). Let (H n ) n∈N , (Φ n ) n∈N , H and C be as in Definition 5.13. We say that a sequence of vectors (u n ) n∈N with u n ∈ H n , n ∈ N, converges weakly to a vector u ∈ H, if lim n→∞ (u n , v n ) Hn = (u, v) H for every sequence (v n ) n∈N with v n ∈ H n , n ∈ N, which strongly converges to v ∈ H.
In [Kol04] [Lem. 2.7] the following simple criterion for strong convergence has been proved.
Lemma 5.16. Let (H n ) n∈N , (Φ n ) n∈N , H and C be as in Definition 5.13. A sequence (u n ) n∈N with u n ∈ H n , n ∈ N, converges strongly to a vector u ∈ H, if and only if lim n→∞ u n Hn = u H and lim
Definition 5.17. Let (H n ) n∈N , (Φ n ) n∈N , H and C be as in Definition 5.13. We say that a sequence of bounded operators (B n ) n∈N with B n ∈ L(H n ), n ∈ N, converges strongly to a bounded operator B ∈ L(H), if for every sequence (u n ) n∈N with u n ∈ H n , n ∈ N, which strongly converges to u ∈ H, the sequence (B n u n ) n∈N strongly converges to Bu.
Next we consider convergence of quadratic forms Q. Recall that a quadratic form on a Hilbert space H is given by a bilinear form E :
We consider only densely defined, non-negative, closed, symmetric bilinear forms. Then we define the corresponding quadratic form Q : H → R by setting
Recall that closedness of (E, D(E)) is equivalent to lower semi-continuity of Q : H → R.
Definition 5.18 (Mosco convergence). Let (H n ) n∈N , (Φ n ) n∈N , H and C be as in Definition 5.13. We say that a sequence of quadratic forms (Q n ) n∈N with Q n : H n → R, n ∈ N, Mosco converges to a quadratic form Q : H → R, if the following conditions hold: (M1) If a sequence (u n ) n∈N with u n ∈ H n , n ∈ N, weakly converges to a vector u ∈ H, then
(M2) For all u ∈ H there exists a sequence (u n ) n∈N with u n ∈ H n , n ∈ N, which strongly converges to u and
In [Mos94] it is proved that Mosco convergence of a sequence of quadratic forms is equivalent to the convergence, in the strong operator sense, of the sequence of semigroups and resolvents, respectively, associated with the corresponding bilinear forms. In [KS03] this result is generalized to the present situation, where we have a sequence of Hilbert spaces. Here strong convergence of bounded operators has to be understood in the sense of Definition 5.17.
We are interested in the case where Q n is the quadratic form corresponding to (E
, n ∈ N, and Q the quadratic form corresponding to (E min µ , D(E min µ )). In order to check (M1) we need to consider a closed extension of (
be the set of all maps defined as follows:
see (5.13) and Lemma 5.6. From the integration by parts formula (5.15) provided in Theorem 5.9 we can conclude that for all
From the integration by part formula (5.15) it follows that
). However, it is not clear whether it is Markovian. In [SS03] it is shown that for non-negative interaction potentials φ the generator of the closure of E max
. Condition (M1) we can only check, when Q is the quadratic form corresponding to (E max µ , D(E max µ )). Condition (M2) we can only check, when Q is the quadratic form corresponding to (E min µ , D(E min µ )). Hence we have to assume that (
) is Markovian, this is equivalent to the so-called Markov uniqueness property, see e.g. [Ebe99] . Obviously, the prop-
To verify (M1) we need strong convergence of the logarithmic derivatives. 
V is a pointwise defined function on Γ). Proof: In the proof of Theorem 5.9 we have shown that
. Hence, by Lemma 5.16 it remains to show that
and lim
For all the other terms convergence can be shown as convergence of (5.26). Using the notation as in the proof of Lemma 5.5 we get: In order to check condition (M1), we consider a sequence (F n ) n∈N with F n ∈ L 2 (µ (Nn) ), n ∈ N, which weakly converges to F ∈ L 2 (µ). Furthermore, recall that in Proposition 5.19 we have shown strong convergence of div ). Then P is the law of a Markov process with initial distribution µ and semi-group (T µ (t)) t≥0 . In particular, all accumulation points of (P (N) ) N ∈N with the same invariant measure µ coincide.
Proof: Let (P (Nn) ) n∈N be a subsequence such that lim n→∞ P (Nn) = P. This implies lim n→∞ µ (Nn) = µ. From Corollary 5.22 we now can conclude that T (Nn) Λ Nn (t) converges strongly to T µ (t) as n → ∞ for all t ≥ 0. Thus, finite dimensional distributions of P are given through (T µ (t)) t≥0 . Since this holds for all accumulation points of (P (N) ) N ∈N with invariant measure µ, they all coincide.
Application to the problem of equivalence of ensembles
Grand canonical Gibbs measures correspond to an interaction potential φ, inverse temperature β ≥ 0 and activity function z ≥ 0. An interesting question is the equivalence of the grand canonical and canonical ensemble, i.e., the question whether grand canonical and canonical Gibbs measures corresponding to an interaction potential φ and inverse temperature β coincide for a certain relation between their activity function z and particle density ρ, respectively, see e.g. [Geo79, Chap. 6]. Furthermore, it is of interest whether one can approximate grand canonical Gibbs measures by finite volume canonical Gibbs measures. 
