We show that any partition-problem of hypergraphs has an O(n) time approximate partitioning algorithm and an efficient property tester. This extends the results of Goldreich, Goldwasser and Ron who obtained similar algorithms for the special case of graph partition problems in their seminal paper [16] .
Introduction and general background
Graph partition problems are some of the most wellstudied problems both in graph theory and in computerscience. Standard examples of partition problems include kcolorability, Max-Clique and Max-Cut. Most of these problems are computationally hard even to approximate, but it was observed in the 90's [5, 11] that many of these partition problems have good approximations when the input graph * Research supported in part by an ISF grant number 1011/06. is dense. In this paper we introduce an efficient O(n) algorithm for partitioning hypergraphs, with an accompanying O(1) query complexity test for the existence of a partition with given parameters. We show that several previous results on graph and hypergraph partition problems follow as special cases of our main result. In some cases the our results will actually improve upon the previously known ones.
Our framework for studying hypergraph partition problems generalizes the framework of graph partition problems that was introduced by Goldreich, Goldwasser and Ron [16] . Let us briefly discuss the graph partitioning algorithm of [16] . A graph partition-instance Ψ is composed of an integer k specifying the number of sets in the required partition V 1 , . . . , V k of the graph's vertex set, and intervals specifying the allowed ranges for the number of vertices in every V i and the number of edges between every V i and V j for i ≤ j.
Goldreich, Goldwasser and Ron [16] showed that for any partition-instance Ψ with k parts, and for any fixed , there is an O(2
O(k) n) time algorithm that produces a partition of an input graph that is -close to satisfying Ψ, assuming that a satisfying partition exists (the distance is measured by the differences between the actual densities and the required ones). Note that one can formulate many problems, such as k-colorability, Max-Cut and MaxClique, in this framework of partition-instances. Therefore, the algorithm of [16] , which we will henceforth refer to as the GGR-algorithm , implies for example that there is an O(exp (1/ 3 ) + (1/ 2 )n) time algorithm that approximates the size of the maximum cut of a graph to within an additive error of n 2 . It also implies that for any > 0 there is an O(exp (1/ 3 ) + (1/ 2 )n) time algorithm that, given a graph G, either reports that G is not 3-colorable, or 3-colors the vertices of G in such a way that all but at most n 2 of the edges are properly colored.
The second main result of [16] was that in fact, for any partition problem Ψ as above, there is a randomized algorithm making only (k/ ) O(k) many queries to the input with probability 2 3 between graphs satisfying Ψ and graphs that are -far from satisfying Ψ. Thus the result of [16] implies that one can distinguish in constant time between graphs satisfying a partition instance and graphs that are far from satisfying it.
Here we extend the main results of [16] to the case of hypergraphs by showing that there is a randomized algorithm for the general hypergraph partition-problem. The running time of our algorithm is O(n) (where n is the number of vertices, making this sublinear) and it has the following property: Given an input hypergraph H, which satisfies the partition problem, the algorithm produces a partition of H that is "close" to satisfying it. In the case that no such partition of H exists, the algorithm rejects the input. We also obtain property testing algorithms for such problems making only poly(1/ ) queries, and with a constant running time.
We present several applications of our result, and in the foremost a new application related to Szemerédi's regularity lemma [27] . By using an appropriate hypergraph modeling of the problem we design a surprisingly simple O(n) time algorithm for constructing regular partitions of graphs. An added benefit is that unlike the previous approaches for constructing regular partitions [3, 10, 14, 15, 21] , which proved the lemma "algorithmically", our algorithm will find a small regular partition in the case that one exists in our input graph, rather than being guaranteed to find only a partition of the tower-size upper bound given by Szemerédi's lemma itself.
We also design an O(n) time randomized algorithm for constructing regular partitions of r-uniform hypergraphs for any r ≥ 3. This improves over the previous (deterministic) algorithms [8, 15] that have a running time of O(n 2r−1 ). Our property testing algorithm provides a common generalization for many previously known results. We show how special cases of the now-testable partition problem can be easily used to derive some results that were previously proved using specialized methods, namely testing properties of hypergraphs [7, 23] and estimating k-CNF satisfiability [1] .
Extension of the GGR-algorithm
Our main result in this paper is a generalization of the GGR-algorithm to the case of hypergraphs. Let us start by defining our framework for studying hypergraph partition problems. We consider directed hypergraphs H = (V, E 1 , E 2 , . . . , E s ) with n vertices and s directed edge sets (the generalization to several edge sets also has a role in our main application). Every edge set E i (H) ⊆ V ri is a set of ordered r i -tuples (ordered sets with possible repetitions) over V . 1 That is, for every edge set E i (H) we think of any 1 The logicians among the readers should recognize these as arity r i relations.
of the edges e ∈ E i as an ordered subset of V (H) of size r i . Let us put r = max i {r i }. Note that the usual notion of a directed graph corresponds to hypergraphs with only one edge set E whose edges are of size 2. For an r i -tuple e = (v 1 , . . . , v ri ) ∈ E i we say that v j is in the j th place of e (or is simply the j th vertex of e). We use [k] to denote the set {1, . . . , k}, and we use a = b ± c as a shorthand for b − c ≤ a ≤ b + c.
The partition property
Let H be a hypergraph as above and let Π = {V Π 1 , . . . , V Π k } be a partition of V (H). Let us introduce a notation for counting the number of edges of E i (H) with a specific placement of their vertices within the partition classes of Π (remember that the edges are ordered). For every i ∈ [s] we denote by Φ i the set of all possible mappings φ :
We think of every φ ∈ Φ i as mapping the vertices of an r i -tuple to the components of Π. We denote by E Π i,φ ⊆ E i the following set of r i -tuples:
We now introduce a notion that generalizes the partition instances of graphs that were discussed earlier in the context of graphs. A density tensor is a sequence ψ = ρ j j∈ [k] , µ i,φ i∈[s],φ∈Φi of reals (between 0 and 1), specifying the presumed normalized sizes of |V 
For a fixed hypergraph H, a set Ψ of general density tensors (with respect to k, s and r 1 , . . . , r s ) defines a property of V (H)'s partitions as follows. We say that a partition Π of V (H) (exactly) satisfies Ψ if there exists a density tensor ψ = ρ j j∈ [k] , µ i,φ i∈[s],φ∈Φi ∈ Ψ, such that ψ and the density tensor ψ Π of Π are equal. Namely, the following equalities hold:
By extension (and with a slight abuse of notation), we say that the hypergraph H itself satisfies the property Ψ if there exists a partition Π of H's vertices that satisfies Ψ, and similarly we say that H itself -closely ( -approximately) satisfies the property Ψ if there exists a partition of H's vertices that -closely ( -approximately) satisfies the property Ψ. In addition, we may refer to a specific density tensor ψ as the singleton set {ψ}, and accordingly as a property of partitions.
In the following we make some computational assumptions on the representation of the considered set Ψ, which may be infinite. In particular, we assume that given a density tensor ψ, computing whether ψ is close to some ψ ∈ Ψ can be done efficiently.
Definition 2.1 For a set Ψ of density tensors, we say that Ψ is checkable for proximity in time O(t), or shortly T C(Ψ) = O(t), if there exists an algorithm that for any density tensor ψ and any > 0 decides in time at most O(t) whether the tensor ψ -approximately satisfies Ψ, and if so, outputs a density tensor ψ T ∈ Ψ which is -approximated by ψ.
We say that a set Ψ of density tensors is efficiently checkable for proximity if T C(Ψ) is bounded by some polynomial in s and k r .
Note that the sets Ψ resulting from upper and lower bound constraints as in [16] are indeed efficiently checkable for proximity. For instance, given a density tensor
whether ψ -approximately satisfies Ψ by going over the k + s · k r values of the parameters of ψ, and checking if all of these values satisfy the lower and upper bounds within the allowed deviation of . It is easy to verify that the sets of density tensors defined in the proofs of Theorem 3 and Theorem 4 are also efficiently checkable for proximity.
Also, we assume throughout that a uniformly random choice of a vertex v ∈ V , as well as an edge query, can all be done in constant time. In the following we make no attempt to optimize the coefficients, only the function types.
We are now ready to state the main technical theorem of this paper.
Theorem 1 (Hypergraph Partitioning Algorithm) Let H = (V, E 1 , . . . , E s ) be a hypergraph with n vertices and s edge sets of maximal size r, let Ψ be an efficiently checkable set of density tensors, of partitions into k sets, and let > 0 and δ > 0 be fixed constants. There is a randomized algorithm A such that • If H satisfies Ψ then with probability at least 1 − δ the algorithm A outputs a partition of V (H) that -closely satisfies Ψ.
• For every H, the algorithm A outputs a partition of V (H) that does not -closely satisfies Ψ with probability at most δ. In particular, if H does not -closely satisfy Ψ, then the algorithm returns "No Partition" with probability at least 1 − δ.
Furthermore, the running time of A is bounded by log 2 (
Observe that the above algorithm has only polylogarithmic dependence on the success probability δ, a fact that will be important in the applications of Theorem 1 we discuss later.
Let us now discuss the property testing variant of Theorem 1. To this end, we define one additional measure of closeness to the property Ψ in the property testing manner. Let H = (V, E 1 , . . . E s ) and H = (V, E 1 , . . . E s ) be two hypergraphs over the same vertex set V , with matching arities of edge sets (i.e. for all i ∈ [s], r i = r i ). Let ∆(E i , E i ) denote the size of the symmetric difference between E i and E i . The distance between H and H is defined as dist(H, H ) =
ri . The distance of a hypergraph H from the property Ψ is defined as dist(H, Ψ) = min H {dist(H, H ) : H satisfies Ψ}. For > 0 we say that H is -far from satisfying the property Ψ when dist(H, Ψ) > , and otherwise, H is -close to Ψ. The testing algorithm follows immediately from the following.
Theorem 2 (Testing) Let H = (V, E 1 , . . . , E s ) be a hypergraph with n vertices and s edge sets of maximal size r, let Ψ be an efficiently checkable set of density tensors, of partitions into k sets, and let > 0 and δ > 0 be fixed constants. There is a randomized algorithm A T such that • If H satisfies Ψ then with probability at least 1 − δ the algorithm A T outputs Accept, and in addition provides a density tensor ψ T ∈ Ψ such that ψ T is -closely satisfied by H.
• If H does not even -closely satisfy the property Ψ then with probability at least 1−δ the algorithm A T outputs Reject.
The query complexity of the algorithm A T is bounded by
, and its running time is bounded by log 2 (
To see why the algorithm above can be used as a testing algorithm in the traditional sense, just note that a hypergraph that /k r -closely satisfies a property is clearly -close to it. Note that the GGR-algorithm [16] follows from Theorem 1 by setting r = 2 and s = 1 in the statement of the theorem. Similarly, the property testing algorithm of [16] follows easily from Theorem 2.
Immediate applications of the theorems
Just as the GGR-algorithm [16] and its testing variant can be used to give O(n) time algorithms and testing al-gorithms for graph partition problems like Max-Cut, kcolorability and Max-Clique, so can Theorems 1 and 2 be used to give analogous algorithms for the corresponding problems in hypergraphs. For example, consider the following immediate corollary of Theorems 1 and 2.
Corollary 3.1 For any fixed r and c, the following algorithms immediately follow from using Theorems 1 and 2 for the corresponding special cases:
• An -test of an n-vertex r-uniform (simple) hypergraph for the property of being c-colorable (with no monochromatic edges), making poly(1/ ) queries and taking exp(poly(1/ )) time, and an accompanying approximate coloring algorithm taking exp(poly(1/ )) + poly(1/ )n time.
• An -test of an n-vertex r-uniform hypergraph for the property of having an independent set of size at least αn (for any fixed α), making poly(1/ ) queries and taking exp(poly(1/ )) time, and an accompanying approximate algorithm taking exp(poly(1/ )) + poly(1/ )n time and finding a set of this size spanning less than n r edges.
• An algorithm for approximating the maximum r-way cut of an n-vertex r-uniform hypergraph up to an n r additive error, making poly(1/ ) queries and taking exp(poly(1/ )) time, and an accompanying algorithm taking exp(poly(1/ )) + poly(1/ )n time for finding a cut witnessing the approximate maximum.
We note that some of these results are not new. For example, a test for a maximum independent set was first obtained by Langberg [23] , and a test for hypergraph c-colorability was first obtained by Czumaj and Sohler [7] . Moreover, the ad-hoc versions of the results of [7] and [23] have a better dependence on 1/ than the algorithms derivable from our method of obtaining general hypergraph partitions, although we could also improve our dependency by doing adhoc optimizations in the proof for the special cases. The main motivation for the above proposition is to show that our result can be thought of as a common generalization of many previous results.
Estimating the maximum number of satisfiable clauses in a k-CNF
Up to now it would have been enough to prove a version of our main theorem that would apply only to undirected hypergraphs. The next application, related to the work of [1] , shows an instance in which the ordering of the edges is important.
Corollary 3.2 For a fixed k, the following follows from using Theorems 1 and 2 for the appropriate setup: An algorithm for approximating the minimum number of unsatisfiable clauses in an n-variable k-CNF up to an n k additive error, making poly(1/ ) queries and taking exp(poly(1/ )) time, and an accompanying algorithm taking exp(poly(1/ )) + poly(1/ )n time for finding an assignment witnessing the approximate minimum.
Proof. We need to use here k + 1 "edge sets", E 0 , . . . , E k , where E i will correspond to all clauses for which exactly i of the k literals are negated. Moreover, we order each clause in E i so that the i negated literals are first. We consider the n variables as "vertices", and seek a partition of them into two sets V 0 and V 1 .
We now formulate the property Ψ α , as the property that in the desired partition no more than a total of αn k edges are in some E i while their first i vertices are in V 1 and all their other vertices are in V 0 . It is now not hard to see that a partition witnessing Ψ α can be converted to an assignment leaving no more than αn k clauses unsatisfied, by assigning to each variable x i the value j i for which the corresponding vertex v i is in V ji .
Finally, to estimate the minimum number, we run our partitioning algorithm for any α which is an integer multiple of /2, with approximation parameter /2 and confidence parameter /6 (so with probability at least 2 3 we make no error on any run of the partitioning algorithm).
We note that here again the degree of our polynomial is worse than the one in [1] , but also here we could have made it better with ad-hoc optimizations. Also, the original result of [1] refers to general k-CSP instances rather than k-CNF ones, but it is not hard to either reduce the former to the latter, or use a slightly more complicated instance of the partitioning problem.
Finding a regular partition of a graph

Background and statement
The most interesting application we have of Theorem 1 is a new algorithmic approach for constructing a regular partition of a graph (in the sense of Szemerédi [27] ). This approach leads to an algorithm that improves upon the previous algorithms for this problem both in the running time (note that we make a tradeoff here by constructing a sublinear time probabilistic algorithm), and in the guarantee that a small regular partition will be found if one exists, with a running time that corresponds to the actual output size. Although this is a result on graphs, it cannot be derived from the graph version of Theorem 1 (i.e. the original GGR-algorithm) because a key feature of the algorithm is that it considers relations between more than two vertices of the graph.
The regularity lemma of Szemerédi [27] is one of the most important results in graph theory, as it guarantees that every graph has an -approximation of constant descriptive size, namely a size that depends only on and not on the size of the graph. This approximation "breaks" the graph into a constant number of pseudo-random bipartite graphs. This is very useful in many applications since dealing with random-like graphs is much easier than dealing with arbitrary graphs. For a comprehensive survey of the applications of the lemma, the interested reader is referred to [22] .
We first state the lemma. Recall that for two nonempty disjoint vertex sets A and B of a graph G, we define E(A, B) to be the set of edges of G between A and B. The edge density of the pair is defined by d(A, B) = |E(A, B)|/(|A||B|). The original notion of regularity, to which we refer to as subset regularity, was defined based on an easy to observe property of random graphs. An -regular pair can be thought of as a pseudo-random bipartite graph in the sense that it behaves almost as we would expect from a random bipartite graph of the same density, see e.g. [10] . The intuition behind the above definition is that if (A, B) behaves like a random bipartite graph with edge density d, then all large enough sub-pairs should have similar densities.
A partition V 1 , . . . , V k of the vertex set of a graph is called an equipartition if |V i | and |V j | differ by no more than 1 for all 1 ≤ i < j ≤ k (so in particular every V i has one of two possible sizes). The order of an equipartition denotes the number of partition classes (k above). An equipartition V 1 , . . . , V k of the vertex set of a graph is called -subset-regular if all but at most k 2 of the pairs (V i , V j ) are -subset-regular. Szemerédi's regularity lemma can be formulated as follows.
Lemma 4.2 ([27]) For every
> 0 there exists T = T 4.2 ( ), such that any graph with n ≥ 1/ vertices has an -subset-regular equipartition of orderk, where 1/ ≤k ≤ T .
It is far from surprising that a lemma that supplies an approximation of constant size for arbitrarily large graphs will also have algorithmic applications. The original proof of the regularity lemma was non-constructive, in the sense that it did not supply an efficient polynomial time algorithm for obtaining a regular partition of the graph. The first polynomial time algorithm for constructing such a partition of a graph was obtained by Alon et al. [2] . Additional algorithmic versions of the lemma were later obtained in [3, 10, 14, 15, 21] .
The main observation used in most of the above was that although subset-regularity is computationally hard even to detect, it is essentially equivalent to an alternative definition that is based on a simple count of local structures.
Given (A, B), we denote by d C4 (A, B) the density of C 4 instances (cycles of size 4) between A and B, namely, the number of copies of C 4 whose vertices alternate between A and B, divided by their possible maximum number In the sequel we will refer to local-regularity simply as regularity whenever there is no ambiguity in the context. The main observation about this definition is that an O(1) -regular pair is also -subset-regular, and the other direction similarly holds. This was first proved in [2] . Our algorithm will center on finding partitions in which the pairs conform to local regularity.
The main drawback of the regularity lemma is that the bounds that the lemma guarantees have an enormous dependence on . More precisely, denote the tower of exponents function as Tower(i) = 2
. Then the bounds on T 4.2 ( ) are given by Tower(1/ 5 ). Furthermore, Gowers [17] proved that these bounds are not far from the truth (in the qualitative sense), as he constructed a graph that has no -regular partition of size less than Tower(1/ 1/16 ). Of course, this takes a huge toll on the dependency on of the running time of all the previous algorithms for constructing regular partitions. Also, as these algorithms essentially follow the original proof of Szemerédi's lemma (while substituting the newer and easier to check definition of regularity as in Definition 4.3), they are not guaranteed to run faster even if the graph admits a very small regular partition, as it may be overlooked considering the way the lemma was proved.
In contrast, the algorithm we design in this paper takes a different approach, and manages to directly check the graph (up to some tolerance) for the existence of a regular partition with a prescribed order k. Thus, a smaller regular partition, if one exists, will indeed be returned. For the same reason, the running time is also reduced. For a fixed , the running time will be linear in the size of the actual output (making this a sublinear time algorithm in the size of the input). The worst case running time will only occur if the graph is indeed a worst-case graph, such as the one constructed in [17] .
Another added feature is that if we only care about the densities of the regular partition and not the partition itself, then there is a variant of the algorithm that takes constant time, assuming that a uniformly random choice of a vertex and an edge query can be done in constant time. The following is the new algorithmic version of Lemma 4.2.
Theorem 3
The expected running time of the algorithm is O(exp(exp(O(k 5 )))+n·poly(k)). Also, the densities of the partition can be found and output in time exp(exp(O(k 5 ))), independently of n.
We stress that in Theorem 3, the algorithm does not receive the numberk as part of the input. Also, the hidden constants in the running time are absolute and do not depend on ork, and correspondingly there is no unconditional Tower-dependence on as in the previous algorithms. In addition, it is not hard to see that the constant 1 2 in the statement can be replaced with any constant smaller than 1. Finally, although the algorithm does not knowk in advance, its running time does depend, in a good sense, onk. That is, ifk is small then the running time of the algorithm will also be small, compared to the unconditional Tower-type dependence on of the previous algorithms.
Note that if one takesk in Theorem 3 to be the upper bound on the size of a regular partition that must exist in any graph, that isk = T 4.2 ( ) = Tower(poly(1/ )), then we simply get a randomized algorithm for constructing a regular partition of a graph. An interesting feature of this algorithm is that its running time is O(n) for any fixed . This algorithm is faster than the previous algorithms that ran in time Ω(n 2 ) (and higher). The price that we pay is that our algorithm is randomized while the previous algorithms were deterministic.
The proof idea
Our main idea is that instead of trying to reprove the regularity lemma "algorithmically" as in the previous approaches, we take Lemma 4.2 for a fact and just try to find the smallest regular partition that the graph has. Starting from k = 1/ we try to find a regular partition of G of order k, and if none exists we move to k + 1. Lemma 4.2 guarantees that we will eventually find a regular partition. To implement the above approach, we need an algorithm that will produce a regular partition of G of order k if one exists, and will not output any partition if none exists. Let's see how we can use Theorem 1 to obtain such an algorithm.
A key difference between a partition-instance in the sense of [16] and a regular partition is that in a partitioninstance we only care about the density of each pair (V i , V j ), while in a regular partition we care about the distribution of the edges between V i and V j given in terms of a sort of a second moment condition, that of Definition 4.3. The framework of the graph partition problems of [16] thus cannot by itself provide a check for regularity (unless "negations" of partition properties are checked as in [12] and in the hypergraph regularity algorithms here, but these again may lead to a small regular partition being overlooked). However, as we show below, a hypergraph partition theorem such as Theorem 1 is very useful for checking the regularity condition of Definition 4.3.
Given a graph G let us implicitly construct a hypergraph H = H(G) on the vertex set V (H) = V (G), that contains the 2-edges of G as well as 4-edges corresponding to the 4-cycles of G. This is not an undirected hypergraph, so we need at least some part of the additional generality provided in Theorem 1. Suppose that G has an -regular partition V 1 , . . . , V k . Then, for any pair (V i , V j ) which is -regular, Definition 4. Therefore, our algorithm for constructing a regular partition of G simply looks for a partition of H into k sets V 1 , . . . , V k such that most pairs (V i , V j ) have the property that the density of 4-edges connecting them is close to d 4 (V i , V j ). By the above discussion we know that if a graph G has an -regular partition then H satisfies the partition-instance. One should be careful at this point, as Theorem 1 only guarantees that if the hypergraph satisfies the partition-instance then the algorithm will return a possibly different partition that is close to satisfying the partitioninstance. Luckily, it is not difficult to see that if the algorithm returns a partition of H that is close to satisfying the above partition-instance, then it is in fact regular with slightly worse parameters.
We finally note that the above explanation describes the method of designing an algorithm whose running time is as stated with high probability and not in expectation. To maintain a low expected running time, without knowing the value ofk (which may be very large), we need one final trick: As we go and try higher and higher values of k, we go back and try again the lower values, to get another chance at small partitions that may have been missed during the first try. We note that in this use of Theorem 1 we rely on the fact that the dependence on δ in Theorem 1 is only polylogarithmic. Thus we execute the more costly iterations with sufficiently small probability relative to their cost.
Proof of Theorem 3
We first formally describe the reduction, through which we reduce the problem of finding a regular partition of a graph G to the problem of finding a partition of a hypergraph H = H(G) satisfying certain density conditions. Given a graph G let us define the following hypergraph H = H(G).
Definition 4.4 For a graph G, the hypergraph H = H(G)
has the same vertex set as G, and two sets of edges, a set E of 2-edges and a set C of (ordered) 4-edges. E(H) is made identical to E(G) (if we insist on the ordered edge setting of Theorem 1, then for every {u, v} ∈ E(G) we have both (u, v) and (v, u) in H). We set C to include all sequences (u 1 , u 2 , u 3 , u 4 ) that form a 4-cycle in that order in G.
We note that also C has symmetries due to redundancy, as for example (u 1 , u 2 , u 3 , u 4 ) ∈ C if and only if (u 2 , u 3 , u 4 , u 1 ) ∈ C. If we want to keep a hypergraph-like structure without redundancy, then we should define E(H) as a set of unoredered pairs (just like E(G)) and C(H) as a set of unordered pairs of unordered pairs, where the cycle (u 1 , u 2 , u 3 , u 4 ) would be represented by the pair of pairs {{u 1 , u 3 }, {u 2 , u 4 }}. This is the representation that we adopt from now on (moving back to the fully ordered representation would just entail adding a constant coefficient in Definition 4.5 below).
Let us note that while discussing regular partitions, we measure the density of edges and C 4 between sets V i , V j relative to the size of V i and V j , see for example Definitions 4.1 and 4.3. On the other hand, when discussing the partition problems related to Theorem 1, we considered the density of edges relative to the number of vertices in the entire graph. In order to keep the following discussion aligned with the definitions of Subsection 2.1, let us use the convention of Theorem 1 of considering densities relative to the number of vertices in the entire graph. Therefore, in our density tensors we set µ(i, j) as the number of edges in E(H) between V i and V j divided by n 2 and set µ C4 (i, j) as the number of directed edges in C(H) consisting of a pair from V i and a pair from V j , divided by n 4 . Our hypergraph partition property is now defined as the following.
Definition 4.5 Let Ψ(k, ) denote the set of density tensors for partitions (V 1 , . . . , V k ) which are equipartitions, and in addition for at least a 1 − fraction of the pairs
It is not hard to see that the above Ψ is efficiently checkable for proximity as per Definition 2.1, as required for Theorem 1 and Theorem 2.
We claim that a partition satisfying Ψ over H indeed satisfies the (local) regularity condition over G. For simplicity, we ignore additive O( Proof: For two disjoint vertex sets W 1 , W 2 , Let us define by E(W 1 , W 2 ) the set of edges of E(H) from W 1 to W 2 , and by C 4 (W 1 , W 2 ) the set of 4-edges of C(H) of type
It is now not hard to see that (up to O(
the -regularity condition of Definition 4.3 requires that
By the above this is equivalent to the condition µ C4 (i, j) =
As for the second assertion of the lemma, note that Ψ(k, 
, which means by the above discussion that this partition is -regular.
The algorithm: We only prove the version that provides the actual partition, as proving the version that provides densities in constant running time is almost word-for-word identical, only instead of Theorem 1 one would use Theorem 2 respectively. We start by describing a version of the algorithm that will run in the stated time with high probability (say, 3/4) rather than in expectation. We will later add one more idea that will give the required bound on the expectation. Given a graph G and a parameter > 0, our goal is to produce an -regular partition of G of size at least 1/ and at mostk, assuming that G has a 1 2 -regular partition of size at mostk (remember that the algorithm does not receivek as part of the input). Starting from k = 1/ , we execute the hypergraph partitioning algorithm on the hypergraph H = H(G) that was described at the beginning of this section with the partition instance Ψ(k, 1 2 ), with success probability δ k (that will be specified later) and with approximation parameter 16k 4 . Note that each call to the algorithm of Theorem 1 is done with a different value of k. Let us name the step where we call the partition algorithm with partition-instance Ψ(k, 1 2 ) the k th iteration of the algorithm.
A crucial point here is that we do not explicitly construct H as that may require time Θ(n 4 ). Rather, whenever the hypergraph partition algorithm of Theorem 1 asks whether a pair of vertices {v 1 , v 2 } is connected to another pair of vertices {u 1 , u 2 }, we just answer by inspecting the four corresponding edges of G (in constant time). If for some integer k the hypergraph partition algorithm returns a partition of V (H), then we return the same partition for V (G). Otherwise, we move to the next integer k + 1. If we reached k = T 4.2 ( 1 2 ) = Tower(poly(1/ )) we stop and return "fail". 4 Correctness: Let us now prove the correctness of the algorithm. As above we denote by δ k the error probability with which we apply the partition algorithm of Theorem 1 at the k th iteration. Remember that the algorithm does not know r in advance, and it may be the case that r is as large as Tower(1/ ) (due to the lower bound of Gowers [17] ). Therefore, one way to resolve this is to take each δ k to be 1/Tower(1/ ). However, that would mean that the running time of the partition algorithm would be Tower(1/ ) even if r is small (as the running time depends on δ k ).
A more economic way around this problem is to take
This way the probability of making an error when considering all possible values of k is bounded by
. Note that this in particular means that with high probability we will not return a partition of G that does not 16k 4 -closely satisfy Ψ(k, 1 2 ). Combined with the second assertion of Claim 4.6 we get that with high probability the algorithm returns only partitions that are -regular.
We thus only have to show that if G has a 1 2 -regular partition of sizek, then the algorithm will find an -regular partition of G of size at mostk. Suppose then that G has such a partition of sizek. We show that with high probability the algorithm will find such a partition during thek th iteration (of course it may be the case that it will find a smaller partition during one of the previous iterations). Let H = H(G) be the hypergraph defined above. By Claim 4.6 we know that as G has a 2 ). Therefore, with probability at least 1 − δk ≥ 3/4, the partition algorithm will return a partition of H that 16k 4 -closely satisfies Ψ(k, 1 2 ). By the second assertion of Claim 4.6 we know that such a partition is -regular. 4 The choice of the maximum k is because by Lemma 4.2 we know that any graph has a ). Therefore, if we reached that value of k then we know that we made a mistake on the way.
Running time with high probability: Let us bound the running time of the algorithm. Since with high probability the hypergraph partition algorithm will generate anregular partition of G when reaching thek th iteration (or earlier), we get that with high probability the algorithm will terminate after at mostk iterations. When executing the algorithm of Theorem 1 on Ψ(k,
(remember that we start with k = 1/ ). It follows from Theorem 1 that the running time of the hypergraph partition algorithm in the k th iteration is O(2
As the running time of k iterations is clearly dominated by the running time of the k th one, we get that with probability at least 3 4 both the answer will be correct and the running time will be bounded by O(2
Bounding the expected running time: The version of the algorithm described above runs in time O(2 2 O(k 5 ) + n · poly(k)) with high probability, but this is not its expectation. The reason is that the error of not finding one small existing regular partition could be very costly, as it could be followed with many iterations of searching in vain for higher values of k (remember that the larger k is, the more costly it is to execute the algorithm of Theorem 1). Suppose then that we partition the execution of the algorithm into phases, where in the k th phase we execute the algorithm described above from the first iteration till iteration k, only now we use δ k = 2 for all k iterations, with b a constant to be chosen.
The modified algorithm clearly has a larger probability of outputting the required regular partition and a smaller probability of returning a wrong partition (because 2
Let us compute the expected running time, which we bound using ∞ k=m p k · t k where p k is the probability of the algorithm performing the k th phase, and t k is the "cost" of the k th phase, that is the running time of that phase. Similarly to what we have discussed above, the time it takes to execute the iterations 1, . . . , k of the original algorithm, even with the new δ k , is bounded by O(2 2 O(k 5 ) + n · poly(k)). The contribution of the firstk phases is clearly dominated by this expression for k =k. Now, let us focus on p k for some k >k. Suppose that the graph has a 1 2 -regular partition of sizek. To reach phase k for some k >k, the algorithm must have in particular failed the attempt made in phase k − 1 to find a partition of sizê k. Remember that the failure probability of that attempt is at most δ k−1 . Therefore, the probability of reaching phase k is at most δ k−1 = 2
. Hence, the total time expectancy for this algorithm (where we set b to be a large enough constant) is bounded by
+ n · poly(k)) .
Regular partition of a hypergraph
Another main application of Theorem 1 is finding regular partitions of r-uniform hypergraphs. 5 Just like the algorithms for graph regularity have many applications for graph problems, the algorithms for hypergraph regularity have applications for hypergraph problems.
Hypergraph regularity has more than one version. The version we investigate here is the one discussed e.g. in [15] (the "vertex partition" version), which is not strong enough for some applications such as proving Szemerédi's Theorem on r-term arithmetic progressions [26] , but still has many applications. For example, it was used in [15] in order to obtain additive approximations for all Max-SNP problems. This regularity is defined in an analog manner to the definition of -subset-regularity for graphs. The following is a quick rundown of the relevant definitions. 
Finally, an equipartition V 1 , . . . , V k of the vertices of H is called -regular if for all but at most of the possible r-tuples
As is the case for graphs, an -regular partition of an runiform hypergraph into a bounded number of sets always exists. However, obtaining an algorithmic version of the hypergraph version of the regularity lemma turns out to be more involved than the graph case, and in particular here we can no longer guarantee to find a small regular partition if one exists.
Theorem 4 For any fixed r and > 0, there exists an O(n) time probabilistic algorithm that finds an -regular partition of an r-uniform hypergraph with n vertices. Moreover, if we only want to find the densities of an -regular partition, then there exists an algorithm obtaining them in constant time. 5 A hypergraph H = (V, E) is r-uniform if all its edges have exactly r distinct vertices of V . These edges are unordered, that is, they are just subsets of V (H) of size r. Hence a simple graph is just a 2-uniform hypergraph.
The improvement over previous results that comes from the linearity of the algorithm in its output becomes more apparent here: While the previous algorithms (see, for example, [8, 15] ) for constructing a regular partition of an runiform hypergraph have running time O(n 2r−1 ) (note that this is close to being quadratic in the input size), our algorithm has running time O(n) for any r. Like the previous algorithms, and unlike the algorithm given in Theorem 3, the algorithm in Theorem 4 still has a tower-type dependence on .
Unlike the algorithm for graph regularity from the previous section that directly finds a regular partition, the algorithm of Theorem 4 makes use of some aspects of the iterative procedure for proving the existence of a regular partition, which repeatedly refines a partition of the hypergraph until a regular one is obtained. A direct implementation of such a procedure would suffer from NP-Completeness issues, and even if this is resolved in the style of previous works it would still take at least Ω(n r ) time as all deterministic algorithms have to (and in the previous works this actually takes longer). The crux of our proof is to apply an idea from [12] along with Theorem 1 in order to implement (an aspect of) the iterative procedure in time O(n). The details of the proof are omitted from this version, but here is a short sketch of it.
The main idea is that in some sense it is easier to find a partition that is a little more than "just" regular.
Definition 5.2 For an equipartition
2 . Given δ > 0 and a function f : N → N , we say that an
The main observation is that for a proper choice of f and δ, a (δ, f )-final partition is also -regular (see e.g. [27, 12] for the graph case). Furthermore, a final partition always exists, and can be found by repeatedly using the algorithms from Theorem 1 and Theorem 2 with sets of density tensors defined using the index function above.
Proving Theorem 1 and Theorem 2
The complete proof of Theorem 1 and Theorem 2 is omitted due to space considerations. The following brief description of the main ideas should give a general idea of how it is done.
The outermost layer of the proof borrows from the proof of [16] for graph partitions. Assuming that the hypergraph admits a partition Π = {V 1 , . . . , V k } of the vertices with the desired densities, we first split
. . , Y of equal size. Then, for every part Y i , a sample set U ⊂ V \ Y i is chosen at random with the hope of obtaining sufficiently many vertices from every V j . Assume for now that we know the intersection of U with Π, i.e. the partition Π U = {U ∩ V 1 , . . . , U ∩ V k }. Then we try to reconstruct Π from its intersection with U as follows. First, the vertices in Y i are clustered into a finite number of clusters, according to their degrees in the various components of Π U (the degree of v is the number of hyperedges in which v participates, counted for all sets of edges and all possible configurations with respect to Π U ). Intuitively, each cluster groups together the vertices that look similar with respect to U and Π U . Assume in addition that for every cluster C ⊂ Y i of similar vertices we also know their approximate distribution in the components of Π, i.e. we know some approximateβ = {β 1 , . . . , β k }, where for every j, β j ≈ |C∩Vj | |C| . Then we partition every cluster of Y i into the k components in a way that preserves the normalized intersection sizes, according to the correspondingβ.
Since we do not know the intersection Π U , we simply try every possible partition of U . Similarly for the second assumption, since we do not know the intersection sizes for each cluster, we try all possibilities (up to some allowed deviation). For every such combination we get a different partition of V , and we test (by sampling) if one of them would give a reconstruction with the required densities.
The motivation for this kind of reconstruction is based on the following central observation. Suppose that Y ⊂ V is a small enough set (but still linear in n) containing vertices that have similar degrees in the various V i 's. Assume that Π = {V 1 , . . . , V k } is a new partition of V that is constructed from Π by redistributing the vertices of Y arbitrarily, so long as the component sizes are almost preserved (i.e. for all i, |V i ∩ Y | ≈ |V i ∩ Y |). Then the densities of the partition Π are almost similar to the densities of Π. We should also note that, like in [16] , it is not possible to classify all vertices of V at once while maintaining a small approximation error, so every Y i is classified according to a partition of a different sample set U i .
Although the overall strategy of the algorithm is similar to the GGR-algorithm, there are several differences between our analysis and the original one in [16] . One of the reasons is that there are many ways in which an edge with r vertices can intersect the k vertex sets, complicating the procedure of classifying the vertices according to the edges they have with the sets of the partition. This reflects on which statistics we keep track of, and also on how we obtain an approximation thereof. Another reason is that Theorem 1 can have as an input a general set of density tensors, rather than intervals of allowed densities as in the GGR-algorithm [16] . This extension of the GGR formalism allows us to use the algorithm more easily and efficiently in our applications.
Concluding Remarks and Open Problems
Strong hypergraph regularity: Very recently, a lot of attention was given to obtaining hypergraph regularity lemmas [17, 24, 25, 28] that are strong enough to reprove Szemerédi's number-theoretic theorem [26] and to prove combinatorial deletion results. As it turns out, in these lemmas one needs to consider not only partitions of the vertices of the graph, but also partitions of pairs of vertices, triples of vertices and so on. Furthermore, one needs to consider various requirements on the interactions between the partitions of different arities concerning their densities and beyond (e.g. on the count of certain small substructures). See for example [19] for an algorithmic version of a strong regularity lemma for 3-uniform hypergraphs.
We believe that we can extend our main result about vertex partitions to the case of partitions of pairs and beyond, but (regretfully) we currently cannot use them to give algorithmic versions of the new variants of the regularity lemma discussed above. The main reason is that our "control" of the interactions between partitions of different arities is not strong enough to match the one typically required for a strong hypergraph regularity lemma. As we could not find another very interesting application of this generalization we opted to describe here the vertex partition as in Theorem 1. It would be very interesting to obtain a generalization of Theorem 1 that will be strong enough to yield algorithmic versions of the results of [17, 24, 25, 28] .
Improving the output for hypergraph regularity: While we can apply Theorem 1 in a simple way to obtain an algorithmic version of the regularity lemma for graphs (given in Theorem 3), the generalization for hypergraphs (Theorem 4) is more complicated, and has worse output guarantees as it will generally not find small regular partitions if they exist. It would be interesting to see if one can prove a variant of Theorem 4 similar in nature to Theorem 3, perhaps by formulating and proving an adequate notion of "local regularity" first.
