: Distributions of the estimated spatial crosstalk coefficients stratified by the distances between the involved cluster pairs. Each column of bars show the distribution of the coefficients. The columns are stratified by the Euclidian distances in pixels between the involved cluster pairs. For examples, the first column collects all crosstalk coefficients whose distances are in the range [1,2), and so on and so forth. More than half of the spatial crosstalk coefficients are larger than 0.05 when the cluster pairs are within 2 pixels. More than 10% of the coefficients are larger than 0.05 when the pairs fall between 2-3 pixels. The portion of the coefficients larger than 0.05 is negligible when the distances are beyond 4 pixels.
Supplementary Figure S3:
The mapping rates and error rates stratified by the total crosstalk into each cluster. We define the total crosstalk into cluster i by summing up all c , over all j such that i ≠ j. (a) The histogram of the total crosstalk effects into each cluster. (b) The percentage of reads that can be mapped to the consensus reference (y-axis) stratified by the total crosstalk (x-axis) into each cluster. (c) The error rate among the mapped reads (y-axis) stratified by the total crosstalk (x-axis) into each cluster. 
Supplementary Tables
Supplementary Table S1 : The estimates' accuracies of spatial crosstalk coefficients stratified by their values. The first row shows the center and the average standard error of all non-zero spatial crosstalk coefficients in the selected block by mean and median. Next, these coefficients are stratified, and the results are shown in the following four rows. Also, we randomly selected 50,000 coefficients whose estimates are zeroes and show the results in the last row. The column denoted "Num" shows how many coefficients fall into each category. The following two columns show the averages and medians of the coefficients in each category. The last two columns are the mean and median values of the standard errors of the estimates, namely, measures of estimation accuracy. These statistics support the significance of coefficient estimates. 
Supplementary Note
The algorithm of finding clusters' neighbors. 1. The location file of clusters in a tile include their x-and y-coordinates. We label these clusters according to their orders in the location file (the label for the first cluster is 1, the label for the second cluster is 2, etc.). One such example is illustrated in Panel (a) of Supplementary Figure S5 . 2. We generate a matrix U to approximately represent the cluster locations in the tile, as illustrated in Panel (b). The initial values of its entries are set to zero. Then we allocate each cluster to an entry in U. That is, for each cluster, we find the non-zero entry denoted by (i, j) in the matrix such that the Euclidian distance between (i, j) and the x-and y-coordinates of this cluster is the smallest; then we set the entry value as the cluster label. For example, Cluster 1 goes to the (1,3)-th entry in U. Cluster 2 goes to the (3,13)-th entry in U. We do this for cluster 3, 4, 5 etc. successively. 3. Next we identify the neighbors of each cluster. That is, we scan all the entries in U within a certain distance to the entry of the current cluster, and collect the non-zero ones. They include all neighbor clusters to the current cluster. Thus we calculate the Euclidian distances from the clusters indexed by these non-zero entries to the current cluster. Those clusters whose distance are within the given threshold (4 for 3Dec, and 15 when drawing Figure 2 ) are selected as the neighbors to the current one. The nearest neighbor is then the one whose distance is the shortest. 
Supplementary

The error rates under different criteria
All the three metrics of error rates (See Table 1 ) are calculated based on the simple edit distance, namely error rate = total edit distances total bases in the mapped reads But they used different sets of mapped reads for the calculations. We introduced two more metrics because the traditional one (error rate at a given mapping criterion) is insufficient to measure the accuracy of base callers. For example, we consider a small dataset containing 5 reads of 50 cycles. Suppose that the base caller A identified 0, 0, 2, 4 and 16 errors in the 5 reads, respectively; and the base caller B identified 0, 0, 1, 2 and 8 errors in the 5 reads, respectively. Obviously B is more accurate because its results contain only 11 errors while A's results contain 22 errors. Assume the mapping rule is that reads with less than 10 errors are defined to be successfully mapped back to the reference. Then the error rate under this mapping criterion for the base caller A is (2+4)/(50*4)=3%, because the last read cannot be mapped under the criterion and thus is discarded. Meanwhile, the same error rate for the base caller B equals (1+2+8)/(50*5)=4.4%, which is larger than the former one. In our opinion, this comparison is unfair. Therefore, we introduced the second and third metric along with the first one.
