Abstract. We describe the boundary singularity of weighted Bergman kernels on smoothly bounded strictly pseudoconvex domains for weights which behave, roughly speaking, likely formal power series in defining function with coefficients which are polynomials in the logarithm of defining function. The result extends also to weighted Sobolev spaces of holomorphic functions with respect to such weights. Connections with holomorphic invariants are outlined, and some examples presented.
Introduction
Let Ω be a bounded strictly pseudoconvex domain in C n with smooth boundary, and r a defining function for Ω; thus r is smooth on the closure Ω of Ω, r < 0 on Ω, and r = 0, ∇r > 0 on ∂Ω. It is then a celebrated result of Fefferman [10] and Boutet de Monvel and Sjöstrand [6] that the Bergman kernel of Ω has the form (Ω × Ω \ diag ∂Ω) for any α ∈ C. We will assume that such ρ(x, y) has been chosen, from now on.) One has also the explicit formula (whose positivity on ∂Ω follows from the strict pseudoconvexity of Ω), and we are also abusing the notation slightly (and will continue to in the sequel) by using the same letter ρ also for the single-variable function ρ(x) := ρ(x, x) = −r (x) .
If w is a continuous positive weight on Ω, one can consider also the weighted Bergman spaces L From the proof in [6] , it is immediate that the formula (1) extends also to the weighted kernels K w (x, y) for smooth positive weights on Ω, i.e. for weights of the form w = e g with g ∈ C ∞ (Ω). Using an idea going back to Forelli and Rudin [11] (see also Ligocka [20] and Boas-Fu-Straube [1] ), relating a weighted Bergman kernel of a domain to the unweighted Bergman kernel of a certain Hartogs domain over it, one can also obtain a generalization of (1) to weights on Ω of the form w = ρ m e g , m = 1, 2, 3, . . . , g ∈ C ∞ (Ω).
The corresponding kernels K w turn out to be still of the form (1), only with the exponent n + 1 in the denominator replaced by n + m + 1. Recently, the current author [9] was able to generalize the formula (1) also to weights behaving like a fractional power of the defining function -more precisely, to weights of the form
(The restriction on α stems from the fact that for α ≤ −1 the space L 2 hol (Ω, w) reduces to constant zero, and thus K w ≡ 0 trivially.) The result is (Ω × Ω) (depending on w). There is also an analogue of (2), (5) a(x, x) = Γ(n + α + 1) π n
J[ρ](x) e g(x)
, ∀x ∈ ∂Ω.
Finally, it was also shown in [9] that an analogous result holds for the reproducing kernels of the holomorphic Sobolev spaces W Again, there is also an analogue of (5), except that Γ(n + α + 1) gets replaced by Γ(n + 1 − 2s) if n + 1 − 2s is not a nonpositive integer, and by (−1) k+1 /k! if n + 1 − 2s = −k, k = 0, 1, 2, . . . ; and instead of e g (x) in the denominator there is a term whose exact form depends on the choice of the norm in W s (Ω). We refer to [9] for the details.
While the class of weights covered by (4) is conveniently large, there are still many interesting cases that it misses. For instance, it does not contain weights like u α , α > −1, where u is the solution of the complex Monge-Ampere equation
because it is known (cf. Lee and Melrose [18] ) that u is not of the form (3), but rather
. Here "≈" means that the difference between the lefthand side and a partial sum of the right-hand side is continuous on Ω together with as many derivatives and vanishes at ∂Ω to an order as high as the next term of the series, i.e.
Our main result in this paper is the following generalization of Fefferman's formula (1), which covers also weights like (8) .
Theorem 1.
Let Ω be a smoothly bounded strictly pseudoconvex domain in C n and w > 0 a smooth weight on Ω of the form
where N 0 = 0 and η 00 > 0 on ∂Ω. Then
Here the asymptotic expansion in (9) is understood in the same sense as in (8) , and similarly for (10) , except that in the latter the continuity of (many) derivatives is meant on Ω × Ω, while the vanishing (to high order) is meant only at diag ∂Ω. If α is an integer, the term υ ∞ can be omitted.
The numbers M k depend on the N k in a somewhat complicated manner which can be best described as follows. For > 0 small enough, the map
where n ζ is the inward unit normal vector at ζ ∈ ∂Ω, is a diffeomorphism. Since ∂r(ζ +tn ζ )/∂t = − ∇r < 0 for t = 0, it follows from the implicit function theorem that on a small neighbourhood of ∂Ω in C n we can use (ζ, r) as local coordinates. Then (9) becomes ∈ P be the inverse of v, 
Thus (10) holds with
and let A * m be the subset of all v ∈ A m with η 0 | ∂Ω > 0, i.e. v| ∂Ω > 0. Finally, abusing notation, we will denote by the same symbol A m also the similar space on Ω × Ω (with ρ(x) replaced by ρ(x, y)).
on the boundary diagonal.
Since u ∈ ρA * m by (8) , the last corollary applies e.g. to all weights of the form u
(Ω). As in [9] , the proof of Theorem 1 relies on Boutet de Monvel's and Guillemin's theory of Toeplitz operators on ∂Ω with pseudodifferential symbols. The main (and, essentially, the only) difficulty here is that for our present purpose we need to extend this theory from classical pseudodifferential operators to those with the more general "log-polyhomogeneous" symbols. This is done, along with a brief review of the necessary facts from Boutet de Monvel's and Guillemin's theory, in Section 2. After some preparatory work in Section 3, the proof of Theorem 1 appears in Section 4, together with an extension to weighted Sobolev-Bergman kernels. In the final Section 5, we present some examples, remarks on connections with holomorphic invariants, and possible further generalizations.
A short comment on notation and terminology:
(∂Ω), respectively; the subscripts are often omitted if there is no danger of confusion. Finally, by a positive operator on a Hilbert space we mean an operator T such that T f, f > 0 for all f = 0, f ∈ dom T .
Generalized Toeplitz operators
Denote by η the restriction to ∂Ω of the 1-form Im ∂r = (∂r − ∂r)/2i. The strict pseudoconvexity of Ω guarantees that η is a contact form, i.e. the half-line bundle
is a symplectic submanifold of T * (∂Ω). Equip ∂Ω with a measure with smooth positive density, and let L As usual, by a classical pseudodifferential operator or Fourier integral operator (ΨDO or FIO for short) on ∂Ω we will mean an operator whose total symbol (or amplitude) in any local coordinate system has an asymptotic expansion 
) be the Hermite operator
where we write x · ξ for j x j ξ j , and the hat denotes Fourier transform; one has
). Then it follows from [3] and [6] that Π admits the following microlocal description: for any z 0 ∈ ∂Ω, there exists a homogeneous
There exists an elliptic FIO F , defined in U modulo smoothing operators, associated with Φ, such that F F * ∼ I on V and F * ΠF ∼ (the projection onto H 0 ) on U , which transforms the left ideal of ΨDOs generated by the D j into the left ideal generated by the components of
(this is a classical FIO with complex phase, cf. [22] ). Then H In fact the map T Q → P ∼ H * T Q H is onto. It follows as a corollary that the generalized Toeplitz operators T P , P ∈ Ψ cl , have the following properties.
(P1) They form an algebra which is, modulo smoothing operators, locally isomorphic to the algebra of classical ΨDOs on R n . (P2) In fact, for any T P there exists a ΨDO Q of the same order such that T P = T Q and QΠ = ΠQ. (P3) It can happen that T P = T Q for two different ΨDOs P and Q. If ord(P ) − ord(Q) / ∈ R, then T P = T R for some R ∼ 0. If ord(P ) − ord(Q) > 0, then the restriction of the principal symbol σ(P ) of P to Σ identically vanishes. If ord(P ) = ord(Q), then the restrictions of σ(P ) and σ(Q) to the cone Σ coincide. Thus we can define unambiguously the order of T Q as ord(Q) + min{ord(P ) − ord(Q) :
(P4) The order and the symbol are multiplicative:
We will say that a generalized Toeplitz operator T P of order m is elliptic if σ(T P ) does not vanish. Then T P has a parametrix, i.e. there exists a Toeplitz operator
, such that
We refer to the book [5] , especially its Appendix, and to the paper [4] (which we have loosely followed in this section) for the proofs and additional information on generalized Toeplitz operators.
In addition to classical ΨDOs, we will need the more general class Ψ log of logpolyhomogeneous ΨDOs, whose total symbol in any local coordinates satisfies (17) p
where p m−j is of the form log . For P ∈ Ψ m log such that p m does not vanish identically, we still call m =: ord(P ) the order of P (as before, this can be any complex number), and p m =: σ(P ) the (principal) symbol of P ; this clearly agrees with the corresponding notions for classical ΨDOs.
The standard reference for log-polyhomogeneous ΨDOs is Schrohe [26] ; see also Lesch [19] , Okikiolu [23] , Grubb [13] , and Paycha and Scott [25] . For the various closely related topics like complex powers and logarithms of ΨDOs, holomorphic families of ΨDOs, etc., see also Ouedraogo and Paycha [24] , Grubb [13] , Bucicovschi [7] , and the book by Shubin [28] .
The properties (P1)-(P7) above were established in the [5] and [4] only for classical ΨDOs. To extend them also to the present setting of log-polyhomogeneous symbols, one could in principle go through and check all the relevant technical details in those two references; but it is easier to use instead the fact that operators in Ψ log are, essentially, the logarithms of complex powers of classical ΨDOs. More precisely, each operator in Ψ m,k log arises, modulo lower order terms, as (
is compact, hence its spectrum consists of isolated eigenvalues 0 < λ 1 < λ 2 < . . . of finite multiplicity. We can therefore define for any z ∈ C the operator A z by the spectral theorem, i.e.
where P j is the projection onto the eigenspace corresponding to λ j . Alternatively, one can define A z for Re z < 0 by the contour integral
(with the branch of λ z defined in the right half-plane so that 1
this is unambiguous since AA , the righthand side being defined as above. In both cases (m < 0 and m > 0), the operator A z so defined is normal for any z ∈ C, and self-adjoint and positive if z is real. It is then a result going back to Seeley [27] (see also Shubin [28] , Bucicovschi [7] or Schrohe [26] ), that the operator A z defined as above is again a classical ΨDO, of order mz, and with symbol σ(A) z . Furthermore, the total symbol of A z , in any local coordinate system, depends holomorphically on z (i.e. each (mz − j)-th homogeneous component does).
Differentiating with respect to z, we also see that for any k = 0, 1, 2, . . . ,
Proposition 3. Generalized Toeplitz operators T P with log-polyhomogeneous P ∈ Ψ log have the seven properties listed right below.
(P1) They form an algebra which is, modulo smoothing operators, locally isomorphic to the algebra of log-polyhomogeneous ΨDOs on R n .
(P2) In fact, for any 
We will say that a generalized Toeplitz operator T P is pure elliptic if P is pure and σ(T P ) does not vanish. (Note that, by (P3), this implies ord(T P ) = ord(P ) = −∞.) Then T P has a parametrix, i.e. there exists a pure elliptic Toeplitz operator
Proof. All these are similar and we will just look at (P2). , we can in fact assume that Υ is in addition elliptic, selfadjoint and injective. Thus it has complex powers Υ z , z ∈ C, and
Differentiating l times with respect to z and setting z = 0, we get 
Reproducing kernels on the Hardy space
The Hardy space H 2 (∂Ω) also has a reproducing kernel, namely the Szegö kernel S(x, y) ≡ S y (x) = S x (y), x, y ∈ Ω, which satisfies S y ∈ H 2 (∂Ω) ∀y ∈ Ω and
where, abusing the notation slightly, we are denoting by f (x) the value at x ∈ Ω of the Poisson extension of f from ∂Ω into the interior of Ω. It turns out that S again extends to be smooth up to the boundary of Ω × Ω except for the boundary diagonal diag ∂Ω = {(x, x) : x ∈ ∂Ω}; more precisely, one has the analogue 
where
applies to the first variable.
Here and below, "f ∼ g" for two elements of C
Note that the existence of the complex powers P z , z ∈ C -hence, in particular, of the P , we can, alternatively, since we are interested in K T only modulo smooth functions, also take instead of the inverse P −1 any parametrix of P guaranteed by the property (P7).)
log is pure elliptic, commutes with Π and σ(P 
Here the ultimate left-hand side makes sense since T 
(Ω × Ω), and ρ [β] has the same meaning as in (15) . Furthermore, (20) 
Proof. By (P2), we have T Q = T P for some P which has the same properties as Q and moreover commutes with Π; to this P , the preceding theorem applies. Using the well-known formulas
valid for Re p > 0, where O(p) denotes a function of p which is smooth (in factholomorphic) in a neighbourhood of the origin, the boundary singularity (18) of S can also be rewritten as
where b is a classical symbol in S n−1
(Ω × Ω × R + ) with asymptotic expansion
with some functions b j ∈ C ∞ (Ω × Ω). In other words,
where "≈" has the same meaning as in the Introduction. Thus on ∂Ω × ∂Ω
Now by [26] , P 
. On the other hand, by the standard symbol calculus for ΨDOs (see, for instance, Theorem 4.2 in Hörmander [17] ), we have quite generally for any classical ΨDO A of order α
, where in particular 
Combining this with the generalization of the formulas (21) in the next lemma, and with the fact that (19) and (20) follow.
Lemma 6. Let m be a nonnegative integer. Then on Re
. . , with some constants c jkm ∈ R.
Proof. Let us denote the integrals on the left-hand side by G s,m (p), and set
For Re s > −1, we have
Applying (28) to both sides yields On the other hand, for k = 0, 1, 2, . . . , (29) gives
G 0,m (p) dp . . . dp
(1) p (− log p) j dp . . . dp
j+1 dp . . . dp.
Appealing to the recursion formula
which is easily proved by integrating by parts, (27) follows.
Remark. We have not tried to compute the constants c jkm , although it is in principle possible from (30). 
Weighted Bergman and Sobolev-Bergman kernels
is known to be an elliptic positive classical ΨDO on ∂Ω of order −1. We have (∂Ω), for any s ∈ R, which is the inverse of K.
The operators
with w a smooth function on Ω, are governed by a calculus developed by Boutet de Monvel [2] . It was shown there that for w of the form
Λ w is an elliptic classical ΨDO on ∂Ω of order −α − 1, with symbol
In fact, [2] covered only the case of integer α > −1, but the case of noninteger α can be treated in the same manner with no new difficulties, cf. the computation on the bottom of p. 256 and the remarks on the top of p. 257 in [4] . It is also immediate from this last computation that everything remains true in fact for any complex α, Re α > −1, and moreover the total symbol of Λ w in any local coordinate system depends holomorphically on α. Differentiating with respect to α we thus see that for
With all these prerequisites in hand, we are ready to prove our main result.
Proof of Theorem 1. Let now w be as in (9). For any u, v ∈ C
Combining this with the findings from the previous paragraph, we see that u → Ku sets up a Hilbert space isomorphism between L 
i.e. Λ w (hence, a fortiori, also T Λ w ) is pure elliptic. It remains to apply Theorem 5; this gives (14) and, hence, (10) . Finally, (20) yields (11).
Remark. In more detail, the derivation of the exact form of (14) (with the numbers m k from (13) . Now the standard construction of the parametrix amounts essentially to inverting (39) as a formal power series in |ξ|; consequently, if, by (13) ,
w must have total symbol of the form obtained from this by multiplying by ρ for ρ:
The same thus holds for the operator P −1 in the proof of Theorem 5; and in terms of the integral representation (22) for the Szegö kernel, we get by the proof of Theorem 5
where B is of the same form, as far as degrees of (log-)homogeneity in t are concerned, as when the (22) is multiplied by the right-hand side of (40) with |ξ| substituted by t. By the formulas in Lemma 6, (14) follows.
The extension to weighted Sobolev spaces of holomorphic functions is now straightforward. We present just one result of this kind; others can be obtained along the lines of Theorem 9, Corollary 14, Corollary 19 and Corollary 21 in [9] . 
with w as in (9) , and x 0 some fixed point of Ω; here the first sum extends over all 
Proof. For any
There exist differential operators Z k , k = 1, . . . , n, on ∂Ω such that
. Explicitly, one has
where for brevity we have introduced the notation
Thus we can write
Summing over ν we conclude that
, and its principal symbol satisfies
∂r(x) r k (see [9] , the proof of Theorem 8). On the other hand,
is the derivative at x 0 of the Poisson kernel P (ζ, x). Since P is known to be C ∞ on ∂Ω × Ω, Θ is a smoothing operator.
satisfies Ku, Kv # = T u, v ∂Ω , and since Θ and Θ are both self-adjoint and nonnegative (being sums of operators of the form A *
(∂Ω), respectively), while Ker Θ = {polynomials of degree < m} whereas Ker Θ = {functions vanishing at x 0 to order at least m}, T is positive. It follows that T ∼ T Q satisfies the hypothesis of Theorem 5, and an application of the latter concludes the proof.
Remark. For w of the form (34), the last theorem (and similar ones that can be obtained along the same lines) gives a strengthening of Theorem 8 of [9] (which required that w have no logarithmic terms, and also required that the integer m in our Theorem 7 be < α + 1), with a simpler proof.
(∂Ω) by means of the operators K and γ, is actually (modulo smoothing operators) a generalized Toeplitz operator T Q with Q a classical ΨDO on ∂Ω of order −α whose symbol can be explicitly computed. We show that this remains true also for our more general weights of the form (9), provided one allows for Q log-polyhomogeneous ΨDOs. We begin with an auxiliary result. 
Proof. By (32) and (33),
Using the last proposition, we thus get
Using (36), in combination with (35) for w = 1 (thus giving the symbol of Λ), and the property (P4) yields the claim.
Examples
Recall that a domain functional is a map Ω → f Ω assigning to each bounded strictly pseudoconvex domain Ω ⊂ C 
for any biholomorphic map φ : Ω → φΩ; here J φ denotes the complex Jacobian of φ. For instance, the Bergman kernel K Ω above is invariant of weight n + 1. This follows from the well-known transformation rule for the Bergman kernel
The Szegö kernel S Ω as defined above is not invariant, but can be made so upon using instead of the Hausdorff measure an appropriately chosen "invariant" surface element τ on ∂Ω; namely, τ is uniquely determined by
where dV is the Lebesgue volume in C n . Then S Ω is of weight n. The solution u = u Ω of the Monge-Ampere equation (7) is an invariant domain functional of weight −1. The Bergman invariant
is an invariant domain functional of weight 0. More generally, if f Ω is a nonvanishing invariant domain functional of any weight α ∈ R, then
is always an invariant of weight n + 1. Hence, for instance, the "Szegö invariant"
(with S Ω the "invariantly" defined Szegö kernel) is of weight 0. Another invariant of weight 0 is the scalar curvature of the Bergman metric,
where ∆ Berg is the Laplace-Beltrami operator with respect to the Bergman metric. One can also get new invariants from old ones by means of weighted Bergman kernels. Proof. If φ : Ω → φΩ is a biholomorphism, then
Here the second equality used the fact that
for any zero-free holomorphic function g, and the third follows from the generaliza-
, φ(y)) of the transformation rule (43).
Thus, for instance,
is an invariant domain functional of weight n + 1 + α. Similarly, K β Ω (x, x) is of weight n + 1, and so is K R Ω (x, x); and
For further discussion of invariant domain functionals, we refer to Hirachi and Komatsu [16] and Hirachi [15] .
The boundary behaviour of the kernels from the last proposition for the various invariants f Ω mentioned above can be obtained from the results in the preceding section. Recall that we have introduced the notation A m , m = 1, 2, . . . , for the collection of all smooth functions on Ω of the form
with A * m the subset of those w ∈ A m for which w| ∂Ω > 0 (i.e. η 0 | ∂Ω > 0); and abusing the notation slightly we also used the same symbol for the analogous collection of functions on Ω × Ω (with ρ interpreted then as ρ(x, y) rather than ρ(x)). 
For α noninteger, this means that
in full accordance with (16) . For α = 0, 1, 2, . . . , we get
then we can rewrite (upon a small manipulation) the last formula as
Example 12. It was shown by the present author [8] that
Thus for K β Ω we get the same result as in the preceding example with α = 0, i.e.
Similar result holds also for K R Ω , since
cf. Theorem 1 (g) in [8] . 
A similar analysis as in Example 11 shows that for any α > −1,
for α noninteger, and (14) we get for the corresponding reproducing kernel
Remark. Note that the norm in H can be written as
since for f holomorphic, ∆ Berg |f | 2 = j,k g kj ∂ j f ∂ k f is the norm of the covariant derivative ∇ Berg f with respect to the Bergman metric. Thus, naively, one might view H as a "covariantly defined" first order holomorphic Sobolev space. That it turns out to coincide with the Bergman space, as the last example shows, is therefore perhaps mildly surprising.
We remark that the same conclusion holds also for the variant when ∆ Poinc , the Laplace-Beltrami operator with respect to the Poincare metric g jk = ∂ j ∂ k log We conclude by mentioning one more extension of our method, namely, to weights of the form
with η 00 | ∂Ω > 0, m j finite integers, m 0 = 0, and α j ∈ R satisfying α j +∞. In the language of formal series used in the Introduction, this admits the following description. For any ring R with identity e, let R{{ρ}} stand for the ring of all "power series with real exponents" over R, i.e. of all formal sums
where α j +∞. The last condition ensures that there are only finitely many α j less than any given real number, and thus one can define addition and multiplication of such formal sums in the usual way. (Ω) that vanish to infinite order at the boundary.
