Abstract. We find an explicit upper bound for general L-functions on the critical line, assuming the Generalized Riemann Hypothesis, and give as illustrative examples its application to some families of L-functions and Dedekind zeta functions. Further, this upper bound is used to obtain lower bounds beyond which all eligible integers are represented by Ramanujan's ternary form and Kaplansky's ternary forms. This improves on previous work of Ono and Soundararajan [7] on Ramanujan's form and Reinke [8] on Kaplansky's form with a substantially easier proof.
Introduction
Finding upper bounds for L-functions on the critical line is an interesting problem in analytic number theory. One classical bound is the convexity bound, which follows from the Phragmen-Lindelöf principle and the approximate functional equation of the L-function. For any ǫ > 0, the convexity bound is L(f, s) ≪ q(f, s) 1/4+ǫ , where ℜs = 1 2 and q(f, s) is the analytic conductor of the L-function, whose definition we recall later. However, for many applications this convexity bound is not sufficient, and one needs to improve it for relevant L-functions by reducing the exponent 1/4 by a positive number. This is known as the sub-convexity problem. Although such subconvexity bounds have been derived in many cases, we are still far from proving the conjectured order even for the Riemann zeta function. The Lindelöf Hypothesis states that for any ǫ > 0,
where ℜs = 1 2 , and the implied constant depends on ǫ. This is a well known consequence of the Generalized Riemann Hypothesis (GRH) (see e.g. Corollary 5.20 p. 116 in [5] ). Indeed, in the process of deducing the Lindelöf Hypothesis from GRH, we obtain that for some A > 0
2 ) log log q(f, .
In this paper, instead of giving asymptotic upper bounds for L-functions, we will compute an explicit upper bound for L-functions on the critical line, assuming GRH. This type of upper bound is useful for certain applications. For example, Ono and Soundararajan [7] used explicit upper bounds (on GRH) for L-functions at the critical point to show that all odd numbers larger than 2·10 10 are represented by Ramanujan's form x 2 + y 2 + 10z 2 . Using our work here we can give a substantially easier proof of their results. Moreover our bounds show that all odd numbers larger than 3 · 10 7 are represented, so that much less computation is required. We anticipate that these results would be useful in studying representation questions for general ternary quadratic froms. We will give more details on this problem, together with other examples in §4.
To calculate the explicit upper bound, we will follow Soundararajan's technique from [10] . The main idea of the technique is to write log |L(f ,   1 2 )| as a short sum over prime powers and a sum over non-trivial zeros of L(f, s). Furthermore in finding our upper bound for log |L(f ,   1 2 )|, the contribution of nontrivial zeros can be ignored. The short sum over prime powers can be explicitly bounded both numerically and in term of analytic conductor, which will be defined below. We will give details of the proof in §2. Before we state the main theorem and corollaries, here are basic notations that we will use throughout the paper.
is an L-function if it satisfies the following properties.
I. It is a Dirichlet series with Euler product of degree
with λ f (1) = 1, |α p | < p for all p. The series and Euler products are absolutely convergent for ℜ(s) > 1.
be a gamma factor. Since we will assume GRH, ℜk j ≥ 0. This condition tells us that γ(f, s) has no zero in C and no pole for
L(f, s) must satisfy the functional equation
where |ǫ(f )| = 1, and Λ(f, s) = Λ(f, s). We define the analytic conductor of L(s, f ) to be
In this paper, we will assume that Λ(f, s) has no zero or pole at ℜs = 1. Note that by the functional equation, this implies the same holds at at ℜs = 0.
Our main theorem will be an upper bound for log L(f ,   1 2 ) in terms of the sum over prime powers and the analytic conductor (Theorem 2.1 in §2). As a corollary, we derive the Lindelöf hypothesis from the main theorem. In fact, we can find an explicit constant A in (1) as below.
be an L-function satisfying the conditions above and C be defined as in (6) . Furthermore assume that L(f, s) satisfies Ramanujan's conjecture. Then for log log C ≥ 10,
log C log log C , Remark 1. Without Ramanujan's conjecture, we instead obtain
Remark 2. It may be possible to improve the explicit constant 3/8 appearing in Corollary 1.1 by using a different kernel in the proof of Lemma 2.4.
Applying Corollary 1.1 to families of L-functions which satisfy Ramanujan's conjecture, we then easily obtain the explicit upper bound for these L-functions in term of their analytic conductor. We will illustrate our results using three examples of families of L-functions: Dirichlet L-functions, holomorphic cusp forms and the Riemann zeta function with varying height on the critical line. Remark 3. The analytic conductor is a measure of the complexity of the Lfunction. For our examples above, C ≈C. Hence we can apply Corollary 1.1 toC. The details will be discussed in §2.
Finally with some modifications, we can apply Corollary 2.1 to Dedekind zeta functions. We will prove the following Corollary in §3. 
is an L-function of degree d with conductor q equal to the absolute value of the discriminant of K. If log log C ≥ 10 then
log C log log C .
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Proof of the Main Theorem and its Corollaries
We will now prove an explicit upper bound for L(f, 2 ) in terms of a sum over powers of primes and parameters associated with L(f, s). Then we will simplify the sum and those constants to derive the corollaries stated in the introduction. Our main theorem is 2 ≥ λ ≥ λ 0 , and log x ≥ 2 we have
Remark 4. The above easily leads to an upper bound for log L f, 
To prove Theorem 2.1, we need to use the Hadamard factorization formula below. The proof can be found in [5] (see Theorem 5.6).
be an L-function, and s = σ + it. There exist constants a, b such that
where ρ runs over all zeros of Λ(f, s). Hence
is uniformly and absolutely convergent in compact subsets which have no zeros or poles.
We need the following lemma to find upper bound for ℜ
. The proof of the lemma can be found in Appendix.
From Lemma 2.3 and (8), we obtain
When we integrate the inequality above as σ varies from
where we use the fact that log(1 + x 2 ) ≥ 
To prove Theorem 2.1, we need an upper bound for log |L(f, σ 0 )|, which we will obtain from Lemma 2.4 below. This lemma is a version of Lemma 1 in [10] for general L-functions. The proof of Lemma 2.4 is essentially the same as the one in [10] ; however we provide the sketch of the proof here for completeness.
Lemma 2.4. Unconditionally, for any s not conciding with 1, 0 or a zero of L(f, s), and for any x ≥ 2, we have
where a(n) is defined in (3).
Proof. With c = max(1, 2 − σ), integrating term by term using the Dirichlet series expansion of
On the other hand, moving the line of integration to the left and calculating residues gives
Equating these two expressions, we obtain the lemma.
We take s = σ in Lemma (2.4), extract the real parts of both sides, and integrate over σ from σ 0 to ∞. Thus for x ≥ 2
and for ℜk j ≥ 0,
Hence using the previous two lines and (9), we deduce that
Adding the inequalities (10), (12) and using (11) we get
For λ ≥ λ 0 , the term involving G(σ 0 ) above gives a negative contribution, and we can omit it. Hence the theorem is proved.
Proof of Corollary 1.1:
Since our L-function L(f, s) satisfies Ramanujan's conjecture, |a(n)| ≤ dΛ(n). From Theorem 2.1 picking λ = 0.5, we have (14) log |L(f,
−0.5
When log x ≥ 20, ≤ 0.0019. Now we need to find the upper bound of the sum over powers of primes. We shall prove the following inequality
Since we assume GRH, using the result of Lemma 8 and (3.21) in [9] 
, we obtain that for t > 10,
The inequality is also true for 10 5 > t ≥ 2 by numerical experiment. Therefore,
We change variable t = x/y and obtain
where the last inequality follows because the second integral above is a decreasing function of x when x > 10 4 . The constant appearing on the right hand side is derived by substituing x = e 20 in the integral. Finally by absorbing the constant term into . We can still apply Corollary 1.1, but we need to add a constant term derived from the pole s = 1 − it. The analytic conductor C is
Therefore we can apply Corollary 1.1 toC = T. Now we consider (7). For ζ(s + it) it becomes
Following the proof of Theorem 2.1, we obtain that the contribution of the pole terms is bounded by 1.4 · 10 −6 , which is negligible when we apply Corollary 1.1.
Dedekind Zeta Functions
Our upper bound can also be applied to Dedekind zeta functions. In this section, we will prove Corollary 1.5.
Proof. The gamma factor of
where r 1 is the number of real embeddings of K and r 2 the number of pairs of complex embeddings, so that
. Since the Dedekind zeta function has a simple pole at s = 1, H(s) is entire. The equation (8) 
Similar to (10), we integrate the inequality above from as σ varies from (16) log |H(
Now we need an upper bound for log |H(σ 0 )|, which will be derived in the same way as the upper bound for log |L(f, σ 0 )|. 
Proof. By definition of H(s) and by using the same arguments as in Lemma 2.4, we have s 2 log x are entire when ℜs ≥ 0 and are less than or equal to zero for any positive real number t and x ≥ 2. Combining these facts and the inequalities above, we prove the lemma.
We take t = σ in Lemma 3.1 and integrate over t from σ 0 to ∞. By the same reasoning as in the proof of Theorem 2.1,
From Corollary 1.1 (let x = log 2 C), we obtain
log C log log C + 3 2 log log C + log 2.
The lemma follows because log log C ≥ 10.
Application to Positive Definite Ternary Quadratic Forms
We call N eligible for a positive ternary quadratic form f (x, y, z) if there are no congruence obstructions prohibiting f from representing N . Let χ = −40N · be the Kronecker-Legendre symbol. Also define
By Dirichlet's class number formula (see [2] ) and special case of Waldspurger's theorem connecting the Fourier coefficients of half-integral weight cusp forms and L(E(−10N ), 1) (Theorem 2 of [7] ), Ono and Soundararajan showed that if N is an eligible square-free integer coprime to 10 and is not represented by Ramanujan's form, then
, where q is a conductor of E(−10N ), and its value is 1600N 2 (see Prop.2 in [7] ). Ono and Soundarajan proved that (17) failed when N ≥ 2 · 10 10 . Note that for N ≤ 2 · 10 10 , W.Galway verified by computer whether it is represented by the form. The difficulty of showing this is finding an upper bound for L(E(−10N ), 1) because of the big contribution of zeros on the critical line. It involves long and complicated calculations.
As seen in the proof of Theorem 2.1, the technique from [10] allows us to ignore the contribution of nontrivial zeros. Therefore by applying upper bound in Theorem 2.1, not only is our calcuation much simpler but also we get a better lower bound for N , i.e. it requires N ≥ 3 · 10 7 to yield contradiction for (17).
With Ono and Soundararajan's methods of deriving (17) and the upper bound in Theorem 2.1, under GRH, we may be able to obtain not too large positive integer N such that if m ≥ N and is represented by the spinor genus of a positive definite ternary form, then it is represented by the form itself. For example, in this paper, we will apply those techniques to Kaplansky's form and show that if N ≥ 2 · 10 8 is a squarefree integer, then it is represented by Kaplansky's forms: ϕ 1 (x, y, z) = x 2 + y 2 + 7z 2 and ϕ 2 (x, y, z) = x 2 + 2y 2 + 2yz + 4z 2 . This result will have a simpler proof and a better lower bound than the one that T.Reinke [8] derived.
T. Reinke [8] applied the method in [7] to prove the analog of (17). If N is an eligible square-free integer and is not represented by ϕ j , where j = 1, 2, then
where q N = 28 2 N 2 for (N, 7) = 1, and q N = 7 · Since the proof for both Ramanujan's form and Kaplansky's forms will be the same, for simplicity of notation let
7 when (N, 7) > 1. We will get upper bounds for L E (1) and lower bounds for L(1, χ). 
by Theorem 2.1 choosing λ = 0.5 we obtain
log x log n log x n log x + 3 4 log x log q 4π 2 + 3 log 2 4 log x + 3 2 log 2 x + 8e
For a lower bound for log |L(1, χ)|, we prove the following proposition. . We have
n log n log y n log y + 1 4 log y log q 4π 2 + log 4 4 log y − γ 2 log y
Proof. Let ρ = 1 2 + iγ run over the non-trivial zero of L(s, χ). Define 
For s ≥ 1, the contribution from the trivial zeros 
Integrating (20) as σ varies from 1 to infinity, using (20) and observing that
log y ,
where
To prove the proposition, we need to find the lower bound for −F (1). First note that taking derivative of (20) Putting the inequality above into (22), we prove the proposition.
To get an upper bound for log To calculate the first sum, we use the exact value of λ(n) of L E (s) (see [7] section 2 for Ramanujan's form and [8] 
