Compressed sensing is a signal processing technique in which data is acquired directly in a compressed form. There are two modeling approaches that can be considered: the worstcase (Hamming) approach and a statistical mechanism, in which the signals are modeled as random processes rather than as individual sequences. In this paper, the second approach is studied. Accordingly, we consider a model of the form Y = HX + W , where each component of X is given by Xi = SiUi, where {Ui} are i.i.d. Gaussian random variables, and {Si} are binary random variables independent of {Ui}, and not necessarily independent and identically distributed (i.i.d.), H ∈ R k×n is a random matrix with i.i.d. entries, and W is white Gaussian noise. Using a direct relationship between optimum estimation and certain partition functions, and by invoking methods from statistical mechanics and from random matrix theory, we derive an asymptotic formula for the minimum mean-square error (MMSE) of estimating the input vector X given Y and H, as k, n → ∞, keeping the measurement rate, R = k/n, fixed. In contrast to previous derivations, which are based on the replica method, the analysis carried in this paper is rigorous. In contrast to previous works in which only memoryless sources were considered, we consider a more general model which allows a certain structured dependency among the various components of the source.
I. INTRODUCTION
Compressed sensing [1, 2] is a signal processing technique that compresses analog vectors by means of a linear transformation. Using some prior knowledge on the signal sparsity, and by designing efficient "encoders" and "decoders", the goal is to achieve effective compression in the sense of taking a much smaller number of measurements than the dimension of the original signal.
A general setup of compressed sensing is shown in Fig.  1 . The mechanism is as follows: A real vector X ∈ R n is mapped into V ∈ R k by an encoder (or compressor) f : R n → R k . The decoder (decompressor) g : R k → R n receives Y , which is a noisy version of V , and outputsX as the estimation of X. The measurement rate, or compression ratio, is defined as R = k/n.
Generally, there are two approaches to the choice of the encoder. The first approach is to constrain the encoder to be a linear mapping, denoted by a matrix H ∈ R k×n , usually called the sensing matrix or measurement matrix. Under this encoding linearity constraint, it is reasonable to consider optimal deterministic and random sensing matrices.
The other approach is to consider non-linear encoders. In this paper, we will focus on random linear encoders; H is assumed to be a random matrix with i.i.d. entries of zero mean and variance 1/n. On the decoder side, most of the compressed sensing literature focuses on low-complexity decoding algorithms which are robust with respect to observation noise, for example, decoders based on convex optimization, greedy algorithms, etc. (see, for example [3] [4] [5] [6] ). In this paper, on the other hand, the decoder is assumed to be optimal, namely, it is given by the minimum mean-square error (MMSE) estimator. The input vector X is assumed to be randomly distributed according to a certain probability density function (pdf) that is modeling/capturing sparsity. Note that this statistical assumption (or, Bayesian formulation) is complementary to "usual" compressive sensing models, in which the underlying signal is assumed to be deterministic and the performance is measured on a worst-case basis with respect to X (Hamming theory). This statistical approach has been previously adopted in the literature (see, for example, [5] [6] [7] [8] [9] [10] [11] [12] ). Finally, the noise is assumed to additive white and Gaussian. The main goal of this paper is to derive rigorously the asymptotic MMSE for k, n → ∞ with a fixed ratio R.
A. Known results
There are several previously reported results that are related (directly or indirectly) to this work. Some of these results were derived rigorously and some of them were not, since they were based on the powerful, but non-rigorous, replica method. In the following, we briefly state some of these results. In [11] , using the replica method, a decoupling principle of the posterior distribution was claimed, namely, the outcome of inferring about any fixed collection of signal elements becomes independent conditioned on the measurements. Also, it was shown that each signal-element-posterior becomes asymptotically identical to the posterior resulting from inferring the same element in scalar Gaussian noise. Accordingly, this principle allows us to calculate the MMSE of estimating the signal input given the observations. In [10] , among other results, it was shown rigorously that for i.i.d. input processes, distributed according to any discrete-continuous mixture measure, the phase transition threshold for optimal encoding is given by the input information dimension. This result serves as a rigorous verification of the replica calculations in [11, 12] . In [13, 14] , the authors designed structured sensing matrices (not necessarily i.i.d.), and a corresponding reconstruction procedure, that allows compressed sensing to be performed at acquisition rates approaching to the theoretical optimal limits.
B. Contributions
In this paper, under the previously mentioned model assumptions, we rigorously derive the asymptotic MMSE in a single-letter form. The key idea in our analysis is the fact that by using some direct relationship between optimum estimation and certain partition functions [15] , the MMSE can be represented in some mathematically convenient form which (due to the previously mentioned input and Gaussian noise statistics assumptions) consists of functions of the Stieltjes and Shannon transforms. This observation allows us to use some powerful results from random matrix theory, concerning the asymptotic behavior (a.k.a. deterministic equivalents) of the Stieltjes and Shannon transforms (see e.g., [16] and many references therein).
Our asymptotic MMSE formula seems to appear different than the one that is obtained from the replica method [11] . Nevertheless, numerical calculations suggest that the results are equivalent. Thus, similarly to other known cases in statistical mechanics, for which the replica predictions were proved to be correct, our results support the replica method predictions. In contrast to previous works in which only memoryless sources were considered (an indispensable assumption in the analysis), we consider a more general model which allows a certain structured dependency among the various components of the source. Finally, we mention that in previous related papers [17, 18] , the authors have used similar methodologies to obtain the asymptotic mismatched MSE of a codeword (from a randomly selected code), corrupted by a Gaussian vector channel.
II. NOTATION CONVENTIONS AND PROBLEM FORMULATION
As was mentioned earlier, we consider sparse signals, supported on a subspace with dimension smaller than n. In the literature, it is often assumed that the input process X has i.i.d. components. In this work, however, we generalize this assumption by considering the following stochastic model:
Gaussian random variables with zero mean and variance σ 2 , and {S i } are binary random variables taking values in {0, 1}, independently of {U i }. Now, instead of assuming that the pattern sequence S = (S 1 , . . . , S n ) is i.i.d., we will assume a more general distribution but we keep certain symmetry properties among the various possible sequences {S}. In particular, we postulate that all sequences {S} with the same number of 1's are equally likely, namely, all configurations with the same "magnetization" 1
have the same probability. This literally means that the measure P (S) depends on S only via m s . Consider then the following form
where f (·) is a certain function independent of n and C n is a normalization constant. Note that for the popular i.i.d. assumption, f is a linear function. By using the method of types [19] , we obtain
where Ω (m) designates the number of binary n-vectors with magnetization m, h 2 (·) designates the binary entropy function, and m a is the maximizer of
In other words, m a is the a-priori magnetization, namely, the magnetization that dominates the measure P (S).
Remark 1 While the Gaussian assumption on U i 's is mandatory in our analysis, the assumption that S i is taking values in {0, 1}, can be generalized to any discrete probability measure. Such a generalization has some practical motivations [20] . Also, as reported in [21] , statistical dependency in the pattern sequence may lead to the appearance of phase transitions caused by the source, in addition to the phase transition caused by the channel. 1 The term "magnetization" is borrowed from the field of statistical mechanics of spin array systems, in which S i is taking values in {−1, 1}. Nevertheless, for the sake of convince, we will use this term also in our problem.
Remark 2
In the i.i.d. case, each X i is distributed according to following mixture distribution (a.k.a. Bernoulli-Gaussian measure)
where δ (x) is the Dirac delta function, P G (x) is a Gaussian density function and 0 ≤ p ≤ 1. Consider a random vector X in which each component is independently drawn from P (x). Then, by the law of large numbers (LLN), 1 n X 0 P → p, where X 0 designates the number of non-zero elements of a vector X. Thus, it is clear that the weight p parametrizes the signal sparsity and P G is the prior distribution of the non-zero entries.
Finally, we consider the following observation model
where H is a k × n random matrix, a.k.a. the sensing matrix, with i.i.d. entries of zero mean and variance 1/n. The components of the noise W are i.i.d. Gaussian random variables with zero mean and variance 1/β. We denote by R = k/n the measurement rate. The random vectors S, U , and W and the matrix H, are all statistically independent. The MMSE of X given Y and H is defined as follows
where E {X | Y , H} is the conditional expectation w.r.t. the measure P (· | Y , H) . Accordingly, we define the asymptotic MMSE as
As was mentioned earlier, our main goal is to rigorously derive computable, single-letter expression for D (R, β). A very important function, which is pivotal to the derivation of both the estimator and the MSE is the partition function, defined as follows.
Definition 1 (Partition Function)
Let λ = (λ 1 , . . . , λ n ) T be a column vector of n real-valued parameters. The partition function w.r.t. the conditional joint distribution P (x, y | H), denoted by Z (y, λ; H) , is defined as
Accordingly, under the above described model, we have that P (y | x, H) = 1 (2π/β) n/2 exp −β y − Hx 2 /2 , (9) and so, the partition function is given by
The role of λ in the above partition function is in computing the conditional mean estimator and the MMSE. Indeed, it is easy to see that the gradient of ln Z (y, λ; H) w.r.t. λ, computed at λ = 0, simply gives the conditional mean estimator, i.e., E {X | Y = y, H} = ∇ λ ln Z (y, λ; H)| λ=0 (11) where ∇ λ denotes the gradient operator w.r.t. λ. Also, it can be verified that the expectation of the Hessian of ln Z (y, λ; H) w.r.t. λ, computed at λ = 0, gives the MMSE, i.e.,
where ∇ 2 λ denotes the Hessian operator w.r.t. λ.
III. MAIN RESULT
In this section, our main result is first presented and discussed. Then, we provide a numerical example in order to illustrate the obtained theoretical results. Due to space limitation, the proofs of all the following results are omitted and can be found in [22] .
Before we state our main result, we define some auxiliary functions of a generic variable x ∈ [0, 1]:
and
Next, for x, y ∈ [0, 1] define the functions
and α (x, y) = 1/ (ν 1 (x, y) ν 2 (x)). The asymptotic MMSE is given in the following theorem.
Theorem 1 (Asymptotic MMSE) Let Q be a random variable distributed according to
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where m a is defined as in (3) and P y = m a σ 2 R + R/β. Let us define
where α 1 ∈ [0, 1] and α 2 ∈ R. Let m • and γ • be solutions of the system of equations
where in case of more than one solution, (m • , γ • ) is the pair with the largest value of
Finally, define
Then, the limit supremum in (7) is, in fact, an ordinary limit, and the asymptotic MMSE is given by
In the following, we explain the above result qualitatively, and in particular, the various quantities that have been defined in Theorem 1. The first important quantity is m • , which is obtained as the solution of the system of equations in (24), and which we will refer to as the posterior magnetization. We use the term "posterior" in order to distinguish it from the a-priori magnetization m a ; while m a is the magnetization that dominates the probability distribution function of the source, before observing Y , the posterior magnetization is the one that dominates the posterior distribution, namely, after observing the measurements. It is instructive to look at another representation of m • , which appears in the analysis, and is given as follows
where h i is the ith column of H. Note that the summand of the above sum is bounded between zero and one, and hence, so is m • , which makes sense. Intuitively speaking, the first term in argument of the hyperbolic tangent can be interpreted as a projection of the measurements on the sensing matrix columns, and γ • serves as a correction/alignment term so that the overall summation gives the "correct" magnetization (depending on the SNR and the measurement rate). The role of the hyperbolic tangent becomes clearer when considering the low noise case. For large SNR, the hyperbolic tangent behaves very sharply; it converges to the sign function. When the sign function value equals one, the summand in (30) also equals one, which means that S i = 1. On the other hand, when the sign function value equals −1, the summand equals zero, which means that S i = 0. So, for large SNR the posterior magnetization simply equals to the a-priori magnetization. Regarding the MMSE itself, it can be seen that in this case, K (·) = K 2 (·), and thus ρ
and ρ • 2 = m • . Therefore, according to (29), we are only left with the first term on the right hand side, and we have the following result.
Corollary 1 ("Infinite" SNR)
In the low noise regime, β → ∞, the asymptotic MMSE satisfies
for R > m a , where σ 2 is the variance of the randomlygenerated nonzero signal components, i.e., σ 2 = E U 2 .
Note that this result was already noticed 2 in [10] for i.i.d. sources under which m a = p. The solution to (25) is known as a critical point, beyond which the solution to (24) ceases to be the dominant posterior magnetization, and accordingly, it must jump elsewhere. Furthermore, as we vary one of the other parameters of our model (including the source model), it might happen that the dominant magnetization jumps from one value to another. It is interesting to note that there are essentially two origins for possible phase transitions in our model: The first one is the channel H that induces "long-range interactions". The second is the source, which may have possible dependency (or interaction) between its various components (see (2)). Accordingly, in [21, Example E] the problem of estimation of sparse signals, assuming that H = I, was considered. It was shown that, despite the fact that there are no longrange interactions induced by the channel, still there are phase transitions if the source is not i.i.d. Indeed, in the i.i.d. case, the problem is analogous to a system of non-interacting particles, where of course, no phase transitions can exist.
In the following, we consider the special case where f (m) is quadratic 3 
which can be regarded as the same equation of the spinmagnetization (namely, after transforming S i 's into spins, μ i ∈ {−1, 1}, using the transformation μ i = 1−2S i ) as in the Curie-Weiss model of spin arrays (see e.g., [23, Sect. 4.2] ). For example, for a = 0 and b > 1, this equation has two symmetric non-zero solutions ±m 0 , which both dominate the partition function. If 0 < a 1, it is evident that the symmetry is broken, and there is only one dominant solution which is about m 0 sgn (m 0 ). Further discussion on the behavior of the above saddle point equation, and various interesting approximations of the dominant magnetization can be found in [21, 23] .
It is tempting to compare Theorem 1 with the prediction of the replica method [11] . Unfortunately, we were unable to show analytically that the two results are in agreement, despite the fact that there are some similarities. Nevertheless, numerical calculations suggest that this is the case. Fig. 2 shows the asymptotic MMSE obtained using Theorem 1 and using the replica method, as a function of β, assuming an i.i.d. source with sparsity rate p = 0.1, and measurement rate R = 0.3. It can be seen that both results give approximately the same MMSE. The very small differences between the two results are just numerical, finite precision errors.
