INTRODUCTION
In southwestern Niger, as in many parts of the semiarid Sahelian belt of West Africa, runoff is very sporadic and confined to small endorheic catchments, creating temporary ponds during the rainy season (Desconnets et al. 1997) . Pond infiltration recharges the unconfined aquifer (Favreau et al. 2009 ), which offers a perennial fresh water resource to the rural population. Typical of these semi-arid conditions is the high sensitivity of groundwater recharge to climate and surface conditions (Carter and Parker 2009) , which have shown to vary widely in space and time (Dolman et al. 1997 ). The region has been experiencing a severe and long lasting drought since the early 1970s, with rainfall cuts by as much as 30% from 1950 -1969 to 1970 -1997 ). This major climatic event has coincided with a very fast, uncurbed population growth (∼3 % per year). As a consequence, the native savannah was extensively cleared to expand surfaces in rainfed millet crop. Together with the drought, shortening of fallow periods and wood harvesting for energy supply have also contributed to a spectacular regression of the vegetation cover. A striking effect of this major environmental change has been an on-going increase in water resources. Since the early 1960s, piezometric records have been evidencing a continuous, general rise of the water table, at an enhanced rate since the 1980s, for an overall average gain of ∼4 m (Favreau et al. 2009 ). The number and volume of ponds increased noticeably, and the gully networks developed considerably in length and connectivity (Leblanc et al. 2008) , attesting to an active erosion stage. Enhanced surface runoff due to land cover degradation and to associated soil loss and crusting is the main driver of this hydrological change, the climatic factor being superseded in the present case by the environmental factor (Séguis et al. 2004) . The rising water table essentially materializes the natural adjustment of groundwater reserves to the new land surface conditions, which are generating enhanced indirect recharge. Increased runoff in the last decades was also reported elsewhere in the Sahel (e.g. Mahé 2009 ). Such hydrological changes may be representative of large parts of semi-arid Africa, under widespread climatic and anthropogenic pressure.
In semi-arid regions in general (Lange et al. 1999) , and in Africa in particular (Taylor et al. 2009 ), surface water data records are known to be generally incomplete or nonexistent, especially for the hydrologically-key strong events. The very short time and space scales (a few hours, a few km 2 ) over which runoff processes occur make it difficult to obtain data sets that are informative, representative, and reliable enough to be readily interpreted into the area's hydrological regime and its variations. Conversely, aquifers often act as the main space/time integrator of surface processes, with characteristic scales typically encompassing seasons in time and thousands of squarekilometres in space (Scanlon et al. 2006 ). In contrast with surface hydrometry, unconfined aquifer piezometry is rather accessible and reliable over large space/time spans, making it potentially an invaluable source of information to understand the regional hydrology. To that end, an integrated approach to the land hydrologic cycle is required, if one is to rightfully exploit these information. However, few integrated studies of surface water-groundwater modelling have been conducted in semi-arid environments. The particularly large variety of situations that can be encountered generally calls for largely site-specific modelling protocols, based on thorough analyses of the main processes at play in the particular environment (see, e.g. Sophocleous et al. 1999 , Schoups et al. 2005 , Bauer et al. 2006 , Walraevens et al. 2009 ).
In the present study area, surface and groundwater modelling studies were so far conducted independently, providing results at dissimilar scales, which makes them hard to connect. Cappelaere et al. (2003b) and Peugeot et al. (2003) developed a finescale, physically-based distributed catchment model (referred to as FSCM in the following; Appendix A) to simulate infiltration/runoff processes at the scale of the elemental endorheic system (a few km 2 ). Favreau (2000) developed a steady-state aquifer model for the mid-20th century conditions, i.e. prior to the area's climate and environment disruptions. Several other analyses were conducted, using various investigation techniques, which helped to improve our understanding of processes (see Favreau et al. 2009 , for a review). However no integrative modelling was yet attempted for the current terrestrial water cycle as a whole, that could bridge the scale gap in observations and knowledge between surface and subsurface processes, check the consistency of surface and ground fluxes estimations, and test hypotheses to improve this consistency if needed. This paper presents the first attempt at such integrative modelling, at the scale of a ∼5000-km 2 domain ( Fig. 1 ) for which dense water table records are available, over the 1992-2003 period, i.e. posterior to occurrence of most environmental changes (Leblanc et al. 2008) . A key motivation for this work was to test whether the best model that can presently be put forward for distributed groundwater recharge in this area, based on current best estimation of runoff distribution to the presumed groundwater recharge points, is compatible with the space/time aquifer dynamics observed over that recent period. To do so, it was necessary to develop a new surface model suitable to this mesoscale (hereafter denoted as MSSM for meso-scale surface model), as well as a transientstate groundwater model for the unconfined aquifer over the domain. The new MSSM surface model was produced by applying an upscaling methodology to the existing fine scale model, FSCM. Outputs from the MSSM model were then used to estimate recharge distribution forced into the groundwater model. Scale spans covered in this modelling range spatially from the elemental endorheic unit to the meso-scale domain, and temporally from the runoffgenerating storm to the inter-annual time frame, at which the aquifer dynamics are best observed.
STUDY AREA
The main study area characteristics were extensively described in several publications, reviewed by Cappelaere et al. (2009) . The landscape consists of scattered, flat lateritic plateaus separated by large fossil valleys, with a relief of less than a hundred metres (Fig. 1) . Slopes are generally gentle, with a maximum of a few percent. In the absence of any regionally organized drainage network, catchments are limited at most to the plateau-to-valley catena, typically covering a few square kilometres, with temporary endorheic ponds occupying the valley bottoms and other depressions (Fig. 2) . The native woody savannah landscape of the mid-20th century has now turned into a patchwork of millet and fallow fields with widespread crusted or degraded soils (Valentin et al. 2004 ). This sharp land-cover change has resulted in strongly enhanced contrasts in infiltration capacities between surface types, and in the development of sandy endorheic drainage networks (Leblanc et al. 2008) . The climate is semi-arid, with potential evapotranspiration of ∼2500 mm year -1 and average rainfall of 560 mm year -1 (Niamey, 1905 (Niamey, -2003 . During the short June-September rainy season, a few main convective storms, typically occurring over a few hours, produce Hortonian runoff that feeds ponds or wet areas (Fig. 2) . Accumulated water may then largely percolate down to the unconfined aquifer. Conversely, direct percolation below hillslopes is believed not to exceed the 10-m depth, thus never reaching the generally much deeper water table (Massuel et al. 2006 , Favreau et al. 2009 ). Depth to the water table varies from 75 m below the plateaus to less than 5 m only very locally (at the lowest points in the Dantiandou and Dallol Bosso valleys), with a mean depth of ∼50 m in 2003 (Massuel 2005) . The aquifer is part of the Tertiary Continental Terminal formation, and comprises loosely cemented, clayey sandstone with scattered clay lenses (Fig. 3) . The regional water table exhibits a continuous, smooth surface (hydraulic gradients <0.1%) with piezometric fluctuations of up to Fig. 1) , showing major features of regional geomorphology and hydrography. Endorheic catchments feeding to identified groundwater-recharging points are outlined (black lines) (after Massuel 2005, modified in Leblanc et al., 2008) . a few metres observed near ponds in the rainy season (Desconnets et al. 1997) .
A large piezometric depression-inherited from the past stable surface conditions prevailing before the 1960s-is observed (Leduc et al. 2001) , lined up with the Dantiandou Valley axis (Fig. 3) . This hollow water table shape was the result of discharge occurring essentially as evapotranspiration along the then-forested Dantiandou Valley, where the water table is the closest to the surface (Favreau et al. 2002) , and balancing a low overall recharge rate (∼1-2 mm year -1 ). Since the 1960s, changes in land surface conditions have disrupted this equilibrium, transforming the valley, in particular, into a string of ponds that now makes it an active recharge axis. The ensuing general, long-term rise of the water table was shown to occur with strong space/time heterogeneities due to sharp variations in recharge rates and aquifer properties, calling for a distributed, transient-state modelling approach. Use of transient state modelling has been shown as generally critical to reliable groundwater resource assessment and management (Howard and Griffith 2009 ).
METHODOLOGY
Investigating surface water-groundwater coupling, in the context of indirect recharge to a deep water table, involves the following steps:
(a) identify aquifer recharge points; (b) model time-variable surface flows to recharge points; (c) transform these point inflows into groundwater recharge distribution; and (d) set-up and force a groundwater model with this focused recharge.
In this study, the first step consisted in the identification of the network of ponds, with their associated catchments. This was achieved through the analysis of a combination of aerial and satellite imagery from various sources and for several dates, as well as through extensive field surveying (Massuel 2005) . This led to a total of 377 ponds considered as contributing to groundwater recharge over the modelling domain, including runoff-collecting topographical depressions outside the main valley bottoms, and draining a total surface area of 2210 km 2 (Fig. 1) . Corresponding catchment areas range from 0.13 to 52.6 km 2 . Methods used to perform the above steps (b)-(d) are presented hereafter.
Development of the surface model
The objective was to develop a generic model for distributed surface runoff to the ponds, applicable at mesoscale to a very large number of endorheic catchments. Beyond simulating the 1992-2003 time series of inflows distribution to the network of 377 identified ponds, the model was also expected to have some extrapolation capability to changing operating conditions, allowing for analysis of first-order sensitivity of the coupled surface water-groundwater model to land use and climate.
In this environment, runoff characteristics (e.g. runoff coefficient) are extremely dependent on eventspecific features, such as short time-scale structure of infiltration-excess rain intensities in particular (Cappelaere et al. 2003a) . It was therefore necessary to consider a model that resolves the event scale, and even sub-event scales to account for those rain intensities. The same applies to the space dimension, with large variability between catchments, and a high sensitivity of runoff to strongly variable rain distribution (Vischel et al. 2009 ). While very successful at the scale of the pilot Wankama catchment (Cappelaere et al. 2003b , Peugeot et al. 2003 , Boulain et al. 2009 ), application to the mesoscale of the high-resolution, process-oriented model FSCM (Appendix A) would have been impracticable, due to the computational and human burden it would have entailed. Besides, it would have brought an unnecessary/unrealistic complexity for the mesoscale, given, in particular, the much lower data accuracy at this scale than at that of a single endorheic catchment. A compromise was therefore to be found between accuracy and simplicity, preserving the resolution necessary for those variables that are key to the target output (i.e. spatial distribution of seasonal runoff at mesoscale), while being consistent with the available level of precision on required inputs over the domain. This was achieved by deriving from the original, fine-scale catchment model, FSCM, a simpler one, MSSM, that mimics the original model as closely as possible for the target variables while being easily run at the mesoscale.
The upscaled model consists of a lumped parameterization of Hortonian runoff with transmission losses, coupled with a scheme to regionalize the new model parameters from available physiographic information. Inter-storm processes are not modelled per se, as they are considered to be of second-order importance for runoff to the ponds (Casenave and Valentin 1992, Peugeot et al. 2003) . The upscaling method used here is empirical, in the sense that the new MSSM was designed and calibrated/validated so as to match the FSCM simulation outputs for a selected sample of catchments and events. The main characteristics of the existing FSCM model are given in Appendix A. Confrontation of the MSSM with field observations is performed indirectly through the coupled model against water table data (Section 3.2), the only significant meso-scale information source in this area.
3.1.1 Data sample generation for model upscaling (from FSCM to MSSM) To ensure that the new MSSM model reproduces the behaviour of the original FSCM as closely as possible, in terms of event catchment outflows, a sample of FSCMsimulated catchments and events was created, on the basis of which MSSM was developed and validated. Among the 377 pond catchments, a sample of 50 was taken through stratified random sampling, to reflect catchment typology (Massuel et al. 2003) . The FSCM was applied at 40-m resolution to each of these 50 catchments. Model construction was similar to that described by Peugeot et al. (2003) for the Wankama catchment (Appendix A). Input maps consisted of: (i) a 40-m resolution DEM constructed from existing 1:50 000 contour maps (Elizondo et al. 2002) ; (ii) the 20-m raster map of 1992 land surface conditions in 16 classes produced from multispectral SPOT images (d'Herbès and Valentin 1997) ; and (iii) maps of distributed soil hydraulic properties (saturated conductivity, surface roughness) derived from (ii) (Cappelaere et al. 2003b , Peugeot et al. 2003 .
For each catchment, the FSCM was run with spatially-uniform rainfall for the series of event hyetographs recorded at the Wankama 0.5 mm tipping-bucket raingauge. These 213 events, with rainfall in the range 3-90 mm, make up a statistically representative sub-sample of the entire event data bank recorded over the 15 raingauges of the study domain (Massuel 2005) . The FSCM-simulated runoff coefficient K e ( †) was then calculated for each event and catchment, to serve as the reference variable. Maximum K e per catchment ranged from 19 to 52% (m 3 m -3 ) over the 50-catchment sample. Minimum rainfall for runoff production varied from 10 to 40 mm, while maximum runoff deficit, which approximates catchment total storage capacity, was between 50 and 75 mm. Annual runoff coefficient, K a values varied from 0.5 to 22% over all combinations of catchments and years; decadal runoff coefficient, K d values ranged between 2.7 and 16.3% for the 50 catchments.
Construction of the meso-scale model (MSSM)
The general structure chosen for MSSM, derived from detailed data analyses (Massuel 2005) , † Variable subscripts e, a, and d are used to denote event, annual and decadal time scales, respectively (where "decadal" refers to the whole simulated event series). The notation (C) indicates that the variable of interest is taken relative to a single catchment C only, while an overbar means that it is aggregated over all catchments.
consists of four modules, as sketched in the flow-chart of Fig. 4. 
Land and rainfall pre-processing modules
Two pre-processing modules, GIS and f 0 (Fig. 4) , produce synthetic physiographic and rainfall descriptors, denoted as {Φ} and {P}, from available land description and rain data, respectively. These descriptors lump information at the resolution of the catchment for {Φ}, or of the event for {P}, to serve as runoff predictors. For each catchment C, the GIS pre-processor generates a set of 16 physiographic descriptors {Φ(C)} † , characterizing topographic and surface properties, from the DEM and aforementioned land surface maps. These 16 physiographic variables, listed in Appendix B, were shown to carry most of the information on each catchment's runoff potential (Massuel et al. 2003 , Massuel 2005 . The rain event descriptors {P} produced by the f 0 filter consist of the total event rainfall P and of a "truncated" rain depth P h , obtained by integrating along the event duration the part of intensity p(t) left after subtraction of a constant p min :
This formulation of a rain intensity truncation was selected after comparison, in terms of runoff predictive power, with an alternative formulation, as described in Appendix C. The module f 0 is actually controlled by two parameters, p min and t i , the latter defining the hyetograph discretization time step, over which rain intensities p(t) are computed and P h numerically integrated (equation (1)). Rain descriptors {P} input to f 1 are taken as uniform over a catchment, directly from f 0 in the MSSM identification/validation process (Section 3.1.3), or after spatial interpolation in meso-scale model implementation (Section 3.2.1).
Individual catchment rainfall-runoff module
The rainfall-runoff module f 1 makes the core of MSSM, estimating event runoff yield K e from a rain event's descriptors {P}, for any catchment C described by parameters {f 1 (C)-parameters} (Fig. 4) . For each of the 50 catchments, the scatter plot of P h versus K e (from the FSCM) showed a relationship with an overall shape very similar to that of the data points in Fig. 5 (Kafina catchment, also shown in Appendix C as Fig. C2 (c)), i.e. zero or near-zero K e for small P h values, followed by a regularly increasing K e for higher P h . This general S-shaped behaviour was found to be best modelled by an expression of the form:
where B(C) and S r (C) are the catchment-dependent parameters {f 1 (C)-parameters}, the second of which represents the threshold between the two P h ranges. Equation (2) bears some resemblance to the mathematical expression of the SCS model (Soil Conservation Service; Mockus 1964); however, the two models differ in that model f 1 (equation (2)) does not use as input the actual precipitated depth P, like the SCS, but an intensity-dependent reduction of it, P h . Hence, the conceptualization of runoff production underlying the SCS model does not apply here. As can be inferred from Appendix C, this f 1 model outperforms the SCS model in our case. Fitting, for instance, {f 1 (C)-parameters} to the Kafina data of Fig yields a Nash-Sutcliffe efficiency F e (C = Kafina) of 0.989.
Regionalization module
For any catchment C, the f 2 module predicts the values of {f 1 (C)-parameters} from those of the catchment's physiographic descriptors {Φ(C)}. Hence, it consists of two regionalized transfer functions (for S r (C) and B(C), respectively), requiring a set of specific parameters {f 2 -parameters}. The suitability of a linear f 2 model was investigated, but this simplest structure proved inadequate for the B(C) component of {f 1 (C)-parameters}. A much more preferable model structure was found to be:
where N = 16 is the dimension of {Φ(C)} and · denotes the vector dot product. Hence, the set of {f 2 -parameters} is {α o , β o ,{α}, {β}}, made of a total of 34 scalars. Given this high number, reduction of degrees of freedom was performed as part of the parameter identification procedure, as explained in Appendix D and implemented in Section 4.1.2. Finally, the full MSSM model, built with the GIS, f 0 , f 1 and f 2 components (Fig. 4) , produces the runoff coefficient K e for an event with raw hyetograph p(t), from a catchment C. This full model is clearly nonlinear, with respect to all inputs and parameters.
MSSM model identification/validation strategy
The actual parameter set {MSSM-parameters} for the overall MSSM model consists of the union {f 0 -parameters ∪ f 2 -parameters}. In addition to this full model, also considered in this study is the partial f 0 ⊗ f 1 sub-model (represented in Fig. 4 by the upper line only), the implementation of which leads to a collection of independent catchment-scale models, with catchment-specific parameters {f 0 ⊗ f 1 (C)-parameters} = {f 0 (C)-parameters ∪ f 1 (C)-parameters}. Hence, two distinct identification procedures were applied successively, corresponding to the above two different, respectively partial and full, model configurations:
(1) In the identification of partial sub-model f 0 ⊗ f 1 (Section 4.1.1), the parameter set {f 0 ⊗ f 1 (C)-parameters} was calibrated for each catchment C individually. This approach produced the best possible, "top-line" performance in K e prediction, on all or any sub-set of the 50 reference catchments, which was used as an indicative uppermost limit for performance of procedure (2). (2) Identification of the full model MSSM, directly as a whole with no consideration for submodels (Section 4.1.2), yielded the catchmentindependent {MSSM-parameters}. Rather than identifying separately the f 2 module to make it match {f 1 (C)-parameters} values produced by procedure (1), the method of global, direct identification of the fully nested MSSM structure is the one most likely to give best ultimate predictive performance for the overall, regionalized
Hence, the results from the first procedure served as a reference for evaluating those from the second procedure, i.e. the actual MSSM model.
Evaluation criteria
Performances of both f 0 ⊗ f 1 and MSSM were evaluated against values of the runoff coefficient, K e , produced by FSCM for the whole data set or for sub-sets of catchments and storm events. Several performance evaluation criteria were considered. First, all identification steps were driven by the Nash-Sutcliffe efficiency, F, calculated at event resolution, i.e. F e . Second, model performances were measured, in addition to F, by root mean squared error (RMSE), maximum and upper decile of absolute error, at the event, annual and decadal scales.
Sample management
Thirty percent of the data set was reserved for testing/validation of the model, the remaining 70% being used for identification steps. The full data set consists of the 10 650 (= 213 events × 50 catchments) K e -outputs from the FSCM, with corresponding values of predictor variables. Stratified sampling was performed to build the calibration and validation sub-sets, in order to maximize representativeness. The same 30% proportion was drawn separately among catchments and rain events (i.e. 64 events out of 213, and 15 catchments out of 50, leading to the distribution shown in Fig. 6 , and these separate catchment and rainstorm samplings were themselves stratified. The catchment typology of Massuel et al. (2003) was used for catchment stratification, while storms were clustered into 20 classes of truncated rain depth P h (p min = 15 mm h -1 in t i = 5 min); in each catchment or storm class, 30% of individuals were drawn. Figure 6 shows that, in fact, owing to this sampling strategy, identification was performed using only about half the original, raw data set of 10 650 individuals (i.e. 5215 calibration data), the remaining half (5435 data) being used for validation. Performances in validation were computed both for the full validation set of 5435 individuals, and separately for the smaller sub-set, called the "reduced validation set", of the 960 individuals that are completely independent of any calibration data (since they relate to catchments and storms that are all devoted solely to validation).
Coupled surface-groundwater modelling
3.2.1 Implementation of surface model and modelling of groundwater recharge The 377 ponds identified by Massuel (2005) were assumed to represent the main sources of recharge for the unconfined aquifer over the ∼5000-km 2 area. The MSSM was applied to the associated 377 catchments, to produce time-space distributions of pond inflows over 1992-2003. During that period, 602 storm events were recorded by 15 tipping-bucket raingauges (Fig. 3) . For each event, the rainfall filter f 0 of MSSM was applied to these point hyetographs to produce corresponding storm descriptors {P}. These point values were then kriged over the modelling domain, using the anisotropic event variogram determined by Ali et al. (2005) for this area. Spatial averaging over each endorheic catchment provided the input values to the f 1 module of the MSSM. Pond inflows produced by the MSSM were transformed into focused aquifer recharge through a conceptual scheme derived from a corpus of field results (e.g. Desconnets et al. 1997 , Favreau et al. 2009 ), complemented by a local-scale groundwater modelling study summarized in Appendix E. Event pond inflows were time-aggregated at the seasonal scale, abated through application of a recharging efficiency factor of 80% (Desconnets et al. 1997, Martin-Rosales and Leduc 2003 , Appendix E), and finally distributed evenly over the 120-day monsoon season (June-September), to be used as forcing of the groundwater model. This routing in time through the vadose zone is consistent both with the fast kinetics derived from field observations (Desconnets et al. 1997 , Favreau et al. 2009 , Appendix E), and with the characteristic time scale of the coupled surface-groundwater model over the mesoscale domain.
Groundwater observations
Water table level data were collected fortnightly to monthly during 1992-2003 at about a hundred wells. Accuracy on absolute levels was estimated at ∼1-2 m (Favreau 2000) , due to uncertainty on ground elevations. Piezometric levels in May, i.e. at the end of the dry season, were selected as most informative of the aquifer dynamics at the modelled time and space scales, as they are the least sensitive to the fine timescale distribution of wet season recharge, and the most spatially representative (seasonal water table mounds formed below recharge points generally spread completely into the aquifer before the end of the dry season). Water table contour maps were drawn from these reference levels (Fig. 3) , displaying the closed piezometric depression (∼8 m at the deepest) and very low gradients typical of the region (< 0.1%). A mean rise of ∼2 m was observed between 1992 and 2003, with large variability in space (Fig. 3) and also in time (Fig. 7) . The observed spatially-averaged annual change varied in the range 0.06 m year -1 (2000) to 0.41 m year -1 (1998) (Fig. 7) , with a mean of ∼0.18 m year -1 .
Description of groundwater model
The modelling domain was chosen to match the regional depression, because closed piezometric depressions are known to provide strong constraints for the calibration of groundwater models: with specified recharge and discharge conditions, the converging gradients can only result from a limited combination of hydraulic parameters (in range and geometry, e.g. Dieng et al. 1990) . Westwards, based on local piezometric data, the Ouallam Valley (Fig. 3 ) was considered to drain the aquifer (Fig. 8(a) ). Water table ridges along the eastern and southwestern limits of the domain were defined as no-flow conditions ( Fig. 8(a) ). Incoming flows through the northwestern and southern boundary segments were forced with Continental Terminal deposits display smallscale heterogeneity due to natural overlays of clayey and sandy lenses. However, at the scale of the study domain, the unconfined aquifer can be considered in hydraulic continuity, and conceptualized as a single homogeneous layer of variable thickness, overlying a thick aquiclude of continuous grey clay (Fig. 3) . Groundwater flow was simulated with Modflow (McDonald and Harbaugh 1988) at the daily time step, using a 1-km spacing consistent with the low piezometric gradients, for a total of 4927 grid cells. Focused recharge inputs were recast to that resolution, based on the surface area proportion of each recharging pond within corresponding cells (Fig. 8(a) ). This led to a total of 410 recharge cells, with higher density along the Dantiandou Valley (Fig. 8(a) ). Over the few cells located in the Dallol Bosso flat sandy valley, direct recharge was accounted for at a fixed rate of ∼10% of mean annual rainfall, based on globalscale estimates of groundwater recharge in semi-arid regions (Scanlon et al. 2006) . Evapotranspiration was applied as a function of water table depth according to the formulation of Coudrain-Ribstein et al. (1998) . In this rural area, groundwater withdrawals for domestic and agricultural use are very low and were set at 0.3 mm year -1 (Favreau et al. 2009 ).
Calibration of aquifer parameters
Piezometric heads observed at 67 control points over May 1992-May 1998 were used to calibrate groundwater model parameters-permeability (K) and specific yield (S y )-by inverse problem solving, in coupled model mode, using the PEST © package. Ranges of parameter values were constrained from experimental data, namely pumping test interpretations, mercury porosimetry and specific capacity measurements from the literature (e.g. Favreau 2000) . These prior values were in the range 10 -6 -10 -3 m s -1 for permeability and 0.5-40% for specific yield, depending on location.
In the Continental Terminal formations, changes in hydraulic properties mostly result from alternation of clayey lenses and sandstone deposits, modifying the permeability and the specific yield concurrently. Based on geology and spatial distribution of specific capacity values (81 in total), 35 zones with distinct hydraulic properties were segregated. As mentioned above, the problem of parameter set equivalence was expected to be limited by the overall water table configuration as a closed piezometric depression with converging gradients. Once calibrated, the coupled model was run "hands-off" over May 1998-May 2003, initialized with the simulated May 1998 piezometry from the calibration period.
RESULTS

Surface model development
4.1.1 Determining maximum possible model performance A reference performance for the full MSSM model was obtained by identifying the partial f 0 ⊗ f 1 sub-model alone (Fig. 4) against the FSCM event runoff data, amounting to calibrate each catchment independently. This was achieved by maximizing the overall (all catchments and storms) event-wise efficiency F e , for the parameter set {f 0 (C)-parameters ∪ f 1 (C)-parameters; C = catchment 1 to 50} with {f 0 -parameters} = {t i ; p min } and {f 1 -parameters} = {S r ; B}. The best hyetograph time-step value t i (C) turned out to be t i = 5 min for most catchments, while optimal rain-intensity truncation threshold p min (C) varied with a mean and standard deviation of 14.5 and 2.5 mm h -1 , respectively. When a constraint of uniform f 0 parameters {t i ; p min } across all catchments was added, optimal fit was obtained for t i = 5 min and p min = 15 mm h -1 , with excellent performances (Table 1 ) and only very small loss relative to the unconstrained case. These performances show that the f 1 catchment function associated with the rainstorm filter f 0 is very efficient in accounting for the effects of event rainfall structure on FSCM-simulated runoff from the various catchments.
Identification of full model MSSM
In the full model, each catchment C is defined through the GIS by its {Φ(C)} descriptors, input to the f 2 model component. The total number of potential MSSM parameters, i.e. {f 0 -parameters ∪ f 2 -parameters}, is 36. As indicated in Section 3.1.2 and developed in Appendix D, reduction of the degrees of freedom was applied through the identification procedure. The two parameters of f 0 were assigned the same values as those identified for the partial submodel f 0 ⊗ f 1 , i.e. {t i = 5 min; p min = 15 mm h -1 }. Exploration of sub-sets of "active" physiographic predictors Φ i (those associated with parameters not set to zero in vectors {α} and {β}, see Appendix D) was performed by varying their size n from 1 to 10 (for 2n degrees of freedom). All possible combinations of n catchment predictors Φ i were considered. Calibration was done by maximizing the event-wise predictive efficiency F e c measured against the calibration-dedicated K e data (Fig. 6 ). shows performances of the best-F e c model for each n from 1 to 8, measured by the efficiency criteria for the three time scales (event, annual and decadal, in Fig. 9(a) -(c), respectively), and for the three data sets (calibration, full and reduced validation sets). It can be seen that:
(a) For all three plots, i.e. for the event, calibration time scale as well as for the project's target time scales (annual and decadal), performances consistently increase with n for all curves, for any given data sample. While this was expected for the calibration time scale and data set, the fact that it also holds for all other curves indicates that: (i) identification at the event level is not detrimental, but actually beneficial, to performances at the target time scales; (ii) the full model is robust and, in the range of active predictor number investigated, it is adequately, that is not excessively, parameterized; and (iii) the calibration data sample is representative enough of the catchment and storm populations in the study area. (b) The upward trend levels off with about n opt = 5 predictors for all time scales, achieving the best compromise between performance and number of parameters. (c) Performances with the validation data sets turn out to be even better than those for the calibration set, especially with the reduced validation set which comes out first, although it is totally independent from the calibration set.
Even though this property may have to do with the smaller size of the reduced validation set, it does lend additional credit to the generalization ability of the calibrated model, i.e. of the modelling and calibrating procedures.
The five Φ i variables in the best MSSM model (n = n opt ) are: Pent, P100, Rava, Man and Cs (see definitions in Appendix B). Details on the distribution of resulting values for the S r and B catchment parameters over the 50 catchments can be found in Massuel (2005) . Figure 10 (a) and (b) shows as solid lines on P h vs K e plots, for four calibration-dedicated and four validation-dedicated sample catchments, respectively, the behaviour of this best MSSM model compared with all FSCM event data points, as well as with the "best-possible" P h -K e models (dashed lines) consisting of the separately-identified f 0 ⊗ f 1 sub-model (Section 4.1.1). Figure 11 compares the FSCM-and MSSM-modelled runoff coefficients over the whole data set, at the event, annual and decadal time scales, successively. Values of overall performance criteria are given in Table 2 and can be compared with those in Table 1 for the partial, f 0 ⊗ f 1 sub-model. Together with Figs 10 and 11, they show that the loss in predictive power due to introduction of f 2 is very reasonable, and that MSSM performances, relative to those of the original FSCM, are very acceptable for the purpose of this work. Compared to the 1.2% (m 3 m -3 ) standard error on annual runoff coefficient produced by the FSCM for the Wankama pilot catchment (Cappelaere et al. 2003a) , the corresponding overall uncertainty for MSSM was estimated at ∼1.75% (m 3 m -3 ) (Massuel 2005) , i.e. an additional uncertainty of only 0.55% (m 3 m -3 ). (Note that errors associated with meso-scale description of catchments and rainfall and with model generalization to the catchment population are not included in these estimates.) The MSSM is almost unbiased with respect to the FSCM (below 1%-rel. in relative terms).
Coupled surface water-groundwater modelling
4.2.1 Surface runoff and aquifer recharge When applied to the 377 catchments of recharging ponds, the MSSM yielded a mean annual total runoff volume of 27 hm 3 year -1 , corresponding to a decadal catchment runoff coefficient K d = 2.7% (m 3 m -3 ). This amounts to an average inflow of ∼70 × 10 3 m 3 year -1 per pond, which is in the range of observations (Desconnets et al, 1997, Martin-Rosales and Leduc 2003) . Annual variability is large, from a minimum of 9 hm 3 in 1999 (mean runoff coefficient K a = 0.8%) to a maximum of 55 hm 3 in 1994 (K a = 4.1%), despite a difference in rainfall of only 20% between these two years ( Table 3) . As already pointed out by Cappelaere et al. (2003a) , at catchment scale computed annual runoff depends more on the number of events and rain intensities than on annual rainfall. The strong variability in Sahelian event rainfall, over both time and space, induces, in turn, even larger variability in runoff response, over a range of scales. Spatial variability is illustrated by Fig. 8(b) for simulated indirect recharge to the groundwater grid cells, which varies in annual mean from 2 × 10 3 to 300 × 10 3 m 3 year -1 per recharging cell. Aquifer recharge is yet more spatially variable than catchment production, due to the heterogeneous distribution of recharging cells, particularly dense in the Dantiandou Valley.
Calibration of aquifer parameters in coupled model
The best adjustment of annual May groundwater levels to 1992-1998 observations produced an acceptable mean yearly RMSE of 3.0%, annual RMSEs being normalized by observed spatial head spans. The mean intensity of the simulated water table rise was 0.21 m year -1 over the calibration period, to be compared to the observed 0.18 m year -1 (Fig. 7) . In the calibration process, emphasis was put on matching the long-term trend in the water table rise, rather than on precise fit of its year-to-year variations (the observation of which is more sensitive to sampling error by the network of control points). Calibration resulted in permeability fields ranging from 1.0 × 10 -6 to 1.0 × 10 -3 m s -1 , with an upper quartile of 2.2 × 10 -4 m s -1 and a geometric average of 6.1 × 10 -5 m s -1 (equivalent transmissivity of ∼2.2 × 10 -3 m 2 s -1 ). These values are in close agreement with those obtained from pumping tests, in the range 10 -6 to 10 -3 m s -1 (Favreau 2000) . Specific yields ranged from 0.5 to 40% (Fig. 12(a) ), with an upper quartile of 8.6% and a geometric mean of 3%. Overall, these values stand on the low side of estimates derived from pumping tests (1-12%) and mercury porosimetry (25-36%). (Fig. 7) . Over the whole 1992-2003 period, and aquifer domain, the coupled model produced a water table rise of 2.08 m (mean rate of 0.19 m year -1 ), while observations give 2.04 m (2% discrepancy). Spatial distribution of the rise appears acceptable, with areas of high values at the centre, east and north of the piezometric depression (Figs 3 and 12(b) ). At the end of the test period (2003), the simulated water table contours match observations very closely (Fig. 12(c) ). Table 3 Total 1992-2003 simulated annual runoff to 377 aquifer recharge points and runoff coefficient K a , and runoff for "pre-clearing" land cover scenario (Section 5.4). Rainfall P and truncated rainfall P h are space-averaged over 377 catchments. Figure 13 displays the mean annual groundwater budget obtained over the whole 1992-2003 simulation period. The modelled aquifer recharge averages 5.5 mm year -1 over the 5000-km 2 domain. This produces a mean change in water storage of 5.6 mm year -1 , for a cumulative storage gain of ∼62 mm, increasing by ∼6% the total aquifer reserves. Although very substantial, these figures appear significantly lower than estimates obtained by alternative methods and summarized by Favreau et al. (2009) , that suggest a recharge of ∼23 ± 7 mm year -1 .
Testing the coupled model
Sensitivity tests conducted on the hydrodynamic parameters showed the model to be more sensitive to permeability than to specific yield (Massuel 2005) . Increasing all permeability values by 20% lowered the mean head at the end of the simulation period by 1 m, while, for the same relative change in specific yield, the drop was only 0.1 m. However, impacts on heads in the depression area were comparable.
DISCUSSION
Surface model structure
The lumped MSSM model (Fig. 4) is able to reproduce the behaviour of the original, distributed FSCM model remarkably well, better than would the SCS, for instance. Introduction of the intensity-driven rainfall filter f 0 in particular is key to the efficiency of the new modelling structure. Through this module, very fine, sub-event time scales are accounted for in the model, a need that likely arises from the considerable short time-scale variability in Sahelian rain intensities, combined with very large local-scale contrasts in infiltration capacities in this area of Hortonian hydrology. As in many semi-arid areas, annual runoff and recharge are more sensitive to short-term (subdaily) rainfall distribution than to annual rainfall total (Carter and Parker 2009) .
The resulting truncated rainfall variable, P h , is then subjected, though the f 1 module, to a second thresholding mechanism for runoff initiation at the catchment outlet (via the catchment-specific S r parameter), this time at the event scale. Hence, P h differs from the traditional hydrological concept of effective or net rainfall. The two-stage structure can be interpreted as successively capturing key abstraction processes that occur at the local and catchment scales in this area. Conversely, any large time step (e.g. monthly), water-balance type of approach, would fail to express these specific processes, hence being likely to increase errors considerably. Such distinct features of Sahelian hydrology make conventional hydrological modelling problematical (Dolman et al. 1997) , calling for specifically tailored solutions, as proposed here.
Embedding catchment parameter regionalization (f 2 module) within a globally-identified meso-scale model proved to be a very efficient approach, as already pointed out by others Bárdossy 2004, Hundecha et al. 2008) . Compared with the original FSCM, simplification into the MSSM brings about only very reasonable additional predictive uncertainty. Added to considerably easier implementation, this fully justifies its use for mesoscale coupling with the aquifer model. It must be emphasized that, although individual catchments do appear explicitly in the MSSM, this model was specifically built for operation at the mesoscale, meaning that results should not be interpreted at the scale of any single endorheic unit. In particular, impact of catchment delineation inaccuracy from 1:50 000 topography, entailing areal trade-offs between catchments, is expected to be considerably less at the mesoscale than at the individual catchment scale.
Capturing rainfall variability
Convective Sahelian rainfall displays considerable variability over a wide range of time and space scales. As just argued, time-wise variability at all relevant scales (5-min, event, annual) is expressed in the coupled modelling thanks to the high-resolution pluviographic data and to the MSSM structure that fully exploits this resolution. Space variability is much more of a problem, as the resolution to the elementary endorheic catchment cannot be obtained by any practically feasible raingauge network. The decorrelation distance for daily rainfall is in the order of 25 km (Ali et al. 2005) , similar to the network spacing. Hence, this network cannot be expected to capture as much of rainfall variability as would be needed here. This shortcoming in the raingauge network can be responsible for substantial deviation between hydrological simulations and observations, including in particular the year-to-year dynamics of the water table. As the system's response to rainfall is highly nonlinear, the sensitivity to peak intensities capturing is very large. This difficulty probably contributes to a smoothing effect of the annual variability of the water table rise, despite the correct long-term trend produced by the coupled model. The sensitivity of simulated runoff to the representation of rainfields was demonstrated (Vischel et al. 2009) , showing that a strong negative bias (over −25%, i.e. calling for a 1.33 correction factor) results on modelled runoff when the spatial structure of Sahelian rainfall is not explicitly accounted for. Development is under way to introduce Vischel et al. (2009) 's stochastic rainfield simulator into the surface water-groundwater modelling framework.
Groundwater budget
The coupled surface water-groundwater modelling was able to reproduce the overall trend in recent water table dynamics quite satisfactorily, leading to the groundwater budget displayed in Fig. 13 . The estimate obtained for mean meso-scale recharge is substantially lower than suggested by aquifer hydrodynamics measurements (Leduc et al. 2001) , environmental isotopes (Favreau et al. 2009 ), or subsurface geophysical surveys (Boucher et al. 2009a) . Areal estimations can generally be considered more reliable when using a full 2D structure as in the present subsurface model. For instance, it was experienced that degrading the aggregation method could lead to double the estimated change in meso-scale storage derived from the same, simulated water table and specific yield maps. Similarly, substantial differences were obtained in the meso-scale water budget when degrading the surface-subsurface coupling by aggregating-disaggregating the meso-scale recharge evenly over the simulation domain, emphasizing the need for spatially-explicit modelling. More generally, hydrodynamic modelling stands as a more powerful tool for water budgeting than more empirical methods (e.g. the WTF method, discussed in Favreau et al. 2009) , that cannot account for all budget components explicitly.
Several possible error sources may conversely be considered in the coupled model that could produce recharge underestimation. Rainfall spatialization was already mentioned as conducive to strong negative bias (Section 5.1). Besides the possible generalization deficiency of the original FSCM model itself, a possibly inadequate description of land surface properties could have given rise to runoff mis-estimation by MSSM. Another, maybe more likely shortcoming could lie with the aquifer recharge point inventory. While the initial hypothesis was that indirect recharge would mostly occur via ponds (or other wet areas in endorheic depressions) located in the sandy valleys (Fig. 2) , contributions from other spots where runoff can concentrate might be more significant than initially expected at the study scale. The substantial fraction (27%) of the landscape made of laterite plateaus was not considered, so far, as a recharge source area of practical significance. However, plateaus may contribute some input to hillslope or valley bottom ponds. Some percolation below the plateaus' small shallow ponds or vegetation strips may ultimately reach the water table, despite low soil permeability and unsaturated depths of over ∼60 m. On sandy hillslopes, recent evidence was found of deep percolation (>25 m) below the drainage network, including a typical alluvial sand fan at mid-slope of the Wankama catchment (Massuel et al. 2006) . Water losses in this fan and catchment gullies were estimated to be in significant proportion to those below the catchment's valley-bottom pond. Given the extent of the sandy drainage network, it may represent a very significant source of aquifer recharge at the mesoscale. Finally, because of the practical difficulties in performing such an inventory (such as those arising from the ephemeral character of surface water accumulation and the rapidly evolving hydromorphology), endorheic ponds or wet areas may have been missed. Some of them may be active only occasionally, in the occurrence of very strong rainfall-runoff events. Although recharge point misses in the MSSM do not necessarily reduce the total drained area accounted for (due to catchment nesting), they could reduce the total amount of runoff flowing to these points, given the inverse relationship of runoff coefficient to surface area in the region.
Assuming the modelled groundwater recharge was underestimated, this should put into question the constraints on aquifer parameters applied to this modelling exercise. Work is being conducted towards a more extensive and reliable characterization of aquifer properties, using new techniques such as magnetic resonance soundings (Boucher et al. 2009b) . The issue of deep percolation under millet fields is also being further field-investigated.
Land cover effect
The persistent imbalance between recharge and discharge of the aquifer (Fig. 13) , inducing the long-term water table rise observed since the 1960s, is explained by the rapid land clearing that has occurred at a regional scale (Leblanc et al. 2008) . So far, separate surface and groundwater studies have led to diverging estimates of the land clearing impact. Séguis et al. (2004) evaluated it to be a <3-fold increase in runoff at the small catchment scale, whilst Favreau et al. (2009) estimated a ∼6-to 10-fold increase in recharge at the mesoscale. To investigate the combined surface water-groundwater impact of the land clearing, the coupled model was run for a scenario with land surface parameters {Φ i } corresponding to the ∼1950 situation, referred to as "pre-clearing", and the 1992-2003 rainfall series, thereby allowing for direct comparison with results from the 1992-2003 simulation. As the natural savannah clearing was estimated at 80% between 1950 and 1992 (Leblanc et al. 2008) , the variables C s (areal percentage of bare soil) and Man (areal mean hydraulic roughness) were respectively reduced and increased in each catchment accordingly. The variable Rava (gully area) was reduced by a factor of 2.5, in accordance with the change observed in drainage density (Leblanc et al. 2008) . Direct recharge in the Dallol Bosso valley was assumed to be reduced by 80%, as if most of the rainwater was taken up by the deep-rooted native savannah cover (Cartwright and Simmonds 2002) . Initial and boundary conditions were kept unchanged.
In this scenario, the MSSM produced 4.6-fold less runoff (∼6 hm 3 year -1 , Table 3 ) than with the post-1992 land-use configuration. As a result, recharge and annual mean change in groundwater storage dropped by a factor of approximately 5 (Fig. 13) . The water table was still rising (mean rate of 0.05 m year -1 ), probably because transpiration by the former deep-rooted vegetation along the Dantiandou Valley bottom was not considered, but the rise at the end of the simulation period was 4-fold smaller (0.52 m versus 2.08 m, Fig. 7 ). Not unexpectedly, the simulated "pre-clearing" recharge rate of 1.1 mm year -1 (Fig. 13 ) stands below the 2 mm year -1 estimate derived from isotope data for the 1950s (Favreau et al. 2009 ), i.e. for the same land use but under more abundant rainfall conditions. The fact that the simulated post-to pre-clearing recharge ratio of ∼5 is intermediate between prior catchmentand meso-scale estimates can be explained by the unaccounted-for increase in recharge points observed since the 1950s. These results are consistent with the hypothesis that the 1992-2003 model could lack recharge contributing areas (Section 5.3).
CONCLUSION
A meso-scale surface model (MSSM), which simulates inflows to endorheic ponds and depressions, was developed based on an existing fine-scale catchment model (FSCM), to allow for the coupled surface water-groundwater modelling in this semi-arid area. This surface model upscaling was quite successful in retaining at the larger scale the original fine-scale modelling capabilities, adding only very reasonable predictive uncertainty, while gaining the ease and simplicity in implementation needed for the coupled, meso-scale modelling.
The coupled model, based on the indirect recharge paradigm, was able to reproduce the overall observed inter-annual dynamics of the water table and its spatial structure satisfactorily, with hydrodynamic parameter values within the range of initial field estimates. The coupled simulations do substantiate the possible explanation of the ubiquitous water table rise by increased concentrated recharge at specific points in the landscape. For the first time, a method for assessing meso-scale surface runoff in the endorheic Sahel is proposed, integrated with groundwater hydrodynamics, and tested against the regional water table dynamics, providing encouraging results at this significant spatial scale.
Despite this overall suitability of the surface water-groundwater model and underlying mechanisms, better agreement with results from concurrent groundwater studies should be sought by improving the model, particularly in the following directions:
(a) accounting for spatial structure and uncertainty in rainfields; (b) refining the inventory of groundwater recharge points (types and locations), delineation of their catchments, and characterization of their surface properties; and (c) ascertaining the range and distribution of aquifer properties.
Most of these developments require extensive field investigations.
Beyond reproducing the dynamics of water resources within the recent period, 1992-2003 in this study, a potential use of the coupled model is to simulate scenarios corresponding to past, future, or hypothetical situations. An initial investigation was performed in the present study, focusing on the effect of land clearing that has occurred throughout the second half of the last century. Applying the model to different climate conditions can be readily undertaken thanks to the event-based approach used in the MSSM, particularly since rainfall variability in the Sahel has been shown to consist mainly in altered event numbers with essentially little change in other event characteristics.
APPENDIX A
Brief description of existing fine-scale catchment model, FSCM Cappelaere et al. (2003b) and Peugeot et al. (2003) built a detailed model (referred to as FSCM in the present paper) of distributed infiltration/runoff in endorheic catchments of the area, and applied it to the 1.9-km 2 Wankama pilot catchment (Fig. 1) with a unique rainfall/runoff data set for this region. With little calibration, the FSCM was quite successful in simulating observed runoff events. Evolved from the r.water.fea distributed, physically-based, Hortonian runoff modelling framework of Vieux and Gaur (1994) , the FSCM uses a finite-element method for the solution of the fully-coupled Green-Ampt and kinematic-wave equations (Vieux 2005) . It accounts for possible re-infiltration from overland runon and for transmission losses through infiltration in the hydrographic network. Distributed input parameters consist of land elevation, saturated hydraulic conductivity, capillary pressure head at the wetting front, Manning roughness coefficient and initial soil moisture. Rainfall forcing is input as spatially distributed or uniform rainfall hyetographs. Cappelaere et al. (2003b) and Peugeot et al. (2003) applied the model to the Wankama catchment at 20-m resolution, using a 1:5000 topographic map together with the land surface classification map by D'Herbès and Valentin (1997) and the associated, experimentally-produced table of infiltration characteristics (Casenave and Valentin 1992) , as well as detailed field surveys. It produced storm event runoff for the 1992-2000 period, which was compared with observed pond inflow estimated from pond stage records. The model being operated on an event basis, an API (antecedent precipitation index) -based soil moisture model was used to initialize each storm (Peugeot et al. 2003) . Calibration of the FSCM was done through three dimensionless scalar constants that allow for uniform scaling of distributed parameter maps. No consistent seasonal effect was detected, nor was any non-stationary behaviour of the catchment over the nine-year period. Time distribution of rainfall intensity within a storm event was shown to be the main runoff-controlling factor, while initial soil moisture was found to be of only secondorder importance, in agreement with the findings of Casenave and Valentin (1992) . Compared with the API-initialization, a constant initial soil saturation rate of 20% yielded an event-scale Nash-Sutcliffe efficiency of 0.995 (Massuel 2005) , and was therefore used for the present study. Comparison of simulated event runoff at 20-and 40-m resolutions, respectively, showed that a uniform correction of the 40-m outputs by a factor 1.15 produces essentially identical values, with a 0.993 efficiency and a residual bias below 1%. An additional relative correction of +3% was needed to offset the small negative bias of FSCM, estimated from the observations in the pilot Wankama catchment (Cappelaere et al., 2003b) . Several applications were made with FSCM calibrated for the study area (Séguis et al. 2002 , 2004 , Cappelaere et al. 2003a , Boulain et al. 2006 , Massuel et al. 2006 , Messager et al. 2006 .
APPENDIX B Sixteen physiographic catchment descriptors used in the study
Aire total area
Alt mean elevation Pent mean slope P10 mean slope for catchment fraction, where 0 < distance-to-outlet ≤ 0.10Dm P25 mean slope for fraction of catchment where 0.10Dm < distance-to-outlet ≤ 0.25Dm P50 mean slope for fraction of catchment where 0.25Dm < distance-to-outlet ≤ 0.50Dm P75 mean slope for fraction of catchment where 0.50Dm < distance-to-outlet ≤ 0.75Dm P100 mean slope for fraction of catchment where 0.75Dm < distance-to-outlet ≤ Dm
APPENDIX C
Rainfall truncation for synthetic description of runoff potential of rain events (f 0 module)
Besides total event rainfall, P, two other synthetic descriptors that account for sub-event rainfall intensity distribution and associated potential for runoff production, were considered in this study. The ability of appropriate intensity-related synthetic variables to discriminate runoff volumes in this area has been Synthetic event-rainfall descriptors, P, P v and P h (mm): (a) sample t i -hyetograph (raw record p(t) resampled here at time step, t i = 5 min) and total event rain-depth, P; (b) and (c) "vertically-" and "horizontally-" truncated rain-depths P v and P h , respectively, for given intensity threshold p min (15 mm h -1 in t i = 5 min, in present case); (d) typical shapes of P v (p min ) and P h (p min ) functions (dashed and solid lines, respectively).
demonstrated (e.g. Peugeot et al., 2003) . Two variables were considered here, named for convenience the "vertically-truncated" and the "horizontallytruncated" rain depths and denoted P v (p min ,t i ) and P h (p min ,t i ), respectively, where p min is an intensity threshold over a time step t i . They are defined as follows (see Fig. C1 ): P v integrates all the rain precipitated with above-threshold intensities, while in P h the threshold is actually subtracted from those intensities (equation (1)). It follows that P h < P v ≤ P for any event and non-zero p min . The verticallytruncated rain depth, P v , was used by Peugeot et al. (2003) in the study area. The horizontally-truncated depth, P h , was introduced here, because it is less sensitive to threshold selection: for any given event hyetograph p(t), P h (p min ) is a smooth, continuous function of p min , whereas P v (p min ) is a discontinuous, stair function ( Fig. C1(d) ). This undesirable threshold effect is liable to add noise to the rainfall-runoff relationship sought. Also, the P h definition is conceptually more consistent with the original idea of thresholded rain depth, in which the intensity truncation acts as some sort of constant, infiltration-like rainfall-abating mechanism: such a mechanism is logically acting throughout the rain duration, including time steps with high rainfall intensity. Both P v and P h formulations were considered for comparison, and so were various values for the p min intensity threshold (ranging from 5 to 25 mm h -1 ) and for the hyetograph time step, t i (1-and 5-min). Figure C2 shows, for the sample Kafina catchment and the 213 storm events, the relationships Fig. C2 FSCM event runoff coefficient, K e for Kafina catchment, versus three synthetic event-rainfall descriptors, namely: (a) total even rain depth, P; (b) "vertically-truncated" rain depth, P v ; and (c) "horizontally-truncated" rain depth, P h . All rain depths in mm; threshold intensity for hyetograph truncation, p min , is 15 mm h -1 , t i = 5 min.
between the FSCM runoff coefficient, K e , and the three synthetic event-rain descriptors, P, P v , and P h (with p min = 15 mm h -1 and t i = 5 min; very similar results were obtained for the other values of threshold and time step considered). In this order, the graphs show decreasing dispersion around a main trend behaviour. A similar finding was obtained for all 50 catchments investigated. It was therefore decided to use this "horizontal" truncation P h for the event rainfall filter f 0 , with best parameters {p min , t i } to be identified.
APPENDIX D Comments on identification of f 2 module
The number (16) of physiographic descriptors {Φ} considered for the regionalization module f 2 induces a rather large number of potential parameters in the MSSM, namely 34. To avoid over-parameterization, the parameter number is to be kept as small as possible, and in line with the size of the data sample used for calibration. Parameter number reduction was integrated into the calibration procedure by searching for the smallest sub-set of variables {Φ ι } allowing optimum performance to be achieved. Practically, variables were "inactivated" in varying number, by "freezing" to zero the corresponding components in the two vectors of parameters {α} and {β} (equations (3a) and (3b)). In this respect, it must be pointed out that the f 2 module could have been identified separately after identification of partial sub-model f 0 ⊗ f 1 , to match the set of {f 1 (C)-parameters} = {S r (C), B(C)} values obtained for the 50 catchments. However, in that case, the sample size for f 2 identification would have been only 50. Identifying the f 2 module as part of the full MSSM model allows us to raise that number to 213 × 50 = 10 650, i.e. considerably more, even if the effective size cannot be considered as large, since dependencies exist within the full data sample (due in particular to its catchment × event structure). Hence, in addition to focusing optimization on the actual variable of interest, that is runoff, this "lumped" approach to identification of the regionalization module f 2 allows larger numbers of degrees of freedom to be considered, thereby increasing the predictive performance of the final catchment model, as well as its expected overall robustness due to a more favourable ratio of data-to-parameter numbers. Such advantages were also perceived by Hundecha and Bárdossy (2004) and Hundecha et al. (2008) . Note, however, that catchment-wise identification of {f 1 (C)-parameters} was also performed in the present study, for comparison purposes, as explained in Section 3.1.3 and detailed in Section 4.1.1.
APPENDIX E
Local-scale groundwater modelling below a single endorheic percolation system
The objective of this local-scale investigation was to characterize the transformation of pond inflow into groundwater recharge. The site is located in the Dantiandou Valley near Banizoumbou village ( Fig. 1) , where a pond collects runoff from a 1.5-km 2 catchment (Martin-Rosales and Leduc 2003) . At this location, the shallow unconfined aquifer is 18 m deep for a saturated thickness of 28 m. Two wells (B1 and B2), at respectively 105 and 545 m from the pond, were monitored along with pond water levels over the 1996-2002 period. Pond bathymetry was surveyed to derive the stage-volume relationship. Using Modflow, a simple groundwater model was constructed, based on local pumping test interpretations giving permeability K ranging from 5.2 × 10 -5 to 5.5 × 10 -4 m s -1 and specific yield S y = 2.1% (Boucher et al. 2009b) . Recharge was applied below the pond only, and forced from pond volume observations. The best fits between observed and calculated heads on B1 and B2 were obtained for a forced recharge equivalent to ∼80% of the observed inflow to the pond and a permeability K = 5.0 × 10 -5 m s -1 (Fig. E1) . Specific yield was raised to S y = 3.0%, i.e. the lowest value with which the model reproduces the dynamics of fluctuations in both wells B1 and B2 properly. In the 6-year simulation, only the very first runoff events in the season usually generated an unobserved water table response. In the early monsoon stages, the percolated water contributes to saturating the vadose zone column below the pond. Then, efficient aquifer recharge can take place, until the next dry season. Results from this local-scale investigation confirm that considering a recharge rate of 80% (Desconnets et al. 1997, Martin-Rosales and Leduc 2003) of surface water accumulated to ponds represents a reasonable input to the aquifer at the seasonal scale. They also confirm that recharge occurs quite rapidly within the wet season.
Fig. E1
Local-scale modelling below the Banizoumbou pond: simulated versus observed water table at B1 piezometer (top) and B2 well (bottom), for observed pond inflow (top). B1 and B2 are 105 and 545 m from the pond, respectively. Short time-scale perturbations on observed water levels in B2 result from daily groundwater withdrawal.
