Stochastic Processes Model and its Application in Operations Research by Hsu, Chun Yuan
Utah State University 
DigitalCommons@USU 
All Graduate Plan B and other Reports Graduate Studies 
5-1969 
Stochastic Processes Model and its Application in Operations 
Research 
Chun Yuan Hsu 
Follow this and additional works at: https://digitalcommons.usu.edu/gradreports 
 Part of the Mathematics Commons, and the Statistics and Probability Commons 
Recommended Citation 
Hsu, Chun Yuan, "Stochastic Processes Model and its Application in Operations Research" (1969). All 
Graduate Plan B and other Reports. 1124. 
https://digitalcommons.usu.edu/gradreports/1124 
This Report is brought to you for free and open access by 
the Graduate Studies at DigitalCommons@USU. It has 
been accepted for inclusion in All Graduate Plan B and 
other Reports by an authorized administrator of 
DigitalCommons@USU. For more information, please 
contact digitalcommons@usu.edu. 
Utah State University
DigitalCommons@USU
All Graduate Plan B and other Reports Graduate Studies
1-1-1969
Sochastic Processes Model and its Application in
Operations Research
Chun Yuan Hsu
Follow this and additional works at: http://digitalcommons.usu.edu/gradreports
Part of the Mathematics Commons, and the Statistics and Probability Commons
This Report is brought to you for free and open access by the Graduate
Studies at DigitalCommons@USU. It has been accepted for inclusion in All
Graduate Plan B and other Reports by an authorized administrator of
DigitalCommons@USU. For more information, please contact
dylan.burns@usu.edu.

ACKNOWLEDGMENTS 
The author wishes to express his sincere appreciation to Dr. 
Ronald V. Canfield, chairman of my graduate committee; and to Ors. 
Rex L. Hurst and Glen H. Smerage, members of the committee, who 
assisted with their editorial criticisms and helpful suggestions. 
To my wife, Ann, for her patience and encouragement in fulfilling 
this assignment, I extend my gratitude. 
Chun Yuan Hsu 
TABLE OF CONTENTS 
Chapter 
I. INTRODUCTION .
Def i ni ti on 
Waiting-Line Problem 
II. GENERAL THEORY
Counting Process and Poisson Process 
Some properties of a stochastic process 
0 and o notation 
Counting process and Poisson process 
Compound Poisson processes 
Theory of Queues 
Queuing process and notation 
Single server models 
Model for Poisson input and exponential 
service times 
Model for Poisson input and arbitrary 
service times 
Model for servicing of machines 
Multiple server models 
Inter-Arrival Times and the Renewal Process 
Exponentially distributed inter-arrival 
times of the Poisson process 
Renewal process 
Laplace-Stieltjes convolution 
Markov Process 
Determining the transition probabilities of 
a Markov chain 
Chapman-Kolmogorov equation 
Markov's first evgodic theorem 
III. APPLICATIONS .
Selecting an Appropriate Model 
Telephone Traffic Applications 
Poisson Input and Exponential Holding Times 
Machine Breakdown Problem . . 
Application of Monte Carlo Method 
iii 
Page 
1 
4 
4 
4 
4 
5 
7 
9 
9 
11 
14 
16 
17 
18 
20 
20 
23 
24 
28 
30 
33 
34 
35 
35 
36 
38 
43 
46 
TABLE OF CONTENTS (Continued) 
Chapter 
IV. SUMMARY AND CONCLUSIONS
BIBLIOGRAPHY 
VITA . 
Page 
49 
50 
52 
iv 
LIST OF TABLES 
Table 
l. Results gained from a sample period of 5 consecutive
Page 
days and 3 different fleet truck sizes . 48 
V 
LIST OF FIGURES 
Figure Page 
1. Empirical distribution function of length of call . 42 
2. Waiting time and utilization factor with number of
lines available 42 
vi 
CHAPTER I 
INTRODUCTION 
Just as the probability theory is regarded as the study of mathe­
matical models of random phenomena, the theory of stochastic processes 
plays an important role in the investigation of random phenomena 
depending on time. A random phenomenon that arises through a process 
which is developing in time and controlled by some probability law 
is called a stochastic process. Thus, stochastic processes can be 
referred to as the dynamic part of the probability theory. We will 
now give a formal definition of a stochastic process. 
Definition 
Let T be a set which is called the index set (thought of as time), 
then, a collection or family of random variables 1 {X(t), t ET} is
called a stochastic process. 
If Tis a denumerable infinite sequence then {X(t)} is called a 
stochastic process with discrete parameter. If Tis a finite or 
infinite interval, then {X(t)} is called a stochastic process with 
continuous parameter, In the definition above, Tis the time interval 
involved and {X(t)} is the observation at time t. 
The theory of stochastic processes has developed very rapidly and 
has found application in a large number of fields; for example, the 
study of fluctuations and noise in the physical system, in the 
1 E. Parzen, Modern Probability Theory and its Applications (New
York: John Wiley & Sons, Inc., 1 960), pp. 269-270, 
2 
information theory of communication and control, in operations research, 
in biology, in astronomy, and so on. No attempt has been made to 
investigate all applications in this report, as we are especially inter­
ested in the study of the theory of stochastic processes in application 
to operations research. Since stochastic processes provides a method 
of quantitative study through the mathematical model, it plays an 
important role in the modern discipline of operations research. The 
waiting-line analysis or queueing problem of operations research is 
the most important part in which the theory of stochastic processes 
applies most often. A brief description follows. 
Waiting-Line Problem 
The waiting-line problem is described by a flow of customers 
requiring service when there is some restriction on the service that 
can be provided. The group waiting to receive service is called a 
queue ; for example: Patients arriving at a clinic to see a doctor; 
students waiting at a window for registration packages; persons waiting 
in a Greyhound bus station to buy tickets; numerous problems connected 
with telephone exchanges; machines which stop from time to time and 
require attention by an operator before restarting, the operator being 
able to attend to only one machine at a time, etc. All these form a 
queue. In order to study the nature of the waiting-line problem, the 
following three aspects should be specified. 
1, Input process or the arrival pattern is the probability law 
with both the average rate of customers and the statistical pattern of 
the arrivals. One of the common arrival patterns is that of Poisson 
input. 
2, The service mechanism describes when service is available, 
how many customers can be served at a time, and how long service takes; 
for example, the exponential service time distribution, the constant 
service time distribution, etc, 
3. The Queue discipline is the manner in which a customer is
selected for service out of all those awaiting service, One of the 
possible ways is "first come, first served. 11 
The queuing theory is concerned with the effect that each of the 
three aspects has on various quantities of interest; such as the 
length of the queue, the service time distributions, and the average 
waiting time, 
We shall first deal with the theoretical developments. The 
applications will then follow. 
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CHAPTER II 
GENERAL THEORY 
Counting Process and Poisson Process 
Some properties of a stochastic 
process 
A stochastic process {X(t), t � O} possesses the properties: 
(1) Stationary increments if
(1.1) The probability of n arrivals in the time interval
(a, a + t) 
is independent of a, Denote this probability by 
Pn(t), and,
1 i m (1.2) P0(o) t-+ 0 P0(t) = 1, and,
(1.3) P
0
(t) < 1 for t> o, and 
(1.4) n I O Pn(t) = 1 for t� O.
(2) Independent increments if the number of arrivals during each
of two disjoint time intervals are independent random vari­
ables.
(3) Orderliness if the probability of two or more arrivals in
time intervals t is o(t)*.
0 and o notation 
(1) o(t) is any function that satisfies
lim o(t) _ 0t-+ 0 -t- -
4 
! £ a l t ' 
(2) O(t) is any function
1 i m 
t -+ 0 
(3) h(t) is o(t) = h(t)
(4) o(t) ± o(t) = o(t)
o(t) + O(t) = O(t)
o(t) O(t) = o(t)
O(t) - O(t) = O(t)
o(O(t)) = o(t)
O(o(t)) = o(t)
O(O(t)) = O(t).
that satisfies 
Io { t} I is finite.t 
is O(t). 
Counting process and Poisson process 
Consider an inter-values process {N(t), t 2 o} which counts the 
number of points occurring in an interval, these points having been 
governed by some probability law. For example, the points represent 
the times T 1 , T 2, ...... at which events of a specified character have 
occurred, where o < T 1 < T 2 < The random variables T 1 =
T1, T 2 = T 2 - T1, ....... , Tn = Tn - Tn _ 1 , ...... are called the
inter-arrival times. If for t� o, N(t) represents the number of 
points lying in the interval (o,t), then {N(t), t � o} is called the 
counting process of the series of points. The Poisson process is 
very important among counting processes. It arises frequently as a 
model for the counts of random events. Also, it provides a basic 
building block with which other useful stochastic processes can be 
constructed. We now come to the following theorem: 
Theorem: Let {X(t), t 2 o} be a stochastic process which is 
integer-valued 
5 
( 1) orderly, and
(2) has independent increments, and
(3) has stationary increments, and for completeness and clarity,
the probability of n arrivals in (a, a+ t)
(3.1) Pn(t) does not depend on a. 
(3.2) P0(o) 
1 im P0(t) = 1. t -+ 0 
(3.3) 
00 
Pn(t) = 1 'dt � 0. n = o 
(3.4) P0(t) < 1 \tt ? 0. 
Then, {X{t), t � o} is a Poisson process. 
Proof: Assume that t
l:m
0 
1 -
�
o(t) A,2
.'. P0(t) = 1 - H + o(t). 
By orderliness, 
n ! 2 Pn(t) = o(t), t? 0 
.'. P0(t) + P 1(t) + o(t) = 1 t > 0 
.'. P1(t) = H + o(t). 
Now consider two contiguous time intervals of length t, h. 
Let Ebe the event {n arrivals in the union of the two 
intervals} 
n ary;jvals ,,,. """' 
t h 
Consider all pairs i, j such that i + j = n (integers) E; 
be the event {i arrivals in the first time interval} Fj be the 
event {j arrivals in the second time interval}. Now Pn 
(t + h) = Pn (t)P0 (h) + Pn _ 1 (t)P 1 (h) + ...... (using 
assumption of independent increments 
2For rigorous proof, see William Feller, An Introduction to 
Probability Theory and its Ap-r/lications , Vo 1. I ( 2nd ed. ; New York: 
John vJiley & Sons, Inc., 1957), p. 133-155. 
6 
= Pn(t)P0 (h) + Pn _ 1 (t)P 1 (h) + o(h) 
:. Pn(t + h) = Pn(t)(l - >-h  + o(n)) + P n _ 1 (t)(:\h + o(h)) + o(h)
= Pn(t) - :\hP (t) + o(h) + P (t):\h + o(h)n n - 1 
P n ( t + h) - Pn ( t) = _ :\P ( t) + p ( t) + Ql.blh n n - 1 h 
lim Pn(t + h) - Pn(t) = _ :\Pn(t) + :\Pn _ l(t)h -+ 0 h 
I 
P
n
(t) = - :\Pn(t) + :\Pn _ 1 (t) ............ (*) 
Now define G(t,Z) = n t O ZnPn (t) (probability generating
function for X(t). 
d ) 00 n I Then at G(t,Z = 
n 
§ 
0 
Z Pn (t), 
Multiplying (*) by zn
zn 1\(t) =- >-Pn(t)Z
n + :\Pn _ 1 (t)Z
n
n
f
0
P�(t)Zn = :\[ n? 0 Pn(t)Z
n 
+ 
n 
f 1 Pn - l(t)Z
n]
= :\[ G(t,Z) + ZG(t,Z)] 
a� G(t,Z) = \(Z - l)G(t,Z) 
G(t,Z) = e\t(Z - l).
That is X(t) - P(\t) 
P (t) = e
-:\t (:\�)
n
n. 
Compound Poisson processes 
Definition: Let {N(t), t � o} be a Poisson process. Let 
{O
n
, 1 s n < 00} be a stochastic process which has independent random 
variables identically distributed and independent of {N(t), t � o}. 
N(t) 
Define X ( t) = i § 1 Di ......................................... ( l )
Then, {X(t), t � o} is a compound Poisson process. 
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Interpretation: 
N(t) = Number of i nstances of demand in time t. 
D A t f d d . th 
· th . t = moun o eman 1 n e 1 1 ns ance. 
X(t) = Total amount of demand accrued i n time t . 
It should be noted that the right-hand side of Equation (1) is 
the sum of a random number of independent identically distributed 
random variables. 
Theorem: Let {X(t), t � o} be a compound Poisson process (as 
above). Then, 
(1) �
x(t)
(u) = e
\t(�D(u) - 1)
(2) �x(t 1 + t2)(
u) = �x(t1)(
u)�x(t2)(
u)
Proof: 
(1) �x(t)(
u) = E[e
iux(t)] =
by conditional expectation, 
N(t)
Er i u . I l Di]Le 1 : 
E[eiu x(t) IN(t) = n] = E[e
iu
i � 1 Di IN(t) = n] 
n . D =
i !Ji 
E [ e 1 u i I N ( t) = n] 
= i Il 1 
E[e i uD]
= (�D
(u))
n
.
Therefore, 
(D is the common law of the Dn
1 s)
E[eiux(t)] = EN(t)
[E[eiux(t)]IN(t) = n]
= �(� (u))
n i\t)
n 
e-\t
n ='t>D n! 
= -\t 
00 (�D(u)\t)
n 
e 
n �o n! 
-\t �0(u)\t= e e 
8 
n 
:. 'l'x(t)
(u) = eH('l'D(u) - 1)
(2) 'l'x(t 1 + t 2 )(
u) = e\(t1 + t 2)(1J'D(u) - 1)
= eAt1('l'D(u) - 1) eAt2('l'D(u) - 1)
= 'l'x(t 1 )(
u) 'l'x(t2)(
u)
which says a compound Poisson process has independent increments. 
An illustrative example3 follows:
Suppose that policyholders of a certain life insurance company 
die at times T1 , T2, ...... , where o < T 1 < T 2 < ., ••••• Deaths are 
assumed to be events of the Poisson type with rate A. 
The policyholder dying at time t carries a policy for an amount n 
Dn, which is paid to his beneficiary at the time of his death. The
insurance company is interested in knowing X(t), the total amount of 
claims it will have to pay in the time period o to t, in order to 
determine how large a reserve to have on hand to meet the claims it 
will be called upon to pay. One may represent 
N ( t) 
X(t) = n � 1 Dn, in which {N(t), t � o} is a Poisson process. There-
fore, {X(t), t � o} is a compound Poisson process. 
Theory of Queues 
Queuing process and notation 
Queuing theory involves the mathematical study of queues or 
waiting lines. It provides a large number of alternative mathematical 
models for describing a waiting line situation where the current demand 
3Emanuel Parzen, Stochastic Processes (San Francisco, California: 
Holden-Day, Inc., 1962), pp. 128-129. 
9 
for a service exceeds the current capacity to provide that service. 
The basic process assumed by most queuing models is as follows: 
10 
Units (customers at a counter, telephone calls on an exchange, 
etc.) requiring service are governed by some probability law of arrival 
pattern. These units enter the queuing system and join a queue. 
According to the queue discipline, a member of the queue is selected 
for service. The required service is then performed for the unit by 
the service mechanism, and then the unit leaves the queuing system. 
We shall deal with most of the elementary models and make some alter­
native assumptions. The following notation will be used: 
Line length= Number of units in the queuing system. 
L = Expected line length. 
Queue length= Number of units waiting for service. 
= Line length minus number of units being served. 
Lq = Expected queue length. 
En= The state in which there are n units in the queuing 
system. 
Pn(t) = Probability that exactly n units are in the queuing
system at time t. 
Pn = Probability that exactly n units are in the queuing
system. 
W = Expected waiting time in the system (including 
service time). 
W = Expected waiting time in the queue (not including q 
service time). 
S = Number of servers in the queuing system. 
An= Mean arrival rate of new units when n units are in 
the system. 
µn
= Mean service rate when n units are in the system,
An
= A when An is constant �n.
n =µ when µn is constant �n . 
p = A/Sµ is the utilization factor; i.e., the expected 
fraction of time the servers are busy. 
Single server models 
We first consider the birth and death process, since most elemen­
tary queuing models assume that arriving units and leaving units of 
the queuing system occur according to a birth and death process . This 
suggests that given that the system is in state En at time 5, a tran­
sition is possible not only to the next higher state En+ i, but also
to the next lower state En _ 1• (We say that the system is in state
En if there are exactly n units in the queuing system.) Accordingly,
we start from the following: 
Postulates: The system changes only through transitions from 
states to their next neighbors (from En to En+ 1 or En _ 1). 
If at
any time t the system is in state En, the probability that during
(t, t + h), the transition En+ En+ 1 occurs equals Anh+ o(h), and
the probability of En+ En _ 1 equals µnh + o(h). The probability
that during (t, t + h), more than one change occurs is o(h). 
Since adding or subtracting negligible terms must still yield a 
negligible term, the sum or difference of o(h) terms can be written 
as a single o(h) term . To calculate Pn(t + h), note that at time
t + h, the system can be in state En only if one of the following con­
ditions is satisfied: 
(1) At time t, the system is in En and during (t, t + h), no
change occurs. 
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(2) At time t, the system is in E and a transition to E 
n - 1 n 
occurs. 
(3) At time t, the system is in state E + and a transition ton 1 
En occurs.
(4) During (t, t + h), two or more transitions occur,
The sum of the probabilities of these four mutually exclusive
events must equal unity. By assumption, the probability of the last 
event is o(h). 
Also by assumption, given that the system is in the state En at 
time t, the probability that no change occurs� during (t, t + h) is 
[l - A h  - µ h + o(h)]. Using these probabilities obtained from then n 
postulate, it follows that 
Pn(t + h) = Pn(t)[l - Anh - µnh + o(h)] + Pn _ 1 (t)[An _ 1h + o(h)]
+ Pn + 1 (t)[� + 1h + o(h)] + o(h).
Combining o(h) terms and subtracting P (t) from both sides and 
n 
then dividing the equation by h, it becomes 
P0 (t + h) - P0 (t) ( ) ( ) ( ) h = - \ + µn P n t + An - 1 P n - 1 t + µn + 1 p n
+ l ( t ) + o (: ) •
Letting h + o and taking limit, we get, by definition, 
12 
1 
(t) ......... (2).
This equation holds for n > o. When n = o, set A - 1 = o and µ0 = o, 
so that in the similar manner, 
P 1 o(t) = - A/
0
(t) + µ1Pi(t) ...................................... (3) 
This provides a set of differential equations which, if they could be 
solved, would provide the value of Pn(t). The solution for Pn(t) is
rather complicated; but when the queuing system has reached a steady 
state condition (the state of the system is independent of the initial 
state), the state probability Pn(t) becomes constant independent of
time. 
Assume the limit 
lim p (t) = pt-+ 00 n 
(the steady state solution) exists and let t-+ 00• Then, since this 
probability does not change with time, its rate of change is equal to
zero
P�(t) = o.
We get, from replacing it to equations (1) and (2), the following:
o = -(A + µ ) P + An P + µ P 1, (n > 0). n n n - 1 n - 1 n + 1 n +
0 = - A p + µ1P 10 0 (n = o). 
It follows that 
A µ p - A p - 1n n n n - 1 n pn = p + + 1 µn + 1 n µn + 1
......................... ( 4) 
p Ao = - p
µ1 0 
......................... ( 5) 
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From ( 5) we see that µ1P 1 = A 0P0, and by induction, µ P = A P 1.n n  n-1 n-
It makes (la) become µ P = A P n + 1 n + 1 n n.
An - 1 Hence, P = --- P n µ n - 1 n 
An - 1An - 2·····Ao Po.µnµn - 1 ..... µ1 
To write it more concisely, 
n - 1 
IT A .
i = 0 l p for 1 , 2, .....n n o' 
IT µ. 
i = 1 l 
A i An - 2 p ] 
= n - [-- n _ 2 
\lh \ln -
= 
po 
=
00 
Since E P = 1, it follows that 
n = o n 
1 
n fr 1 \. 
1 
00 i = Q l + E 1n = n 
i u 1 µ.l
Model for Poisson input and exponential service times. Because 
input is of the Poisson type and the holding time is exponential, then
\
n
=\for n = o,1,2, ...... , and µ n = µ for n = 1,2, ...... If 
\<µ,then 
p =--------
0 n - 1 1 • 
P n 
= 
:: 
• IT I\ 00 1 =0 l 1 + E -
n = 1 n 
1 
\ 
µ 
i U 1 µ;
:: 1 A/µ 
= - p.
For n
n 
IT 
Po 
i == 
n 
i = 
= Po(�)
n
µ 
> o,
1
\. 
0 l 
µ, 
1 l 
= ( 1  - p)p
n. 
00 
Now, L = E nP 
n = o n
=
n f o n(l - p)p
n
14 
00 
L 
n = o 
1 
1 
1 -
1 
JI 
Lq 
= ( 1 
= ( 1 
= ( 1 
= p 
- p
00 
(n = L n - s 
00 
(n = L 
n = 1 
00 
nPn
= r 
n = 1 
) r ct (p
n
) 
PPn =odp
ct 
p)p ctp
oo n (
n � o P)
ct 1 
p
)p)p ctp
(1 -
;\ 
µ - ;\.
s)Pn
l)Pn 
00 
Pn 
- r 
n = 1 
= L - (1 - P0 ) 
;\ ;\ = 
µ 
_ 
;\ -
[l - (1 - �)] 
>.. 2 
=
µ(µ-;\)' 
L w = -
;\ 
;\ 
- µ - ;\ 
;\ 
=--
µ - ;\. 
= 
µ(µ 
-
;\
) 
- St- ;\ 
=
µ(µ-;\)' 
or 
15 
wheres = 1 here, 
-1 -
l w = w - -q µ 
\ 
\ 2 
- µ(µ---=-\) 
- \ 
\ 
--
=--
For the relationship of W and L, please see Ackoff.4
Model for Poisson input and arbitrary service times. Assume that 
arrivals occur according to a Poisson process with parameter At. That 
is, P
n
(t) e-At (A�?
n 
While the service times for the units may have
any probability distribution, it has been shown by D. G. Kendall5
that in this case, the expected line length L can be expressed in
terms of the mean arrival rate, the mean service rate, and the 
variance of the service time. That is, in symbolism, 
A
2a2 + P2 
L = P + ---:---r=--...... --r-2 ( l - p)" 
Where 
o2 = Variance of the service time and consequently, 
1w = w + -. 
q µ 
Note that if the service time distribution is exponential, a2 = 1/µ 2 , 
then the formula is exactly the same as that of Poisson input and 
exponential service time. If the service time is constant, that 
2 
is o2 = 0, then Lq = 2(1
P_ 
p) 
and we can easily get L, Wq, and W.
Also, we see that for a given service time distribution, the expected 
queue length L can only be reduced by a reduction in the utilization 
q 
4R. L. Ackoff, Progress in Operations Researah (New York: John
Wiley & Sons, Inc., 1961), pp. 275-276. 
16 
5o. G. Kendall, "On the Role of Variable Generation Time in the
Development of a Stochastic Birth Process," Biometrika, XXXV (December, 
1948), 316. 
L 
w = _g_ 
q A 
factor. We can, therefore, see the importance of the queuing problem 
in terms of p. When pis reduced, the value of 1 - pis increased, 
and the queue length decreases. 
Model for servicing of machines. Suppose there are m machines 
which are working independently and are serviced by a single repair­
man. A machine which breaks down is serviced immediately unless the 
repairman is servicing another machine, in which case a queue is 
formed. Assume each machine has the following properties. If at 
time t the machine is in working condition, the probability that it 
will call for service by the time (t + h) is [Ah+ o(h)]. If at time 
t the machine is being served, the probability that it will have 
completed service by the time (t + h) is [µh + (h)]. This is to say
that inter-arrival times and service times have an exponential dis­
tribution. We say that the system is in state En if n machines are 
not working. Therefore, if at time t the system is in state En, 
so that (m - n) machines are outside the system, a transition 
En+ En + 1 is caused by a breakdown of one of the (m - n) working
machines, while a transition En+ En - 1 occurs if the machine being
served reverts to running. Hence, this model is a special case of 
the birth and death process with coefficients 
An
= (m n)A,
µo 
= 0 
µn = µ
for n 1 ,2, ...... ,m. 
The steady-state results are the following: 
p =----------
0 m ml n 
n � o (m - n)! (A/µ) 
17 
Pn Po 
ml (l) 
n= 
(m - n) ! µ 
for n = 1,2, ... ,. 9 m, 
m 
(n 
-
1 ) PnLq 
= L 
n = 1 
"- + l:! ( 1 - p ) = m - "- 0 
L 
m 
n Pn= L n = o 
= Lq + ( 1 
-
Po)
m-� (1 - p O).= "-
Multiple server models 
We now have, instead of a single server, the number s of servers. 
If all servers are busy, each new arrival unit joins a waiting line 
and waits until a server is free. If, for example, we assume that 
the case of Poisson input and exponential service times, then this 
is the direct multiple server extension of the model mentioned pre­
viously, We say that the system is in state En if there are exactly 
n units either being served or in the waiting line. If the system 
is in a state En with n > S, so that all of the servers are busy, 
then µn = sµ for n � s.
The following differential equations are appropriate for this 
model: 
dP0 ( t) 
dt (n = o) 
18 
dPo ( t) 
dt (1,. + nµ)Pn(t) + "-Pn 1 (t) + (n + l)µPn + 1 (t) (o< n< s) 
dP�it) = - (1,. + sµ)Pn(t) + )..Pn - l(t) + sµPn + 1 (t)
It can be shown that 
lim p (t) = P t+oo n n
(n � s) 
--- -
exists for all n. Hence, the differential equations for the limiting 
probabilities become 
>..P O = µP 1
(>-- + nµ)P n = >--P n - 1 + (n + l)µP n + 1 
(>-- + sµ)P n = >--Pn - 1 + SµPn + 1. 
By recursion we find that 
n s; s
n ;2; s 
P n (for all n) are to form a probability distribution only if the 
condition
A/µ < s
holds. If this does not hold, a limiti ng distribution cannot exist. 
I n that case, the waiting li ne gradually grows without bound. On the 
other hand, if it holds, then we can determine Po from the condition
'f p = 1. 
n = o n 
It turns out that 
1 Po = ------------
[
s � 1 (A/µ)
n 
+ (A/µ)
s 
Jn = o n ! S ! ( 1 - s�) . 
Since we have 
1- = f (n - s)P --Y n - s n 
= t: kPs + k k = 0 
= 'f �/µ)
s k 
S I p Po k= 0 
= (A/µ)s oo d ( k)Po S ! P k � o dp P 
(p = A/µs) 
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n (A/µ) Pn = Po n! 
n (A/µ) p = P0 n-s 
n S! S 
00 
k Po 
(A/µ)s 
P_i_ 'f s ! dp k = 0 p 
(A/µ}s d = Po P dp ( 1 s ! 
= PofA/µ)
s @ 
S! 1 - p) 
w = _g_
;\ 
w = w + l
q µ 
L = ;\W = Lq + � 
µ'
1 )- p 
Also of interest is the probability that the time of waiting in 
line plus the time of service is longer than a given time t. We 
denote this probability by P( > t). It can be shown that6
t p ( / )
s 1 _ e-µt(s - 1 � ;\/µ) P( > t) e-µ [l + S�(� � p) ( s _ 1 _ A/µ )],
If;\� sµ; that is, the mean arrival rate exceeds the mean service 
rate, the queue grows without bounds again. 
For more detail concerning input, service time distributions, 
and number of servers, etc., see D. G. Kendall,7
Inter-Arrival Times and the 
Renewal Process
Exponentially distributed inter-arrival 
times of the, Poisson process
We would now like to show that the inter-arrival times T 1(T 1= T 1 ), 
6 Freaerick S. Hillier, Introduation to Operations Researah (San 
Francisco, California: John Wiley & Sons, Inc., 1961), p. 309-310. 
7 D. G. Kenda 11 , 11 Some Prob 1 ems in the Theory of Queues, 11 J. Roy.
Stat. Soc,, •Ser. B, III(l952), 151-185.
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: 
L 
T2(T2 = T2 - T1), ............ for a Poisson process are independent 
identically distributed random variables, each obeying an exponential 
probability law with mean 1/A. That is, 
This also provides a method of testing the hypothesis that a sequence 
of events occurring in time are events of the Poisson type, The 
observed inter-arrival times T1, Tz, .......... are assumed to be 
independent observations of a random variable T. To see if events 
are of the Poisson type, one simply tests that if T is exponentially 
distributed, because the Poisson process {N(t), t � o} is charac­
terized by the fact that the inter-arrival times {Tn, n � 1} are 
independent identically exponentially distributed random variables. 
Theorem: The successive inter-arrival times for a Poisson 
process are independent exponentially distributed random variables, 
{Tn, n � 1} - exp (A). This means Tn has density function 
( ) = {
o if t < o
!Tn 
t 
Ae-At if t � o.
Proof: Let T1 be the epoch at which the first arrival occurs. 
[ � � � 
Ti(w) T 2(w) T3(W) 
For the particular elementary 
P(T 1 � t) = 1 
= 1 
Recall that 
P0(t) = G(t,o) = e
H(o -1)
-At= e 
P(T1 :St) = 1 - e -At
outcome w] 
(This is c.d.f. for T1) 
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. 
. . 
- P (T 1 > t) 
- P0 (t) . 
We now condition on T 1 and then uncondition, 
P[T2 > t iT1 = t*J = P[x
t + t* xt* = OIT1 = t*J 
I 1--T2(w) 
0 t* t + t* 
First�rrival '-second arrival 
Now 
= P[X
t + t X = OJ * t* 
= P[X
t
= OJ (stationary) 
= 
(At)o -At(X - P(At))o ! e t 
-H= e . 
uncondition 
ET l [P (T 2 > t IT 1 = t*) J = P(T2 > t) 
= T 1
[e-AtJ 
= e-HET1
[lJ
-H= e 
(independent) 
:. P(T2 S t) = 1 -H - e ( c. d. f. for T 2) 
:. T2 - exp (A). 
Conditioning on Tn, we find Tn + 1 - exp (A). The result follows 
by induction. 
To test whether events are of Poisson type, let X; denote the 
time at which the ; th event occurred. (For i = 1 ,2, ...... ,n.) If
the events have occurred in accordance with a Poisson process, the 
random variables X1,X 2 ...... ,xn are independent and uniformly dis-
tributed over the interval o to T. 
According to the central limit theorem, for a large value of n, 
n
1 et S = E X .• 
n i = 1 , 
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The sum of n independent random variables, each uniformly dis-
tributed on the interval o to T, may be considered to be normally 
distributed with 
T 
µSn
= nµ = n 2
and variance 
crs
n
= n a2 = n ( T i 2 o ) 2 ' 
Thus, if in 12-minute time interval (T = 12), five events occur 
(n = 5) , then the Sum S 5 of the times at which the events occur is 
approximately normally distributed with mean 30 and variance 60. 
Consequently, if Ss satisfies the inequalities 
30 - 1.96 lbIT $ S 5 s 30 + 1.96 lb'IT. 
Then we would accept the statistical hypothesis that the observed 
events are of Poisson type at a = 5 percent; that is, if the events 
actually are of Poisson type, the probability is 95 percent that we 
would accept the hypothesis that they are of Poisson type. The x 2
test of goodness of fit is one of the known ways of testing. 
Renewal process 
Definition: A counting process {N(t), t � o} corresponding to 
a series of points distributed on the interval o to 00 is said to be 
a renewal process if the inter-arrival times {Tn , n? 1} between 
successive points are independent identically distributed positive 
random variables. 
Suppose we are given{Ti, i:.? 1} which are inter-arrival times 
with { Ti, i � l} an independent family and 
11 - A(t) 
T1 - F(t) 
(c.d.f.) 
( c. d. f. ) , for 2 $ i < 00 and T, > o b'i . 1 
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We set S0 = T0 = o, let Sn = 
n 
I T·
i = 1 1
then Sn gives the epoch of the n
th renewal, also {N(t), t > o} counts 
the number of renewals in time t, t? o. 
Laplace-Stieltjes convolution 
Digression: Let {An, n � o}, {Bn, n � o} be a sequence of 
real numbers. Define {Cn, n � o} by en
= 
j � 0 
AjBn _ j. Let
{An}* {Bm} = {Cs}, then {An}* {Bm} is the convolution of the two 
sequences. Note that* is commutative and associative. A sequence 
{An, n � o} defines a generating function: 
A (Z) =
oo nI AnZ .n = o 
If {An}* {Bm} = {Cs}, then 
A(Z)B(Z) = C(Z). 
Suppose now we let X,Y be discrete, independent random variables. Let 
An = P(X = n) 
Bn = P ( Y = n ) •
Let Z = X + Y. 
Let C(Z) be the probability generating function for X + Y, A(Z) that 
for X, B(Z) that for Y, then 
C (Z) =
oo n I CnZ , where 
n = o 
Note also that 
P(X + Y::; n) = 
i 
n 
I Ci {Ci, i � o} is the convolution.
0 
We now consider independent, positive random variables X, Y (though t 
of as being continuous). 
Let X - F(t) 
Y - G(t) 
(c.d.f.) 
(c.d.f.) 
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Define H(t) = G*F(t) (*referred to as L.S. convolution)
by H(t) = J� G(t - u)dF(u)
= !� F(t - u)dG(U).
Recall that Sn = . � T;l = 1 1 
T1 - A(t)
Ti - F(t), 2 ::; i < 00• 
The Ti's are independent.
n - 1 
Thus Sn - A* �F 
or Sn - A *F
[n - l], F[n - l] is the (n - 1) fold convolution of F
with itself. 
1 if t z 0 F(t) o otherwise. 
Thus Si = Ti - A*F[o](t).
Note: 
A*F[o](t) = J
tF[o](t - u)dA(u)o
....____,,,.___ 
= !� dA(u)
= A(t).
1 in our range of interest
Let Pj [t] = P[N(t) 
= j] 
N(t) = o if and only if T1 > t
:.P0[t] = 1 - A(t) (P(T1 > t))
Claim: 
{N(t) � j} = {Sj st}
WE {N(t) � j} if and only if there were j or more renewals in time
o tot. If and only if the epoch of the jth arrival occurred in time
o to t . If and only if WE {S · < t}
J -
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.'. P(N(t) � j) = P(Sj s t) 
= FT + . . . . .. T.(t)l J 
= A*F[j -
l](t), j = 1,2, .... 
P(N(t) � j + 1) = A*F [
j](t).
Let E = {N(t) � j + 1}, F = {N(t) � j}, then 
E � F 
.". P(F - E) = p(F) - P(E) 
(the event that j arrivals in [o,t]) 
.'. P(N(t) = j) = A*F[j -
l](t) - A*F [j](t)
:. P}tJ = A*F [j - l](t) - A*F[j](t) for j = 1,2, .... 
We assume for all t that 
. 'f p · [ t] = 1. J = 0 J 
Now define Fx(S) = E[e-sX]
= J
00
e-st dF (t) (L.S. Transform) 
0 X 
P0(s) = J�e
-st dtP0(t) (dtP0(t) = P0(t)dt) 
= J�e-
stdt(l -
A(t))
= J
00
e-st( - dA(t)) 0 
= - A(s) 
Pj(s) = ? {j=l,2, ...... ) 
[Suppose X and Y are independent, then 
F =FF also F = F *F 
X + y X y' X + y X y
-- - -
.'. F *F = F F . ] X y X y 
� 
.'. P
j
(s) = (A*F [j -
= A( s) Fj -
�
l])(s) - (A*F [j])(s) 
1 ( s ) - A ( s ) F
j ( s )
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G(Z,t) = r P.[t]Zj
j = 0 J 
G(Z,s) = - A(s) + A(s)Z
j 
! 
1
(Fj -1(s)Zj -1 - Fj(s)Zj -1)
= - A(s) + A(s)Z . E (F
j(s)Zj - Fj + 1(s)Zj)
J = 0 
= - A ( s) + A ( s) z . 'z ( ( Fj ( s) - Fj + 
1 ( s) ) zj )
J = 0 
= - A(s) + A(s)z-1 - �i�
)
) 
(Za!ZF(s)I < 1)
1 - F s 
= - A(s) + A(s)ZF(s) + A(s)Z - A(s)ZF(s) 
1 - ZF(s) 
_A(s)(Z -1) 
- 1 - ZF(s) 
Example: 
Let A(t) = F(t), F - exp (A), then 
F (s) = E[e-sx] 
X 
= /Xle-SXAe-AXdx
0 
= [
00
Ae-(A + s)xdx0 
A = 
A + s .
Now G(z,s) = A(s)(Z_- l)
1 - ZF(s) 
A� s
(Z -1)=-----
1 - ZA + S
_ A(Z -1) ( )- A(l - Z) + S ''' '''''''''' '''''' '' 
l 
Recall that for the Poisson process we had 
G(Z,t) = eAt(z -1). 
So for the Poisson process 
G(Z,s) = 1;e-stdtG(Zt) 
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" 
= Jooe-steAt(Z - l)A(Z - l)dt
0 
= (Z - l)J
oo
e[ - A(l - z) - s]tdt
0 
= A(Z - l) 
A
(l - Z) + S •••••••••••••••••••••••••••••o•••••••••o•••••(2)
Since (l) = (2) and .'. G(Z,s) characterizes the process {N(t), t � o}. 
N(t) - P(At). 
Markov Process 
The Markov process is a very important stochastic process, and 
28 
the Markov chain is a special kind of Markov process; roughly speaking, 
it may be defined as a stochastic process whose development may be 
treated as a series of transitions between certain values, or states, 
which have the property that the probability law of the future develop­
ment of the process, once it is in a given state, depends only on the 
state and not on the past . 
A real number x is said to be a state of a stochastic process 
{X(t), t s T} if there exists a time t in T such that the probability 
P[x - h < X (t) < x + h] is positive for every h > o. The set of
possible states of a stochastic process is called its state space. 
Assume we are given an underlying probability space and a stochastic 
process {X(n), n � o} with each 
X(n):� + {1,2, .... ,m}, where 
� is the sample space and the set {l ,2, .... ,m} is the state space. 
We may think of an organism moving in time (discrete interval obser­
vations) and at any time the organism is in one of states #1, #2, ... #m. 
Thus P(X( n) = j) is the probability that at time observation n the 
organism is in state j. 
Let E.( n) = {X( n) = j}
J 
o s n < 00, 1 5 j 5 m. 
Let p_ ( n)
J 
p(n) = [P 1(
n)P2(
n) ......... �.Pm
( n)J
for every n, � p_ ( n) = 1. 
j = 1 J 
Let P. = P. ( o \
J J 
( an event) 
(row vector) 
P = [P1P2 ., ........ Pm]. ( starting vector) 
Define P .. ( n) = P(E_(
n)
IE-
( n - 1)), n = 1,2, ..... ,lJ J l 
We assume all conditional probabilities are defined, where 
1 < i, j s m. 
Let p( n) = [P. _ ( n)J a m  x m square matrix where i stands for rowlJ 
and j stands for column with non-negative elements (not matrix power). 
Remark: � P .. (n) = 1
j 1 lJ 
� p __ ( n) = � P(E.(
n)
I
E.( n - l))j = 1 lJ j = 1 J 1 
= 1 0 
Such a matrix is called a stochastic matrix. 
Definition: Let {X( n), n � o} or {X( n), n = o,l ,2, ... } be a 
stochastic process. The process is Markov if whenever 
then 
(v + 1)
1 
n (v.) 
P(E.
n
.r'IE .. J)=
,n + 1 J = 1 lJ 
P(E. 
n + 1 E. n )
(v ) 
1 
(v ) 
1 n + 1 1 n 
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= 
Intuitively, this means that, given the 11present 11 of the process, the 
1
1 future" is independent of its II past. 1 1
Determining the transition probabilities 
of a Markov chain 
Proposition: P (E.
(n)
) = � P (E. (
n -
J i = 1 1 
l))P. _(n), 1 ;:; n < 00•
lJ 
Proof: � P (E. (
n - l))p __ (n) =
i = 1 1 lJ 
= � P(E. (n)
i = 1 J 
E. (n - 1))
l 
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=P[E. (n) 
J 
( . 
m 
E. ( n - 1 ) ) J ( the
1 = 1 1 
last term forms D) 
=P(E_ (n)).
J 
+(n)+(n -Corollary: P P � 
(1) (l)
J l)p(n)[P p] �1 �2 l 2 (1) (1) 
P21 P22 
+ P P (l)p p(l) + p p( l)J2 21 l 12 2 22 • 
(matrix product). 
Thus, the stochastic process is determined by the starting vector 
P and the sequence of transition probability matrices 
{P (n) , 1:;; n < 00}.
Example (a stochastic model for a learning process): We have 
an experiment in learning. At any time, the subject is in one of 
two states-- 11 guessing 11 or 11conditioned. 11 Suppose 
C + C with probability 1 
G + C with probability C, o � c � 1. 
. ~ P(E.(n - l))P(L(n)IE (n-1)) 
, = 1 , J ; 
m ( ) P(E . (n) E.(n-1)) 
=.~ P(E . n-1) J , 
,-1 1 P(E.(n-1)) 
, 
Corol lary: p(n) = pP(l)p(2) .... P(n) 
What is the probability that on the nth trial, the subject is in the 
conditioned state, assuming that the starts in the guessing state 
with probability 1? 
Solution: Our states are{�, �}
P = [o 1] 
P(n) · · d d t f 1s 1n epen en o n 
1 2 
P - : lc 1 � c]
p(l)p(2) ...... P(n) = pn (matrix product). 
Digression on eay ley-Hamilton Theorem: 
[Let [: J = A be a 2 x 2 matrix. 
a- A b 
Let '¥(\) = = a\ 2 + 8A + r (characteristic equation). 
c d - A 
Cayl ey-Hami lton says aA2 + SA + Al - o, where I =· � �] , o = [: � J.
In our case, 
1-:\ o 
'¥(\) = = (1 - \)(1 - c - A) - o 
c 1-c- >.. 
= \ 2 + \(c - 2) +(l - c)
:. P2 + (c - 2)P + (1 - c)I = 0 
:. P 2 = (2- c)P + (c l)I. 
By induction we can show: 
Pn = [ 1 ( ) 
o 
(1 ) C(l - c) n
 - 1 (1 -� + C - C + ..• + -y---n--.;_-�;J 
1 - (1 - c) 
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Since P = [o 1 J
:. p( n) = -+P np 
l] [, -
0 
cl"] 
= [o 
- c)
n
(l -( 1 
= [l - ( 1 - C) 
n 
( 1 c)
n
]
wh ere the first part stands for the probability of conditioned state 
on the nth trial and the second part stands for the probability of
guessing state on the nth trial.
If c = 1, P(l) = [l o] and we have one-step learning.
A stochastic process is finite if the state space is finite. A 
stochastic process {X(n), o $ n < 00} is a finite Markov chain if it
is finite, Markov and p(n) is independent of n .
Example (1): Flip an unbiased coin, 
X(n) = 1,2 as the outcome is heads or tails 
p = [½ ½]
[k kJn 2 2 p = p =
½ ½ 
� 
= [½ ½] 
2 
= [½ k]2 • 
J½ 
32 
Example (2): Roll a fair die. The transition probabili ty matrix is 
6 
1 
6 
1 
6e••••••ee,6 
1 1 
6 6 
1 = 
6 [l]. 
Example (3): (Simple random walk) 
The organism moves in a straight line with unit step, right with 
probability p, left with q. p + q - 1, absorbing barriers. The 
matrix is then 
0 0 0 0 
q O p O 0 
0 q O p 0 
0 0 q O p 
0 O O O 1 
Chapman-Kolmogorov equation 
Let E(_n + v) = {X = .} , n + v 
, ' o � n < oo, o 5'. v < oo 
by definition, P��,v] = P(dn + v) l d
n));lJ J l 
p [n,v] = [P��,v]]; the P��
,v],s are called the v-step transition
lJ lJ 
probabilities. If there are independent of n we write p [v] and P��J. 
lJ 
Assume n > t > m? o, then
({1,2,,. ........ ,y} are the state space). 
Proof: t P(E(n) 1dt) () E�m))P(dt) 1dm))i=l k l J l J 
= 
t P(E�n)n E�t)nE(m)). P(Eit)n Ejm))
i = 1 P(E�t)n E�m)) P(E�
m))
= 
l J J 
t P(E(n)('\ dt) l dm))i = 1 k l J 
(where E. forms a partition of�) l 
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Corollary: For a finite Markov process, if v 1 , v 2 \ 0, then 
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If, in preceding, we set: m = m, t = m + v 1 , n = m + v 1 + v2, the 
Chapman-Kolmogorov equation then, in matrix language: 
p[m,v 1 + v 2 J = p[m,v 1 Jp[m + V 1 ,v2 J 
If we have a finite Markov chain, then 
p[V 1 + V2] = p[v 1 Jp[v2 J.
For the example, see Feller. 8
Markov' s first evgodic theorem 
Finally, we state a theorem without proof. 
Let {X(n), o � n < 00} be a finite Markov chain. Suppose that for 
some s > o, the entries in p[s] are all strictly positive. Then there
exists P 1 , P2 ,,, ..... ,P (y the number of state) such that independenty 
of i,
lim [n] _ p.. - p ..n -+ 00 1J J 
Intuitively, 
p 1 1 P12 P 13 P 1
i P21 P2 2 P23 
n -+ oo 
P1 
p 3 1 P3 2 p 3 3 P 1
Let n run far into the future, then 
[aSy] P 1 P2 P3 = [Pi(a + S + y)P2(a + S + y)P3(a + S + y)]
P 1 P2 P3 = [P 1 P 2P3] 
where [aSy] is the past and a+ S + y = 1.
¾illiam Feller, 11 Non-Markovian Process· with the Semi-Group 
Property," Ann. Math. Stat., XXX ( 1959), 1252-1253.
P[m,V1 + V2] = 
i k 
j 
CHAPTER III 
APPLICATIONS 
Selecting an Appropriate Model 
Up to now, we have had various stochastic process models, 
In applications, choosing of the proper model is needed in order to 
meet the requirements of a specific field, In queuing models, for 
example, one of the difficult aspects of choosing the proper queuing 
model involves selecting the appropriate probability distribution for 
the pattern of arrivals and for the service times. To help make 
decisions, we usually use the statistical analysis, The steps are as 
follows: 
We first collect data over time regarding the number of arrivals 
or inter-arrival times and the service times, Assume that the mean 
arrival rate and the mean service time do not change while the data 
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are collected; then we construct a frequency histogram or a frequency 
distribution for both the arrival distribution and the service time 
distribution, The general shape of the frequency histogram or the 
result of the frequency distribution should suggest certain appropriate 
probability distributions. Since the Poisson input and exponential 
service time queuing models provide the most information, we would be 
especially interested in verifying that these are the true underlying 
distributions. A quick check on whether this is a plausible distribu­
tion is provided by comparing the sample mean and standard deviation, 
since we know that the mean and standard deviation of an exponential 
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distribution are equal. After selecting a hypothesized distribution 
for arrivals and for service times, the chi-square goodness of fit test 
may then be used to test the hypothesis that the observed data were 
generated by hypothesized distribution. Acceptance of the hypothesis 
would verify the good choice of the distribution for the model; while 
the rejection of the hypothesis would mean we must try to seek a more 
plausible distribution for the model. 
Telephone Traffic Applications 
The telephone traffic problem is one of the queuing problems. 
The pioneer work was done by A. K. Erlang early in 1908. The general 
queuing process considered in the telephone traffic theory can be 
described as follows: 
Consider a telephone exchange with s (finite or infinite) 
available channels, and assume that telephone calls arrive at the 
exchange at time T 1 , T 2 , • • • • • • • • • •  (o < T 1 < T 2 • • • • • • • •  < 00 ). The 
following assumptions are made regarding the handling of telephone
calls arriving at the exchange:
1. A conversation is realized if the incoming call finds an
idle channel (a channel which is not busy). 
2. Any idle channel can be utilized by an incoming call.
3. As soon as _a conversation is finished, the channel being
utilized becomes immediately available for a new call. 
4. If incoming calls find that all channels are busy, each new
call joins a queue and waits until a channel is available. 
It is clear from the above remarks that the queue we consider is 
a multiple seryer queue; hence, we must now consider the distributions 
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for the inter-arrival and service times. Generally, it is assumed 
that the inter-arrival times are independent identically distributed 
non-negative random variables. Let A(t) denote the common distribution 
of the inter-arrival times and assume that mean inter-arrival time 
\ = !
00 
tdA ( t) . 0 
Also, let µ denote the holding time of the telephone call n 
arriving at time Tn. It is assumed that µn(n - 1 ,2, ..... ) are in-
dependent identically distributed non-negative random variables and 
that they are independent of the inter-arrival times {T }. Assume n 
that the distribution function of the holding times is exponential; 
i.e. ,
F(t) = - e-µt
= 0 
for t 2: o 
for t < o. 
In view of the above assumptions, the arrival pattern or input 
in telephone traffic problems is not necessarily Poisson, but the 
service time distribution is usually exponential. 
One of the main problems in telephone traffic theory is to determine 
the probability, Pn(t), that out of a group of s channels a given 
number n are busy at time t. Emphasis is placed on the development 
of the equilibrium theory of telephone traffic; i.e., the determina­
tion of the limiting probabilities 
P = lim P (t).n t-+ 00 n 
Our primary consideration is the equilibrium theory for telephone 
exchanges with a finite and infinite number of channels when the 
queuing process is Markovian. 
Poisson Input and Exponential Holding Times 
Let the random variable X(t) denote the number of channels that 
are busy at time t, and let Pn(t) = P[X(t) = n]. The stochastic
process {X(t), t � o} is a Markov process with a denumerable number 
of states. Hence, the system being in state E means that there are n 
n busy channels. Recall in queuing theory and by the assumptions 
concerning the arrival and holding times, we have the following: 
1. In the interval (t, t + h), the probability of a telephone
call arriving at the exchange is \h + o(h). 
2. If at time t there are n busy channels, the probability
that one of them will become available in the interval (t, t + h) 
is nµh + o(h). 
3. If at time t there are n busy channels, the probability that
none of the channels will become available and a telephone call 
will not arrive at the exchange in the interval (t, t + h) is 
1 - (\ + nµ)h + o(h). 
4. In the interval, the probability of any events other than
the above is o(h). 
From the assumptions, we have 
\n = \, µn = nµ.
Therefore, the differential equations for the probabilities Pn(t)
are 
dP
��
t) = \P
0
(t) + JJ1P 1 (t)
dPn(t)
dt 
(n = o)
(t)(o < n < s)
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--= - (A + nµ)P (t) + AP 1(t) + (n + l) µP + 1 n n - n 
Since P = t
l:m
00 
Pn(t) exists for all n, the limiting probabilities
become 
\P = -µP1 
(\ + n-µ)Pn = \Pn _ 1
(n + 1)-µPn + 1
(\ + s-µ)P = \pn n 
By induction, 
p = p (A/µ)n
n n ! 
= p (A/-µ)nPn
S
, n-s. s 
1 + s-µPn + 1 ·
n s s 
n ? s 
These equations are exactly the same as we have developed pre­
viously in the multiple server model. For different cases, we can 
apply directly from the equations which we have in queuing theory in 
Chapter II. 
Example: Consider the switchboard of Utah State University, 
which has six tie lines. A study of 300 observations shows that 
arrivals at the telephone switchboard are approximately Poisson 
distributed with mean arrival rate:\= 0.74 calls per minute. The 
length of a telephone call is approximately exponentially distributed 
with a mean of 7. 16 minutes--that is,-µ= 0. 14 calls per minute.
1. What is the probability that a call arriving at the tele­
phone exchange will have to wait? 
2. What is the average length of the queues that form from time
to time? 
3. What is the average waiting time of an arrival?
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- - (A+ sµ)P (t) + AP 1(t) + sµP + 1(t)(n > s) . n n - n -
4. What is the average length of queues if we increase the
lines from six to nine? 
Solution: Here we have 
S = 6 
A= 0.74 
µ = 0.14 
p = A/Sµ = 0.88. 
1. Recall that, for the case s - 1, the probability that an
arrival has to wait for service is 1 - P = p = A/µ. For the general 
0 
case of s servers , the probability that an arrival has to wait is just 
the probability that at any specified i nstant there are at least s
units in the system. The probability i s then : 
Where P
0
= 
[
s E l(A/µ)
n 
+ 
(A/µ)s 
n = 0 n ! s !(l - A/sµ)
J
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=-----------------------:---c----
1 + (;!) + ½(;!)
2 
+ i(;!)
3 
+ 2
14(;!) 4 + ,�o(;!) s + n61��46�88)
= 0.002 
:. P{n � s} = (s _vi}�{�: - \)Po =
= 6. 1360 12 = 0.51. 
0.14 X 21914.49
XO 002 120 X 0. 10 . 
2. The average queue length is
L = P(
(A/µ)
s 
= 0.002 x 21914.49 = 43.8289 = 4 21q s! 1 - p) 2 720(1 - 0.88) 2 10.3680 · · 
3. The average waiting time is
w = _g_ q A 
_ 4. 21 
- 0.74
= 5.69 (minutes).
4. If we put s = 9 instead of s = 6 on the above formula, we
get 
P
0 = 0.005, and 
0.005 X 3300423 
Lq = 362880(0.41)2
= 0.3. 
Als o, the probability of waiting more than l minute is
P (>./µ)s -µt(s - 1 - A/µ) ( ) -µt o ( 
1 - e ) JP > t = e [ 1 + ---,--,r.;---� - -------s ! ( 1 - p) s - l - A/µ 
p ( > l ) 
-0. 14(-0.29)
= e-0.14[1 + ½( l - e -0.29 )] 
-0.14[-0.58 + l - e
0 ·04
]= e - O. 58 
= 0.42 -0.14 + 1 -0.10
- 0.58 
e 
0.58 e 
l P = - 0 07n • 
. P( 1) = e-
0.07. . > 
= 0.92. 
Figure l s hows the smoothed empirical dis tribution function for 
the elapsed time of the calls observed. This distribution function 
follows very closely the exponential distribution when 0 = .15. Figure 
2 illustrates the decay in waiting time when additional lines are 
added to the sys tem; and one the right ordinate, corres ponding to the 
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Figure 1. Empirical distribution function of length of call. 
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broken curve, is shown the delay in utilization. For example, if one 
line is added to the system, the expected waiting time is estimated 
to be 2 minutes, as compared with 5.7 minutes for the present system. 
The utilization drops from .88 to .75. 
Machine Breakdown Problem 
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Illustrating Example: Suppose that breakdowns during the building 
of a machine cause catastrophic failures. At each breakdown, building 
must begin anew. The breakdowns occur as a Poisson process with 
rate\. It is known that it takes time T to build the machine. Let 
T be the random variable which measures the elapsed time during 
construction of the machine. Let N be the random variable which 
counts the number of catastrophes before we have a finished machine. 
A catastrophe is independent of building times. 
times 
= 
i 
T 
We start from scratch, then: 
1. Characterize N.
2. How long can we expect to wait for a finished machine?
Solution: 
l. Let {Tn' 1 $ n < 
00} be the process which governs inter-arrival
for a catastrophe. 
I: T. 
= l 
T T 
2 3 
t 
have a finished machine. 
N 
l 
T 
l 
N.,.A 
N = 0 ~ T = 0 
P(N = o) = P(-r 1 > T)
= 1 FT (t)1 
= (1 -H) -H - e e . (For Poisson process, the inter-
= e -H arrival times are exponential.) 
P(N = 1) = P(-r 1 s; T and -r 2 > T)
P(-r1 $ T)P(T 2 > T) (Independence of inter-arrival 
( 1 - -H) 
-H
e e times is a Poisson process.) 
P(N = 2) = P(T 1 $ T and T2 $ T and 
= P(T 1 � T)P(t 2 S T)P(-r 3
( i - >J) - e 2 - H
By induction, 
. e 
P(N = j) = 1 - e-\T)je - \T
L3 > T)
> T)
= e
-H
= pqj where p 
q = 1 - e -H
.'. N has a geometric distribution. 
2. We next want to find E[-r].
Assume N � 1. 
Let f. be the density of T
. given 1 < i $ N 
1 1 
This is equivalent to saying -r. < 
1 
T. Then 
P(t < -r. < t + hll::;i$N) P(t < T, < t +1 1 = 
h 
P(t < T. < t +
= {
1 
h
0 
P(t < '[ < t +i 
= {
p {-r i 
0 
(note N is a r. v.). 
h I -r. < T)
h I -r. < T)' for t < T
, for t > T 
h and T < T)i < T� for t < T 
h 
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l -
1
( E S F .' . E n F = E ) 
P(t < T . < t + h) 
{ --�h ___ (from (1) 
1 - e-n......__ ____ __;;,
Take the limit as h+ o, then 
dF T ( t) 
fi(t) = i 
1 - e-H 
0 for t� T 
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E[T] = r E[TIN = j]P(N = j) (conditioning on N, then unconditioned)
j = 1 
= j ! 1E[i i lTi]P(N = j)
00 
= L jE[Ti]P(N = j) (independent of j) j=l � 
expectation conditional on j catastrophes 
= E[T-J E jP(N = j) (*) 0j�
same conditioning E[N] = "t restriction. 
To evaluate E[T;J 
( ) -
>--tF t = 1 - e T-
l 
dF
T
_(t) = >--e-"'tdt
l 
E[Ti] = f� tfi(t)dt = f; tfi(t)dt
= l ;T tAe-Atdt. -n o , - e 
- AT
. E[T'] 1 Te 
• • l 
= I - --, --A-=T 
l - e 
substituting in (*)(P = e-AT, q = 1 - e 
u = t -H dv = - Ae dt
du = dt 
V = e-H 
-AT)
1 T 
-\T
- -\Te 1 - e 
Application of Monte Carlo Method 
The use of the Monte Carlo method to solve the problems which 
arise from the operations research is quite powerful. Especially in 
situations where input parameters cannot be controlled, manipulation 
of output facilities can be made on paper to give estimates of 
expected results. For example, if the arrival and service rates 
are known, we may, owing to the help of the random variate (number) 
or probability generating device, perform a simulated run to get the 
information such as the average queue length and average waiting times 
by use of the Monte Carlo technique, without the need of the formal 
approach in the queuing theory. 
Example: Consider home delivery of packages of goods purchased 
at a department store. If we try to build up a large enough truck 
fleet and obtain sufficient personnel for assuring 1-day delivery 
to every customer, a very large capital investment may be required 
and a large amount of idle time of men and equipment may result. If 
a very small truck fleet is maintained, we shall either lose customers 
because of slow delivery time; or sometimes have to use overtime or 
rented facilities to make the deliveries. How can we decide what 
size fleet to use and how much overtime or rental of facilities to 
authorize? 
46 
Assume that by analysis of records of past requirements, we know 
that the distribution of the number of packages arriving for delivery 
(the arrival) is normal, with a mean of 1,000 packages per day and 
47 
a standard deviation of 100 packages; while the distribution of the 
number of packages that can be delivered by a truck in a day (servicing) 
1s also to be normal with an average of 100 and a standard deviation 
of 10. Assume that the cost of operating a delivery truck is to be 
$25,00 per day and the cost of overtime work is to be $8,00 per hour; 
and the required hours of overtime will be based on the delivery rate 
for that day. 
If we consider a sample period of five consecutive days and 
three different fleet truck sizes, through the use of the table of 
random normal numbers, we get the results shown in Table l. 
The total cost per week for each fleet can now be computed, Since 
a truck costs $25.00 per day, it costs $125,00 per week (5 days). The 
total costs are the following: 
L Ten trucks: (10 x $125) + $296 = $1,546, 
2, Twelve trucks: (12 x $125) + $56 = $1,556. 
3. Fifteen trucks: (15 x $125) + $0 = $1,875,
The conclusion is that the 10-truck fleet is the most economical, 
Most queuing problems can be solved by the use of Monte Carlo 
techniques. For the simulation with Poisson arrivals and exponential 
, 
t· H . l 0service ,mes, see e,n. 
10L, W. Hein, The Quantitative Approach to Managerial Decisions
(Englewood Cliffs, New Jersey: Prentice-Hall, Inc., 1967), pp. 155-
199.
Table 1. Results gained from a sample period of 5 consecutive days and 3 different fleet truck sizes 
No. of pkg. to be delivered No. of pkg. capable of being delivered 
No. of Converted Total re- Table value: Converted No. left No. to be value: 1,000 value: (1) del. at 
[(9) 7 dH trucks Day Table + 100 ( 3). quirements Ave. no. of [100 + 10 over if no overtime in value No. of pkg. (4) + pre- del. per ( 6) J. Total overtime rate (4) X $8.00] fleet arriving Vi DUS ( 8) truck no. of del. (5) - (7) - (7)m ( 3) ( 4) (5) ( 6) (7) (8) (9) (10) 
1 2.455 1,246 1,246 -0.323 968 278 278 $184 
2 -0.531 947 1,225 -1 .940 806 419 141 112 
(a) 10 3 -0.634 937 1,356 0.697 1 ,070 286 0 
4 1 -279 1 , 128 1 , 414 3.521 1,352 62 0 
5 0.046 1,005 1,067 0.321 1,032 35 0 
-
Total $296 
1 2,455 1,246 1,246 -0.323 1 , 161 85 85 $56 
2 -0. 531 947 1,032 -1.940 967 65 0 
(b) 12 3 -0.634 937 1,002 0.697 1 ,284 
4 1. 279 1 , 128 1 , 128 3.521 1 ,623 
5 0.046 1,005 1 ,005 0.321 1,239 
-
Total $56 
1 2.455 1,246 1,246 -0.323 1 , 452 
2 -0.531 947 947 -1 , 940 1 ,209 
( C) 15 3 -0.634 937 937 0.697 1 , 605 
4 1. 279 1 , 128 1 , 128 3.521 2,028 
5 0.046 1,005 1,005 0. 321 1,548 
-
Total $0 
( l} 
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CHAPTER IV 
SUMMARY AND CONCLUSIONS 
For the past 30 years, the theory of stochastic processes has been 
developed very rapidly and has found application in a large number of 
fields. What we are interested in is its application in management 
science, especially in queuing theory. In order to make the theore­
tical developments in queuing theory useful in practical application, 
and the alternatives are available for design of operations which 
fall between the types subject to precise analytical treatment, the 
following approach is suggested: 
1. Accept queuing models, not necessarily as precise predictors,
but as a framework in which a problem can be approached to develop 
intuition concerning the basic functionsl relationship between vari­
ables. 
2. Combining the theory and Monte Carlo techniques, a solution
to the problem can be found without much difficulty. 
3. Whenever possible, design services which are subject to ran­
domly fluctuating demand, so th2 their rate can be increased in 
congested periods, or so that some preparatory steps of the service 
can be performed in idle periods. 
4. Decision of an optimization of cost, wherein we have a familiar
situation such as that as service rates are increased, service costs 
rise while congestion costs fall, and we can reach an optimization 
point. See Hillier11 for a discussion of operations research.
1 1Frederick S. Hillier, Introduction to Operations Research (San
Francisco, California: John Wiley & Sons, Inc., 1961 ), pp. 327-350. 
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