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Introduction générale
Les systèmes de transmission et de communication actuels, tels que la radio et la téléphonie
mobile, sont principalement fondés sur l’émission et la réception d’une onde électromagnétique.
Les ondes électromagnétiques ont la particularité de véhiculer de l’information, permettant ainsi
d’explorer et de surveiller l’environnement qui nous entoure à partir d’un système RAdio De-
tection And Ranging (on retrouve l’acronyme RADAR ainsi que l’écriture radar). Le système
radar peut être utilisé dans un environnement maritime afin de surveiller les côtes maritimes ou
de contrôler le traffic maritime. Ces objectifs impliquent alors de détecter et d’effectuer un suivi
de cibles, comme par exemple de hors-bord dans une lutte anti-drogue, de bateaux pratiquant le
dégazage sauvage ou la pêche illégale. Lors de l’étape de détection, il est important de pouvoir
distinguer le signal utile réfléchi par la cible des échos indésirables réfléchis par la surface ma-
ritime, appelés aussi fouillis de mer. La caractérisation du fouillis de mer est alors primordiale
pour obtenir de bonnes performances de détection.
Il est possible de trouver une technologie analogue au radar dans le milieu sous-marin : il
s’agit du système SOund Navigation And Ranging (on retrouve l’acronyme SONAR ainsi que
l’écriture sonar). Le sonar diffère du radar notamment par l’utilisation d’ondes acoustiques.
Le système sonar est utilisé dans le cadre d’applications civiles, comme la cartographie sous-
marine, la prospection minière ou la surveillance de l’accrétion océanique. Le développement
d’algorithmes de classification automatique des sédiments marins est une étape importante pour
mener à bien ces applications.
Les données acquises par ces technologies sont issues de situations naturelles et engendrées
par des phénomènes aléatoires. La motivation principale de ce manuscrit de thèse porte sur la
caractérisation, l’analyse et le traitement de ces données. La nature dite complexe des données
peut être générée par des données manquantes, imprécises et/ou incertaines. En règle, générale,
ces données considérées comme aléatoires vont être caractérisées, analysées et traitées à partir
d’une approche statistique. En traitement du signal, les méthodes statistiques ont longtemps été
fondées sur l’hypothèse que les données soient issues d’une loi de Gauss dite aussi loi normale,
comme son nom l’indique a été introduite au xixième siècle par Johann Carl Friedrich Gauss. Il
s’agit de la loi la plus connue et utilisée des lois de probabilité théoriques. En effet, la loi de
Gauss est célèbre grâce à la représentation en forme de cloche de sa densité de probabilité. De
plus, elle est très souvent utilisée car elle possède des propriétés intéressantes :
– la loi Gaussienne est stable par combinaison linéaire.
– le théorème de la limite centrale établit la convergence en loi de la somme de n variables
aléatoires indépendantes et identiquement distribuées vers une loi Gaussienne justifiant
son utilisation dans de nombreuses applications.
– la méthode des moindres carrés dans la théorie des erreurs d’observation permet de mini-
miser l’impact des erreurs sous l’hypothèse d’erreurs normalement distribuées.
Historiquement, la méthode des moindres carrés a été introduite par Gauss pour calculer l’orbite
d’une planète [67]. En 1801, un moine italien du nom de Giuseppe Piazzi observa l’astéroïde
Cérès pendant 41 jours consécutifs avant de perdre toute trace de l’astre. Gauss proposa alors
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sa méthode des moindres carrés permettant de calculer l’orbite d’une planète avec peu d’ob-
servations et prédit correctement où et quand Cérès réapparaîtrait. Cependant, les méthodes
fondées sous l’hypothèse Gaussienne ne sont plus valables dès lors que cette hypothèse n’est plus
vérifiée. L’opérateur va alors se tourner vers d’autres lois de probabilité théoriques utilisées et
exploitées dans plusieurs domaines : en mécanique, communication, télécommunication. . .dont
voici une liste non-exhaustive : Weibull, Rayleigh, K, log-normal, Rice... L’hypothèse que les
données soient issues d’une loi de probabilité va être ensuite validée ou rejetée au moyen de
tests statistiques comme celui du χ2 ou de Kolmogorov-Smirnov. En pratique, il est possible
d’observer sur les histogrammes construits à partir des données une asymétrie et/ou une queue
lourde. L’asymétrie est caractérisée par le fait que la densité de probabilité n’est pas symétrique
par rapport à un mode. Le phénomène de queue lourde se traduit par une décroissance asymp-
totiquement plus lente de la queue de la distribution considérée par rapport à la queue d’une
distribution Gaussienne. Ces propriétés obéissent à des lois appelées distributions α-stables. Le
concept de distributions α-stables a été introduit par Paul Lévy [141] en 1924 dans l’article
intitulé Théorie des erreurs. La loi de Gauss et les lois exceptionnelles où il reprend la théorie
des erreurs fondée sur la loi de Gauss. La première application des lois stables a été introduite
bien avant la parution de l’article de Lévy [141] par l’astronome danois Holtsmark [102] : la force
gravitationnelle exercée par le système stellaire sur un point de l’univers obéit à une loi stable
d’exposant caractéristique α = 1.5. La particularité de ces distributions est qu’elles sont dites
stables par combinaison linéaire, ce qui induit que la loi Gaussienne est un cas particulier de
lois stables. Cette propriété permet alors de généraliser le théorème de la limite centrale appli-
qué au cas Gaussien au théorème de la limite centrale généralisé appliqué à la loi α-stable : la
somme de n variables indépendantes appartenant à une même loi stable converge vers une loi
stable. En pratique, la définition d’une loi stable est établie à partir de l’expression de la fonction
caractéristique dépendant de quatre paramètres : l’exposant caractéristique α, le paramètre de
symétrie β, le paramètre de dispersion γ et le paramètre de position δ. Cependant, il existe plu-
sieurs paramétrisations de la fonction caractéristique suivant l’application choisie comme celles
proposées par Zolotarev [236] ou par Taqqu et Samorodnisky [213]. L’expression de la densité de
probabilité est obtenue par une transformée de Fourier de la fonction caractéristique : la densité
de probabilité n’a donc pas d’expression analytique [162]. À la suite de la parution de l’article de
Lévy, les lois stables ont été peu utilisées jusqu’aux travaux de Mandelbrot [142] appliqués à la
finance au début des années 60, phénomène illustré par la Figure 1 (cette figure est fondée sur la
bibliographie réalisée par Nolan [164]). Le modèle fondamental des variations des prix, introduit
par Bachelier [12] en 1900, suivait une loi de Gauss. Cependant, le modèle Gaussien est limité
puisqu’il ne prend pas en compte le hasard boursier, représenté par une succession de hausses
et baisses. Depuis quelques années, les problèmes de communication [127, 160] s’intéressent à
modéliser des bruits à faibles probabilité d’apparition mais à fortes amplitudes, qu’on appelle
bruit impulsif.
Dans ce manuscrit, nous utilisons une approche statistique à partir des distributions α-
stables afin d’estimer des données issues de phénomènes aléatoires dans le domaine maritime : la
caractérisation des fonds marins et la caractérisation des échos indésirables réfléchis par l’envi-
ronnement, appelés aussi fouillis de mer (clutter en anglais). Ces deux applications utilisent des
technologies analogues afin d’acquérir les données : sonar et radar. En effet, chaque système émet
une onde en direction d’une cible, cette cible va alors à son tour réfléchir l’onde reçue puis au final
un récepteur capte l’onde réfléchie. Le sonar utilise une onde acoustique alors que le radar utilise
une onde électromagnétique. Il s’avère que les données issues des capteurs peuvent se caractériser
par des phénomènes de queues lourdes et d’asymétrie. Dans une problématique de caractérisation
des sédiments marins, la surface des océans nous pousse à retenir une classification automatique.
Du point de vue applicatif, cette problématique se justifie dans des domaines divers [140] : la
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Figure 1 – Représentation des années de publications en fonction de la somme cumulée des
articles.
prospection minière, la recherche de pétrole, la surveillance de l’accrétion océanique, la carto-
graphie maritime... De nombreux travaux sur la classification automatique de fonds marins ont
notamment été proposés par le passé. Par exemple, les logiciels QTC-View [179] et RoxAnn [38]
sont actuellement utilisés dans le domaine de la cartographie maritime. Des travaux ont aussi
été réalisés permettant de classifier ou de segmenter les fonds marins à partir de méthodes que
nous qualifions de répandues : k plus proches voisins [64], réseaux de neurones [151], machines à
vecteurs de support [220]... Par exemple, Laanaya [129] développe une méthode de classification
supervisée d’images sonar fondée sur la notion de texture à partir de méthodes comme les ma-
chines à vecteurs de support ou l’algorithme des k plus proches voisins. Leblond [132] utilise une
classification par la méthode des k plus proches voisins. Karoui [110] segmente des images à par-
tir d’attributs texturaux sélectionnés par un critère de similarité. Une classification supervisée à
partir d’une méthode Bayésienne a aussi été utilisée par Williams [231] où les attributs continus
sont modélisés par une densité de probabilité. L’inconvénient avec ce genre de méthodes est que
les données mesurées peuvent être imprécises et/ou les attributs ont des opinions différentes sur
le type de sédiments à classer : ce phénomène engendre de l’incertitude et/ou de l’imprécision.
Ces deux notions peuvent être prises en compte par des théories dites incertaines :
– la théorie des probabilités imprécises [223].
– la théorie des possibilités [235].
– la théorie des fonctions de croyance [50,197,202].
Dans le cadre de la caractérisation des fonds marins [80], nous avons montré l’intérêt d’uti-
liser la théorie des fonctions de croyance plutôt qu’une méthode Bayésienne. Les attributs des
distributions étaient modélisés par un mélange de Gaussiennes. Les données réelles que nous
avons à notre disposition sont acquises par un sondeur monofaisceau puis traiter par le logiciel
QTC-View pour obtenir les attributs. La représentation de la densité de probabilité des attri-
buts présente les propriétés de queues lourdes et d’asymétrie : il convient donc de modéliser ces
attributs par des distributions α-stables.
Les phénomènes de queues lourdes [71] peuvent être observés lorsqu’il s’agit de caractériser
statistiquement le fouillis de mer, par opposition à l’écho utile issu de l’objet d’intérêt. Le fouillis
de mer se caractérise par de grandes valeurs de signaux (que l’on nomme par abus de langage
spike) [93]. La caractérisation du fouillis de mer est primordiale dans des problématiques de
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surveillance maritime car il permet de distinguer le fouillis de mer du signal utile de la cible. Des
travaux ont déjà été effectués à partir de distributions de log-normal [215], Weibull [75], K [105,
106]... Cependant, nous n’avons pas à notre disposition de données réelles représentant du fouillis
de mer. Des travaux au sein du groupe Radar, Électromagnétisme et Télédétection (REMT) de
l’ENSTA Bretagne et aussi membre du Laboratoire des sciences et techniques de l’information,
de la communication et de la connaissance (Lab-STICC UMR CNRS 6285) ont notamment été
réalisés afin de caractériser le fouillis de mer dans différents contextes. Par exemple, Arnold-
Bos [7] étudie le problème de détection d’un navire dans des images haute-résolution à partir du
sillage de navires ; Rochdi [187] estime la contribution du champ diffusé par une cible complexe
placée sur une surface maritime. Le simulateur du champ diffusé est issu de ces travaux. Le
calcul du champ diffusé se décompose en deux étapes. Tout d’abord, il est nécessaire de générer
une surface maritime. Cette dernière se décompose en une somme de surfaces sinusoïdales avec
des fréquences, des directions et des amplitudes différentes. Plusieurs spectres de mer comme
le spectre de Philips [173], Pierson et Moskowitz [176], Fung et Lee [84], JONSWAP [100] et
Elfouhaily [69], modélisant les caractéristiques géométriques et électromagnétiques de la surface
de mer, ont été proposés dans la littérature. À partir de cette surface générée, il ne reste plus
qu’à déterminer le champ électromagnétique diffusé. Il existe deux grandes familles de méthodes
permettant de déterminer le champ diffusé : les méthodes asymptotiques [16, 26, 183] et les
méthodes exactes [18, 98]. Les méthodes exactes ont la particularité d’être coûteuses en temps
de calcul. Par conséquent, dans ce travail nous avons utilisé une méthode asymptotique pour
déterminer les coefficients de diffusion. La méthode asymptotique retenue est appliquée en tenant
compte de différents contraintes, d’hypothèses et de la complexité de l’objet à considérer (arêtes,
bords...).
Organisation du manuscrit
Le mémoire de thèse est organisé en quatre chapitres. Le premier chapitre permet tout
d’abord d’introduire les systèmes et technologies permettant d’acquérir les données ainsi que les
différents domaines d’applications associées : SOund Navigation And Ranging (sonar) et RAdio
Detection And Ranging (radar). Nous développons plus en détail le formalisme utilisé en radar
qui sera repris dans le quatrième chapitre. Les données issues de capteurs vont être ensuite
analysées à partir d’une approche statistique. Nous rappelons notamment la notion de variable
aléatoire, de fonction de répartition et de densité de probabilité. Nous fournissons une liste non-
exhaustive de lois de probabilité théoriques couramment utilisées en traitement de données et de
signaux. Ces modèles servent ainsi à estimer des données représentées par une variable aléatoire.
En règle générale, on introduit l’hypothèse que les données soient issues d’une loi L puis on
vérifie si cette hypothèse est vrai. Cette démarche correspond en statistique descriptive à des
tests d’ajustement permettant d’accepter ou de rejeter une hypothèse. L’ensemble des méthodes
statistiques vont permettre d’analyser les données issues des différents capteurs considérés.
Dans le deuxième chapitre, nous définissons une classe de distributions particulière ap-
pelée distributions α-stables. L’avantage de ces distributions est de pouvoir modéliser les ca-
ractéristiques de queue lourde et d’asymétrie rencontrées sur la représentation de la densité de
probabilité. Nous définissons les notions de stabilité, de fonction caractéristique, de fonction de
répartition, de fonction de densité de probabilité ainsi que les propriétés comme le théorème
de la limite centrale généralisé. Nous présentons aussi l’algorithme permettant de générer une
distribution α-stable. Ensuite, nous exposons les méthodes permettant de décrire ou caractériser
une variable aléatoire issue d’une loi α-stable. Les estimateurs des lois stables sont comptabilisés
au nombre de quatre : quantile, moment, maximum de vraisemblance et moindres carrés. Il est
important de noter que nous n’avons pas trouvé dans la littérature un algorithme traitant de la
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méthode des moindres carrés appliquée aux lois α-stables : nous nous proposons de la dévelop-
per. Dans ce chapitre, les performances des différents estimateurs sont étudiées en comparant
les vitesses de temps de calcul ainsi que l’erreur quadratique moyenne. Les lois α-stables ont
aussi été généralisées dans Rn. Les définitions de la stabilité et de la densité de probabilité sont
notamment exposées. L’estimation de ces lois dans Rn se fait à partir de deux estimateurs : la
méthode de projection [150] (appelée méthode PROJ) et la méthode de la fonction caractéris-
tique empirique [166] (appelée méthode ECF pour Empirical Characteristic Function Method).
Nous comparons aussi les performances de ces deux estimateurs.
Le troisième chapitre porte sur la première application traitée dans ce travail. Nous uti-
lisons les distributions α-stables dans le cadre d’une problématique de classification automa-
tique de sédiments marins. Tout d’abord, nous présentons une liste non-exhaustive de méthodes
couramment utilisées en classification : k plus proches voisins [64], réseaux de neurones [151],
méthode Bayésienne. L’inconvénient avec ces méthodes est qu’elles ne modélisent pas les notions
d’imprécision et/ou d’incertitude des données. Des méthodes dites incertaines ont été proposées
afin de prendre en compte ces notions : la théorie des probabilités imprécises [223], la théorie des
possibilités [235] et la théorie des fonctions de croyance [50, 197, 202, 204]. Des approches floues
et crédibilistes ont été étendues à la méthode des k plus proches voisins [53,112] (par exemple la
méthode des k plus proches voisins crédibiliste utilise le formalisme de la théorie des fonctions de
croyance adapté à la méthode des k plus proches voisins) et aux réseaux de neurones [34,54]. Dans
notre étude, nous avons choisi d’utiliser le formalisme de la théorie des fonctions de croyance du
fait de sa souplesse d’utilisation. Le formalisme de la théorie des fonctions de croyance a d’abord
été introduit dans le cas discret [50,197], avec la fonction de masse qui attribue une confiance sur
des hypothèses non-exhaustives. Dans notre cas, l’information fournie par les capteurs (sonar) va
être modélisée par une densité de probabilité. La théorie des fonctions de croyance a été étendue
aux nombres réels [202, 209], où la densité de masse attribue une confiance sur des intervalles
de R. Il sera donc important de développer le calcul de la fonction de masse dans le cas où les
données sont modélisées par une distribution α-stable. Un premier travail a été effectué sur des
données génériques issues de lois Gaussiennes et α-stables où les taux de classification obtenus
par une méthode Bayésienne et une méthode dite par fonctions de croyance sont comparés. Nous
observons aussi l’influence dans le choix du modèle d’estimation sur les taux de classification.
Dans un second temps, le travail précédent a été complété en considérant des données réelles
acquises par un sondeur monofaisceau.
Le quatrième chapitre a pour objectif de caractériser d’une manière statistique les coef-
ficients de diffusion électromagnétique d’une surface de mer. Comme il est difficile de disposer
dans ce domaine d’application de données réelles, nous nous sommes dirigés vers des données
simulées. Dans un premier temps, nous présentons les caractéristiques physiques [39, 40, 49] et
géométriques de la surface de mer. Afin de générer une surface de mer réaliste, nous l’avons
considérée comme étant une somme de sinusoïdes de fréquences, de directions et d’amplitudes
différentes [91]. Pour atteindre cet objectif de description géométrique, nous avons adopté une
description spectrale. Une liste non-exhaustive de spectres [69, 84, 100, 173, 176] généralement
utilisés est détaillée et nous expliquons les raisons du choix du spectre d’Elfouhaily [69]. Quant
au calcul de la signature électromagnétique de la surface maritime générée, nous avons opté pour
l’utilisation de l’Optique Physique [97], qui est répertoriée parmi les méthodes asymptotiques.
Ces deux étapes permettront de constituer une base de données de signaux en fonction de diffé-
rents paramètres (configuration géométrique, polarisations, vitesse du vent et direction du vent).
Cette base de données est ensuite analysée par une approche statistique, en comparant plusieurs
lois théoriques : K, Weibull et α-stables. Un test de Kolmogorov-Smirnov est utilisé pour valider
ou non une hypothèse d’adéquation. Après analyse critique, nous avons retenu la description
statistique de la signature électromagnétique de la surface maritime exprimée en décibel (noté
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dB) par le modèle α-stable. L’influence de la polarisation de l’onde et des caractéristiques géo-
métriques d’observation sur les paramètres des distributions α-stables est analysée.
En dehors des cinq annexes qui ont pour objectif de clarifier et d’apporter des précisions à
certains passages, la conclusion dresse un bilan de l’ensemble des travaux réalisés en présentant
différentes perspectives offertes au sujet abordé.
6
Chapitre 1
Systèmes d’acquisition et outils de
traitement des données
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Dans ce chapitre, nous présentons tout d’abord les systèmes d’acquisition utilisés en milieu
maritime. Nous exposons le principe de fonctionnement du radar et du sonar, ainsi que leurs do-
maines d’application. Nous développons plus en détails le formalisme électromagnétique découlant
des équations de Maxwell nécessaire à la compréhension du chapitre 4. Nous extrayons ensuite
l’information fournie par les capteurs. Nous introduisons la théorie des probabilités permettant
de caractériser les phénomènes aléatoires. Ces phénomènes étant continus, nous développons les
notions de fonction de densité de probabilité, fonction de répartition, moment ainsi que les lois
de probabilité les plus utilisées en analyse de données et en traitement du signal. Cependant, un
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processus aléatoire dépend souvent de plusieurs phénomènes. Par conséquent, il est difficile de
choisir une loi permettant de représenter finement un tel processus. Dans ce sens, des tests statis-
tiques comme χ2 ou de Kolmogorov-Smirnov sont généralement utilisés pour évaluer l’adéquation
entre les mesures théoriques et réelles.
1.1 Introduction
La réalisation d’un système radar n’a été possible qu’au travers d’expériences permettant
la découverte de différentes propriétés électriques et magnétiques. Le lien entre électricité et
magnétisme a été mis en évidence expérimentalement par le chimiste danois Oersted en 1820 :
il constata la déviation d’une aiguille aimantée placée à proximité d’un fil parcouru par un
courant électrique. Cette relation électricité/magnétisme a été renforcée par l’expérience du
physicien britannique Faraday : en effet, si un courant électrique a des effets magnétiques,
Faraday démontra qu’un aimant peut aussi avoir des effets électriques. Le mathématicien et
physicien français Ampère prit connaissance des travaux d’Oersted et développa la théorie qui
allait permettre l’émergence de l’électromagnétisme. En 1864, Maxwell reprend les différents lois
de l’électricité et du magnétisme plus connues aujourd’hui sous le nom d’équations de Maxwell.
Il s’agit d’environ une vingtaine d’équations qui permettent de lier électricité et magnétisme. Il
émet aussi l’hypothèse que la lumière soit une onde électromagnétique. En 1887, le physicien
allemand Hertz confirme expérimentalement la théorie de Maxwell selon laquelle la lumière
est une onde électromagnétique. Hertz découvrit aussi à l’aide d’un oscillateur d’autres ondes
électromagnétiques invisibles, se propageant à la même vitesse que la lumière et susceptibles
de se diffracter, de se réfracter et de se polariser. Ces travaux sont notamment à l’origine de
la télégraphie sans fil du physicien italien Marconi qui permit considérablement de développer
les antennes. Ces ondes électromagnétiques sont aussi utilisées par le système RAdio Detection
And Ranging (radar), dont le principe est d’émettre et de recevoir une onde pour déterminer
la vitesse et/ou la position d’un objet. Officiellement, la conception du radar est à mettre à
l’actif de l’ingénieur écossais Watson-Watt en 1934. Cependant, la première version du radar a
été développée par le technicien allemand Hülsmeyer apparue sous le nom de Telemobiloskop
en 1904. Cette technologie s’est considérablement améliorée durant la seconde guerre mondiale
avec notamment la mise en place par les britanniques d’un réseau de radars, appelé Chain
Home, permettant de surveiller, prévenir et combattre les attaques de la Luftwaffe. À la fin
de la guerre, des applications civiles ont vu le jour comme le contrôle aérien, la surveillance
maritime, l’observation de la terre ou la météorologie. Au final, le radar n’est pas le fruit d’un seul
individu mais il est l’héritage de contributions de plusieurs chercheurs de différents nations. Ce
système a été transcrit dans l’eau sous l’appellation de SOund Navigation And Ranging (sonar).
Cependant, on utilise des ondes acoustiques à la place des ondes électromagnétiques puisque les
ondes électromagnétiques ont une très faible portée dans l’eau. Les premières expériences sur le
sonar ont été menées par Colladon et Sturm bien avant les travaux sur le radar. La première
application des ondes sonores apparaît à la veille de la première guerre mondiale avec la lutte
anti sous-marine. Ce système s’est amélioré notamment durant la seconde guerre mondiale et
pendant la guerre froide. Aujourd’hui, les ondes acoustiques sont utilisés pour la cartographie
maritime, la pêche, la recherche pétrolière...
Par conséquent, nous présentons dans ce chapitre la chaîne d’acquisition des données : les
systèmes radar et sonar. Un rapide historique de ces deux technologies est présenté ainsi que
leurs domaines d’application. Nous avons besoin d’introduire le formalisme électromagnétique
utilisé en radar, fondé sur les équations de Maxwell, pour la compréhension du chapitre 4.
La théorie des probabilités est souvent utilisée en analyse de données et en traitement du
signal pour caractériser des phénomènes et variables aléatoires. Elle s’appuie sur la notion de
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variable aléatoire, qui correspond au résultat d’une expérience aléatoire. L’ensemble des résultats
possibles de cette expérience aléatoire constitue l’espace des réalisations. Une variable aléatoire
est dite discrète lorsque l’espace des réalisations est dénombrable ou dite continue lorsque l’espace
des réalisations est indénombrable. Dans le cadre de notre travail, les phénomènes aléatoires
observés sont continus et par conséquent les définitions présentées ci-dessous font référence à des
variables aléatoires continues. Ces phénomènes aléatoires peuvent être mis sous forme intégrale,
on parle alors de densité de probabilité. Il existe un large choix de lois de probabilité, dont voici
une liste non-exhaustive que nous présentons dans la suite du chapitre : Gaussienne, Weibull,
Rayleigh, Gamma et K. En règle générale, il est difficile de choisir une loi de probabilité dont
est issu un échantillon de données. En statistiques, il existe des tests d’hypothèses utilisés pour
déterminer si un échantillon suit bien une loi donnée connue. Dans la suite, nous présenterons
les deux principaux tests statistiques : le test du χ2 et le test de Kolmogorov-Smirnov.
Au cours de ce chapitre, nous présentons dans un premier temps les systèmes d’acquisition
des données en milieu maritime. Nous développons plus particulièrement le sonar et le radar en
rappelant un historique de ces systèmes, leurs modes de fonctionnement ainsi que leurs domaines
d’application. Les données issues des systèmes d’acquisition ont la particularité d’être aléatoire.
Le traitement et l’analyse de telles données est possible grâce à la théorie des probabilités.
Par conséquent, dans la seconde partie de ce chapitre, nous introduisons différentes définitions
utilisées en théorie des probabilités telles que la densité de probabilité, la fonction de réparti-
tion... Nous donnons aussi une liste non-exhaustive de lois de probabilité couramment utilisées
en traitement du signal. Enfin, nous présentons les tests statistiques permettant d’évaluer la
correspondance entre distributions observées et théoriques.
1.2 Systèmes d’acquisition
Dans cette partie, nous présentons les systèmes permettant d’acquérir les données et signaux
en environnement maritime : le système sonar et le système radar.
1.2.1 Systèmes acoustiques
1.2.1.1 Historique
Les premières expériences de l’acoustique sous-marine ont été menées bien avant l’existence
du radar par le physicien suisse Jean-Daniel Colladon et le mathématicien français Charles-
François Sturm [42]. Leur expérience a été réalisée en 1826 sur le lac Léman (illustrée par la
Figure 1.1, gravure provenant de “Les phénomènes de la physique” par Amédée Guillemnin,
édition Hachette, Paris, 1868). Ils se trouvent chacun dans un bateau distancé de 13 km. Sur
l’un des bateaux est suspendu une cloche en bronze frappée par un marteau articulé. À chaque
coup de cloche, le manche du marteau va allumer une masse de poudre. L’observateur placé dans
l’autre bateau est muni d’un cornet acoustique dont le pavillon est dirigé vers l’autre bateau.
L’expérience se déroule de nuit afin de pouvoir observer le feu indiquant le départ de l’onde.
Le début de la première guerre mondiale voit la naissance de la première application des
ondes acoustiques : la lutte anti-sous-marine. Cependant, la détection reste passive (écoute d’un
son). Langevin imagina une détection active, c’est-à-dire que le système envoie un son et l’on
reçoit l’écho du son renvoyé par un obstacle. Ce système est fondé sur les travaux de Curie
sur les matériaux piézoélectriques. L’acoustique sous-marine prend réellement son essor avec la
seconde guerre mondiale notamment pour traquer les U-boot allemands avec la mise au point des
sonars à balayage latéral par les ingénieurs de l’ASDIC (Anti Submarine Detection Investigation
Committee).
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Figure 1.1 – Illustration de l’expérience de Colladon et Sturm réalisée sur le lac Léman.
Après l’armistice de 1945, le monde entra dans une période dite de guerre froide entre l’Ouest
et l’Union Soviétique. Cette période est marquée par une course à l’armement. Le développement
des sous-marins nucléaires a nécessité l’amélioration des technologies existantes. Les américains
prennent alors un léger avantage avec leur système sonar (SOund NAvigation and Ranging).
Les techniques d’imagerie apparurent conjointement avec l’utilisation de signaux rétrodiffusés
par un sonar latéral. Les premières images étaient bruitées et avec une mauvaise résolution. Dans
les années 70 apparaissent les sondeurs multifaisceaux permettant de réaliser une cartographie
des fonds marins.
Aujourd’hui, les ondes acoustiques sont utilisées pour détecter les bancs de poissons, pour
effectuer de la recherche pétrolière ou pour mesurer la température de l’eau à l’échelle mon-
diale (climatologie) [140]. Toutes ces applications civiles sont intéressantes, mais en quittant le
domaine militaire, cette discipline a perdu les moyens financiers et humains.
1.2.1.2 Systèmes et technologies de traitement
Le sonar permet de détecter ou localiser une cible ou un objet immergé. Il existe deux
principes de fonctionnement pour le système sonar [140] :
– le sonar actif émet un signal et reçoit l’écho du signal émis par une cible
– le sonar passif reçoit le bruit rayonné par une cible.
Plusieurs technologies [140] ont été développées permettant de travailler avec un signal brut de
l’écho ou une image issue du traitement de ce signal brut de l’écho :
– le sonar à balayage latéral (ou par abus de language sonar latéral) est un système acoustique
de haute définition permettant d’obtenir une image en niveau de gris et en continue du fond
marin. Le sonar latéral permet d’insonifier à différentes fréquences, et perpendiculairement
à la trajectoire du navire, une bande constante de 50 à 1000 m de largeur en fonction de la
profondeur. Le sonar latéral est notamment utilisé pour la pêche, la cartographie d’herbiers
de posédonie, la détermination des fonds marins, la détection de mines sous-marines . . .
– Les sondeurs monofaisceaux sont parmi les sondeurs les plus couramment utilisés. Une
onde acoustique va être émise par un transducteur à large ouverture angulaire latérale
(plus de 30◦). Ce même transducteur va alors détecter l’écho du fond. Il est alors possible
de déterminer le profil bathymétrique à l’aide du temps de parcours entre l’onde et le fond
ainsi que la célérité de l’onde dans l’eau.
– les sondeurs multifaisceaux sont des systèmes acoustiques sous-marins installés sous la
coque du navire. L’avantage de tels sondeurs est qu’il est possible en un seul passage
de réaliser la topographie sous-marine sur plusieurs kilomètres de large. Les sondeurs
multifaisceaux permettent de sonder sur toute une fauchée perpendiculaire à l’axe du
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bateau, et non uniquement à la verticale du bateau comme le fait le sondeur monofaisceau.
Les sondeurs multifaisceaux sont fondés sur la technique dite des faisceaux croisés, c’est-
à-dire que l’émission de l’onde acoustique et la réception de l’écho réfléchi s’effectuent sur
le fond, selon des faisceaux perpendiculaires dont l’intersection présente la surface sondée.
1.2.2 Systèmes micro-ondes
1.2.2.1 Historique
L’invention du radar n’est pas le fruit d’un seul homme ou d’une seule nation. Le radar
est le résultat de l’accumulation de nombreuses recherches auxquelles ont participé plusieurs
scientifiques de différents pays. Cependant, il existe des repères qu’il convient de mentionner.
Figure 1.2 – Telemobiloskop exposé au musée de Munich.
En 1865, le physicien anglais Maxwell développe sa théorie de l’électromagnétisme en dé-
crivant l’onde électromagnétique ainsi que sa propagation [119]. En 1886, le physicien allemand
Hertz démontre l’existence physique des ondes électromagnétiques et confirme ainsi la théorie
de Maxwell. Le technicien allemand Hülsmeyer pose le brevet du Telemobiloskop [47] en 1904
(illustré par la Figure 1.2). Cet appareil est alors utilisé pour la prévention de collision de ba-
teaux en mer lors d’un épais brouillard. Hülsmeyer calcule alors le temps de parcours de l’onde
électromagnétique, sur le trajet aller-retour, entre l’antenne et le navire métallique. En 1922,
Taylor et Young, chercheurs au Naval Research Laboratory, arrivent à détecter pour la première
fois un navire en bois. Hygland réalise en 1922 la première détection d’un aéronef. À la veille de
la seconde guerre mondiale, différentes technologies radar existent. Elles sont développées par
les États-Unis, la France le Royaume-Uni, l’Allemagne, la Russie et le Japon. Les britanniques
ont notamment élaboré un système radar afin de surveiller leurs côtes. Les technologies radar
vont être considéramment améliorées durant la seconde guerre mondiale.
À la sortie de la seconde guerre mondiale, le radar trouve sa place dans le domaine civile avec
notamment le contrôle aérien, la météorologie ou l’imagerie terrestre. La surveillance maritime
n’a été possible qu’à la découverte du radar à imagerie.
1.2.2.2 Systèmes et technologies de traitement
Le principe du radar est simple : il s’agit d’émettre une onde électromagnétique vers une
cible. Cette cible va alors à son tour réfléchir ce signal via un écho. Cet écho va alors être capté
par un récepteur. Il est alors possible de mesurer la position de l’objet grâce au temps de trajet
aller-retour ainsi que la vitesse de l’objet à partir du changement de fréquence du signal par
effet Doppler.
Il existe deux grandes familles de radar :
– les radars imageurs qui permettent de disposer d’images de zone d’intérêt (en présence
d’objets) comme par exemple le radar à synthèse d’ouverture (noté RSO ou aussi SAR
pour Synthetic Aperture Radar en anglais)
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– les radars non-imageurs qui permettent d’estimer ou d’observer les propriétés d’une zone
ou d’un objet comme par exemple le radio altimètre.
Le système radar peut fonctionner en configuration dite :
– monostatique, c’est-à-dire que l’émetteur et le récepteur sont confondus.
– bistatique, c’est-à-dire que l’émetteur et le récepteur sont disjoints.
L’avantage d’un système monostatique est qu’on limite l’encombrement et les problèmes de
synchronisation puisque l’électronique et l’antenne sont partagés entre émission et réception.
Par contre, le problème est que ce système est facilement détectable par un appareil ennemi par
rapport au système bistatique et/ou multistatique. De plus, le système bistatique a une plus
grande souplesse de configuration et donc permet d’augmenter le nombre d’informations sur la
cible.
1.2.2.3 Formalisme électromagnétique
Précédemment, nous avons exposé un historique du système radar. Il est important de com-
prendre que cette technologie est issue de phénomènes physiques. Les phénomènes électroma-
gnétiques ont été traduits sous forme d’équations par Maxwell. Le but de cette section est
d’introduire notamment les grandeurs physiques définies dans les équations de Maxwell, ainsi
que la notion de polarisation de l’onde. Les définitions de bilan de liaison et surface équivalente
radar, essentielles dans la notion de fouillis de mer, sont aussi abordées. Le formalisme développé
ci-dessous est nécessaire à la compréhension du chapitre 4.
1.2.2.3.a Équations de Maxwell
En 1865, Maxwell développe la théorie de l’électromagnétisme en décrivant l’onde électroma-
gnétique ainsi que sa propagation. Les lois de l’électromagnétisme ont été proposées par Maxwell
vers 1865. Il reprend les lois expérimentales découvertes en électrostatique et magnétisme pour
en faire une synthèse sous forme d’équations locales. Ces équations ont été traduites sous forme
vectorielle par Heaviside. Les équations de Maxwell sous forme locale [23] sont définies par :
divB = 0 (1.1)
rotE = −∂B
∂t
(1.2)
divE =
ρ
ǫ
(1.3)
rotB = µJ+ µǫ
∂E
∂t
(1.4)
avec :
– ρ représente la densité volumique de charge (en C/m3).
– J le vecteur densité de courant (en A/m2).
– E le vecteur champ élecrique (en V/m).
– B le vecteur champ magnétique (en A/m).
– ǫ la permittivité du milieu (en F/m)
– µ la perméabilité du milieu (en H/m).
Les équations (1.1) et (1.2) sont valables quelque soit le milieu considéré tandis que les équa-
tions (1.3) et (1.4) dépendent du milieu considéré. L’équation (1.1) est appelée équation relatif au
flux magnétisme. L’équation (1.2) est appelée équation de Maxwell-Faraday. L’équation (1.3) est
appelée équation de Maxwell-Gauss dont découle le théorème de Gauss (sous forme intégrale).
L’équation (1.4) est appelée équation de Maxwell-Ampère dont découle le théorème d’Ampère
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(sous forme intégrale). Il est possible d’exprimer la permittivité et la perméabilité du milieu à
partir de leurs valeurs dans le vide par :
ǫ = ǫrǫ0 (1.5)
µ = µrµ0 (1.6)
avec :
– ǫr la permittivité relative du milieu
– ǫ0 la permittivité relative du vide
– µr la perméabilité relative du milieu
– µ0 la perméabilité relative du vide
Il faut noter que dans le vide ǫr = 1 et µr = 1.
Dans le cas particulier où il n’y a pas de charge (milieu non conducteur avec ρ = 0 et J = 0), il
est possible de montrer que le champ électrique E vérifie l’équation :
∇2E− µǫ∂
2E
∂2t
= 0 (1.7)
∇2 correspond à l’opérateur laplacien.
1.2.2.3.b Polarisation de l’onde
Dans le cas d’une onde plane monochromatique se propageant vers l’axe (Oz) vers les z
croissants (progressive suivant l’axe (0z)), le champ E(r, t) s’écrit sous la forme :
E(r, t) =


|Ex| cos (wt− kz + δx)
|Ey| cos (wt− kz + δy)
0

 (1.8)
avec k = 2πλ le vecteur d’onde (le produit scalaire k.r = z car k =
[
0 0 k
]
).
Une onde plane est caractérisée par le fait que les fronts d’onde sont des plans infinis, per-
pendiculaires à la direction de propagation. L’équation (1.7) peut alors être simplifiée sous le
nom d’équation de Helmholtz :
∇2E+ µǫw2∂
2E
∂2t
= 0 (1.9)
Il est important de noter que les caractéristiques du champ électrique (amplitude et phase) varie
en fonction du milieu de propagation.
L’équation de la trajectoire est obtenue en éliminant le temps :
cos2 (wt− kz) + sin2 (wt− kz) = 1 (1.10)
((
Ex
|Ex| sin (δy)−
Ey
|Ey| sin (δx)
)
1
sin (δ)
)2
+
((
Ex
|Ex| cos (δy)−
Ey
|Ey| cos (δx)
)
1
sin (δ)
)2
= 1
(1.11)
Après simplification, nous avons :
E2x
|Ex|2 +
E2y
|Ey|2 −
2ExEy
|Ex||Ey| cos (δ) = sin
2 (δ) (1.12)
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(b) Polarisation VV.
Figure 1.3 – Exemple de polarisation en émission et en réception.
avec δ = δy−δx. L’équation (1.12) correspond à l’équation d’une ellipse. L’ellipse est totalement
caractérisée par le couple d’angles (ψ,τ) (Figure 1.4). L’angle noté ψ entre l’horizontale et le
grand axe de l’ellipse est appelé angle d’orientation de l’ellipse et est compris entre
[−π2 ; π2 ].
L’angle noté τ caractérise l’ellipticité, vérifie la relation tan (τ) = |Ey|/|Ex| et appartient à
l’intervalle
[−π4 ; π4 ]. L’onde électromagnétique polarisée elliptiquement est lévogyre ou polarisée
elliptiquement à gauche (resp. dextogyre ou polarisée elliptiquement à droite) si le champ tourne
dans le sens trigonométrique direct (resp. rétrograde) pour un observateur qui voit l’onde arriver
vers lui. L’onde est dite polarisée horizontale (resp. verticale) si l’angle τ = 0 et ψ = 0 (resp.
ψ = π2 ). L’onde est dite polarisée circulairement gauche (resp. droite) si τ = +
π
4 ou τ = −π4 et
ψ = −π4 (resp. ψ = π4 ).
Dans notre étude, nous supposons que notre onde est polarisée horizontalement ou vertica-
lement. La polarisation horizontale, notée polarisation H, est aussi appelée transverse électrique
ou perpendiculaire. De même, la polarisation verticale, notée polarisation V, est aussi appelée
polarisation transverse magnétique ou parallèle.
En général, on s’assure d’avoir la même polarisation en émission et en réception : on parle
alors de polarisation directe (co-polarization en anglais). Cependant, il est possible de travailler en
polarisation croisée (cross-polarization en anglais) mais ce mode de fonctionnement a pour effet
d’avoir une perte importante en dB. On préfère utiliser une forme matricielle pour représenter
l’état de polarisation.
1.2.2.3.c Bilan de liaison
On considère un radar en configuration bistatique. Lorsque l’antenne émettrice génère une
onde, l’antenne réceptrice ne reçoit pas la même puissance. En effet, la cible ne va diffuser qu’une
petite partie de l’onde émise qui plus est dans des directions différentes. Le bilan de puissance
est alors définie à partir de l’équation radar :
Pr = Pe
GrGeλ
2σspq
(4π)2R2eR
2
r
, (1.13)
avec Pr (resp. Pe) la puissance reçue (resp. émise), Gr (resp. Ge) le gain de l’antenne receptrice
(resp. émettrice), Rr (resp. Re) la distance entre la cible et le récepteur (resp. distance entre la
cible et l’émetteur), λ la longueur d’onde du radar et σspq la surface équivalente radar avec p (resp.
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Figure 1.4 – Ellipse de polarisation.
q) la polarisation de l’onde diffusée (resp. incidente). L’un des objectifs va être de calculer la
valeur de la surface équivalente radar. La surface équivalente radar quantifie le pouvoir réflecteur
de la cible. Elle dépend de plusieurs facteurs :
– la polarisation de l’onde émise et diffusée.
– la forme de l’objet.
– la longueur d’onde du radar.
– la matière constituant la cible.
– la position de l’objet déterminé par la distance et l’angle entre le radar et la cible.
La surface équivalente radar peut être définie de la manière suivante [158] :
σspq = limr→∞
4πr2
|Es(r)|2
|Ei|2 , (1.14)
avec Ei le champ électrique incident et Es le champ électrique réfléchi. La limite suppose que
l’on travaille en champ lointain et par conséquent que l’onde est supposée plane.
Cette première partie permet d’exposer les différents systèmes d’acquisition utilisés en envi-
ronnement maritime. L’objectif de la partie suivante est d’introduire la théorie des probabilités
permettant de caractériser les données issues de capteurs.
1.3 Théorie des probabilités
L’objectif de cette section est de développer les principes fondamentaux statistiques des lois
continues utilisées pour modéliser des phénomènes aléatoires et qui sont utiles par la suite [192].
1.3.1 Définitions
La théorie mathématique des probabilités a été introduite au xviième siècle par Cardano puis
reprise par Fermat et Pascal au xviiième siècle permettant de résoudre les jeux de hasard. Par
exemple, il est possible de se demander quelle est la probabilité de tirer le même numéro sur trois
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lancés de dés à six faces ? Les résultats possibles appartiennent à l’ensemble Ω = {1, 2, 3, 4, 5, 6}.
L’ensemble Ω est appelé espace des réalisations et un élément w ∈ Ω tel que |w| = 1 est
appelé événement élémentaire. Lors d’une expérience aléatoire, un événement est choisi parmi
un ensemble d’événement A, où A est un sous-ensemble des parties de Ω. L’ensemble des parties
de Ω est noté P(Ω). Par exemple, si Ω = {a, b, c}, l’ensemble des parties de Ω est constitué de 2|Ω|
éléments avec P(Ω) = {∅, a, b, c, (a, b), (a, c), (b, c),Ω}. Il est possible de traiter des problèmes en
considérant un sous-ensemble A de Ω. La définition axiomatique d’une loi de probabilité P a été
proposée par Kolmogorov sous forme de 3 axiomes :
1)∀A ⊆ Ω,P(A) ≥ 0
2)P(Ω) = 1
3)Si A ∩B = ∅,P(A ∪B) = P(A) + P(B)
(1.15)
Lorsque l’espace des réalisations est continu, il devient plus difficile de dénombrer l’ensemble A.
Cependant, la notion de tribu permet de le réaliser.
Définition 1.3.1 (Tribus). Un ensemble A de parties de Ω (A ∈ P(Ω)) est une tribu si :
1)Ω ∈ A
2)Si A ∈ A, alors le complémentaire Ω/A ∈ A
3)Si l’on dispose d’une suiteA1, . . . , An d’éléments de A, alors l’union ∪Ai ∈ A
(1.16)
La tribu sur R, appelée aussi tribu des boréliens, est la tribu engendrée par des intervalles
de R. Le couple (Ω,A) est appelé espace mesurable.
Définition 1.3.2 (Espace de probabilité). Un espace de probabilité est un triplet (Ω,A,P) où
A est une tribu sur Ω et P est une probabilité sur A
Définition 1.3.3 (Mesure). Une mesure µ est une mesure sur une tribu A tel que :
1)µ(A) ≥ 0
2)Si ∀i, o ∈ N , Ai ∩Ao = ∅, alors µ(∪Ai) =
∑
µ(Ai)
3)∃A ∈ A tel que µ(A) < +∞
(1.17)
Définition 1.3.4. Lorsque l’espace des réalisations est R, on parle de variable aléatoire continue.
Définition 1.3.5. La fonction de répartition d’une variable aléatoire X, notée FX est définie
par :
FX :
{
R −→ [0; 1]
x 7−→ P(X ≤ x) (1.18)
continue à droite et vérifiant les conditions aux limites :
lim
x→−∞
FX(x) = 0 (1.19)
lim
x→+∞
FX(x) = 1 (1.20)
Définition 1.3.6. Une variable aléatoire est dite à densité si sa fonction de répartition est
dérivable. La fonction de densité appelée plus communément fonction de densité de probabilité
d’une variable aléatoire X, notée fX vaut :
fX :
{
R −→ R
x 7−→ F ′X(x)
(1.21)
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Lorsque la fonction de densité de probabilité est intégrable, on obtient les propriétés suivantes :
∀x ∈ R, fX(x) ≥ 0 (1.22)∫ +∞
−∞
fX(x)dx = 1 (1.23)
FX(x) =
∫ x
−∞
fX(u)du (1.24)
Définition 1.3.7. L’espérance mathématique d’une variable aléatoire à densité X est définie
par :
E[X] =
∫ +∞
−∞
xfX(x)dx (1.25)
L’espérance est appelée aussi moment d’ordre 1.
Définition 1.3.8. Il est possible d’estimer les moments à des ordres supérieurs à 1. Un moment
d’ordre k noté Mk est définie par :
Mk(X) = E[X
k] =
∫ +∞
−∞
xkfX(x)dx (1.26)
Définition 1.3.9. La fonction caractéristique d’une variable aléatoire X, notée φX , est obtenue
à partir de la relation :
φX(u) = E[exp (juX)] =
1
2π
∫ +∞
−∞
fX(x) exp (jux)dx (1.27)
Il est possible d’obtenir la fonction de densité de probabilité en calculant la transformée de
Fourier de sa fonction caractéristique :
fX(x) =
∫ +∞
−∞
φX(u) exp (−jux)du (1.28)
Définition 1.3.10. Soit un couple de variables aléatoires (X,Y ) défini par une fonction de
densité conjointe fX,Y (x, y). Les fonctions de densités marginales sont définies par :
fX(x) =
∫
R
fX,Y (x, y)dy (1.29)
fY (y) =
∫
R
fX,Y (x, y)dx (1.30)
Définition 1.3.11. Soit un couple de variables aléatoires (X,Y ) défini par une fonction de
densité conjointe fX,Y (x, y). Les lois conditionnelles sont obtenues par :
fX/Y (x/y) =
fX,Y (x, y)
fY (y)
(1.31)
Définition 1.3.12. Deux variables aléatoires X et Y sont dites indépendantes si leurs lois
marginales sont égales à leurs lois conditionnelles.
Propriété 1.3.1. Lorsque deux variables aléatoires X et Y sont indépendantes, on a la relation :
fX,Y (x, y) = fX(x)fY (y) (1.32)
Propriété 1.3.2. Soient X et Y deux variables aléatoires à densité tel que Y = g(X), avec g
bijective et dérivable. La densité de probabilité fY (y) est déterminée par la relation :
fY (y) =
fX(g
−1(y))
|g′(g−1(y))| (1.33)
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1.3.2 Quelques lois continues
Nous proposons ci-dessous une liste non-exhaustive de lois continues couramment utilisées
en statistique. Elles ont la particularité d’être unimodales.
Remarque 1.3.1. Il est important de noter que les lois ayant pour support x ∈ R+∗ sont généra-
lisables sur R par un changement de variable y = x− δ.
1.3.2.1 Loi Gaussienne
La loi normale a été découverte par de Moivre en 1733 comme étant la limite d’une loi
binomiale. Cependant, Gauss formalisa mathématiquement cette loi. On la retrouve comme
modèle pour les distributions d’erreurs de mesure autour d’une valeur vraie. On dit que X suit
une loi normale ou Gaussienne de paramètre δ ∈ R et σ ∈ R+∗ (c.f. Figure 1.5(a)), notée
X ∼ N (δ, σ2), si elle admet une densité de probabilité de la forme :
fN (δ,σ2)(x) =
1√
2πσ2
exp
(
−1
2
(
x− δ
σ
)2)
, ∀x ∈ R (1.34)
Le paramètre δ est appelé la moyenne et le paramètre σ l’écart-type (on peut parler de variance
avec σ2).
La fonction de répartition d’une variable aléatoire GaussienneX ∼ N (δ, σ2) (c.f. Figure 1.5(b))
est définie par :
FN (δ,σ2)(x) =
1
2
(
1 + erf
(
x− δ
σ
√
2
))
, ∀x ∈ R (1.35)
avec erf correspondant à la fonction erreur de Gauss :
erf(z) =
2√
π
∫ z
0
exp
(−ζ2)dζ (1.36)
Un estimateur de la moyenne et de la variance à partir d’un vecteur échantillon x = (x1, . . . , xn)
est donné par :
δˆ =
1
n
n∑
i=1
xi (1.37)
σˆ2 =
1
n− 1
n∑
i=1
(xi − δˆ)2 (1.38)
1.3.2.2 Loi de Weibull
La loi de Weibull a été introduite par Waloddi Weibull [229]. Elle est très souvent utilisée
pour modéliser des durées de vie.
On dit que X suit une loi de Weibull de paramètre λW ∈ R+∗ et kW ∈ R+∗, notée
W(λW , kW ), si sa densité de probabilité (c.f. Figure 1.6(a)) est déterminée par la relation :
fW(λW ,kW )(x) =


kW
λW
(
x
λW
)(kW−1)
exp
(
−
(
x
λW
)kW)
si x ≥ 0
0 sinon.
(1.39)
avec λW appelée le paramètre d’échelle et kW le paramètre de forme.
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(a) Représentation de la fonction de densité de pro-
babilité Gaussienne.
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(b) Représentation de la fonction de répartition
Gaussienne.
Figure 1.5 – Influence des paramètres de la loi normale sur les variations de la densité de
probabilité et la fonction de répartition.
La fonction de répartition d’une variable aléatoire de Weibull X ∼ W(λW , kW ) (c.f. Fi-
gure 1.6(b)) a pour expression :
FW(λW ,kW )(x) =


1− exp
(
−
(
x
λW
)kW)
si x ≥ 0
0 sinon.
(1.40)
La distribution de Weibull a notamment été utilisée pour modéliser les échos parasites ré-
fléchies par la mer appelés aussi fouillis de mer [75] (on peut parler aussi de clutter de mer), le
fouillis terrestre [74,196] et le fouillis de glace [30].
Il est possible d’estimer les paramètres de la loi de Weibull à partir d’un maximum de
vraisemblance.
1.3.2.3 Loi de Rayleigh
La loi de Rayleigh apparaît souvent pour décrire le bruit de certains récepteurs de trans-
mission. Une variable aléatoire X suit une loi de Rayleigh de paramètre σR ∈ R+∗, notée
X ∼ R(σR), si sa densité de probabilité (c.f. Figure 1.7(a)) s’écrit sous la forme :
fR(σR)(x) =


x
σR2
exp
(
− x
2
2σR2
)
si x ≥ 0
0 sinon.
(1.41)
Un estimateur du paramètre σR :
σˆR =
√√√√ 1
2n
n∑
i=1
x2i (1.42)
La fonction de répartition d’une variable aléatoire de RayleighX ∼ R(σR) (c.f. Figure 1.7(b))
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(a) Représentation de la densité de probabilité de la
loi de Weibull.
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(b) Représentation de la fonction de répartition de la
loi de Weibull.
Figure 1.6 – Influence des paramètres de la loi de Weibull sur les variations de la densité de
probabilité et la fonction de répartition.
est obtenue par :
FR(σR)(x) =

 1− exp
(
− x
2
2σR2
)
si x ≥ 0
0 sinon.
(1.43)
1.3.2.4 Loi exponentielle
La loi exponentielle est très souvent utilisée pour modéliser la loi de la durée de vie d’un
atome radioactif ainsi que les risques de panne. Une variable aléatoireX suit une loi exponentielle
de paramètre αE ∈ R+∗, notée aussi X ∼ E(αE), si sa fonction de probabilité s’écrit :
fE(αE)(x) =
{
αE exp (−αEx) si x ≥ 0
0 sinon.
(1.44)
La fonction de répartition d’une variable aléatoire qui suit une loi exponentielle X ∼ E(αE) est
définie par :
FE(αE)(x) =
{
1− exp (−αEx) si x ≥ 0
0 sinon.
(1.45)
L’espérance et l’écart-type d’une loi exponentielle sont égaux et valent 1/αE .
1.3.2.5 Loi gamma
La loi gamma est utilisée comme loi de probabilité pour prévoir la durée de vie des appareils
qui subissent une usure. Une variable aléatoire X suit une loi gamma de paramètre αG ∈ R et
βG ∈ R, notée aussi X ∼ G(αG, βG), si sa fonction de probabilité (c.f. Figure 1.9(a)) s’écrit :
fG(αG,βG)(x) =


1
βG
αGΓ(αG)
xαG−1 exp
(
− x
βG
)
si x ≥ 0
0 sinon.
(1.46)
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(a) Représentation de la densité de probabilité de la
loi de Rayleigh.
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(b) Représentation de la fonction de répartition de la
loi de Rayleigh.
Figure 1.7 – Influence des paramètres de la loi de Rayleigh sur les variations de la densité de
probabilité et la fonction de répartition.
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(a) Représentation de la densité de probabilité de la
loi exponentielle.
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(b) Représentation de la fonction de répartition de la
loi exponentielle.
Figure 1.8 – Influence des paramètres de la loi exponentielle sur les variations de la densité de
probabilité et la fonction de répartition.
avec Γ représentant la fonction d’Euler.
La fonction de répartition d’une variable aléatoire d’une loi gamma X ∼ G(αG, βG) (c.f.
Figure 1.7(b)) est définie par :
FG(αG,βG)(x) =


1
βG
αGΓ(αG)
∫ x
0
tαG−1 exp
(
− t
βG
)
dt si x ≥ 0
0 sinon.
(1.47)
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(a) Représentation de la densité de probabilité de la
loi gamma.
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(b) Représentation de la fonction de répartition de la
loi gamma.
Figure 1.9 – Influence des paramètres de la loi de gamma sur les variations de la densité de
probabilité et la fonction de répartition.
Il est possible d’estimer les paramètres de la loi gamma à partir de ses moments :
M1 = αGβG (1.48)
M2 = αG(αG + 1)βG
2 (1.49)
On aura alors :
αˆG =
M
2
1
M2 −M21
(1.50)
βˆG =
M2 −M21
M1
(1.51)
Lorsque αG est entier, la quantité Γ(αG) = (αG − 1)!. La loi Gamma G est alors une somme
de αG variables aléatoires indépendantes suivant une loi exponentielle de paramètre βG, plus
connue sous le nom de loi d’Erlang.
1.3.2.6 Loi K
La loi K a été introduite par Jakeman et Pusey [105] pour décrire les statistiques de la
diffusion issue de la surface de mer. Ce modèle suppose que le nombre de diffuseurs à l’intérieur
d’une cellule de résolution est décrit par un processus aléatoire de naissance, mort et migration
(birth-death-migration process en anglais). L’utilisation de la loi K suggère plusieurs hypothèses.
Le champ diffusé par la surface est la somme d’ondes réfléchies par plusieurs diffuseurs réparties
dans une cellule de résolution. Les amplitudes et les phases de ces ondes réfléchies sont des
variables aléatoires indépendantes. En supposant que la cellule de résolution est grande par
rapport à la longueur d’onde, la phase est distribuée uniformément sur [0; 2π]. Ensuite, le nombre
de diffuseurs à l’intérieur de la cellule de résolution est une variable aléatoire distribuée selon
une loi binomiale négative de paramètre αB. On suppose ensuite que le nombre de diffuseurs
est grand dans chaque cellule. Lorsque αB est infini, les diffuseurs sont supposés indépendants
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entre eux, le nombre de diffuseurs suit une loi de Poisson. Le champ diffusé suit alors une loi de
Rayleigh. Mathématiquement, une variable aléatoire X suit une loi K, de paramètres µK1 ∈ R
et νK1 ∈ R+∗, notée X ∼ K(µK1 , νK1), si sa densité de probabilité s’écrit sous la forme :
fK(µK1 ,νK1 )(x) =


2µK1
Γ(νK1)
(µK1x
2
)νK1
KνK1−1 (µK1x) si x ≥ 0
0 sinon.
(1.52)
avec µK1 le facteur d’échelle, νK1 le paramètre de forme (et aussi le paramètre de la loi binomiale)
et KνK1−1 une fonction modifiée de Bessel de seconde espèce d’ordre νK1 − 1 [1]. En résumé,
cette loi a été introduite pour représenter l’amplitude statistique du fouillis de mer [106].
À noter qu’il est possible de trouver d’autres paramétrisations pour la loi K impliquant
3 paramètres [14], aussi appelée loi K généralisée. Une variable aléatoire X suit une loi K
généralisée, de paramètres µK ∈ R, νK ∈ R+∗ et L ∈ R+∗, notée X ∼ K(µK , νK , L), si sa
densité de probabilité s’écrit sous la forme :
fK(µK ,νK ,L)(x) =


2
x
(
LνKx
µK
)L+νK
2 1
Γ(L)Γ(νK)
KνK−L
(
2
√
LνKx
µK
)
si x ≥ 0
0 sinon.
(1.53)
avec KνK−L une fonction modifiée de Bessel de seconde espèce d’ordre νK − L [1].
Cette loi est notamment utilisée en imagerie [227]. En effet, les données brutes doivent avoir
un traitement différent suivant les échelles de représentation utilisées pour constituer l’image. En
général, on enregistre les données brutes à une résolution spatiale constante fixée par l’opérateur.
Lorsque la taille du pixel de l’image excède cette résolution spatiale, la réflectivité associée à
un pixel de l’image correspond au moyennage des réflectivités des L données brutes situées à
l’intérieur du pixel. En imagerie SAR, la quantité L est appelée le nombre de looks.
Remarque 1.3.2. Une variable aléatoireX qui suit une loi K généralisée est obtenue par le produit
de deux variables aléatoires, l’une étant une distribution gamma de moyenne 1 et de paramètre
de forme L, l’autre une distribution gamma de moyenne µK et de paramètre de forme νK .
Remarque 1.3.3. Il est possible de réécrire l’équation (1.52) de paramètres νK2 > −1 et µK2 > 0,
notée X ∼ K(µK2 , νK2) (c.f. Figure 1.10(a)) :
fK(µK2 ,νK2 )(x) =


2
µK2Γ(νK2 + 1)
(
x
2µK2
)νK2+1
KνK2
(
x
µK2
)
si x ≥ 0
0 sinon.
(1.54)
Par la suite, nous utilisons cette paramétrisation. Le lien entre l’équation (1.52) et l’équa-
tion (1.53) est détaillé en Annexe A.
La fonction de répartition d’une variable aléatoire X suivant une loi K (c.f. Figure 1.10(b))
est obtenue par :
FK(µK2,νK2)(x) =

 1−
1
2νK2Γ(νK2 + 1)
(
x
µK2
)νK2+1
KνK2+1
(
x
µK2
)
si x ≥ 0
0 sinon.
(1.55)
La loi K donnée par l’équation (1.52) ou l’équation (1.54) a été appelée par Ward et al. [225]
comme la loi K composée. La paramétrisation d’une variable aléatoire suivant une loi K com-
posée (compound K-distribution en anglais) de paramètres νKc > −1 et µKc > 0, notée X ∼
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K(µKc, νKc) :
fK(µKc,νKc)(x) =


4
µKcΓ(νKc + 1)
(
x
µKc
)νKc+1
KνKc
(
2x
µKc
)
si x ≥ 0
0 sinon.
(1.56)
Cette distribution a une justification physique. Elle est obtenue par le produit de deux compo-
santes : une composante distribuée suivant une loi gamma modélisant les phénomènes de grandes
échelles avec des variations lentes (vagues de gravité) et une composante distribuée suivant une
loi de Rayleigh modélisant les phénomènes à variations rapides (vagues de capillarité). La com-
posante modélisant les phénomènes à variations lentes est appelée modulation et la composante
modélisant les phénomènes à variations rapides est appelée tavelure (speckle en anglais). Il est
possible de relier ce modèle statistique au modèle composite à deux échelles, qui est une méthode
asymptotique permettant de calculer la contribution des vagues de gravité et de capillarité dans
le calcul du coefficient de diffusion [43].
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(a) Représentation de la densité de probabilité de la
loi K.
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(b) Représentation de la fonction de répartition de la
loi K.
Figure 1.10 – Influence des paramètres de la loi K sur les variations de la densité de probabilité
et la fonction de répartition.
Il est possible d’estimer les paramètres de la distribution d’une loi K à partir d’un maximum
de vraisemblance [5, 55].
1.3.2.7 Loi χ2
Une variable aléatoire X suit une loi du χ2 de paramètre αχ, notée aussi X ∼ χ2(αχ), si sa
densité de probabilité s’écrit sous la forme :
fχ2(αχ)(x) =


1
2
αχ
2 Γ(
αχ
2 )
x
αχ
2
−1 exp (−x
2
) si x ≥ 0
0 sinon.
(1.57)
Le paramètre αχ correspond au nombre de degrés de liberté de la loi.
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La fonction de répartition d’une variable aléatoire d’une loi du χ2 X ∼ χ2(αχ) a pour
expression :
Fχ2(αχ)(x) =


∫ x
2
0 exp (−t)t
αχ
2
−1dt
Γ(
αχ
2 )
si x ≥ 0
0 sinon.
(1.58)
        	 
 




	

























(a) Représentation de la densité de probabilité de la
loi du χ2.
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(b) Représentation de la fonction de répartition de la
loi du χ2.
Figure 1.11 – Influence des paramètres de la loi du χ2 sur les variations de la densité de
probabilité et la fonction de répartition.
Dans la suite de ce manuscrit, les lois de Gauss, Weibull et K sont notamment utilisées pour
estimer les données issues de capteurs sonar et radar dans les chapitre 3 et 4.
1.3.3 Théorèmes de convergence
Théorème 1.3.1 (Convergence en loi). Soit (Xn)n∈N une suite de variables aléatoires définies
sur un espace probabilisé (Ω,P(Ω),P), Fn leurs fonctions de répartitions, et X une variable
aléatoire définie sur le même espace, de fonction de répartition F .
On dit que la suite (Xn) converge en loi si et seulement si en tout point x où F est continue, on
a :
lim
n→+∞
Fn(x) = F (x) (1.59)
Théorème 1.3.2 (Théorème de la limite centrale). Soit (Xk)k∈N une suite de n variables aléa-
toires indépendantes qui suivent une même loi d’espérance δ et de variance σ2. La quantité :
Yn =
n∑
k=1
Xk − nδ
σ
√
n
(1.60)
converge en loi vers N (0, 1) lorsque n tend vers l’infini.
Dans cette section, nous avons présenté diverses distributions utilisées en statistique pour
caractériser des données. Cependant, ces modèles ne sont pas toujours adaptés pour représenter
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ces données issues d’expériences ou de phénomènes aléatoires. Par conséquent, la partie suivante
liste deux test statistiques permettant de vérifier l’adéquation entre les données théoriques et
réelles : le test du χ2 et le test de Kolmogorov-Smirnov.
1.4 Tests statistiques
Il est difficile d’évaluer visuellement la qualité d’un modèle obtenu à partir d’échantillons. Le
problème est donc de trouver un critère permettant d’évaluer la pertinence d’un modèle. Plu-
sieurs mesures de similarité entre distributions observées et théoriques permettent de quantifier
la validité d’un modèle :
– distance du χ2 [172].
– distance de Kolmogorov-Smirnov [145].
– la divergence de Kullback-Leibler [126].
– distance de Bhattacharya [21].
Nous nous intéressons plus particulièrement aux mesures découlant de tests statistiques de qua-
lité d’ajustement (goodness-of-fit en anglais). Il existe deux grandes familles de tests statistiques :
l’une appelée tests paramétriques et l’autre appelée tests non paramétriques. La différence entre
ces deux familles est que le test non paramétrique se porte sur la loi elle-même et non sur les
paramètres de la loi sous-jacente. L’objectif est de savoir si la loi choisie peut modéliser ou non
les données. Les deux tests non paramétriques [192] permettant d’évaluer la validité d’une hypo-
thèse sont le test du χ2 et le test de Kolmogorov-Smirnov. Par la suite, nous détaillons ces deux
tests non paramétriques. Nous supposons x = (x1, . . . , xn) un vecteur échantillon et l’hypothèse
H0 :
– H0 : Les échantillons x suivent la loi L avec D paramètres à estimer.
1.4.1 Test du χ2
Le test du χ2 a été initié par Karl Pearson en 1900. Avant de réaliser un test, il est nécessaire
de formuler une hypothèse où les données sont issues d’une loi quelconque. Les données ont été
préalablement rangées en classe. Le test du χ2 se décompose ensuite en plusieurs étapes. On
détermine le nombre de degrés de liberté à partir du nombre de classes. Ensuite, on fixe un seuil
ou risque de se tromper. À partir de ces deux quantités, il faut calculer la distance critique à
l’aide d’une table de χ2. On calcule enfin la distance entre les échantillons et la loi. Au final
l’hypothèse est rejetée si la distance est supérieure à la valeur critique ; dans le cas contraire,
l’hypothèse est validée.
Mathématiquement, ce test est formulé de la façon suivante. Tout d’abord, nous répartissons
les n échantillons dans N classes distinctes, notées Ci avec i ∈ [1;N ]. On détermine ensuite les
effectifs théoriques des classes par n×PL(Ci). Pour que le test soit valable, les effectifs théoriques
de chaque classe doivent vérifier n×PL(Ci) > 5. Si ce n’est pas le cas, il est nécessaire de regrouper
certaines classes entre elles. Une fois que cette contrainte est vérifiée, on calcule la quantité χ20 :
χ20 =
N∑
i=1
(Ni − nPL(Ci))2
nPL(Ci)
(1.61)
Le χ20 mesuré sur l’échantillon suit une loi du χ
2 avec N −D − 1 degrés de liberté. À seuil fixé,
si χ20 ≥ χ2 l’hypothèse peut être validée.
Lors qu’on réalise un test du χ2, les effectifs théoriques doivent être supérieurs à 5 et donc
par conséquent nous devons être attentifs au découpage entre les différentes classes.
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1.4.2 Test de Kolmogorov-Smirnov
Le test de Kolmogorov-Smirnov compare la fonction de répartition des échantillons avec celle
de la loi considérée.
Soient (Fn)n∈N les fonctions de répartition empiriques d’échantillons de taille n, engendrées
par une loi de fonction de répartition F . On a :
lim
n→∞
P
(
max
x∈R
|Fn(x)− F (x)| ≥ c√
n
)
= α(c) (1.62)
avec
α(c) = 2
∞∑
i=1
(−1)i−1 exp (−2i2c2) (1.63)
Lorsque nous effectuons un test de Kolmogorov-Smirnov, nous précisons la valeur critique per-
mettant de rejeter l’hypothèse nulle (notée p-value dans le chapitre 3) ainsi que l’écart maximal
entre la fonction de répartition observée et attendue (noté ksstat dans le chapitre 3).
L’avantage du test de Kolmogorov-Smirnov par rapport au test du χ2 est de travailler di-
rectement avec la fonction de répartition, ce qui ne pose pas de problème de découpage dans la
définition des classes. Par conséquent, nous préférons par la suite utiliser le test de Kolmogorov-
Smirnov plutôt que le test du χ2.
1.5 Conclusion
Nous avons présenté dans ce chapitre les systèmes radar et sonar utilisés en milieu maritime.
Nous avons pu voir qu’il existe une analogie entre ces deux technologies. Dans la suite de ce
manuscrit, nous nous intéressons à deux problèmes : la caractérisation des sédiments marins et
la caractérisation du fouillis de mer.
La théorie des probabilités utilisée par la suite a été présentée afin de caractériser des phéno-
mènes aléatoires. Le problème est qu’il existe un grand nombre de lois de probabilité et qu’il est
parfois difficile de faire un choix. Pendant longtemps, les méthodes statistiques ont été fondées
sur l’hypothèse que les données pouvaient être modélisées par une loi Gaussienne. En pratique,
l’hypothèse Gaussienne n’est pas toujours vérifiée. Les données que nous considérons dans le
cadre de ce travail ne sont pas Gaussiennes et présentent deux propriétés : une propriété d’asy-
métrie qui caractérise le fait que la densité de probabilité ne présente pas de symétrie par rapport
à un mode et une propriété de queue lourde qui caractérise le fait que la queue de la distribution
décroît plus lentement qu’une queue de loi Gaussienne. Cependant, il est possible de considérer
ces propriétés à partir des distributions α-stables. Par conséquent, le chapitre suivant est consa-
cré au développement des différentes définitions des distributions α-stables qui sont retenues
dans le présent travail.
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Dans le chapitre précédent, nous avons introduit les différents systèmes d’acquisition des don-
nées issues de la perception et de l’observation de l’environnement naturel, ainsi que des éléments
théoriques de probabilité permettant la description statistique de l’information. Nous avons no-
tamment fait l’inventaire des lois de probabilité les plus utilisées. Le problème avec ces lois est
qu’elles n’arrivent pas toujours à représenter les phénomènes de queue lourde et d’asymétrie de
la densité de probabilité considérée. Par conséquent, nous utilisons une famille de lois appelée
les distributions α-stables permettant de prendre en compte ces contraintes. Nous développons
notamment la définition de stabilité ainsi que l’expression de sa fonction de répartition et de
sa densité de probabilité. Nous exposons notamment les différentes familles d’estimateurs d’une
loi α-stable basées sur : les quantiles, la fonction caractéristique, le maximum de vraisemblance.
Nous développons aussi l’algorithme des moindres carrés que nous avons proposé pour l’estima-
tion des distributions α-stables et comparons les performances avec les autres estimateurs. Enfin,
nous étudions l’extension des définitions des lois stables à plusieurs dimensions.
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2.1 Introduction
Nous avons présenté dans le chapitre précédent les différentes notions mathématiques autour
d’une variable aléatoire. Nous avons exposé plusieurs lois continues utilisées en analyse de don-
nées et en traitement du signal. L’objectif de ce chapitre est de présenter une classe particulière
de lois : les distributions α-stables que nous avons retenues dans le cadre de notre travail.
La loi normale ou dite de Gauss est la distribution statistique la plus connue et la plus utilisée
depuis longtemps. Plusieurs ouvrages [122, 130] attribuent la découverte de la loi normale au
mathématicien français Abraham de Moivre apparue dans sa seconde édition de The doctrine
of chance [48]. Il y décrit la loi normale comme une approximation de la loi binomiale pour
des tailles d’échantillons n grands. Toutefois, Stigler [207] rejette cette hypothèse puisque de
Moivre n’utilisait pas la notion de densité de probabilité normale. En réalité, la paternité de la
loi normale est dû aux travaux de Gauss [85] sur la minimisation de l’erreur de mesure à partir
de la méthode des moindres carrés. Laplace contribua fortement aux travaux sur la loi normale
notamment en explicitant le calcul de l’intégrale d’Euler (bien avant Gauss) et en démontrant
le théorème de la limite centrale. Par la suite, Maxwell montra que la loi normale n’était pas
juste un outil mathématique mais bien un modèle permettant de modéliser des phénomènes
naturelles [148]. En réalité, la loi Gaussienne n’est qu’un cas particulier des distributions α-
stables. En effet, Laplace s’est intéressé à trouver l’expression analytique de la transformée de
Fourier d’une densité de probabilité : il en arrive à la conclusion que la transformée de Fourier
d’une Gaussienne a la même expression que la densité de probabilité Gaussienne. Par la suite,
Cauchy étend les travaux de Laplace en calculant la transformée de Fourier d’une fonction de
Gauss généralisée du type fh(x) = 1π
∫ +∞
0 exp(−cth) cos (tx)dt avec h ∈ N. Bien que Cauchy n’ait
pas réussi à résoudre ce problème, il arriva tout de même à l’expression de la loi de Cauchy dans
le cas où h = 1. Dans le cas où l’entier naturel h est remplacé par un réel α, on obtient la famille
des lois α-stables. L’inconvénient à cette époque est que cette famille de lois n’était pas considérée
comme une densité de probabilité. Les travaux de Pòlya et Bernstein ont permis d’établir que
les lois stables étaient des densités de probabilité dans le cas où α ∈]0; 2] [107]. Généralement, on
attribue la découverte des lois stables à Lévy en 1924 dans l’article Théorie des erreurs. La loi
de Gauss et les lois exceptionnelles [141]. Dans cet article, Lévy étudie le théorème de la limite
centrale et note que lorsqu’on utilise la contrainte d’une variance infinie, la loi limite est une loi
stable. Lévy se propose ensuite de déterminer l’expression de la transformée de Fourier de toutes
les densités de probabilité α-stables. La densité de probabilité d’une distribution α-stable est
souvent caractérisée par l’appellation de loi à queue lourde (heavy-tailes en anglais), du fait que la
queue de la distribution décroît asymptotiquement plus lentement que la loi Gaussienne. Elle est
aussi caractérisée par un coefficient d’asymétrie (skewness en anglais), qui traduit le fait que la
densité de probabilité n’est pas symétrique par rapport à son mode. Elle se caractérise aussi par
un phénomène de leptokurticité, c’est-à-dire que l’on observe la plupart des événements proches
de la moyenne. La notion de stabilité vient du fait que toute combinaison linéaire de variables
aléatoires stables donne aussi une loi stable. Cependant, le principal obstacle à l’utilisation des
lois stables est le manque d’expression analytique exacte pour sa densité de probabilité.
Plusieurs domaines d’application utilisant les distributions α-stables sont recensés dans la
littérature. Une bibliographie très détaillée a été réalisée par Nolan [165] et Uchaikin et Zo-
lotarev [216]. Nous rappellons un bref historique des domaines d’application des distributions
α-stables. La première application des lois α-stables est à mettre à l’actif de l’astronome danois
Holtsmark [102]. Il découvrit en 1919 que la force gravitationnelle exercée par le système stellaire
sur un point de l’univers était modélisée par une distribution α-stable d’exposant caractéristique
α = 32 . Par la suite en 1924, Lévy décrit mathématiquement la définition des lois stables comme
une extension des lois Gaussiennes utilisées dans la théorie des erreurs. Le problème avec la
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définition des lois α-stables est qu’elles n’ont pas d’expression analytique, sauf pour des cas
particuliers comme la loi de Gauss, la loi de Cauchy ou la loi de Lévy. Par conséquent, les lois α-
stables sont restées dans l’anonymat jusqu’aux travaux réalisés en finance par Mandelbrot dans
les années 60 [142] (voir figure 2.1). À cette époque, les marchés financiers étaient exclusivement
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Figure 2.1 – Représentation du nombre de publications par décennie.
fondés sur les travaux de Bachelier [12] respectant trois principes :
– la loi des grands nombres selon laquelle les fluctuations aléatoires se neutralisent et de-
viennent insignifiantes lorsque le nombre d’observations a suffisamment augmenté.
– le théorème de la limite centrale selon lequel une variable aléatoire peut être modélisée par
une Gaussienne.
– toute action du présent est indépendante de son passé.
Cependant, ces modèles mathématiques ne sont plus valides lorsque les marchés sont confron-
tés à une crise. Mandelbrot suggère alors de modéliser les variations du prix du coton à partir
d’une distribution α-stable. Les lois stables sont utilisées pour représenter les fluctuations de la
spéculation boursière, les taux d’intérêt [72,180]. L’une des principales qualités des distributions
stables est de pouvoir modéliser des bruits impulsifs. En effet, le bruit impulsif apparaît dans
de nombreux domaines : en radar [3,13], en traitement de l’image [128], en télécommunications
pour les lignes terrestres [211] et les téléphones portables [86, 88], en acoustique [2, 37]. L’ou-
vrage de Nikias et Shao [160] décrivent les techniques utilisées en traitement du signal à partir
de distributions α-stables symétriques. Plusieurs thèses en traitement du signal font référence
aux distributions α-stables. Par exemple, nous pouvons citer la thèse de Kidmose [116] qui traite
de la séparation aveugle de sources dans le cas où les observations sont des mélanges linéaires de
sources modélisées par des distributions α-stables. Sahmoudi [191] présente dans son mémoire
de thèse des techniques d’estimation et de séparation dans des milieux présentant des phéno-
mènes impulsifs se caractérisant par des processus admettant des distributions à queue lourde ;
Boubchir [25] propose dans sa thèse une méthode de débruitage où les coefficients en ondelettes
sont déterminés par un a priori α-stable.
Dans la suite de ce chapitre, nous présentons les différentes propriétés et définitions des
distributions α-stables.
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2.2 Distributions α-stables unidimensionnelles
Dans cette partie, nous allons présenter les différentes définitions, propriétés et méthodes
d’estimation des distributions α-stables.
2.2.1 Définitions
2.2.1.1 Définition de la stabilité
Il existe plusieurs définitions équivalentes des lois stables ainsi que plusieurs paramétrisations.
Dans la suite, nous présentons trois définitions équivalentes des lois stables.
Définition 2.2.1 (Stabilité). Une variable aléatoire X est stable si ∀ (a,b) ∈ (R+)2, il existe
c ∈ R+ et d ∈ R tels que :
aX1 + bX2 = cX + d (2.1)
avec X1 et X2 deux variables aléatoires indépendantes et identiquement distribuées de même loi
que X.
L’équation (2.1) définit la notion de stabilité mais ne donne en aucun cas la façon de para-
métriser les distributions α-stables. Pour y parvenir, les distributions α-stables sont décrites à
partir de leurs fonctions caractéristiques.
Les lois stables sont couramment définies à partir de leurs fonctions caractéristiques. Il
existe dans la littérature plusieurs paramétrisations des distributions α-stables [213, 236]. La
plus connue est celle décrite par Samorodnitsky and Taqqu. Cependant, la plus utilisée semble
être celle définie par Zolotarev. Samorodnitsky and Taqqu proposent dans [213] de définir une
variable aléatoire stable X à partir de sa fonction caractéristique. La paramétrisation de la
fonction caractéristique (appelée paramétrisation (S)) vérifie :
Définition 2.2.2 (Samorodnitsky and Taqqu [213]). Une variable aléatoire X est dite stable,
notée X ∼ Sα(β, γ, δ), si sa fonction caractéristique s’écrit sous la forme :
φSα(β,γ,δ)(t) =


exp(jtδ − |γt|α[1− jβ tan(πα
2
)sgn(t)]) si α 6= 1
exp(jtδ − |γt|[1 + jβ 2
π
sgn(t) log |t|]) si α = 1
(2.2)
avec les contraintes pour les paramètres α ∈]0; 2], β ∈ [−1; 1], γ ∈ R+∗ et δ ∈ R et sgn la
fonction signe.
On peut interpréter les 4 paramètres précédents de la manière suivante :
– α est appelé l’exposant caractéristique. Il permet de caractériser la queue de la distribution.
Par exemple, plus α est proche de 2 et plus la probabilité d’observer des valeurs de la
variable aléatoire loin de la position centrale est faible et inversement.
– β correspond au paramètre d’asymétrie (appelé skewness). Si β = 1, la distribution est dite
totalement asymétrique à droite. De même, la distribution est dite totalement asymétrique
à gauche si β = −1.
– γ désigne le paramètre de dispersion. Il permet de mesurer la dispersion de la loi autour
du paramètre δ.
– δ est appelé le paramètre de position. Il permet de positionner la loi suivant l’axe des
abscisses.
Zolotarev a proposé dans [236] une autre expression de la fonction caractéristique d’une
distribution α-stable (aussi appelée paramétrisation (Z)).
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Définition 2.2.3 (Zolotarev [236]). Une variable aléatoireX est dite stable, notéeX ∼ Sα(β, γ, δ)
si sa fonction caractéristique s’écrit :
φSα(β,γ,δ)(t) =


exp(jtδ − |γt|α[1 + jβ tan(πα
2
)sgn(t)(|t|1−α − 1)]) si α 6= 1
exp(jtδ − |γt|[1 + jβ 2
π
sgn(t) log |t|]) si α = 1
(2.3)
Nolan [165] discute la paramétrisation à choisir. La paramétrisation proposée par Samorod-
nitsky et Taqqu [213] n’offre pas la continuité de la fonction caractéristique aux points où α = 1
et β = 0, alors que celle de Zolotarev est continue par rapport à tous les paramètres. Pour cette
raison calculatoire, la paramétrisation de Zolotarev est utilisée couramment (c’est le cas dans la
suite de ces travaux).
La propriété de stabilité des lois stables entraîne qu’elles sont les seules limites possibles à
une somme de variables aléatoires indépendantes et identiquement distribuées. Cette remarque
définit le théorème de la limite centrale généralisé. Il a été formalisé dans [28] :
Théorème 2.2.1 (Théorème de limite centrale généralisé). Soit (Xi)i∈N une suite de variables
aléatoires indépendantes et identiquement distribuées. Il existe une suite an > 0 et une suite
bn ∈ R tels que la quantité :
(X1 + · · ·+Xn)
an
+ bn (2.4)
converge en loi vers une loi stable.
Propriété 2.2.1. SoientX1 etX2 deux variables aléatoires indépendantes avecXi ∼ Sα(βi, γi, δi)
avec i = {1, 2}. On a X1 +X2 ∼ Sα(β, γ, δ) avec :
– β =
β1γ
α
1 + β2γ
α
2
γα1 + γ
α
2
– γ = (γα1 + γ
α
2 )
1
α
– δ = δ1 + δ2
Toutes ces définitions ne donnent en aucun cas la manière de représenter les lois stables. Par
conséquent, nous développons par la suite la façon de représenter les lois stables.
2.2.1.2 Densité de probabilité et fonction de répartition
La relation entre la densité de probabilité fSα(β,γ,δ) et sa fonction caractéristique φSα(β,γ,δ)
est connue à travers la transformée de Fourier :
fSα(β,γ,δ)(x) =
∫ ∞
−∞
φSα(β,γ,δ)(t) exp(−jtx)dt (2.5)
Cependant, la densité de probabilité d’une α-stable est difficile à représenter à partir de cette dé-
finition pour deux raisons. Tout d’abord, la fonction à intégrer est complexe. Ensuite, les bornes
de l’intégrale sont infinies. Nolan propose dans [162] un moyen de représenter les distributions
α-stables préalablement normalisées, c’est-à-dire pour γ = 1 et δ = 0. Il s’appuie principalement
sur des changements de variables lui permettant d’obtenir une intégrale aux bornes finies. Les
détails des calculs permettant d’obtenir la densité de probabilité d’une distribution α-stable sont
présentés en Annexe B. En s’appuyant sur les résultats obtenus dans l’Annexe B, nous représen-
tons l’influence de chaque paramètre des distributions α-stables pour plusieurs configurations
en Figure 2.2.
En général, il est difficile de modéliser les différentes distributions à partir de la fonction
caractéristique. Cependant, pour des valeurs de paramètres bien précises, il est possible de
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Figure 2.2 – Représentation de la densité de probabilité des distributions α-stables.
modéliser des distributions connues. En effet, dans le cas où α = 2 et β = 0, on obtient une
distribution Gaussienne de densité de probabilité :
fS2(0,σ/
√
2,δ)(x) =
1√
2πσ
exp
(
−(x− δ)
2
2σ2
)
(2.6)
avec δ correspondant à la moyenne et σ2 à la variance. Il faut noter que σ2 = 2γ2.
Propriété 2.2.2 (Comportement asymptotique des queues de distribution [160]). Les lois α-
stables sont souvent caractérisées par un comportement de queue lourde. Si une variable aléatoire
X suit une loi α-stable symétrique Sα(0, γ, δ), on a alors la propriété suivante :{
lim
x→∞
xαP(X > x) = Cα
1+β
2 γ
α
lim
x→∞
xαP(X < −x) = Cα 1−β2 γα
(2.7)
avec
Cα =
(∫ ∞
0
x−α sin(x)dx
)−1

1− α
Γ(2− α) cos(πα2 )
si α 6= 1
2
π
si α = 1
(2.8)
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Cette quantité permet de distinguer les lois stables par rapport aux lois normales. En effet,
la queue de la distribution stable décroît selon une loi de puissance tandis que la queue de la
distribution Gaussienne décroît selon une loi exponentielle [160]. Concrètement, la queue de
la distribution stable décroît plus lentement que la queue d’une distribution Gaussienne (cf.
figure 2.3).
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Figure 2.3 – Comportement asymptotique des lois stables
Remarque 2.2.1. Dans le cas où α 6= 2, la variance est infinie. Cette propriété peut être observée
en utilisant deux tests. Le premier est appelé le test de la variance infinie [90]. On considère n
échantillons d’une distribution quelconque et on calcule la variance empirique :
S2n =
1
n
n∑
i=1
(xi − x)2 (2.9)
avec x =
1
n
n∑
i=1
xi.
On trace ensuite S2n est fonction de n. Si n augmente et la variance est finie alors le tracé doit
converger.
Le deuxième est appelé le test du log de la queue [142]. Il consiste à fixer t et de calculer la
quantité :
g(t) = log
(
1
n
n∑
i=1
1|xi|>t
)
(2.10)
On trace ensuite g(t) en fonction de log(t). Si la pente devient finie à partir d’une valeur de t,
la loi a une variance infinie.
Il est possible de décrire une distribution de Cauchy pour des valeurs de α = 1 et β = 0. La
densité de probabilité s’écrit alors :
fS1(0,γ,δ)(x) =
1
π
γ
γ2 + (x− δ)2 (2.11)
De plus, on décrit une distribution de Lévy pour des valeurs de α = 12 et β = 1. L’expression de
sa densité de probabilité est la suivante :
fS1/2(1,γ,δ)(x) =
√
γ
2π
1
(x− δ) 32
exp
(
− γ
2(x− δ)
)
(2.12)
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avec x > δ. Les trois lois (définies par les équations (2.6), (2.11) et (2.12)) sont les seules à avoir
une expression analytique exacte de leurs densités de probabilité et appartiennent à la classe des
lois α-stables symétriques.
Définition 2.2.4. Une variable aléatoire est dite α-stable symétrique si β = 0 et δ = 0. De
même, une variable aléatoire est dite symétrique par rapport à δ si β = 0.
Pour les autres cas, la densité de probabilité d’une distribution α-stable peut être obtenue à
partir d’un développement en série entière [20,76] :
f(x;α, β) =


1
πx
∞∑
i=1
(−1)i−1
i!
Γ(αi+ 1)
(x
r
)−αi
sin
(
iπ
2
(α+ ζ)
)
si 0 < α < 1
1
πx
∞∑
i=0
(−1)i−1
i!
Γ
(
i
α
+ 1
)(x
r
)i
sin
(
iπ
2α
(α+ ζ)
)
si 1 < α ≤ 2
(2.13)
avec ζ = − 2
π
arctan(η), r = (1 + η2)
−1
2α et η = β tan(
πα
2
).
Cependant, la nature infinie de la somme fait qu’en pratique il est difficile d’utiliser cette for-
mulation.
2.2.1.3 Simulation d’une variable aléatoire stable
Kanter [109] fut le premier à engendrer des variables aléatoires stables Sα(1, 1, 0) avec α < 1.
Par la suite, Chambers, Mallows et Stuck [36] étendent la méthode au cas général. Ils définissent
Z et Y comme étant deux variables aléatoires indépendantes, telles que Z soit uniformément
distribuée sur [−π2 , π2 ] et Y soit distribuée exponentiellement de paramètre 1. On peut définir
une variable aléatoire stable normalisée, noté X ∼ Sα(β, 1, 0) par :
X =


ζ +
sin(αz)− ζ cos(αz)
(cos(z))
1
α
(
cos((1− α)z)− ζ sin((1− α)z)
y
) 1−α
α
si α 6= 1
2
π
(
(
π
2
+ β) tan(z)− β ln
( π
2 y cos(z)
π
2 + βz
))
si α = 1
(2.14)
avec ζ = −β tan(πα2 ). Pour obtenir une variable aléatoire Sα(β, γ, δ), on a :
γX + δ ∼ Sα(β, γ, δ) si α 6= 1
γX +
2
π
βγ log(γ) + δ ∼ Sα(β, γ, δ) si α = 1 (2.15)
Nous avons développé les définitions des distributions α-stables de deux manières équivalentes :
la définition de la stabilité et la fonction caractéristique. Nous avons aussi montré comment
obtenir une variable aléatoire α-stable. L’objectif de la partie suivante est d’exposer les différentes
méthodes d’estimation des paramètres d’une distribution α-stable.
2.2.2 Estimation des paramètres
Il existe quatre grandes familles d’estimateurs dont découlent plusieurs méthodes fondées
sur :
– les quantiles [73,149].
– la fonction caractéristique [123,124,181,182].
– le maximum de vraisemblance [31,65,147,162].
– les moindres carrés.
Dans cette section, nous allons présenter une liste non-exhaustive de méthodes permettant d’es-
timer les paramètres des distributions α-stables.
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Figure 2.4 – Représentation de la fonction de répartition des distributions α-stables.
2.2.2.1 Méthodes fondées sur les quantiles
Les méthodes présentées dans cette section utilisent les quantiles afin d’estimer les paramètres
d’une distribution α-stable.
2.2.2.1.a Méthode de Fama-Roll
Fama et Roll [73] ont développé une méthode permettant d’estimer les paramètres des dis-
tributions α-stables à partir d’échantillons. Cependant, il existe plusieurs contraintes puisque
les distributions doivent être symétriques et α ∈]1, 2]. La méthode développée s’appuie sur les
quantiles des échantillons empiriques. Le f -quantile de la variable aléatoire X est calculé par
P(X ≤ x) ≥ f .
Dans un premier temps, on estime la quantité σ = γ
1
α :
σˆ =
xˆ0,72 − xˆ0,28
1, 654
(2.16)
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Pour des valeurs de fractiles f élevés (0,95 ; 0,96 ou 0,97), Fama et Roll proposent de calculer la
quantité :
zˆf =
xˆf − xˆ1−f
2σˆ
(2.17)
zˆf correspond à un estimateur du fractile f d’une distribution α-stable symétrique réduite. L’es-
timation de α est déterminée à partir de tables fournies par Brothers et al. [32] et Samorodnitsky
et Taqqu [213].
2.2.2.1.b Méthode de McCulloch
McCulloch [149] a proposé un algorithme dérivé de l’estimateur de Fama-Roll. Il a l’avantage
de travailler dans le cas non-symétrique mais présente la contrainte α ∈ [0.6, 2]. McCulloch
définit :
να =
x0,95 − x0,05
x0,75 − x0,25 et νβ =
x0,95 + x0,05 − 2x0,5
x0,95 − x0,05 (2.18)
À partir de ces valeurs, il est possible d’estimer α et β par :
αˆ = ψ1(νˆα, νˆβ) et βˆ = ψ2(νˆα, νˆβ) (2.19)
En effet, pour chaque β, McCulloch a remarqué que la fonction να est une fonction strictement
décroissante de α ; ce qui permet une estimation de α. De même, pour chaque α, la fonction νβ
est une fonction strictement décroissante de β ; ce qui permet d’estimer β. Les valeurs de α et β
sont obtenues respectivement dans les tableaux C.1 et C.2 de l’Annexe C.
Ensuite, on définit la fonction νγ par :
νγ =
x0,75 − x0,25
γ
(2.20)
Il est possible de connaître les variations de νγ en fonction de ψ3(α, β) donnée dans le tableau C.3
de l’Annexe C. On obtient alors :
γˆ =
xˆ0,75 − xˆ0,25
ψ3(αˆ, βˆ)
(2.21)
Enfin, on peut aussi définir la fonction νζ :
νζ =
ζ − x0,5
γ
(2.22)
Les variations de νζ sont connues à partir de la fonction ψ5(α, β) donnée dans le tableau C.4
de l’Annexe C. On obtient alors ζˆ = xˆ0,5+ γˆψ5(αˆ, βˆ). Enfin, le paramètre de position est donné
par :
δˆ = ζˆ − βˆγˆ tan(παˆ
2
) (2.23)
2.2.2.2 Méthodes fondées sur la fonction caractéristique
Pour déterminer les paramètre de la loi α-stable, d’autres méthodes sont fondées sur l’util-
sation de la fonction caractéristique empirique :
φˆ(t) =
1
n
n∑
i=1
exp(jtxi) (2.24)
La loi des grands nombres permet de dire que la fonction caractéristique empirique φˆ(t) est
un estimateur cohérent de φ. Ces méthodes s’appuient sur des transformations de la fonction
caractéristique.
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2.2.2.2.a Méthode de Press
Press [181,182] propose une estimation fondée sur des transformations de la fonction carac-
téristique. Cette méthode est simple à mettre en oeuvre. Pour tout α :
|φ(t)| = exp (−γα|t|α) (2.25)
En passant au logarithme décimal pour t1 6= t2 :
αˆ =
log log |φˆ(t1)|
log |φˆ(t2)|
log | t1t2 |
(2.26)
et pour α 6= 1
log σˆ =
log |t1| log (− log |φˆ(t2)|)− log |t2| log (− log |φˆ(t1)|)
log | t1t2 |
(2.27)
En définissant u(t) = ℑ(log φ(t)), il est possible de déterminer β et δ :
u(t) = δt+ γα|t|αβsgn(t) tan (απ
2
) (2.28)
En choisissant deux valeurs t3 6= t4, on obtient 2 équations :
u(tk)
tk
= δ + β
(
γα|t|α−1 tan (απ
2
)
)
(2.29)
et
tan uˆ(t) =
n∑
i=1
sin (txi)
n∑
i=1
cos (txi)
(2.30)
À partir des équations (2.29) et (2.30), on résout un système linéaire à deux équations :
βˆ =
uˆ(t4)
t4
− uˆ(t3)t3
(|t4|αˆ−1 − |t3|αˆ−1) σˆαˆ tan αˆπ2
(2.31)
et
δˆ =
|t4|αˆ−1 uˆ(t3)t3 − |t3|αˆ−1
uˆ(t4)
t4
|t4|αˆ−1 − |t3|αˆ−1 (2.32)
Dans le cas où α = 1, on obtient :
γˆ = − log |φˆ(t1)||t1| (2.33)
βˆ =
uˆ(t3)
t3
− uˆ(t4)t4
2
π γˆ log | t4t3 |
(2.34)
et
δˆ =
log |t4|| uˆ(t3)t3 | − log |t3||
uˆ(t4)
t3
|
log |t4| − log |t3| (2.35)
Weron [230] soulève le problème du choix des valeurs t1, t2, t3 et t4. Par exemple, Koutrouve-
lis [123] propose de travailler avec t1 = 0, 2, t2 = 0, 8, t3 = 0, 1 et t4 = 0, 4. Cependant, Weron
remarque que la méthode de Press [181, 182] est efficace dans le cas d’une distribution α-stable
symétrique (β = 0 et δ = 0) avec γ proche de 1 avec t1 = 0, 2 et t2 = 0, 8.
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2.2.2.2.b Méthode de Koutrouvelis
Koutrouvelis propose une première version de sa méthode de type régression linéaire en
1980 [123]. L’algorithme proposé est implémenté de manière itérative et se divise en deux étapes.
La première étape va permettre de déterminer α et γ à partir d’une régression linéaire de la
quantité :
ln(− ln |φ(t)|2) = ln(2γα) + α ln |t| (2.36)
L’équation (2.36) peut se voir comme étant du type yk = m + αωk + ǫk avec m = ln(2γα),
yk = ln(− ln |φ(tk)|2), ωk = ln |tk| et ek qui correspond aux termes d’erreurs. Les termes d’erreurs
sont supposés indépendants et identiquement distribués de moyenne nulle. Koutrouvelis choisit
tk = k
π
25 , k = 1, . . . ,K. Le nombre de points optimal pour réaliser la régression linéaire dépend
de l’estimation du paramètre α et de la taille d’échantillons (voir Tableau C.5 de l’Annexe C).
La deuxième étape consiste à déterminer les paramètres β et δ à partir d’une autre régression
linéaire. Tout d’abord, il est nécessaire d’introduire les deux relations suivantes :
ℜ(φ(t)) = exp(−|γt|α) cos
(
δt− |γt|αβsgn(t) tan(πα
2
)
)
ℑ(φ(t)) = exp(−|γt|α) sin
(
δt− |γt|αβsgn(t) tan(πα
2
)
)
(2.37)
En combinant ces 2 équations, on obtient une relation de type régression permettant de calculer
β et δ :
arctan
(ℑ(φ(tl))
ℜ(φ(tl))
)
= δtl − βγα tan(πα
2
)sgn(tl)|tl|α (2.38)
avec tl = π l50 , l = 1, . . . , L. De même, le nombre de points optimal dépend aussi de l’estimation
du paramètre α et du nombre d’échantillons (voir Tableau C.6 de l’Annexe C). Nous donnons
un pseudo-code pour cette algorithme (voir algorithme 1). Weron [230] simplifie le choix de K
et L sans perte de performance.
Koutrouvelis propose une seconde version de son algorithme [124]. Les paramètres α, β, γ
et δ sont solutions d’un système au sens des moindres carrés. Cet estimateur est consistent et
asymptotiquement non-biaisé. Il existe d’autres méthodes d’estimation s’appuyant sur la fonc-
tion caractéristique telles que la méthode des moments de Press [182] et la méthode de Paulson,
Holcomb et Leitch [171]. Cependant, il a été prouvé dans [4] que la méthode de Koutrouvelis
est bien meilleure au niveau de la consistance, du biais et de l’efficacité. L’algorithme de Kou-
trouvelis est notamment utilisé dans le chapitre 3 pour estimer les données issues d’un sondeur
monofaisceau.
2.2.2.3 Méthode par maximum de vraisemblance
Le maximum de vraisemblance (Maximum Likelihood Estimation en anglais noté aussi MLE),
introduit par Fisher, est une méthode d’optimisation permettant d’estimer les paramètres d’une
distribution. On recherche à maximiser la quantité :
L(x;Ξ) =
n∏
i=1
f(xi;Ξ) (2.39)
avec f la densité de probabilité, Ξ les paramètres à estimer et x des échantillons indépendants
et identiquement distribués. En général, on préfère travailler avec le log-vraisemblance.
On distingue deux grandes familles utilisant le maximum de vraisemblance : les méthodes
quasi-newtoniennes et l’algorithme Espérance-Maximisation [51] (Expectation-Maximization al-
gorithm en anglais noté aussi EM). Les méthodes quasi-newtoniennes estiment les paramètres
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Algorithme 1 Algorithme de Koutrouvelis
Entrées: x1, x2, . . . , xn échantillons
Sorties: α, β, γ, et δ
Initialisation par la méthode de McCulloch ou Press : α← α0, β ← β0, γ ← γ0, et δ ← δ0.
xi ← xi − δ
γ
tantque i < MaxIter faire
Fixer K à partir de α et n (tables) tel que tk = kπ25 avec k = 1, . . . ,K
αest et γest solution de
1
n
n∑
i=1
exp(jtkxi) = ln(2γ
α) + α ln |tk|
α← αest et γ ← γ ∗ γest
xi ← xi
γest
Fixer L à partir de α et n (tables) tel que tl = kπ50 avec l = 1, . . . , L
βest et δest solution de arctan
(ℑ(φ(tl))
ℜ(φ(tl))
)
= δtl − βγα tan(πα
2
)sgn(tl)|tl|α
β ← βest et δ ← δ + γ ∗ δest
xi ← xi − δest
fin tantque
itérativement en corrigeant la valeur du paramètre à l’itération précédente avec une approxima-
tion de la matrice Hessienne inverse et du gradient de la fonction à estimer. L’algorithme EM
se décompose en deux étapes : la première consiste à calculer l’espérance du log-vraisemblance
et la seconde consiste à maximiser le log-vraisemblance par rapport aux paramètres à estimer.
Dans le cas des distributions α-stables, l’estimation à partir du maximum de vraisemblance a
principalement été étudiée dans le cas symétrique. Dumouchel [65] se place dans le cas où β = 0
et δ = 0. Dumouchel [66] a montré que les estimateurs obtenus sont consistants et asymptoti-
quement normaux moyennant différentes hypothèses sur α et le maximum de vraisemblance. Le
problème avec la méthode du maximum de vraisemblance est le calcul de la densité de probabilité
puisqu’il n’existe pas de formule analytique pour la calculer. Des tables de valeurs de la densité
de probabilité des lois α-stables pour différentes valeurs de α et β ont été fournies par Holt et
Crow [101]. De même, des tables des fonctions de répartition des lois α-stable symétriques ont
été proposées par Wordsale [232] et Panton [169]. Des tables sur les quantiles ont été fournies
par Brothers et al. [32] et Paulson et Delahantry [170]. McCulloch a développé des algorithmes
permettant d’approcher la densité de probabilité et la fonction de répartition symétrique avec
α > 0, 85. Zolotarev [236] propose de représenter la densité de probabilité et la fonction de
répartition symétrique à partir d’un calcul d’intégrale. Brorsen et Yang [31] s’appuient sur cette
définition pour maximiser le logarithme de la vraisemblance. Nolan [162] généralise le calcul de
Zolotarev [236] aux densités de probabilité non symétriques. Il est possible d’estimer une densité
de probabilité d’une α-stable à partir des résultats présentés dans [147]. Chaque dérivée d’une
densité de probabilité α-stable par rapport à chaque paramètre y est étudiée. Les différentes
représentations des dérivées sont observables en figure D.3, figure D.2 et figure D.1 de l’An-
nexe D. L’inconvénient de cette approche est qu’il est nécessaire d’effectuer une initialisation
des différents paramètres. Nous utilisons un algorithme génétique [87] pour réaliser cette étape.
Il est possible d’aborder le cas non symétrique en procédant de manière analytique puisque la
densité de probabilité s’exprime à partir d’un calcul d’intégrale aux bornes infinies. L’estimation
des paramètres se fait à partir de méthodes numériques quasi-newtoniennes 1. L’avantage avec le
1. En Matlab, on utilise la fonction mle
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maximum de vraisemblance par rapport aux autres méthodes d’estimation est qu’il est possible
d’étendre assez simplement l’estimation à partir d’un modèle de mélanges.
L’algorithme Espérance-Maximisation (EM) proposé par Dempster et al. [51] est un algo-
rithme récursif permettant de calculer le maximum de vraisemblance des paramètres d’une loi
probabiliste. Cet algorithme est notamment utilisé pour estimer une densité de probabilité multi-
modale à partir d’un mélange de Gaussiennes. Considérons x = (x1, ..., xn) un vecteur contenant
n observations. On cherche à déterminer la fonction g qui permet d’approcher ces observations.
On suppose qu’il faut K Gaussiennes pour le mélange. Il faut donc estimer le vecteur poids
pi = (π1, ...πK), le vecteur moyenne δ = (δ1, ...δK) et le vecteur variance σ2 = (σ21, ..., σ
2
K). L’en-
semble de ces paramètres à estimer est représenté par Ξ. L’expression de la densité de probabilité
du mélange de Gaussiennes g au point x est la suivante :
g(x) =
K∑
i=1
πif(x, δi, σi) (2.40)
Ensuite, il faut introduire la notion de log-vraisemblance des données complétées par :
L(x, z) =
n∑
m=1
K∑
i=1
zmi log(πjf(xm, δi, σi)) (2.41)
avec z = (z1, ...zn) un vecteur inconnu.
Comme son nom l’indique, l’algorithme EM se décompose en deux étapes. La première consiste
à calculer l’espérance du log-vraisemblance des données complétées. On obtient à l’étape l :
Q(Ξ,Ξl) =
n∑
m=1
K∑
i=1
E[zmi/x,Ξ
l] log(πif(xm, δi, σi)) (2.42)
Cette étape revient donc à calculer la quantité hmi = E[zmi/x,Ξl], avec :
hmi =
πlif(xm, δ
l
i, σ
l
i)
K∑
u=1
πluf(xm, δ
l
u, σ
l
u)
(2.43)
Une fois cette étape terminée, il faut maintenant maximiser la quantité log-vraisemblance des
données complétées par rapport aux poids, moyennes et variances. Les différents poids de chaque
Gaussienne sont donnés par :
πi =
1
n
n∑
m=1
hmi (2.44)
L’expression de la moyenne estimée est :
µi =
n∑
m=1
hmixm
n∑
m=1
hmi
(2.45)
Finalement, la variance estimée a pour expression :
σ2i =
n∑
m=1
hmi(xm − δi)(xm − µi)′
n∑
m=1
hmi
(2.46)
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Algorithme 2 Algorithme EM avec mélange de Gaussiennes
Entrées: x1, x2, . . . , xn échantillons, K Gaussiennes
Sorties: [πi, δi, σi] avec j ∈ [1,K]
Initialisation
l← 1
Ll ← Log-vraisemblance
L0 ← 2Ll
tantque |100(Ll−L0)2Ll | et l < MaxIter faire
Étape E :
pour i = 1 : N faire
hmi ← π
l
if(xm, δ
l
i, σ
l
i)
K∑
u=1
πluf(xm, δ
l
u, σ
l
u)
fin pour
Maximisation
pour i = 1 : K faire
πi ← 1
n
n∑
m=1
hmi
δi ←
n∑
m=1
hmixm
n∑
m=1
hmi
σ2i ←
n∑
m=1
hmi(xm − δi)(xm − δi)′
n∑
m=1
hmi
fin pour
Ll ← Ll+1
Ll+1 ←Log-vraisemblance
l← l + 1
fin tantque
Á l’étape l + 1, si la condition |L(Ξl+1) − L(Ξl)| < seuil est vérifiée, l’algorithme s’arrête. Le
pseudo-code est donné par l’algorithme 2.
Il est possible d’étendre l’estimation d’une densité de probabilité multimodale en utilisant un
mélange de distributions α-stables. Comme dans le cas Gaussien, on considère que le mélange
à estimer est constitué de N distributions α-stables symétriques (c’est-à-dire β = 0). On estime
le vecteur poids pi = (π1, ...πK), le vecteur paramètre caractéristique α = (α1, ...αK), le vecteur
paramètre échelle γ = (γ1, ...γK) et le vecteur paramètre de localisation δ = (δ1, ...δK). L’en-
semble de ces paramètres à estimer est représenté par Ξ. La fonction g correspond à la densité
de probabilité du mélange de distributions α-stables et a pour expression :
g(x) =
K∑
i=1
πif(x, αi, γi, δi) (2.47)
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On définit la log-vraisemblance des données complétées pour un mélange par :
L(x, z) =
n∑
m=1
K∑
i=1
zmi log(πif(xm, αi, γi, δi)) (2.48)
On calcule alors l’espérance de l’équation (2.48) :
Q(Ξ,Ξl) =
n∑
m=1
K∑
i=1
E[zmi/x,Ξ
l] log(πif(xm, αi, γi, δi)) (2.49)
Comme dans le cas Gaussien, il faut calculer hmi = E[zmi/x,Ξl], avec :
hmi =
πlif(xm, α
l
i, γ
l
i, δ
l
i)
K∑
u=1
πluf(xm, α
l
u, γ
l
u, δ
l
u)
(2.50)
On maximise la quantité Q(Ξ,Ξl) par rapport à chaque paramètre. Les différents poids de
chaque α-stable sont donnés par :
πi =
1
n
n∑
m=1
hmi (2.51)
Pour les autres paramètres, il est nécessaire de procéder de manière numérique. En effet, la
densité de probabilité d’une α-stable symétrique est complexe à cause de l’intégrale. Par consé-
quent, pour maximiser Q(Ξ,Ξl), il suffit de calculer la dérivée de Q(Ξ,Ξl) par rapport à chaque
paramètre et de regarder lorsqu’elle s’annule. Des travaux ont été réalisés pour calculer numéri-
quement ces différentes dérivées [147]. Ces calculs sont détaillés en Annexe D. L’algorithme EM
pour l’estimation d’un mélange de distributions α-stables a fait l’objet d’une publication [82].
L’inconvénient de cette méthode est qu’il est nécessaire d’avoir une initialisation correcte. Dans
le cadre de cette thèse, l’initialisation se fait à partir d’un algorithme k-means de partitionnement
de données.
Nous avons aussi traité le cas d’un mélange de densités de probabilité α-stables non symé-
triques. Il n’est pas possible de traiter analytiquement la densité de probabilité. La maximisation
du log-vraisemblance revient à minimiser la log-vraisemblance négative 2 .
2.2.2.4 Méthode par moindres carrés
L’estimation à partir de la méthode des moindres carrés (Least Squares Estimation en anglais
noté LSE) est un algorithme d’optimisation permettant d’approcher des données expérimentales,
déterminées par les points (x1, y1), . . . , (xn, yn) à partir d’un modèle donné f . Cette méthode
a été élaborée indépendamment par Gauss et Legendre. Le but est de minimiser la fonction de
coût 2 :
min
x∈Rn
f(x) = min
x∈Rn
||F (x)||22 (2.52)
avec F (x) =


f(x, x1)− y1
...
f(x, xn)− yn

.
On parle de régression linéaire lorsque la fonction utilisée est affine. Dans le cas de modèles
non-linéaires, les algorithmes tels que la méthode à région de confiance [41] ou la méthode de
2. En Matlab, nous avons utilisé la fonction de minimisation avec contraintes fmincon.
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Levenberg-Marquardt [135,143] permettent d’estimer les valeurs des paramètres. Il est également
possible d’étendre l’estimation à partir des moindres carrés aux mélanges de distributions α-
stables dont le pseudo-code est donné par l’algorithme 3. La méthode des moindres carrés est
Algorithme 3 LSE pour un mélange de distributions α-stable
Entrées: X, (x1, y1), . . . , (xn, yn) et N composantes
Sorties: wi, αi, βi, γi et δi
Initialisation :
Xi ← kmeans(X,N)
pour i = 1→ N faire
(w0i ;α
0
i , β
0
i , γ
0
i , δ
0
i )← Koutrouvelis(Xi)
fin pour
Minimisation :
(wi, αi, βi, γi, δi)← min ||F (w;α;β; γ; δ)||22
utilisée dans le chapitre 4 pour estimer la densité de probabilité du champ électromagnétique
diffusé par une surface maritime.
2.2.2.5 Comparaison entre les différents estimateurs
Dans cette partie, nous proposons de comparer les différents estimateurs au travers de 2 cas :
– une densité de probabilité unimodale.
– une densité de probabilité multimodale.
Pour le cas unimodal, nous comparons les performances des estimateurs suivants :
– la méthode des quantiles de McCulloch [149] (Quantile).
– la méthode de la fonction caractéristique de Koutrouvelis [124] (Moment).
– la méthode par maximum de vraisemblance (MLE).
– la méthode des moindres carrés (LSE).
En effet, les autres méthodes sont soient très coûteuses en temps de calcul, ou ont des contraintes
de calculs trop fortes (par exemple la méthode de Fama et Roll ne doit pas être utilisée pour
α ≤ 1, la méthode de Press donne un écart-type élevé pour des valeurs de γ n’étant pas égal
à 1). Les performances des estimateurs sont évaluées en comparant les temps de calcul moyens
ainsi que la somme des résidus moyens. Nous donnons notamment un intervalle de confiance où
la borne inférieure correspond au premier quartile et la borne supérieure au troisième quartile.
Les temps de calcul des algorithmes proprement dits ont été déterminés sous Matlab, avec un
processeur Intel Xeon à 3,47 GHz, sans optimisation particulière. Les temps de calcul sont donnés
en unité CPU.
Dans un premier temps, nous faisons varier l’exposant caractéristique
α =
[
0, 8 1, 2 1, 4 1, 6 1, 8 2
]
et en fixant le paramètre d’asymétrie β = 1, le paramètre
de dispersion γ = 1 et le paramètre de position δ = 0. À paramètre fixé, nous génèrons une
distribution α-stable composée de n = 1000 échantillons en estimant chaque paramètre. La pro-
cédure d’estimation est répétée 15 fois sur des échantillons indépendants et de même loi. Nous
observons sur la Figure 2.5 que le maximum de vraisemblance a le temps de calcul moyen le plus
élevé avec une grande dispersion. La méthode de Koutrouvelis et des quantiles ont sensiblement
le même temps de calcul qui est de l’ordre de la milliseconde avec une faible dispersion, tandis
que la méthode des moindres carrés donne un temps de calcul de l’ordre de la seconde avec
une faible dispersion. En termes de minimisation de la somme des résidus, on remarque que
les estimateurs ont le même comportement. On note aussi que la somme des résidus augmente
lorsque α > 1, 6. En termes d’estimation des paramètres, on remarque que les quatre méthodes
donnent des résultats satisfaisants pour le paramètre α. Pour les autres paramètres, les valeurs
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Figure 2.5 – Performances des estimateurs (temps de calcul, somme des résidus, paramètres
de la loi stable) en fonction du paramètre α dans le cas d’une densité de probabilité unimodale
Sα(1, 1, 0).
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Figure 2.6 – Performances des estimateurs (temps de calcul, somme des résidus, paramètres
de la loi stable) en fonction du paramètre β dans le cas d’une densité de probabilité unimodale
S1,4(β, 1, 0).
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Figure 2.7 – Performances des estimateurs (temps de calcul, somme des résidus, paramètres
de la loi stable) en fonction du paramètre γ dans le cas d’une densité de probabilité unimodale
S1,4(1, γ, 0).
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Figure 2.8 – Performances des estimateurs (temps de calcul, somme des résidus, paramètres
de la loi stable) en fonction du paramètre δ dans le cas d’une densité de probabilité unimodale
S1,4(1, 1, δ).
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exactes ne sont pas forcément vérifiées mais les ordres de grandeurs sont respectés. En réalité,
une distribution α-stable est caractérisée par quatre paramètres lui permettant d’avoir plus de
souplesse en termes d’estimation, en ce sens qu’il y a plus de degrés de liberté pour l’estimation
des paramètres.
Dans un second temps, nous varions le paramètre d’asymétrie β =
[−1 −0, 5 0 0, 5 1] et
nous fixons l’exposant caractéristique α = 1, 4, le paramètre de dispersion γ = 1 et le paramètre
de position δ = 0. La Figure 2.6 permet d’observer les performances des différents estimateurs
en faisant varier le paramètre β. Nous remarquons que le maximum de vraisemblance est plus
coûteux en temps de calcul mais reste raisonnable (environ 3 minutes). En terme de minimisation
de la somme des résidus, la méthode des moindres carrés est la plus performante. Les estimateurs
permettent d’offrir une estimation exacte du paramètre d’asymétrie β. Cependant, les autres
paramètres sont plus ou moins bien estimés.
Ensuite, le paramètre de dispersion est étudié en le faisant varier pour des valeurs
γ =
[
0, 5 1 5
]
et en fixant l’exposant caractéristique α = 1, 4, le paramètre d’asymétrie β = 1
et le paramètre de position δ = 0. Comme dans les cas précédents, le maximum de vraisemblance
est le moins performant en terme de temps de calcul tandis que la méthode des moindres carrés
est la plus performante en terme de minimisation de la somme des résidus (Figure 2.7). Pour
les quatre méthodes, le paramètre de location γ semble être bien estimé tandis que les ordres de
grandeur des autres paramètres sont respectés.
Enfin, le paramètre de position est modifié sur une plage de valeurs δ =
[−5 0 5] tandis
que nous fixons l’exposant caractéristique α = 1.4, le paramètre d’asymétrie β = 1 et le para-
mètre de dispersion γ = 1. La performance du maximum de vraisemblance est faible en terme
de temps de calcul tandis que la méthode des moindres carrés offre la meilleure performance
pour la minimisation de la somme des résidus (Figure 2.8).
Exemple 1 Exemple 2
w
[
0, 6 0, 4
] [
0, 5 13
1
6
]
α
[
1, 4 1, 6
] [
1, 9 1, 4 1, 2
]
β
[
0, 5 −0, 5] [0, 3 0, 2 −1]
γ
[
2 0, 5
] [
1, 26 1, 5 3
]
δ
[−6 0] [−8, 5 0 5]
Table 2.1 – Valeurs des paramètres.
Dans le cas d’une densité de probabilité multimodale, la méthode des quantiles et celle de
Koutrouvelis ont des performances limitées puisque la densité de probabilité à estimer est suppo-
sée unimodale. Par conséquent, nous limitons notre étude à celle des performances du maximum
de vraisemblance et de la méthode des moindres carrés. Nous considérons deux exemples :
– une densité de probabilité bimodale (exemple 1 dans la Table 2.1).
– une densité de probabilité avec trois modes (exemple 2 dans la Table 2.1).
Dans les deux cas, on remarque que l’estimation par la méthode des moindres carrés est plus
performante que la méthode par maximum de vraisemblance en terme de temps de calcul et
de minimisation de l’erreur quadratique (Figure 2.9(a) et Figure 2.9(b)). Nous donnons un
exemple de résultats obtenus par les deux méthodes et pour les deux exemples (Figure 2.10(b)
et Figure 2.10(a)).
Dans cette section, nous avons présenté les définitions et méthodes d’estimation des pa-
ramètres d’une distribution α-stable unimodale et multimodale monodimensionnelle. Les dis-
tributions α-stables permettent de modéliser les phénomènes de queue lourde et d’asymétrie
d’une variable aléatoire. Un des problèmes majeur est l’absence d’expression analytique pour
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Figure 2.9 – Boîtes de Tukey représentant les performances de la méthode des moindres carrés
et de la méthode du maximum de vraisemblance.
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Figure 2.10 – Comparaison entre le MLE et le LSE dans le cas d’un mélange de distributions.
la fonction de densité de probabilité, sauf pour les lois Gaussienne, de Cauchy et de Lévy. En
terme d’estimation, l’algorithme de Koutrouvelis est le plus utilisé puisqu’il permet d’obtenir
de meilleures performances en termes de consistance, de biais et d’efficacité. En pratique, la
méthode par maximum de vraisemblance est peu utilisée à cause de l’expression de la densité de
probabilité. Nous avons développé l’algorithme des moindres carrés adapté aux lois α-stables.
L’algorithme des moindres carrés est un bon compromis entre minimisation de la somme des ré-
sidus et temps de calcul. Il sera notamment utilisé pour estimer les données dans le chapitre 4. La
méthode des moindres carrés et du maximum de vraisemblance permet d’estimer des mélanges
de distributions α-stables, contrairement aux méthodes des quantiles et de la fonction caracté-
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ristique. L’objectif de la section suivante est d’étendre les définitions et méthodes d’estimation
au cas de distributions α-stables multidimensionnelles.
2.3 Distributions α-stables multidimensionnelles
Dans cette section, nous exposons les définitions des distributions α-stables multivariées. Les
ouvrages [160,213] présentent les principales définitions exposées ci-dessous.
2.3.1 Définition
2.3.1.1 Définition de la stabilité
Il est possible d’étendre les distributions α-stables dans Rd. Les définitions sont similaires au
cas monodimensionnel.
Définition 2.3.1. Le vecteur aléatoire X est stable dans Rd si ∀ a, b ∈ R+, il existe c ∈ R+ et
D ∈ Rd tels que :
aX1 + bX2 = cX+D (2.53)
où X1 et X2 sont deux vecteurs aléatoires indépendants et identiquement distribués et de même
loi que X.
Une définition de la stabilité à partir de la fonction caractéristique peut être utilisée.
Définition 2.3.2. Le vecteur aléatoireX est stable dans Rd, notéX ∼ Sα,d(σs, δ), si sa fonction
caractéristique s’écrit sous la forme :
φSα,d(σs,δ)(t)=


exp
(
−
∫
Sd
| <t, s>|α(1−jsgn(<t, s>)tan(πα
2
)σs(ds)+j<δ, t>
)
siα6=1
exp
(
−
∫
Sd
| <t, s>|(1+j 2
π
sgn(<t, s>)ln(<t, s>))σs(ds)+j<δ, t>
)
siα=1
(2.54)
avec
– Sd−1 = {x ∈ Rd tel que ||x|| = 1}.
– σs est une mesure finie sur la sphère unité Sd−1 appelée mesure spectrale.
– δ ∈ Rd.
– < ., . > correspond au produit scalaire dans l’espace euclidien.
Remarque 2.3.1. En pratique, il est difficile de représenter les distributions α-stables multivariées.
Cependant, il est possible de travailler avec une mesure spectrale discrète [163]. Une mesure
spectrale discrète s’exprime de la manière suivante :
σs(.) =
Ns∑
i=1
γiδsi(.) (2.55)
où γi correspond à des poids et δsi est une mesure de Dirac. Dans le cas d’une densité de
probabilité à 2 dimensions avec Ns points de masse, si = {cos(ϑi), sin(ϑi)}, avec ϑi = 2π(i−1)Ns .
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2.3.1.2 Densité de probabilité
Dans [163], la densité de probabilité s’exprime de la manière suivante :
fSα,d(σs,δ)(x) = (2π)
−d
∫
Sd
cos[< x, t > +ℑ(IX(t))] exp (−ℜ(IX(t)))dt (2.56)
avec
IX(t) =


∫
Sd
| < t, s > |α(1− jsgn(< t, s >) tan(πα
2
)σs(ds) si α 6= 1∫
Sd
| < t, s > |(1 + j 2
π
sgn(< t, s >) ln(| < t, s > |))σs(ds) si α = 1
(2.57)
Par soucis de représentation, nous travaillons dans R2 [167].
2.3.1.3 Simulation de vecteurs aléatoires stables
Il est possible de générer un vecteur aléatoire stable dans Rd. Les auteurs [157] font l’hypo-
thèse d’une densité spectrale discrète. Le vecteur aléatoire stable X s’obtient par :
X =


Ns∑
i=1
(σsi )
1
αVisi + δ si α 6= 1
Ns∑
i=1
σsi (Vi +
2
π
ln(σsi)si) + δ si α = 1
(2.58)
avec V1, . . . , VK des variables aléatoires stables indépendantes et identiquement distribuées, nor-
malisées et totalement asymétriques à droite, c’est-à-dire que Vi est du type Sα(1, 1, 0).
2.3.2 Estimation des paramètres
Il est généralement difficile d’estimer les distributions α-stables multidimensionnelles à cause
de la mesure spectrale continue. Cependant, le problème peut se simplifier si l’on choisit une me-
sure spectrale discrète. Dans [137], l’auteur énumère différentes méthodes permettant d’estimer
une densité de probabilité α-stable dans Rd. Cependant, deux méthodes sont principalement
utilisées :
– l’une est fondée sur la fonction caractéristique empirique, appelée méthode ECF [166].
– l’autre se fonde sur des projections, appelée méthode PROJ [150].
Nous présentons ces deux méthodes ci-dessous.
2.3.2.0.a Méthode de la fonction caractéristique
La méthode de la fonction caractéristique empirique [166] consiste à minimiser la distance
euclidienne entre les valeurs empiriques et les valeurs réelles de la fonction caractéristique. Ma-
thématiquement, cette méthode est définie par :
Considérons un vecteur aléatoire X = (X1, . . . ,Xn) de dimension d constitué de n échan-
tillons (par exemple X1 = [x11, . . . , x
d
1]
′). Les données à estimer sont donc α et γ, puisque l’on
discrétise l’espace Sd pour définir les si. Tout d’abord, la quantité α est calculée de la manière
suivante : on considère que chaque dimension i de X (par exemple le vecteur [xi1, . . . , x
i
n]) est
une variable aléatoire stable dont on calcule les paramètres αi βi γi et δi. Nous obtenons la
quantité α = 1d
∑d
i=1 αi. La fonction caractéristique empirique est déterminée par :
φˆ(t) =
1
n
n∑
i=1
exp(j < t,Xi >) (2.59)
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ainsi que la fonction d’exposant empirique par :
Iˆ(t) = − ln(φ(t)) (2.60)
On fixe un nombre L de points tels que ∀l ∈ [1, L], tl ∈ Sd. Pour calculer la quantité σspec,
il faut résoudre le système Iˆ = Ψσspec avec :
Ψ =


ψα(< t1, s1 >) . . . ψα(< t1, sL >)
...
...
...
ψα(< tL, s1 >) . . . ψα(< tL, sL >)


et
ψα(u) =


|u|α(1− jsgn(u) tan(πα
2
)) si α 6= 1
|u|(1 + j 2
π
sgn(u) ln(u)) si α = 1
(2.61)
2.3.2.0.b Méthode de projection
La méthode de projection a été proposée par McCulloch [150] et est définie de la manière
présentée ci-dessous.
Considérons un vecteur aléatoire X = (X1, . . . ,Xn) de dimension d constitué de n échan-
tillons et un nombre L de points tels que ∀l ∈ [1, L], tl ∈ Sd. La première étape va être de
projeter chaque élément de x sur chaque tl. On obtient alors L vecteurs de dimension 1 à n
éléments < tl,X >= [< tl,X1 >, . . . , < tl,Xn >]. Ces vecteurs sont considérés comme des
variables aléatoires stables. Il est donc possible de calculer, pour chaque projection sur tl, les
α(tl), β(tl), γ(tl) et δ(tl) correspondant. On obtient une estimation de α =
1
L
L∑
l=1
α(tl). On
calcule pour chaque tl la quantité suivante :
I(tl) =
{
γα(tl)(1− jβ(tl) tan(πα2 )) si α 6= 1
γ(tl)(1− jδ(tl)) si α = 1 (2.62)
Il suffit ensuite de résoudre le même système utilisé avec la méthode ECF.
Remarque 2.3.2. La résolution du système peut donner des valeurs de σspec complexes. Ce
problème est soulevé dans [166] et suggère de minimiser la quantité :
||I−Ψσspec|| tel que σspec ≥ 0 (2.63)
2.3.2.0.c Application au cas bidimensionnel
Par un soucis de représentation, nous nous limitons dans cette partie au cas bidimensionnel.
Plusieurs exemples sont donnés dans [167]. Nous présentons deux exemples de distributions α-
stables bidimentionnelles (c.f. Table 2.2) centrés en 0 ( i.e. δ =
[
0 0
]′
). Un vecteur de 5000
échantillons est généré à partir de [157] pour chaque distribution. L’estimation des différentes
distributions se fait en choisissant 12 points de masse, c’est-à-dire que chaque point est séparé de
30◦ de son suivant sur le cercle unité. Les courbes de niveaux sont présentées en Figure 2.11. On
considère deux densités de probabilité α-stables bidimensionnelles. Nous représentons la mesure
spectrale cumulée réelle avec la mesure spectrale cumulée estimée. Il est difficile de comparer
les différents estimateurs de mesure spectrale puisqu’on discrétise nos points de masse. Nous
comparons les résultats d’estimation des paramètres α et de la mesure spectrale à partir d’une
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α ϑ σspec
Sα1,2(σ1, δ) 1,25
(
1
3
1
3
1
3
) (
π
3 π
3π
2
)
Sα2,2(σ2, δ) 0,75
(
0, 25 0, 25 0, 25 0, 25
) (
0 π2 π
3π
2
)
Table 2.2 – Paramètre α et mesures spectrales.
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(b) Densité de probabilité pour Sα2,2(σ2, δ)
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Figure 2.11 – Isocontours des densités de probabilité d’une loi α-stable dans R2 ainsi que les
densités spectrales réelles et estimées par les méthodes PROJ et ECF.
boîte de Tukey. La procédure d’estimation est répétée 100 fois sur des échantillons indépendants
de même loi.
Nous pouvons remarquer que les mesures spectrales cumulées moyennées obtenues par les
méthodes PROJ et ECF sont satisfaisantes lorsqu’on les compare aux mesures spectrales réelles
(Figure 2.12). Cependant, il est possible d’observer une différence pour le cas Sα1,2(σ2, δ) qui
s’explique par la discrétisation.
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(a) Estimation de la mesure spectrale cumulée
pour Sα1,2(σ2, δ) par la méthode ECF
1.57 6.284.711.05
0
0.2
0.4
0.6
0.8
1
Angle (rad)
D
e
n
s
it
é
 s
p
e
c
t
r
a
le
 c
u
m
u
lé
e
(b) Estimation de la mesure spectrale cumulée
pour Sα1,2(σ2, δ) par la méthode PROJ
1.57 3.14 4.71 6.28
0
0.2
0.4
0.6
0.8
1
Angle (rad)
D
e
n
s
it
é
 s
p
e
c
t
r
a
le
 c
u
m
u
lé
e
(c) Estimation de la mesure spectrale cumulée
pour Sα2,2(σ1, δ) par la méthode ECF
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(d) Estimation de la mesure spectrale cumulée
pour Sα2,2(σ2, δ) par la méthode PROJ
Figure 2.12 – Boîtes de Tukey des paramètres α et mesures spectrales pour chaque densité à
partir des méthodes PROJ et ECF.
2.4 Conclusion
Dans ce chapitre, nous avons présenté une classe particulière de distributions statistiques : les
distributions α-stables. Ce sont des distributions permettant de prendre en compte les notions
d’asymétrie et de queue lourde. Les distributions de Gauss, de Cauchy et de Lévy sont des
cas particuliers de distributions α-stables. Les distributions α-stables satisfont le théorème de
la limite centrale généralisé, qui est une extension du théorème de la limite centrale dans le
cas Gaussien. L’un des inconvénients des distributions α-stables réside dans l’expression de sa
fonction de densité de probabilité. En effet, elle est calculée à partir d’un calcul d’intégrale aux
bornes infinies d’une fonction complexe.
Il existe quatre grandes familles d’estimateurs permettant d’estimer une variable aléatoire
α-stable unimodale : la méthode des quantiles, la méthodes utilisant la fonction caractéristique,
le maximum de vraisemblance et la méthode des moindres carrés. La méthode par maximum
de vraisemblance est très peu utilisée car elle est coûteuse en temps de calcul. La méthode uti-
lisant la fonction caractéristique proposée par Koutrouvelis semble être un meilleur algorithme
lorsque l’on prend en compte le temps de calcul et la qualité de l’estimation que celui de la
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méthode des quantiles proposée par McCulloch. Curieusement, nous n’avons pas retrouvé de
méthodes utilisant les moindres carrés dans la littérature. Cette méthode a été programmée
et nous constatons qu’elle permet de bien minimiser l’erreur quadratique lorsqu’on la compare
aux autres méthodes. L’un des avantages du maximum de vraisemblance et de la méthode des
moindres carrés est qu’il est possible d’estimer des distributions multimodales. Dans le cas multi-
modale, nous avons adapté l’algorithme EM et la méthode par maximum de vraisemblance au cas
d’un mélange de distributions α-stables. Nous avons aussi développé une méthode par moindres
carrés permettant d’obtenir un bon compromis entre temps de calcul CPU et minimisation de
la somme des résidus.
Les distributions α-stables ont été généralisées dans Rd. Il existe deux méthodes utilisant un
maillage de Rd pour estimer les paramètres d’une distribution α-stable dans Rd : une méthode
de projection et une méthode utilisant la fonction caractéristique empirique. Ces deux méthodes
sont similaires en temps de calcul et en résultats d’estimation.
Dans les deux chapitres suivants, les distributions α-stables sont utilisées afin de modéliser les
signaux non-gaussiens issus des capteurs sonar ou radar. Les lois α-stables sont calculées à partir
de la définition de la fonction caractéristique de Zolotarev. Dans le chapitre 3, l’estimation des
paramètres est réalisée à partir de l’algorithme de Koutrouvelis dans le cas monodimensionel et
de la méthode PROJ dans le cas multidimensionel. Dans le chapitre 4, la méthode des moindres
carrés est utilisée pour estimer la densité de probabilité du champ électromagnétique diffusé
par une surface maritime. Ce choix a été réalisé car les erreurs d’estimation peuvent avoir des
répercussions sur les performances de détection : la méthode des moindres carrés permet de
minimiser la somme des résidus.
55
Chapitre 2 : Distributions α-stables : définitions et estimation
56
Chapitre 3
Classification sédimentaire des fonds
marins
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Techniques de classification . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.1 Méthodes classiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.1.1 Méthode Bayésienne . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.1.2 Méthode des k plus proches voisins . . . . . . . . . . . . . . . 60
3.2.1.3 Réseau de neurones . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.2 Théories de l’incertain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2.2.1 Théorie des probabilités imprécises . . . . . . . . . . . . . . . . 62
3.2.2.2 Théorie des possibilités . . . . . . . . . . . . . . . . . . . . . . 62
3.2.2.3 Théorie des fonctions de croyance . . . . . . . . . . . . . . . . 63
3.3 Classification suivant la théorie des fonctions de croyance . . . . . . 76
3.3.1 Classification de données générées . . . . . . . . . . . . . . . . . . . . . 77
3.3.1.1 Cas Gaussien . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.3.1.2 Cas α-stable . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3.2 Classification de données réelles . . . . . . . . . . . . . . . . . . . . . . . 84
3.3.2.1 Présentation des données . . . . . . . . . . . . . . . . . . . . . 84
3.3.2.2 Résultats numériques . . . . . . . . . . . . . . . . . . . . . . . 86
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Dans le chapitre précédent, nous avons introduit les distributions α-stables. Cette classe de
distributions a la particularité de représenter les phénomènes d’asymétrie et de queue lourde.
Ces phénomènes sont observables notamment dans le cas de données issues d’un sondeur mono-
faisceau. Nous proposons une méthode de classification supervisée basée sur une modélisation des
attributs via une densité de probabilité de type α-stable. Nous introduisons des méthodes que nous
qualifions de répandues tels que la méthode Bayésienne, la méthode des k plus proches voisins
et les réseaux de neurones. Chaque attribut fournit une information différente pour chacune des
classes. Il y a donc une imprécision et une incertitude sur les données. Cependant, il est possible
de prendre en compte ces notions à partir de théories dites de l’incertain telles que la théorie
des probabilités imprécises, la théorie des possibilités ou la théorie des fonctions de croyance.
Dans ce chapitre, nous exposons plus en détails la théorie des fonctions de croyance du fait de sa
souplesse d’utilisation. Tout d’abord, nous présentons le formalisme de la théorie des fonctions
de croyance dans le cas discret puis son extension au cas continu.
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Ensuite, nous appliquons ce formalisme au cas de la classification de données générées et
réelles. Dans un premier temps, nous introduisons les données sur lesquelles seront effectuées la
classification. Nous montrons que le choix de modèle s’avère primordiale dans le cadre d’une pro-
blématique de classification par modèle statistique. Nous comparons les résultats obtenus avec la
méthode par la théorie des fonctions de croyance avec ceux obtenus par une approche Bayésienne.
Il sera intéressant de regarder l’influence du modèle d’estimation pour chaque méthode.
3.1 Introduction
La classification automatique de sédiments marins est à l’origine de nombreuses applications
comme la cartographie sous-marine, la prospection minière, la détection de mine, la pêche... Il
est possible de travailler soit à partir du signal brut issu directement du capteur, soit à partir
de l’image obtenue.
Des logiciels ont notamment été commercialisés à cet effet comme les logiciels QTC-View [179]
développé par le Quester Tangent Corporation of Sydney BC, Canada, qui utilise une approche
fondée sur le premier écho, et RoxAnn [38] développé par le Marine Micro System of Aberdeen,
Écosse, qui utilise l’énergie des deux premiers échos. Le système RoxAnn permet de caractériser
les natures de fond grâce au traitement du signal acoustique reçu par un sondeur bathymé-
trique. Les informations fournies sont des coefficients de dureté et de rugosité des fonds. Après
calibration, ils sont traduits en nature de sédiments. Le logiciel QTC-View utilise l’information
fournie par le premier écho. Il peut fonctionner en mode supervisé ou non supervisé. Le logiciel
calcule 166 paramètres qu’il combine à partir d’une Analyse en Composante Principale (ACP).
Ces deux logiciels ont été comparés par Hamilton [94]. Cependant, nous n’avons pas accès à
ces logiciels. Par conséquent, il est donc naturel de choisir une méthode de classification fondée
sur un modèle, où nous modélisons les attributs extraits des signaux bruts par des densités de
probabilité.
La plupart des travaux concernant la classification des fonds marins sont fondés sur la notion
de texture d’images, introduite par les travaux d’Haralick [95, 96]. Des travaux sur ce sujet
ont notamment été réalisés en interne au laboratoire comme ceux développés dans la thèse de
Hicham Laanaya [129] où il propose une classification supervisée d’images texturées à partir
de méthodes comme les machines à vecteurs de support ou l’algorithme des k plus proches
voisins. La méthode des k plus proches voisins a aussi été utilisée par Leblond et al. [133]. Des
méthodes de segmentation ont été proposées (approches qui diffèrent de la classification car
on n’a pas d’a priori sur les classes) comme par Karoui [110] où les paramètres de textures
pertinents sont sélectionnés à partir d’un critère de similarité, ou par Le Chenadec [131] où il
segmente des images sonar en utilisant deux descripteurs énergétiques et statistiques appliqués
à un algorithme combinant les méthodes par machines à vecteurs de support dans un cadre
markovien. Récemment, Williams [231] propose une approche Bayésienne afin d’effectuer une
classification multi-vues des fonds marins. L’auteur modélise des attributs par des mélanges
de Gaussiennes qu’il va ensuite combiner pour effectuer la classification. Ces méthodes font
intervenir la notion de probabilité a priori, qu’il est parfois difficile à définir. Dans la suite de ce
chapitre, nous exposons une liste non exhaustive de méthodes de classification répandues.
La classification est effectuée sur différents attributs considérés comme issus de capteurs
différents. Chaque capteur ne donne pas la même information, ce qui engendre de l’ignorance
caractérisée par deux phénomènes : l’imprécision et l’incertitude. Ces notions peuvent être prises
en compte par les théories de l’incertain comme par exemple la théorie des ensembles flous [63],
la théorie des possibilités [235], la théorie des fonctions de croyance [50,197]. . .Dans ce travail, la
théorie des fonctions de croyance est utilisée pour sa simplicité de programmation. Les travaux
de Demspter [50] puis Shafer [197] ont permis d’établir les bases mathématiques de cette théorie.
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Smets [204] a repris les travaux de Dempster et Shafer pour développer la théorie des fonctions de
croyance transférables en introduisant notamment la transformation pignistique indispensable
à l’étape de décision. La théorie des fonctions de croyance a d’abord été développée au cas
où l’espace de décision est discret. Strat [209] puis Smets [202] ont étendu le formalisme des
fonctions de croyance au cas continu. Il convient donc dans la suite de ce chapitre de présenter
la théorie des fonctions de croyance discrètes et continues. Des approches utilisant la théorie
des fonctions de croyance ont déjà été employées pour effectuer la classification de fonds marins
à partir de la fusion de classifieurs [129, 144] ou pour effectuer du recalage d’images [188]. La
classification de sédiments marins à partir de la théorie des fonctions de croyance continues a
récemment été abordée [57,80]. Le but est de modéliser des attributs définis sur un espace continu
s’exprimant sur un ensemble de classes définies à partir d’une densité de probabilité. L’une des
propriétés intéressante recherchée par les auteurs est de considérer une fonction de croyance
consonante. Par exemple, Smets [202] se propose de déterminer la densité de masse de moindre
engagement associée à une densité de probabilité unimodale et univariée (qu’il qualifie de bell-
shaped). L’approche pratique a été initiée par Ristic et al. [184,186] où les auteurs classifient des
données cinématiques modélisées par des Gaussiennes. Caron el al. [35] ont étendu l’expression
de la densité de masse de moindre engagement associée à des Gaussiennes et des mélanges
de Gaussiennes dans Rn. L’approche de Caron et al. [35] a notamment été appliquée pour
modéliser des paramètres de textures extraits d’images sonar à partir d’un modèle de mélanges de
Gaussiennes. Elle a notamment été utilisée pour classifier des sédiments marins [80]. Cependant,
l’approche de Smets présente des limites notamment pour prendre en compte des éléments
focaux disjoints. Doré et al. [56, 58] ont proposé de décrire les éléments focaux à partir de
fonctions d’indices appliqués à une problématique de classification de sédiments marins [57].
Les paramètres de texture utilisés dans [80] ont été aussi estimés à partir d’un mélange de
distributions α-stables [79] puis comparés à un mélange de Gaussiennes en construisant les
fonctions de masse à partir de fonctions indices. Les résultats obtenus ne permettent pas de
conclure quand à la pertinence du modèle α-stable par rapport au modèle Gaussien. En effet, il
est possible d’estimer correctement n’importe quelle densité de probabilité à partir d’un nombre
fixé de composantes constituant le mélange. Par conséquent, les données considérées dans la
section 3.3 sont unimodales pour montrer l’intérêt d’estimer des données à partir d’un modèle
α-stable par rapport à un modèle Gaussien.
3.2 Techniques de classification
Dans cette section, nous exposons différentes méthodes de classification. Tout d’abord, nous
développons des méthodes de classification répandues comme la méthode Bayésienne, la méthode
des k plus proches voisins et les réseaux de neurones. Ensuite, nous introduisons des méthodes de
classification qualifiées d’incertaines comme les probabilités imprécises, la théorie des possibilités
et la théorie des fonctions de croyance.
3.2.1 Méthodes classiques
3.2.1.1 Méthode Bayésienne
La méthode Bayésienne [64] est issue de la théorie des probabilités. Comme son nom l’indique,
elle est fondée sur le théorème de Bayes et a pour but de déterminer la classe d’appartenance
d’un vecteur test x. Dans un problème à K classes, la règle de Bayes permet de calculer les
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probabilités a posteriori au point x :
p(Ci/x) =
p(x/Ci)p(Ci)
K∑
m=1
p(x/Cm)p(Cm)
(3.1)
avec p(Ci) correspondant à la probabilité a priori de la classe Ci. La probabilité a priori est
difficile à déterminer mais on la calcule comme étant le rapport d’éléments appartenant à une
classe sur le nombre total de vecteurs. La décision est choisie en calculant le maximum des
probabilités a posteriori. La mesure de probabilité modélise l’incertitude mais représente très
mal l’imprécision. L’incertitude dans l’approche Bayésienne se traduit par le fait qu’il est difficile
de prévoir le résultat final d’une expérience aléatoire. L’une des limites de l’approche Bayesienne
est qu’on travaille nécessairement en monde fermé, c’est-à-dire qu’on ne peut pas prendre une
décision autre que celle prévue par les classes annoncées.
3.2.1.2 Méthode des k plus proches voisins
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Figure 3.1 – Schéma décrivant la méthode des k plus proches voisins.
La méthode des k plus proches voisins [64] (que l’on notera aussi k-ppv) s’appuie sur une
mesure de distance f permettant de choisir les k plus proches voisins du vecteur x à classer.
Cet algorithme est l’un des plus simples en classification. La classe affectée au vecteur test x
est celle qui obtient le plus grand nombre d’occurrences parmi les étiquettes des k plus proches
voisins de x (Figure 3.1). Lors de l’implémentation de cette méthode, il est donc nécessaire de
fixer le paramètre k ainsi que la distance à utiliser. Le problème de cette méthode est le temps
de calcul lorsqu’il faut explorer les k plus proches voisins en calculant toutes les distances des
données présentes.
La méthode des k plus proches voisins a été étendue au cas flou [112] (k-ppv flou) et crédi-
biliste [53] (k-ppv crédibiliste).
3.2.1.3 Réseau de neurones
Le réseau de neurones est une méthode de classification développée dans les années 40 par
McCulloch et Pitts [151]. Le réseau de neurones simule le mode de fonctionnement du neurone
biologique (voir Figure 3.2 issue de 1). Les neurones biologiques sont reliés entre eux par les
axones. Les axones jouent un rôle important car ils véhiculent les signaux électriques de la sortie
1. http://www.cours-pharmacie.com/physiologie/systeme-nerveux.html
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d’un neurone vers l’entrée (synapse) d’un autre neurone. En général, un neurone a pour fonction
de sommer plusieurs signaux électriques qu’il reçoit en entrée et suivant le résultat, fournit en
sortie un courant. Un neurone biologique est constitué de trois parties :
– le somma qui correspond au centre du neurone
– l’axone qui conduit les impulsions électriques
– les dendrites qui reçoivent les impulsions des autres neurones.
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Figure 3.2 – Schéma d’un neurone biologique.
Neurone biologique Neurone formel
Synapses poids synaptiques
Axone Signal de sortie
Dendrite Signal d’entrée
Somma Fonction d’activation
Table 3.1 – Analogie entre le neurone formel et biologique
Il est possible de faire une analogie entre le neurone formel et biologique (Tableau 3.1). Un
neurone formel est une fonction algébrique paramétrée, à valeurs bornées, de variables réelles
appelées entrées. Le calcul de la valeur de cette fonction se décompose en deux étapes (Fi-
gure 3.3). Tout d’abord, le neurone calcule une combinaison linéaire des entrées X :
v = wtX+ w0 (3.2)
avec w appelé poids synaptiques et w0 le biais. La quantité v est appelée potentiel du neurone.
Lorsque v est supérieur à une valeur seuil prédéfinie se, le neurone est alors dit actif. La sortie
du neurone est évaluée en calculant la quantité y = f(v), avec f une fonction d’activation.
Il existe plusieurs fonctions d’activation [59] comme la fonction sigmoïde, la fonction tangente
hyberbolique... Le signal de sortie ainsi obtenu peut être binaire (0 ou 1), bipolaire (-1 ou 1) ou
réelle.
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Figure 3.3 – Schéma d’un neurone formel
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Il est possible d’interpréter l’équation (3.2). Considérons un problème à N entrées. Si le
produit scalaire entre w et X est positif, le point X appartient à la classe +1, sinon il appartient
à la classe -1. Par conséquent, l’hyperplan défini par la normale w et la distance à l’origine
w′0 = w0 − se fait une séparation linéaire des points X en deux classes.
Il existe plusieurs architectures pour représenter un réseau de neurones. Le plus connu est
appelé le perceptron multicouches introduit par Rosenbrat [189]. Les connexions entre les dif-
férents neurones se font entre les couches adjacentes. Les neurones d’une même couche ne sont
pas connectés entre eux. Le réseau de neurones se décompose souvent en trois couches : une
couche d’entrée (la rétine), fournissant des données à une couche intermédiaire, chargée des
calculs, cela en fournissant la somme des impulsions qui lui viennent des cellules auxquelles
elle est connectée, et elle répond généralement suivant une loi définie avec un seuil, elle-même
connectée à la couche de sortie (couche de décision), représentant les exemples à mémoriser.
Seule cette dernière couche renvoie des signaux à la couche intermédiaire, jusqu’à ce que leurs
connexions se stabilisent. D’autres modèles ont été proposés comme celui de Hopfield [103] ou
de Kohonen [120].
Dans ce type de méthodes, la phase d’apprentissage est très importante pour la classification.
Le comportement du neurone va être modifié au cours du temps jusqu’à obtention des valeurs
de sortie du neurone les plus proches. Dans le cas du perceptron multicouches, l’apprentissage
se fait à partir d’un algorithme de rétro-propagation du gradient de l’erreur. L’objectif de cet
algorithme est de trouver les poids synaptiques qui minimisent l’erreur quadratique moyenne
commise par le réseau sur l’ensemble d’apprentissage.
3.2.2 Théories de l’incertain
Les méthodes présentées précédemment sont limitées pour représenter les notions d’impréci-
sion et/ou d’incertitude des données. Cependant, il est possible de prendre en compte ces notions
à partir des théories de l’incertain. Nous présentons donc une liste non exhaustive de théorie de
l’incertain, en détaillant la théorie des fonctions de croyance que nous utilisons par la suite.
3.2.2.1 Théorie des probabilités imprécises
La probabilité réelle peut être parfois difficile à déterminer lorsque nous ne disposons pas assez
d’informations pour caractériser cette probabilité. Cependant, il est possible de contourner le
problème en encadrant la vraie probabilité par une probabilité supérieure P et une probabilité
inférieure P : cette théorie est appelée la théorie des probabilités imprécises introduite par
Peter Valley [223]. Lorsque la probabilité d’un phénomène est déterminée de manière précise, les
probabilités inférieures et supérieures sont égales. Dans le cas où il n’y a pas de connaissance sur
la probabilité d’un événement A, la probabilité inférieure vaut P = 0 et la probabilité supérieure
vaut P = 1. Le formalisme de cette théorie est lourd à manipuler.
3.2.2.2 Théorie des possibilités
La théorie des possibilités est issue des travaux de Zadeh [235] sur la théorie des sous-
ensembles floues. La théorie des possibilités a été repris en France par Dubois et Prade [61]. Elle
permet notamment de représenter l’imprécision et l’incertitude. La théorie des possibilités permet
notamment de manipuler l’incertitude attribuée à des mots en langage naturel comme “taille
moyenne”. En effet, l’agent doit alors définir à partir de quelles valeurs un individu peut être
considéré de “taille moyenne”. Cette théorie s’appuie essentiellement sur deux mesures permettant
de décrire l’incertitude d’un événement :
– la mesure de possibilité
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– la mesure de nécessité
Définition 3.2.1. Une distribution de possibilité [61] Π est une application de P(Ω) représentant
l’ensemble des parties de Ω dans [0,1], ∃A ∈ Ω tel que Π(A) = 1.
En d’autres termes, lorsque la possibilité d’un événement est proche de 1, cela signifie que cet
événement est possible. Dans le cas contraire, c’est-à-dire que la possibilité d’un événement est
proche de 0, on dira que cet événement est impossible. Il est possible de construire une mesure
de possibilité à partir d’une distribution de possibilité :
Π(A) = sup
x∈A
Π(x) (3.3)
∀A,B ⊂ Ω,Π(A ∪B) = max (Π(A),Π(B)) (3.4)
La mesure de possibilité ainsi construite définit une probabilité haute dominant un ensemble de
distributions de probabilité.
La mesure de possibilité est une mesure non-additive, au contraire d’une mesure de pro-
babilité. Par exemple, un événement A et son contraire A sont tous les deux possibles, ce qui
induit que Π(A) = 1 ou Π(A) = 1, alors qu’avec la théorie des probabilités, la probabilité d’un
événement est totalement déterminée par son événement contraire puisque P (A) + P (A) = 1.
Dans ce cas, on introduit une ambiguïté puisque les deux événements sont réalisables. Pour lever
cette ambiguïté, on introduit la mesure de nécessité qui permet de quantifier l’impossibilité de
l’événement contraire. La mesure de nécessité correspond au dual de la mesure de possibilité.
Définition 3.2.2. Une distribution de nécessité [61] N est une application de P(Ω) représentant
l’ensemble des parties de Ω dans [0,1], ∃A ∈ Ω tel que N(A) = 1.
Une mesure de nécessité est définie à partir d’une distribution de nécessité :
N(A) = inf
x∈A
N(x), N(A) = 1−Π(A) (3.5)
∀A,B ⊂ Ω, N(A ∩B) = min (Π(A),Π(B)) (3.6)
La mesure de possibilité ainsi construite définit une probabilité basse minorant un ensemble
de distributions de probabilité.
Reprenons l’exemple sur la taille. D’un point de vue pratique, l’expert fournit l’information
suivante : “Je suis certain de définir un individu de la taille moyenne, si la taille est comprise
dans l’intervalle [1m50 ;2m00] mais les valeurs les plus vraisemblables appartiennent à l’inter-
valle [1m70 ;1m80]”. L’intervalle défini par l’expert où il est certain de trouver la taille “moyenne”
est appelée le support, tandis que l’intervalle défini où la taille dite “moyenne” est la plus vrai-
semblable est appelé noyau (explicité par la Figure 3.4). Ces deux intervalles sont reliés par
une fonction affine : on a alors construit une fonction de possibilité trapézoïdale associée à la
taille dite “moyenne”. Cette distribution de possibilité peut être interprétée comme un ensemble
d’intervalles de confiance emboités défini par les α-coupes (appelés aussi coupe de niveau α.
L’intervalle Iαcut pour le niveau αcut est défini par :
Iαcut = {x ∈ S|Π(x) ≥ αcut} (3.7)
3.2.2.3 Théorie des fonctions de croyance
Les origines de la théorie des fonctions de croyance proviennent des travaux de Dempster [50]
sur les inférences Bayésiennes à la fin des années 60. Le problème de Dempster était de caracté-
riser les échantillons issus d’une population à partir d’une densité de probabilité. Il s’est aperçu
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Figure 3.4 – Illustration d’une distribution de possibilité.
qu’il existait plusieurs densités de probabilité possibles permettant de modéliser ces échantillons.
Il a alors eu l’idée d’encadrer cette densité de probabilité à partir d’une probabilité haute et une
probabilité basse.
Dans A mathematical theory of evidence [197], Shafer présente les fonctions de croyance
comme une représentation des incertitudes. Il introduit le formalisme appelé fonction de masse
permettant d’attribuer une croyance à un ensemble d’événements. Il combine plusieurs fonctions
de croyance entre elles à partir de la règle de Dempster. Cette théorie prend alors le nom de
théorie Dempster-Shafer. Smets [204] reprend les idées de Shafer pour formaliser le concept
du modèle des croyances transférables (MCT). Le modèle des croyances transférables traite
l’information sur deux niveaux :
– le niveau crédal (du latin credo, “je crois”) permet de représenter, manipuler et combiner
plusieurs sources d’information à l’aide de fonctions de masse.
– le niveau pignistique (du latin pignus, “je parie”) où la décision est prise après avoir trans-
formé les fonctions de masse, s’exprimant sur des ensembles non-disjoints, en probabilité
pignistique afin de ramener l’information sur des ensembles disjoints.
3.2.2.3.a Cas discret
Notions de base La théorie des fonctions de croyance est un outil mathématique permettant
de modéliser l’information provenant d’un capteur en affectant une croyance sur un événement.
Un capteur est capable de fournir une opinion sur plusieurs événements réalisables. L’ensemble
de ces événements réalisables est appelé cadre de discernement.
Définition 3.2.3 (Cadre de discernement [197]). Le cadre de discernement est un ensemble
fini d’éléments disjoints noté C = {C1, . . . , Ci, . . . , CN}. La théorie des fonctions de croyance
permet de prendre en compte toutes les disjonctions possibles de C, qui n’est rien d’autre que
l’ensemble des parties de C noté 2C .
Définition 3.2.4 (Fonctions de masse [197]). Une fonction de masse est une fonction définie
sur 2C à valeurs dans [0, 1] vérifiant la propriété de normalisation :
∑
A∈2C
mC(A) = 1 (3.8)
On définit parfois l’hypothèse de monde fermé avec mC(∅) = 0. Au contraire, on peut sup-
poser que C n’est pas exhaustif. L’hypothèse de monde ouvert est alors proposée et vérifie
mC(∅) > 0.
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Définition 3.2.5 (Élément focal). Lorsqu’un élément A de 2C vérifie mC(A) > 0 , on dit que
c’est un élément focal. L’ensemble des éléments focaux est appelé le noyau.
Définition 3.2.6 (Singleton). On appelle singleton un élément focal A ∈ C tel que la cardi-
nalité de A vaut 1 (notée |A| = 1).
Définition 3.2.7 (Fonction de masse consonante). Une fonction de masse est dite conso-
nante si ses éléments focaux sont emboîtés.
Remarque 3.2.1. La théorie des fonctions de croyance est assimilée à une théorie permettant de
représenter les notions d’incertitude et d’imprécision. Par exemple, l’ignorance totale consistera
à avoir mC(C) = 1, tandis qu’une connaissance précise et certaine correspondra à attribuer une
masse totale sur un singleton A tel que mC(A) = 1. Une connaissance imprécise et certaine se
traduit par le fait d’attribuer la masse totale à un élément focal qui n’est pas un singleton tandis
que la connaissance incertaine se manifeste par la masse partagée sur plusieurs éléments focaux,
singletons ou non singletons.
À partir d’une fonction de masse, il est possible de définir d’autres fonctions de croyance. La
fonction de crédibilité de A notée belC(A) correspond à l’ensemble des croyances qui croit par-
tiellement en A. Elle traduit une probabilité basse. La fonction de plausibilité de A notée plC(A)
représente la croyance maximale que nous pouvons avoir en A. Elle traduit une probabilité haute.
La fonction de communalité de A notée qC(A) a été introduite par Dempster [50], et nommée
ainsi par Shafer [197]. Elle représente la somme des masses attribuées aux sous-ensembles de A.
Elle est utilisée pour la programmation de la combinaison conjonctive.
Définition 3.2.8 (Fonctions de croyance). Une fonction de masse mC permet de construire
les fonctions de croyance suivantes :
– fonction de crédibilité [197] :
belC(A) =
∑
B⊆A,B 6=∅
mC(B) ∀A ∈ 2C (3.9)
– fonction de plausibilité [197] :
plC(A) =
∑
A∩B 6=∅
mC(B) ∀A ∈ 2C (3.10)
– fonction de communalité [197] :
qC(A) =
∑
B∈2C ,B⊇A
mC(B) ∀A ∈ 2C (3.11)
– fonction d’implicabilité :
bC(A) =
∑
B⊆C
mC(B) = belC(A) +mC(∅) (3.12)
Lors de l’étape de décision, il est nécessaire de transformer une fonction de masse en mesure de
probabilité. L’opération consistant à transformer une fonction de masse en probabilité pignistique
est appelée la transformation pignistique.
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Définition 3.2.9 (Transformation pignistique [203]). La transformation pignistique se dé-
finie par :
betP (Ci) =
∑
A∈2C ,Ci∈A
mC(A)
|A|(1−mC(∅)) (3.13)
où |A| représente la cardinalité de A.
La transformation pignistique répartit uniformément la masse des éléments focaux sur les
singletons qui les composent.
Lors de l’étape de décision, il existe plusieurs critères tels que le maximum de plausibilité et
le maximum de crédibilité. Nous utilisons le maximum de probabilité pignistique [203] qui est
un compromis entre le maximum de plausibilité et le maximum de crédibilité.
Propriété 3.2.1 (Principe de moindre engagement [201]). Il est possible à partir de la pro-
babilité pignistique de déterminer une fonction de masse. En pratique, le problème s’avère délicat
puisqu’à une même probabilité pignistique peut correspondre à plusieurs fonctions de masse :
elles sont alors dites isopignistiques et appartiennent à l’ensemble Biso(BetP ). La démarche à
suivre est de rechercher la fonction de masse la moins informative pour ne pas introduire de
l’information dont nous ne disposons pas : il s’agit du principe de moindre engagement (least
commitment principle en anglais). Le principe de moindre engagement ordonne les fonctions de
croyance à partir de critères. En général, les relations d’ordre utilisées sont celles définies par la
plausibilité et la communalité :
(∀A ⊆ C, plC1 (A) ≤ plC2 (A)) ⇔ (mC1 ⊆pl mC2) (3.14)
(∀A ⊆ C, qC1 (A) ≤ qC2 (A)) ⇔ (mC1 ⊆q mC2) (3.15)
Smets [202] prouve notamment que la fonction de masse la moins informative au sens de la
communalité est la fonction de masse consonante.
En général, nous disposons de plusieurs sources d’informations définies sur le même cadre
de discernement. Par conséquent, nous présentons dans la partie suivante la façon de combiner
plusieurs fonctions de masse entre elles.
Étape de combinaison Dans cette partie, nous exposons deux opérateurs utilisés par la
suite afin de combiner plusieurs fonctions de masse, suivant le problème rencontré. L’étape de
combinaison permet alors d’obtenir qu’une seule fonction de masse. La combinaison conjonctive
prend différentes formes suivant l’hypothèse que l’on fait. Historiquement, elle apparaît sous sa
forme normalisée dans [50] permettant de travailler en monde fermé tandis que la forme non
normalisée permet de travailler en monde ouvert. La combinaison conjonctive non normalisée a
été introduite par Smets [200].
Définition 3.2.10 (Combinaison conjonctive non-normalisée [200]). Soient M fonctions
de masse mCi . Le résultat de la combinaison conjonctive non normalisée (opérateur noté ⊕ ) est
définie pour ∀A ∈ 2C par :
mC(A) =
∑
B1∩···∩Bn=A 6=∅
M∏
i=1
mCi (Bi) (3.16)
Le calcul de la fonction de masse peut être lourd lorsque le cadre de discernement est grand.
La fonction de communalité permet d’alléger les calculs. En effet, il suffit de convertir chaque
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masse en sa fonction de communalité puis de calculer la fonction de communalité résultante
définie par :
qC(A) =
M∏
i=1
qCi (A) (3.17)
Enfin, il suffit d’exécuter l’opération inverse pour la fonction de masse résultante. L’avantage
de cette règle est qu’elle permet de conforter les hypothèses sur lesquelles les sources sont en
accord et d’affaiblir celles où elles sont en désaccord. Le problème est qu’il est possible d’affecter
une masse non nulle à l’ensemble vide : on travaille alors en monde ouvert. Lorsque les sources
sont en désaccord, la valeur de masse non nulle attribuée à l’ensemble vide correspond à une
mesure de conflit. Lorsque l’on combine une source avec elle même, la masse non nulle attribuée
à l’ensemble vide est appelée auto-conflit [168].
La combinaison conjonctive normalisée est apparue dans [50] puis reprise dans [197]. Elle
permet de combiner plusieurs fonctions de masse en une seule. En utilisant cette règle, on
suppose l’hypothèse de monde fermé. Par conséquent, on force la masse de l’ensemble vide à 0.
Définition 3.2.11 (Combinaison conjonctive normalisée [50,197]). Soient M fonctions de
masse mCi . La fonction de masse résultante de la combinaison conjonctive normalisée (opérateur
noté ∩○ ) est définie pour ∀A ∈ 2C par :

mC(A) =
1
1− ι
∑
B1∩···∩Bn=A
M∏
i=1
mCi (Bi) si A 6= ∅
mC(∅) = 0 sinon.
(3.18)
avec ι =
∑
B1∩...Bn=∅
M∏
i=1
mCi (Bi) représentant une mesure de conflit entre les sources.
À noter que cette règle est commutative et associative. En pratique, pour utiliser la combi-
naison normalisée, on travaille d’abord dans le cas non normalisé et on divise après par la masse
attribuée à l’ensemble vide. Nous illustrons ces propos par un exemple dans le tableau 3.2.
∅ C1 C2 Θ
m1 0 0,5 0 0,5
m2 0 0,6 0,2 0,2
m1 ⊕m2 0,1 0,7 0,1 0,1
m1 ∩○m2 0 0,78 0,11 0,11
Table 3.2 – Comparaison entre la combinaison conjonctive normalisée et non normalisée.
La combinaison conjonctive citée précédemment permet de prendre en compte les intersec-
tions d’événements. Cependant, il est possible de travailler à partir d’unions d’événements avec
la combinaison disjonctive [60,201].
Définition 3.2.12 (Combinaison disjonctive [201]). Soient M fonctions de masse mCi . La
fonction de masse résultante de la combinaison disjonctive est définie pour ∀A ∈ 2C par :
mC(A) =
∑
B1∪···∪Bn=A
M∏
i=1
mCi (Bi) (3.19)
Il existe beaucoup d’autres combinaisons qui traitent différemment le conflit. Par exemple,
Yager [233] répartit la masse de l’ensemble vide sur l’ignorance totale ; Dubois et Prade [62],
avec la combinaison mixte, font un compromis entre la combinaison conjonctive et disjonctive.
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Opération sur les espaces produits Il est possible de fournir une croyance sur plusieurs
cadres de discernement en même temps. Par exemple, il est possible d’attribuer une croyance
sur un type de sédiment C = {roche, vase, sable} à partir d’information sur la texture d’images
Θ (en fait l’ensemble Θ correspond à l’ensemble des nombres réels étendus R qui est utilisé
dans le cas continu et est spécifié par la définition 3.2.18). Par conséquent, nous présentons les
différentes opérations sur les espaces produits, notamment le théorème de Bayes généralisé.
Définition 3.2.13 (Marginalisation). L’opération de marginalisation (marginalization en an-
glais) d’une fonction de masse définie sur un espace produit C × Θ sur Θ consiste à transférer
chaque masse mC×Θ vers sa projection sur Θ :
mC×Θ↓Θ(A) =
∑
{B⊆C×Θ|Proj(B↓Θ)=A}
mC×Θ(B) (3.20)
Remarque 3.2.2. Il existe plusieurs fonctions de masse mC×Θ↓Θ dont la marginalisation sur Θ est
mΘ. L’opération d’extension à vide permet de choisir la fonction de masse la moins informative.
Définition 3.2.14 (Extension à vide). L’opération d’extension à vide [197, 201] (vacuous
extension en anglais) consiste à transférer chaque masse mΘ vers l’espace produit C ×Θ :
mΘ↑C×Θ(B) =
{
mΘ(A) si B = C ×Θ
0 sinon
(3.21)
Supposons maintenant une fonction de masse mC×Θ définie sur un espace produit C ×Θ. Il
est possible de calculer la fonction de masse mΘ sachant que l’hypothèse D ⊆ Θ. Cette opération
s’appelle le conditionnement.
Définition 3.2.15 (Conditionnement). La fonction de masse conditionnellemΘ[D] est définie
par :
mΘ[D] = (mC×Θm
Θ↑C×Θ
D )
↓Θ (3.22)
Définition 3.2.16 (Déconditionnement). L’opération inverse s’appelle le déconditionnement
en choisissant la fonction de masse la moins informative :
mΘ[D]⇑C×Θ((A×D) ∪ (C ×D)) = mΘ[D](A) (3.23)
Toutes ces définitions vont permettre d’introduire la notion d’affaiblissement.
Définition 3.2.17 (Affaiblissement). L’opération d’affaiblissement (discounting en anglais) a
été introduite par Shafer [197] puis justifier formellement par Smets [201]. L’objectif va être d’af-
faiblir une fonction de masse à partir de la fiabilité (reliability en anglais) des sources. Supposons
deux cadres de discernement :
– R = {R,NR} caractérisant la fiabilité de la source avec R : Fiable , NR : Non Fiable.
– Ω étant le cadre de discernement sur lequel s’exprime la source S.
La fonction de masse mRS s’exprimant sur R est définie par :{
mRS (R) = 1− ϑ
mRS (R) = ϑ
(3.24)
Il est possible d’obtenir la fonction affaiblie ϑmΘ à partir de :
ϑmΘ = mΘS [m
R
S ,m
Θ] = (mΘ[D]⇑C×ΘmS↑Θ×RS )
↓Θ (3.25)
L’équation peut être simplifiée par :
ϑmΘ(A) = (1− ϑ)m(A) si A ⊂ Θ
ϑmΘ(A) = (1− ϑ)m(A) + ϑ si Θ = A (3.26)
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Théorème 3.2.1 (Théorème de Bayes généralisé [201]). Considérons deux cadres de dis-
cernement C et Θ. ∀Ci ∈ C, nous connaissons chaque masse conditionnelle mΘ[Ci]. Lorsque la
condition X ⊆ Θ est vérifiée, la fonction de masse conditionnellement à X est obtenue par la
relation :
m[X](A) =
∏
Ci∈A
plΘ[Ci](X)
∏
Ci∈A
(1− plΘ[Ci](X)) (3.27)
Cette partie a permis de développer le formalisme des fonctions de croyance dans le cas
d’un cadre de discernement discret. Cependant, ce formalisme n’est plus valide lorsque le cadre
de discernement est continu, comme par exemple les données fournies par un capteur. Par
conséquent, l’objectif de la partie présentée ci-dessous est d’exposer la théorie des fonctions
de croyance continues.
3.2.2.3.b Cas continu
Généralités Les fonctions de croyance ont d’abord été étudiées dans un cadre de discerne-
ment dénombrable. Cependant, ce modèle n’est plus valide lorsque l’information fournie par les
capteurs est à variable continue. Strat [209] puis Smets [202] propose d’étendre cette théorie
au cas continu. Dans cette section, les fonctions de masse deviennent des densités de masse, les
fonctions de crédibilité, plausibilité et communalité deviennent des intégrales de ces densités et
la probabilité pignistique devient une densité pignistique. L’objectif de cette partie est de pré-
senter les différentes définitions des fonctions de croyance continues, notamment la construction
d’une densité de masse à partir d’une densité de probabilité. Le but va être alors d’attribuer une
masse à des intervalles.
Modélisation des densités de masse
Définition 3.2.18 (Ensemble des nombres réels étendus [202]). L’ensemble R = R ∪
{−∞; +∞} est appelé l’ensemble des nombres réels étendus.
Pour pouvoir attribuer une masse sur un intervalle I ⊆ R, Smets [202] introduit les ensembles
I et T .
Définition 3.2.19. Supposons (a, b) ∈ R× R avec a < b. L’ensemble I [202] est défini par :
I[a;b] = {[a; b], ]a; b], [a; b[, ]a; b[|(a; b) ∈ R× R} (3.28)
I correspond à l’ensemble des intervalles fermés, ouverts et semi-fermés de R.
Définition 3.2.20. Supposons (a, b) ∈ R× R avec a < b. L’ensemble T [202] est défini par :
T[a;b] = {(a; b)|(a; b) ∈ R× R, a ≤ b} (3.29)
Un intervalle fermé de I peut être vu comme un point dans un espace étendu à deux dimen-
sions. La figure 3.5, tirée de [202], illustre ces propos dans le cas où R se limite à [0; 1]. Le point
K = (a; b) à l’intérieur du triangle T[0;1] définit l’intervalle [a; b] ⊆ [0; 1].
Il est possible de discrétiser l’ensemble I[0;1] en un ensemble fini d’intervallesA =
(
Ai|Ai ∈ I[0;1]
)
.
On peut alors construire une fonction de masse (on parle de basic belief assignment en anglais)
mA sur A. À partir de cette définition de la fonction de masse, il est alors possible de définir les
fonctions de croyance belA, qA et plA. Pour clarifier, nous utilisons un exemple concret donné
par Smets [202] en Table 3.3.
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Figure 3.5 – Représentation graphique de T .
Ai = [ai; bi] A = [0, 2; 0, 7]
i mA ai bi belA(A) qA(A) plA(A)
1 0,07 0,3 0,4 0,07 0 0,07
2 0,18 0,1 0,9 0 0.18 0,18
3 0,25 0,1 0,8 0 0,25 0,25
4 0,15 0,4 0,9 0 0 0,15
5 0,05 0,4 0,5 0,05 0 0,05
6 0,30 0,8 0,9 0 0 0
somme 1 0,12 0,43 0,70
Table 3.3 – Exemple de bba définie sur [0 ;1] avec un nombre fini d’éléments focaux.
Pour calculer la fonction de crédibilité attribuée à A, on recherche tous les Ai ⊆ A puis on
ajoute les masses. Il est possible de généraliser cette approche dans IR. On peut alors définir
une densité de probabilité fT qui a tout intervalle I fait correspondre une valeur dans [0; +∞].
À cette densité de probabilité, il est possible de définir une densité de masse, notée mR (Basic
Belief Density en anglais) qui permet d’attribuer une masse sur un intervalle [a; b] :
mR([a; b]) =
{
fT (a; b) si a ≤ b
0 si a > b
(3.30)
Les éléments focaux sont des intervalles fermés de R. Toutes les notions vues dans le cadre discret
en section 3.2.2.3.a peuvent être transposées au domaine continu par cette définition.
Définition 3.2.21. À partir des densités de masse, il est possible de définir, ∀a ≤ b avec
(a; b) ∈ R× R, les fonctions de croyance suivantes :
– fonction de crédibilité :
belR([a, b]) =
∫ x=b
x=a
∫ y=b
y=x
f(x, y)dydx (3.31)
– fonction de plausibilité :
plR([a; b]) =
∫ x=b
x=−∞
∫ y=+∞
y=max(a,x)
f(x, y)dydx (3.32)
– fonction de communalité :
qR([a; b]) =
∫ x=a
x=−∞
∫ y=+∞
y=b
f(x, y)dydx (3.33)
70
3.2 – Techniques de classification



 
 








	
(a) Fonction de crédibilité
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(b) Fonction de plausibilité
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(c) Fonction de communalité
Figure 3.6 – Illustration dans T des fonctions de crédibilité, plausibilité et communalité.
Les fonctions de crédibilité, plausibilité et communalité sont représentées graphiquement
dans T par la Figure 3.6 dans le cas où R est limité à [0; 1].
Définition 3.2.22 (Densité pignistique [202]). La probabilité pignistique BetP devient une
densité pignistique Betf et est calculée de la manière suivante pour a < b :
Betf([a; b]) =
∫ x=+∞
x=−∞
∫ y=+∞
y=x
|[a; b] ∩ [x; y]|
|[x; y]| f
T (x, y)dxdy (3.34)
avec |[x; y]| = y − x et |[a; b] ∩ [x; y]| = min (y; b)−max (x; a).
Construction d’une fonction de masse consonante à partir d’une densité de pro-
babilité unimodale La seule information que nous avons à notre disposition est la fonction
de densité pignistique Betf [Ci] conditionnellement à la classe Ci ∈ Θ. Dans les travaux de
Smets [202], cette fonction de densité est supposée unimodale de mode ν, continue et stricte-
ment monotone croissante (décroissante) à gauche (à droite) du mode (qu’il nomme bell-shaped).
Cette propriété est vérifiée pour toutes les distributions α-stables (et donc pour le cas Gaus-
sien) [234]. Il est possible d’associer à cette densité de probabilité pignistique Betf plusieurs
densités de masse. L’ensemble de ces fonctions de masse vérifiant cette propriété est appelée
ensemble isopignistique Biso(Betf). Smets [202] prouve que la densité de masse mR attribuée
à un intervalle I = [a; b] avec b > ν est déterminée par :
mR([a; b]) = θ(b)δ(a− υ(b)) (3.35)
avec υ(b) satisfaisant la condition Betf(υ(b)) = Betf(b) et θ(b) :
θ(b) = (υ(b)− b)dBetf(b)
db
(3.36)
La fonction de masse ainsi construite est consonante et appartient à l’ensemble Biso(Betf).
Cas Gaussien Dans [35], Caron et al. construisent une fonction de masse associée à une
densité de probabilité Gaussienne de moyenne µ et d’écart-type σ. L’ensemble des éléments
focaux Iαcut est défini par :
Iαcut = {x ∈ R|
(x− δ)2
σ2
= αcut} = [δ − σ√αcut; δ + σ√αcut] (3.37)
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La masse attribuée à l’ensemble Iαcut est définie comme étant une fonction de densité de proba-
bilité du χ2 avec 3 degrés de liberté :
mR(Iαcut) =
√
αcut√
2π
exp (−1
2
αcut), avec αcut ≥ 0 (3.38)
Caron et al. calculent les fonctions de croyance avec à leur disposition une densité pignistique
Gaussienne de mode δ et de matrice de covariance Σ. Les fonctions de masse sont construites
de telles sortes que les isosurfaces (surfaces ayant la même probabilité) Si, avec 1 ≥ i ≥ n sont
les éléments focaux. Par exemple dans le cas d’une Gaussienne dans R2, les isosurfaces sont des
ellipses (exemple Figure 3.7). Les auteurs généralisent les fonctions de croyance dans Rd. Les
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Figure 3.7 – Densité de probabilité et isosurfaces pour une Gaussienne de moyenne δ =
(
0
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)
et de matrice de covariance Σ =
(
0, 25 0, 3
0, 3 1
)
.
éléments focaux sont définis comme l’ensemble des intervalles emboités HVαcut délimités par les
hypersurfaces de même probabilité HCαcut = {x ∈ Rd|(x − δ) tΣ−1(x − δ)}. Le principe de
moindre engagement permet d’obtenir la densité de masse :
m(HVαcut) =
α
d+2
2
−1
2
d+2
2 Γ(d+22 )
exp (−1
2
αcut) avec αcut ≥ 0 (3.39)
L’équation (3.39) définit une loi du χ2 avec d + 2 degrés de liberté. La fonction de plausibilité
au point x appartenant à l’hypersurface Si correspond à un hypervolume délimité par Si.
Calcul de la fonction de plausibilité Lorsqu’on dispose de sources d’information s’expri-
mant sur plusieurs hypothèses possibles, il est possible de construire une fonction de masse à
partir du théorème de Bayes généralisé. Cette opération nécessite de travailler à partir des fonc-
tions de plausibilité. Dans le cas d’une densité de probabilité unimodale, Smets [202] définit la
fonction de plausibilité, pour x ≥ ν, par :
pl[Ci](Iαcut) =
∫ +∞
a
(υ(t)− t)dBetf(t)
dt
dt (3.40)
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Lorsque la densité pignistique Betf est symétrique, l’équation (3.40) se simplifie par intégration
par parties :
pl[Ci](Iαcut) = 2(a− ν)Betf(a) + 2
∫ +∞
a
Betf(t)dt (3.41)
Cas α-stable symétrique Nous développons le calcul de la fonction de plausibilité dans le
cas d’une densité de probabilité α-stable unimodale [83], i.e. β = 0 et ν = δ. Le théorème de
Chasles nous permet de calculer
∫ +∞
a Betf(t)dt :∫ +∞
−∞
fSα(0,γ,δ)(t)dt =
∫ a
−∞
fSα(0,γ,δ)(t)dt+
∫ +∞
a
fSα(0,γ,δ)(t)dt (3.42)
Par définition d’une densité de probabilité,
∫ +∞
−∞ fSα(0,γ,δ)(t)dt = 1 et∫ a
−∞ fSα(0,γ,δ)(t)dt = FSα(0,γ,δ)(a) avec FSα(0,γ,δ) représentant la fonction de répartition d’une
loi α-stable. L’équation (3.41) se simplifie :
pl[Ci](Iαcut) = 2(a− δ)fSα(0,γ,δ)(a) + 2(1− FSα(0,γ,δ)(a)) (3.43)
Remarque 3.2.3. Dans le cas particulier d’une densité de probabilité Gaussienne, Caron et al.
proposent une autre expression pour la fonction de plausibilité. La fonction de plausibilité ainsi
obtenue vaut :
plR(Iαcut) =
∫ +∞
αcut=
(x−δ)2
σ2
√
t√
2π
dt exp (−1
2
t), avec αcut ≤ 0 (3.44)
L’équation (3.44) se simplifie par :
plR(a ∈ R) = 1− F3
(
(a− δ)2
σ2
)
(3.45)
avec F3 la fonction de répartition d’une loi du χ2 avec 3 degrées de liberté. Cette expression est
similaire à ce que nous obtenons.
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Figure 3.8 – Représentation graphique de la fonction de plausibilité pl([a; b])
Lorsque l’expression de la fonction de densité de probabilité n’a pas de forme analytique, il
est difficile de trouver la fonction υ telle que Betf(υ(b)) = Betf(b). Cependant, il est possible de
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travailler de manière numérique. La fonction de plausibilité attribuée à un intervalle Iαcut = [a; b]
peut être interprétée comme l’aire définie sous l’α-coupe tel que αcut = Betf(a) (Figure 3.8).
pl[Ci](Iαcut) =
∫ a
−∞
Betf(t)dt+ (b− a)Betf(a) +
∫ +∞
b
Betf(t)dt (3.46)
Par définition d’une densité de probabilité,
∫ a
−∞ fSα(β,γ,δ)(t)dt = FSα(β,γ,δ)(a) et∫ +∞
b fSα(β,γ,δ)(t)dt = 1−FSα(β,γ,δ)(b). En général, nous ne disposons que d’un seul point b. Il faut
donc procéder numériquement pour obtenir l’autre point a tel que fSα(β,γ,δ)(b) = fSα(β,γ,δ)(a).
La fonction de plausibilité attribuée à l’intervalle Iαcut est définie par :
pl[Ci](Iαcut) = 1 + FSα(β,γ,δ)(a)− FSα(β,γ,δ)(b) + (b− a)fSα(β,γ,δ)(a) (3.47)
Par la suite, supposons que nous cherchons à attribuer une étiquette à un vecteur
x = [x1, ..., xn]. L’équation (3.47) va permettre de calculer la fonction de plausibilité au point x1
associée à une densité pignistique α-stable. Pour un même attribut (par exemple le paramètre
d’Haralick “homogénéité”), nous disposons de plusieurs densités pignistiques associées à un type
de sédiment (roche, vase et sable). Le théorème de Bayes généralisé va ensuite permettre de dé-
terminer la fonction de masse associée à l’attribut en question. La même démarche est effectuée
sur différents attributs (comme par exemple, le paramètre d’Halarick “contraste”) au point x2.
Les fonctions de masse sont combinées puis transformées en probabilité pignistique en vue de
l’étape de décision.
Validation de l’approche Pour valider la calcul de la fonction de plausibilité dans le cas
d’une densité de probabilité Gaussienne avec l’équation 3.45, nous reprenons l’exemple de Ristic
et al. [185, 186] pour classifier des données cinématiques d’avions défini par le cadre de discer-
nement C = {avion commercial,Bombardier,Avion de chasse}. Le profil de vitesse de chaque
avion correspond à une densité de probabilité gaussienne. L’objectif va donc être de détermi-
ner la classe d’appartenance à partir d’une mesure de la vitesse. Nous calculons les fonctions
de plausibilité à partir des équations 3.43 et 3.45. À partir du théorème de Bayes généralisé,
on détermine la classe d’appartenance sachant la vitesse. Nous représentons la probabilité pi-
gnistique obtenue pour chaque approche (Figure 3.9). Nous remarquons que les deux approches
s’avèrent identiques. Le problème avec l’approche de Smets est qu’il est difficile de représenter
des éléments focaux correspondants à des intervalles disjoints. Doré [56] généralise le calcul de la
fonction de plausibilité à partir d’une fonction de densité de probabilité quelconque. Il introduit
la fonction de mesure crédale et fonction indice.
Mesure crédale Notre objectif va être de calculer la fonction de plausibilité pour n’importe
quelle densité de probabilité α-stable. Le problème est qu’il n’existe pas d’expression analytique
pour la densité de probabilité d’une telle distribution. Doré [56] propose de calculer les fonctions
de croyance pour n’importe quelle densité de probabilité à partir d’une fonction indice f I . Cette
fonction indice va permettre de parcourir tous les éléments focaux F associés à une fonction de
croyance à partir d’un espace indice I et est définie par :
f I :
{
I −→ F
y 7−→ f I(y) (3.48)
Il est possible alors de faire correspondre un élément y de I à un élément focal f I(y). Il
exhibe une mesure crédale µΩ telle que
∫
I dµ
Ω(y) ≤ 1. Une fonction de croyance sur Ω est alors
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Figure 3.9 – Validation de notre approche à partir de celle de Caron et al. dans le cas d’une
classification de données cinématiques modélisées par des densités de probabilité Gaussienne
déterminée par le couple (f I , µΩ) correspondant à une mesure de probabilité. Il est nécessaire
de définir les ensembles suivants afin de calculer les fonctions de croyance [56] :
F⊆A = {y ∈ I|f I(y) ⊆ A} (3.49)
F∩A = {y ∈ I|f I(y) ∩A 6= ∅} (3.50)
F⊇A = {y ∈ I|f I(y) ⊇ A} (3.51)
Ces ensembles permettent alors de définir [56] :
belΩ(A) =
∫
F⊆A
dµΩ(y) (3.52)
plΩ(A) =
∫
F∩A
dµΩ(y) (3.53)
qΩ(A) =
∫
F⊇A
dµΩ(y) (3.54)
Par la suite, la fonction de croyance consonante permet de construire une relation d’ordre sur
F à partir de l’opérateur ⊆. Il est alors possible de définir une fonction indice f de R+ vers F
telle que :
y ≥ x =⇒ f(y) ⊆ f(x) (3.55)
Les éléments focaux sont construits à partir d’une fonction continue g de R vers R+. L’ensemble
des éléments focaux correspondent ainsi aux α-coupes de g :
f Ics = {x ∈ Rd|g(x) ≥ αcut} (3.56)
Cette définition permet alors de définir la fonction indice :
f Ics : I = [0,max (αcut)] → {f Ics(αcut)|αcut ∈ I} (3.57)
αcut 7−→ f Ics(αcut) (3.58)
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L’information que nous avons à notre disposition est une densité de probabilité continue Betf .
Plusieurs fonctions de masse peuvent être associées à cette densité de probabilité. Le principe
de moindre engagement va permettre de choisir la fonction de masse la moins informative, dont
les éléments focaux sont les α-coupes de Betf tels que :
dµΩ(y)(αcut) = λL(f
I
cs(αcut))dλL(αcut) (3.59)
Comparaison du calcul de la fonction de plausibilité par la méthode de Caron [35]
et celle de Doré [58] dans le cas d’un mélange de Gaussiennes Le calcul d’un mélange
de Gaussiennes par la méthode de Caron est évalué comme la somme pondérée des fonctions de
plausibilité de chaque Gaussienne considérée indépendamment. La méthode de Doré utilise une
mesure crédale permettant de calculer la fonction de plausibilité. Nous considérons le mélange
de Gaussiennes suivant : π = [1/3; 3/4], µ = [2; 6] et σ2 = [1; 1]. On remarque que la méthode
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(a) Densité de probabilité Gaussienne.
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(b) Fonctions de plausibilité.
Figure 3.10 – Comparaison entre les fonctions de plausibilité obtenues par la méthode de Caron
et Doré dans le cas d’un mélange de Gaussiennes.
de Caron sous-estime la fonction de plausibilité par rapport à celle proposée par Doré. Lorsque
la densité de probabilité du mélange de Gaussiennes est maximale, la valeur de la fonction de
plausibilité doit valoir 1, ce qui est le cas avec la méthode proposée par Doré.
Dans la suite de cette thèse, la démarche introduite par Doré n’est pas utilisée dans le cas
d’une densité de probabilité α-stable univariée car les attributs que nous considérons présente
un seul mode. Par contre, cette approche est utilisée dans le cas d’une densité de probabilité
α-stable multivarié car la densité de probabilité α-stable ne dispose pas d’expression analytique.
Le calcul de la fonction de plausibilité associé à une densité de probabilité α-stable multivariée
s’effectue numériquement en discrétisant l’espace des attributs.
3.3 Classification suivant la théorie des fonctions de croyance
Dans cette section, nous proposons d’appliquer la théorie des fonctions de croyance dans le
cadre de la modélisation et la classification de données générées de type Gaussien et α-stable ainsi
que des données réelles issues d’un sondeur monofaisceau. Nous comparons l’approche utilisant
la théorie des fonctions de croyance continues avec une approche Bayésienne et la méthode des k
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plus proches voisins. L’influence du modèle d’estimation des attributs est évaluée à partir d’un
test de Kolmogorov-Smirnov en considérant deux hypothèses :
– H1 : les échantillons suivent le modèle Gaussien.
– H2 : les échantillons suivent le modèle α-stable.
Nous nous limitons à un vecteur de paramètres de dimension d ≤ 2. En effet, la généralisation
des densités de probabilités α-stables en dimension d > 2 augmente le temps CPU car il n’existe
pas d’expression analytique des densités de probabilité. Les attributs, sur lesquels sont effectués
la classification, sont considérés soit à :
– une dimension où chaque dimension est considérée comme une source d’information.
– deux dimensions où nous considérons un vecteur de deux dimensions.
3.3.1 Classification de données générées
Dans cette section, nous allons tout d’abord classifier des données générées de type Gaus-
siennes puis de type α-stables.
3.3.1.1 Cas Gaussien
Dans cet exemple, nous simulons trois classes artificielles générées à partir de distributions
Gaussiennes et caractérisées par les vecteurs moyenne et matrices de covariance définis dans
R
2 (table 3.4). La base d’apprentissage est composée de 1000 vecteurs et la base de test de
1747 vecteurs (en effet par soucis de représentation, on se limite aux données comprises dans
le maillage [−4; 4] × [−4; 4]). Les vecteurs de la base test sont représentés dans la figure 3.12.
Lorsque nous observons les vecteurs de la base de test, nous remarquons que les classes sont
mélangées pour des abscisses de [−2; 2]× [−1; 1]. Dans la suite de notre étude, nous comparons
les performances de classification en utilisant des méthodes des k plus proches voisins (classique
et crédibiliste) et des méthodes se fondant sur des modèles (Gaussien et α-stable). Tout d’abord,
µ Σ
Classe C1
(
2
3
) (
1 1, 5
1, 5 3
)
Classe C2
(
1
1
) (
3 1, 5
1, 5 1
)
Classe C3
(−1
1
) (
1 0
0 3
)
Table 3.4 – Moyennes et matrices de covariance des distributions Gaussiennes.
nous appliquons les méthodes de classification par la méthode des k plus proches voisins. Les
vecteurs ont été classifiés et leurs classes d’appartenance peuvent être observées en figure 3.13.
Nous remarquons que la classification est correcte. La confusion entre les classes se fait aux
valeurs de bord des différentes distributions. On remarque qu’un nombre plus important de
vecteurs sont classifiés de type C2 car les vecteurs de classe C2 ont tendance à se mélanger
avec les deux autres classes, ce qui est confirmé par les matrices de confusion (Table 3.5). Le
taux de classification de la méthode des k plus proches voisins classique est de 73,03 % contre
72,86 % pour la méthode des k plus proches voisins crédibiliste. Les deux méthodes peuvent être
considérées comme similaires puisque l’écart entre les deux taux n’est pas significatif.
Ensuite, nous allons comparer ces résultats à partir d’une approche type modèle présentée en
section 3.2.2.3.b. Dans un premier temps, nous supposons que chaque composante des vecteurs
de R2 peut être considérée comme un attribut. La base d’apprentissage permet d’estimer les
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Figure 3.11 – Représentation de la densité de probabilité pour chaque classe.
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 19,63 % 8,29 % 1,14 %
C2 3,32 % 25,52 % 5,66 %
C3 0,57 % 7,95 % 27,87 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 19,63 % 8,24 % 1,20 %
C2 3,60 % 25,18 % 5,72 %
C3 0,62 % 7,72 % 28,04 %
Table 3.5 – Matrice de confusion dans le cas de données générées par une Gaussienne (à gauche
kppv et à droite kppv crédibiliste)
paramètres de chaque distribution univariée Gaussienne et α-stable. Le test de Kolmogorov-
Smirnov ne rejette aucune hypothèse (Table 3.7) ce qui permet d’affirmer que ces deux modèles
sont valides. L’approche Bayésienne nécessite d’introduire les notions de probabilités a priori
sur les classes que nous ne connaissons pas forcément : chaque probabilité a priori de chacune
des 3 classes est égale à la proportion de vecteurs correspondante de cette classe contenus dans
la base d’apprentissage. L’approche Bayésienne avec le modèle Gaussien (cf. Figure 3.14(a) et
Table 3.6) et α-stable (cf. Figure 3.14(b) et Table 3.6) n’est pas performante puisqu’elle offre
un taux de classification de 52,66 % et 52,94 %, inférieure à celui obtenu avec les méthodes
des k plus proches voisins. Une grande proportion de vecteurs appartenant aux classes C1 et
C3 se retrouve en classe C2. L’approche avec les fonctions de croyance continues avec le modèle
Gaussien (cf. Figure 3.15(a) et Table 3.8 ) et les α-stables (cf. Figure 3.15(b) et Table 3.8),
permet d’améliorer significativement les résultats et d’obtenir des taux de 68,28 % et 67,83 %.
La classe C2 n’est plus majoritaire.
Dans un second temps, nous travaillons avec un vecteur de deux dimensions. Comme pour
le cas à une dimension, le test de Kolmogorov-Smirnov est vérifé pour les deux hypothèses
(Table 3.9). L’approche Bayésienne avec le modèle Gaussien (cf. Figure 3.14(c) et Table 3.6)
et α-stable (cf. Figure 3.14(d) et Table 3.6) donne des résultats significativement proches de
l’approche avec les fonctions de croyance continues à une dimension. L’approche avec les fonc-
tions de croyance permet d’obtenir des résultats significativement meilleurs de l’ordre de 74,81 %
pour le modèle Gaussien (cf. Figure 3.15(c) et Table 3.8) et 73,61 % pour le modèle α-stable
(cf. Figure 3.15(d) et Table 3.8) qui sont très légèrement supérieurs aux méthodes des k plus
proches voisins. Nous remarquons que l’approche avec les fonctions de croyance à deux dimen-
sions permet d’avoir des résultats de classification meilleurs que ceux obtenus avec les autres
méthodes. Cependant, il existe une petite différence entre les résultats de classification avec le
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Figure 3.12 – Représentation de la base de test
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(a) Méthode k-ppv.
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(b) Méthode k-ppv crédibiliste.
Figure 3.13 – Représentation de la classification des vecteurs par la méthode des k plus proches
voisins.
modèle α-stable et Gaussien. Ce phénomène s’explique dans le cas 2 dimensions par le fait que
nous faisons un maillage de [−4; 4]× [−4; 4] sur 20 points de discritésation pour calculer la fonc-
tion de plausibilité pour le modèle α-stable. Les méthodes Bayésiennes ont tendance à donner
des résultats moins bons que ceux obtenus à partir des méthodes par fonctions de croyance
continues. L’un des problèmes majeur est de savoir quel a priori nous avons sur les différentes
classes, problème qui ne se pose pas avec les fonctions de croyance continues.
3.3.1.2 Cas α-stable
Dans cet exemple, nous simulons trois classes artificielles générées à partir de distributions
α-stables caractérisées par les données définies dans R2 (Table 3.10). La base d’apprentissage
est composée de 1000 vecteurs et la base de test de 1554 vecteurs. Les vecteurs appartenant à
la base de test sont représentés en Figure 3.17. La méthode des k plus proches voisins classique
donne un taux de classification de 85,82 % et le cas crédibiliste 85,89 %. Les deux approches
sont équivalentes. Les matrices de confusion (Table 3.11) permettent d’observer une confusion
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(a) Modèle Gaussien unidimensionnel.
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(b) Modèle α-stable unidimensionnel.
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(c) Modèle Gaussien bidimensionnel.
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(d) Modèle α-stable bidimenisonnel.
Figure 3.14 – Représentation de la classification de données générées Gaussiennes par la mé-
thode Bayésienne.
pour la classe C1 qui est soit classée C2 ou C3.
Ensuite, nous comparons les résultats obtenus à l’aide des différentes méthodes utilisant
une approche de type modèle. Dans un premier temps, nous supposons que chaque composante
des vecteurs peut être considérée comme un attribut. La base d’apprentissage permet d’estimer
les paramètres de chaque distribution univariée Gaussienne et α-stable. L’hypothèse H1 : “Les
échantillons suivent un modèle Gaussien” n’est pas vérifiée par le test de Kolmogorov-Smirnov
(Table 3.13). Ceci est confirmé si l’on trace la fonction de répartition réelle et celle estimée avec le
modèle Gaussien (Figure 3.20). La fonction de densité de probabilité est donc mal estimée dans
le cas Gaussien (Figure 3.21). En réalité, il faudrait stopper la classification et rejeter l’hypothèse
H1. Cependant, nous continuons la classification. Par contre, l’hypothèse H2 : “Les échantillons
suivent un modèle α-stable” est bien vérifiée par le test de Kolmogorov-Smirnov (Table 3.13).
L’approche Bayésienne avec le modèle Gaussien (cf. Figure 3.19(a) et Table 3.12 ) donne un taux
de classification 51,56 % et le modèle α-stable (cf. Figure 3.19(b) et Table 3.12) donne un taux
de classification de 86,36 %. La matrice de confusion obtenue pour le modèle Gaussien permet de
revoir une grande confusion entre les classes C1 et C2 ainsi que les classes C3 et C1. La méthode
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Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 10,93 % 17,85 % 0,28 %
C2 0,45 % 31,13 % 2,91 %
C3 0,17 % 25,64 % 10,58 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 11,61 % 17,17 % 0,28 %
C2 0,62 % 30,91 % 2,97 %
C3 0,17 % 25,81 % 10,41 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 14,02 % 14,42 % 0,62 %
C2 0,34 % 33,42 % 0,74 %
C3 0,74 % 13,96 % 21,69 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 11,61 % 17,17 % 0,28 %
C2 0,62 % 30,91 % 2,97 %
C3 0,17 % 25,81 % 10,41 %
Table 3.6 – Matrice de confusion dans le cas de données générées Gaussiennes (en haut à gauche :
approche Bayésienne avec le modèle Gaussien 1d ; en haut à droite : approche Bayésienne avec
le modèle α-stable 1d ; en bas à gauche : approche Bayésienne avec le modèle Gaussien 2d, en
bas à droite : approche Bayésienne avec le modèle α-stable 2d)
H1 H2
p-value ksstat p-value ksstat
C1 1
ière composante 0,1797 0,0843 0,8799 0,0452
2ième composante 0,8799 0,0452 0,9575 0,0392
C2 1
ière composante 0,4291 0,0681 0,4890 0,0650
2ième composante 0,3736 0,0712 0,3228 0,0743
C3 1
ière composante 0,9985 0,0290 0,5956 0,0580
2ième composante 0,4719 0,0638 0,6602 0,0551
Table 3.7 – Valeurs statistiques obtenues pour un test de Kolmogorov-Smirnov avec un niveau
de signification de 5 % effectué sur des données issues d’une loi Gaussienne dans R.
par fonctions de croyance pour le cas Gaussien donne un taux de classification de 76,84 % (cf.
Figure 3.22(a) et Table 3.15) tandis que le modèle α-stable donne un taux de classification de
87,15 % (cf. Figure 3.22(a) et Table 3.15). On peut voir que dans le cas Gaussien, l’approche
avec les fonctions de croyance donnent des résultats significativement meilleurs que la méthode
Bayésienne.
Ensuite, nous considérons un vecteur à deux dimensions à classifier. Un test de Kolmogorov-
Smirnov est réalisé au préalable pour évaluer la validité des modèles. L’hypothèse H1 peut être
rejetée puisque le test de Kolmogorov-Smirnov n’est pas vérifié (Table 3.14).
Cependant, l’hypothèse H2 est valide. L’approche Bayésienne avec le modèle Gaussien donne
un taux de classification de 51,56 % (cf. Figure 3.19(c) et Table 3.12) tandis que le modèle α-
stable donne un taux de classification de 86,49 % (cf. Figure 3.19(d) et Table 3.12). On peut
voir que l’approche à une dimension et à deux dimensions sont similaires s’expliquant par le
fait que les classes sont plus disjointes que pour l’exemple Gaussien. L’approche à partir des
fonctions de croyance continues permet d’obtenir un taux de classification de 77,71 % avec le
modèle Gaussien (cf. Figure 3.22(c) et Table 3.15) et de 87,42 % avec le modèle α-stable (cf.
Figure 3.22(d) et Table 3.15).
Àprès avoir validé la chaîne de classification sur des données générées, nous nous intéressons
à la classification de données réelles.
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(a) Modèle Gaussien unidimensionnel.
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(b) Modèle α-stable unidimensionnel.
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(c) Modèle Gaussien bidimensionnel.
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(d) Modèle α-stable bidimensionnel.
Figure 3.15 – Représentation de la classification de données générées Gaussiennes par la théorie
des fonctions de croyance continues.
Figure 3.16 – Représentation de la densité de probabilité α-stable.
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Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 18,54 % 9,21 % 1,31 %
C2 6,81 % 18,88 % 8,81 %
C3 0,62 % 5,38 % 30,39 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 18,14 % 9,61 % 1,31 %
C2 6,01 % 19,69 % 8,81 %
C3 0,51 % 5,43 % 30,45 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 18,94 % 8,24 % 1,88 %
C2 2,17 % 23,01 % 9,33 %
C3 0,45 % 3,09 % 32,85 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 18,77 % 8,47 % 1,83 %
C2 2,28 % 22,61 % 9,61 %
C3 0,91 % 3,26 % 32,22 %
Table 3.8 – Matrice de confusion dans le cas de données générées Gaussiennes (en haut à
gauche : approche fonctions de croyance continues avec le modèle Gaussien 1d ; en haut à droite :
approche fonctions de croyance continues avec le modèle α-stable 1d ; en bas à gauche : approche
fonctions de croyance continues avec le modèle Gaussien 2d, en bas à droite : approche fonctions
de croyance continues avec le modèle α-stable 2d).
H1 H2
p-value ksstat p-value ksstat
C1 0,5706 0,0602 0,1509 0,0873
C1 0,3736 0,0712 0,1997 0,0836
C3 0,3623 0,0696 0,1665 0,1665
Table 3.9 – Valeurs statistiques obtenues pour un test de Kolmogorov-Smirnov avec un niveau
de signification de 5 % effectué sur des données issues d’une loi Gaussienne dans R2.
α σ θ δ
Classe C1 1,5
(
1
1
) (
0
π
2
) (−1, 5
−1, 5
)
Classe C2 1,5
(
1
1
) (
0
π
2
) (−1, 5
3
)
Classe C3 1,5
(
1
1
) (
0
π
2
) (
3
−1, 5
)
Table 3.10 – Paramètres caractérisant les distributions α-stable générées.
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C1 21,02 % 2,52 % 12,04 %
C2 0,66 % 24,61 % 7,71 %
C3 0,13 % 0,06 % 31,20 %
Type de fonds Type de fonds prédits
vérité terrain C1 C2 C3
C2 27,01 % 3,92 % 4,65 %
C2 1,19 % 29,80 % 1,99 %
C3 0,59 % 0,46 % 30,33 %
Table 3.11 – Matrice de confusion dans le cas de données générées par une α-stable (à gauche
kppv et à droite kppv crédibiliste)
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Figure 3.17 – Représentation de la base de test.
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(a) Méthode k-ppv.
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(b) Méthode k-ppv crédibiliste.
Figure 3.18 – Représentation de la classification des vecteurs par la méthode des k plus-proche-
voisins.
3.3.2 Classification de données réelles
Dans cette section, nous allons classifier des données réelles acquises par un sondeur mo-
nofaisceau. Les données sont fournies par le Service Hydrographique et Océanographique de
la Marine (SHOM). Elles représentent un signal d’amplitude 1D en fonction du temps. Des
paramètres sont extraits directement de l’amplitude des échos [178].
3.3.2.1 Présentation des données
Les données ont été prélevées au large de Toulon par le SHOM à partir d’un robot sous-marin
(que l’on nomme aussi AUV pour Autonomous Underwater Vehicle) Daurade. Les données sont
acquises par un sondeur monofaisceau Altas DESO 35. Les signaux que nous obtenons repré-
sentent l’écho du fond (figure 3.23). L’étape suivante consiste à calculer différents paramètres
statistiques à partir de l’écho du fond. Ces paramètres sont les mêmes que ceux utilisés par
le logiciel QTC-View (environ 166 paramètres). On dispose d’une base de données de 4853
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(a) Modèle Gaussien unidimensionnel.
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(b) Modèle α-stable unidimensionnel.
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(c) Modèle Gaussien bidimensionnel.
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(d) Modèle α-stable bidimensionnel.
Figure 3.19 – Représentation de la classification de données générées α-stables par la méthode
Bayésienne.
échantillons classifiés vase, 6017 échantillons classifiés roche et 7338 échantillons classifiés sable.
L’inconvénient est que nous avons beaucoup d’attributs à notre disposition et nous ne pouvons
pas choisir “à la main” ceux qui sont les plus “pertinents”. L’objectif est de choisir les attributs
qui discriminent au mieux les différentes classes. Une liste de méthodes permettant de sélection-
ner des attributs pertinents est présentée dans [110]. Les méthodes de sélection d’attributs se
décomposent en deux grandes familles :
– les méthodes Wrapper qui permettent d’optimiser les performances d’un algorithme de
classification spécifique.
– les méthodes Filter qui sélectionnent les attributs à partir d’une mesure.
Nous avons tout d’abord utilisé les méthodes Filter avec comme mesure une distance de Bhatta-
charrya [21], un score de Fisher [117]. Loin d’être performantes, nous ne les avons pas intégrées
dans ce manuscrit. Pour montrer l’intérêt de la théorie des fonctions de croyance, nous nous
sommes dirigés vers une méthode Wrapper, le problème étant de maximiser le résultat de classi-
fication à partir de la théorie des fonctions de croyance continues. Les paramètres retenus sont :
3ième quantile de l’amplitude et 75ième quantile de l’énergie cumulée du signal. Nous représentons
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Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 18,56 % 17,03 % 0 %
sable 0 % 33,02 % 0 %
vase 23,28 % 8,11 % 0 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 11,61 % 17,17 % 0,28 %
sable 0,62 % 30,91 % 2,97 %
vase 0,17 % 25,81 % 10,41 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 21,75 % 2,52 % 11,31 %
sable 0,59 % 24,81 % 7,58 %
vase 0,19 % 0,06 % 31,13 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 27,27 % 4,12 % 4,19 %
sable 1,06 % 30,27 % 1,66 %
vase 0,86 % 0,66 % 29,87 %
Table 3.12 – Matrice de confusion dans le cas de données générées α-stable (en haut à gauche :
approche Bayésienne avec le modèle Gaussien 1d ; en haut à droite : approche Bayésienne avec
le modèle α-stable 1d ; en bas à gauche : approche Bayésienne avec le modèle Gaussien 2d, en
bas à droite : approche Bayésienne avec le modèle α-stable 2d)
H1 H2
p-value ksstat p-value ksstat
C1 1
ière composante 0, 0121 · 10−4 0,2094 0,4231 0,0687
2ième composante 0, 633 · 10−4 0,1781 0,8657 0,0469
C2 1
ière composante 0, 1351 · 10−3 0,0681 0,3141 0,0725
2ième composante 0, 3616 · 10−3 0,1565 0,4150 0,0667
C3 1
ière composante 1, 9787 · 10−20 0,3672 0,6418 0,0567
2ième composante 0, 432 · 10−6 0,2119 0,9265 0,0418
Table 3.13 – Valeurs statistiques obtenues pour un test de Kolmogorov-Smirnov avec un niveau
de signification de 5 % effectué sur des données issues d’une loi α-stable dans R.
H1 H2
p-value ksstat p-value ksstat
C1 6, 3396 · 10
−13 0,2969 0,1641 0,0875
C1 1, 2052 · 10
−7 0,2174 0,3141 0,0725
C3 5, 6396 · 10
−31 0,4537 0,3963 0,0687
Table 3.14 – Valeurs statistiques obtenues pour un test de Kolmogorov-Smirnov avec un niveau
de signification de 5 % effectué sur des données issues d’une loi α-stable dans R2.
ces paramètres dans un espace à deux dimensions (Figure 3.24).
3.3.2.2 Résultats numériques
Nous choisissons aléatoirement 5000 vecteurs dont la moitié est utilisée pour l’apprentissage
et l’autre pour la base de test. Tout d’abord, nous travaillons dans le cas unidimensionnel.
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Figure 3.20 – Représentation de l’estimation des fonctions de répartition dans le cas de données
issues d’une loi α-stable dans R.
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Figure 3.21 – Représentation de l’estimation des densités de probabilité dans le cas de données
issues d’une loi α-stable dans R.
Cas unidimensionnel En observant les estimations des densités de probabilité de chaque
classe, nous remarquons que le modèle α-stable correspond plutôt bien aux données contraire-
ment au modèle Gaussien. Le test de Kolmogorov-Smirnov permet de valider l’hypothèse “H2 :
les échantillons suivent le modèle α-stable” puisque le test de Kolmogorov-Smirnov n’est pas
vérifié pour le modèle Gaussien.
En termes de taux de classification, on remarque que le modèle Gaussien donne des ré-
sultats significativement moins bons que ceux obtenus par le modèle α-stable. Pour le modèle
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(a) Modèle Gaussien unidimensionnel.
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(b) Modèle α-stable unidimensionnel.
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(c) Modèle Gaussien bidimensionnel.
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(d) Modèle α-stable bidimensionnel.
Figure 3.22 – Représentation de la classification de données générées α-stables par la théorie
des fonctions de croyance.
Gaussien, on remarque que l’approche Bayésienne (taux de bonne classification de 61,24 %) est
significativement moins bonne que l’approche par la théorie des fonctions de croyance (taux
de classification de 70,92 %). On ne peut pas faire la même conclusion dans le cas du modèle
α-stable. En effet, l’approche Bayesienne (taux de classification de 80,64 %) et l’approche avec
les fonctions de croyance (taux de classification de 82,68 %) sont significativement les mêmes.
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Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 21,02 % 2,52 % 12,04 %
sable 0,66 % 24,61 % 7,71 %
vase 0,13 % 0,06 % 31,20 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 27,01 % 3,92 % 4,65 %
sable 1,19 % 29,80 % 1,99 %
vase 0,59 % 0,46 % 30,33 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 21,75 % 2,52 % 11,31 %
sable 0,59 % 24,81 % 7,58 %
vase 0,19 % 0,06 % 31,13 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 27,27 % 4,12 % 4,19 %
sable 1,06 % 30,27 % 1,66 %
vase 0,86 % 0,66 % 29,87 %
Table 3.15 – Matrice de confusion dans le cas de données générées α-stable (en haut à gauche :
approche fonctions de croyance continues avec le modèle Gaussien 1d ; en haut à droite : approche
fonctions de croyance continues avec le modèle α-stable 1d ; en bas à gauche : approche fonctions
de croyance continues avec le modèle Gaussien 2d, en bas à droite : approche fonctions de
croyance continues avec le modèle α-stable 2d)
H1 H2
p-value ksstat p-value ksstat
C1 1
ière composante 0, 37 · 10−3 0,1587 0,2956 0,0749
2ième composante 0, 00 · 10−3 0,2814 0,6399 0,0569
C2 1
ière composante 0,0002 0,4507 0,4507 0,0659
2ième composante 0,0092 0,1257 0,7696 0,0509
C3 1
ière composante 0, 00 · 10−5 0,2861 0,8799 0,0452
2ième composante 0, 68 · 10−5 0,1928 0,1797 0,0843
Table 3.16 – Valeurs statistiques obtenues pour un test de Kolmogorov-Smirnov avec un niveau
de signification de 5 % effectué sur des données réelles de R.
H1 H2
p-value ksstat p-value ksstat
C1 2, 84 · 10
−18 0,3473 0,0719 0,0988
C1 3, 61 · 10
−11 0,2695 0,1063 0,0928
C3 2, 75 · 10
−20 0,3675 0,2127 0,0813
Table 3.17 – Valeurs statistiques obtenues pour un test de Kolmogorov-Smirnov avec un niveau
de signification de 5 % effectué sur des données réelles de R2.
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Figure 3.23 – Représentation de l’echo d’un fond vaseux en fonction du temps.
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Figure 3.24 – Représentation des données réelles dans un espace à deux dimensions (l’abscisse
correspond au paramètre 3ième quantile de l’amplitude et l’ordonnée correspond au paramètre
75ième quantile de l’énergie cumulée du signal.
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Figure 3.25 – Représentation des fonctions de répartition des attributs et leurs estimations
par le modèle Gaussien et α-stable (la première colonne correspond au paramètre appelé 3ième
quantile de l’amplitude et la deuxième colonne au paramètre appelé 75ième quantile de l’énergie
cumulée du signal).
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Figure 3.26 – Représentation des densités de probabilité des attributs et leurs estimations par le
modèle Gaussien et α-stable (la première colonne correspond au paramètre appelé 3ième quantile
de l’amplitude et la deuxième colonne au paramètre appelé 75ième quantile de l’énergie cumulée
du signal).
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Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 8,48 % 23,00 % 1,28 %
sable 0,00 % 37,32 % 2,80 %
vase 0,36 % 11,32 % 15,44 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 32,40 % 0,00 % 0,36 %
sable 12,44 % 20,92 % 6,76 %
vase 7,20 % 2,32 % 17,60 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 28,28 % 0,04 % 4,44 %
sable 0,00 % 34,88 % 5,24 %
vase 0,84 % 6,76 % 19,52 %
Type de fonds Type de fonds prédits
vérité terrain roche sable vase
roche 26,48 % 0,00 % 6,28 %
sable 0,00 % 29,84 % 10,28 %
vase 0,52 % 2,48 % 24,12 %
Table 3.18 – Matrice de confusion dans le cas de données réelles (en haut à gauche : approche
Bayésienne avec le modèle Gaussien ; en haut à droite : approche fonctions de croyance continues
avec le modèle Gaussien ; en bas à gauche : approche Bayésienne avec le modèle α-stable, en bas
à droite : approche fonctions de croyance continues avec le modèle α-stable)
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(a) Méthode k-ppv.
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(b) Méthode k-ppv crédibiliste.
Figure 3.27 – Représentation de la classification des vecteurs par la méthode des k plus proches
voisins.
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(a) Méthode Bayésienne avec le modèle Gaussien.
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(b) Méthode de la théorie des fonctions de croyance avec
le modèle Gaussien.
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(c) Méthode Bayésienne avec le modèle α-stable.
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(d) Méthode de la théorie des fonctions de croyance avec
le modèle α-stable.
Figure 3.28 – Représentation de la base de test classifiée.
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3.4 Conclusion
Afin de classifier au mieux les sédiments marins à partir de signaux issus d’un sondeur
monofaisceau, nous avons introduit les distributions α-stables pour modéliser les phénomènes
de queue lourde et d’asymétrie des données. Dans ce chapitre, nous avons utilisé le formalisme
de la théorie des fonctions de croyance afin de classifier des données. L’avantage de la théorie
des fonctions de croyance est de modéliser l’imprécision et l’incertitude des données par rapport
à des méthodes couramment utilisées. Nous modélisons des attributs à partir de densités de
probabilité continues pour classifier des données discrètes. Du point de vue théorique, le calcul
de la fonction de plausibilité dans le cas d’une densité de probabilité Gaussienne a été proposé
par Caron et al.. Nous avons étendu le calcul de la fonction de plausibilité au cas de densités
de probabilité α-stables. Cependant, la calcul est réalisé numériquement puisque la densité de
probabilité α-stable n’a pas d’expression analytique ce qui a pour effet d’augmenter les temps
de calculs.
Dans un premier temps, nous avons classifié des données générées issues de lois Gaussiennes
puis de lois α-stables. Dans le cas de données générées Gaussiennes, nous nous sommes rendu
compte que la méthode utilisant la théorie des fonctions de croyance permettaient d’avoir des
résultats significativement meilleurs que la méthode Bayésienne. Le choix entre un modèle Gaus-
sien et un modèle α-stable n’a pas d’influence sur les taux de classification puisque les données
ont été choisies comme Gaussiennes, qui est un cas particulier de lois α-stables. En termes de
comparaison, nous avons utilisé la méthode des k plus proches voisins et les résultats sont voisins
de l’approche par la théorie des fonctions de croyance. Nous obtenons des meilleurs résultats
avec l’approche par fonctions de croyance lorsque nous considérons un vecteur à une dimension
sans étape de combinaison.
Dans le cas de données générées à partir de lois α-stables, le choix du modèle s’est avéré
important. Le modèle α-stable donne de meilleurs résultats que ceux obtenus par le modèle
Gaussien, ce qui est tout à fait normal puisque les données initiales sont issues de lois α-stables.
Le test de Kolmogorov-Smirnov permet de confirmer que l’hypothèse “les échantillons sont issus
d’une loi gaussienne” n’est pas valide et donc de la rejeter. Ensuite, l’approche Bayésienne
donne des résultats significativement moins bons que ceux obtenus par la théorie des fonctions
de croyance. Cependant, les taux de classification restent inchangés lorsque nous travaillons avec
un vecteur à deux dimensions. En effet, la représentation des données à 1 et 2 dimensions permet
de mettre en évidence de la confusion entre les différentes classes.
Dans un second temps, nous avons modélisé et classifié des données réelles issues d’un sondeur
monofaisceau. Les résultats de classification utilisant les lois α-stables pour modéliser les données
sont significativement meilleurs que ceux utilisant la loi Gaussienne. Cette tendance est confirmée
par le test de Kolmogorov-Smirnov qui rejette l’hypothèse que les données soient issues d’une loi
Gaussienne. Cependant, on remarque que la méthode Bayésienne et la méthode par la théorie des
fonctions croyance donnent des résultats significativement identiques dans le cas où les données
sont supposées être issues de lois α-stables. À noter que dans le cas des données sonar, le passage
à un vecteur à deux dimensions ne permet pas d’améliorer le taux de classification. En effet,
on remarque qu’il y a beaucoup de confusion entre les données. La classification des données
monofaisceaux a fait l’objet d’une communication [81].
À ce stade, nous n’avons considéré qu’un seul capteur (sondeur monofaisceau). Une des
perspectives de travail est donc de travailler avec plusieurs capteurs, comme par exemple un
sonar latéral, pour tenter d’augmenter les résultats de classification.
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Dans le chapitre précédent, nous avons développé une méthode de classification supervisée mo-
délisant les attributs par des distributions α-stables. L’objectif de ce chapitre est de caractériser
le fouillis de mer en utilisant différentes distributions statistiques. Dans un premier temps, nous
introduisons les différentes caractéristiques électromagnétiques et géométriques permettant de gé-
nérer notre modèle de surface de mer (considérée comme rugueuse et aléatoire). Nous utilisons
une approche spectrale afin de décrire la surface de mer à partir du spectre d’Elfouhaily. Ensuite,
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il est important d’introduire les différentes méthodes permettant de déterminer la surface équi-
valente radar d’une surface maritime. Nous distinguons deux types de méthodes : les méthodes
dites exactes et les méthodes asymptotiques. Pour ce faire, nous avons adopté l’utilisation de
méthodes asymptotiques : l’optique physique. Une fois la surface équivalente radar déterminée,
nous étudions les coefficients de diffusion à partir d’un modèle statistique. Nous regardons plus
particulièrement l’influence de la polarisation, de la vitesse de vent et de la direction de vent sur
les paramètres des distributions α-stables.
4.1 Introduction
La caractérisation des échos indésirables réfléchis par l’environnement maritime, appelé
fouillis (par abus de langage, on peut trouver aussi clutter qui vient de l’anglais), est une étape
importante dans l’analyse des performances des différents systèmes de télédétection, ceci pour
de nombreuses applications :
– identification d’objets sur la surface de mer tel qu’un périscope, un avion volant à basse
altitude ou un missile permet d’assurer la sécurité des côtes.
– identification de petites embarcations, de bouées, d’icebergs ou de nappes de pétrole permet
de contrôler le trafic maritime.
– iurveillance et Intervention sur des bateaux pratiquant la pêche illégale.
– exploitation des signaux réfléchis par la surface maritime pour l’obtention des caractéris-
tiques océanographiques de l’eau de mer.
Plusieurs travaux de recherche ont été réalisés au sein de notre laboratoire dans l’équipe
Radar, Électromagnétisme et Télédétection de l’ENSTA Bretagne (anciennement ENSIETA),
et qui a intégré depuis janvier 2012 le laboratoire Lab-STICC UMR 6285. Ayari [11] étudie
l’intéraction d’une onde électromagnétique avec la surface maritime naturelle ou polluée. Arnold-
Bos [7] et Arnold-Bos et al. [8,9] étudie la détection et le suivi de navire à partir de son sillage.
Récemment Rochdi [187] a proposé d’évaluer la contribution du champ électromagnétique diffusé
par une cible complexe placée sur une surface maritime.
Il s’avère qu’un des aspects importants à prendre en compte est de modéliser finement la
surface maritime. Cette dernière peut être obtenue à partir de la superposition de surface si-
nusoïdales, avec des amplitudes, des directions et des pulsations différentes. Des travaux ont
été menés afin de décrire la surface de mer à partir d’un spectre d’énergie. Dans la littérature,
il existe plusieurs spectres comme celui de Philips [173], Pierson et Moskowitz [176], Fung et
Lee [84], JONSWAP [100] et Elfouhaily [69]. Nous proposons de présenter ces différents modèles
dans la première partie de ce chapitre.
Une fois la surface maritime générée, il convient d’évaluer le coefficient de diffusion électro-
magnétique. Plusieurs familles de méthodes existent afin de réaliser cette tâche : les méthodes
asymptotiques et les méthodes dites exactes. Le problèmes avec les méthodes numériques est
qu’elles sont coûteuses en temps de calcul. Dans le cadre de notre travail, nous proposons d’uti-
liser les méthodes asymptotiques afin de calculer le coefficient de diffusion électromagnétique.
Le fouillis de mer est le plus souvent considéré comme un processus stochastique [52], repré-
sentant une évolution discrète ou à temps continu d’une variable aléatoire. Il convient alors de
représenter ce processus stochastique à partir de modèles statistiques. Une bibliographie assez
détaillée des modèles statistiques utilisés pour représenter l’amplitude de retour du fouillis de
mer, exprimée le linéaire, est réalisée dans [43]. Dans [226], les auteurs s’aperçoivent de la non-
gaussiannité du clutter de mer pour des angles rasants et/ou des petites largeurs d’impulsions.
Ceci se traduit par l’apparition de bruit impulsif [93] dans le signal retour. Les distributions
recherchées sont celles qui présentent la propriété de queue lourde [71]. Des travaux ont été
réalisés à partir de la loi log-normale, la loi de Weibull et la loi K. Trunk et George [215] se sont
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aperçus que la loi log-normale est un bon modèle pour représenter le fouillis de mer. Dans [219],
les auteurs sont arrivés à un compromis entre une loi de Rayleigh et une loi log-normale. Schle-
her [195] utilise une loi de Weibull comme compromis entre la loi de Rayleigh et log-normale
permettant d’avoir une bonne représentation du fouillis de mer. Fay et al. [75] arrivent à la
même conclusion. La loi K a quand à elle été introduite par Jakeman et Pusey [105] afin de
modéliser l’amplitude du clutter de mer par une loi n’appartenant pas à la loi de Rayleigh. Ils
ont aussi montré que cette loi était un excellent modèle pour modéliser le fouillis de mer [106].
Nohara et al. [161] ont montré que la distribution K est un bon modèle pour représenter l’am-
plitude du fouillis de mer en polarisation directe (co-polarization en anglais) et en polarisation
croisée (cross-polarization en anglais). On peut aussi citer le site internet du département de
la défense australienne (apeelé le DSTO pour Defence Science and Technology Organisation en
anglais) où un grand nombre d’ouvrages sont consultables en libre accès [5, 55]. Toutes ces lois
ont une interprétation physique. En effet, le champ électromagnétique diffusé par une surface
naturelle est considéré comme une variable aléatoire résultant d’une sommation de l’ensemble
des diffuseurs contenus dans la zone insonifiée [46]. Par conséquent, les phénomènes d’ombre et
de diffusion multiples viennent modifier la répartition des points brillants. La loi log-normale
permet de décrire une surface hétérogène présentant de nombreux forts diffuseurs (petites cel-
lules de résolution et petits angles rasants). La loi de Weibull est appliquée lorsque la surface
contient beaucoup de points brillants, dont aucun ne prédomine les autres (grandes cellules de
résolution) : cette loi permet de caractériser un fouillis uniforme. La loi K est utilisée lorsque les
points brillants sont répartis aléatoirement dans la cellule de résolution.
Il s’avère que le fouillis de mer se caractérise principalement au niveau de la queue de la
distribution du fait de la propriété de queue lourde. Récemment, les distributions α-stables ont
été utilisées afin de modéliser le fouillis de mer [175], et permettent de représenter ce phénomène
de queue lourde. Beaucoup de travaux ont été réalisés en imagerie. Banerjee et al. [13] modélisent
le fouillis de mer des images, obtenues par un radar à synthèse d’ouverture ultra large-bande, à
partir de distributions α-stables. Achim et al. [3] modélisent le speckle par un modèle α-stable
pour ensuite le retirer des images SAR. Des travaux [136, 224] ont notamment été réalisés afin
de détecter des navires dans les images SAR. Les distributions α-stables sont utilisées lorsque
les points brillants sont nombreux et répartis aléatoirement dans la cellule de résolution.
Le chapitre est donc découpé de la manière suivante : nous présentons tout d’abord les
caractéristiques électromagnétiques et géométriques de la surface maritime, avec un dévelop-
pement plus approfondi du spectre de mer. Ensuite, nous développons les différents modèles
asymptotiques permettant d’obtenir les coefficients de diffusion électromagnétique, en particu-
lier l’optique physique. Enfin, nous caractérisons les coefficients de diffusion électromagnétique
en faisant varier les paramètres géométriques d’observations, la polarisation en émission et en
réception ainsi que la vitesse et la direction du vent.
4.2 Description de la surface maritime
4.2.1 Propriétés physiques de la surface maritime
La surface maritime se caractérise par de nombreux paramètres pouvant influencer plus
ou moins les coefficients de diffusion électromagnétique : température, salinité, permittivité
électrique relative et le vent. Par conséquent, nous présentons les différentes caractéristiques de
l’environnement maritime.
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4.2.1.1 Température de surface de l’eau de mer
La température de la mer, notée T , dépend de l’endroit où l’on se trouve sur la Terre, de la
profondeur ainsi que de la saison (exemple de la répartition de la température de surface de la
mer à travers le globe en Figure 4.1 1 ). Dans le cadre de notre application, on ne s’intéresse
qu’à la température de surface exprimée en degrés Celcius.
Figure 4.1 – Répartition de la température des océans
4.2.1.2 Salinité de l’eau de mer
La salinité, notée S, est un indicateur permettant de quantifier la quantité de sel dissous
dans l’eau de mer. En général, il y a 35 g de sels pour un kilogramme d’eau de mer. La salinité
varie énormément d’une mer à une autre comme en témoigne la figure 4.2 1 . De nos jours, la
salinité est mesurée à partir de la conductivité de l’eau de mer.
4.2.1.3 Caractéristique électromagnétique
Les propriétés électromagnétiques de l’eau de mer sont caractérisées par deux variables :
la permittivité électrique relative ǫr et la perméabilité magnétique relative µr. La perméabilité
magnétique relative est approchée à 1 puisque l’eau de mer n’est pas un milieu magnétique. Par
la suite, nous présentons les deux modèles caractérisant la permittivité électrique relative :
– le modèle de Debye.
– le modèle de Cole-Cole.
Le modèle de Debye Debye [49] donne une expression de la permittivité électrique rela-
tive de l’eau de mer en fonction de la salinité, de la température et de la fréquence de l’onde
électromagnétique. Il obtient pour expression :
ǫr = ǫr,∞ +
ǫs − ǫr,∞
1 + jwτr
− j σs
wǫ0
(4.1)
1. http://www.salinityremotesensing.ifremer.fr/sea-surface-salinity/
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Figure 4.2 – Répartition de la salinité à travers le globe.
avec :
– ǫ0 = 8, 854 · 10−12 F/m la constante diélectrique du vide.
– w la pulsation de l’onde en rad/s.
– ǫs la permittivité statique en F/m déterminée par la relation :
ǫs = (87, 134− 1, 949 · 10−1 T− 1, 27 · 10−2 T2 + 2, 491 · 10−4 T3)...
×(1+1, 613 ·10−5TS−3, 656 ·10−3S+3, 210 ·10−5S2−4, 232 ·10−7S3) (4.2)
– σs est la conductivité statique de la mer en Ω−1.m−1 déterminée par la relation :
σs = σ
0
s exp (−g(T ))
σ0s = 0, 18252S−1, 4619 ·10−6S2+2 ,093 ·10−5S3 − 1, 282 ·10−7S4
g(T ) = 2, 033 · 10−2 ∆T + 1, 26 · 10−4 ∆T 2 + 2, 464 · 10−6 ∆T 3...
−(1, 849 ·10−5 −2, 551 ·10−7 ∆T + 2, 551 · 10−8 ∆T 2)S
∆T = 25− T
(4.3)
– τr le temps de relaxation en seconde obtenu par la relation :
2πτr =(1, 1109 ·10
−9 −3, 824 ·10−12T+6, 938 ·10−14T 2−5, 096 ·10−16T 3)
×(1+2, 282 ·10−5ST−7, 638 ·10−4S−7, 760 ·10−6S2+1, 105 ·10−8S3) (4.4)
– ǫr,∞ est la limite haute fréquence de ǫs et est fixé à 4,8.
Nous représentons le comportement de la constante diélectrique pour différentes valeurs de tem-
pérature et de salinité en fonction de la fréquence à l’aide de la Figure 4.3. On remarque que
la partie réelle de la constante diélectrique se comporte de manière différente suivant la fré-
quence (Figure 4.3(a)). Pour les basses fréquences, la partie réelle de la constante diélectrique
est constante et proche de la permittivité statique ǫs. Ensuite, on observe une zone de transi-
tion où la partie réelle de la constante diélectrique chute brutalement à la fréquence de coupure
fc = 1/2π
√
3τr. Enfin, on remarque une zone haute fréquence où la partie réelle de la constante
diélectrique est égale à la valeur limite ǫr. La température a un effet non négligeable sur la
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(a) Partie réelle de la constante diélectrique en fonc-
tion de la fréquence.
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(b) Partie imaginaire de la constante diélectrique en
fonction de la fréquence.
Figure 4.3 – Variation de la constante diélectrique en fonction de la fréquence.
permittivité diélecrique de l’eau. En effet, aux basses fréquences, la température a tendance à
translater les courbes vers l’axe des abscisses. Ce phénomène s’explique par le poids du terme
de permittivité statique. Dans la zone de transition, l’augmentation de température a pour effet
de déplacer la valeur de fréquences de coupure vers les hautes fréquences. En hautes fréquences,
la température a une influence négligeable sur la permittivité diélectrique. Le comportement
de la partie imaginaire de la permittivité diélectrique se décompose aussi en trois zones (Fi-
gure 4.3(b)). Aux basses fréquences, la partie imaginaire de la constante diélectrique diminue
rapidement. Dans la zone de transition, on observe une valeur maximale dont le comportement
est inversement proportionnel à la température. Aux hautes fréquences, la partie imaginaire de
la constante diélectrique a tendance à diminuer.
Le modèle de Cole-Cole Le modèle de Cole-Cole [39,40] est un modèle empirique découlant
du modèle de Debye. Il est déterminé par la relation :
ǫr = ǫr,∞ +
ǫs − ǫr,∞
1 + (jwτr)1−αcc
− j σs
wǫ0
(4.5)
avec 0 ≤ αcc ≤ 1 et vaut en règle générale 0,02.
4.2.1.4 Influence du vent
L’état de mer est principalement dû au vent. Il est possible d’obtenir une relation entre
vitesse et altitude à partir de la physique des écoulements des fluides. À des altitudes élevées,
soit environ un à deux kilomètres au dessus du sol, l’influence de la surface de la mer sur
l’écoulement du vent est pratiquement nulle. Par contre, dans les couches les plus basses, la
friction contre la surface de la mer influe sur la vitesse de vent. En pratique, une rugosité forte
diminue la vitesse du vent près de la surface considérée. Le vent à une altitude zv est déterminé
à partir de la vitesse de friction du vent U∗ en m/s par [84] :
Uz =
U∗
κ0
ln
(
zv
z0
)
(4.6)
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avec :
– κ0 la constante de Von Kármán valant 0,4.
– z0 = 0, 684 /U∗ + 0, 428 U2∗ − 0, 0433 la hauteur en cm de rugosité fonction de l’état de
mer.
Ce modèle de vent suppose une vitesse de vent de friction minimale de 12 cm/s. Dans le cas
contraire, le modèle doit être modifié.
Les états de mer sont classés sur l’échelle de Beaufort allant de 0 à 12 (Table 4.1 [193]).
L’échelle de Beaufort porte le nom de l’Amiral britannique qui l’a inventée au début du xixième
siècle. Le but était de fournir aux chefs de quart un moyen standard d’évaluer la force moyenne
du vent sur une période de 10 minutes. La “force” du vent correspondait à une configuration
de la voilure des vaisseaux de l’époque. L’échelle Beaufort est reliée à la vitesse de vent par la
relation [17] :
U1000 = 0, 863B
3/2 (4.7)
B Appellation
U1000 Description
Noeud km/h m/s
0 Calme 0 0 0 Mer plate
1 Très légère brise 1-3 1-6 0,3-1,5 Petites ondulations
2 Légère brise 4-6 7-11 1,6-3,3 Vaguelettes ne se brisant pas
3 Petite brise 7-10 12-19 3,4-5,4 Grandes vaguelettes commençant à
se briser
4 Jolie brise 11-15 20-29 5,5-7,9 Petites vagues
5 Bonne brise 16-21 30-39 8,0-10,7 Vagues modérées : un peu d’écume
et d’embrun
6 Vent frais 22-27 40-50 10,8-13,8 Grandes vagues avec écume et em-
brun
7 Grand frais 28-33 51-62 13,9-17,1 Grosse mer avec de l’écume plus
fournie
8 Coup de vent 34-40 63-75 17,2-20,7 Vagues modèrément hautes se bri-
sant avec des trainées d’écume et
d’embrun
9 Fort coup de vent 41-47 76-87 20,8-24,4 Grandes vagues, écume dense et gros
rouleaux
10 Tempête 48-55 88-102 24,5-28,4 Très grandes vagues, la mer devient
blanche, la visibilité est réduite
11 Violente tempête 56-63 103-117 28,5-32,6 Vagues exceptionnellement grandes
12 Ouragan >64 >117 >32,7 Vagues énormes, mer totalement
blanche et visibilité très réduite
Table 4.1 – Lien entre l’échelle Beaufort et la vitesse du vent
On parle de “mer du vent” lorsqu’un système de vagues est créé sous l’action du vent. La
nature des vagues dépend énormément de la force, de la durée et de l’étendue sur laquelle sous
le vent. Toutes ces éléments vont influencer la période, longueur d’onde et hauteur des vagues.
Cette zone est appelée zone de fetch. Dans la zone de fetch, le vent n’a pas une direction et
une force constante, ce qui a pour effet de créer un train de vagues se propageant dans des
directions différentes. L’allure de la surface de mer est “hachée”, bien que la direction moyenne
de propagation de l’ensemble des trains de vagues corresponde à celle du vent. Les vagues de
“mer du vent” se transforme en houle lorsque le vent faiblit ou lorsqu’elles se propagent avec une
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perte d’énergie. On parle de vagues de gravité lorsque la période des vagues est comprise entre
30 et 1 seconde. On parle aussi de vagues de capillarité lorsque la période est inférieure à un
dixième de seconde.
Jusque dans les années 50, les mathématiciens ont eu du mal à coupler ce phénomène d’agi-
tation au modèle simple de la houle. Les océanographes Phillips [174] et Pierson et Moskowitz
ont alors proposé une approche statistique permettant de représenter l’état de mer à partir d’un
spectre.
4.2.2 Propriétés géométriques de la surface de mer
Dans cette partie, nous présentons le moyen de générer une surface rugueuse. De manière
générale, les surfaces rugueuses peuvent avoir la propriété d’être périodique (crénaux, dents de
scie ou sinusoïdales) ou aléatoire. Nous nous intéressons au cas de surfaces rugueuses aléatoires.
La difficulté de description de ces surfaces réside dans le fait qu’il est difficile de disposer d’une
expression mathématique unique. En effet, une surface de mer considérée comme rugueuse et
aléatoire peut être décrite par une superposition de vagues de longueur d’onde, de hauteur et
de direction de propagation différentes (Figure 4.4). Par contre, il est possible de connaître dif-
férentes caractéristiques statistiques. Les surfaces rugueuses aléatoires sont en fait des processus
stochastiques, c’est-à-dire que le processus aléatoire dépend du temps. Nous présentons par la
suite deux approches permettant de décrire la surface rugueuse :
– la distribution des pentes (cf. section 4.2.2.3).
– le spectre de mer (cf. section 4.2.2.5.c).
Mais avant d’exposer ces deux approches, il est nécessaire de fournir quelques définitions ainsi
que les hypothèses générales de travail.






Figure 4.4 – Décomposition d’une surface maritime à partir de surfaces sinusoïdales indépen-
dantes.
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4.2.2.1 Surface de mer à une dimension
Nous considérons un repère orthogonal (O, x, y, z) tel que le plan moyen de la surface de mer
soit décrit par le plan d’équation z = 0 (Figure 4.5). La profondeur dp correspond à la distance
verticale entre le fond et le niveau moyen de la mer. La variation de l’état de mer en fonction du
temps est déterminée par la variable d’élévation z par rapport à une surface de référence. Cette
variable dépend des variables spatiales x et y ainsi que du temps t. La variable d’élévation se
note alors z(x, y, t) ou z(r, t). La grandeur Hc correspond à la taille des vagues et correspond à la
distance verticale entre un creux et une crête sur une période Tc, temps séparant deux passages
successifs dans le même sens par le niveau moyen.
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Figure 4.5 – Définition de la taille des vagues.
4.2.2.2 Distribution des hauteurs
On utilise souvent la grandeur appelée hauteur significative H1/3 introduite par Sverdrup
et Munk [212] afin de caractériser la hauteur des vagues. Il s’agit de la moyenne des hauteurs
(mesurées entre crête et creux) du tiers des plus fortes vagues (Figure 4.6). Il existe une autre
définition de la hauteur significative. Des mesures expérimentales ont permis d’établir que la
distribution des hauteurs de vagues suit une loi de Rayleigh de paramètre σR ( [138, 228]). La
hauteur significative, notée Hm0, vaut :
Hm0 = 4σR (4.8)
En pratique, on utilise la deuxième définition car elle est plus facile à mesurer.
On rattache souvent la hauteur de vague à l’échelle de Beaufort. Dans la littérature, des
modèles ont été proposés permettant de caractériser la hauteur significative à partir du fetch et
de la vitesse de vent. Par exemple, le modèle de Sverdrup, Munk et Bretschneider [29,212] et le
modèle Shore Protection Manual [6] permettent de calculer la hauteur de vague à partir de la
vitesse de vent et du fetch grâce à des abaques.
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Figure 4.6 – Définition de la hauteur significative par Sverdrup et Munk.
4.2.2.3 Distributions des pentes
Distribution Gaussienne La densité de probabilité Gaussienne est le modèle le plus simple
permettant de modéliser la surface de mer :
PZ(zc, zu) =
1
2π
√
σcσu
exp
(
−1
2
(
z2c
σ2c
+
z2u
σ2u
))
(4.9)
Il s’exprime en fonction de la pente de la fonction d’élévation dans la direction du vent (upwind),
notée zu, et de la pente de la fonction d’élévation dans la direction travers au vent (crosswind),
notée zc ainsi que de la variance des pentes dans la direction du vent, notée σ2u et de la variance
dans la direction travers au vent, notée σ2c . Ces deux valeurs ont été déterminées par Cox et
Munk [44] à partir de mesures photographiques du scintillement du soleil sur la mer :
σ2u = 0, 005 +0, 78 · 10
−3 U1250 et σ
2
c = 0, 003 + 0, 84 · 10
−3 U1250 (4.10)
En réalité, on constate que la houle n’est pas symétrique s’accentuant lorsque la vitesse du vent
augmente. Cox et Munk proposent de corriger ce phénomène en proposant leur propre modèle.
Distribution de Cox et Munk Cox et Munk [44, 45] ont proposé un modèle empirique
permettant de représenter la distribution des pentes des vagues. Ce modèle a été établi à partir
de photographies aériennes permettant d’observer la réflexion spéculaire du soleil. La distribution
de Cox et Munk est déterminée par une distribution Gaussienne pondérée par une distribution
de Gram-Charlier.
PZ(zc, zu) =
1
2π
√
σuσc
exp
(
−1
2
(
z2c
σ2c
+
z2u
σ2u
))
F (zc, zu) (4.11)
avec
F (zc, zu) = 1 +
c21
2
(
z2c
σ2c
− 1
)
zu
σu
− c03
6
(
z3c
σ3c
− 3 zc
σc
)
+
c40
24
(
z4u
σ4u
− 6 z
2
u
σ2u
+ 3
)
+
C22
4
(
z2c
σ2c
− 1
)(
z2u
σ2u
− 1
)
+
c04
24
(
z4u
σ4u
− 6 z
2
u
σ2u
+ 3
)
(4.12)
Les coefficients c40, c22, c04, c21 et c03 dépendent de la vitesse du vent à l’altitude 1250 cm (soit
41 pieds) U1250.
c21 = 0, 01− 0, 0086 U1250 c22 = 0, 12 c40 = 0, 4
c03 = 0, 04− 0, 033 U1250 c04 = 0, 23 (4.13)
104
4.2 – Description de la surface maritime
Les écarts-types des pentes σu et σc ont été déterminés à partir de mesures sur une mer “propre”,
c’est à dire que l’on considère uniquement les vagues de capillarité :
σ2u = 3, 16 · 10
−3 U1250 et σ
2
c = 0, 003 + 1, 92 · 10
−3 U1250 (4.14)
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Figure 4.7 – Distributions des pentes de Cox et Munk pour différentes vitesses de vent.
Les figures 4.7(a) et 4.7(b) représentent la distribution des pentes de la fonction élévation
dans la direction du vent et dans la direction transverse pour des vents de friction 10, 20, 30 et
40 m/s. On remarque que la distribution des pentes de la fonction élévation est symétrique dans
la direction travers au vent et asymétrique dans la direction du vent.
Le problème est que la distribution des hauteurs ne permet pas de caractériser totalement
la surface rugueuse. Il est nécessaire de faire intervenir la fonction d’auto-corrélation.
4.2.2.4 Fonction d’auto-corrélation
La fonction d’auto-corrélation va permettre de mesurer les profils répétés dans la surface
rugueuse. Elle est définie par :
ρ(x) =
< z(r)z(r + x) >
σ2z
(4.15)
avec σz l’écart-type des hauteurs. On remarque que lorsque x = 0, la valeur de la fonction d’auto-
corrélation vaut 1. Classiquement, on choisit une fonction d’auto-corrélation des hauteurs de la
surface de type Gaussien [33].
ρ(x) = σ2z exp
(
−
(
x
Lc
)2)
(4.16)
avec Lc représentant la longueur de corrélation. Elle correspond à la distance x entre deux points
de la surface pour lesquels leur coefficient de corrélation vaut 1e .
4.2.2.5 Modélisation spectrale
4.2.2.5.a Relation de dispersion
La relation de dispersion pour des vagues de gravité est définie par la relation [92] :
w2 = g0k tanh (kdc) (4.17)
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avec dc représentant la profondeur, k le nombre d’onde des vagues (rad/m) et g0 l’accélération
de la pesanteur (m/s2). Par la suite, nous supposons une profondeur infinie ce qui permet
d’approximer w2 = g0k et donc une vitesse de phase c(k) =
√
g0/k.
La relation de dispersion prenant en compte les phénomènes de gravité et de capillarité [92,
118] est :
w2 = g0k +
τ
ρeau
k3 (4.18)
avec g0k la composante de vagues de gravité et (τ/ρeau)k3 la composante des vagues de capil-
larité, ρeau = 102k/m étant la masse volumique et τ = 7410−3N/m la tension superficielle de
la surface de l’eau. La vitesse de phase d’une vague de nombre d’onde k peut se mettre sous la
forme :
c(k) =
√
g0
k
(
1 +
(
k
km
2))
(4.19)
en posant k2m = g0ρ/τ avec km le nombre d’onde du pic gravité-capillarité.
4.2.2.5.b Lien entre la fonction d’élévation et spectre de mer
La variable d’élévation de la surface de mer obéit à l’équation de Navier-Stokes. Le problème
avec cette équation est qu’elle présente des termes non linéaires. Il est possible de s’affranchir de
ce problème en supposant que le rapport entre l’élévation et la longueur d’onde pour la vague
dominante (ou pente de surface) doit être faible. La structure de la surface de mer se décompose
alors comme une somme infinie et continue de composantes oscillantes indépendantes. L’élévation
de la surface de la mer se traduit mathématiquement par :
z(r, t) =
∫ +∞
−∞
ξ(k) exp (jφ(k)) exp (j(k.x− wt))dk (4.20)
avec k le vecteur d’onde, φ(k) un terme de phase aléatoire et ξ(k)les coefficients de Fourier. Le
spectre de vague Ψ(k, w) s’obtient par la transformée de Fourier bidimensionnelle de la fonction
d’autocorrélation de l’élévation de surface :
Ψ(k, w) = (2π)−3
∫
ρ(R, t) exp (−j(k.x− wt))dRdt (4.21)
Il est alors possible de définir le spectre de nombre d’onde en s’affranchissant de la pulsation w :
Ψ(k) =
∫ +∞
−∞
Ψ(k, w)dw (4.22)
En supposant que la mer est créée par le vent au lieu et à l’heure de l’observation (mer
de vent), le spectre admet des symétries par rapport à la direction de propagation du vent qui
a généré les vagues. Ce spectre peut alors être exprimé en notation polaire par Ψ(k, φ) avec
k la norme du vecteur d’onde k et φ l’angle séparant la direction de propagation des vagues
de la direction du vecteur vent. La modélisation du spectre se détermine à partir d’un spectre
omnidirectionnel S(k) (composante moyenne du spectre dans toutes les directions) couplé à une
fonction de répartition angulaire D(k, φ) :
Ψ(k, φ) =
1
k
S(k)D(k, φ) (4.23)
Il existe plusieurs spectres omnidirectionnel S(k) permettant de caractériser une mer “pleine-
ment” développée (définie en section 4.2.2.5.c) : les vagues sont supposées être à l’équilibre,
c’est-à-dire que le spectre ne dépend que du vent. Par conséquent, nous présentons une liste non
exhaustive de spectres utilisés pour générer une surface maritime réelle.
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4.2.2.5.c Les spectres omnidirectionnels
Le concept de spectre pour les vagues a été introduit par Neumann [159]. Les travaux de
thèses effectuées au sein de l’équipe Radar, Électromagnétisme et Télédétection permet de visua-
liser un large panel de spectres électromagnétiques [7, 11]. Il est possible aussi d’aller consulter
la thèse d’Elfouhaily [70] où un historique détaillé des spectres est réalisé.
Le spectre Gaussien On le retrouve souvent dans la littérature. Dans le cas unidimensionnel,
le spectre est obtenu par la fonction d’auto-corrélation définie par l’équation (4.16) :
ρ(x) = σ2z exp
(
−x
2
L2c
)
T.F.−→ SG(k) = σ2z
Lc√
2
exp
(
−L
2
ck
2
4
)
(4.24)
Remarque 4.2.1. Pour des soucis de représentation ou de calculs, l’équation (4.24) peut s’écrire
de plusieurs façons :
SG(k) = σ
2
z
L2c
2
exp
(
−L
2
ck
2
4
)
ou SG(k) = σ
2
z
√
πLc exp
(
−L
2
ck
2
4
)
(4.25)
Cependant, ce modèle n’est pas utilisé pour caractériser une surface réelle car il est trop
simpliste.
Le spectre de Pierson et Moskowitz Pierson et Moskowitz [176] ont développé en 1964 un
modèle empirique permettant de modéliser le comportement aléatoire d’une surface maritime.
Cette méthode suppose que si le vent souﬄe de manière constante sur une large surface, alors
les vagues et le vent vont être en “équilibre”. Ce modèle est utilisé pour représenter une mer
développée (qu’on retrouve notamment en Atlantique Nord). Le spectre s’exprime à partir de la
pulsation par [176] :
SPM (w) =
αPMg
2
0
w5
exp
(
−βPM
(wp
w
)4)
(4.26)
avec :
– αPM représentant la constante de Philips et qui vaut 8, 1 · 10−3 ·
– βPM est déterminé expérimentalement et vaut 0,74.
– wp = g0/U1950 la pulsation de la houle au maximum du spectre.
L’équation (4.26) peut aussi s’exprimer à partir du nombre d’onde :
SPM (k) =
αPM
2k3
exp
(
−βPM
(
kp
k
)2)
(4.27)
avec kp = g0/U21950 représentant le nombre d’onde du pic central.
La représentation du spectre en fonction du nombre d’onde est donnée en Figure 4.8. On
remarque que ce spectre dépend de la vitesse du vent et par conséquent ce spectre est plus fidèle
à la réalité quand on le compare au spectre gaussien. Le problème avec ce spectre est qu’il est
utilisé pour représenter la houle et non pour représenter les vagues de capillarité.
Le spectre de JONSWAP (Joint North Sea Wave Project) Le modèle est fondé sur
les mesures expérimentales réalisées en mer du Nord par Hasselman et al. [100]. L’originalité du
projet était d’observer la croissance des vagues sous des conditions limites de fetch, notamment
la transformation des vagues à l’état de mer vers une zone d’eau peu profonde. Les mesures de
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Figure 4.8 – Spectre de Pierson Moscowitz
vagues et de vent on été réalisées sur une ligne de 160 km à l’ouest de l’île de Sylt en Allemagne.
Le spectre de JONSWAP est déterminé par la relation :
SJW (k) =
αJW
2k3
exp
(
−5
4
(
kp
k
)2)
3.3
exp

−
(√
k
kp
−1
)2
2δ2
JW


(4.28)
avec :
δJW =
{
0, 07 si k ≤ kp
0, 09 si k > kp
(4.29)
kp = 0, 769g0/U
2
1950 (4.30)
αJW = 0, 076X
−0,22
où X = g0Xf
U21000
(4.31)
avec Xf le fetch en mètre.
Les simulations de la Figure 4.9 sont réalisées à partir d’un fetch infini, ce qui permet d’obtenir
une modulation du spectre de Pierson-Moskowitz.
Le spectre de Fung et Lee Fung et Lee [84] construisent leur spectre suivant la nature des
vagues (gravité et capillarité). Le spectre est alors défini sur deux intervalles :
SFL(k) =
{
SFL,gravité si k ≤ 4 rad/m
SFL,capillarité si k > 4 rad/m
(4.32)
Le spectre de gravité correspond à un spectre de Pierson et Moskowitz modifié défini par [84] :
SFL,gravité(k) =
αFL
2k3
exp
(
−βPM
(
kp
k
)2)
(4.33)
avec αFL=2, 8 · 10−3 ·
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Figure 4.9 – Spectre de JONSWAP.
Le spectre de capillarité correspond à un spectre de Philips défini par [84] :
SFL,capillarité = a0(1 + 3
k2
k2m
)[k(1 +
k2
k2m
)]−
pFL+1
2 (4.34)
avec :
a0 = 0, 875 · 10
−4 (2π)pFL−1g
1−pFL
2
0 (4.35)
pFL = log10 (U∗) (4.36)
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Figure 4.10 – Spectre de Fung et Lee.
Le problème avec ce spectre est qu’il est défini sur deux supports ce qui lui confère une cer-
taine discontinuité (Figure 4.10). Le spectre proposé par Elfouhaily et al. [69,70] permet d’éviter
cette contrainte et présente l’avantage d’être applicable à des mers pleinement développées.
Le spectre d’Elfouhaily Le spectre d’Elfouhaily est une synthèse de différents travaux réali-
sés depuis les années 70. Ce modèle permet notamment de prendre en compte le modèle de Cox
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et Munk pour les pentes ainsi que la notion de fetch. Le spectre d’Elfouhaily et al. [69,70] SELF
se décompose en une somme d’un spectre dépendant des vagues de capillarité Sc et un spectre
dépendant des vagues de gravité Sg. Le spectre des vagues de gravité, correspondant aux basses
fréquences, est donné par :
Sc(k) =
1
2k3
cm
c(k)
αm exp
(
−1
4
(
k
km
− 1
)2)
(4.37)
avec :
– cm =
√
2g0/km = 0, 23 m/s la vitesse de phase du pic gravité-capillarité.
– αm le paramètre d’équilibre de Philips-Kitaigorodskii défini par :
αm =
{
(1 + ln (U∗/cm))10−2 si U∗ < cm
(1 + 3 ln (U∗/cm))10−2 sinon
(4.38)
– Ω0 = 0, 84
(
tanh
(
g0Xf/(U
2
102, 2.10
4)
)0,4)−0,75
correspond à l’inverse de l’âge des vagues
et caractérise l’état de développement de la mer de vent. Une mer sera dite jeune lorsque
Ω0 ≥ 2, mature pour Ω0 ≈ 1 et pleinement développée pour Ω0 = 0, 84. La valeur Xf
correspond au fetch en mètre.
Le spectre des vagues de capillarité, correspondant aux hautes fréquences, s’exprime par :
Sg(k) =
1
2k3
αp
cp
c(k)
LPMγ
rJW
JW exp
(
− Ω0√
10
(√
k
km
− 1
))
(4.39)
– cp =
U1000
Ω0
la vitesse de phase des vagues de longueurs d’ondes du pic basses fréquences du
spectre.
– LPM est le spectre de forme de Pierson :
LPM = exp
(
−5
4
(
kp
k
)2)
(4.40)
– Le coefficient γJW est calculé par :
γJW =
{
1, 7 si 0, 84 < Ω0 < 1
1, 7 + 6 log Ω0 si 1 ≤ Ω0 < 5 (4.41)
– Le coefficient rJW est défini par :
rJW = exp

−
(√
k
kp
− 1
)2
2σ2JW

 (4.42)
– Le coefficient σJW vaut :
σJW = 0, 08(1 + 4Ω
−3
0 ) (4.43)
Remarque 4.2.2. Nous avons utilisé les formules décrites dans [69,70] afin de générer une surface
de mer. Cependant, sous réserve d’erreurs de programmation de notre part, les courbes obtenues
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Figure 4.11 – Spectre d’Elfouhaily (version [69,70]).
en Figure 4.11 ne sont pas en accord avec celles obtenues dans les différentes publications d’El-
fouhaily. Nous avons trouvé dans la littérature [27,139,206] une autre expression pour le spectre
des vagues de gravité :
Sc(k) =
1
2k3
cm
c(k)
αmLPMγ
rJW
JW exp
(
−1
4
(
k
km
− 1
)2)
(4.44)
Nous pensons qu’il y a un facteur correctif dans l’expression du spectre des vagues de gravité
qui a du être oublié. Les courbes obtenues en Figure 4.12 sont en accord avec [69, 70]. Par la
suite, nous utilisons le spectre d’Elfouhaily corrigé car ce spectre permet de prendre en compte
simultanément les phénomènes de vagues de gravité, de vagues de capillarité et la notion de fetch
comparé aux autres spectres présentés dans cette section (Table 4.2).
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Figure 4.12 – Spectre obtenu avec la version corrigée du spectre d’Elfouhaily.
4.2.2.5.d Les fonctions angulaires
Les spectres omnidirectionnels donnent ainsi une description monodimensionnelle de la pro-
pagation des vagues. Pour rendre le spectre bidimensionnel, il est nécessaire de multiplier le
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Spectres Vagues de gravité Vagues de capillarité Fetch
Pierson-Moskowitz ✦ ✪ ✪
JONSWAP ✦ ✪ ✦
Fung-Lee ✦ ✦ ✪
Elfouhaily et al. ✦ ✦ ✦
Table 4.2 – Récapitulatif des caractéristiques des différents spectres.
spectre omnidirectionnel par une fonction angulaire permettant ainsi de propager chaque raie
du spectre dans un faisceau angulaire. La fonction angulaire traduit la façon dont l’énergie est
répartie angulairement pour chaque fréquence. Le spectre directionnel doit présenter une symé-
trie par rapport à la direction de propagation du vent. Dans [69], les auteurs ont démontré que
le spectre directionnel pouvant s’écrire sous la forme :
D(k, φ) =
1
2π
(1 + ∆(k) cos (2φ)) (4.45)
Elfouhaily et al. ont prouvé que la quantité ∆(k) peut s’écrire sous la forme :
∆(k) = tanh (f1(kp/k)) (4.46)
avec f1une fonction dépendant du rapport kp/k.
Dans la suite, nous présentons une liste non-exhaustive de fonctions angulaires présentes
dans la littérature.
La fonction cos2 La fonction angulaire est indépendante du nombre d’onde et est déterminée
par :
D(φ) =
{
2
π cos
2 (φ− φ0) si φ ∈ [−π/2 + φ0;π/2 + φ0]
0 sinon.
(4.47)
avec φ0 la direction moyenne des vagues.
Le spectre de Fung et Lee Il est nécessaire de multiplier le spectre de Fung et Lee par une
fonction angulaire afin de prendre en compte l’influence du vent [84] :
D(k, φ) = a0 + a1(1− exp (−bk2)) cos (2φ) (4.48)
avec :
a1 =
(1−R)/(1+R)
π(1−B) ; R =
0,0003+1.,92 · 10−3 U12,5
3,16 · 10−3 U12,5
; a0 =
1
2π ;
B = 1
σ2t
∫ +∞
0 k
2SFL(k) exp (−bk2)dk; σ2t =
∫ +∞
0 k
2SFL(k)dk; b = 1, 4cm
2
(4.49)
Le spectre de Mitsuyasu Mitsuyasu et al. ont repris et modifié le spectre de Longuet et
Higgins. La fonction angulaire de Mitsuyasu et al. peut s’écrire sous la forme [156] :
D(k, φ) =
2s−1
π
Γ2(s+ 1)
Γ(2s+ 1)
cos2s
(
φ− φ0
2
)
(4.50)
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avec Γ(s) représentant la fonction Gamma et le paramètre s contrôle la distribution angulaire
de l’énergie suivant la fréquence :
s =
{
sp((c(k)k)/(cpkp))
−2,5 si k ≥ kp
sp((c(k)k)/(cpkp))
5 si k < kp
(4.51)
avec sp la valeur de s prise à la fréquence fp du pic spectral :
sp = 11.5
(
U10
cp
)−2,5
(4.52)
La fonction angulaire d’Hasselman Hasselman et al. reprennent également le spectre de
Longuet et Higgins. La fonction d’Hasselman et al. est déterminée par l’expression [99] :
D(k, φ) =
2s−1
π
Γ2(s+ 1)
Γ(2s+ 1)
cos2s
(
φ− φ0
2
)
(4.53)
avec Γ(s) représentant la fonction Gamma et le paramètre s contrôle la distribution angulaire
de l’énergie suivant la fréquence :
s =
{
9, 77((c(k)k)/(cpkp))
(−2,3−1,45(U10/cp−1,17)) si k ≥ 1, 05kp
6, 97((c(k)k)/(cpkp))
4,06 si f < 1, 05fp
(4.54)
Le paramètre de normalisation est égal à :
Np = 2
1−2pπ
Γ(2p+ 1)
Γ2p+ 1
(4.55)
Le spectre d’Elfouhaily Elfouhaily et al. proposent la fonction angulaire suivante [69] :
D(k, φ) =
1
2π
(1 + tanh
(
a0 + ap
(
c(k)
cp
)2,5
+ am
(
cm
c(k)
)2,5)
cos (2φ)) (4.56)
avec a0 = 0, 1733, ap = 4 et am = 0, 13U∗/cm.
Nous représentons la fonction angulaire d’Elfouhaily pour plusieurs vitesses de vent (Fi-
gure 4.13).
4.2.3 Spectre de mer et vagues
La décomposition des vagues suivant différentes fréquences est analogue à la lumière. En
effet, la lumière est constituée de différentes fréquences qui se distinguent chacune par une
couleur. Généralement, le spectre de mer est représenté à partir d’une décomposition en de
différentes longueurs d’ondes. La méthode spectrale pour générer des vagues a été développée
en infographie. Mastin [146] étend les travaux d’Hasselman pour étendre le spectre théorique de
Pierson et Moskowitz de 1 à 2 dimensions. L’élévation est obtenue alors par une transformée de
Fourier inverse. Il utilise un bruit blanc uniforme. Cette démarche a notamment été programmée
en Matlab 2. Le problème avec ce code est que l’auteur utilise la méthode introduite par les
infographistes : il normalise la hauteur des vagues entre -1 et 1 puis recalcule la hauteur de
vagues à partir de l’échelle de Beaufort alors qu’en réalité la hauteur de vagues est déjà comprise
dans l’expression des spectres.
2. http://www.mathworks.com/matlabcentral/fileexchange/24884-sea-surface
113
Chapitre 4 : Caractérisation statistique du fouillis de mer
  0.1
  0.2
  0.3
30
210
60
240
90
270
120
300
150
330
180 0
U
1000
=5 m/s
U
1000
=10 m/s
U
1000
=20 m/s
Figure 4.13 – Fonction angulaire d’Elfouhaily en fonction de la vitesse de vent.
Pour notre surface de mer, nous avons utilisé un bruit blanc Gaussien dans le cas à 1 et
2 dimensions ( [134, 214]) (Figure 4.14(c)). La forme de la surface de longueur Lx × Ly, tels
que Lx = N∆x et Ly = M∆y, dépend de plusieurs nombres d’onde k =
√
kx + ky avec
kx = [−2π/2L : 2π/2L] la composante suivant x et ky = [−2π/2M : 2π/2M ] la composante
suivante y. Pour une vitesse de vent donnée et une surface de taille donnée, on obtient un spectre
à 2 dimensions en fonction du nombre d’onde. Par exemple, pour une surface de 30 m×30 m avec
une vitesse du vent de 5 m/s, nous remarquons sur la Figure 4.14(a) que le spectre ne dépend
que de certaines longueurs d’ondes. L’ajout de la fonction angulaire pour un vent de direction
φ = 0◦ va permettre d’obtenir une symétrie du spectre par rapport à l’axe de propagation du
vent 4.14(b). Pour obtenir un aspect aléatoire de la surface maritime, le spectre va ensuite être
bruité (Figure 4.14(d)). La nature aléatoire de la surface maritime est obtenue en appliquant un
filtre de réponse impulsionnelle de densité spectrale de puissance sur un bruit blanc gaussien de
moyenne nulle et de variance unité. Si on considère une surface maritime à une dimension, la
relation du filtre est donnée par :
z(i) = g(i) ∗ e(i) (4.57)
Dans le cas d’une surface maritime à 2 dimensions, l’élévation de la surface est définie au point
xn = n∆x et ym = m∆y par la relation [134] :
ζ(xn, ym) =
1
LxLy
i=N/2−1∑
i=−N/2
u=M/2−1∑
u=−M/2
F (Ki,Ku)e
j(Kixn+Kuym) (4.58)
avec :
F (Ki,Ku) = 2π
[
LxLyS
(√
K2i +K
2
u
)] 1
2
G1i,uG2u,i (4.59)
Il faut prendre deux bruits car on a deux directions de propagation. Les différents bruits sont
définis par : ∀u, si i ≥ 0
G1i,u =
{ N (0, 1) si i = 0
1/
√
2(N (0, 1) + jN (0, 1)) (4.60)
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(d) Bruit + spectre
Figure 4.14 – Spectre d’Elfouhaily à 2 dimensions en fonction du nombre d’onde pour une
vitesse du vent de 5 m/s, une direction du vent φ = 0◦ et une mer développée.
Dans le cas où i < 0, on a la propriété G1i,u = G1∗−i,u. De la même façon, ∀i, si u ≥ 0 :
G2i,u =
{ N (0, 1) si i = 0
1/
√
2(N (0, 1) + jN (0, 1)) (4.61)
Dans le cas où i < 0, on a la propriété G2i,u = G1∗i,−u.
Au final, la fonction d’élévation est définie par l’inverse d’une transformée de Fourier :
ζ(xn, ym) =
(−1)n+m
∆x∆y
ifft2(F ) (4.62)
avec ifft2 la transformée de Fourier inverse à 2 dimensions.
Nous représentons une surface de mer de taille 512 m × 512 m avec une vitesse du vent de
5 et 8 m/s et une direction du vent de φ = 0◦ et φ = 50◦ (Figure 4.15). Nous remarquons que la
vitesse du vent a une influence sur la hauteur des vagues et que la direction du vent influe sur
l’orientation des vagues.
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(a) v = 5 m/s et φ = 0◦
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(b) v = 5 m/s et φ = 50◦
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(c) v = 8 m/s et φ = 0◦
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(d) v = 5 m/s et φ = 50◦
Figure 4.15 – Exemple de surface avec le spectre d’Elfouhaily.
4.3 Modèles asymptotiques de diffusion électromagnétique
Dans la section précédente, nous avons exposé les différentes caractéristiques géométriques et
physiques d’une surface maritime. Dans cette partie, nous nous intéressons à la détermination du
coefficient de diffusion électromagnétique d’une surface rugueuse. Il existe deux grandes familles
permettant de calculer le coefficient de diffusion :
– les méthodes dites asymptotiques [26], qui calculent le champ diffusé moyennant des ap-
proximations.
– les méthodes dites numériques ou exactes, qui résolvent les équations de Maxwell locales
sur des interfaces.
Les méthodes asymptotiques sont classées en trois sous-familles. Tout d’abord, on retrouve
les méthodes de rayons comme l’Optique Géométrique [24] (Geometrical Optics : GO), la Théo-
rie Géométrique de la Diffusion [111] (Geometric Theory of Diffraction : GTD) ou la théorie
Uniforme de la Diffraction [125] (Uniform Theory of Diffraction : UTD). L’Optique Géomé-
trique permet de relier les différents champs entre eux à partir des coefficients issus des lois de
Snell-Descartes en supposant que la longueur d’onde soit petite par rapport aux dimensions de
l’objet. Cependant, cette méthode ne prend pas en compte les zones d’ombres : en réalité, les
zones d’ombres contiennent un champ. La théorie Uniforme de la diffraction a ainsi été proposée
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Figure 4.16 – Classification des différents modèles de diffusion.
afin de pallier cette anomalie en prenant en compte les phénomènes de diffraction sur les arêtes.
Ensuite, on relève des méthodes de courants comme l’Optique Physique [97] (Physical Op-
tics : PO), la Théorie Physique de la Diffraction [217] (Physical Theory of Diffraction : PTD)
ou la théorie des Coefficients Incrémentaux de Longueur de Diffraction [155, 198] (Incremental
Length Diffraction Coefficients : ILDC). L’optique physique remplace l’objet diffusant par des
sources placées sur la surface en supposant que la longueur d’onde soit petite par rapport aux
dimensions de l’objet. L’inconvénient de l’optique physique est qu’elle ne prend pas en compte
les phénomènes de diffraction sur les discontinuités. Il est possible de modéliser cette contrainte
à partir de la théorie physique de la diffraction. La limitation de cette méthode est qu’elle ne
prend pas en compte l’existence de courants sur les arêtes. La théorie des coefficients équiva-
lents [153,154] (Method of Equivalent Currents : MEC) a été développée afin de répondre à cet
effet.
La dernière catégorie correspond à des méthodes analytiques. On retrouve notamment l’ap-
proximation de Kirchhoff [16, 218] (Kirchhoff Approximation : KA) (haute fréquence) ou le
méthode des petites perturbations [183] (Small Perturbations Method : SPM) (basse fréquence),
mais aussi le modèle faibles pentes [152,221,222] (Small Slope Approximation : SSA) ou le modèle
des petites perturbations à un ordre supérieur à [108] .
Il est possible d’utiliser des méthodes numériques lorsque qu’une des méthodes est limitée
ou lorsqu’il est nécessaire de valider une approximation. Elles sont fondées sur une discrétisation
spatio-temporelles du problème. Les modèles numériques sont classés en deux groupes : les
méthodes différentielles et les méthodes intégrales. Les méthodes différentielles sont formulées
à partir d’un problème d’équations aux dérivées partielles. Il est nécessaire d’introduire un
maillage afin de résoudre le problème. Ces méthodes sont du type éléments finis dans le domaine
fréquentiel (Finite Element Model : FEM) [18] ou du type différences finies dans le domaine
temporel (Finite Difference Time Domain Technique : FDTDT). Comme son nom l’indique, les
méthodes intégrales s’appuient sur des équations intégrales du champ sur la surface. La méthode
des moments [98] (Method Of Moments : MoM) est une méthode de discrétisation d’équations
électromagnétiques intégrales.
Le problème avec les méthodes numériques est qu’elles sont coûteuses en temps de calcul.
Nous nous orientons donc vers les méthodes dites asymptotiques. Les méthodes asymptotiques
utilisent la matrice de diffusion afin de calculer le coefficient de diffusion. Par la suite, nous
présentons essentiellement l’approximation de Kirchhoff, le modèle des petites perturbations et
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Figure 4.17 – Configuration géométrique définissant les angles bistatiques.
l’optique physique. La configuration définissant les angles bistatiques utilisée pour l’approxima-
tion de Kirchhoff et la méthode des petites perturbations est illustrée par la Figure 4.17. La
position de l’émetteur (notée E) est définie par le couple (φi, θi) et la position du récepteur
(notée R) est définie par le couple (φs, θs).
4.3.1 Approximation de Kirchhoff
L’approximation de Kirchhoff ou approximation du plan tangent est une méthode permettant
d’évaluer la contribution spéculaire d’une onde électromagnétique. Les travaux de Brekovskikh
ont permis d’introduire le modèle de Kirchhoff. Le modèle de Kirchhoff est explicité dans les
ouvrages tels que [16,218] et a été adapté au cas bistatique dans [15]. Il est possible d’assimiler
chaque point de la surface par un plan tangent sous l’hypothèse que la longueur d’onde soit
faible devant le rayon de courbure des vagues. Par conséquent, les lois de l’optique géométrique
prévoient que l’onde incidente est réfléchie de manière spéculaire par le plan tangent en chaque
point de la surface. Le champ réfléchi par la surface et le champ incident sont alors reliés
par les coefficients de Fresnel. Le problème est que l’approximation du plan tangent ne suffit
pas à calculer le coefficient de diffusion. Il est nécessaire d’introduire l’approximation de la
phase stationnaire [208]. Le champ diffusé n’a alors qu’une contribution spéculaire. L’utilisation
de l’approximation de l’optique géométrique [68] permet d’obtenir un coefficient de diffusion
électromagnétique proportionnel à la probabilité des pentes P (Zx, Zy). Le coefficient de diffusion,
sous sa forme simplifiée, est défini par :
σspq =
πk2q2
q2z
|Upq|2P (Zx, Zy) (4.63)
où l’expression du coefficient de polarisation Upq est définie en Annexe E.1 suivant les polarisa-
tions en émission p et en réception q choisies.
Nous représentons le coefficients de diffusion dans le cas de l’approximation de Kirchhoff
dans le cas bistatique avec : φi = 0
◦, φs = 0◦, θi = 30◦, T = 20◦, S = 35 ppm, f = 10 Ghz
et une vitesse de vent U1250 = 5 m/s. La simulation permet de voir que le maximum d’énergie
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Figure 4.18 – Coefficients de diffusion obtenus par l’approximation de Kirchhoff dans le cas
bistatique pour θi = 30
◦.
se trouve dans la direction spéculaire θs = 30
◦. Le problème avec cette méthode est qu’elle ne
prend pas en compte les zones d’ombres.
4.3.2 Méthode des petites perturbations
La méthode des petites perturbations (small perturbations method en anglais), a été introduit
par Rice [183]. Ce modèle est utilisé dans le cas de surface faiblement rugueuse (longueur de
corrélation et hauteur petites devant la longueur d’onde) contrairement à l’approximation de
Kirchhoff (longueur de corrélation et hauteur grande devant la longueur d’onde). Dans cette
configuration, la méthode des petites perturbations est appelée aussi “diffraction de Bragg” : les
vagues réfléchissant le plus d’énergie sont celles qui diffractent les ondes incidentes telles que ces
ondes interfèrent constructivement. La méthode des petites perturbations peut être considérée
comme un développement limité du champ diffusé en fonction des hauteurs de la surface. Le
nombre de réflexions par la surface constitue l’ordre du développement limité. Rice [183] a
proposé la méthode des petites perturbations limitée à l’ordre 1 et 2. Le coefficient de diffusion
obtenu par le modèle des petites perturbations à l’ordre 1 dans le cas bistatique est défini
par [104] :
σspq = 8|k2 cos (θ) cos (θs)αpq|2
S(||K1||)
||K1|| (4.64)
avecK1 représentant le vecteur d’onde des vaguelettes de Bragg bistatique donné par la relation :
K1 =
[
sin (θs) cos (φs − φi)− sin (θi)
sin (θs) sin (φs − φi)
]
(4.65)
Les coefficients αpq sont donnés en Annexe E.2 en fonction des polarisations en émission p et en
réception q.
Nous représentons les coefficients de diffusion par le modèle des petites perturbations pour
les polarisations VV et HH dans le cas bistatique avec : φi = 0
◦, φs = 0◦, θi = 30◦, T = 20◦,
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S = 35 ppm, f = 10 Ghz, une vitesse de vent U1250 = 5 m/s et une direction du vent φ = 0
◦
ainsi qu’un spectre d’Elfouhaily dans la Figure 4.19.
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Figure 4.19 – Coefficients de diffusion par le modèle des petites perturbations à l’ordre 1 dans
le cas bistatique pour θi = 30
◦.
4.3.3 Optique physique
L’optique physique (Physical Optics en anglais) est une méthode dite de courants permettant
de calculer le champ diffusé par une surface en faisant une approximation des courants induits
par l’onde incidente sur la surface de l’objet illuminé. On obtient le champ diffusé à partir d’une
intégration des courants induits sur toute la surface illuminée par l’onde incidente. La densité
de courant sur une surface plane parfaitement conductrice est obtenue à partir des conditions
aux limites du champ magnétique tangentiel (théorème d’équivalence [22,194]) :
Js = n×Ht (4.66)
avec Js la densité de courant de surface, Ht le champ magnétique tangentiel total sur la surface
et n le vecteur unitaire normal à la surface.
Dans le cas d’une onde incidente plane, le champ magnétique tangentiel est le double du
champ magnétique tangentiel incident :
Js = n× (Hi +Ht) = 2n×Hi (4.67)
Le calcul de la densité de courant s’effectue à partir de l’équation (4.67) dans le cas d’une
surface localement lisse et parfaitement conductrice ayant des dimensions finies. On suppose que
lorsqu’une surface n’est pas illuminée par un rayon, la densité de courant de cette surface est
nulle. On obtient alors :
Js =
{
2n×Hi, si la surface est illuminée
0, si la surface est ombragée
(4.68)
L’application de l’optique physique est basée sur trois hypothèses [190] :
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Figure 4.20 – Configuration utilisée.
– les dimensions de la cible doivent être supérieures à la longueur d’onde (hypothèse de
hautes fréquences).
– le rayon de courbure de la surface directement illuminée doit être supérieur à la longueur
d’onde.
– on est sous l’hypothèse de champ lointain, c’est-à-dire que la cible est suffisamment éloignée
du point d’observation pour que le front d’onde soit plan.
Tout d’abord, il est nécessaire de définir le potentiel vecteur magnétique A afin de calculer le
champ diffusé :
A =
µ
2π
∫ ∫
S
Js
e−jkR
R
ds (4.69)
avec R la distance d’un élément de courant au point d’observation.
Le champ rayonné est calculé à partir du potentiel vecteur magnétique par la relation :
Es = −jωA− j 1
ωµǫ
∇(∇.A) (4.70)
qui peut être approximée sous l’hypothèse de champ lointain par :
Es ≈ −jωA (4.71)
La Figure 4.20 permet de définir la quantité r correspondant au vecteur position du point
d’observation et R un vecteur entre un élément de surface et le point d’observation. En se
plaçant dans l’hypothèse de champ lointain, les vecteurs r et R sont parallèles. La quantité R
est alors déterminée par :
R = |r− r′| ≈ |r| − r′.ks (4.72)
Considérons un repère orthonormé direct (O, ex, ey, ez). Le vecteur position d’un élément de
surface est défini par :
r′ = x′ex + y′ey + z′ez (4.73)
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Dans le même repère, le vecteur unitaire dans la direction du propagation est défini par :
ks = uex + vey + wez (4.74)
avec u, v et w exprimé en fonction de la géométrie d’observation :
u = sin θs cosφs (4.75)
v = sin θs sinφs (4.76)
w = cos θs (4.77)
En injectant les équations (4.72), (4.68) et (4.69) dans l’équation (4.71) et en supposant que
r >> r′.ks, on obtient le champ diffusé par l’optique physique :
Es(r) ≈ −jωµ
4π
e−jkr
r
∫ ∫
S
Js(r)e
jkks.r′ds (4.78)
On suppose que la composante radiale est nulle.
Pour déterminer la densité de courant Js, il est nécessaire de définir le champ magnétique
incident Hi. Sous l’hypothèse de champ lointain, le champ incident forme une onde plane et les
champs électrique et magnétique sont déterminés par les relations :
Ei = Ei0e
−jki.r′ (4.79)
Hi = Hi0e
−jki.r′ (4.80)
Hi0 =
1
Z
ki ×Ei0 (4.81)
avec Ei0 et Hi0 sont des vecteurs d’amplitude réelle et constante, Z l’impédance du milieu et ki
le vecteur de propagation incident définit par la relation :
ki = −(sin θi cosφiex + sin θi sinφiey + cos θiez) (4.82)
Le champ électrique a deux composantes orthogonales :
Ei = (E
//
i e
i
// + E
⊥
i e
i
⊥)e
jkki.r
′
(4.83)
À partir des équations (4.68) et (4.83), la densité de courant de surface est définie par :
Js =
2
Z
n× (E⊥i ei// − E//i ei⊥)e−jkki.r
′
(4.84)
À partir des équations (4.84) et (4.78), le champ diffusé s’exprime par :
Es = − j
λ
e−jkr
r
∫ ∫
n× (E⊥i ei// − E//i ei⊥)e−jk(ki−ks).r
′
ds′ (4.85)
avec l’impédance intrinsèque de l’air Z =
√
µ0/ǫ0, ω = 2πc/λ et c =
√
1/(µ0ǫ0) la vitesse de
propagation de l’onde dans l’air.
Dans l’hypothèse d’une surface plane, les relations vectorielles sont constantes, il est donc
possible de les sortir de l’intégrale. L’équation (4.85) s’écrit alors par :
Es = − j
λ
e−jkr
r
n× (E⊥i ei// − E//i ei⊥)
∫ ∫
e−jk(ki−ks).r
′
ds′ (4.86)
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Figure 4.21 – Géométrie d’une facette
Il ne reste plus qu’à déterminer la quantité Ic =
∫ ∫
e−ik(ki−ks).r′ds′. Il est possible de
transformer cette intégrale par une intégrale de contour en supposant une surface plane polygo-
nale [89]. L’intégrale Ic est alors définie par :
Ic ≈ − j
k
(ki − ks)× n
|(ki − ks)× n|2 .
N∑
i=1
sinc
(
k
2
(ki − ks).∆vi
)
e−j
k
2
(ki−ks).(vi+vi+1) (4.87)
avec N le nombre de côtés du polygone, vi la position du iième sommet et ∆vi = vi+1 − vi.
Nous nous plaçons dans le cas de facettes triangulaires, on aura donc i ∈ {1, 2, 3}. Dans
le repère orthonormé (0, ex, ey, ez), les vecteurs positions des sommets sont déterminés par la
relation :
vi = xiex + yiey + ziez (4.88)
Il est possible de déterminer un vecteur normal à la facette triangulaire en prenant le produit
vectoriel de deux vecteurs de bord :
n =
∆v1 ×∆v3
|∆v1||∆v3| = nxex + nyey + nzez (4.89)
La détection d’une facette visible ou ombragée est possible en calculant le produit scalaire du
vecteur unitaire normal à la surface et du vecteur unitaire donnant la relation de l’onde incidente.
La facette est visible si :
−ki.n ≥ 0 (4.90)
La contribution de M facettes (voir la Figure 4.22 pour une surface découpée par des triangles)
va être calculée par :
Es(r) = − 1
2π
ejkr
r
M∑
u=1
nu × (E⊥i ei// − E//i ei⊥)
K× nu
|K× nu|2 .
N∑
i=1
sinc
(
k
2
K.∆vi
)
e−j
k
2
K.(vi+vi+1)
(4.91)
avec K = ki − ks.
En supposant que |Ei| = 1, la surface équivalente radar est définie par la relation :
σ = 4πr2|Es|2 (4.92)
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Figure 4.22 – Découpage de la surface par des facettes triangulaires
Dans cette partie, nous avons présenté différents spectres électromagnétiques couramment
utilisés pour générer une surface maritime. Nous avons retenu le spectre d’Elfouhily pour gé-
nérer notre surface maritime car il permet de modéliser les vagues de gravité, de vagues de
capillarité et le fetch. Ensuite, nous avons choisi de calculer la surface équivalente radar de cette
surface maritime à partir de l’optique physique. Dans la section 4.4, nous utilisons une approche
statistique pour caractériser le fouillis de mer.
4.4 Simulation et analyse statistique
La description de la diffusion d’une onde électromagnétique par une surface maritime à partir
d’une fonction de densité de probabilité est un problème essentiel dans la détection de cible radar
maritime. L’objectif va donc être d’effectuer une étude statistique de la surface équivalente radar
de la mer. Tout d’abord, nous introduisons la configuration globale d’observation et de traitement
que nous avons retenu notamment les aspects physiques et géométriques de la surface maritime.
4.4.1 Méthodologie et chaîne de traitement
La configuration globale d’observation et de traitement adoptée avec les différentes étapes dé-
crites dans cette partie sont représentées dans la figure 4.23. Tout d’abord, le calcul de la surface
équivalente radar va être dépendant des caractéristiques physiques et géométriques de la surface
de mer développées dans la section 4.2 : la température, la salinité, la permittivité diélectrique,
la vitesse du vent et la direction du vent. Nous utilisons le modèle de Debye développé dans
la section 4.2.1.3 pour modéliser les propriétés électriques de l’eau de mer. Le spectre de mer
proposé par Elfouhaily et al. est utilisé afin de modéliser les vagues de gravité et de capillarité
(implicitement ce spectre prend en compte les paramètres de vitesse du vent, direction du vent
et le fetch).
Ensuite, le calcul du champ diffusé est fonction de la fréquence de l’onde incidente, de la
polarisation de l’onde émise et reçue ainsi que de la géométrie d’observation. Nous considérons
plusieurs réalisations de la surface maritime, chacune peut être traitée comme déterministe.
Par conséquent, nous utilisons une approche déterministe fondée sur une discrétisation par des
facettes triangulaires de la surface maritime générée afin de calculer le champ diffusé. Dans le
cas de l’optique physique, le calcul de la surface équivalente radar est indépendant du nombre
de facettes, ce qui n’est pas le cas pour l’optique physique modifiée, la théorie physique de la
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Figure 4.23 – Chaîne globale d’observation et de traitement.
diffraction et la théorie physique de la diffraction modifiée. Le problème du nombre de facettes
a été abordé dans [205]. Dans le cas de l’optique physique, l’intensité des champs rayonnants est
proportionnelle à la surface des facettes.
Dans notre étude, nous considérons une surface de 30 m×30 m en découpant chaque arête de
la surface par 15 triangles. L’optique physique permet alors d’obtenir les coefficients de diffusion
électromagnétique de la surface maritime en fonction de la configuration géométrique (angle
d’incidence ou angle de réception). Il est possible de comparer l’évolution de la surface équivalente
radar en fonction de l’angle de réception obtenue par l’optique physique et d’autre part obtenue
par la méthode des petites perturbations détaillée en section 4.3. Cette comparaison est effectuée
pour la polarisation HH avec une vitesse du vent v = 3 m/s, direction du vent φ = 0◦ et pour
deux positions de l’émetteur fixe : (θi = 30◦, φi = 0◦) et (θi = 50◦, φi = 0◦). On remarque que
sur la figure 4.24, nous avons un maximum lorsque θi = θs. Cette observation correspond au
domaine spéculaire et donc par conséquent l’intensité réfléchie est maximale. Ensuite, la méthode
utilisée pour calculer le champ diffusé est en accord avec la méthode des petites perturbations ce
qui nous permet de valider l’approche adoptée. À partir de cette approche, nous allons constituer
une base de données avec, pour une vitesse du vent donnée, une direction du vent donnée et
une polarisation donnée, des matrices de 500 × 19 × 19 avec 19 représentant la discrétisation
de l’angle d’émission et de réception variant de 0◦ à 90◦ avec un pas de 5◦ et 500 le nombre de
surfaces maritimes générées.
Partant de cette base de données ainsi constituée, nous effectuons une étude statistique.
Tout d’abord, à angle fixé, nous prélevons aléatoirement 50 coefficients de diffusion parmi les
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(a) Polarisation HH avec θi = 30
◦.
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(b) Polarisation HH avec θi = 50
◦.
Figure 4.24 – Comparaison du champ diffusé de la surface maritime obtenu par l’approxima-
tion de Kirchhoff, la méthode des petites perturbations et l’optique physique dans le cas d’une
polarisation HH, une vitesse du vent v = 3 m/s, une direction du vent φ = 0◦, φi = 0◦ et
φs = 0
◦.
500. Nous construisons alors un histogramme à partir de ces 50 données. Par la suite, l’une des
phases importante est de choisir un modèle permettant d’approcher au mieux l’histogramme.
Nous utilisons une méthode par moindres carrés afin d’estimer les paramètres des lois. La validité
du modèle va être évalué à partir d’un test de Kolmogorov-Smirnov détaillé en section 1.4. Si le
test n’est pas validé, le modèle n’est pas correct ; par contre si le test est vérifié, le modèle est en
adéquation avec les données. Cette démarche est effectuée 15 fois pour ensuite faire une étude
statistique sur les paramètres de la loi. Dans la partie suivante, les lois continues considérées
sont comparées entre elles à partir d’un test de Kolmogorov-Smirnov.
4.4.2 Interprétation des résultats et choix du modèle
4.4.2.1 Comparaison des distributions : Weibull, K et α-stable
Dans la littérature, la description statistique du fouillis de mer est réalisée à partir de l’ampli-
tude du champ diffusé z = E2s . Dans [227], Ward et al. rappellent l’expression de la distribution
de Weibull et de la distribution K pour caractériser la densité de probabilité du champ diffusé.
La densité de probabilité d’une loi de Weibull est donnée par la relation :
fW(λW ,kW )(z) =


kW
λW
(
z
λW
)(kW−1)
exp
(
−
(
z
λW
)kW)
si z ≥ 0
0 sinon.
(4.93)
avec λW ∈ R+∗ et kW ∈ R+∗. Il faut faire attention si on utilise l’expression donnée par Ward
et al. [227] (p 128, équation (4.88)) car nous pensons qu’elle est à vérifier
La densité de probabilité d’une loi K est donnée par la relation (Ward et al. [227], p 109,
équation (4.26)) :
fK(bK ,νK)(z) =


2
z
(bKz)
1+νK
2
1
Γ(νK)
KνK−1
(
2
√
bKz
)
si z ≥ 0
0 sinon.
(4.94)
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avec bK ∈ R+∗ et νK ∈ R. L’équation (4.94) peut être obtenue à partir de l’équation (1.53) en
réalisant des changements de variables judicieux.
L’expression de la densité de probabilité d’une distribution α-stable utilisée dans cette section
est donnée par l’équation (2.5).
Dans cette partie, nous considérons les coefficients de diffusion en polarisation HH, avec
vitesse du vent v = 3 m/s et direction du vent φ = 0◦. Nous avons considéré une seule polari-
sation, car les résultats obtenus pour les autres polarisations sont équivalents. La Figure 4.25
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Figure 4.25 – Représentations des densités de probabilité de la surface équivalente radar et de
leurs estimations (Weibull, K et α-stable) exprimées en linéaire et en dB avec une polarisation
HH, θi = 30
◦, θs = 30◦, φi = 0◦, φs = 0◦, φ = 0◦ et v = 3 m/s.
permet de constater que les loi de Weibull, K et α-stable donnent des résultats similaires en
termer d’estimation de la densité de probabilité de la surface équivalente radar exprimée en
linéaire. Il est aussi possible d’exprimer le coefficient de diffusion en dB obtenu par la relation
σ0 = 10 log (|Es|/|Ei|)2. L’échelle logarithmique a l’avantage de prendre en compte les ordres de
grandeur par rapport à l’échelle linéaire. Nous rappelons les expressions des densités de proba-
bilité des lois de Weibull, K et α-stable présentées la section 1.3.2.
L’expression de la densité de probabilité d’une loi de Weibull est donnée par la relation :
fW(λW ,kW )(σ0) =


kW
λW
(
σ0
λW
)(kW−1)
exp
(
−
(
σ0
λW
)kW)
si σ0 ≥ 0
0 sinon.
(4.95)
avec λW ∈ R+∗ et kW ∈ R+∗.
L’expression de la densité de probabilité d’une loi K est donnée par la relation :
fK(µK2 ,νK2 )(σ0) =


2
µK2Γ(νK2 + 1)
(
σ0
2µK2
)νK2+1
KνK2
(
σ0
µK2
)
si σ0 ≥ 0
0 sinon.
(4.96)
avec νK2 > −1 et µK2 > 0.
Nous comparons différents types de modèles (distribution de Weibull, distribution K et distri-
bution α-stable) permettant de représenter les coefficients de diffusion. Un test de Kolmogorov-
Smirnov est réalisé afin de tester la validité de chaque modèle. Dans le cas de données générées
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avec un faible état de mer, la loi K n’est pas adaptée car le taux de succès du test de Kolmogorov-
Smirnov est proche de 10 % (Figure 4.26). Cette observation est aussi valable pour la loi de Wei-
bull, avec un degré moindre puisque le taux de succès du test de Kolmogorov-Smirnov est aux
alentours de 50 %. Enfin, on remarque que le taux de succès du test de Kolmogorov-Smirnov est
compris entre 95 % et 100 % ce qui permet d’affirmer que nos données peuvent être modélisées
à partir des distributions α-stables.
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Figure 4.26 – Taux de réussite du test de Kolmogorov-Smirnov.
Nous représentons graphiquement à l’aide de la Figure 4.27 les densités de probabilités et
fonctions de répartition estimées ainsi que les courbes réelles dans le cas où θi = 30
◦ et θs = 60◦.
On remarque que la loi K souffre d’un problème pour atteindre le mode de la densité réelle.
De plus, la loi K n’arrive pas à représenter l’asymétrie à gauche. La loi de Weibull permet
d’atteindre le mode de la densité réelle. Cependant, comme pour la loi K, il y a un problème
pour retrouver l’asymétrie à gauche. L’avantage de la loi α-stable par rapport aux deux autres
lois est qu’elle peut représenter l’asymétrie à gauche et qu’elle arrive à ajuster le mode de la
distribution réelle. Par conséquent, nous continuons notre étude avec les distributions α-stables.
Nous allons estimer un intervalle de confiance des paramètres de la distribution α-stable. La
borne inférieure correspond au premier quartile et la borne supérieure au troisième quartile. Le
problème avec cette représentation est qu’il est difficile de déduire de l’information [78]. Par
conséquent, nous allons calculer la densité de probabilité des paramètres de la loi. On remarque
que pour le paramètre α, une grande majorité des valeurs est proche de 2. Pour les autres valeurs,
on peut dire qu’elles sont réparties uniformément dans [1 ;2[. Pour le paramètre β, la valeur -1
est la plus fréquente et tandis que les autres valeurs sont comprises dans l’intervalle ]-1 ;-0,8]. Le
paramètre γ est réparti de manière gaussienne dans l’intervalle [1,5 ;6] avec pour mode γ = 3, 5.
Le paramètre δ se caractérise par 3 modes. Le mode le plus petit correspond aux valeurs de δ
lorsque θi = θs. Le mode intermédiaire correspond aux valeurs de δ lorsque θi et θs sont proches.
Enfin, le mode le plus haut correspond aux valeurs de δ lorsque θi et θs sont éloignés. Par la
suite, nous analysons l’influence de la polarisation, de la vitesse du vent et de la direction du
vent sur la densité de probabilité des paramètres des distributions α-stables.
4.4.2.2 Influence des paramètres des distributions α-stables
Nous considérons 24 configurations en variant la polarisation : HH, HV, VV et VH ; la vitesse
du vent : 3 m/s et 5 m/s ; et l’orientation du vent : 0◦, 25◦ et 60◦. Les résultats présentés dans
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Figure 4.27 – Représentations de la densité de probabilité et de la fonction de répartition du
champ diffusé ainsi que de leurs estimations par les lois de Weibull, K et α-stable pour une
polarisation HH, θi = 30
◦, θs = 60◦, φi = 0◦, φs = 0◦, une direction du vent φ = 0◦ et une
vitesse du vent v = 3 m/s.
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(a) Densité de probabilité du paramètre α.
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(b) Densité de probabilité du paramètre β.
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(c) Densité de probabilité du paramètre γ.
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(d) Densité de probabilité du paramètre δ.
Figure 4.28 – Densité de probabilité des paramètres de la distribution α-stable estimés pour la
configuration adoptée.
les sections suivantes ont été décrits dans [77].
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4.4.2.2.a Paramètre α
Nous nous intéressons ici à l’influence des paramètres du vent (vitesse et direction) et de
polarisation sur le paramètre α des distributions α-stables. Nous superposons les densités de pro-
babilité de l’exposant caractéristique α des 24 configurations sur un même graphe (Figure 4.29).
La valeur la plus probable pour l’exposant caractéristique est 2. Les autres valeurs sont distri-
buées uniformément dans [1; 2[. Nous remarquons que les courbes se superposent quelque soit
la polarisation, la vitesse du vent et la direction du vent. Il est donc difficile de remonter aux
paramètres environnementaux avec l’exposant caractéristique.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
2
4
6
8
10
12
14
16
18
α
p
d
f(
α
)
Figure 4.29 – Superposition des 24 densités de probabilité pour le paramètre α.
4.4.2.2.b Paramètre β
Comme pour le paramètre α, nous superposons les densités de probabilités du paramètre
d’asymétrie β des 24 configurations sur un même graphe (Figure 4.30). La valeur la plus probable
pour le paramètre d’asymétrie est -1. Les autres valeurs appartiennent à l’intervalle ]-1 ;-0,8]. La
densité de probabilité du paramètre β est indépendante de la polarisation, de la direction du
vent et de la vitesse du vent. Le paramètre d’asymétrie permet difficilement de remonter aux
paramètres environnementaux d’acquisition.
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Figure 4.30 – Superposition des 24 densités de probabilité pour le paramètre β.
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4.4.2.2.c Paramètre γ
La même méthodologie employée pour caractériser l’exposant caractéristique et le para-
mètre d’asymétrie est utilisée pour analyser le comportement du paramètre de dispersion γ.
Le paramètre de dispersion est reparti de manière gaussienne dans [1,5 ;5,5] avec 3.5 la valeur
la plus probable. Lorsque nous superposons les densités de probabilités des 24 configurations
(Figure 4.31), on remarque que la densité de probabilité du paramètre γ est indépendante de la
direction du vent, de la vitesse du vent et de la polarisation. Il est donc difficile de remonter aux
paramètres environnementaux avec le paramètre de dispersion.
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Figure 4.31 – Superposition des 24 densités de probabilité pour le paramètre γ.
4.4.2.2.d Paramètre δ
Influence de la polarisation Dans un premier temps, nous nous intéressons à l’influence de
la polarisation sur la densité de probabilité du paramètre δ des distributions α-stables. Nous
fixons pour cela la vitesse du vent à 3 m/s et la direction du vent à 0◦. On remarque que
les polarisations croisées (HV et VH) et les polarisations directes (HH et VV) ont le même
comportement (Figure 4.34). Il est possible de distinguer les polarisations HV et VH entre elles.
En effet, les modes des distributions sont décalés. Pour les polarisations directes, on remarque
que la densité de probabilité comporte 3 modes (ces 3 modes ont été expliqués dans la partie
précédente). Cependant, les deux plus petits modes ne sont pas localisés au même endroit.
Influence de la vitesse du vent Pour analyser l’influence de la vitesse du vent, nous fixons
la polarisation et la direction du vent. Tout d’abord, nous considérons une polarisation HH et
une direction du vent φ = 0◦ (Figure 4.35). Nous remarquons qu’il est possible de distinguer
les vitesses du vent de 3 m/s et 5 m/s. Tout d’abord, on remarque un mode commun pour des
vitesses du vent de 3 m/s et 5 m/s à -18 qui présente les valeurs les plus probables de δ. Ensuite,
on observe deux modes plus petits que le premier mode décrit précédemment. En effet, la courbe
avec la vitesse du vent de 3 m/s présente deux modes séparés aux valeurs de δ de 12 et 32. Dans
le cas d’une vitesse du vent de 5 m/s, les deux modes s’intercalent entre ceux observés pour une
vitesse du vent de 3 m/s aux valeurs de δ de 18 et 28. Le plus petit mode correspond aux valeurs
de δ où θi = θs. Il est possible de faire la même analyse pour une direction du vent de φ = 25
◦
et φ = 60◦.
Dans le cas d’une polarisation HH, l’analyse est similaire à celle effectuée pour une polarisa-
tion VV. Cependant, les modes ne se situent pas au même endroit. Dans le cas d’une vitesse du
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vent de 3 m/s, le plus petit mode se situe pour une valeur de δ = 30 et le mode intermédiaire se
situe à une valeur de δ = 10. Dans le cas d’une vitesse du vent de 5 m/s, le plus petit mode se
trouve à une valeur de 16 et le mode intermédiaire se trouve à δ = 26.
Dans le cas des polarisations croisées (VH et HV), l’analyse est différente. En effet, on
observe deux modes contre trois modes précédemment. Ensuite, la représentation de la densité
de probabilité du paramètre δ ressemble à une Gaussienne mais avec une excroissance prononcée
surtout pour la polarisation VH. Lorsqu’on observe la représentation de la densité de probabilité
du paramètre δ pour la polarisation HV et une direction du vent donnée, on remarque que la
densité de probabilité du paramètre δ obtenue pour une vitesse du vent de 3 m/s est inférieure
à la densité de probabilité du paramètre δ obtenue pour une vitesse du vent de 5 m/s pour des
valeurs de δ comprise entre -40 et -20. Le constat est plus difficile à faire pour la polarisation VH.
En effet, le plus petit mode est difficile à distinguer et la densité de probabilité du paramètre δ
obtenue pour une vitesse du vent de 3 m/s est légèrement inférieure à la densité de probabilité
du paramètre δ obtenu pour une vitesse du vent de 5 m/s pour des valeurs de δ comprise entre
-40 et -20.
Influence de la direction du vent Pour observer l’influence de la direction du vent sur la
densité de probabilité du paramètre δ, nous fixons la polarisation et la vitesse du vent. Nous choi-
sissons un exemple avec une polarisation VV et une vitesse du vent de 5 m/s. Nous remarquons
la présence de 3 modes à -18, 18 et 28, et ça quelque soit la direction du vent (Figure 4.36). Le
problème est que les courbes se superposent indépendamment de la direction du vent. Le constat
est similaire pour une vitesse du vent de 3 m/s. Dans le cas d’une polarisation HH, le constat
est le même que pour la polarisation VV sauf que les modes ne se situent pas au même endroit.
Dans le cas d’une polarisation VH, nous n’observons que deux modes contre trois précédemment.
Les courbes se superposent quelque soit la direction du vent. Dans le cas d’une polarisation HV,
nous observons qu’un seul mode et les représentations des densité de probabilité du paramètre
δ se superposent.
Par conséquent, la représentation de la densité de probabilité du paramètre δ est indépen-
dante de la direction du vent.
4.4.2.3 Détection
Afin d’évaluer l’influence du modèle d’estimation de la distribution du champ diffusé par
une surface maritime, dans cette partie, nous développons et présentons les premiers résultats
obtenus dans une problématique de détection d’une cible placée sur une surface maritime. La
démarche suivie correspond à celle utilisée par Ward et al. [227] (pages 168-169). La configuration
géométrique adoptée est illustrée par la Figure 4.32. Nous supposons que l’état de mer est faible,
allant de 2 à 3 sur l’échelle de Beaufort (c’est-à-dire des vitesses du vent de 1, 6 m/s à 5, 4 m/s).
La densité de probabilité de la surface équivalente radar de la surface maritime, notée PA, est
caractérisée par des phénomènes de queues lourdes et d’asymétrie comme le montre les résultats
obtenus dans la section 4.4.2.2. Par conséquent, la distribution α-stable semble la plus appropriée
pour modéliser la surface équivalente radar de la surface maritime. Nous choisissons de travailler
avec une vitesse du vent v = 3 m/s et une polarisation HH. La direction du vent n’influe pas
sur la densité de probabilité des paramètres de la loi α-stable : nous fixons arbitrairement la
direction du vent φ = 0◦. D’après la section 4.4.2.2, la valeur la plus probable pour l’exposant
caractéristique est α = 2, pour le paramètre d’asymétrie β = −1, pour le paramètre de dispersion
γ = 3.5 et pour le paramètre de position δ = 45 (la valeur 45 correspond à une configuration
θi = θs). L’hypothèse “la surface équivalente radar de la surface maritime est modélisée par une
distribution α-stable” est vérifiée par le test de Kolmogorov-Smirnov.
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Figure 4.32 – Configuration géométrique d’observation définissant les angles bistatiques.
Nous supposons qu’une partie de la densité de probabilité de la surface équivalente radar de la
cible est recouverte par la densité de probabilité de la surface équivalente de la surface maritime
(Figure 4.33(a)). La densité de probabilité de la surface équivalente radar de la cible, notée PT , est
caractérisée par des phénomènes de queues lourdes et par conséquent peuvent être modélisées
par des distributions α-stables. Les valeurs de la loi α-stable sont choisies arbitrairement et
valent S2(−1, 1, 49). L’hypothèse “la surface équivalente radar de la cible est modélisée par une
distribution α-stable” est vérifiée par le test de Kolmogorov-Smirnov. À un seuil fixé Zs, les
probabilités de détection, notée PD, et de fausse alarme, notée PFA, sont déterminées par :
PD =
∫ +∞
Zs
PT (z)dz, PFA =
∫ +∞
Zs
PA(z)dz (4.97)
À titre de comparaison, la distribution K est utilisée pour estimer les coefficients de diffusion de
la surface maritime. Nous représentons la probabilité de détection en fonction de la probabilité
de fausse alarme (que l’on appelle couramment courbe de Caractéristiques Opérationnelles de
réception (courbe COR)) pour les deux hypothèses.
En terme de performances de détection, le modèle α-stable offre une meilleure détection que
le modèle K (Figure 4.33(b)). Par conséquent, l’impact de l’erreur d’estimation des distributions
sur les performances de détection n’est pas négligeable si le modèle n’est pas approprié aux
données.
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(a) Représentations des densités de probabilité
des surfaces équivalentes radar de la cible et de
la surface de mer ainsi que leurs estimations.
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(b) Représentations des courbes COR .
Figure 4.33 – Représentation des densités de probabilité et des courbes COR suivant les modèles
d’estimation de la densité de probabilité de la surface équivalente radar de la surface maritime.
4.5 Conclusion
Dans ce chapitre, nous avons utilisé une approche statistique à partir d’un modèle α-stable
afin de caractériser le fouillis de mer. Tout d’abord, il a été nécessaire de se constituer une base
de données de coefficients de diffusion électromagnétique. Puisque nous n’avions pas à notre
disposition de données réelles, cette base de données a été constituée à partir de coefficients de
diffusion de surfaces de mer générées. L’approche spectrale (la plus utilisée dans la littérature)
a été adoptée pour générer une surface de mer. Pour ce faire, nous avons utilisé le spectre
d’Elfouhaily et al. car ce spectre permet d’obtenir une surface de mer réaliste. En effet, ce
spectre prend en considération la vitesse de vent et la direction du vent ainsi que la notion
de fetch. Il a été nécessaire ensuite de calculer le coefficient de diffusion d’une surface de mer
générée. Il existe plusieurs plusieurs familles permettant le calcul d’un coefficient de diffusion : les
méthodes numériques et les méthodes asymptotiques. L’avantage des méthodes numériques est
qu’elles sont exactes, mais l’inconvénient est que les temps de calcul sont élevés. Par conséquent,
nous avons utilisé les méthodes asymptotiques. Nous avons ainsi opté pour l’optique physique
du fait de sa simplicité de programmation.
À partir des coefficients de diffusion, nous avons construit des histogrammes représentés par
une densité de probabilité des coefficients de diffusion. La caractérisation statistique de l’am-
plitude du fouillis de mer exprimé en linéaire est généralement réalisée à partir de distributions
de Weibull et K. Nous nous focalisons sur une famille de lois permettant de prendre en compte
les phénomènes de queue lourde appelée distributions α-stables que nous comparons aux lois
citées précédemment. Dans notre étude, nous avons considéré l’amplitude du champ diffusé par
une surface maritime exprimée en dB. Nous avons utilisé un test de Kolmogorov-Smirnov afin
d’évaluer la qualité de chaque modèle. Nous nous sommes aperçus que le pourcentage de succès
du test de Kolmogorov était d’environ de 10 % pour l’hypothèse “les données suivent un loi K” et
d’environ 50 % pour l’hypothèse “les données suivent une loi de Weibull”. Le pourcentage de suc-
cès du test de Kolmogorov-Smirnov est quand à lui plus élevé puisqu’il approche les 97 % dans
le cas de l’hypothèse “Les données suivent une loi α-stable” : il convient donc d’utiliser le modèle
α-stable pour modéliser les données.
Nous avons ensuite calculé un intervalle de confiance pour chaque paramètre des distributions
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α-stables en fonction de la géométrie du problème (θi et θs). Le problème est qu’il est difficile
d’extraire de l’information de ces intervalles de confiance. Par conséquent, nous construisons
la densité de probabilité des paramètres des distributions α-stables. Nous observons ensuite
l’influence sur ces paramètres de la polarisation, de la vitesse de vent et de la direction du vent. Il
s’avère que les paramètres α, β et γ ne permettent pas de discriminer les configurations entre elles
car les densités de probabilité se superposent indépendamment de la polarisation, de la vitesse de
vent et de la direction de vent. Il est donc difficile de remonter aux paramètres environnementaux
à partir des paramètres α, β et γ. Il n’y que le paramètre δ qui permet de discriminer les densités
de probabilités suivant la polarisation et la vitesse de vent. En effet, nous avons pu observer que
la direction du vent n’avait pas d’influence sur la densité de probabilité du paramètre δ puisque
les densités de probabilité se superposent. Ensuite, les polarisations directes permettent d’avoir
des densités de probabilité avec trois modes tandis que les polarisations croisées permettent
d’avoir un ou deux modes. Il est possible de distinguer les polarisations entre elles à vitesse du
vent et direction du vent fixées. La vitesse du vent permet aussi de distinguer les différentes
configurations entre elles à polarisation et vitesse du vent fixées. Par conséquent, le paramètre
δ s’avère le plus discriminant et permet de distinguer les différentes configurations entre elles
(polarisation et vitesse du vent).
Plusieurs perspectives sont offertes à ce travail. L’une des premières porte sur l’utilisation
d’autres modèles de diffusion électromagnétiques (modèle à deux échelles [114] et l’approxima-
tion des petites pentes [10]). Une autre importante serait de considérer une surface maritime
hétérogène (polluant, cible, déferlement) [19]. Dans ce cas, il faudrait alors faire l’étude des
paramètres des distributions α-stables et examiner la différence avec les paramètres calculés à
partir d’une surface de mer sans objet.
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Le travail présenté dans ce mémoire a porté sur la caractérisation statistique de phénomènes
aléatoires et de processus stochastiques issus de la perception et l’observation de l’environnement
maritime. Il est possible de rencontrer ces différents phénomènes dans de nombreux domaines
notamment dans la caractérisation de fonds marins dans une problématique d’exploration pé-
trolière et la caractérisation du fouillis de mer dans une optique de surveillance maritime. Les
processus rencontrés sont non-Gaussiens et présentent les caractéristiques de queue lourde et
d’asymétrie. Dans la littérature, il existe de nombreuses distributions permettant de prendre en
compte ces caractéristiques : loi K, loi de Weibull, loi log-normale... L’originalité de ce travail
réside dans l’utilisation d’une classe de distributions appelée loi α-stable, dont la loi normale, la
loi de Cauchy et la loi de Lévy sont des cas particuliers.
Tout d’abord, il a été nécessaire d’introduire la notion de capteurs (radar et sonar) permet-
tant de faire l’acquisition des données. Dans le cas de l’application sonar, nous considérons sur
le signal brut acquis par un sondeur monofaisceau à partir duquel plusieurs attributs vont être
calculés. Dans le cas de l’application radar, les données correspondent aux coefficients de diffu-
sion électromagnétique d’une surface maritime. L’une des étapes importantes va être de traiter
et donc de caractériser ces données. Nous nous dirigeons vers une modélisation statistique qui
a l’avantage d’être étendue en temps réel contrairement aux modèles physiques. Les données
sont ensuite ramenées à une densité de probabilité à partir d’un histogramme. Il existe plu-
sieurs méthodes permettant d’estimer une distribution α-stable : méthode utilisant la fonction
caractéristique, méthode des quantiles et méthode par maximum de vraisemblance. Le problème
avec ces méthodes est qu’elles sont peu efficaces lorsque le nombre d’échantillons est bas. Par
conséquent, nous avons développé un algorithme par moindres carrés étendu aux lois α-stables
qui présente l’avantage de minimiser l’erreur quadratique.
Pour la caractérisation de fonds marins, nous avons à notre disposition de nombreux attri-
buts qui n’apportent pas la même information. En effet, chaque paramètre va apporter un degré
de confiance sur une classe. Ce phénomène engendre donc de l’incertitude et de l’imprécision.
Nous nous dirigeons alors vers une théorie de l’incertain permettant de prendre en compte ces
contraintes. Nous utilisons plus particulièrement la théorie des fonctions de croyance dont le for-
malisme est facile à manipuler. La théorie des fonctions de croyance initiée par Dempster a été
développée dans le chapitre 3. Smets a étendu le formalisme des fonctions de croyance discrètes
aux nombres réels permettant ainsi d’attribuer des fonctions de masse à des intervalles. Pour
notre étude, il a été nécessaire de calculer la fonction de plausibilité dans le cas d’une densité
de probabilité d’une distribution α-stable. Nous avons comparé l’approche par le formalisme des
fonctions de croyance avec des méthodes couramment utilisées telles que l’approche Bayésienne
et la méthode des k plus proches voisins. Cette étude a tout d’abord été appliquée à des données
générées. Dans le cas où les données sont Gaussiennes, les modèles Gaussiens et α-stables se
valent ce qui est tout à fait logique puisque la loi normale est un cas particulier des distributions
α-stables. Ensuite, l’approche Bayésienne est la moins performante lorsqu’on la compare à la
méthode des k plus proches voisins et à l’approche par des fonctions de croyance. Le passage à
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un espace à deux dimensions a pour effet d’augmenter les taux de classification de la méthode
par la théorie des fonctions de croyance. Dans le cas de données générées par un modèle α-stable,
il est tout à fait normal d’observer que le modèle α-stable donne des résultats significativement
meilleurs que le modèle Gaussien. En effet, le test de Kolmogorov-Smirnov n’est pas toujours
vérifié pour l’hypothèse Gaussienne. L’approche Bayésienne est significativement moins perfor-
mante que la méthode des k plus proche voisins et la méthode des fonctions de croyance. L’un
des avantages de la théorie des fonctions de croyance est qu’elle ne fait pas intervenir la notion
d’a priori. Il est important de noter que le choix des attributs est primordiale pour avoir une
bonne classification. Il n’y a pas de recettes miracles pour le choix des attributs et ce choix dé-
pend beaucoup de l’intuition et de l’expérience de l’opérateur : on fait en sorte que dans l’espace
des réalisations, il est possible de différencier les classes entre elles.
Dans le chapitre 4, nous avons caractérisé le fouillis de mer à partir des distributions α-
stables. Tout d’abord, il a été nécessaire de générer les surfaces de mer à partir d’une méthode
spectrale. Plusieurs spectres ont été proposés dans la littérature tels que le spectre de Pierson
et Moskowitz, le spectre de JONSWAP, le spectre de Fung et Lee, mais nous avons retenu ce-
lui développé par Elfouhailly. En effet, ce spectre est celui qui permet le mieux de prendre en
compte les caractéristiques environnementales telles que la vitesse du vent, la direction du vent
et le fetch. Une des étapes importantes est de déterminer le coefficient de diffusion de la sur-
face maritime générée. Il existe dans la littérature plusieurs méthodes issues de deux principales
familles : les méthodes numériques et les méthodes asymptotiques. Nous n’utilisons pas les mé-
thodes numériques car le temps de calcul est coûteux. Par conséquent, nous utilisons l’optique
physique qui est répertoriée parmi les méthodes asymptotiques. Nous avons comparé le modèle
α-stable avec d’autres méthodes permettant de prendre en compte les caractéristiques de queue
lourde des densités de probabilité : la loi K et la loi de Weibull. Le test de Kolmogorov-Smirnov
a permis de conclure que le modèle α-stable permettait d’ajuster beaucoup mieux les données
exprimées en décibel que la loi K et la loi de Weibull. Nous avons ensuite représenté les intervalles
de confiance des paramètres estimés en fonction de la géométrie d’observation. Le problème de
cette représentation est qu’il est difficile d’en extraire de l’information. Nous avons donc opté
pour une autre représentation en construisant la densité de probabilité des paramètres estimés.
Dans notre étude, nous avons remarqué que l’exposant caractéristique α, le paramètre d’asymé-
trie β et le paramètre de dispersion γ n’étaient pas pertinents pour remonter aux paramètres
environnementaux puisque les densités de probabilité des différentes configurations se super-
posent. Le seul paramètre pertinent est le paramètre de position δ. La polarisation et la vitesse
de vent permettent de distinguer les différentes configurations entre elles. Le paramètre direction
de vent n’a pas d’influence puisque les densités de probabilité des différentes configurations se
superposent. En terme de performances de détection, nous avons remarqué que l’erreur d’esti-
mation des distributions avait une influence non négligeable sur la détection et est augmentée
lorsque le modèle d’estimation n’est pas approprié aux données.
4.6 Perspectives
Dans le cas de l’application sonar, nous n’avons considéré qu’un seul type de capteur pour
réaliser la classification : le sondeur monofaisceau. Dans l’avenir, nous pensons qu’il serait inté-
ressant d’effectuer de la classification à partir de plusieurs sources comme un sonar latéral : les
taux de classification pourraientt être modifiées. Nous avons aussi remarqué que les distributions
α-stables n’avaient pas en général d’expression analytique (sauf Gauss, Cauchy et Lévy). Ce pro-
blème a pour effet d’augmenter les temps de calculs. Les calculs dans cette thèse ont été réalisés
en langage Matlab. Nous pensons qu’il serait utile de développer le code dans un langage compilé
(C/C++). La même conclusion est à faire pour la généralisation des distributions α-stables dans
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R
d. En effet, la mesure spectrale est discrète et la densité de probabilité est calculée à partir
d’un maillage de Rd. L’espace mémoire de Matlab a tendance à être saturé rapidement suivant
la discrétisation choisie. Ensuite, nous avons utilisé la théorie des fonctions de croyance pour
effectuer la classification. Cependant, il existe d’autres théorie de l’incertain comme les proba-
bilités imprécises et la théorie des possibilités. Il serait intéressant de programmer ces méthodes
et de comparer les résultats obtenus avec la théorie des fonctions de croyance.
Dans le cas de l’application radar, une étude sur des données réelles semblerait être pertinente
pour valider nos résultats. Une des pistes de travail serait d’effectuer la même étude avec un
objet placé sur la surface générée. Il faudrait alors mettre en oeuvre une méthode de calcul autre
que l’optique physique et permettant de prendre en compte les diffractions des bords de l’objet.
Cette étude a un cadre applicatif comme par exemple la détection d’un hors-bord dans le cas
d’une lutte anti-drogue ou la détection d’une nappe de pétrole dans le cas d’une lutte anti-
pollution. D’un point de vue pratique, il serait intéressant de pouvoir implémenter la notion
de distribution du clutter de mer dans une architecture radar afin d’effectuer la détection d’un
objet.
Enfin, les distributions α-stables font partie d’une famille de lois apparue dans les années 20,
que nous qualifions de loi “jeune”. Les lois α-stables ont été très peu utilisées jusqu’à l’amélio-
ration des capacités des ordinateurs. Récemment, leur utilisation a explosé dans de nombreux
domaines comme en témoigne la bibliographie de Nolan [164]. Nous pensons que les lois α-stables
ont encore de beaux jours devant elles.
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Annexe A
Lien entre la loi K composée et la loi K
généralisée
Cette annexe permet de faire le lien entre deux paramétrisations de la loi K. Initialement,
elle a été introduite par Jakeman et Pusey [106] pour modéliser du fouillis de mer. L’expression
de la densité de probabilité d’une distribution K à trois paramètres est la suivante :
fK(L,ν,µ)(x) =
2
x
(
Lνx
µ
)L+ν
2 1
Γ(L)Γ(ν)
Kν−L
(
2
(
Lνx
µ
) 1
2
)
(A.1)
avec ν ∈ R+∗, ν ∈ R+∗ et L ∈ R+∗.
Il est possible de la trouver avec deux paramètres en posant L = 1 :
fK(ν,µ)(x) =
2
x
(
νx
µ
) 1+ν
2 1
Γ(ν)
Kν−1
(
2
(
νx
µ
) 1
2
)
(A.2)
En rentrant le terme isolé en x dans la racine carrée, on obtient aussi :
fK(ν,µ)(x) =
2ν
Γ(ν)µ
(
νx
µ
) ν−1
2
Kν−1
(
2
(
νx
µ
) 1
2
)
(A.3)
On pose u = x
1
2 et 1/a = 2
√
ν/µ, il faut faire attention lorsque l’on fait le changement de
variable (propriété 1.3.2) car :
∫ +∞
0
f(x)dx =
∫ +∞
0
f(u)2udu (A.4)
On obtient alors la densité après le changement de variable :
fK(ν,µ)(u) =
2
aΓ(ν)
( u
2a
)ν
Kν−1
(u
a
)
(A.5)
Finalement en posant m = ν − 1, on aura pour m > 1 et a ∈ R+∗ la paramétrisation de la loi
K que l’on trouve dans [55] :
fK(ν,µ)(u) =
2
aΓ(m+ 1)
( u
2a
)m+1
Km
(u
a
)
(A.6)
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La distribution K composée a une justification physique et s’obtient à partir du produit de deux
composantes. La première contribution correspond à l’amplitude aR des fluctuations rapides de
la surface par une composante de Rayleigh :
fR(σ2=2a2c/π)(aR) =
πaR
2a2c
exp
(
−πa
2
R
4a2c
)
(A.7)
avec ac représentant l’amplitude des fluctuations lentes de la surface où la quantité z = a2c est
distribuée par une loi gamma :
fΓ(ν,1/
√
b)(z = a
2
c) =
b2ν
Γ(ν)
(z)ν−1 exp
(−zb2) (A.8)
D’après , l’amplitude de la distribution K peut s’écrire :
f(µ,a)(x) =
∫ +∞
0
fR(σ2=2a2c/π)(aR)fΓ(ν,1/
√
b)(ac)dy (A.9)
qu’il est possible de réécrire par :
fK(ν,a)(x) =
4c
Γ(ν)
(cx)νKν−1(2cx) (A.10)
Il est possible de retomber sur l’équation A.6 en posant le changement de variable u = 2x.
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Annexe B
Calcul de la densité de probabilité
d’une distribution α-stable
L’objectif de cette annexe est de présenter le calcul de la densité de probabilité d’une densité
de probabilité α-stable développée par Nolan [162]. La définition de la fonction caractéristique
d’une distribution α-stable donnée par Zolotarev [236] est la suivante :
φ(t) =


exp(jtδ − |γt|α[1 + jβ tan(πα
2
)sign(t)(|t|1−α − 1)]) si α 6= 1
exp(jtδ − |γt|[1 + jβ 2
π
sign(t) log |t|]) si α = 1
(B.1)
avec α ∈]0, 2], β ∈ [−1, 1], γ ∈ R+∗ et δ ∈ R.
La densité de probabilité est obtenue en effectuant une transformée de Fourier de la fonction
caractéristique. Le problème est que les bornes sont infinies. Nolan propose d’effectuer les chan-
gements de variables suivants pour y parvenir en supposant que γ = 1 et δ = 0 :
ζ = ζ(α, β) =
{ −β tan(πα2 ) si α 6= 1
0 si α = 1
(B.2)
β0 = β0(α, β) =
{
1
α arctan(β tan(
πα
2 )) si α 6= 1
π
2 si α = 1
(B.3)
V (θ;α, β) =


(cos(αθ0))
1
α−1
(
cos(θ)
sin(α(θ0 + θ))
) α
α−1 cos(αθ0 + (α− 1)θ)
cos(θ)
si α 6= 1
2
π
( π
2 + βθ
cos(θ)
)
exp
(
1
β
(
π
2
+ βθ) tan(θ)
)
si α = 1, β 6= 0
(B.4)
La densité de probabilité vaut pour α 6= 1 :
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f(x;α, β) =


α(x− ζ) 1α−1
π|α− 1|
∫ pi
2
−θ0
V (θ;α, β) exp
(
−(x− ζ) αα−1V (θ;α, β)
)
dθ pour x > ζ
Γ(1 + 1α) cos(θ0)
π(1 + ζ2)
1
2α
pour x = ζ
f(−x;α,−β) pour x < ζ
(B.5)
Dans le cas où α = 1, la densité de probabilité a pour expression :
f(x; 1, β) =


1
2|β| exp(−
πx
2β
)
∫ pi
2
−pi
2
V (θ; 1, β) exp
(
− exp(πx
2β
)V (θ; 1, β)
)
dθ pour β 6= 0
1
π(1 + x2)
pour β = 0
(B.6)
Nous avons supposé que γ = 1 et δ = 0. Pour généraliser aux autres cas, il faut poser x =
(x− δ)
γ
.
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Annexe C
Tables d’estimation
C.1 Tables de McCulloch
Dans cette annexe, nous présentons les tables décrites par McCulloch [149] permettant d’es-
timer les paramètres d’une distribution α-stable à partir d’une méthode fondée sur le calcul de
quantiles.
να νβ
0,0 0,1 0,2 0,3 0,5 0,7 1
2,439 2,000 2,000 2,000 2,000 2,000 2,000 2,000
2,5 1,916 1,924 1,924 1,924 1,924 1,924 1,924
2,6 1,808 1,813 1,829 1,829 1,829 1,829 1,829
2,7 1,729 1,730 1,737 1,745 1,745 1,745 1,745
2,8 1,664 1,663 1,663 1,663 1,676 1,676 1,676
3,0 1,563 1,560 1,553 1,548 1,547 1,547 1,547
3,2 1,484 1,480 1,471 1,460 1,448 1,438 1,438
3,5 1,391 1,386 1,378 1,364 1,337 1,318 1,318
4,0 1,279 1,273 1,266 1,250 1,210 1,184 1,150
5,0 1,128 1,121 1,114 1,101 1,067 1,027 0,973
6,0 1,029 1,021 1,014 1,004 0,974 0,935 0,874
8,0 0,896 0,892 0,887 0,883 0,855 0,823 0,769
10,0 0,818 0,912 0,806 0,801 0,780 0,756 0,691
15,0 0,698 0,695 0,692 0,689 0,676 0,656 0,595
25,0 0,593 0,590 0,588 0,586 0,579 0,563 0,513
Table C.1 – Estimées de α en fonction de να et νβ .
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να νβ
0,0 0,1 0,2 0,3 0,5 0,7 1
2,439 0,000 2,160 1,000 1,000 1,000 1,000 1,000
2,5 0,000 1,592 3,390 1,000 1,000 1,000 1,000
2,6 0,000 0,759 1,800 1,000 1,000 1,000 1,000
2,7 0,000 0,482 1,048 1,694 1,000 1,000 1,000
2,8 0,000 0,360 0,760 1,232 2,229 1,000 1,000
3,0 0,000 0,253 0,518 0,823 1,575 1,000 1,000
3,2 0,000 0,203 0,410 0,632 1,244 1,906 1,000
3,5 0,000 0,165 0,332 0,499 0,943 1,560 1,000
4,0 0,000 0,136 0,271 0,404 0,689 1,230 2,195
5,0 0,000 0,109 0,216 0,323 0,539 0,827 1,917
6,0 0,000 0,096 0,190 0,284 0,472 0,693 1,759
8,0 0,000 0,082 0,163 0,243 0,412 0,601 1,596
10,0 0,000 0,074 0,147 0,220 0,377 0,546 1,362
25,0 0,000 0,056 0,112 0,167 0,285 0,428 1,274
Table C.2 – Estimées de β en fonction de να et νβ .
α β
0,0 0,25 0,5 0,75 1,0
2,0 1,908 1,908 1,908 1,908 1,908
1,9 1,914 1,915 1,916 1,918 1,921
1,8 1,921 1,922 1,927 1,936 1,947
1,7 1,927 1,930 1,943 1,961 1,987
1,6 1,933 1,940 1,932 1,997 2,043
1,5 1,939 1,952 1,988 2,045 2,116
1,4 1,946 1,967 2,022 2,106 2,211
1,3 1,955 1,984 2,037 2,188 2,333
1,2 1,935 2,007 2,125 2,294 2,491
1,1 1,980 2,040 2,205 2,435 2,696
1,0 2,000 2,085 2,311 2,624 2,973
0,9 2,040 2,149 2,461 2,886 3,356
0,8 2,098 2,244 2,676 3,265 3,912
0,7 2,189 2,392 3,004 3,884 4,775
0,6 2,337 2,635 3,542 4,808 6,247
0,5 2,588 3,073 4,534 6,636 9,144
Table C.3 – Valeurs de la fonction ψ3(α, β)
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α β
0,0 0,25 0,5 0,75 1,0
2,0 0,000 0,000 0,000 0,000 0,000
1,9 0,000 -0,017 -0,032 -0,049 -0,064
1,8 0,000 -0,030 -0,061 -0,092 -0,123
1,7 0,000 -0,043 -0,088 -0,132 -0,179
1,6 0,000 -0,056 -0,111 -0,170 -0,232
1,5 0,000 -0,066 -0,134 -0,206 -0,283
1,4 0,000 -0,075 -0,154 -0,241 -0,335
1,3 0,000 -0,084 -0,173 -0,276 -0,390
1,2 0,000 -0,090 -0,192 -0,310 -0,447
1,1 0,000 -0,095 -0,208 -0,346 -0,508
1,0 0,000 -0,098 -0,223 -0,383 -0,576
0,9 0,000 -0,099 -0,237 -0,424 -0,652
0,8 0,000 -0,096 -0,250 -0,469 -0,742
0,7 0,000 -0,089 -0,262 -0,520 -0,853
0,6 0,000 -0,078 -0,272 -0,581 -0,977
0,5 0,000 -0,061 -0,279 -0,659 -1,198
Table C.4 – Valeurs de la fonction ψ5(α, β)
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C.2 Tables de Koutrouvelis
Cette annexe permet de déterminer la valeur de K et L lors de l’estimation développée par
Koutrouvelis. La valeur de K et L dépendent de la valeur de α et du nombre d’échantillon.
Nombre d’échantillon n
α 200 800 1600
1,9 9 9 10
1,5 11 11 11
1,3 22 16 14
1,1 24 18 15
0,9 28 22 18
0,7 30 24 20
0,5 86 68 56
0,3 134 124 118
Table C.5 – Nombre de point K optimal.
Nombre d’échantillon n
α 200 800 1600
1,9 9 10 11
1,5 12 14 15
1,1 16 18 17
0,9 14 14 14
0,7 24 16 16
0,5 40 38 36
0,3 70 68 66
Table C.6 – Nombre de point L optimal.
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Annexe D
Dérivées des densités de probabilité
α-stables
L’objectif de cette annexe est de détailler les calculs permettant de déterminer les dérivées
des distributions α-stables symétriques par rapport aux paramètres α, γ et δ. Tout ces calculs
ont été présentés par Matsui et Takemura [147]. ces dérivées sont utiles notamment pour estimer
les distributions α-stables symétriques par une méthode par maximum de vraisemblance. Le
problème est que l’expression des dérivées est lourde.
L’expression de la dérivée première par rapport au paramètre δ est :
fδ(x;α) =
1
x
f(x;α)− α
2sign(α− 1)
πx2(α− 1)2
∫ pi
2
0
g(φ;α, x)(1− g(φ;α, x)) exp (−g(φ;α, x))dφ (D.1)
avec g(φ;α, x) =
(
x cosφ
sin (αφ)
) α
α−1 cos(α− 1)φ
cosφ
. La figure D.1 permet de représenter la dérivée de
la densité de probabilité par rapport au paramètre δ.
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Figure D.1 – Dérivée de la pdf par rapport à δ avec γ=1 et δ=0.
La dérivée première par rapport à γ a pour expression :
fγ(x;α) = −f(x;α) + xfδ(x;α) (D.2)
La représentation de la dérivée de la densité de probabilité par rapport au paramètre γ est
donnée par la figure D.2.
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Figure D.2 – Dérivée de la pdf par rapport à γ avec γ=1 et δ=0.
Enfin, la dérivée première par rapport à α est :
fα(x;α) =
1
α(α− 1)f(x;α) +
α
π|α− 1|x
∫ pi
2
0
gα(φ;α, x)(1− g(φ;α, x)) exp (−g(φ;α, x))dφ
(D.3)
avec gα(φ;α, x) = −g(φ;α, x)(h1(α) + h2(φ) + h3(φ)), h1(φ) = 1
(α− 1)2 log |
x cosφ
sin (αφ)
|,
h2(φ) =
αφ
(α− 1) tan (αφ) and h3 = φ tan (φ(α− 1)).
La figure D.3 permet de visualiser la représentation de la dérivée de la densité de probabilité
par rapport au paramètre α.
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Figure D.3 – Dérivée de la pdf par rapport à α avec γ=1 et δ=0.
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Annexe E
Coefficients de diffusion
Le but de cette annexe est de détailler l’expression des coefficients de diffusion obtenus par
l’approximation de Kirchhoff et la méthode des petites perturbations. L’expression des coeffi-
cients dépend notamment de la polarisation en émission p et de la polarisation en réception
q.
E.1 Approximation de Kirchhoff
Elle fait intervenir la notion d’intégrale surfacique. Cette notion a été introduite par Kirchhoff
en 1882 et 1883. Il a démontré qu’il était possible d’exprimer le champ, en tout point d’un volume
fini, en fonction des valeurs du champ et de sa dérivée normale sur la surface délimitant le volume.
Le champ incident à la surface s’exprime sous la forme :
Ei = p E0 exp (−jk ni.r) (E.1)
avec p représentant la polarisation de l’onde incidente et E0 le module du champ incident.
Stratton et Chu [210] étendent les travaux de Kirchhoff au cas vectoriel en utilisant le théo-
rème de Green. Silver [199] obtient le champ diffusé en se plaçant dans la zone de Fraunhofer :
Espq = Kns ∧
∫
[n ∧E− ηns ∧ (n ∧H)] exp (jk r.ns)ds (E.2)
avec :
– E le champ électrique total au point r.
– H le champ magnétique total au point r.
– ns vecteur directeur du champ diffusé.
– n vecteur normal à la surface.
– r correspond au vecteur entre l’origine du repère et un point appartenant à la surface.
– η représente l’impédance intrinsèque du milieu
– K = −j k exp (−jkR)4πR
– R la distance entre le point d’observation du champ diffusé et le centre de la surface.
Le point de surface r est muni d’un repère orthonormé (ni,d,t) [121,177] (Figure E.1) avec :
d =
ni ∧ n
||ni ∧ n|| (E.3)
t = ni ∧ d (E.4)
L’approximation de Kirchhoff suppose qu’en chaque point de la surface, l’intéraction de l’onde
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Figure E.1 – Approximation de Kirchhoff.
est identique à celle avec un plan infini, localement tangent à la surface [218]. Cette caracté-
ristique lui vaut aussi l’appellation d’approximation du plan tangent. Les champs E et H sont
décomposés suivant leurs composantes verticale et horizontale E = Eh + Ev et H = Hh +Hv.
Les relations de continuité du champ permettent d’écrire Eh = E
i
h + E
s
h. La composante ho-
rizontale du champ électrique vaut Eih = (p.d)d E0 exp (−jk ni.r). La composante horizon-
tale du champ diffusé s’exprime à partir du coefficient de Fresnel horizontal Rh par E
s
h =
Rh(p.d)d E0 exp (−jk ni.r). On obtient la composante horizontale du champ électrique par :
Eh = (1 +Rh)(p.d)d E0 exp (−jk ni.r) (E.5)
Le même raisonnement est effectué pour la composante verticale du champ électrique. La com-
posante verticale du champ électrique incident vaut Eih = (p.t)tE0 exp (−jk ni.r). Le vecteur t
peut se réécrire par t = ni ∧ d. La composante verticale du champ diffusé peut alors s’écrire à
partir du coefficient de réflexion verticale par Esv = Rv(p.t)(d∧ni)E0 exp (−jk ni.r). On obtient
la composante horizontale du champ électrique par :
Ev = (1 +Rv)(p.t)(d ∧ ni) E0 exp (−jk ni.r) (E.6)
Les composantes du champ magnétique sont calculées en effectuant le même raisonnement. Les
courants surfaciques ainsi obtenues s’expriment par :
n ∧E = [(1 +Rh)(p.d)(n ∧ d)− (1−Rv)(n.ni)(p.t)d]E0 exp (−jk ni.r) (E.7)
η(n ∧E) = [(1−Rh)(p.d)(n.ni)d+ (1 +Rv)(n ∧ d)(p.t)]E0 exp (−jk ni.r) (E.8)
On remarque qu’il faut calculer le produit mixte n∧ (ni ∧d) = (n.d).ni− (n.ni).d pour obtenir
l’équation E.7. Le problème avec l’équation (E.2) est que l’intégrale est vectorielle. Il est possible
de faire des hypothèses simplificatrices : le modèle de la phase stationnaire et l’approximation
scalaire des champs. Le modèle de la phase stationnaire suppose que l’écart-type des hauteurs
est grand. L’approximation scalaire des champs suppose que la surface est de faibles pentes avec
un écart-type petit.
En sortant le terme exp (−jk ni.r) des équations (E.8), l’équation (E.2) peut se réécrire sous
la forme :
Espq = Kns ∧
∫
[n ∧E− ηns ∧ (n ∧H)] exp (jk r.(ns − ni))ds (E.9)
Le modèle de la phase stationnaire suppose que les seuls points qui contribuent à la diffusion
sont les points spéculaires. L’équation permet de définir la phase Q par :
Q = k(r.(ns − ni) = qx x+ qy y + qz z(x, y) (E.10)
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avec
qx = k(sin (θs) cos (ϕs)− sin (θi) cos (ϕi)) (E.11)
qy = k(sin (θs) sin (ϕs)− sin (θi) sin (ϕi)) (E.12)
qz = k(cos (θs) + cos (θi)) (E.13)
La phase Q est dite stationnaire en un point si le taux de variation est nulle :
∂Q
∂x
= qx + qz
∂z
∂x
= 0 (E.14)
∂Q
∂y
= qy + qz
∂z
∂y
= 0 (E.15)
Or les quantités ∂z∂x et
∂z
∂y désignent les pentes de la surface suivant les directions x et y (notées
Zx et Zy). D’après l’équation (E.10), on obtient :
Zx = − qxqz , Zy = −
qy
qz
(E.16)
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Figure E.2 – Schéma de l’approximation de Kirchhoff.
Les équations (E.8) étant indépendantes de la variable d’intégration, le champ diffusé de-
vient :
Espq = Kns ∧ [n ∧E− ηns ∧ (n ∧H)]
∫
exp (jQ)ds (E.17)
Ulaby et al. [218] définissent le champ diffusé par :
Espq = kIE0Upq (E.18)
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Ce modèle n’est valable que pour des rayons de courbure grands devant la longueur d’onde. Ces
conditions se résument alors dans le cas Gaussien [115] par :
kL >
√
10
| cos θ + cos θs (E.19)
kL > 6 (E.20)
Rc > λ (E.21)
En raisonnant en terme de coefficient de diffusion, on obtient pour expression :
σspq =
πk2q2
q2z
|Upq|2P (Zx, Zy) (E.22)
Les quantités Upq dépendent de la géométrie et sont détaillées en annexe.
Nous détaillons sans démonstration les quantités Upq permettant de calculer les coefficients
de diffusion dans l’approximation de Kirchhoff. Les coefficients de Fresnel dépendent de l’angle
θl, correspondant à l’angle local et nous obtenons :
R1 =
ǫr cos (θl)−
√
ǫr−sin2 (θl)
ǫr cos (θl)+
√
ǫr−sin2 (θl)
, R2 =
cos (θl)−
√
ǫr−sin2 (θl)
cos (θl)+
√
ǫr−sin2 (θl)
(E.23)
avec :
cos (θl) =
√
1− sin (θi) sin (θs) cos (φi − φs) + cos (θi) cos (θs)
2
(E.24)
On définit les quantités suivantes :
a1 = sin (θi) cos (θs) cos (φs − φ) + cos (θi) sin (θs)
a2 = − [cos (θi) sin (θs) cos (φs − φ) + sin (θi) cos (θs)]
a3 = − sin (θi) sin (φs − φi)
a4 = sin (θs) sin (φ− φs)
(E.25)
Les coefficients de polarisation [113] sont définis par :
Uhh =
q sgn(qz)[R1a3a4+R2a1a2]
[a23+a21]k
Uhv =
q sgn(qz)[R1a3a2−R2a1a4]
[a23+a21]k
Uvv =
q sgn(qz)[R1a1a2+R2a3a4]
[a23+a21]k
Uhh =
q sgn(qz)[R1a1a4−R2a3a2]
[a23+a21]k
(E.26)
E.2 Méthode des petites perturbations
Nous exposons l’expression des coefficients de polarisation [113] αpq présents dans le calcul des
coefficients de diffusion pour la méthode des petites perturbations. Les quantités αpq dépendent
de :
a1 =
√
ǫrµ+ sin
2 (θi), a2 =
√
ǫrµ+ sin
2 (θs) (E.27)
L’expression du coefficient de diffusion pour la polarisation vv est donnée par :
nvv1 = (ǫr − 1)(ǫr sin (θi) sin (θs)− a1a2 cos (φs)) (E.28)
nvv2 = ǫ
2
r(µ− 1) cos (φs) (E.29)
dvv1 = ǫr cos (θi) + a1 (E.30)
dvv2 = ǫr cos (θs) + a2 (E.31)
αvv =
nvv1 + n
vv
2
dvv1 d
vv
2
(E.32)
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Le coefficient de diffusion pour la polarisation vh a pour expression :
nvh1 = (µ− 1)ǫra1 (E.33)
nvh2 = (ǫr − 1)µa2 (E.34)
dvh1 = µ cos (θi) + a1 (E.35)
dvh2 = ǫ cos (θs) + a2 (E.36)
αvh =
nvh1 + n
vh
2
dvh1 d
vh
2
sin (φs) (E.37)
Pour la polarisation hv, le coefficient de diffusion est égal à :
nhv1 = (ǫ− 1)µa1 (E.38)
nhv2 = (µ− 1)ǫa2 (E.39)
dhv1 = ǫ cos (θi) + a1 (E.40)
dhv2 = µ cos (θs) + a2 (E.41)
αhv =
nhv1 + n
hv
2
dhv1 d
vv
2
sin (φs) (E.42)
Enfin, l’expression du coefficient de diffusion pour la polarisation hh vaut :
nhh1 = (µ− 1)(a1a2 cos (φs)− µ sin (θi) sin (θs)) (E.43)
nhh2 = µ
2(ǫ− 1) cos (φs) (E.44)
dhh1 = µ cos (θi) + a1 (E.45)
dhh2 = µ cos (θs) + a2 (E.46)
αhh = −n
hh
1 + n
hh
2
dhh1 d
hh
2
(E.47)
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Distributions α-stables pour la caractérisation de phénomènes aléatoires observés par des 
capteurs placés dans un environnement maritime 
Le travail réalisé dans le cadre de cette thèse a pour but de caractériser des signaux aléatoires, 
rencontrés dans le domaine aérien et sous-marin, en s’appuyant sur une approche statistique. En 
traitement du signal, l'analyse statistique a longtemps été fondée sous l'hypothèse de Gaussianité des 
données. Cependant, ce modèle n'est plus valide dès lors que la densité de probabilité des données se 
caractérise par des phénomènes de queues lourdes et d'asymétrie. Une famille de lois est 
particulièrement adaptée pour représenter de tels phénomènes : les distributions α-stables. 
Dans un premier temps, les distributions α-stables ont été présentées et utilisées pour estimer des 
données synthétiques et réelles, issues d'un sondeur monofaisceau, dans une stratégie de classification 
de fonds marins. La classification est réalisée à partir de la théorie des fonctions de croyance, 
permettant ainsi de prendre en compte l'imprécision et l'incertitude liées aux données et à l'estimation 
de celles-ci. Les résultats obtenus ont été comparés à un classifieur Bayésien. 
Dans un second temps, dans le contexte de la surveillance maritime, une approche statistique à 
partir des distributions α-stables a été réalisée afin de caractériser les échos indésirables réfléchis par la 
surface maritime, appelés aussi fouillis de mer, où la surface est observée en configuration bistatique. 
La surface maritime a d'abord été générée à partir du spectre d'Elfouhaily puis la Surface Équivalente 
Radar (SER) de celle-ci a été déterminée à partir de l'Optique Physique (OP). Les distributions de 
Weibull et ࣥ ont été utilisées et comparées au modèle α-stable. La validité de chaque modèle a été 
étudiée à partir d'un test de Kolmogorov-Smirnov.  
Mots-clefs : signaux aléatoires, modèle statistique, domaine maritime, distributions α-stables, théorie 
des fonctions de croyance, fouillis de mer, spectre d'Elfouhaily, Surface Équivalente Radar (SER). 
 
α-stable distributions for the characterization of random phenomena observed by sensors in a 
marine environment 
  The purpose of this thesis is to characterize random signals, observed in air and underwater 
context, by using a statistical approach. In signal processing, the hypothesis of Gaussian model is often 
used for a statistical study. However, the Gaussian model is not valid when the probability density 
function of data are characterized by heavy-tailed and skewness phenomena. A family of laws can fit 
these phenomena: the α-stable distributions. 
Firstly, the α-stable distribution have been used to estimate generated and real data, extracted from 
a mono-beam echo-sounder, for seabed sediments classification. The classification is made by using 
the theory of belief functions, which can take into account the imprecision and uncertainty of data and 
theirs estimations. The results have been compared to a Bayesian approach. 
Secondly, in a context a marine surveillance, a statistical study from the α-stable distribution has 
been made to characterize undesirable echo reflected by a sea surface, called sea clutter, where the sea 
surface is considered in a bistatic configuration. The sea surface has been firstly generated by the 
Elfouhaily sea spectrum and the Radar Cross Section (RCS) of the sea surface has been computed by 
the Physical Optics (PO). The Weibull and ࣥ distributions have been used and the results compared to 
the α-stable model. The validity of each model has been evaluated by a Kolmogorov-Smirnov test. 
Keywords : random signals, statistical model, marine environment, α-stable distribution, theory of 
belief functions, sea clutter, Elfouhaily sea spectrum, Radar Cross Section (RCS). 
 
