ABSTRACT. In the paper the unknown distribution function is approximated with a known distribution function by means of Taylor expansion. For this approximation a new matrix operation -matrix integral -is introduced and studied in [PIHLAK, M.: Matrix integral, Linear Algebra Appl. 388 (2004), 315-325].
Introduction
Let Y be a random variable with unknown distribution function G and let G n be the empirical distribution function of Y found from the sample y 1 , y 2 , . . . , y n . Our aim is to present the unknown distribution function G by means of a known distribution function F . Let F be the distribution function of the random variable X. It is assumed that function F is k times continuously differentiable. Then we can approximate the function G by means of the function F as
where a l , l = 1, 2, . . . k, are coefficients depending on the first l moments of X and Y . The problem is how to determine the coefficients a l , l = 1, 2, . . . , k, in equality (1) . The idea of this type of approximation was suggested by R . A . F i s h e r and E . A . C o r n i s h in [2] .
The method of C o r n i s h and F i s h e r [2] includes the following steps. Assume that random variables X and Y have the moments and cumulants up to sufficiently high order k. Firstly the characteristic function of Y is presented through the characteristic function of X as a Taylor series. Then the inverse Fourier transform is used to get from the Taylor expansion of the characteristic function an approximation of the probability density function of Y through the density function of X.
A stimulating result for our study has been a general relation between two multivariate density functions, derived in K o l l o , v o n R o s e n [4] . In their paper a general formal multivariate density expansion is presented where complicated density of interest is presented through the approximating density and cumulants of both distributions under consideration. In applications approximation of the distribution function is at least as important as of the density function. In univariate case an expansion of the distribution function can be obtained from a density expansion by integration. In multivariate case the situation is more complicated. The problem of dimensions have to be solved. K o l l o and v o n R o s e n have approximated the density function f Y (x) by the density function f X (x) using matrix derivative. The notion "matrix integral" has been introduced by P i h l a k [7] to make it possible to integrate this relation between the two density function.
The paper is organized in the following way. In Section 2 we study results of matrix algebra necessary in further study. In Section 3 we introduce and study new operation, matrix integral. In Section 4 we apply matrix integral to integration of the relation between two density functions. In Section 5 we present the relation between unknown distribution function and normal distribution function. In Section 6 we give an example of approximation of simulated data.
Preparation
Let us denote matrix X with p rows and q columns by X : p × q. The element of matrix X in the ith row and jth column is denoted by (X) ij . A p × 1-matrix is called p-vector. The ith coordinate of the p-vector a is denoted by (a) i .
If we handle partitioned matrix X then it is denoted by [X ij ] where X ij denotes the block in ith row and jth column of blocks. We use index pairs for indicating rows and columns of a partitioned matrix following [1] . A row of partitioned matrix A is denoted by index (k, l), i.e. this is the lth row of the kth block-row. A column of partitioned matrix A is denoted by index (g, h), i.e. this is the hth column of the gth block-column. The element of the partitioned matrix A in the (k, l)th row and the (g, h)th column is denoted by (A) (k,l)(g,h) . The vectorization operation is denoted by vec. For X : p × q matrix vecX : pq × 1 is the following pq-vector:
A useful operation in multivariate statistics is the Kronecker product. This operation is denoted by ⊗. Let us have the matrices X : p × q and Y : r × s. Then the Kronecker product X ⊗ Y is the pr × qs-matrix which is partitioned into r × s blocks: 
There exists also another widely used definition of the matrix derivative. The matrix derivative defined by M a c R a e [5] keeps the structure of involved matrices. 
Ò Ø ÓÒ
By means of matrix derivative defined by Definition 1 we can define kth order cumulats of a random vector. Let X be a random p-vector and t ∈ p . Then
and the kth order cumulant of X is the kth order matrix derivative:
It follows straightforwardly that c 1 (X) = E(X ) and c 2 (X) = D(X).
Let X and Y be random p-vectors with probability density functions f X (x) and f Y (y) respectively. Assume that f X (x) is uniformly continuous and continuously differentiable necessary number of times by argument x. Let us denote the kth order derivative of the function f X (x) by f 
Our aim is to integrate the expression (2) . For this integration matrix integral is introduced and studied.
APPROXIMATION OF MULTIVARIATE DISTRIBUTION FUNCTIONS

Matrix integral
In this part we introduce the matrix integral as the inverse operation of the matrix derivative. The formal definition of the matrix integral is as follows ( [7] ).
The fact, that matrix Y is the matrix integral of a matrix Z is denoted as
If Y is the matrix integral of matrix Z, then also Y + C is a matrix integral of Z, where C is a constant matrix with the same dimensions as matrix Y . Definition 3 is used also to define the definite matrix integral.
If the matrix derivative increases the dimensions of the matrix, then the matrix integral decreases the dimensions of the matrix. For decreasing the dimensions of a matrix M a c R a e [5] has introduced the star product of matrices. She has denoted this operation as * .
Let us have matrix A : p × q and partitioned-matrix B : pr × qs, consisting of r × s blocks.
Ò Ø ÓÒ 5º
The star product A * B : r × s is defined as
where the blocks B lj are r × s-matrices.
By means of the star product we can find the matrix integral in the following way ( [7] ):
Now we present some basic properties of the matrix integral which we apply to integration of the equality (2) . Proofs can be found in [7] . 
ÈÖÓÔÓ× Ø ÓÒ 1º The next relation holds in the notations, given above
ÈÖÓÔÓ× Ø ÓÒ 2º Let a be a constant not depending on vector x. Then
ÈÖÓÔÓ× Ø ÓÒ 3º Let a be a constant not depending on vector x. Then
where k = 1, 2, . . . .
ÈÖÓÔÓ× Ø ÓÒ 4º Let functions g and G be such that
Then the following relation is valid
Application of matrix integral
In this sequel we apply the matrix integral to integration of the relation between multivariate density functions f X (x) and f Y (y). Let us write the equality (2) in the form
and
Matrix C can be also considered as partitioned matrix consisting of p blocks where each block is a p × p-matrix. Let us introduce the operators
We rewrite the equality (3) in the form
For distribution functions we formulate the following result.
Ì ÓÖ Ñ 1º Let X and Y be random vectors. Then between probability distribution functions F Y (x) and F X (x) the next relation holds:
P r o o f. Between multivariate density function f X (x) and F X (x) the next relation holds:
Using Propositions 4, 5 and equality (5) we get
Applying the same principles to vec B,
So we have proved the equality (4).
We shall examine the equality (4) term by term. That means we study the terms a,
. For this study we formulate three lemmas.
Ä ÑÑ 1º Let the functions f (x) and F (x) be such that (5) holds and let a be a constant p-vector. Then
P r o o f. Let us take the ith component of vector a. We can add and subtract to a,
Applying Proposition 2 we get
To the second term on right hand side of (6) we apply Proposition 5:
After subtracting the equality (8) from equality (7) we get the statement.
Applying Propositions 4 and 5 and assumption (5) we can prove the next two Lemmas.
Ä ÑÑ 2º Let the functions f (x) and F (x) be such that (5) holds and B be a constant p × p-matrix Then
Ä ÑÑ 3º Let the functions f (x) and F (x) be such that (5) holds and C be a
Using the equality (4) and Lemmas 1, 2 and 3 we get
Now we give general relation between two distribution functions using Theorem 1 and Lemmas 1-3.
Let us have a random p-vector X with the density function f (x) and the distribution function F (x). We introduce the next notations:
Let f j ((x) j ) be the marginal density function of (X) j . Let f ij ((x) i , (x) j ) be the marginal joint density function of (X) i and (X) j and
be the joint density function of (X) i , (X) j and (X) k . Let f ((x) j |x −j ) be the conditional density function of (X) j . The number of combinations of n elements by k elements is denoted as C n k . Using notations given above we formulate the following theorem.
Ì ÓÖ Ñ 2º Let X be a random p-vector with known distribution function F (x) and density function f (x). Let Y be a random p-vector with unknown distribution function F Y (x). Then the distribution function F Y (x) is expressed through the distribution of X as follows:
P r o o f. The statement is obtained by applying consequently Lemmas 1, 2 and 3. Let us start from equality (9). Firstly we find the partial derivatives
It is straightforward to detect that
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For the higher order partial derivatives of F (x) we get
Now we study mixed derivatives of F (x). In the case of the second order mixed derivatives we get
For the third order mixed derivatives we get
Replacing partial derivatives, the second and the third order derivatives and all mixed derivatives into equality (9) we get the statement of the theorem.
Let us apply the statement (10) in the two-dimensional case. Let X = ((X) 1 , (X) 2 ) and Y = ((Y ) 1 , (Y ) 2 ) be random vectors with known and unknown distribution functions respectively. Then from Theorem 2 we get In the univariate case when X ∼ N (0, σ 2 ) the Hermitian polynomials h 1 (x) and h 2 (x) take the following form:
Now we apply Theorem 2 in the case if X is a bivariate random vector, X ∼ N (0 2 , Σ). Let ρ be the Pearson correlation coefficient between (X) 1 and (X) 2 . Let us use the following notation:
Let Φ be the distribution function of the standard normal distribution. In the next theorem we present a formal expression of the distribution function of the bivariate random vector.
and f 2 ((x) 2 ) be the marginal density functions of (X) 1 and (X) 2 , respectively. Then
where
P r o o f. Let us start from Corollary 1. Firstly we show that
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We get by integration
Let us find the integral
We have got
It is easy detect that
So the equality (12) is proven. In the same way we can prove that
Secondly we find higher order partial derivatives of F X (x). It follows straightforwardly that
Using univariate Hermite polynomials we get
In the same way
Replacing the expressions (12)-(20) and the statement of Definition 3 into the equality of Corollary 1 we get the statement.
Simulation
Let us generate model data from the random vector
where ln(X 1 ) and X 2 have the standard normal distribution and the Pearson correlation coefficient ρ ≈ 0.8. Let F X (x) be the distribution function of X and S be the sample covariance matrix calculated from data. Let F (x) and f (x) be the distribution and density functions of normal distribution N (0 2 , S), respectively. We approximate the function F X (x) with the function F (x) using the equality (11). Let c 3 (X) = E(X ⊗ X ⊗ X). Then we get
− (c 3 (X)) 11 {h 2 (x 1 ))f 1 (x 1 )Φ(g(x 1 )) − 2h 1 (x 1 )f 1 (x 1 )f 1 (g(x 1 ))g (x 1 ) and f 1 (x 1 ) and f 2 (x 2 ) are marginal density functions of (Y ) 1 and (Y ) 2 respectively. The goodness of approximation is estimated by
where x i is the ith value of X, F k (x i ) is the empirical distribution function, F (x i ) is the theoretical distribution function and sample size k = 200. We apply equality (22) to the distribution functions F X (x) and F (x). This procedure is repeated 10 times. The value d is the calculated average. We get that in the case of normal distribution d = 0.0168 and in the case when applying the equality (21) we have d = 0.00202. We can conclude that the expression (21) corrects essentially the fit of distribution function.
