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PARTICLE METHODS FOR MULTI-GROUP PEDESTRIAN FLOW
N.K. MAHATO ∗, A. KLAR∗† , AND S. TIWARI ∗
Abstract. We consider a multi-group microscopic model for pedestrian flow describing the
behaviour of large groups. It is based on an interacting particle system coupled to an eikonal equation.
Hydrodynamic multi-group models are derived from the underlying particle system as well as scalar
multi-group models. The eikonal equation is used to compute optimal paths for the pedestrians.
Particle methods are used to solve the equations on all levels of the hierarchy. Numerical test cases
are investigated and the models and, in particular, the resulting evacuation times are compared for
a wide range of different parameters.
Keywords: interacting particle system; multi-group equations; mean field equation;
Eikonal equation; macroscopic limits; particle methods.
1. Introduction. Pedestrian flow modelling has attracted the interest of a large
number of scientists from different research fields, as well as planners and designers.
While planning the architecture of buildings one might be interested in how people
move around their intended design so that shops, entrances, corridors, emergency exits
and seating can be placed in useful locations. Pedestrian models are helpful in im-
proving efficiency and safety in public places such as airport terminals, train stations,
theatres and shopping malls. They are not only used as a tool for understanding
pedestrian dynamics at public places, but also support transportation planners or
managers to design timetables.
A large number of models for pedestrian flow have appeared on different levels
of description in recent years. The microscopic (individual-based) level models based
on Newton type equations as well as vision-based models or cellular automata models
and agent-based models have been developed, see Refs. [25, 26, 7, 11, 15, 39, 43].
Hydrodynamic pedestrian flow equations involving equation for density and mean
velocity of the flow are derived in Refs. [2, 23, 19]. Modeling of pedestrian flow
with scalar conservation laws coupled to the solution of the eikonal equation has been
presented and investigated in Refs. [1, 16, 28, 29]. Pros and Cons of these models
have been discussed in various reviews, we refer to [3, 27] for a detailed discussion of
the different approaches.
The modelling of pedestrian behaviour in a real-world environment is a complex
problem. For example, a majority of the people in a crowd are moving in groups and
social interactions can greatly influence crowd behaviour. Most of the models men-
tioned above treat pedestrians as individual agents and neglect the group dynamics
among them. The influence of group dynamics on the behaviour of pedestrians and the
differences between the behaviour of pedestrians walking in groups and single pedes-
trians have been presented in several recent works. We refer to [11, 41, 44, 47, 36]. In
these works experimental studies as well as numerical experiments are presented
In this work, we closely follow a procedure for interacting particle systems used,
for example, in the description of coherent motion of animal groups such as schools
of fish, flocks of birds or swarms of insects, see Ref. [9, 10]. It has been applied
to pedestrian flow modelling in Ref. [19]. There, a classical microscopic social force
model for pedestrians [25] has been extended with an optimal path computation as
for example in Ref. [28].
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One main objective of the present paper is to include multi-group behaviour and
the impact of group dynamics, addressing in particular larger groups in a pedestrian
crowd, into the set-up developped in [19]. We extend the model developed there to
the description of multi-group pedestrian flows using a multi-phase approach. The
dependence of the solutions on the level of attraction between the group members
and the relaxation time towards the desired optimal path field is investigated and
discussed. As a general result we observe an increase in evacuation time by increasing
the attraction between the group members. The second objective of the paper is to
show the usefulness of using a unified approach for the numerical simulation of pedes-
trian models on microscopic and macroscopic scales. We use, as in Ref. [19], particle
methods on the microscopic and macroscopic level of the model hierarchy. These
methods are straightforward for microscopic equations. In case of the macroscopic
equations particle methods are based on a Lagrangian formulation of these equations
and particles are used as grid points. A numerical comparison of different numeri-
cal approaches in microscopic and macroscopic situations is presented. Moreover, we
note that the method presented here is easily extended to more complicated ”real” life
situations, since the numerical implementation is based on a mesh-free fluid dynamic
code for complex geometries.
The paper is organized in the following way: in section 2 the hierarchy of multi-
group pedestrian models is presented. Section 3 contains a description of the parti-
cle methods used in the simulations. Section 4 contains the numerical results. We
consider an evacuation problem. A comparison of the solutions of the macroscopic
equations is presented for different parameters together with a comparison of the
associated evacuation times. Finally, section 5 concludes the work.
2. Multi-group pedestrian flow models. In this section, we start with a
multi-group microscopic model for pedestrian flow using a microscopic social force
model and a Hughes-type model including the solution of the eikonal equation. We
proceed by deriving multi-group hydrodynamic and scalar models from the micro-
scopic model.
2.1. The microscopic multi-group model. We consider a microscopic social
force model for pedestrian flow including an optimal path computation. For references,
see for example Refs. [25, 28]. For N pedestrians divided into M groups, we obtain
a two-dimensional interacting particle system with locations x
(k)
i ∈ R2, and velocity
v
(k)
i ∈ R2. Here, the index i = 1, . . . N is used to number all pedestrians, the index
k = 1, . . . ,M denotes the group to which the pedestrian belongs. S(k) denotes the
set of all i which are in group k and Nk denotes the number of pedestrians in group
k with N =
∑M
l=1Nl. The equations of motion are
dx
(k)
i
dt
= v
(k)
i
dv
(k)
i
dt
= −
M∑
l=1
∑
j∈S(l)
∇xiU (k,l)(| x(k)i − x(l)j |) +G(k)(x(k)i , v(k)i , ρN (x(k)i )),
(2.1)
where U (k,l) is an interaction potential denoting the interaction between members of
groups k and l. A common choice is the Morse potential
U (k,l)(r) = −Cae−r/la + Cre−r/lr . (2.2)
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Here, Ca, Cr are attractive and repulsive strengths and la, lr are their respective length
scales. These constants depend on the groups k and l under consideration. Similarly,
one could use potentials given by poynomial or rational functions. An attractive
interaction force acts only between members of the same group. The repulsive force
acts between all pedestrians. The acceleration towards the desired direction is given
by
G(k)(x, v, ρN ) =
1
T
(
−V (k)(ρN ) ∇Φ
(k)(x)
‖∇Φ(k)(x)‖ − v
)
. (2.3)
Moreover, ρN is given by
ρN (x) =
1
N
M∑
l=1
∑
j∈S(l)
δS(x− x(l)j ),
where δs is a smoothed version of the δ-distribution with
∫
δS(x)dx = 1 Finally, Φ
(k)
is given by the solution of the eikonal equation
V (k)(ρN (x))‖∇Φ(k)‖ − 1 = 0.
V (k) is a density-dependent velocity function, V (k) : R+ −→ R+, T denotes a reaction
time. Moreover, we use the notation
ρN,(l)(x) =
1
N
∑
j∈S(l)
δS(x− x(l)j ),
such that ρN (x) =
∑M
l=1 ρ
N,(l)(x).
Remark 2.1. The parameters in the above formulas, in particular in the def-
inition of the interaction potential (2.2) should give average distances between the
particles which are consistent with empirical data from social distance theory or prox-
emics, see [22, 31].
Remark 2.2. In the definition of the acceleration towards the desired direction
(2.3), the speed with which the pedestrians are moving depends on the density around
a pedestrian. In certain situations this could lead to unphysical effects, for example,
if the pedestrian is approached from behind. A determination of the density including
a ”vision cone” could be used here at the expense of a more complicated model.
Remark 2.3. A further remark on the above microscopic model concerns the role
of the interactions between the pedestrians. Interactions are not only modelled by the
interaction potential U , but also by the Hughes type term (2.3).The motivation for
the present way of modelling is a distinction between a short scale interaction between
the pedestrians in direct encounter described by the interaction potential U and a
reaction of the pedestrian on a much larger spatial scale on the global density ρ via
the solution of the eikonal equation as in the Hughes approach. In the present model,
as in the Hughes model, a knowledge of the density in the whole domain is assumed
for this second kind of interaction. This could be changed to certain subregions of
the computational domain by restricting the solution of the eikonal equation to these
regions.
Remark 2.4. In [41] an attractive interaction of the members of the group with
the ’center of mass’ is postulated. This gives an additional term
∇xiU (k)CM (| x(k)i −
1
Nk
∑
j∈S(k)
x
(k)
j |).
3
2.2. Mean-field equation. Following [6, 9, 18, 46] one rescales the interaction
potential of equation (2.1) with a factor 1N and derives a kinetic mean field equa-
tion. This procedure is adapted to the multi-group case in the following. Our scaled
microscopic model states
dx
(k)
i
dt
= v
(k)
i
dv
(k)
i
dt
= − 1
N
M∑
l=1
∑
j∈S(l)
∇xiU (k,l)(| x(k)i − x(l)j |) +G(k)(x(k)i , v(k)i , ρN (x(k)i )).
(2.4)
The empirical measures fN,(k) of the stochastic processes z
(k)
i = (x
(k)
i , v
(k)
i ) ∈
R2 × R2 are given by
fN,(k)(t, z) =
1
N
∑
i∈S(k)
δ(z − z(k)i ),
where δ denotes the usual Dirac distribution and z = (x, v) ∈ R2 × R2. The mean
field limit describes the convergence for N,Nk → ∞ of the empirical measure fN,(k)
towards the deterministic distribution f (k) of the stochastic process z
(k)
t = (x
(k)
t , v
(k)
t )
governed by the so-called nonlinear McKean–Vlasov equation
dx(k)
dt
= v(k)
dv(k)
dt
= −
M∑
l=1
∇xU (k,l) ? ρ(l)(| x(k) |) +G(k)(x(k), v(k), δS ? ρ(x(k))),
(2.5)
where ρ(k)(x) =
∫
f (k)(x, v)dv and ρ =
∑M
l=1 ρ
(l) and ? denotes the convolution.
The corresponding differential equation for the evolution of the distribution functions
f (k) = f (k)(x, v, t) on state space, which is determined using Itoˆ’s formula, is called
the mean field equation. It is given by
∂tf
(k) + v · ∇xf (k) + S(k)f (k) = 0 (2.6)
with force term
S(k)f (k)(x, v) = ∇v ·
(
G(k)(x, v, δS ? ρ(x))f
(k)(x, v)
)
−
M∑
l=1
∇v ·
(
(∇xU (k,l) ? ρ(l))f (k)(x, v)
)
.
(2.7)
We note that due to our definitions we have∫
ρ(x)dx =
∫
f(t, z) dz = 1 for all t ≥ 0.
For the following we define the momentum by
ρ(k)u(k)(x) :=
∫
vf (k)(x, v)dv,
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for k = 1, . . . ,M .
Remark 2.5. Let us mention that the rigorous passage from the microscopic
particle system (2.1) towards the kinetic mean-field equation (2.6) as N → ∞ is
a particular case of the theory of well-posedness in measures for the kinetic equation
(2.6), compare [8] for the classical case without a coupling to the eikonal equation. We
refer also to the classical papers by [18, 6] for convergence proofs in the deterministic
case with a global Lipschitz condition on the forces. However, the present situation is
more complicated due to the coupling of the microsocopic system to the eikonal equa-
tion. In this case, even the investigation of the limit equations is a non-trivial issues,
see for example [16] for the one-dimensional Hughes equations. We mention addition-
ally, that a convergence proof of a particle system towards the Hughes equations has
been investigated in [17] for a simple one-dimensional situation. A rigorous proof of
the convergence of the above system (2.1) towards the mean field or the macroscopic
equations is a completely open issue.
Remark 2.6. The additional term
∇xiU (k)CM (| x(k)i −
1
Nk
∑
j∈S(k)
x
(k)
j |)
gives in the limit
∇xU (k)CM (|
∫
(x− y)ρ
(k)(y)
α(k)
dy |)
with
α(k) =
∫
ρ(k)(y)dy.
2.3. The multi-group hydrodynamic model. Hydrodynamic limits for in-
teracting particle systems have been derived for example in [9, 10]. We consider the
mean field equation (2.6) and integrate the kinetic equation against dv and vdv. Using
a mono-kinetic distribution function to close the resulting balance equations means
that the velocity distribution function is assumed to be concentrated in the direction
of the mean velocity,
f (k) ∼ ρ(k)(x)δu(k)(x)(v).
Integrating the mean field equation with respect to dv one obtains the continuity
equation for group k
∂tρ
(k) +∇x · (ρ(k)u(k)) = 0. (2.8)
Integrating with respect to vdv yields the second balance equation for group k
∂tu
(k) + (u(k) · ∇x)u(k) = 1
ρ(k)
∫
G(k)(x, v, δS ? ρ(x))f
(k)dv (2.9)
− 1
ρ(k)
∫ M∑
l=1
(
∇xU (k,l) ? ρ(l)
)
f (k)dv.
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Using now the mono-kinetic closure function we obtain∫
G(k)(x, v, δS ? ρ(x))f
(k)(x, v)dv =
∫
G(k)(x, v, δS ? ρ(x))ρ
(k)(x)δu(k)(x)(v)dv
= ρ(k)(x)G(k)(x, u(k)(x), δS ? ρ(x))
and∫ M∑
l=1
∇xU (k,l) ? ρ(l)f (k)(x, v)dv =
∫ M∑
l=1
(
∇xU (k,l) ? ρ(l)
)
ρ(k)(x)δu(k)(x)(v)dv
= ρ(k)(x)
M∑
l=1
(
∇xU (k,l) ? ρ(l)
)
.
Thus, equation (2.9) becomes the momentum equation
∂tu
(k) + (u(k) · ∇x)u(k) = G(k)(x, u(k)(x), δS ? ρ(x))−
M∑
l=1
(
∇xU (k,l) ? ρ(l)
)
(2.10)
with
G(k)(x, u(k), δS ? ρ(x)) =
1
T
(
−V (k)(δS ? ρ(x)) ∇Φ
(k)(x)
‖∇Φ(k)(x)‖ − u
(k)
)
, (2.11)
for k = 1, . . . ,M and this is coupled to
V (k)(δS ? ρ(x))‖∇Φ(k)(x)‖ = 1.
2.4. The multi-group scalar model. In this section, we reduce the hydrody-
namic description deriving scalar models and connect the approach to the Hughes
model. We assume again an interaction potential depending only on x. Starting from
the hydrodynamic momentum equation derived from the standard Maxwellian closure
we neglect time changes in this equation and obtain an equation for u(k) as
G(x, u(k), δS ? ρ(x)) =
M∑
l=1
∇xU (k,l) ? ρ(l).
Using equation (2.11), we get
u(k) = −
M∑
l=1
T∇xU (k,l) ? ρ(l) − V (k)(δS ? ρ(x)) ∇Φ
(k)(x)
‖∇Φ(k)(x)‖ .
Thus, the resulting scalar equation for ρ(k) is
∂tρ
(k) +∇x ·
[
ρ(k)
(
−
M∑
l=1
T∇xU (k,l) ? ρ(l) − V (k)(δS ? ρ(x)) ∇Φ
(k)(x)
‖∇Φ(k)(x)‖
)]
= 0,
(2.12)
for k = 1, . . . ,M .
A further simplification is obtained approximating the potential U (k,l) by a δ
distribution, i.e.,
U (k,l)(y) ∼ D(k,l)δ0(y)
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with the constant D(k,l) > 0 given by
D(k,l) =
∫
U (k,l)(y)dy.
Moreover,
δS ∼ δ.
This yields straightforwardly
∇xU (k,l) ? ρ(l) = D(k,l)∇xρ(l).
Hence, equation (2.12) becomes a multi-group version of the Hughes equations
∂tρ
(k) −∇x
(
V (k)(ρ(x))
∇Φ(k)(x)
‖∇Φ(k)(x)‖ρ
(k)
)
=
M∑
l=1
D(k,l)T∇x
(
ρ(k)∇xρ(l)
)
, (2.13)
where k = 1, . . . ,M . This is again combined with the Eikonal equation
V (k)(ρ(x))‖∇Φ(k)(x)‖ = 1.
Remark 2.7. Looking at equation (2.13) one observes that the influence of the
diffusive term can be decreased in different ways. For example, adding or increasing
the attraction interaction will decrease the value of D(k,l). Decreasing the value of the
relaxation time T will also decrease the diffusion. From considering (2.13) together
with a monotone decaying function V (k) one would expect an increase of the diffusion
to lead to a decay of the maximal values of the density and then to a faster transport
in the direction of the eikonal field, at least for simple flow situations.
3. Numerical methods. In this section, we discuss the numerical methods for
the two multi-group models (2.8), (2.10) and (2.12).
3.1. General framework for particle methods for the hydrodynamic
model. To solve the hydrodynamic limit equations numerically we use a particle
method, see, for example [49]. Mesh-less or particle methods are an appropriate way
to solve pedestrian flow problems due to the appearance of situations with complicated
geometries, free and moving boundaries and potentially large deformations of the
domain of computation, i.e. the region where the density of pedestrians is non-
zero. The particle method is based on a Lagrangian formulation of the hydrodynamic
equations (2.8) and (2.10). We consider
dx(k)
dt
= u(k)
dρ(k)
dt
= −ρ(k)∇x · u(k)
du(k)
dt
= G(k)(x, u(k), δS ? ρ)−
M∑
l=1
∇xU (k,l) ? ρ(l),
where ddt = ∂t + u
(k) · ∇x and k = 1, . . . ,M .
Meshfree Lagrangian methods use for the quantities appearing on the right hand
side of the above equations a difference approximation at the particle locations from
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the surrounding neighbouring particles using weight functions and a least square ap-
proximation. For the present computation we use weight functions w with compact
support of radius h, restricting in this way the number of neighbouring particles. The
Gaussian weight functions are of the form
w = w(x;h) =
{
exp(−α |x|2h2 ), if |x|h ≤ 1
0, else
(3.1)
The radius h is chosen to include initially enough particles for a stable approximation
of the equations, which is approximately three times the initial spacing of the particles.
During the computation a particle management has to be implemented, such that
particles are added or removed in case the local distribution of the particles becomes
too rarefied or too dense, respectively. See [48] for details of the implementation.
The simplest way to evaluate the integral over the interaction potential is to use
a straightforward first order integration rule using an approximation of the local area
around a particle determined by nearest neighbour search. This works fine for a well
resolved situation with a sufficiently large number of gridpoints. The resulting system
of ODEs is then solved by a suitable time discretization method. The above consider-
ations show that, if the number of macroscopic gridpoints is approximately equal to
the (large) number of microscopic particles, then the macroscopic computations are
essentially equivalent to a microscopic solution of equation (2.4).
The reconstruction of the density out of the particle locations is done by using for
δS again functions with compact support. Here we have chosen a quadratic polynomial
and the radius R and a normalization factor CR to define
δS(x) = CR(R− |x|)2,
for |x| ≤ R and 0 otherwise.
Boundary conditions are realized by using fixed boundary particles with a suitable
interaction potential. In the present case we use a purely repelling quadratic potential.
We note that the time step of the computation has to be adapted to the strength of
the boundary potential in order to obtain a stable method.
3.2. A multi-scale approach based on the mean field approximation. A
situation as described above with a number of macroscopic gridpoints approximately
equal to the number of pedestrians does not require a special algorithm including any
mean-field or macroscopic considerations. However, if the number of ’real’ microscopic
particles is very large, that does not mean that the number of macroscopic grid-
particles in the particle method has to be increased in the same way, since the grid
particles only play the role of discretization points. The key point of the method,
compare [33], is to approximate the convolution integrals appearing in the above
equations not by a simple Riemann sum, which would essentially lead to a microscopic
computation for equation (2.4), but by a higher order approximation of the functions
on the respective Voronoi cells, compare again [33]. This approach yields in the
macroscopic limit, where U and δS can be approximated by a δ function, an accurate
method for the limiting macroscopic equations (2.13) or its hydrodynamic counterpart,
even if the number of macroscopic grid particles is still small compared to the real
microscopic number of pedestrians.
This approach allows to use in certain situations a much smaller amount of par-
ticles. In turn, this reduces the numerical efforty considerably, which is essentially
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determined by the number of particles in the computation. We refer to [33, 34] for a
thorough discussion of this issue and of the multi-scale numerical algorithm.
We note, that in this way, the numerical method for the hydrodynamic equations
ranges from a ”nearly” microscopic ” solver to a purely macroscopic solver depending
on the number of grid-particles involved in the computation compared to the ”real”
number of physical particles.
Remark 3.1. The scalar equation is solved with a similar particle method. In
this case the so called diffusion velocity methods is used, i.e., the equation (2.12) is
written as a pure transport problem
∂tρ
(k) +∇x ·
(
aρ(k)
)
= 0, (3.2)
with
a = −
M∑
l=1
T
(
∇xU (k,l) ? ρ(l)
)
− V (k)(δS ? ρ(x)) ∇Φ
(k)(x)
‖∇Φ(k)(x)‖
and then solved in a Lagrangian way. The approximation of the convolution term and
the realization of the boundary conditions is done as for the hydrodynamic models.
Remark 3.2. In all cases the solution of the eikonal equation is coupled to the
flow simulation. The eikonal equation is solved by a fast marching method, see Ref.
[45]. We use a similar methodology as described in Ref. [45] to solve the eikonal
equation on an unstructured fixed grid. Interpolation beween the grids uses a least
squares method. We update the eikonal solution in every tenth time step in order to
save computational time.
Remark 3.3. Finite Volume methods. The macroscopic equations (2.8),(2.10)
could also be solved with a Finite Volume method. However, in the present context a
particle method is more natural, since, due to the Lagrangian formulation, one obtains
an accordance with a microscopic approach in the limit of a fine resolved situation with
a large number of grid points. Moreover, situations with free surfaces as in the example
below are more easily and naturally treated in a Lagrangian particle method than in a
classical FV method.
4. Numerical results. In this section, we present a series of numerical experi-
ments for single and multi-group hydrodynamic (2.8), (2.10) equations applied to an
evacuation problem. We investigate the model numerically for a configuration defined
in Ref. [38]. All distance are measured in meter m. Densities are measured in 1/m2.
Time is measured in seconds s and velocity in m/s. Consider a railway platform of
length 100 and width 50 with a square obstacle of size 20 × 20 centered around the
point (50, 20). Rescaling space and time with a parameter α and varying α allows
to consider more ”microscopic” or more ”macroscopic” situations. Initially, pedestri-
ans are concentrated at the left boundary. They can leave at either of two exits of
width 15 on the right boundary. The initial pedestrians are concentrated in a region
[l, r] × [0, 50]. Having, for example, an initial density of one pedestrian per square
meter, ρ = 1, and l = 0, r = 10, see Figure 4.1, we interpret all spatial distance x as
αx and obtain a total number of 500 α2 pedestrians initially.
We choose the inflow velocity as (V (k)(ρ), 0), k = 1, 2 , where the speed-density
relation, V (k)(ρ) = Vmax(1 − ρ/ρmax) if ρ ≤ ρmax and 0 otherwise. Here, ρmax =
10 and Vmax = 2 has been chosen. Moreover, we choose if not otherwise stated
T = 0.001. We are choosing different values for the attractive strength Ca, repulsive
9
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Fig. 4.1: Geometry
strength Cr, attractive interaction length la, and repulsive length lr. We use an
explicit time integration for solving the hydrodynamic model with the constant time
step ∆t = 0.00042 for all experiments.
In the following we investigate different issues. First, we give results on the
behaviour of the numerical algorithm including a numerical comparison of the multi-
scale solver based on the mean-field approach described above and a microscopic solver
for single and multi-group pedestrian flow based on equation (2.4).
Second, we investigate the influence of the different parameters in the multigroup
model. Single- and multi-group models are compared to each other and, more general,
situations with increasing attraction between the members of the group are investi-
gated. Finally, we discuss the results obtained here and compare them to experimental
data and numerical results available in the literature.
4.1. Comparison of numerical algorithms.
4.1.1. Comparison of numerical algorithms for single phase flow. In
this subsection we consider a single phase pedestrian flow. For the single group
pedestrian model the interaction between the pedestrians is given by a purely repulsive
interaction potential. For simplicity we choose here a quadratic polynomial U(r) =
C(2R − |x|)2 restricted to a circular region with radius R around the pedestrian.
R is chosen equal to 0.4 and C = 1000. The hydrodynamic macroscopic equations
(2.8) and (2.10) are discretized with different numbers of grid points and the quality
of the macroscopic approximation of the microscopic problem is investigated. The
hydrodynamic equations are solved using the multiscale approach, for detail we refer
to [33, 34]. For comparison we also show the results of microscopic computations with
smaller numbers of particles.
The computational domain and the boundary conditions are same as in the earlier
cases. The initial value is chosen as ρ = 2 in the region [0, 30] × [0, 50]. We consider
the above described situation with α =
√
37500
3000 ∼ 3.5. That means we have initially
37500 pedestrians. This is equivalent to an initial distance of gridpoints equal to
∆x = 0.2 in unscaled coordinates. Moreover, the scaling yields a physical interaction
radius equal to 3.5 × 0.4 = 1.4. The microscopic simulation is now compared with
a macroscopic simulation with different numbers of gridpoints. We vary the initial
average distance between grid points from 0.2 to 1, i.e. the number of grid particles
varies between 1500 and 37500.
In Figure 4.2 we show a comparison of solutions obtained from the microscopic
and macroscopic multiscale method. Figure 4.2 (c) shows the result of a microscopic
simulation with 37500 particles. Using a grid with the same number of particles we
obtain a very similar result, see Figure 4.2 (d).
Figure 4.2 (b) shows the result of the multi-scale approach with only 1500 grid
10
20 40 60 80 100
0
20
40
 
 
0
1
2
3
4
(a) Microscopic, ∆x = 1
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(d) Multi-scale, ∆x = 0.2
Fig. 4.2: Density plot determined from with microscopic and multiscale approxima-
tions at time t = 12.5 for ∆x = 1 , ∆x = 0.2.
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Fig. 4.3: Error plot for microscopic and multiscale simulations.
points. One obtains still a reasonable approximation of the physical situation. This
is in contrast to a microscopic approximation, where just 1500 pedestrians are used,
see 4.2 (a), yielding a completely different flow pattern.
A more quantitative comparison gives the following. In Table 4.1 and Figure 4.3
we compute the differences to the microscopic reference solution with 37500 particles
and the CPU times of microscopic and multi-scale method for different numbers of
grid-particles. The differences are determined (in unscaled coordinates) along a line
with y = 37 and x ∈ [25, 50]. The relative L2-errors are given as well as the com-
putation times in minutes. The microscopic reference solution is computed by using
a spacing of ∆x = 0.2 and approximately 37500 particles. The difference between
this solution and the solution of the multi-scale hydrodynamic method with the same
number of grid points is of the order 10−2. The solution determined from a micro-
scopic simulation with N = 1500 and N = 6000 shows a completely different flow
pattern. Therefore no values for the error are given in Table 4.1. Looking at the CPU
times in Table 4.1 one observes a large gain in computation time using the multi-scale
simulation can be obtained for a very small loss in accuracy.
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initial # particles microscopic multi-scale CPU time
spacing error error
1 1500 - 0.20 10 min
0.5 6000 - 0.17 28 min
0.4 9375 0.44 0.09 43 min
0.35 12245 0.27 0.05 62 min
0.3 16666 0.1 0.05 87 min
0.25 24000 0.09 0.05 163 min
0.2 37500 - - 233 min
Table 4.1: Comparison of CPU times between microscopic and multiscale simulations.
The error analysis is performed at time t = 12.5
4.1.2. Comparison of multigroup micro and multi-scale simulations. In
this subsection we consider a multi-group pedestrian flow with initial data shown
in Figure 4.4. The multi-group pedestrian model contains three groups: the first
larger one consists of pedestrians interacting with each other with a purely repulsive
interaction term as in the single group model. The second and third group consist
of pedestrians with an additional attraction between the members of the respective
groups. We have chosen here the interaction potential given by equation (2.2) with
lr = 0.5, la = 1, Cr = 200 and Ca = 50. For the single pedestrians we use Ca = 0. A
value of lr = 0.5 gives a relevant repulsive force for distances smaller than 1. In this
case the pedestrian are initially located in [5, 20]× [0, 50], where one group is located
in [5, 15]× [5, 15] and the second one is located in [5, 10]× [20, 25]. See Figure 4.4 for
the location of the two groups. The density is initially ρ = 2.
We consider the above situation with α =
√
12000
1500 ∼ 2.8. That means we have
12000 pedestrians. Thus, the physical distance for repulsion is again in a reasonable
range of values. Furthermore, we have simulated the multigroup pedestrian flow
model with microscopic and multiscale algorithms. In Figure 4.5 we have plotted
the positions pedestrians obtained from the microscopic and multiscale simulations
at time t = 40 with initial spacing ∆x equal to 1, 0.5 and 0.25, which corresponds
approximately to the number of particle N = 750, 3000 and 12000, respectively. We
observe that the structure of the multiscale solutions is even for smaller numbers of
particles similar to the microscopic solution for 12000 pedestrian.
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(a) Multi-group pedestrian
Fig. 4.4: Initial configuration.
4.2. Comparison of modelling approaches. For the following investigation
on the influence of parameters on the solution, we always consider a situation as
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Fig. 4.5: The position of group and individual pedestrians obtained from
microscopic and multiscale approaches at time t = 40 for initial particle
spacing ∆x ranging from 1 to 0.25.
shown in Figure 4.6 with two groups. Alltogether, we use N = 500 pedestrians
initially located in [0, 10] × [0, 50] and ρ = 1. Group 1 is the larger one and group 2
the smaller one. In all cases group 1 consists of single pedestrians. Both groups are
split into two parts.
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(a) Multi-group pedestrian
Fig. 4.6: Pedestrian groups at t = 0.
4.2.1. Comparison between single and multi group pedestrian flow
models with weak and strong reciprocal interaction. For the numerical simu-
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Fig. 4.7: Distribution of grid particles in single (first row) and multi-group hydrody-
namic models with Ca = 10 (second row) and Ca = 70 (third row) for different times
t = 10, 20, 40 (from left to right)
lation we use the following parameters. The repulsive interaction is given by lr = 2
and Cr = 100, 200 respectively. The attractive interaction uses la = 4 and Ca is
chosen as Ca = 0, Ca = 10, Ca = 50, Ca = 70. Single pedestrians are modelled by
Ca = 0.
Figures 4.7 shows the time evolution of the grid particles in single and multi-group
hydrodynamic models for time t = 10, t = 20 and t = 40. Group 1 is modelled as
single pedestrians with Ca = 0, whereas for group 2 we use Ca = 0 (all pedestrians
are single), Ca = 10 and Ca = 70 respectively. One observes that single pedestri-
ans are faster than the multi-group pedestrians for stronger attractive interactions.
In the multi-group model, grouped pedestrians with stronger attractive interactions
walk slower compared to individual pedestrians or pedestrians with smaller attractive
interaction. Some individual pedestrians become slower since the grouped pedestrians
play the role of obstacles for them. Figure 4.8 shows the corresponding density plots
for the time t = 20 for single and multi-group case with Ca = 70.
Figure 4.9 shows the percentage of grid particles being in the computational
domain for single and multi-group hydrodynamic models with different interaction
parameters with respect to time. One observes again, that the evacuation time is
larger in the case of grouped pedestrians. Moreover, choosing the attraction coefficient
in the above range one obtains a monotonic behaviour: the evacuation times increase
with increasing attraction. This corresponds to the discussion in Remark 2.7 and
subsection 4.3. Comparing the Figures 4.9 (a) and 4.9 (b) one observes a similar trend
for both cases, however, for smaller repulsive interaction, the pedestrians walking in
group 2 become much slower leading to the plateau observed in Figure 4.9 (b).
4.2.2. Comparison between models with weak and strong center of
mass attraction. For the numerical simulation, we use a quadratic repulsive inter-
action potential U(x) = C(2R−|x|)2 with parameters C = 1000 and R = 0.4. Figure
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Fig. 4.8: Density of pedestrians for single (top) and multi-group (bottom)
hydrodynamic model at times t = 20.
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Fig. 4.9: Ratio of initial and actual grid particles with respect to time in single and
multi-group hydrodynamic model with Ca = 0, 10, 50, 70 for pedestrians in group 2.
Figure (a) shows the case Cr = 200, Figure (b) the case Cr = 100.
4.10 shows the number of grid particles in the computational domain for the case with
center of mass interaction. We use as potential UCM (x) = −CCM |x|2 yielding a linear
force towards the center of mass. In Figure 4.10 we display 5 results; the case without
center of mass attraction and the cases with CCM = 10, 50, 100 and 200. Obviously,
the center of mass attraction has a similar influence as the reciprocal interaction in
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the above subsection. Choosing the parameters in the above range, one obtains again
a monotone behaviour for the evacuation times.
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Fig. 4.10: Ratio of initial and actual grid particles in the computational domain with
respect to time for multi-group hydrodynamic model with center of mass attraction.
4.2.3. Comparison between models with different relaxation times. In
this subsection we compare the evacuations time of grouped and individual pedestrians
for three different relaxation times T = 0.1, 0.01 and 0.001. In all three cases we use
the parameters: Ca = 50, la = 5, lr = 2 and two different values of Cr that is Cr = 100
and Cr = 200.
In Figure 4.11 we have plotted the position of the grid particles for Cr = 100
in the first row and Cr = 200 in the second row at time t = 45 for T = 0.001, 0.01
and T = 0.1. Figure 4.12 shows the time evolution of the number of grid particles in
the computational domain for hydrodynamic equations for T = 0.001, T = 0.01 and
T = 0.1. We observe that increasing T disperses the pedestrians and leads to a larger
velocity of the pedestrians until the first pedestrians arrive at the exits, compare the
discussion in Remark 2.7. However, the behaviour of the exit times in figure 4.12 (b)
is not any more monotone. In this case the behaviour is dominated by other effects
like for example the fact that the grouped pedestrians play the role of obstacles for
the single pedestrians following them.
4.3. Experimental data. The effect of grouping of pedestrians on evacuation
processes, and in particular on the evacuation time, has been considered in a series
of recent publications from an experimental point of view, as well as with the help
of numerical experiments. We refer to [30, 36] for experimental data in simplified
situations. [41] discusses the walking speed for groups of different sizes and [12]
and [11] use an agent based model to investigate social groups in pedestrian flow.
Larger groups are, for example, considered in [52]. In [37], besides showing results
on evacuation times, a comparison and a critical discussion of previous approaches is
given.
The experimental results in [36] consider only small groups. Nevertheless, they
show an increase in evacuation time for an increase in group size. Similarly, in [30] the
authors obtain for groups with cooperative behaviour a longer evacuation time than
for individuals. Such a trend can also be seen in [12] and [37]. In particular, in the
last two papers, larger groups are shown to have up to 50% longer evacuation times
than individuals. This is in accordance with our results giving ecvacuation times for
grouped motion, which are up to 50% longer, compare the results in Figure 4.9 for
not too large values of Ca.
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Fig. 4.11: Distribution of grid particles for Cr = 100 (first row) and Cr = 200 (second
row) for hydrodynamic model at time t = 45 for different values of T = 0.001, 0.01, 0.1
(from left to right)
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Fig. 4.12: Ratio of initial and actual grid particles in the computational domain
with respect to time for multi-group hydrodynamic model for T = 0.001, T = 0.01
and T = 0.1 with Cr = 100 and Cr = 200
5. Concluding Remarks. We have presented a multi-group microscopic model
combining a social force model and an optimal path computation for pedestrians
flows. Hydrodynamic and scalar models are derived from the microscopic model.
A meshfree particle method to solve the governing equations is presented and used
for the computation of several numerical example analysing single-, and multi-group
hydrodynamic models for different parameters such as interaction coefficients and
relaxation time. The dependence of the solutions on these parameters is investigated
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and discussed. As a general result we observe for our examples that increasing the
attraction between the group members increases evacuation time. Increasing the
relaxation time does not necessarily lead to a decrease in evacuation times. The
behaviour in this case may be dominated by other effects.
Future research topics are in particular the consideration of more complex situ-
ations and a more detailed identification procedure for the parameters in the above
models.
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