Introduction
Federal regulations ͑10CFR71͒ require packages that transport significant quantities of radioactive materials to withstand a 30 min fully engulfing pool fire without release of their contents ͓1͔. The regulatory conditions have been estimated to be more severe than 99.4% of all transportation accidents ͓2͔. However, transportation risk and package design studies must consider both larger and smaller fires because a variety of accidents are possible during transportation. These studies rely on computer models to estimate the physical consequence of severe fire events. Since these studies consider a variety of package designs and events, the models must be rapid as well as accurate.
Specialized fire physics codes ͑such as KAMELEON from SINTEF, VULCAN from Sandia͒ and commercial computational fluid dynamics codes ͑such as CFX, developed by AEA Harwell, and FLUENT͒ are capable of calculating the flow, temperature, and species fields within fires. They calculate fire behavior from first principles, but may require massive amounts of run time on specialized computing platforms. These codes are capable of calculating conjugate conduction and radiation within objects engulfed in fires. However, they employ the same grid structure for both the flowing and solid regions. If the solid regions incorporate smallscale structures and complex internal boundary conditions that require small mesh dimensions, the computational time step will be prohibitively small. These codes are therefore not well suited for studying the transient response of engulfed objects or for performing the multiple simulations required in risk and design studies.
Simple fire models that involve a specified fire temperature and effective fire emissivity have also been employed ͓1͔. They are easily linked to finite element models of a package, and these models produce results with relatively short computational turnaround times. However, these models generally do not include the effects that wind, the engulfed package itself, or other objects have on the fire.
The three-dimensional Container Analysis Fire Environment ͑CAFE-3D͒ computer code was developed at Sandia National Laboratories for design and risk analyses of radioactive materials transport packages ͓3,4͔. It yields accurate results for the response of massive transport packages engulfed in or near to large fires with reasonable short computer turnaround times ͓5͔. CAFE-3D links the ISIS-3D computational fluid dynamics fire model ͓6͔ to either the ANSYS or the MSC P\THERMAL ͓7͔ commercial finite element ͑FE͒ computer code. The FE code models the transport package internal details and its response to external heat loads. ISIS-3D supplies the surface heat flux resulting from a large-pool fire and is responsive to the package surface temperature. The CAFE-3D code transfers package surface temperature and heat flux data between the FE and ISIS-3D codes, and controls the frequency and duration when each code runs.
During a fire/package response simulation, CAFE-3D calls ISIS-3D to run for short durations to intermittently update the heat flux to the package. CAFE-3D calls ISIS-3D when the package surface temperature rises by a user-defined amount or after a maximum time has passed ͑also user defined͒, whichever event occurs first. As a result, ISIS-3D runs for only a fraction of the total fire duration. This reduced-time simulation is nearly as accurate as full-time calculations when the solid object surface temperature changes much more slowly than the fire temperatures, and if wind conditions do not change rapidly ͓8͔.
ISIS-3D is a general purpose computational fluid dynamics/ radiation heat transfer code capable of employing highly refined computational meshes ͓6͔. However, fuel evaporation, reaction rate, and soot radiation models embedded in the code are designed to give "engineering-level" accuracy for large-fire heat transfer even when relatively coarse computational grids are employed.
ISIS-3D simulation results are mildly sensitive to modeling pa-rameters. The values of the fuel evaporation and reaction chemistry model parameters were determined by comparing ISIS-3D simulation results with measurements acquired in large-fire experiments ͓6͔. The benchmark experiments include fuel evaporation rates measured in large fires ͓9͔, soot temperature and soot volume fraction measured in fire a 6 m by 6 m square fire with light winds ͓10͔, and measurement of heat transfer to a large culvert pipe suspended over the leeward edge of a 20 m fuel pool under a variety of wind conditions ͓11͔.
In order to further reduce computational run time, ISIS-3D employs two different techniques to calculate radiation heat transfer. It models diffuse radiation inside the fire zone and view factor radiation in the nonparticipating regions outside the fire. At each time step, ISIS-3D defines the fire volume as the computational cells where the soot volume fraction ͑f soot ͒ is above a user-defined value f soot,min .
The combination of the two-zone radiation heat transfer model, coarse ISIS-3D mesh structure, and the reduced-time ISIS-3D simulation, allows the linked CAFE-3D system to give accurate results using much shorter turnaround times than general purpose computational fluid dynamics codes. The accuracy of CAFE-3D is based on its physical models and the parameters these models employ. It is therefore considered to be most accurate near the large fire conditions, where it has been benchmarked.
Recent experiments measured the temperature response of a pipe calorimeter suspended in a large pool fire ͓12,13͔. The calorimeter dimensions were similar to those of a truck-sized nuclear waste transport package, and the pool size complied with the 10CFR71 regulations. The facility was surrounded by a porous fence to reduce wind effect. The wind conditions outside the fence were also measured.
In the current work CAFE-3D linked ISIS-3D to the MSC P/THERMAL finite element code. PATRAN was used to construct a finite element model of the calorimeter, and the linked system was used to simulate the fire experiment. The soot volume fraction ISIS-3D uses to define the edge of the diffusely radiating fire region f soot,min was adjusted so that the simulated fire surface temperature agreed with measurements ͓14͔. Next, a model of the porous wind fence was developed, and its effective discharge coefficient was adjusted so that the total heat transfer to the calorimeter matched the measured data. Finally, the simulated temperature profile was compared to measured data. Details of this work are contained in the thesis by Are ͓15͔. Figure 1 shows plan views of the Sandia National Laboratories fire test facility where two large pool fire experiments were performed ͓12,13͔. This section describes the facility and the wind measurements from Test 1 of that series. Figure 1͑a͒ shows the experiment test facility along with its orientation relative to compass directions. The experiment was located above a 9 m wide, 18 m long, and 1 m deep concrete pool. Tests were conducted in the early morning to reduce the likelihood of significant winds. Sixteen 6 m ͑20 ft͒ high V-shaped porous fences were placed in a 24 m dia circle around the facility to minimize effects of wind. The fences were separated by 1 m gaps, and there was a 0.3 m gap between the ground and the bottom of the fences. Two anemometers were placed on a pole located 30 m ͑100 ft͒ to the northwest of the fire pool, with the intent of measuring the wind speed independent of fire effects. Measurements were performed at heights of 3 m ͑10 ft͒ and 6.1 m ͑20 ft͒ above the ground.
Fire Test
The concrete pool was filled with water. A 7.16 m ͑23.5 ft͒ dia sheet metal fuel dam, shown in Fig. 1͑b͒ , allowed JP-8 fuel to float on the water and to be contained in a circle. A 1.2 m ͑4 ft͒ dia, 4.6 m ͑15 ft͒ long pipe calorimeter, with wall thickness 2.54 cm ͑1 in.͒ and made of mild steel was suspended horizontally 1 m above the center of the pool. A 2.54 cm thick mild steel plate was fastened onto each end. The calorimeter axis was aligned with the north-south directions, which was perpendicular to the predominant wind direction. The minimum horizontal distance between the calorimeter end caps and edge of the fuel pool was 1.22 m and the maximum distance from the sides to the pool edge was 2.97 m.
The pipe interior temperature was measured at 47 locations using thermocouples. Most of these thermocouples were on four rings. Using the z-coordinate system shown in Fig. 1͑b͒ ͑aligned with the pipe axis with z = 0 at the interior of the south end cap͒ rings 1-4 were located at z = 3.805, 1.985, 0.755, and 0.025 m, respectively. Rings 1, 3, and 4 had eight thermocouples equally spaced around the interior circumference, whereas the central ring ͑ring 2͒ had 16 thermocouples. Five more thermocouples were placed in a line along the top surface at z = 0.46, 1.06, 1.38, 1.68, and 2.29 m. Two more were attached to the south end cap in a vertical line, each 19.5 cm from the center of the cap. All thermocouples were made of Chromel/Alumel-type K wire and insulated using MgO. The interior volume of the calorimeter was filled with 2.54 cm thick Thermal Ceramics Kaowool next to the interior surface and standard Fiberglas insulation everywhere else.
Figures 2͑a͒ and 2͑b͒ show the wind direction and speed s, respectively, measured by the two anemometers during the 30 min fire period of Test 1. For the first 18 min, the predominant wind direction was roughly 30 deg north of due west. In Fig. 1 , this corresponds to the wind blowing from left to right, and slightly toward the bottom of the page ͑toward ring 1͒. The average wind speed during this period was 1.1 m / s. For t = 18-26 min, there was a lull in the wind ͑with an average speed of 0.5 m / s͒. For the last 4 min of the test ͑after t = 26 min͒, the wind reversed its direction and blew mostly toward the east and 10 deg toward the south.
For the majority of the time when significant winds were present, they blew toward the northwest ͑see Fig. 1͒ . We therefore refer to the west side of the calorimeter as the leeward side, and thermocouple ring 1 as the downwind ring. The wind data were measured northwest of the test facility, which was downwind of the wind fences for the first 18 min of fire. No wind data were available upwind of the facility. Such sparse wind data make it difficult to completely characterize the conditions of a large fire. Figure 3 shows the outer surface of the calorimeter finite element model created using PATRAN. It consists of 3000 hexagonal elements and 4004 nodes. Its length, diameter, and wall thickness are identical to the experimental dimensions ͓13͔. The material density and temperature-dependent specific heat and thermal conductivity of the model are the same as the measured properties. The interior surface of the calorimeter model is insulated. The initial calorimeter model temperature is 300 K. The temperature response at the locations where thermocouples were placed in the experimental calorimeter are calculated using CAFE-3D. Figure 4 shows the ISIS-3D computational domain for the fire simulations. The domain dimensions are 60, 10, and 60 m in the x, y, and z directions, respectively. The calorimeter outer surface, the 7.16 m dia pool and the wind fence model are also included. The fuel pool is at ground level ͑y =0͒. The calorimeter axis is parallel to the z-axis of the computational domain, consistent with Fig. 1 . The domain uses 50, 22, and 55 grid volumes in the x, y, and z directions. The grid is more highly refined near the calorimeter and pool than near the domain boundaries.
Simulation Methods
The cylindrical calorimeter surface in Fig. 4 is an interior boundary of the ISIS-3D domain ͓4͔. CAFE-3D maps locations on this interior boundary to ones on the outer surface of the calorimeter finite element model in Fig. 3 . This operation is performed automatically even though the finite element and ISIS-3D grid sizes are not the same. During the simulation, CAFE-3D transfers temperature data from the calorimeter finite element model outer surface so that it is an interior boundary condition for the ISIS-3D computational fluid dynamics calculation. The ISIS-3D-calculated heat flux to the calorimeter is used as a boundary condition for the finite element calculation. In this work, CAFE-3D called ISIS-3D to simulate 0.1 s periods of the fire every time the package surface temperature increased by 1 K, or after 10 s.
The velocity boundary conditions used in the simulation are derived from the measured wind conditions. They are also adjusted for very slight buoyancy entrainment effects. The wind measurements acquired by the anemometer at the 3 m height are 1 min window averaged and applied to the computational boundaries between y = 0 and 4.5 m. Similarly, the data measured at y = 6.1 m are window averaged and applied to the region y = 4.5-10 m. A constant hydrostatic pressure boundary condition is applied to the top boundary. No-slip velocity conditions are applied to all locations of the bottom boundary of the domain except for the fuel pool.
The 7.16 m dia pool is divided into two regions. The first is an interior 6.44 m dia circle. The second is an outer 0.36 m wide ring that covered the remainder of pool. The fuel injection rate in the inner circle and outer ring are 0.046 and 0.184 kg/ m 2 s, respectively. These conditions lead to an average rate of 0.072 kg/ m 2 s, which is typical of large hydrocarbon pool fires ͓9͔. The larger rate in the outer ring is intended to model high levels of evaporation and entrainment that occur at pool boundaries. However, the relative size and rate of the two regions are somewhat arbitrary.
The wind fences are modeled as a porous 24 m radius hollow cylinder centered on the pool that retards the flow of air. Figure 4 shows the computational cells that contain this cylinder. It is somewhat discontinuous because of the course grid structure far from the calorimeter. The wind fences are modeled as thin-plate orifices. The pressure drop across these orifices was calculated as Transactions of the ASME
In this expression, u 2 is the local air velocity approaching the fence, is its density, and f is the drag coefficient, defined as
The ratio of open area to total area of the fence ͑porosity͒ is A 2 / A 1 , and C d is an effective drag coefficient. The gaps between and below the wind fences lead to an open area ratio of roughly A 2 / A 1 = 0.2. The wind outside the fence and the drag provided by the fence affect the shape and location of the fire region. As a result the value of the drag coefficient affects the coverage of the calorimeter in flames and the total heat delivered to it. In the results section, the value of C d is varied until the total heat delivered matches the experimental data.
ISIS-3D employs two different techniques to calculate radiation heat transfer. The fire interior, where the soot volume fraction f soot is greater than a user-defined valued f soot,min , is assumed to be optically thick and radiation transport is diffuse ͓16͔. Diffuse radiation within this fire region is modeled indirectly using the Rosseland conduction approximation. This approximation employs an effective, temperature-dependent thermal conductivity of the flowing medium equal to k R =16T 3 /3␤ R . In this expression, T is the local temperature, is the Stephan-Boltzman constant, and ␤ R is the local extinction coefficient of the medium. The extinction coefficient is a function of the local mass fraction of soot, water vapor, fuel vapor, and intermediate species ͓16͔. The Rosseland conductivity within fires is much larger than molecular values for air.
Outside the flame zone ͑where f soot Ͻ f soot,min ͒, thermal radiation transport is modeled by the view factor method. The calculation of the view factor between the fire surface ͑where f soot = f soot,min ͒ and nearby objects is complicated by the dynamic motion of the outer fire surface due to fire puffing and the turbulent nature of the flames. The fire surface outward normal vector is calculated at each location of that surface at each time step. It points in the direction of the lower concentration and is perpendicular to the computational cell face. For computational cells that have more than one radiating cell surface, a normalized vector sum is performed to assign the surface unit normal vector.
All surface unit normal vectors of solid objects are calculated in a preprocess step. The view factor is calculated as
In this expression f ij is the view factor of the fire cell surface i to an object cell surface j, n i and n j are, respectively, the unit normals of the radiating fire and object surfaces, and s ij is the difference between the position vectors of the object surface and the fire surface. The distance between surfaces is s, and A j is the surface area of the object surface element. Heat loss to the surroundings was based on an environment temperature T Env = 400 K. Simulations for T Env = 300 and 500 K do not change the results substantially. Details of the numerical methods employed in ISIS-3D are described in Greiner and Suo-Anttila ͓6͔. Figure 5 shows the average fire surface temperature versus time from three ISIS-3D simulations with different values of f soot,min ͑the soot volume fraction used to defined the edge of the fire region͒. These simulations employ the same computational domain shown in Fig. 4 , except the wind fences were not included. A constant air mass flux rate of 0.05 kg/ m 2 s is applied parallel to the inward normal of all four side boundaries. This flux is intended to model the buoyant indraft of air in the absence of wind.
The value of f soot,min defines the location of the outer fire surface, and the simulated fire volume decreased as f soot,min increased. Figure 5 shows that the effective fire surface temperature increases as the value of f soot,min increases. Measurements have shown that the effective surface temperature of pool fires decreases as the pool diameter increases ͓14͔. A horizontal line in Fig. 5 shows the expected surface temperature of 1050 K for a 7.2 m dia fuel pool fire from these measurements. The CAFE-3D simulation employing the value f soot,min = 0.4 ppm ͑0.4ϫ 10 −6 ͒ gives an effective fire surface temperature that is in agreement with the measurements.
ISIS-3D simulations have been performed for series of fire experiments with larger fuel pools ͑9.45 and 18.9 m dia͒, a variety of stronger wind conditions than those of the current paper, and a coarser grid structure ͓8͔. That work showed that the value f soot,min = 0.55 ppm gave results that most closely reproduced the experimental data. It appears that pool size, wind conditions, and grid structure affect the value of f soot,min .
The surface area per unit volume of the fire in the current work is larger than that of the large fires considered earlier. This increases the importance of the energy radiated away from the fire surface compared to that convected away with plume. As a result, the fire energy balance was more sensitive to the value of f soot,min for the current work than for the larger fires. This dependence requires future study. The value f soot,min = 0.4 ppm was used in the remainder of the current work for simulations of the 7.2 m dia pool fire.
Wind Fence Model. As discussed earlier, both the wind conditions and wind fence drag affect the portion of the calorimeter engulfed in flames and the total heat transfer to it. The solid line in Fig. 6 shows the experimental average thermocouple temperature rise ͑⌬T avg ͒ as a function of time. This rise is defined as the difference between the average of all 47 thermocouple temperatures at a given time and the average at the start of the test. It is an indication of the total amount of energy delivered to the calorimeter as a function of time. Risk analysis tools must accurately predict the total heat transfer to an object in order to determine if interior components reach their temperatures of concern ͓17,18͔.
The dashed lines in Fig. 6 show the average thermocouple temperature rise from CAFE-3D simulations with different values of the wind fence discharge coefficient C d . Figure 6 shows that the total heat delivered to the package increases as the drag coefficient C d decreases. The value C d = 1.55 gives results that are in agreement with the measured data. For that value the simulated average temperature rises more slowly than the experiment for the first 8 min, but follows it closely after that time. At the end of the fire the simulated temperature rise was 734 K, whereas the measured Figure 7 shows a snapshot of the CAFE-3D fire outer surface ͑where f soot = f soot,min = 0.4 ppm͒ at time t = 15 min. This surface is colored according to its local temperature. The fire cross-sectional area decreases with elevation. At t = 15 min, the wind blows lightly from left to right in the figure and slightly toward the viewer. The end cap that is nearer to the viewer is almost entirely engulfed in flames. The end cap on the far end is unengulfed and visible on the lower left side of the fire. A movie of the entire simulation shows the fire tilted in phase with wind velocity and direction. The fire shape in this snapshot is typical of other times during the fire. Figure 8 shows the average thermocouple temperature rise for rings 1-4, separately. Figure 8͑a͒ shows experimental data while Fig. 8͑b͒ shows simulation results. Drawings of the calorimeter that show the approximate locations of the four thermocouple rings and the predominant wind direction are included in the figure. The experimental temperatures rose for the full duration and did not level off at the end of the 30 min test. This indicates that the calorimeter did not reach steady-state conditions. Ring 2 exhibited the highest average temperature. This ring is encircled in Fig. 8͑a͒ to emphasize that it was the hottest. The simulation results in Fig. 8͑b͒ accurately reproduce the experimental average temperatures for rings 3 and 4 ͑the upwind rings͒. They also accurately reproduce the experimental temperature range ͑highest and lowest temperatures͒ throughout the fire. However, the simulations overestimate the average temperature of ring 1 and underestimate that of ring 2. They indicate that ring 1 was the hottest. The simulations essentially blew the hottest region of the fire too far axially downwind compared to the measurements. Figure 9 shows the angular variation of temperature of all four rings at t = 15 and 30 min. Experimental data are connected using solid lines, whereas dashed lines are used for simulation results. For all the rings, the measurements indicated that the west side was hotter than the east. Despite the presence of the wind fences the slight winds present during the test ͑Ͻ2 m/s͒ had a significant effect on fire heat transfer. Winds present during the initial 18 min of this test tilted the flames so that the west ͑leeward͒ surface of the pipe was more continuously engulfed in flames than the east ͑windward͒ side. Moreover, a recirculation zone may have developed downwind of the calorimeter. Enhanced air/fuel mixing in such a zone may increase fire temperature and contribute to the high temperatures observed on the leeward pipe surface ͓9͔.
Simulation Results
For rings 1 and 2 ͑the axially downwind rings͒, the simulated temperatures are not significantly hotter on the west ͑leeward͒ side than they are on the east. Moreover, the simulated tempera- tures on the bottom of the ring 2 do not reach the high levels measured in the experiment. The simulated angular temperature variations for rings 3 and 4 ͑the upwind rings͒ are very similar to the experimental data. Figure 10 shows the simulated fire temperatures at the z coordinate of the four rings ͑z = 0.025, 0.755, 1.985, and 3.805 m͒ calculated within the CAFE-3D domain ͑Fig. 4͒. These results are for time t = 15 min. The solid circles indicate the location of the calorimeter cross section. These figures indicate that the highest fire temperatures were roughly 1500 K. The locations with this high temperature formed a contorted cone whose base covers the fuel pool. The apex of this cone is closer to ring 1 than ring 4 due to the wind.
The axial component of the wind blows the flames toward ring 1. As a result rings 1 and 2 are nearly fully engulfed in the hightemperature zone of the fire. The level of engulfment is nearly the same on the east and west sides ͑left and right sides of Fig. 9 , respectively͒. The CAFE-3D simulations predict a cool region under ring 2. Cool vapor domes typically exist above the fuel pool of large fires under light wind conditions. They are characterized by high concentrations of fuel vapor and insufficient oxygen for combustion, which leads to their low temperatures. In the current work the heat-sink effect of the relatively cool calorimeter may have also contributed to the low temperatures. The simulated fire does not engulf the upper portions of rings 3 and 4 as completely as they do rings 1 and 2. The axial component of the wind blows the flames away from these locations.
CAFE-3D overpredicts the average calorimeter temperature for ring 1, and underpredicts it for ring 2. This indicates that the simulated fire temperatures presented in Fig. 10 may overestimate the flame coverage for ring 1 and underestimate it for ring 2. In Fig. 9 , the simulated calorimeter temperature profiles for rings 1 and 2 are more symmetric than the measured ones. Moreover, the simulations underpredict the temperature at the bottom of ring 2. This indicates that the simulated fire does not tilt as far to the west ͑to the right͒ as the real one. The calculations may overpredict the size of the low-temperature, oxygen-starved vapor dome. This suggests that the simulations underpredict the ability of the wind to tilt the fire and to deliver oxygen to the region between the fuel pool and the calorimeter. The calorimeter temperature measurements presented in Figs. 8 and 9 indicate that the CAFE-3D simulations accurately reproduced the experimental data for rings 3 and 4. This supports the validity of the simulated flame coverage results presented in Fig. 10 for these rings. During the simulated fire, ring 4 is only intermittently engulfed and ring 3 is close to the fire outer surface. The energy received by these two rings comes largely from view-factor radiation from fire surface and conduction through the package body.
For this simulation, CAFE-3D called ISIS-3D 856 times. ISIS-3D simulated 0.1 s of the fire each time it was called. As a result it simulated only 85.6 s of the 1800 s fire. This simulation requires 10 h on a standard Linux workstation with 3 GHz processor and 512 MB RAM. For these wind conditions, increasing the ISIS-3D run time from 0.1 to 0.2 s or calling ISIS-3D more frequently does not cause any significant improvement in predictions, even though these changes increase the computational time. For simulating tests with rapid fluctuations in wind conditions, calling ISIS-3D more frequently does improve the accuracy of the predictions ͓8͔.
Conclusions
The three-dimensional Container Analysis Fire Environment ͑CAFE-3D͒ is a tool to rapidly estimate the response of massive radioactive material transport packages to large fires. It employs the ISIS-3D fire model to periodically update the heat transfer to a finite element model of the package. ISIS-3D combines computational fluid dynamics and models for diffuse radiation within a fire, fuel evaporation, and reaction chemistry. These models are mildly sensitive to modeling parameters. These parameters are determined based on comparison with data measured in fire tests. The conditions of those tests must be similar to those for which CAFE-3D will be used.
A recent fire test modeled the conditions of a truck-sized nuclear waste package in a regulatory test. In those tests, a pipe calorimeter was suspended in a 30 min pool fire. The test facility was surrounded by a barrier to reduce the effect of winds. The wind conditions outside the barrier and the temperature of the calorimeter were measured as a function of time.
CAFE-3D simulations of that experiment were performed to determine the value of model parameters and how well CAFE-3D reproduced data measured. First, the soot volume fraction that ISIS-3D uses to define the edge of the diffusely radiation fire zone was determined so that the predicted fire surface temperature matched expectations. A wind fence model was then developed within CAFE-3D and adjusted so that the flame coverage and average temperature rise match the experimental measurements. Finally, the simulation results for the pipe temperature distribution were compared to the data. The simulations appear to underpredict the ability of the wind to tilt the fire and for it to deliver oxygen to the region between the fuel pool and the calorimeter. However, they accurately predicted the total heat transfer to the package.
The benchmark simulation required 10 h on a standard desktop to simulate 30 min fire, which is reasonable for risk and design analyses. CAFE-3D accuracy is mildly dependent on the values used of its modeling parameters. Although it is not a fully predictive tool, it is highly accurate for package response simulations that are near the conditions for which it has been benchmarked. Its usefulness will increase as it is benchmarked against a wider range of relevant large-fire conditions. Nomenclature C d ϭ fence pore discharge coefficient f ϭ friction factor f soot ϭ soot volume fraction, ppm f soot,min ϭ soot volume fraction at flame boundary= 0.4 ϫ 10 −6 ͑0.4 ppm͒ s ϭ measured wind speed t ϭ time after fire fully engulfed calorimeter T ϭ temperature ⌬T avg ϭ average thermocouple temperature rise x , y , z ϭ Cartesian coordinates ϭ measured wind direction
