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Ein besonderer Dank gilt Dr.-Ing. David Becker für die Organisation der GraviRied Flugkampagne,
die Prozessierung der Daten und nicht zuletzt für die Beantwortung meiner Fragen.
Für die Beantwortung meiner Fragen während des Arbeitsaufenthalts möchte ich mich bei
M. Sc. Felix Johann, M. Sc. Björn Reuper und M. Sc. Nicolas Diefenbach bedanken.
Kurzzusammenfassung
Für viele Anwendungen auf bewegten Plattformen wird eine genaue Information zur Orientierung
der Plattform benötigt. Zur Bestimmung der Lagewinkel werden dabei inertiale Messsensoren
verwendet, welche zu einer inertialen Messeinheit (Inertial Measurement Unit, IMU) zusammen-
gefasst werden. In dieser Arbeit werden vier IMUs aus dem Niedrigpreissegment auf die zu
erhaltene Genauigkeit der Lagewinkel untersucht. Die untersuchten IMUs sind dabei als Mi-
krosysteme (Microelectromechanical systems) gefertigt, was neben den Vorteilen eines geringen
Preises, eines geringen Gewichts und eines geringen Energieverbrauchs allerdings auch den
Nachteil einer schlechteren Genauigkeit gegenüber klassischen IMUs hat. In dieser Arbeit wird
die Genauigkeitsuntersuchung anhand eines Datensatzes einer Flugkampagne durchgeführt, für
welche auch eine Referenzlösung vorliegt. Die Messungen der IMUs werden über ein Erweitertes
Kalman-Filter mit einer genauen GNSS- (Global Navigation Satellite System) Lösung gestützt.
Neben der Navigationslösung werden dabei auch die Fehler der Sensoren mitgeschätzt. Auf-
grund von zu großen Fehlern der Startwerte kommt es bei einigen Schätzungen teilweise zur
Divergenz. Zur Lösung dieses Problems wird eine iterative Auswertung angewendet, wodurch
eine stabile Lösung möglich ist. Eine weitere Verbesserung wird über eine Glättung erzielt. Ein-
zelne, kleine Fehler in der Zeitstempelung, welche sich stark auf die Genauigkeit der Lösung
auswirken, werden über eine Interpolation der Daten auf Zeitstempel in regelmäßigen Abständen
ausgeglichen.
Damit können für zwei der vier untersuchten IMUs auf den Fluglinien Genauigkeiten der Roll-,
Pitch- und Yaw-Winkel von 0,05°, 0,10° und 0,20° erreicht werden. Die Genauigkeiten der zwei
weiteren IMUs fallen teilweise erheblich schlechter aus, was auf die ungenaue Zeitstempelung bei
der Datenaufnahme zurückgeführt wird. Für die Anwendung von Laserscanning auf bewegten
Plattformen wird in einer Genauigkeitsabschätzung gezeigt, dass Genauigkeiten der Höhenkom-
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Für eine Vielzahl von Anwendungen auf bewegten Plattformen wird für die Georeferenzierung
von Messungen neben der Information zur Position auch eine genaue Informationen zur Orientie-
rung des Systems benötigt. Bei Bildaufnahmen kann die Orientierung über gemessene Passpunkte
berechnet werden. Für Zeilenkameras oder Laserscanner ist dies allerdings nicht möglich, da
diese Systeme auf mehr einzelnen Messungen aufbauen, für welche jeweils eine Information zur
Orientierung benötigt wird.
Während mittels (Zweifrequenz-) GNSS- (Global Navigation Satellite System) Messungen eine
genaue Messung der Position möglich ist, reicht dieses System (mit nur einer Empfangsantenne)
nicht aus, um die Orientierung zu bestimmen. Daher kommen zur Bestimmung der Orientierung
inertiale Messsensoren zum Einsatz, welche Beschleunigungen und Drehraten messen. Aus den
Messungen dieser, zu einer inertialen Messeinheit (Inertial Measurement Unit, IMU) zusammen-
gefassten Sensoren, werden über eine zeitliche Integration Geschwindigkeiten, Positionen und
Lagewinkel gewonnen. GNSS- und IMU-Messungen weisen dabei komplementäre Eigenschaften
auf. GNSS-Messungen haben eine hohe absolute Genauigkeit, sind allerdings von der Verfügbar-
keit der Satellitensignale abhängig und stehen nur mit einer begrenzten Datenrate zur Verfügung.
IMU-Messungen liegen mit einer hohen Datenrate vor und sind nicht auf Satellitensignale ange-
wiesen. Da die Messungen aber über eine zeitliche Integration der Sensordaten gewonnen werden,
sind sie von der Genauigkeit der Startwerte abhängig und durch die Integration von Sensorfehlern
nimmt die Genauigkeit mit der Zeit schnell ab. Durch eine Integration beider Systeme können die
jeweiligen Vorteile genutzt und Nachteile ausgeglichen werden. Hochwertige IMUs, welche nur
kleine und stabile Fehler aufweisen, können dabei auch für klassische geodätische Anwendungen
wie Fluggravimetrie genutzt werden (Becker, 2016; Jensen, 2018; Johann, 2018).
IMUs aus dem Niedrigpreissegment sind als Mikrosysteme (Microelectromechanical systems,
MEMS) gefertigt und weisen größere Fehler auf. Durch ihr geringes Gewicht und einen geringen
Energieverbrauch bieten diese IMUs allerdings auch Vorteile und können z. B. auf einem UAV
(Unpiloted Aerial Vehicle) mitgeführt werden.
Im Rahmen dieser Arbeit sollen vier Low-Cost-MEMS-IMUs untersucht werden und die Ge-
nauigkeit der erhaltenen Lagewinkel durch einen Vergleich mit einer Referenzlösung abgeschätzt
werden. Für eine Intergration von Low-Cost-IMUs und günstigen Einfrequenz-GNSS-Empfängern
wurde in Martin (2016) gezeigt, dass für eine stabile Lösung eine Vorkalibrierung der IMUs
nötig ist. Die Untersuchungen dieser Arbeit sollen dabei aber auf Daten aufbauen, für welche
keine vollständige vorhergehende Kalibrierung der IMUs vorliegt. Da außerdem auch keine
genaue Ausrüstung für eine Kalibrierung vorliegt, sollen die kompletten Fehler der IMUs in der
Integration mitgeschätzt werden. Um dennoch eine stabile Lösung zu erzielen, wird eine genaue
GNSS-Lösung auf Basis von Zweifrequenz-Messungen verwendet. Diese Lösung liegt außerdem
lückenlos und mit einer Datenrate von 10 Hz vor. Zusätzlich findet die gesamte Auswertung
im Postprocessing statt, wodurch es möglich ist, verschiedene Strategien zur Verbesserung der
Lösung anzuwenden.
Zu Beginn der Arbeit werden in Kapitel 2 die Grundlagen der Inertialnavigation auf Basis von
IMU-Messungen behandelt. Neben der Einführung der verwendeten Koordinatensysteme und
des Navigationsalgorithmus werden auch die vier untersuchten IMUs vorgestellt und anhand
ihrer Fehler charakterisiert.
In Kapitel 3 wird auf das zur Integration verwendete Kalman-Filter eingegangen. Dazu werden
zunächst die theoretischen Grundlagen erläutert, bevor im Anschluss das konkrete Filter für den
betrachteten Anwendungsfall vorgestellt wird.
In Kapitel 4 wird nach einer Beschreibung der verwendeten Daten deren Prozessierung mittels
des vorgestellten Kalman-Filters durchgeführt. Die erhaltenen Ergebnisse werden vorgestellt,
Strategien zur Verbesserung der Ergebnisse erläutert und Probleme bei der Prozessierung heraus-
gearbeitet.
In Kapitel 5 werden die gewonnen Genauigkeiten der bestimmten Lagewinkel für eine Genauig-




Die Arbeit schließt mit Kapitel 6 ab, in welchem eine kurze Zusammenfassung der Ergebnisse




Der Begriff der Navigation kann in zwei unterschiedlich weit gefassten Rahmen beschrieben
werden. In Groves (2013) werden die zwei Konzepte der Navigation als die Wissenschaft der
Navigation („the science of navigation“) und die Kunst der Navigation („the art of navigation“)
beschrieben. Ersteres umfasst die Bestimmung der Position und Geschwindigkeit eines bewegten
Objekts bzgl. einer Referenz. Zweiteres umfasst die gesamte Planung einer Route zwischen zwei
Punkten.
In dieser Arbeit soll unter Navigation das erste Konzept verstanden werden und das Ergebnis der
Navigation, die Navigationslösung, bestehend aus Position, Geschwindigkeit und Lage, betrachtet
werden, wobei das Augenmerk auf die Lage gerichtet sein soll.
Bei der Inertialnavigation wird diese Navigationslösung aus Beschleunigungs- und Drehraten-
messungen der Inertialsensoren gewonnen.
Anhand von Abb. 2.1 sollen zunächst grundlegende Begriffe erläutert werden, die im weiteren
Verlauf der Arbeit häufig Anwendung finden.
Für eine dreidimensionale Navigationslösung ist es nötig, Messungen in drei zueinander orthogo-
nalen Achsen durchzuführen. Die in diesen Achsen sensitiven Inertialsensoren sind hier mit X, Y
und Z gekennzeichnet. Die Gesamtheit dieser Beschleunigungsmesser und Drehratensensoren
wird als Inertialsensorverband (Inertial Sensor Assembly, ISA) bezeichnet. Die Sensoren werden
in Abschnitt 2.2 genauer erläutert.
Eine IMU beinhaltet zum einen den Inertialsensorverband als auch die nötige Technik, welche
die Sensoren zusammenfasst und ausliest. Die ausgelesenen Rohdaten der Sensoren werden
gefiltert und in einem geeigneten Format über eine Schnittstelle zur Kommunikation bereitge-
stellt. Außerdem können hier zuvor gespeicherte Korrektionen angebracht werden und auch eine
Zeitstempelung erfolgen. Eine Übersicht der in dieser Arbeit untersuchten IMUs findet sich in
Abschnitt 2.2.3.
Das Inertiale Navigationssystem (Inertial Navigation System, INS) umfasst schließlich die IMU
als Hardware und deren Messungen, als auch die Berechnung der Navigationslösung durch den
Navigationsalgorithmus, welcher in Abschnitt 2.3 beschrieben wird. Wird unter dem Begriff der
Navigation die Planung einer Route verstanden, wird auch der Begriff Inertiales Messsystem
(IMS) verwendet, da das INS die Planung beinhaltet (Längauer, 2010). Bevor in Abschnitt 2.2
näher auf die Inertialsensoren eingegangen wird, werden als Grundlage im folgenden Abschnitt
zunächst verwendete Koordatensysteme und Lagedarstellungen erläutert.
2.1 Koordinatensysteme
Die Ergebnisse der Inertialnavigation und GNSS/INS-Integration geben an, wie sich ein be-
stimmtes Koordinatensystem zu einem anderen verhält. Dafür ist es meist sinnvoll bestimmte
Koordinatensysteme zu wählen, in welchen die Messungen selber (Beschleunigungen, Drehra-
ten) nicht vorliegen. So soll z. B. die Position eines Flugzeugs als Position des Ursprungs des
Flugzeug-Koordinatensystems in einem erdfesten Koordinatensystem ausgedrückt werden und
die Komponenten dabei in Lage und Höhe eingeteilt werden. Auch die Lage soll als Lage
des Flugzeug-Koordinatensystems gegenüber einem erdfesten Koordinatensystem ausgedrückt
werden. Die in dieser Arbeit verwendeten Koordinatensysteme und Realisierungen (-rahmen)
sollen im Folgenden kurz vorgestellt werden. In Abbildung 2.2 findet sich eine Darstellung der
Koordinatensysteme.
• Körperfestes Koordinatensystem, b
Das körperfeste Koordinatensystem ist fest mit dem Objekt verbunden, für welches die Naviga-
tionslösung berechnet wird. Die Ausrichtung der xb- yb- und zb-Achsen erfolgt in Fahrt- bzw.
Flugrichtung, rechts und nach unten (im Sinne des Objekts, nicht im Sinne der Lotrichtung). In
dieser Arbeit soll die IMU selbst als Objekt betrachtet werden, da diese und deren drei Achsen
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Navigationslösung
Abbildung 2.1: Einordnung: ISA, IMU, INS
Auch das Phasenzentrum der GNSS-Antenne stellt den Ursprung ein körperfesten Koordina-
tensystems dar. Dieses Koordinatensystem der Antenne soll hier mit a gekennzeichnet werden.
Der Hebelarm zwischen IMU und GNSS-Antenne (lbba) gibt die Verschiebung des Ursprungs
der beiden körperfesten Systemen an.
• Inertialkoordinatensystem, i
Da ein richtiges Inertialsystem in der Praxis nicht zu realisieren ist, wird ein Quasi-Inertialsys-
tem verwendet, welches im Geozentrum der Erde liegt; ein Earth-centered inertial-System (ECI).
Diese Näherung ist hier ausreichend, da die Effekte kleiner als das Rauschen der Inertialsenso-
ren sind (Groves, 2013). Die xi- und yi-Achsen des Systems liegen in der Äquatorebene und
die xi-Achse soll hier zum mittleren Frühlingspunkt zeigen. Die zi-Achse des Systems soll mit
der ze-Achse des erdfesten Systems in der Realisierung des ITRF2014 (International Terrestrial
Reference Frame 2014 (Altamimi u. a., 2016)) zusammenfallen.
Dieses System ist das Referenzsystem für die Messungen der Inertialsensoren ( f bib, ω
b
ib).
• Erdfestes Koordinatensystem, e
Der Ursprung des Earth-centered Earth-fixed-System (ECEF) liegt im Geozentrum der Erde
und das System rotiert mit dieser mit. Die ze-Achse fällt mit der Rotationsachse der Erde
zusammen und die xe- und ye-Achse liegen in der Äquatorebene, wobei die xe-Achse in
Richtung des Greenwich-Meridians zeigt. Als Realisierung des ECEF-Systems wird hier das
ITRF2014 verwendet, da die Ergebnisse der GNSS-Auswertung in dieser Realisierung vorliegen.
Dieses System dient als Referenzsystem für erdfeste Positionen und Geschwindigkeiten. Eine
Angabe der Position bezüglich der Erde und die Aufteilung dieser Position in Lage und Höhe
geschieht durch die Verwendung eines Erdmodells.
• Navigationssystem, n
Das Navigationssystem gibt das System an, in welchem die Navigationslösung des INS be-
rechnet wird. Dabei handelt es sich um ein lokales System, welches während der Navigation
mitgeführt wird und dessen Ursprung mit dem Ursprung des körperfesten Systems zusam-
menfällt. Die Ausrichtung der xn-, yn- und zn-Achsen erfolgt dabei nach Norden, Osten und
Unten. Daher wird dieses System auch als North-East-Down-System (NED) bezeichnet. Als
Vereinfachung soll die zn-Achse hier mit der Ellipsoidnormalen des Erdmodells anstatt mit der
Lotrichtung zusammenfallen.
Dieses System dient als Referenz für die Lage (Cnb , ψnb). Außerdem ist es sinnvoll die Ge-
schwindigkeit in den Achsen des Navigationssystems anzugeben, da somit eine Trennung der
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Komponenten in Lage und Höhe erfolgt (vneb).
• Sonstige Koordinatensysteme
Unter Einbeziehung mehrerer Sensoren (z. B. mehrere IMUs oder stützende Sensoren wie
Hodometer bei Landfahrzeugen) können einzelne Sensor-Koordinatensysteme, s, festgelegt
werden. Diese kommen hier nicht zur Anwendung, da die verschiedenen IMUs getrennt
betrachtet werden und die GNSS-Positions- und Geschwindigkeitsmessungen über den gemes-
senen Hebelarm lbba auf den Ursprung des körperfesten Systems gerechnet werden.
In Polnähe kann es unter Verwendung des Navigationssystems zu Problemen kommen. Das Na-
vigationssystem ändert seine Lage gegenüber der Erde in Abhängigkeit der Positionsänderung.
Die dritte Komponente dieser sogenannten Transportrate hängt von der Breite ab und wird an
den Polen unendlich groß (vgl. Gleichung (2.46)). Abhilfe schafft das Wander-Azimuth-System,
bei welchem die Nordausrichtung nicht beibehalten wird, sondern eine Drehung um den
























Abbildung 2.2: Darstellung der Koordinatensysteme
2.1.1 Rotationen und Beschreibung der Lage
Die Beschreibung der Lage eines Koordinatensystems α gegenüber einem Referenzsystem β
erfolgt durch die Rotation, welche ein System in das andere überführt. Die Entscheidung, welches
der beiden Systeme in welches überführt wird, ist frei wählbar und muss festgelegt werden. Diese
Rotation kann in verschiedenen Formen ausgedrückt werden, von welchen hier die Eulerwinkel
ψ und Koordinatentransformationsmatrix C vorgestellt werden sollen.
Eulerwinkel ψ
Für eine anschauliche Darstellung der Rotation können die drei Eulerwinkel ϕ, θ und ψ verwendet
werden, welche drei aufeinanderfolgende Rotationen um jeweils eine Achse beschreiben. Die
Lage des α-Systems soll hier als Rotation ausgedrückt werden, welche das Referenzsystem β in
das α-System überführt.
Um vom System β zum System α zu gelangen, erfolgt zuerst eine Rotation um die z-Achse mit
dem Gierwinkel (engl. yaw) ψβα. Die nächste Rotation erfolgt um die neue y-Achse mit dem
Nickwinkel (engl. pitch) θβα. Die letzte Rotation, durch welche man schließlich das α-System erhält,
erfolgt um die x-Achse mit dem Rollwinkel (engl. roll) ϕβα. In Abb. 2.3 sind diese Rotationen
dargestellt. Zur kompakten Darstellung der Rotation von System β zu System α mit den drei
5
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Beziehen sich diese Winkel auf das körperfeste System mit dem Navigationssystem als Re-
ferenzsystem, werden die Winkel ϕnb, θnb und ψnb auch als bank, elevation und heading oder
azimuth bezeichnet. Im Verlauf dieser Arbeit sollen allerdings durchgehend die weiter oben


























(c) Drehung um Roll-Winkel ϕ.
Abbildung 2.3: Darstellung der sukzessiven Rotationen um die drei Eulerwinkel ϕ, θ und ψ
anschaulich und zur Darstellung der Lage geeignet, aber für Berechnungen ist die Darstellung
der Rotation/Lage durch die drei Eulerwinkel nicht optimal, es gelten folgende Punkte:
• Die Reihenfolge der drei Rotationen muss beachtet werden; die drei Rotationen um die
Eulerwinkel sind nicht kommutativ.
• Eine Rotation lässt sich nicht durch ein Tauschen des Vorzeichens der Eulerwinkel umkehren
und aufeinanderfolgende Rotationen lassen sich nicht durch eine Addition der Eulerwinkel





























• Eine Rotation ist nicht eindeutig durch einen Satz von Eulerwinkeln beschreibbar; zu
jeder Rotation existieren mindestens zwei verschiedene Sätze von Eulerwinkeln (ψ2 =[
ϕ1 + π, π − θ1, ψ1 + π
]⊺
).
• Bei einem Pitch-Winkel von ± 90° lassen sich der Roll- und Yaw-Winkel nicht unterscheiden.
Koordinatentransformationsmatrix C
Für Berechnungen ist es sinnvoll die Koordinatentransformationsmatrix C zu verwenden. Soll ein
Vektor xα, welcher im System α vorliegt, im Referenzsystem β ausgedrückt werden, erfolgt die
Transformation mittels Koordinatentransformationsmatrix Cβα über:
xβ = Cβα xα . (2.2)
Das Subskript gibt das ausgehende System an und das Superskript das System, in welches
transformiert werden soll.
Wird die Koordinatentransformationsmatrix allerdings zur Darstellung der Lage verwendet, hat
es sich etabliert, das Referenzsystem durch das Superskript und das Objektsystem durch das
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Subskript zu kennzeichnen (Groves, 2013). Diese Form soll auch in der vorliegenden Arbeit
verwendet werden.
Eine Umkehrung einer Rotation mittels Koordinatentransformationsmatrix erfolgt über die












Eine Koordinatentransformation einer Matrix erfolgt, indem sowohl die Zeilen als auch die
Spalten mittels Multiplikation mit der Koordinatentransformationsmatrix transformiert werden:
Aβ = Cβα AαCαβ . (2.5)
Der Zusammenhang zwischen den Eulerwinkeln und der Koordinatentransformationsmatrix
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Umgekehrt ergeben sich die Eulerwinkel aus der Koordinatentransformationsmatrix in der

































Für sehr kleine Winkel gilt die Näherung sin α ≈ α und cos α ≈ 1. Somit lässt sich die Ko-

















Der Operator [α×] beschreibt die Überführung des Vektors α in die schiefsymmetrische Matrix
A.
Während es mit der Koordinatentransformationsmatrix zwar möglich ist, Rotationen bzw.
Lagen eindeutig darzustellen, besteht die Koordinatentransformationsmatrix aber auch aus neun
Elementen anstatt nur drei wie die Eulerwinkel. Eine effizientere Möglichkeit bieten Quaternionen,
welche die Rotation mit nur vier Elementen darstellen, aber auch schon eindeutig sind. Hier sollen
im Folgenden allerdings Koordinatentransformationsmatrizen verwendet werden, da aufgrund
des Postprocessings die Effizienz der Umsetzung nicht im Vordergrund steht.
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2.1.2 Geodätisches Referenzsystem 1980
Da die Ergebnisse der Navigationslösung im Bezug zur Erde angegeben werden sollen, ist es
erforderlich ein Erdmodell zu wählen. So kann die Position in kartesischen ECEF-Koordinaten
angegeben werden. Für einen Bezug zur Erde und Angabe von ellipsoidischer Breite und Länge
sowie Höhe ist allerdings ein Referenzellipsoid nötig. Auch der Navigationsrahmen beruht auf
dem gewählten Erdmodell. Hier soll als Erdmodell das Geodätische Referenzsystem 1980 (GRS
80) nach Moritz (2000) verwendet werden. In Tabelle 2.1 sind wichtige, verwendete Parame-
ter des GRS80 aufgeführt. Die ellipsoidischen Koordinaten eines Körpers pb setzen sich aus
Tabelle 2.1: Parameter des GRS80 nach Moritz (2000)
Beschreibung Symbol Wert
Große Halbachse a 6 378 137 m
Kleine Halbachse b 6 356 752,3141 m
Abplattung f−1 298,257 222 101
Exzentrizität e2 0,006 694 380 022 90
Geozentrische Gravitationskonstante GM 3 986 005× 108 m3 s−2
Normalschwere am Äquator γa 9,780 326 771 5 m s−2
Erddrehrate ωie 7 292 115× 10−11 rad s−1
der ellipsoidischen Breite φb, der ellipsoidischen Länge λb und der ellipsoidischen Höhe hb
zusammen.
Transformation zwischen kartesischen und ellipsoidischen Koordinaten
Für die Transformation zwischen kartesischen und ellipsoidischen Koordinaten ist es sinnvoll, die
Krümmungsradien in Meridian- und Ost-West-Richtung einzuführen (Meridiankrümmungsradius


















1− e2 sin2 φb
. (2.12)
Die Umrechnung von ellipsoidischen Koordinaten in kartesische ergibt sich damit über:
xeeb = (R
E + hb) cos φb cos λb
yeeb = (R
E + hb) cos φb sin λb
zeeb =
(




Eine Transformation von kartesischen in ellipsoidische Koordinaten ist schwieriger, da der
Krümmungsradius RE selber abhängig von der Breite ist. Eine Lösung kann iterativ oder in
geschlossener Form (Borkowski, 1989) erfolgen.
Über die Bogenformel lassen sich die Änderungen der ellipsoidischen Koordinaten als linea-







(RE + hb) cos φb




Die ellipsoidische Position kann daher, ohne Zwischentransformation in kartesische Koordinaten,
direkt aus einer Integration der Geschwindigkeit gewonnen werden.
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Transformation zwischen erdfestem System und Navigationssystem
Die Transformation zwischen dem e- und n-System ergibt sich über die Koordinatentransformati-





− sin φb cos λb − sin φb sin λb cos φb
− sin λb cos λb 0
− cos φb cos λb − cos φb sin λb − sin φb
⎤





Die Normalschwere in Abhängigkeit der Breite ergibt sich mit folgender Näherungsformel nach
Moritz (2000):
γ0 = γa(1 + 0,005 279 041 4 sin2 φb + 0,000 023 271 8 sin
4 φb (2.18)
+ 0,000 000 126 2 sin6 φb + 0,000 000 000 7 sin
8 φb) . (2.19)
Für einen Punkt in der ellipsoidischen Höhe hb ≥ 0 ergibt sich die Normalschwere mit folgender
Näherung nach Torge und Müller (2012):
γ = γ0 − (3,0877× 10−6 − 4,3× 10−9 sin2 φb)h + 0,72× 10−12h2 [m s−2] . (2.20)
2.2 Inertiale Messsensoren
In diesem Abschnitt soll auf die Sensoren eingegangen werden, welche zur Inertialnavigation
verwendet werden. In Abschnitt 2.2.1 werden zunächst die zwei grundlegenden Typen von Inerti-
alsensoren vorgestellt. In Abschnitt 2.2.2 wird auf unterschiedliche Fehlereinflüsse (systematische
Fehler und zufällige Fehler) und Methoden zur Quantifizierung und Modellierung eingegangen.
In Abschnitt 2.2.3 werden schließlich die vier IMUs aufgeführt, welche in dieser Arbeit untersucht
werden. Diese werden anhand ihrer Fehler gegenüber anderen IMUs eingeordnet und es werden
Kalibrierungsergebnisse beschrieben.
2.2.1 Prinzipielle Typen
Im Folgenden werden die zwei prinzipiellen Typen von Inertialsensoren vorgestellt: Beschleuni-
gungsmesser und Drehratensensoren. Neben klassischen Messprinzipien wird dabei vor allem
auch auf die Techniken von Sensoren eingegangen, welche als Mikrosystem (Microelectrome-
chanical systems, MEMS) gefertigt sind, da die untersuchten IMUs MEMS-Sensoren verwenden.
Vorteile der MEMS sind z. B. eine kompakte Bauweise, das niedrige Gewicht, ein geringer
Energieverbrauch und vor allem eine kostengünstige Produktion durch die Herstellung hoher
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Stückzahlen in paralleler Fertigungstechnik (Wild-Pfeiffer, 2015). Die Strukturen der Sensoren
werden durch verschiedene Ätzverfahren hergestellt. Als Material dient meist Silicium. Durch die
Weiterentwicklung der Herstellungsverfahren, die Integration mehrerer Sensoren auf einem Chip
und der damit verbundenen besseren Kompensationen von Fehlereinflüssen steigt die Leistungs-
fähigkeit von MEMS-Inertialsensoren. Es ist damit zu rechnen, dass MEMS-Inertialsensoren in
der Zukunft klassische Sensoren ersetzen werden (Titterton und Weston, 2004).
Beschleunigungsmesser
Die Bezeichnung Beschleunigungsmesser (engl. accelerometer) ist etwas irreführend, da diese nicht
die Beschleunigung (engl. acceleration), sondern vielmehr die spezifische Kraft messen.
In einem Inertialsystem gilt die Grundgleichung der Mechanik:
F = mẍ . (2.21)
In dem betrachteten Quasi-Inertialsystem, i, sind allerdings auch die in der Natur vorkommenden





+ g = f + g . (2.22)
f beschreibt die spezifische Kraft, welche durch einwirkende Kräfte auftritt und welche von
einem Beschleunigungsmesser gemessen wird. So wird von einem Beschleunigungsmesser zwar
im Ruhezustand die Reaktionskraft gemessen, welche vom Untergrund ausgeht und den Be-
schleunigungsmesser vom Fall aufhält. Im freien Fall wird von einem Beschleunigunsmesser
allerdings keine Beschleunigung gemessen. Daher ist es nötig, im Navigationsalgorithmus die
Gravitationsbeschleunigungen und weitere, durch das rotierende Referenzsystem auftretende,
Beschleunigungen zu beachten (Gleichung (2.58)).
Die Messung geschieht mit Hilfe einer kleinen Testmasse.
Bei mechanischen Sensoren ist diese Testmasse mechanisch mit einem festen Gehäuse z. B.
über Federn verbunden. Bei open-loop-Systemen wird die spezifische Kraft über die Auslenkung
der Testmasse bestimmt. Bei den genaueren force-feedback-Systemen wird die Testmasse in fester
Position gehalten (z. B. mit einer Spule, die ein magnetisches Feld erzeugt) und über die dafür
benötigte Kraft die spezifische Kraft bestimmt.
Ohne mechanische Teile kommen Solid-State-Sensoren aus, welche Schwingquarze verwenden,
deren Schwingungsfrequenz sich bei anliegender spezifischer Kraft ändert (Titterton und Weston,
2004).
Auch MEMS-Sensoren arbeiten mit einer Testmasse, welche an biegsamen Balken befestigt
ist. An der Seite der Testmasse befinden sich viele Zähne, welche in feste äußere Zähne greifen
(Abb. 2.4(a)). Bei anliegender spezifischer Kraft wird die Testmasse ausgelenkt und der Abstand
zwischen den festen und beweglichen Zähnen ändert sich. Damit kann eine Änderung der
Kapazität zwischen diesen Zähnen, welche als Elektroden eines Plattenkondensators gesehen
werden können, gemessen werden. Für die Messung eines Signals, welches senkrecht zu der
Ebene steht, wird die Testmasse exzentrisch an einem Drehstab angebracht (Abb. 2.4(b)). Bei
anliegender spezifischer Kraft ändert sich der Abstand der Testmasse zu einer darunter liegenden
Elektrodenplatte (Titterton und Weston, 2004).
Drehratensensoren
Auch bei den Drehratensensoren kann die englische Bezeichnung gyro etwas irreführend sein, da
mit einem Gyroskop meist nur ein mechanisches Kreiselinstrument verbunden wird, welches aber
nur eine der klassischen Arten zur Bestimmung der Drehraten darstellt. Dabei wird der Effekt
der Präzession genutzt. Wirkt auf den rotierenden Kreisel ein äußeres Drehmoment senkrecht
zur Rotationsachse, ergibt sich durch die Präzession eine Änderung der Rotationsachse. Für eine
Messung der Drehrate kann die Präzession genutzt werden, indem das nötige Drehmoment




(a) Messung in der Ebene (Barbour, 2010) (b) Messung außerhalb der Ebene (Duwel und Barbour, 2003)
Abbildung 2.4: Elektronenmikroskopaufnahmen von MEMS-Beschleunigungsmessern
Drehachse des Kreisels als auch zu der sensitiven Achse senkrecht steht.
Eine weitere Möglichkeit zur Messung der Drehrate sind optische Sensoren, welche auf dem
Sagnac-Effekt beruhen: Durchlaufen zwei Lichtstrahlen einen geschlossenen Weg in entgegen-
gesetzte Richtungen und dreht sich der Weg währenddessen, benötigen beide Lichtstrahlen
aufgrund der konstanten Lichtgeschwindigkeit unterschiedlich lange, bis sie wieder am Aus-
gangspunkt ankommen. Über die Interferenz der beiden ankommenden Lichtstrahlen kann auf
die Drehrate geschlossen werden. Klassische, optische Sensoren sind z. B. Ringlaser, welche aus
einem kreisförmigen Resonator des Lasers bestehen. Bei einer Drehung erfolgt somit eine Ände-
rung der Frequenz des vom Laser erzeugten Lichts (Titterton und Weston, 2004). Eine Alternative
sind Faserkreisel, bei welchen sich der Kreis aus mehreren Glasfaser Windungen zusammensetzt.
Damit wird die Fläche künstlich erhöht, was zu einem größeren Phasenunterschied und somit
besseren Messungen führt (Titterton und Weston, 2004).
MEMS-Drehratensensoren basieren auf dem Coriolis-Effekt. Die Corioliskraft wirkt in einem
mit ω rotierendem Referenzsystem auf einen bewegten Körper der Masse m und steht senkrecht
zu der Rotationsachse und der Geschwindigkeit des Körpers ẋ:
Fc = −2m (ω× ẋ) . (2.23)
Mit der in Abschnitt 2.2.1 vorgestellten Technik der ineinander greifenden Elektroden-Zähne wird
sowohl eine Testmasse in eine Schwingung versetzt als auch die Corioliskraft gemessen. Störende
Signale, welche von den Schwingungen der Testmasse stammen, werden durch eine in Abb. 2.1
unter der IMU aufgeführten Filterung herausgefiltert, welche auf den Frequenzbereich des
Antriebs abgestimmt ist. Um den Effekt von Beschleunigungen auszuschließen, die nicht durch
den Antrieb der Testmasse und auch nicht durch die Corioliskraft hervorgerufen werden, können
sogenannte tuning fork-Drehratensensoren verwendet werden (Abb. 2.5(a)). Diese verwenden,
wie bei einer Stimmgabel, zwei Testmassen welche phasenversetzt schwingen. Die Differenz der
Effekte von beiden Testmassen ist dabei unabhängig von Beschleunigungen, welche nicht durch
die Corioliskraft hervorgerufen werden (Titterton und Weston, 2004).
Ein weiteres Konzept basiert auf einem verformbaren Ring, welcher in Schwingung entlang
der zwei Hauptachsen versetzt wird (Abb. 2.5(b)). Die durch Drehungen des Rings wirkende
Corioliskraft wirkt tangential zu dem Ring und führt zu einer Verformung. Diese wird von
Sensoren, welche jeweils zwischen den auf den Hauptachsen angebrachten Antriebssensoren
liegen, gemessen. Ein Vorteil dieses Systems ist es, dass sowohl die Sensoren des Antriebs als
auch die Sensoren zur Detektion in einer Ebene liegen. Ein Nachteil ist allerdings die geringe
Masse des Rings (Titterton und Weston, 2004).
2.2.2 Fehler
Aufgrund verschiedener Einflüsse weisen die Messungen der Sensoren verschiedene Fehler auf.
Gerade bei kostengünstigen Sensoren sind diese Fehler recht groß. Getrennt in systematische und
zufällige Fehler werden im Folgenden verschiedene Fehlereinflüsse aufgeführt. Bevor auf die
zufälligen Fehler eingegangen wird, werden kurz verschiedene stochastische Prozesse vorgestellt,



















(a) Tuning fork Prinzip (Duwel und Barbour, 2003) (b) Silicium Ring (He und Najafi, 2002)
Abbildung 2.5: Elektronenmikroskopaufnahmen von MEMS-Drehratensensoren
werden Verfahren vorgestellt, mit welchen in Abschnitt 2.2.3 Fehlereinflüsse der untersuchten
IMUs quantifiziert werden.
Systematische Fehler
Sowohl hochwertige IMUs als auch IMUs aus dem Niedrigpreissegment weisen systematische
Fehler auf, durch welche eine gegebene Eingangsgröße nicht mit der vom Sensor bestimmten
Ausgangsgröße übereinstimmt. Bei den hochwertigen IMUs fallen diese Fehler allerdings um
ein Vielfaches geringer aus. Aufgrund des Prinzips der Inertialnavigation addieren sich Fehler
in den Messungen mit der Fortführung der Navigationslösung immer weiter auf, weshalb eine
möglichst gute Kalibrierung der Sensoren nötig ist. Die starken Preisunterschiede verschiedener
Low-Cost-IMUs stammen hauptsächlich von der vom Hersteller durchgeführten Kalibrierung
und in der IMU angebrachten Korrektionen und weniger von der unterschiedlichen Hardware
(Tedaldi u. a., 2014).
Die Fehler einer IMU sind nicht konstant. Ein Anteil der Fehler kann sich zwischen jedem
Anschalten der IMU ändern und auch während des Betriebs kann eine langsame Änderung
der Fehler stattfinden. Gerade bei MEMS-Sensoren besteht auch eine große Abhängigkeit von
Umwelteinflüssen, insbesondere von der Temperatur. Wichtige systematische Fehler sind:
• Bias (Abb. 2.6(a)):
Der Bias beschreibt einen Offset zwischen dem Eingangs- und Ausgangssignal der IMU. Er


















Bei MEMS-Sensoren kann der Bias von 3 mm s−2 bis über 100 mm s−2 bzw. von 1 ° h−1 bis
1 ° s−1 betragen (Groves, 2013).
• Skalenfaktorfehler (Abb. 2.6(b)):
Der Skalenfaktorfehler gibt den Fehler des Verhältnisses zwischen der Amplitude des Eingangs-
und Ausgangssignals an. Ohne Fehler beträgt das Verhältnis 1. MEMS-Sensoren können
Skalenfaktorfehler von bis zu einigen % aufweisen (Groves, 2013).
• Nicht-Orthogonalität der Sensorachsen (Abb. 2.6(c)):
Stehen die Sensorachsen X, Y und Z nicht genau orthogonal zueinander, werden von den
„schiefen“ Achsen Signale erfasst, welche eigentlich zu einer anderen Achse gehören. Die



















Der Fehler ergibt sich dann über die Multiplikation mit den gemessenen Werten: Ma f bib bzw.
Mωωbib. Drei Elemente der Matrix können eliminiert werden, indem eine körperfeste Achse
mit einer sensitiven Achse zusammenfällt und eine orthogonal dazu stehende Achse in die
entsprechende Ebene der beiden zugehörigen sensitiven Achsen gelegt wird (Groves, 2013).
• Weitere Fehler:
Neben diesen drei größten Fehlern treten noch weitere, kleinere Fehler auf. So kann aufgrund
des Messprinzips der Bias der Drehratensensoren eine Abhängigkeit von der Beschleunigung
aufweisen. Der Skalenfaktorfehler kann auch als nicht-linear betrachtet werden. Als Näherung
kann z. B. eine Einteilung in Skalenfaktorfehler für positive und negative Signale oder eine






(b) Skalenfaktorfehler (c) Nicht-Orthogonalität
Abbildung 2.6: Darstellung verschiedener systematischer Fehler ( fehlerfreier Sensor, fehlerbehafteter
Sensor)
Kalibrierung
Mittels einer Kalibrierung können Kalibrierwerte der statischen Anteile der Fehler bestimmt
werden und für eine Korrektionen der Fehler an die gemessenen Werte angebracht werden. Für
die Kalibrierung existieren verschiedene Verfahren, welche für hochgenaue, klassische IMUs
entwickelt wurden. Allerdings beruhen diese Verfahren auch auf hochgenauen Geräten zum
Ausrichten und Testen der IMUs (Syed u. a., 2007).
Für die six-position static method ist z. B. eine präzise Ausrichtung des Sensors bzgl. des Signals
nötig. Indem der Sensor einmal direkt in Richtung des Signals und einmal genau entgegengesetzt
ausgerichtet wird, kann der Bias und (unter Kenntnis des Signals) der Skalenfaktorfehler be-
stimmt werden. Eine Erweiterung des Verfahrens erfolgt mit Hilfe eines mehrachsigen Drehtischs,
mit welchem die Sensoren in genau bestimmbare Lagen gedreht werden. So kann auch die
Nicht-Orthogonalität der Sensorachsen bestimmt werden. Drehratensensoren werden über eine
genaue Ausrichtung bzgl. der Erdrotation oder mittels Präzisions-Drehtischen kalibriert. Für eine
Bestimmung der Temperaturabhängigkeit werden die Kalibrierungen in Temperaturkammern
unter verschiedenen, bekannten Temperaturen durchgeführt.
Ein Feldverfahren zur Kalibrierung, welches keine hochwertigen, präzisen Geräte benötigt, ist
in Shin und El-Sheimy (2002) beschrieben. Dabei wird ein genau bekanntes Signal in mehreren
Lagen, die nicht genau bekannt sein müssen, gemessen. Über eine Ausgleichung werden dann




Modellierung der zufälligen Fehler
In diesem Abschnitt sollen einige stochastische Prozesse vorgestellt werden. Diese werden
benötigt, um die zufälligen Fehler des Navigationssystems aufgrund des Rauschens der Sensoren
zu beschreiben. In Kapitel 3 wird dieser Zusammenhang in Form des Systemmodells und dem
jeweiligen, treibenden, weißen Rauschen im Kalman-Filter umgesetzt. In Abschnitt 2.2.2 wird auf
das Rauschen der Sensoren und die Ermittlung und Quantifizierung verschiedener Arten des
Rauschens eingegangen.
• Weißes Rauschen:
Bei weißem Rauschen handelt es sich um einen grundlegenden Zufallsprozess, mit einer
konstanten Spektraldichte über alle Frequenzen und einer Autokorrelationsfunktion (AKF),
welche aus einem Diraq-Impuls bei τ = 0 besteht.
Physikalisch ist weißes Rauschen daher nicht realisierbar. Allerdings können verschiedene
stochastische Prozesse durch Filterungen von weißem Rauschen beschrieben werden (Gelb,
1974).
• Random Constant:
Der Random-Constant-Prozess ist ein simpler, statischer Prozess, mit einer festen, allerdings
zufälligen Amplitude (Gelb, 1974). Die kontinuierliche und diskrete Beschreibung des Prozesses
erfolgt über:
ẋ = 0 , (2.26) xk+1 = xk . (2.27)
Der Random-Constant-Prozess kann zur Modellierung von Größen, für welche keine Verän-
derung angenommen wird, verwendet werden. Zum Beispielt die Nicht-Orthogonalität der
Sensorachsen oder auch der Bias, falls nur ein sehr kleiner Zeitraum betrachtet wird (Shin,
2005).
• Random Walk:
Der Random-Walk-Prozess entsteht aus der Integration des unkorrelierten weißen Rauschens.
Im Kontinuierlichen wird der Prozess über
ẋ = w (2.28)
mit dem Erwartungswert
E[w(t)w(τ)] = q(t)δ(t− τ) , (2.29)
beschrieben.
Der dazugehörige diskrete Prozess ist:
xk+1 = xk + wk . (2.30)
Die Kovarianz des Rauschens ist hier:
qk = q(tk+1 − tk) (2.31)
(Gelb, 1974).
Die Unsicherheit von x steigt mit der Zeit an.
Mit einem Random-Walk-Prozess wird die Unsicherheit der Geschwindigkeit und der Lage
beschrieben, da für deren Berechnung die mit weißem Rauschen behafteten Messwerte der
spezifischen Kraft und Drehraten integriert werden. Auch der Bias kann vereinfacht als Random
Walk modelliert werden.
• Gauß-Markov-Prozess:
Ein Gauß-Markov-Prozess weist eine exponentiell abnehmende AKF auf. (Brown und Hwang,
2012). Nach Gelb (1974) erfolgt die kontinuierliche und diskrete Beschreibung des Gauß-Markov
Prozesses erster Ordnung über:





− β(tk+1 − tk)
)
xk + wk = exp
(
− 1τc (tk+1 − tk)
)
xk + wk . (2.33)
Eine Besonderheit des Gauß-Markov-Prozesses ist dessen Eigenschaft, eine begrenzte Unsi-
cherheit darstellen zu können. Daher eignet er sich für die Modellierung des Bias oder der
Skalenfaktorfehler (Shin, 2005).
In Abb. 2.7 sind die AKF und Spektraldichte der verschiedenen Prozesse dargestellt. Für den
Random-Walk-Prozess findet sich keine Abbildung, da es sich nicht um einen stationären Zu-















(c) Gauß-Markov 1. Ordnung
Abbildung 2.7: Darstellung der Autokorrelationsfunktion K(τ) und Spektraldichte S(ω) verschiedener
stochastischer Prozesse (nach Maybeck (1979))
Rauschen der Sensoren
Die von den Inertialsensoren gemessenen Größen unterscheiden sich nicht nur aufgrund der
systematischen Fehler von den Eingangsgrößen, sondern weisen auch ein Rauschen auf. Dieses
Rauschen verursacht Unsicherheiten in der Navigationslösung und Änderungen der systemati-
schen Fehler. Für eine Integration der Navigationslösung mit anderen Beobachtungen ist eine
Beschreibung dieser Unsicherheiten für eine optimale Gewichtung essentiell. In diesem Abschnitt
sollen daher Parameter des Rauschens bestimmt werden, welche für eine Modellierung in Form
stochastischer Prozesse verwendet werden können. Dazu sollen aufgenommene Messwerte der
Sensoren analysiert werden.
Eine Analyse kann z. B. im Zeitbereich über die AKF oder im Spektralbereich über die Spektral-
dichte erfolgen. Bei der Analyse über die AKF besteht das Problem, dass diese stark von unkor-
reliertem Rauschen dominiert wird und dass für eine hohe Genauigkeit sehr lange Zeitreihen
benötigt werden. In Quinchia u. a. (2013) und Hou (2004) wird daher zunächst eine Rauschunter-
drückung per Wavelets durchgefüht. Für die Analyse über die Spektraldichte ist eine Mittelung
von Frequenzen nötig, da sich im Bereich hoher Frequenzen viele Punkte bündeln. Des Weiteren
ist die Ableitung von Parametern des Rauschens aus dem Plot der Spektraldichte kompliziert
(Hou, 2004).
Ein weiterer Analyse-Ansatz im Zeitbereich ist die Allan-Varianz. Ursprünglich für Uhren und
Oszillatoren entwickelt, hat sich diese Methode auch für die Analyse des Rauschens von hoch-
wertigen Faserkreisel-Drehratensensoren etabliert (IEEE-SA Standards Board, 2008). In Aggarwal
u. a. (2008) und Barrett (2014) wurde das Verfahren auch für Low-Cost MEMS-IMUs angewendet.
Nach Yuksel u. a. (2010) besteht dabei allerdings das Problem, dass Low-Cost MEMS-IMUs sehr
stark auf Umwelteinflüsse wie z. B. Temperaturänderungen reagieren. Dies wirkt sich auch auf
die Ergebnisse der Analyse mittels Allan-Varianz aus. Gerade im Bereich großer Mittelungszeiten
weist die Allan-Varianz große Unsicherheiten aufgrund der endlichen Menge an Messwerten auf.
Zusätzlich verändern sich über längere Zeiträume allerdings auch verschiedene Umwelteinflüsse,
was die Ableitung konsistenter Ergebnisse erschwert.
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Mit der Allan-Varianz wird die Varianz in Abhängigkeit der Mittelungszeit τ dargestellt. Eine
Zeitreihe mit N Messwerten mit einem zeitlichen Abstand von t0 kann in Zeitbereiche der Länge
τ = nt0 eingeteilt werden. Ein Mittel der (Frequenz-)Messwerte (hier Beschleunigungen bzw.












mit tk+1 = tk + τ. Die Varianz der Differenzen aus benachbarten Mitteln stellt die Allan-Varianz











Die Allan-Varianz σ2(τ) wird auch als AVAR und die Standardabweichung σ(τ) =
√
σ2(τ) als
ADEV bezeichnet. Ausgedrückt über die Winkel bzw. Geschwindigkeiten θ, welche über eine
stückweise Integration aus den Messdaten gewonnen werden können (θ =
∫ t Ω(t′)dt′), ergibt
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)2 . (2.36)












)2 d f . (2.37)
Damit lassen sich verschiedene Arten des Rauschens und deren Größen aus dem Plot der Allan-
Varianz ableiten. In IEEE-SA Standards Board (2008) wird dies ausführlich behandelt. Ausgehend
davon sollen im Folgenden kurz einige relevante und für die untersuchten IMUs bestimmbare
Arten des Rauschens und deren Erscheinung im Plot der Allan-Varianz vorgestellt werden:
• Weißes Rauschen (Angle/Velocity Random Walk):
Das weiße Rauschen bewirkt bei der Integration der Messwerte zu Winkeln bzw. Geschwin-
digkeiten einen Random Walk in diesen Größen. Die Spektraldichte des weißen Rauschens ist
dabei konstant (vgl. Abb. 2.7(a)):
SΩ = N2 . (2.38)
N wird auch einfach als Angle Random Walk (ARW) bzw. Velocity Random Walk (VRW) bezeichnet.
Nach Einsetzen in Gleichung (2.37) und Umstellen ergibt sich, dass der ARW/VRW in einem
AVAR-Plot (mit logarithmischer Achseneinteilung) an einer Steigung von − 12 zu erkennen ist,
und der Wert N direkt an dem Schnittpunkt dieser Neigung mit τ = 1 abgelesen werden kann.
• 1/ f -Rauschen (Bias Instability):
Das 1/ f -Rauschen wird im Bezug auf Inertialsensoren auch als Bias Instability beschrieben, da











f f ≤ f0
0 f > f0
. (2.39)
Über Gleichung (2.37) ergibt sich, dass sich die Bias Instability in der logarithmischen AVAR-
Darstellung durch eine flache Kurve zeigt. Der Koeffizient der Bias Instability B lässt sich
durch den Wert der Allan-Varianz an dieser flachen Stelle multipliziert mit dem Faktor ∼ 1,5
bestimmen.
Oft wird der Bias als Gauß-Markov-Prozess erster Ordnung modelliert. Dies wird deutlich,
wenn man die Ähnlichkeit zwischen Abb. 2.8(d) und Abb. 2.8(e) (AVAR-Darstellung von
Rauschen mit exponentiell abnehmender AKF) sieht.
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• 1/ f 2-Rauschen (Rate Random Walk):
Das 1/ f 2-Rauschen wird im Bezug auf Inertialsensoren als Rate Random Walk bezeichnet. Die








In der logarithmischen ADEV-Darstellung ist es durch die Steigung von + 12 zu erkennen und
der Wert von k lässt sich an der Stelle τ = 3 ablesen.
• Rate Ramp:
Nach IEEE-SA Standards Board (2008) ist der Effekt des Rate Ramp weniger ein Rauschen als







zeigt sich der Rate Ramp in der logarithmischen ADEV-Darstellung bei einer Steigung von +1
und R lässt sich an der Stelle τ =
√
2 bestimmen.
In Abb. 2.8 finden sich aus IEEE-SA Standards Board (2008) übernommene Darstellungen der
verschiedenen Arten des Rauschens in einem logarithmischen ADEV-Plot.





























(d) Bias Instability (e) Exponentiell korreliertes Rauschen
Abbildung 2.8: Verschiedener Arten des Rauschens in der logarithmischen Darstellung der Allan-Varianz
(IEEE-SA Standards Board, 2008)
2.2.3 Untersuchte IMUs
Für diese Arbeit wurden vier verschiedene IMUs untersucht, welche im Folgenden kurz vorgestellt
werden. Für jede IMU wird ein dreistelliges Kürzel eingeführt, welches im weiteren Verlauf
verwendet wird.
• ads: ADIS16375 (Analog Devices, 2019)
Bei der ads-IMU handelt es sich mit einem Preis von ca. 1000 € um die teuerste der vier
untersuchten IMUs. Fehler in den Messungen der einzelnen Inertialsensoren, welche z. B. durch
Umwelteinflüsse wie Temperaturänderungen auftreten, werden von der IMU kompensiert.
Anwendungen sind nach Datenblatt z. B. Plattformstabilisierung oder Navigation von Industrie-
fahrzeugen. Bei der untersuchten IMU handelt es sich um ein integriertes System des Instituts
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für Flugführung (IFF) der Technischen Universität Braunschweig. Dabei wurde neben der
ADIS16375 ein GNSS-Empfänger integriert. Über eine Phasenregelschleife wird für eine genaue
Zeitstempelung der IMU-Daten ein Puls pro Sekunde (PPS) des GNSS-Empfängers verwendet.
Die Datenübertragung geschieht in einem IFF-spezifischen Format. Die Daten wurden mit
einer Datenrate von 800 Hz ausgelesen.
• mpu: MPU-9255 (InvenSense, 2014)
Die mpu-IMU ist mit einem Preis von ca. 5 € die günstigste der vier untersuchten IMUs.
Anwendungen nach Datenblatt sind tragbare Sensoren für Gesundheits-, Fitness- und Sportan-
wendungen. Es finden keine internen Kompensationen bzgl. Einflüssen wie der Temperatur
statt. Es wurden Rohdaten mit einer Datenrate von 200 Hz ausgelesen.
• mki: STEVAL-MKI121V1, discovery kit (STMicroelectronics, 2013)
Das discovery kit der mki-IMU enthält das iNEMO-M1 board, welches neben einem ARM-
Prozessor das LSM303DLC-Modul als Beschleunigungsmesser und Magnetometer sowie das
L3GD20-Modul als Drehratensensor enhält. Es wurden Rohdaten mit einer Datenrate von
400 Hz ausgelesen.
• dmu: DMU10-Evaluation-Kit (Silicon Sensing, 2016)
Das Evaluation-Kit der dmu-IMU beinhaltet das DMU10-21-0100-Modul, welches über eine
Temperatur-Kalibrierung verfügt. Das Modul enthält drei einzelne Kombi-Sensoren für die drei
Achsen, welche jeweils aus einem zweiachsigen Beschleunigungsmesser und einem einachsigen
Drehratensensor bestehen. Es wurden Rohdaten mit einer Datenrate von 200 Hz ausgelesen.
• Referenz-IMU: rqh: iMAR RQH-1003
Als Referenz für die Prozessierung der vier MEMS-IMUs in Kapitel 4 wurden Daten verwendet,
welche auf Messungen der rqh-IMU beruhen. Bei den Inertialsensoren der rqh-IMU handelt es
sich nicht um MEMS-Sensoren, sondern um einen Schwingquarz bei den Beschleunigungsmes-
sern und einen Ringlaser bei den Drehratensensoren (Becker, 2016; Honeywell International,
2005a; Honeywell Aerospace, 2016).
Datenaufzeichnung und Zeitstempelung
Für die Datenaufzeichnung und Zeitstempelung wurde ein Raspberry Pi-Einplatinencomputer
mit einem Linuxbetriebssystem verwendet. Dies stellt einen Kompromiss zwischen einem voll-
wertigen Computer und Microcontroller dar. Vorteile gegenüber einem vollwertigen Computer
sind geringere Kosten, geringerer Stromverbrauch, geringerer Platzbedarf und frei zugängliche
Allzweckeingabe/-ausgabe (general purpose input/output, GPIO) Pins, welche u. a. direkt als
Schnitstelle zur Datenkommunikation verwendet werden können. Nachteil gegenüber einem
Mikrocontroller ist das verwendete Betriebsystem, da es sich nicht um ein Echtzeitsystem handelt.
Dadurch ist eine korrekte Zeitstempelung nicht gesichert, weil es zu verschiedenen Verzöge-
rungen kommen kann. Allerdings fällt die Programmierung und auch Fehlersuche unter dem
Betriebssystem leichter aus.
Der Raspberry Pi alleine eignet sich noch nicht zur Zeitstempelung der Daten. Da er keine Echtzeit-
uhr enthält, muss zum einen nach jedem Start die absolute Zeit (welche für die Synchronisation
der Daten mit anderen Messsystemen, wie z. B. GNSS, wichtig ist) gesetzt werden. Zum anderen
wird die Zeit per Software weitergeführt, was zu einer Drift führen kann.
Daher wurde der Network Time Protocol (NTP) Service des Raspberry Pis so konfiguriert, dass als
Quelle die absolute GPS-Zeit aus NMEA-Nachrichten und die Synchronisation aus PPS-Signalen
eines GNSS-Empfängers verwendet wurden.
Für die ads-IMU ist die Information der vollen GPS-Sekunde ausreichend, da durch das System
des IFF schon in der IMU eine Synchronisation mit dem PPS-Signal stattfindet. Die Subsekunden-
Zeitstempelung lässt sich durch die mitgesendeten Phaseninformationen berechnen.
Für die anderen drei IMUs wurden die vom Hersteller spezifizierten Kommunikationsprotokolle
umgesetzt. Bei der mpu gestaltete sich dies am einfachsten, da nur einzelne Register ausgelesen
werden müssen. Bei dmu und mki werden komplette vom Hersteller definierte Nachrichten gesen-
det. Dies erschwert eine genaue Zeitstempelung aus mehreren Gründen: Zum einen benötigt die
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Nachricht eine gewisse Zeit um gesendet zu werden, welche auch leicht variiert. Zum anderen
muss beim Empfang der Nachricht der genaue Zeitpunkt klar sein, auf welchen sich die Daten
innerhalb der Nachricht beziehen. Um unnötige Rechenlast und -zeit zu sparen, wurden alle
empfangenen IMU-Daten unverändert in eine Binärdatei geschrieben, aus welcher die Messungen
erst im Postprocessing extrahiert wurden.
Einordnung der IMUs
Anhand der vorgestellten Fehler lassen sich die untersuchten IMUs in Güteklassen nach Groves
(2013) und Wendel (2011) einordnen (Tabelle 2.2). Es ist ein deutlicher Unterschied über mehrere
Größenordnungen zu erkennen. Dieser spiegelt sich allerdings auch in den Preisklassen der IMUs
wieder. IMUs der besten Güteklassen kommen meist bei militärischen Anwendungen zum Einsatz
und unterliegen, falls erwerbbar, auch Regelungen bzgl. Rüstungsexporten (Honeywell Interna-
tional, 2005b). Bei den vier in dieser Arbeit untersuchten IMUs handelt es sich um Sensoren einer
geringen Güteklasse, welche allerdings preislich auch weit unter den besseren Güteklassen liegen.
Für eine verwertbare Navigationslösung ist mit bei den untersuchten Sensoren auf jedenfall eine
Stützung der Lösung mittels Beobachtungen eines weiteren Messsytstems nötig.
Die Einordnung der rqh zeigt, dass diese um mehrere Größenordnungen besser als die vier un-
tersuchten IMUs ist. Die Navigationslösung auf Grundlage der rqh-Daten kann also als Referenz
für eine Beurteilung der Navigationslösung auf Grundlage der vier Low-Cost IMUs verwendet
werden.
Für eine genauere Einordnung der vier untersuchten IMUs untereinander und für Ausgangs-
werte der INS/GNSS Integration werden im Folgenden Ergebnisse einer Kalibrierung nach
Feldverfahren und einer Analyse mittels Allan-Varianz vorgestellt.
Tabelle 2.2: Verschiedene IMU Güteklassen und Einordnung der in dieser Arbeit verwendeten IMUs
(a) Einordnung nach Bias (Groves, 2013)
IMU-Grad
Bias






















← dmu, ads, mpu, mki
Kalibrierung mittels Feldverfahren
In Döhne (2016) wurde das bereits erwähnte Verfahren der Kalibrierung nach Shin und El-Sheimy
(2002) auf drei der hier untersuchten IMUs (mpu, mki und dmu) angewendet. Als bekanntes
Signal der Beschleunigungsmesser wurde die mittels Gravimeter gemessene Schwere verwendet.
Für die Drehratensensoren wurde ein Signal mittels Schrittmotor erzeugt, da das Signal-Rausch-
Verhältnis der untersuchten Geräte zu klein für eine Verwendung des Signals der Erdrotation
ist. Zur Überprüfung einer Temperaturabhängigkeit wurden Messungen in einem Kühlhaus
durchgeführt.
Für alle drei IMUs konnten signifikante Kalibrierwerte mit mehreren Kalibrierungen über mehrere
Tage hinweg ermittelt werden. Eine Temperaturabhängigkeit konnte gezeigt, aber aufgrund von
nur zwei signifikant verschiedenen Temperaturen nicht genau modelliert werden. Die Verwen-
dung des Schrittmotors für das Signal der Drehratensensoren stellte sich als nicht optimal heraus,
da keine konstante Drehrate erzeugt werden konnte. Die größten Fehler wies die mki auf, gefolgt
von der mpu und der dmu. Die größten Temperaturabhängigkeiten wurden für die Z-Achse der
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Tabelle 2.5: Kalibrierwerte der Beschleunigungsmesser mittels Feldverfahren am 13.06.2017. Verwendung
von 17 Lagen mit einer Datenaufzeichnung über jeweils 3 min bei Raumtemperatur. Angabe in
körperfesten Achsen der IMU-Box.
Bias [mm s−2] Skalenfaktorfehler [‰] Nicht-Orthogonalität [°]
ads
X 2,1 ± 3,1 20,15 ± 0,41 θyz 0,0146± 0,0082
Y 176,25± 0,57 20,878± 0,067 θzx −0,0051± 0,0059
Z −42,24± 0,56 20,875± 0,064 θzy 0,0188± 0,0080
Datenblatt ± 160 — ± 0,035
dmu
X 24 ± 14 −1,5 ± 1,9 θyz 0,037 ± 0,037
Y 12,7 ± 2,6 −0,12 ± 0,30 θzx 0,057 ± 0,027
Z 18,7 ± 2,5 −0,49 ± 0,29 θzy 0,015 ± 0,037
Datenblatt ± 25 ± 1,0 —
mki
X −260 ± 140 23 ± 18 θyz −0,15 ± 0,35
Y 43 ± 24 39,0 ± 2,8 θzx 0,13 ± 0,26
Z −347 ± 27 42,0 ± 3,1 θzy 0,96 ± 0,37
Datenblatt ± 600 — —
mpu
X 81 ± 16 8,5 ± 2,2 θyz −0,025 ± 0,036
Y −88,9 ± 2,6 0,92 ± 0,29 θzx 0,092 ± 0,029
Z −212,2 ± 3,0 5,23 ± 0,33 θzy 0,392 ± 0,042
Datenblatt ± 600 –800 — —
mki und mpu festgestellt, was vermutlich an der unterschiedlichen Bauweise der MEMS-Sensoren
für Messungen außerhalb der Ebene liegt.
Nach der Datenaufnahme im Rahmen der GraviRied-Mission Abschnitt 4.1 wurde eine erneute
Kalibrierung der IMUs, eingebaut in eine gemeinsame Box und mittels Datenaufzeichnung nach
Abschnitt 2.2.3, unter Verwendung von 17 verschiedenen Lagen vorgenommen. In Tabelle 2.5
sind die Ergebnisse der Kalibrierung aufgeführt. Im Vergleich zu Döhne (2016) haben sich die
Kalibrierwerte leicht geändert, liegen allerdings noch in den gleichen Größenordnungen und
innerhalb der im Datenblatt spezifizierten Grenzen. Bei der mpu fällt auf, dass die ermittelten
Größen sehr viel kleiner als die im Datenblatt angegebenen sind.
Die Kalibrierwerte der ads konnten mit einer geringeren Standardabweichung als die der anderen
drei IMUs bestimmt werden. Bei der Betrachtung der Skalenfaktorfehler der ads fällt auf, dass
die Werte aller drei Achsen sehr ähnlich ausfallen.
Rauschen der vier untersuchten IMUs
Für eine Analyse des Rauschens der vier IMUs findet hier die vorgestellte einfache Untersuchung
mittels Allan-Varianz Anwendung. Dies geschieht trotz der genannten Nachteile (Unsicherheit im
Bereich langer Mittelungszeiten, Umwelteinflüsse), da die bestimmten Werte hier bloß zum Ver-
gleich der untersuchten IMUs untereinander und mit den Werten der Datenblätter dienen sollen.
In der Anwendung der INS/GNSS Integration dienen die Werte auch nur als Ausgangspunkt und
werden im Schritt des Filter-Tunings Abschnitt 3.2.5 angepasst. Als Datengrundlage wurden dazu
im statischen Zustand über ca. 16 h Messdaten aufgenommen. Zusätzlich zu den Daten der Inerti-
alsensoren wurden auch Messungen der Temperatursensoren der einzelnen IMUs gespeichert.
Da sich die Temperaturwerte gerade zu Beginn der Datenaufnahme noch verändern, wurden für
die Berechnung der Allan-Varianz Zeiträume von 5 h Länge ausgeschnitten, in welchen sich die
Temperaturen am wenigstens verändern (Abb. 2.9). Eine Übersicht aller ADEV-Diagramme für
Beschleunigungsmesser und Drehraten aller vier IMUs findet sich im Anhang (Abb. A.1 und A.2).
Anhand von Abb. 2.10 soll hier die Ableitung von Parametern des Rauschens erläutert werden.
In den kurzen Mittelungszeiten dominiert das weiße Rauschen, welches durch die Steigung der
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Abbildung 2.9: Temperaturverlauf der einzelnen IMUs während der Datenaufzeichnung (a) und für Berech-
nung der Allan-Varianz ausgewählter Bereich (b)
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Abbildung 2.10: AVAR-Diagramm der Y-Achse des Beschleunigungsmessers der ads
Kurve von − 12 zu erkennen ist. Setzt man eine Gerade mit dieser Steigung in die Kurve ein, lässt
sich bei τ = 3600 s = 1 h ein Wert des VRW von 0,03 m/s/
√
h ablesen.
Für größere Mittelungszeiten im Bereich von 10 s–20 s tritt das 1/ f -Rauschen hervor, was durch
die Stelle der Kurve mit Steigung 0 zu erkennen ist. Der zugehörige Bias Instability-Wert lässt
sich durch eine Multiplikation des Wertes der Kurve an dieser Stelle mit ∼ 1.5 zu 0,5 mm s−2
berechnen.
Die abgebildete Achse ist auch die einzige aller vier IMUs, für welche ein Rate Random Walk
zu erkennen ist. Dieser zeigt sich durch das 1/ f 2-Rauschen mit einer Steigung von + 12 . Der
Wert des Rate Random Walks lässt sich über die Fortsetzung einer eingepassten Geraden bis
τ = 10 800 s = 3 h zu 4× 10−3 m/s2/
√
h bestimmen.
Der hintere Bereich der Kurve ab 1× 103 s schwankt zwischen verschiedenen Steigungen, was
auch in den Diagrammen im Anhang zu sehen ist. Dies liegt daran, dass die Kurve nur aus
einer begrenzten Anzahl von Messwerten berechnet wurde, und somit die berechneten Werte im
hinteren Bereich eine große Unsicherheit aufweisen.
Die bestimmten Werte aller IMUs finden sich in Tabelle 2.6. Man sieht, dass die Werte der
vier IMUs ungefähr im gleichen Bereich liegen und sich nicht um mehrere Größenordnungen
unterscheiden. Auch die in den Datenblättern spezifizierten Werte werden eingehalten. Bei der
mpu passen die Werte des Datenblatts nicht so gut zu den bestimmten Werten. Hier wurden
die Werte des VRW und ARW allerdings nur aus den im Datenblatt gegebenen Total RMS Noise
Angaben, welche u. a. von der Filterbandbreite der in der IMU verwendeten Filter abhängen,
abgeleitet. Zusätzlich zu der Bias Instability sind in der Tabelle auch die zugehörigen Korrelations-
zeiten τc angegeben, da diese später für eine Modellierung des Bias als stochastischen Prozess
benötigt werden. Es ist zu sehen, dass die Beschleunigungsmesser der ads besonders kurze
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Tabelle 2.6: Aus Allan-Varianz abgeleitete Größen des Rauschens für alle vier IMUs
Beschleunigungsmesser Drehratensensoren
VRW BI τc ARW BI τc RR
[mm/s/
√
h] [mm/s2] [s] [°/
√
h] [°/h] [s] [(°/s)/h]
ads
X 32 0,6 3 1,0 14 340 —
Y 33 0,5 9 a 0,9 16 120 —
Z 31 1,8 25 1,0 14 340 —
Datenblatt: 76 1,3 — 1,0 12 — —
dmu
X 41 0,3 200 0,4 7 350 —
Y 41 0,4 170 0,4 8 200 —
Z 40 0,4 170 0,4 6 200 —
Datenblatt: < 50 <0,5 — <0,4 <15 — —
mki
X 131 0,7 90 1,3 18 110 0,031
Y 112 0,5 70 0,8 11 120 0,017
Z 193 0,9 40 b 1,3 45 40 0,042
Datenblatt: — — — — — — —
mpu
X 127 1,1 40 0,6 11 210 —
Y 89 1,0 50 0,6 15 40 —
Z 144 1,3 20 0,8 13 400 —
Datenblatt: <340c — — 0,4c — — —
VRW: Velocity Random Walk, ARW: Angle Random Walk, BI: Bias Instability, RR: Rate Ramp
a Rate Random Walk: 4 mm/s2/
√
h , b Rate Ramp: 13 (mm/s2)/h
c Aus Total RMS Noise Angabe abgeleitet
Korrelationszeiten aufweisen. Die mki unterscheidet sich von den anderen IMUs dadurch, dass
sie als einzige IMU einen Rate Ramp aufweist. Dieser scheint auch direkt vom Sensor zu stammen,
da zumindest die Temperatur als Umwelteinfluss über die Zeit der Datenaufnahme konstant war
(Abb. 2.9) und auch bei der ads und dmu, für welche sich der Zeitraum der Datenaufnahme zum
größten Teil überschneidet, kein Rate Ramp zu erkennen ist.
Anmerkung zu Angaben in Datenblättern
In den Datenblättern finden sich zum Teil verschiedene Angaben, die das weiße Rauschen der
IMU beschreiben. So finden sich z. B. im Datenblatt der ads bzgl. der Drehratensensoren die
Angaben Rate Noise Density, Ouput Noise und Angular Random Walk. Sowohl Rate Noise Density





h]) Die Angabe der Rate Noise Density erscheint als Angabe der Spektraldichte intuitiver.
Allerdings lässt sich mittels der ARW-Angabe schnell die Standardabweichung eines Winkels
bestimmen, welche durch das weiße Rauschen des Drehratensensors in einer gewissen Zeit
hervorgerufen wird, indem man die ARW-Angabe einfach mit der Wurzel der Zeit multipliziert
(siehe Gleichung (2.31)). Zusätzlich bezieht sich die Rate Noise Density auf den analogen Drehra-
tensensor. Bei den gemessenen Werten handelt es sich aber um abgetastete, digitale Werte. Der
Output Noise-Wert gibt das Rauschen dieser abgetasteten Werte an. Das Output Noise hängt von
der Art der Abtastung ab, weshalb in einigen Datenblättern eine zugehörige Filterbandbreite mit
angegeben ist. Der ARW-Wert ergibt sich schließlich über eine Multiplikation des Output Noise
mit der Wurzel der Abtastzeit.
2.3 Navigationsalgorithmus
In Abb. 2.1 wurde der Schritt des INS, in welchem aus den Messgrößen der IMU (und Anfangs-
werten) die Navigationslösung in Form von Position, Geschwindigkeit und Lage berechnet wird,
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mit dem Kasten des „Navigationsalgorithmus“ beschrieben. Die Umsetzung dieses Navigations-
algorithmus beruht auf der Betrachtung der Kinematik des körperfesten Systems. Unter anderem
weil die IMU nur diskrete Messwerte liefert, werden dabei einige Näherungen angenommen.
Dieser Abschnitt soll keine komplette Herleitung des Navigationsalgorithmus liefern, sondern
vielmehr eine Übersicht der Gleichungen, Zusammenhänge, gewählten Näherungen und der
verwendeten Notation liefern. Für eine detailliertere Betrachtung sei auf Groves (2013) und
Wendel (2011) verwiesen. Dort finden sich ausführliche Herleitungen für die Betrachtung ver-
schiedener Koordinatensysteme und auch unter Verwendung alternativer Rotationsdarstellungen
(Quaternionen).
2.3.1 Inertialnavigation im Navigationssystem
Die Navigationslösung soll bezogen auf das erdfeste Koordinatensystem e in den Koordinatenach-





vneb und Lage C
n
b ). Für die Gleichungen des Navigationsalgorithmus bedeutet dies, dass zusätzlich
beachtet werden muss, dass es sich bei dem erdfesten System um ein gegenüber dem Inertialsys-
tem rotierendes System handelt und dass das lokale Navigationssystem von der Position abhängig
ist. Anhand des Schemas in Abb. 2.11 sollen nachfolgend die einzelnen Schritte von den Messgrö-
ßen ausgehend zur Navigationslösung hin vorgestellt werden. Da die Inertialnavigationslösung
später mit direkten GNSS-Positions- und Geschwindigkeitsmessungen gestützt wird, sollen für
das Geschwindigkeits- und Positionsupdate nur Näherungen verwendet werden. Da später
allerdings keine direkten Messungen der Lage als Stützung zur Verfügung stehen, wird für das
Lage-Update eine präzise Lösung vorgestellt. Für die Koordinatentransformation der spezifischen
Kraft wird eine Lösung unter Verwendung einer mittleren Lage vorgestellt, damit der Naviga-









































Abbildung 2.11: Schematische Darstellung des Navigationsalgorithmus nach Groves (2013)
Lage-Update
Zunächst sollen zwei Größen eingeführt werden, welche im weiteren Verlauf verwendet werden:
• Der Lagewinkelzuwachs αbib:
Unter der Annahme von kleinen Zeitintervallen τi zwischen den Drehratenmessungen und
23
Kapitel 2. Inertialnavigation
einer konstanten Drehrate ωbib über dieses Intervall ergibt sich der Zuwachs der Lagewinkel
über:
αbib ≈ ωbibτi . (2.42)
• Die schiefsymmetrische Matrix Ωγαβ:
Ω
γ



























Eine Änderung der Lage ergibt sich mit der zeitlichen Ableitung unter Verwendung von Glei-
chungen (2.5) und (2.10):
Ċnb (t) = lim
δt→0
(






















Die von den Drehratensensoren gemessene inertiale Drehrate enthält zusätzlich zur Drehung des
körperfesten Systems gegenüber dem Navigationssystem die Erdrotation und die Transportrate,
welche die Drehung des Navigationssystems gegenüber dem erdfesten System beschreibt.
Die Erdrotation ergibt sich in Abhängigkeit der Breite:
ωnie = ωie
[
cos φb 0 − sin φb
]⊺
. (2.45)













−vn,Neb /(RN + hb)
−vn,Eeb tan φb/(RE + hb)
⎤
⎥⎦ . (2.46)
Durch Integration von Gleichung (2.44) erhält man:























Drückt man das Matrixexponential in einer Reihenentwicklung aus (eA = ∑∞k=0
Ak
k! ) und bricht
nach dem ersten Term ab, ergibt sich:








Cnb (−)τi . (2.48)
Die Terme der Erdrotation und der Transportrate sind sehr klein, weshalb diese Näherung
und die Nutzung der Werte aus der vorherigen Navigationslösung beibehalten werden soll.
Für die gemessenen Drehraten kann eine präzise Lösung unter Verwendung der Rodrigues-
Formel genutzt werden (Groves, 2013). Die Rodrigues-Formel drückt das Matrixexponential einer
schiefsymmetrischen Matrix aus:
























Was zu der präziseren Version von Gleichung (2.48) führt:




Cnb (−)τi . (2.51)
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Koordinatentransformation der spezifischen Kraft
t− τi t t + τi t + 2τi
tatsächlicher
Verlauf von f f -Messwert für



































Abbildung 2.12: Darstellung der diskreten Messung der spezifischen Kraft
Um aus der spezifischen Kraft Geschwindigkeiten im Navigationssystem zu erhalten, ist es
nötig, die im körperfesten System gemessene spezifische Kraft in das Navigationssystem zu
transformieren. Die von der IMU ausgegebene spezifische Kraft für das Intervall von Zeitpunkt
t bis Zeitpunkt t + τ beschreibt dabei die mittlere spezifische Kraft über dieses Intervall. Für
die Transformation wird daher die mittlere Koordinatentransformationsmatrix Cnb benötigt. In
Abb. 2.12 ist die diskrete Messung der mittleren spezifischen Kraft über ein Messintervall und
die dazugehörige Änderung der Lage dargestellt. In erster Näherung ergibt sich Cnb aus dem
einfachen Mittel der alten und neuen Koordinatentransformationsmatrix:
Cnb ≈ 12
(
Cnb (−) + Cnb (+)
)
. (2.52)
Allerdings kann man mit diesem Mittel der beiden Koordinatentransformationsmatrizen die
mittlere Lage nicht präzise berechnen.























und daraus über die Rodrigues-Formel:


















Da die Erdrotation und Transportrate nur sehr klein sind, wird für diese Terme das einfache
Mittel beibehalten:







Die Koordinatentransformation der spezifischen Kraft vom körperfesten System in das Navigati-
onssystem ergibt sich somit zu:






Bei der Angabe der Beschleunigung im Navigationssystem ist zu beachten, dass die zeitliche
Ableitung der Geschwindigkeit nicht direkt der Beschleunigung entspricht, da das Navigati-
onssystem gegenüber dem Inertialsystem, welches als Referenzsystem dient, rotiert. Es treten
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Coriolisbeschl. durch Transport- und Erddrehrate
. (2.57)
Um zu der Beschleunigung anib zu gelangen, muss die von den Beschleunigungsmessern gemesse-
ne und transformierte spezifische Kraft f nib um die Gravitationsbeschleunigung korrigiert werden.
Diese ist zusammen mit der Zentrifugalbeschleunigung in der in Abschnitt 2.1.2 beschriebenen
Normalschwere (Gleichung (2.20)) enthalten. Damit lässt sich Gleichung (2.57) unter Verwendung




















0 0 γ(φb, h)
]⊺
. (2.59)
Die Nordkomponente, welche aufgrund der Nicht-Parallelität der Äquipotentialflächen bei Höhen
h > 0 m auftritt, wurde hier vernachlässigt, da nur kleine Höhen betrachtet werden.
Integriert ergibt sich die Geschwindigkeitslösung zu:
vneb(+) ≈ vneb(−) +
(









Als Näherung wurden hier die Normalschwere und Coriolisbeschleunigung auf Grundlage der
alten Navigationslösung berechnet, da sich die Schwere nur sehr wenig mit kleinen Positionsän-
derungen ändert und die Transport- und Erddrehrate nur sehr klein ist.
Positions-Update
Unter Verwendung von Gleichung (2.14) und den Annahmen, dass sich die Geschwindigkeit von
t nach t + τi linear ändert und dass sich die Krümmungsradien RE und RN nur sehr wenig mit










































Da von der IMU nur zeitliche Ableitungen gemessen werden und die Navigationslösung damit
immer auf einer alten Lösung aufbaut, wird zum Start der Navigation eine Initialisierungslösung
benötigt.
Die Initialwerte für Position und Geschwindigkeit sollen hier aus einer GNSS-Lösung stam-
men. Da sich die GNSS-Lösung allerdings auf das Antennenphasenzentrum der GNSS-Antenne
bezieht, ist eine Kenntnis des Hebelarms zwischen IMU und Antennenphasenzentrum nötig.
Da der Hebelarm lbba meist in Koordinaten des körperfesten Systems vorliegt, muss für eine
Transformation auch die Lage Cnb bekannt sein. Bei der Transformation der Geschwindigkeit
vom Antennenphasenzentrum in den IMU-Ursprung muss zusätzlich die aktuelle Drehrate
bekannt sein. Daher ist es sinnvoll, die Navigation in einer Ruhephase zu starten, für welche eine
Geschwindigkeit von vneb = 0 angenommen werden kann.
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Von der Lage lassen sich die beiden Neigungswinkel θnb und ϕnb über Messungen der Beschleu-
nigungsmesser bestimmen. Im Ruhezustand wird von den Beschleunigungsmessern lediglich die
Reaktion auf die Schwerebeschleunigung erfasst. Nach der Definition des Navigationssystems
und Annahme von Gleichung (2.59) bestimmt deren Richtung die z-Achse des n-Systems:












cos θnb sin ϕnb






















⎟⎠ , . (2.64)
Der Yaw-Winkel kann über Messungen der Drehratensensoren bestimmt werden, da die Erdrotati-
on als erfasstes Signal eine bekannte Ausrichtung hat und die Ausrichtung der z-Achse bereits mit
den Messungen der Beschleunigungsmesser bestimmt wurde. Die Erdrotation ist allerdings nur
ein sehr kleines Signal, welches leicht von weiteren natürlichen Einflüssen (z. B. Wind) überlagert
wird. Daher ist eine lange Ruhephase, in welcher sich störende Einflüsse herausmitteln, nötig. Für
die in dieser Arbeit betrachteten Sensoren besteht das Problem, dass das Signal-Rausch-Verhältnis
zu klein ist, um die Erdrotation ausreichend zu erfassen. Daher soll hier der Yaw-Winkel über
die aus GNSS-Messungen gewonnene Trajektorie direkt zum Beginn der Bewegung gewonnen
werden. Dies geschieht unter den Annahmen, dass die x-Achse in Richtung der Vorwärtsbewe-
gung ausgerichtet ist. Für diese Annahme muss die IMU zum einen entsprechend eingebaut sein
und zum anderen darf keine seitliche Bewegung erfolgen. Für ein Flugzeug kann dies nur für die





Für die Schätzung einer Navigationslösung sollen die Beobachtungen der IMU mit den Beob-
achtungen aus GNSS integriert werden. Während die GNSS-Beobachtungen (Positionen und
Geschwindigkeiten) selber keine Messungen der Lagewinkel oder Sensorfehler der IMU liefern,
enthalten sie dennoch Informationen, welche eine Schätzung der gesuchten Parameter stützen.
Zusätzlich kann mit den absoluten GNSS-Beobachtungen ein Zuwachs an Fehlern und eine
Schätzung von Fehlern der Inertialsensoren erfolgen. Das dafür verwendete Kalman-Filter soll in
Abschnitt 3.1 allgemein vorgestellt werden, während in Abschnitt 3.2 konkret auf die Umsetzung
für die INS/GNSS-Integration eingegangen wird.
3.1 Grundlagen
In diesem Abschnitt soll nicht näher auf die Herleitung des Kalman-Filters eingegangen werden,
sondern vielmehr der Algorithmus mit den verwendeten Symbolen und Erweiterungen als
Ausgangspunkt für Abschnitt 3.2 vorgestellt werden. Für eine ausführliche Behandlung des
Kalman-Filters sei auf Grewal und Andrews (2008), Wendel (2011) und Groves (2013) verwiesen.
Grundlage ist ein Satz an Parametern, x, die geschätzt werden sollen. Der funktionale Zu-
sammenhang zu Messwerten zk zum Zeitpunkt tk ist über das Beobachtungsmodell gegeben:
zk = Hkxk + wm,k . (3.1)
Mit der Beobachtungsmatrix Hk und dem Messrauschen wm,k. Auch ohne Beobachtungen ist das
System, welches durch die zu schätzenden Parameter beschrieben wird, einer gewissen Dynamik
unterworfen. Dies wird über das Systemmodell beschrieben. Vom Zeitpunkt tk−1 zu tk ändert
sich der Zustandsvektor über:
xk = Φk−1xk−1 + Bk−1uk−1 + Γk−1ws,k−1 . (3.2)
Mit der Transitionsmatrix Φk−1, der Eingangsmatrix Bk−1 und dem Vektor der Eingangsgrößen
uk−1, sowie dem Systemrauschen ws,k−1 und der das Rauschen formenden Matrix Γk−1.
Mit Kenntnis des System- und Beobachtungsmodells und unter bestimmten Bedingungen liefert
das Kalman-Filter eine optimale Schätzung des Systemzustands zum Zeitpunkt tk. Bei den
Bedingungen handelt es sich um:
• Lineares System- und Beobachtungsmodell
• Weißes, normalverteiltes, mittelwertfreies System- und Messrauschen:
ws ∼ N (0, Q) und wm ∼ N (0, R)
3.1.1 Algorithmus des Kalman-Filters
Das Kalman-Filter ist weniger als Filter im klassischen Sinne zu verstehen, sondern eher als
ein Algorithmus (Groves, 2013). Dabei werden schrittweise rekursiv optimale Schätzungen des
Systemzustands und auch Genauigkeiten der Schätzungen berechnet.
Der Algorithmus lässt sich dabei grob in zwei Säulen aufteilen:
• Prädiktion:
Die Zustände werden mittels Systemmodell zu dem nächsten Schritt prädiziert, um Schätzun-
gen der Zustände und Kovarianzen zu erhalten. Diese a priori Schätzungen sollen im Folgenden
mit einem Superskript „−“ gekennzeichnet werden.
• Aufdatierung:
Beim Vorliegen neuer Beobachtungen werden die Schätzungen der Zustände und Kovarianzen
mit den Beobachtungen zu a posteriori Schätzungen aufdatiert. Diese sollen im Folgenden mit
einem Superskript „+“ gekennzeichnet werden.
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Für die Prädiktion von Schritt k− 1 zu k werden zuerst die entsprechende Transitionsmatrix Φk−1
und Kovarianzmatrix des Systemrauschens Qk−1 aufgestellt. Mit der Transitionsmatrix werden
die Zustände prädiziert:
x̂−k = Φk−1 x̂
+
k−1 . (3.3)






k−1 + Qk−1 . (3.4)
Unter Hinzunahme von Beobachtungen zk mit deren Kovarianzmatrix Rk kann eine Aufdatierung
erfolgen. Mit der Aufstellung der Beobachtungsmatrix Hk ergibt sich die Differenz zwischen
Beobachtungen und prädizierten Beobachtungen zu:
δz−k = zk − Hk x̂−k . (3.5)
Diese Größe wird auch als Innovation bezeichnet.
Eine optimale Aufdatierung der Zustände erfolgt über eine optimale Gewichtung der Innovation.






















wird auch als Kovarianzmatrix der Innovation bezeichnet. Damit





zk − Hk x̂−k
)
= x̂−k + Kkδz
−
k , (3.7)
P̂+k = (I − Kk Hk) P̂−k . (3.8)
Liegen für die Aufdatierung keine Beobachtungen vor, können die prädizierten Werte für den
nächsten Prädiktionsschritt übernommen werden. In Abbildung 3.1 sind die Schritte des Kalman-
Filter-Algorithmus in einem Schema dargestellt.


























zk − Hk x̂−k
)
= x̂−k + Kkδz
−
k



















Initialisierung: x̂+0 , P̂
+
0
Abbildung 3.1: Schematische Darstellung des Kalman-Filter-Algorithmus
3.1.2 Übergang vom kontinuierlichen zum diskreten Systemmodell
Der im vorhergehenden Abschnitt beschriebene Algorithmus des Kalman-Filters liegt in diskreter
Form vor. Für eine praktische Umsetzung in Form eines Computerprogramms ist diese Form auch
geeignet. Ein in der Realität vorliegendes System ist allerdings einer kontinuierlichen Dynamik
unterworfen. Diese Dynamik lässt sich durch lineare Differentialgleichungen erster Ordnung
ausdrücken:
ẋ(t) = F(t)x(t) + C(t)u(t) + G(t)ws(t) . (3.9)
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3.1 Grundlagen
Ohne Betrachtung des inhomogenen Teils C(t)u(t) und unter der Annahme, dass der Erwar-








x̂(t) = F(t)x̂(t) . (3.10)
Die für den Prädiktionsschritt benötigte Transitionsmatrix Φk−1 (Gleichung (3.3)) ergibt sich aus
der Lösung dieser Differentialgleichungen. Nimmt man für ein kleines Intervall t− τs nach t an,
dass die Systemmatrix F konstant ist, ergibt sich als Lösung:
x̂(t) ≈ e(F(t)τs) x̂(t− τs) . (3.11)
Mit diskreten Werten aus der kontinuierlichen Form (k ≡ tk, k − 1 ≡ tk − τs) ergibt sich die
Transitionsmatrix zu:
Φk−1 ≈ eFk−1τs . (3.12)

















s + . . . . (3.13)




















Mit der sogennanten „Impuls-Näherung“ (Vernachlässigung der Fortpflanzung des Rauschens
über diskretes Intervall und Annahme von weißem Rauschen) ergibt sich:
Qk−1 ≈ Q′k−1 = Gk−1Ss,k−1G⊺k−1τs . (3.16)
Mit der Diagonalmatrix Ss,k−1, welche Werte der spektralen Leistungsdichten von ws(t) enthält
(Groves, 2013).
3.1.3 Das Erweiterte Kalman-Filter (EKF)











+ wm(t) . (3.18)
Wird die Funktion f über das diskrete Intervall der Prädiktion als konstant angenommen, ergibt
sich die Prädiktion der Zustände (vgl. Gleichung (3.3)):
x̂−k = x̂
+
k−1 + f (x̂
+
k−1, uk−1, tk)τs . (3.19)
Um in dem EKF ein linearisiertes Systemmodell zu verwenden, ist es sinnvoll die Fehler der
Zustände zu beschreiben, da diese i. d. R. kleiner sind als die Zustände selber:
δẋ(t) = F(t)δx(t) + G(t)ws(t) . (3.20)









Die Innovation bei der Aufdatierung ergibt sich aus der Differenz der Beobachtungen und dem
Wert aus den geschätzten Zuständen. Diese Differenz entspricht dem Fehler der Zustände und
da diese i. d. R. klein sind, kann ein linearisiertes Beobachtungsmodell verwendet werden:
δz−k = h(xk, tk)− h(x̂−k , tk) + wm,k ≈ Hkδx−k + wm,k . (3.22)







3.1.4 Glättung der Kalman-Filter Lösung
Eine Schätzung des Kalman-Filters, x̂k, basiert auf allen Informationen, die bis zu dem Zeitpunkt
tk vorliegen. Für eine Post-Processing Lösung liegen für den Zeitpunkt tk allerdings auch Beob-
achtungen zukünftiger Zeitpunkte vor. Diese können für eine Glättung der Kalman-Filter Lösung
genutzt werden.
In Gelb (1974) sind verschiedene Arten dieser Glättung vorgestellt. Während für Anwendungen in
Echtzeit und nahe Echtzeit vor allem das fixed-point smoothing (Glättung der Lösung eines festen
Zeitpunkts t, während neue Beobachtungen hinzukommen) und das fixed-lag smoothing (Glättung
der Lösungen in einem Intervall nach der aktuellen Lösung, während neue Beobachtungen
hinzukommen) von Interesse sind, soll hier das fixed-interval smoothing für ein Intervall, welches
den Zeitraum aller Messungen umfasst, betrachtet werden.
Eine Möglichkeit diese Glättung umzusetzen, ist die forward-backward-Methode, welche neben
der normalen Kalman-Filter Lösung noch eine zweite, unabhängige Lösung verwendet, welche
zeitlich rückwärts über die Daten läuft. Für einen Zeitpunkt tk liegen also zwei Lösungen vor,
welche beide zusammen Informationen über den gesamten Zeitraum beinhalten. Eine optimal
geglättete Lösung wird über eine Gewichtung der beiden Lösungen erhalten.
Eine weitere Methode ist die Rauch-Tung-Striebel (RTS) Glättung. Anstatt einer kompletten,
zeitlich rückwärts laufenden Kalman-Filter Lösung kommt dabei ein Algorithmus zum Einsatz,
welcher nur rückwärts über die in der Vorwärtslösung gespeicherten prädizierten und aufda-
tierten Schätzungen der Zustände (x̂−k , x̂
+




k ) läuft. Nach Gelb (1974)

























mit k = N − 1, N − 2, . . . , 0 und den Startwerten x̂∼N = x̂+N und P̂∼N = P̂+N .
3.2 Anwendung: INS/GNSS Integration
Während im vorhergegangenen Kapitel die theoretischen Grundlagen des Erweiterten Kalman-
Filters vorgestellt wurden, soll in diesem Kapitel die konkrete Anwendung des EKF in ei-
ner INS/GNSS Integration erläutert werden. Zunächst wird die grundlegende Strategie der
Integration beschrieben, die darauf angepasst ist, dass die untersuchten IMUs aus dem Niedrig-
preissegment stammen und dementsprechend große Fehler aufweisen. Im Anschluss werden für
den gewählten Zustandsvektor das entsprechende System- und Beobachtungsmodell des EKF
vorgestellt. Dabei werden vor allem die verwendeten Näherungen und Notationen aufgeführt.
Ausführliche Herleitungen finden sich in Groves (2013), Wendel (2011) und J. A. Farrell (2008).
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3.2 Anwendung: INS/GNSS Integration
3.2.1 Integrationsstrategie
Das grundlegende System, welches durch die INS/GNSS Integration beschrieben werden soll,
ist die Navigationslösung des körperfesten Systems. Beobachtungen dieses Systems entstehen
sowohl durch IMU-Messungen ( f bib und ω
b
ib), welche mittels Navigationsalgorithmus Navigations-
lösungen liefern, als auch GNSS-Messungen, welche mittels PPP-Prozessierung Positions- und
Geschwindigkeitsbeobachtungen liefern. Als Beobachtungen z des EKF werden hier die Positions-
und Geschwindigkeitsbeobachtungen aus den GNSS-Messungen verwendet. Die IMU-Messungen
werden als Kontrollgrößen u des Systems eingeführt und das Rauschen der Inertialsensoren wird
als Systemrauschen ws betrachtet.
Dies hat den Vorteil, dass die GNSS-Beobachtungen nicht mit der hohen Datenrate der IMU
vorliegen, und die Kovarianzmatrix der Innovation somit nur mit der Datenrate der GNSS-
Bebachtungen invertiert werden muss. Dies ist ein erheblicher Vorteil im Bezug auf die Rechenzeit
und auch bzgl. der numerischen Stabilität. Ein weiterer Vorteil gegenüber der Verwendung
von IMU-Messungen als Beobachtungen des EKF ist, dass die Messungen f bib und ω
b
ib nicht als
Zustände modelliert werden müssen (Becker, 2016).
Die Verwendung von bereits aus GNSS-Rohdaten prozessierten Positions- und Geschwindig-
keitsbeobachtungen wird als loosely coupled-Integration bezeichnet. Weitere Möglichkeiten, wie die
Verwendung von GNSS-Pseudostrecken oder sogar der I/Q-Daten der Satelliten-Signale werden
als tightly coupled- und deeply coupled-Integration beschrieben (Groves, 2013).
Dies kann bei schlechten Empfangsbedingungen (z. B. <4 sichtbare Satelliten) sinnvoll sein, da
trotz fehlender Positions- und Geschwindigkeitslösung Informationen vorliegen, welche zur
Stützung verwendet werden können. Hier wurde die loosely-coupled-Integration gewählt, da
qualitativ hochwertig prozessierte GNSS-Lösungen zu Verfügung standen und da aufgrund der
betrachteten Flugzeugplattform keine Probleme wie z. B. starke Abschattungen auftraten.
Wie schon im vorherigen Abschnitt bei der Vorstellung des EKF beschrieben, ist es im Bezug
auf die Linearisierungen sinnvoll anstatt der kompletten Zustände (total-state) nur deren Fehler
zu betrachten (error-state).
Allerdings driftet die reine INS-Lösung der betrachteten IMUs, aufgrund großer Sensorfehler und
ungenauer Startwerte sehr schnell ab. Dadurch wachsen auch die Fehler der Zustände schnell an,
was zu Fehlern in den Linearisierungen führt. Daher werden hier die in dem EKF geschätzten
Fehler an das INS zurückgeführt und dort als Korrektionen für die weiteren Navigationslösungen
angebracht. Diese Strategie wird als closed-loop-Integration bezeichnet.
Da in der error-state-Formulierung Fehler als Zustände geschätzt werden, und diese mit der
close-loop-Integration immer wieder zurückgesetzt werden, vereinfacht sich die Prädiktion der
Zustände im Prädiktionsschritt (Gleichungen (3.3) und (3.11)), welche zu 0 gesetzt werden.



















Bei den Zuständen, welche mit dem error-state-space-Kalman-Filter geschätzt werden sollen,
handelt es sich um Fehler in der Position, δpb, der Geschwindigkeit, δvneb, der Lage, δψ
n
nb und in
den Schätzungen der Instrumentenfehler.
Die Betrachtung der Positionsfehler in ellipsoidischen Koordinaten als Fehler in Breite, Länge
und Höhe kann allerdings im Messschritt des Kalman-Filters zu numerischen Problemen bei der
Berechnung der Kalman-Gain-Matrix führen (Groves 2013; Wendel 2011). Da sich die Standardab-
weichungen der Lage, angegeben in Radiant, und die der Höhe, angegeben in Meter, um mehrere
Größenordnungen unterscheiden, ist die Berechnung der inversen Matrix instabil. Eine Lösung
des Problems ergibt sich durch die Betrachtung des Positionsfehlers in kartesischen Koordinaten
δrneb. Eine andere Möglichkeit wäre eine Skalierung der Längen- und Breitengrade (Groves, 2013).
















































Die neun Zustände, welche Fehler der Navigationslösung beschreiben, wurden um sechs Zu-
stände erweitert, welche Fehler in den Schätzungen der Instrumentenfehler beschreiben. Dafür
wurden hier Fehler in den Bias-Schätzungen der Beschleunigungsmesser δbba und in den Bias-
Schätzungen der Drehratensensoren δbbω gewählt. Auf eine Schätzung weiterer systematischer
Fehler wurde hier verzichtet. Zum einen liegen lediglich für die Modellierung des Bias Schätzun-
gen des Rauschens vor (Tabelle 2.6) und Schätzungen der Fehlergrößen selbst liegen auch nur für
die Beschleunigungsmesser vor (Tabelle 2.5). Zum anderen wird das den Bias treibende Rauschen
im Schritt des Filter-Tunings auch angepasst, so dass Spielraum besteht, womit weitere, kleine
systematische Fehler in der Größe des Bias mitgeschätzt werden.
Für eine bessere Übersichtlichkeit soll in den folgenden Herleitungen des System- und Messmo-




Eine Änderung der ellipsoidischen Position ergibt sich nach Gleichung (2.14) in Abhängigkeit
der Position und der Geschwindigkeit. Zur Beschreibung des Positionsfehlers im Zustandsvektor
werden die beiden Teilmatrizen Frr und Frv benötigt. Da im Zustandsvektor die Fehler der
einzelnen Parameter betrachtet und diese mittels closed-loop-correction konstant klein gehalten
werden, können die Teilmatrizen über die partiellen Ableitungen und eine Transformation mittels
Gleichungen (2.15) und (2.16) hergeleitet werden. Die Krümmungsradien werden dabei als
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(RE+h) cos φ 0
0 0 −1
⎤
⎥⎥⎦ I3 = I3 . (3.27)
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3.2 Anwendung: INS/GNSS Integration
Geschwindigkeit














Fehler der Geschwindigkeit ergeben sich aus den Fehlern der einzelnen Eingangsgrößen, welche
wiederum von den Größen im Zustandsvektor abhängig sind. Bei der Transport- und Erddrehrate
handelt es sich um sehr kleine Größen, deren Einfluss auf die Geschwindigkeitsfehler nur
für größere Zeitspannen von Bedeutung ist (J. L. Farrell, 2002). Durch die kontinuierlich gut
verfügbare GNSS-Stützung und closed-loop-correction sowie der Verwendung von IMUs mit
signifikanten Fehlergrößen, welche die Fehler durch Transport- und Erddrehrate übersteigen,
soll deren Einfluss daher nicht betrachtet werden. Mit (kleinen) Lagefehlern δψ und Fehlern der






δψ + Cnb δ f
b + δγ (3.28)
Der Fehler der Normalschwere lässt sich mittels vertikalen normalen Schweregradienten über
den Fehler der Position ausdrücken (vgl. Gleichung (2.20)):
∂γ
∂rD
≈ 3,0877× 10−6 m s−2 m−1 . (3.29)
Der Fehler der gemessenen spezifischen Kraft ergibt sich aus dem Fehler des Beschleunigungs-
messers. Wird der Fehler lediglich als einfacher Bias beschrieben ergibt sich
δ f b = −δbba + wa , (3.30)





















Fvba = −Cnb . (3.33)
Lage
Eine Änderung der Lage ergibt sich nach Gleichung (2.44):





Wie bei der Geschwindigkeit sollen hier die Einflüsse der Transport- und Erddrehrate vernachläs-
sigt werden. Bei Betrachtung von kleinen Lagefehlern, ausgedrückt als Vektor δψ bleibt lediglich
eine Abhängigkeit von Fehlern der gemessenen Drehraten δω:
δψ = Cnb δω
b . (3.34)
Der Fehler der gemessenen Drehraten ergibt sich aus dem Fehler der Drehratensensoren. Wird
auch hier der Fehler nur als einfacher Bias beschrieben ergibt sich
δωb = −δbbω + wω , (3.35)
mit dem Sensorrauschen wω. Für die Systemmatrix ergibt sich die Teilmatrix




Wie schon bei der Aufstellung des Zustandsvektors beschrieben, werden die Fehler der Sen-
soren nur in der Form eines Bias modelliert. Wie in Abschnitt 2.2.2 beschrieben, eignet sich
für die Modellierung des Bias z. B. ein Gauß-Markov Prozess aufgrund der Eigenschaft eine
begrenzte Unsicherheit darstellen zu können. In Becker (2016) wurde allerdings gezeigt, dass
die Beobachtbarkeit des Bias in der INSS/GNSS Integration nur bedingt möglich ist und eine
einfachere Modellierung als Random-Walk-Prozess auch ausreichend sein kann. Daher wird hier
eine Random Walk Modellierung gewählt (sieht Abschnitt 2.2.2):
ḃa = wba , ḃω = wbω . (3.37)
Für die Systemmatrix ergibt sich also keine Abhängigkeit von Größen des Zustandsvektors.
Zusammenfassung des Systemmodells















Frr I3 03 03 03
Fvr 03 Fvψ −Cnb 03
03 03 03 03 −Cnb
03 03 03 03 03
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Die Prädiktion wird mit einer Rate von 10 Hz (τs = 0,1 s) durchgeführt. Daher kann die Berech-
nung der Transitionsmatrix Φ mit einer Reihenentwicklung (Gleichung (3.4)) erfolgen, welche
nach dem ersten Glied abgebrochen wird.
Φ ≈ I + Fτs =
⎡
⎢⎢⎢⎢⎢⎣
I3 + Frrτs I3τs 03 03 03
Fvrτs I3 Fvψτs −Cnb τs 03
03 03 I3 03 −Cnb τs
03 03 03 I3 03




Die Kovarianzmatrix des Systemrauschens Q ergibt sich nach Gleichung (3.16) über Q ≈ GSG⊺.
Die S-Matrix ist dabei eine Diagonalmatrix mit den Werten der spektralen Leistungsdichte
des (die stochastischen Prozesse treibenden) weißen Rauschens. Die folgende Beschreibung
der S-Matrix soll nur als Ausgangspunkt eines ersten Durchlaufs des Kalman-Filters dienen,
da im Schritt des Filter-Tunings Abschnitt 3.2.5 eine Anpassung der Q-Matrix stattfindet. Die
ersten beiden Teilmatrizen SVRW und SARW enthalten die spektrale Leistungsdichte des weißen
Rauschens, welche die Random-Walk-Prozesse der Geschwindigkeiten und der Winkel treiben.




















Auch der Bias wird hier als Random-Walk-Prozess modelliert. Eine entsprechende spektrale
Leistungsdichte des weißen Rauschens, welches diese Prozesse treibt, konnte allerdings nur für
die Y-Achse der ads in Form des Rate Random Walks über die Allan-Varianz bestimmt werden.
Nach Groves (2013) und Woodman (2007) wird eine spektrale Leistungsdichte hier über die Bias




















3.2 Anwendung: INS/GNSS Integration




SVRW 03 03 03
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Für das Beobachtungsmodell werden GNSS-Messungen der Position und Geschwindigkeit ver-
wendet. Da sowohl Position als auch Geschwindigkeit im Zustandsvektor enthalten sind, ist die
Herleitung der Beobachtungsmatrix H des linearisierten Beobachtungsmodells einfach. Allerdings
muss beachtet werden, dass sich die GNSS-Messungen auf das Antennenphasenzentrum der
GNSS-Antenne (Koordinatensystem a) beziehen, welches nicht mit dem Ursprung der IMU
zusammenfällt. Daher muss der Einfluss des Hebelarms lbba zwischen IMU und GNSS-Antenne
beachtet werden. Nach Gleichung (3.22) ergibt sich die Innovation δz aus der Differenz zwi-
schen GNSS-Beobachtung und dem Wert aus den geschätzten Zuständen, welche aufgrund der
Schätzung von Fehlern direkt über die Beobachtungsmatrix ausgedrückt werden kann:
δz = Hδx + wm
Position





















+ wp . (3.43)















Bei der Innovation der Geschwindigkeit ist zu beachten, dass durch den Hebelarm und anlie-
gende Drehraten zusätzliche Geschwindigkeiteitsunterschiede zwischen GNSS-Antenne vnea,GNSS
und IMU-Ursprung vneb bestehen. Für die Betrachtung der Abhängigkeit von den Größen des
Zustandsvektors soll die Erddrehrate ωbie vernachlässigt werden, da die Auswirkung aufgrund
des kleinen Hebelarms im Vergleich zu der Drehrate der IMU ωbib nur sehr gering ist.
δzva = v̂
n








































































































Die Kovarianzmatrix der Beobachtungen setzt sich aus den Standardabweichungen der Positions-










In dem vorgestellten Kalman-Filter zur INS/GNSS Integration wird nur ein vereinfachtes Modell
des in der Realität vorliegenden Systems verwendet. Zu Beginn der Kalman-Filter Lösung besteht
das Problem, dass die Startwerte der Zustände zum Teil sehr ungenau sind. Bei den betrachteten
IMUs kann z. B. nur eine grobe Schätzung des Yaw-Winkels erfolgen. Dadurch kann es zu einem
langen Einlaufverhalten oder im schlimmsten Fall zur Divergenz des Filters kommen. Nach dem
Einlaufen des Filters besteht das Problem, dass das System unter realen Bedingungen vielen
verschiedenen Einflüssen ausgesetzt ist, welche nicht explizit modelliert wurden. Dazu zählen
z. B. Temperaturschwankungen oder Vibrationen.
Für eine konkrete Anwendung ist es daher nötig das Kalman-Filter weiter anzupassen. Dieser als
Filter-Tuning bezeichnete Vorgang umfasst das Anpassen der Matrix des Systemrauschens Q, der
initialen Kovarianzmatrix der Fehler P0 und der Kovarianzmatrix der Beobachtungen R (Groves,
2013).
Aufgrund der einfachen Modellierung der Sensorfehler (nur Modellierung eines Bias als
Random Walk) findet hier der größte Teil des Filter-Tunings durch die Anpassung (Erhöhung) der
Werte der Q-Matrix statt. Diese Anpassung wurde hier empirisch und iterativ unter Betrachtung
der erzielten Ergebnisse vorgenommen.
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4 Durchführung der Prozessierung
In diesem Kapitel soll die praktische Durchführung der vorgestellten INS/GNSS Integration
erläutert werden. Zunächst werden die Flugkampagne GraviRied und die während dieser Kam-
pagne aufgenommenen Daten, mit welchen die Prozessierung durchgeführt wird, vorgestellt. Die
erhaltenen Ergebnisse einer einfachen Prozessierung sowie auftretende Probleme und dazugehö-
rige Lösungsstrategien werden erläutert. Zum Abschluss erfolgt eine Validierung der erhaltenen
Ergebnisse mittels zwei unabhängigen Prozessierungen.
4.1 Flugkampagne GraviRied
Im Mai 2017 fand die vom Fachgebiet Physikalische Geodäsie und Satellitengeodäsie des Instituts
für Geodäsie der Technischen Universität Darmstadt organisierte Flugkampagne GraviRied statt.
Ziel dieser Flugkampagne war eine Untersuchung des beflogenen Gebiets mittels Strapdown-
Fluggravimetrie. Besonderheiten dabei waren, neben dem in Bezug auf Schweremessungen
interessanten Gebiet, auch das besonders kleine Flugzeug und die Verwendung verschiedener
IMUs von mehreren Universitäten.
Ausgehend von dem August-Euler-Flugplatz (ältester Flugplatz Deutschlands) in der Nähe Darm-
stadts wurde ein Gebiet südöstlich von Darmstadt, welches östlich des Hessischen Rieds und im
westlichen Teil des Odenwalds liegt, beflogen. In Abb. 4.1 sind die Trajektorien der acht Flüge, an
welchen Daten mit den vier untersuchten IMUs aufgenommen wurden, dargestellt. Im Nordosten
befindet sich der Flugplatz Aschaffenburg, welcher zum Tanken angeflogen wurde. Die verwert-
baren Fluglinien wurden mittels eines modifizierten Algorithmus nach Johann (2018) detektiert.
Dabei wurde die maximale Azimuthabweichung einer Fluglinie auf α = 12,5° festgelegt.
Als Flugzeug diente ein zweisitziger Motorsegler des Typs Grob G-109B des Fachgebiets Ströh-
mungslehre und Aerodynamik der Technischen Universität Darmstadt (Abb. 4.2).
An Bord des Flugzeugs waren neben den hier untersuchten vier Low-Cost IMUs drei rqh-IMUs,
zwei IMUs mit Faserkreisel-Drehratensensoren und eine hochwertige MEMS-IMU hinter dem
Pilotensitz installiert. Auch die Haupt-GNSS-Antenne war hinter dem Pilotensitz angebracht
(Abb. 4.2). Zusätzlich befand sich auf jedem Flügel noch eine weitere GNSS-Antenne. Für diese
Arbeit wurde lediglich die GNSS-Lösung der Haupt-Antenne betrachtet, da die beiden Flügel-
antennen einer zusätztlichen Dynamik aufgrund der Flügelbewegungen ausgesetzt sind. Die
verwendete Referenzlösung basiert auf der rqh-IMU der TU Darmstadt (Abschnitt 4.1.3).
Während die gravimetrischen Besonderheiten des Gebiets für die vorliegende Arbeit nicht von
Interesse sind, bietet die Befliegung eine große Bandbreite an Bewegungsdynamik. Bei einem
einfachen Test mit z. B. einem Auto könnten nur kleinere Roll- und Pitch-Winkel erzielt werden.
Leider wurden bei der GraviRied Flugkampagne aus Zeitgründen keine Daten der Low-Cost
IMUs für die letzten Flüge aufgenommen, welche nicht entlang des Gitters, sondern mit mehreren
Flugmanövern geflogen wurden. Aufgrund technischer Komplikationen konnten auch nicht für
jeden Flug Daten aller vier IMUs gewonnen werden. Eine Übersicht über die Datenverfügbarkeit
pro Flug findet sich in Tabelle 4.1.
Tabelle 4.1: Datenverfügbarkeit pro Flug
136a 136b 137a 137b 137c 138a 138b 138c
ads • • • • • • • •
dmu • • • •
mki • • • • • • • •
mpu • • •
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136a 136b 137a 137b 137c 138a 138b 138c
D a r m s t a d t
August-Euler-Flugplatz Flugplatz Aschaffenburg
Abbildung 4.1: Trajektorien der acht Flüge (136a – 138c), an welchen im Rahmen der GraviRied Flugkampa-





(1) (offene) Box mit
untersuchten Low-Cost IMUs
(2) rqh-IMU der TU Darmstadt
(3) GNSS-Antenne
(Trimble AG25)
Grob G-109B – D-KDLA




4.1.1 Flugtrajektorie und Geschwindigkeiten aus GNSS-Messungen
Für die Flugtrajektorie und Geschwindigkeiten, welche beide im Kalman-Filter als Beobachtungen
die INS-Lösung stützen, wurden während der Flüge GNSS Code- und Phasendaten mit einem
NovAtel Zweifrequenz-Empfänger aufgenommen. Die Auswertung fand erst nach den Messungen
im Postprocessing statt.
Positionsdaten
Die Positionsdaten wurden aus einer kinematischen Precise Point Positioning (PPP)-Auswertung
gewonnen. Für diese Auswertung lagen gute Messbedingungen vor: Durch eine lange Ruhe-
phase zum Start und Ende jedes Fluges ist viel Zeit gegeben, in welcher sich die Lösung der
zu erreichenden Genauigkeit annähern kann. Durch die Verwendung eines Flugzeugs ist eine
stetige Sichtverbindung zu den Satelliten gegeben und es ist nicht mit Verbindungsabbrüchen
durch Abschattungen wie z. B. bei einer Autofahrt zu rechnen. Die Auswertung erfolgte kinema-
tisch mit dem CSRS (Canadian Spatial Reference System)-PPP Online-Service des Department
of Natural Resources Canada. Als Datengrundlage wurden nur GPS-Daten verwendet, aller-
dings mit der vollen Datenrate von 10 Hz. In Giese u. a. (2011) wurde im Vergleich mehrerer
PPP-Berchnungsdienste gezeigt, dass der CSRS-Dienst die beste kinematische Lösung mit Ge-
nauigkeiten von einigen Zentimetern in der Nord- und Ost- sowie einem Dezimeter in der
Höhenkomponente liefert. In der Auswertung sind neben den reinen Positionsdaten auch weitere
Informationen mit angegeben. Tabelle 4.2 stellt eine Übersicht der angegebenen Genauigkeiten
für die in der INS/GNSS Integration verwendeten Zeitbereiche dar. Es ist zu sehen, dass sich
lediglich die maximalen Standardabweichungen im dm-Bereich befinden. Im Mittel liegt auch die
Standardabweichung der Höhe im cm-Bereich. Es ist auch zu sehen, dass die maximalen Standard-
abweichungen zum größten Teil im cm-Bereich liegen. Dies deutet auf eine sehr gute Detektion
von Cycle-Slips hin. Wie durch die Satellitengeometrie zu erwarten, ist die Ostkomponente am
genausten, dicht gefolgt von der Nordkomponente. Am schlechtesten fällt die Höhenkomponente
aus.
Tabelle 4.2: Minimale, maximale und mittlere Standardabweichungen der CSRS-PPP Positionslösung über
die in der INS/GNSS Integration verwendeten Zeitbereiche
136a 136b 137a 137b 137c 138a 138b 138c
Min.
[mm]
Nord 20 21 18 18 16 14 13 12
Ost 13 15 13 12 14 10 10 11
Höhe 34 31 31 34 31 26 26 28
Max.
[mm]
Nord 47 44 62 31 32 26 25 47
Ost 24 19 209 20 20 18 24 42
Höhe 65 54 173 46 52 55 53 168
Mittel
[mm]
Nord 30 25 21 21 21 16 16 19
Ost 16 17 16 14 16 12 13 14
Höhe 39 36 40 37 38 34 30 39
Geschwindigkeitsdaten
Die Geschwindigkeitslösungen wurden aus den GNSS-Dopplerbeobachtungen (GPS und Glonass)
berechnet. Dazu wurde die experimentelle Option zur Geschwindigkeitenberechnung der Softwa-
re WaPPP1 verwendet. Bei der Betrachtung der Geschwindigkeitslösungen fällt auf, dass diese
zeitweise stark von Geschwindigkeiten abweichen, welche aus den Positionsdaten differenziert
wurden. Gerade in den Standphasen am Anfang und Ende jedes Fluges ist dies aufgrund der
Abweichung von 0 m s−1 leicht zu erkennen (Abb. 4.3(a)). Aber auch während des Fluges kommt
es stellenweise zu Abweichungen (Abb. 4.3(b)). Vermutlich liegen diese Abweichungen an nicht
1http://www.wasoft.de/e/ppp/index.html
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detektierten Cycle-slips bei der Prozessierung der Geschwindigkeitslösungen. In Abb. 4.3 ist
allerdings auch zu sehen, dass die zur Dopplerauswertung gehörige Standardabweichung in den
Bereichen, in welchen es zu Abweichungen kommt, ansteigt und die Lösung auf Grundlage der
Positionsdaten noch in dem Genauigkeitsbereich der Dopplerauswertung liegt. In Abb. 4.4 sind
die Abweichungen zwischen beiden Geschwindigkeitslösungen für alle drei Positionskompo-
nenten über den gesamten Flug 138a aufgetragen. Zusätzlich sind die Standardabweichungen
der Dopplerauswertung abgebildet. Es ist zu sehen, dass die Differenzen zum größten Teil im
Bereich der Standardabweichung liegen. In der Ostkomponente liegt die Differenz allerdings auch
teilweise außerhalb des Bereichs der Standardabweichung. Außerdem sind in der Ostkomponente
während des Flugs auch in den Bereichen mit geringer Standardabweichung Offsets zur Lösung
aus den Positionsdaten zu erkennen, welche bei der Nord- und Höhenkomponente nicht zu sehen
sind. Zwar sind während der Wendemanöver zwischen den Fluglinien kurze, große Differenzen
zu sehen, aber die restlichen Differenzen beschränken sich nicht auf Bereiche außerhalb der
Fluglinien.
Trotz dieser Unterschiede wurde für die INS/GNSS Integration die Geschwindigkeitslösung aus
Dopplerdaten verwendet, da diese im Gegensatz zur Lösung aus den differenzierten Positionsda-
ten weitere, neue Informationen in das Kalman-Filter einbringt. Dieser Vorteil wird dem Nachteil,
dass die angegebenen Unsicherheiten teilweise nicht die Differenzen zwischen beiden Lösungen
beschreiben können, vorgezogen.



























Abbildung 4.3: Abweichung der Geschwindigkeitslösung aus Dopplerdaten von Lösung aus differenzierten
Positionsdaten. Mit heller Farbe hinterlegte Bereiche kennzeichnen die Genauigkeit im
Rahmen der einfachen Standardabweichung.
4.1.2 IMU Zeitstempelung
Die Zeitstempelung der IMU-Daten gestaltete sich für die einzelnen IMUs, wie in Abschnitt 2.2.3
beschrieben, unterschiedlich schwierig. In Abb. 4.5 sind die Histogramme der Zeitintervalle
zwischen den einzelnen Messungen τi aller vier IMUs dargestellt. Die Zeitintervalle der ads
liegen alle sehr dicht bei dem nominalen Wert der Datenrate von 800 Hz. Vereinzelt kam es bei
der ads bei einigen Flügen zu Intervallen von 1 s. Dabei handelte es sich allerdings um einzelne
Ausreißer, bei denen die volle GPS-Sekunde falsch zugeordnet wurde. Aufgrund des besonders
großen, herausstechenden Werts konnten diese leicht detektiert und korrigiert werden. Die mpu
Zeitintervalle weisen etwas mehr Streuung auf, liegen aber auch sehr dicht an dem nominalen Wert
der Datenrate von 200 Hz. Die höhere Streuung liegt wahrscheinlich an der nicht gleichmäßigen
Übertragungsgeschwindigkeit der Daten. Bei der mki liegen die meisten Zeitintervalle knapp
über der nominalen Datenrate von 400 Hz, aber auch knapp 10 % der Daten weisen halb so große
Zeitintervalle auf. Noch schlechter sehen die Zeitintervalle der dmu aus. Diese liegen zum größten
Teil weit unter der nominalen Datenrate von 200 Hz während einige wenige Daten mit weitaus
größeren Zeitintervallen vorliegen. Vermutlich ist der Grund dieser Abweichungen bei der mki
und dmu die Datenübertragung per fester, vom Hersteller vorgegebenen Datennachrichten, welche




































































Abbildung 4.4: Differenz der Geschwindigkeitslösung aus Dopplerdaten zu Lösung aus differenzierten Posi-
tionsdaten. Mit heller Farbe hinterlegte Bereiche kennzeichnen die Standardabweichung der
Lösung aus Dopplerdaten. Grau hinterlegte Bereiche kennzeichnen detektierte Fluglinien.
dann einige Nachrichten gemeinsam verarbeitet werden. Aufgrund der großen Abweichungen
von der nominalen Datenrate bei der dmu wurden nicht die gespeicherten Zeitstempel verwendet,
sondern zwischen den Zeitstempeln der ersten und letzten Nachricht eines Fluges Zeitstempel
mit gleichmäßigen, der nominalen Datenrate ensprechenden Abständen eingesetzt.






























Abbildung 4.5: Histogramme der Zeitintervalle τi der IMU-Daten
4.1.3 rqh-Fluglagewinkel als Referenz
Zwar liefert das Kalman-Filter zur INS/GNSS Integration Genauigkeiten der bestimmten Flugla-
gewinkel über die Kovarianzmatrix P, allerdings sind diese von den Informationen abhängig,
welche in die Filterung einfließen. So wurde das Systemrauschen in Abschnitt 2.2.2 nur statisch
bestimmt. Einflüsse durch z. B. Vibrationen während des Flugs wurden nicht betrachtet. Bezüg-
lich der Genauigkeitsinformationen der Geschwindigkeitslösung wurde gezeigt, dass diese nur
teilweise und nicht vollständig die Differenzen zwischen der Lösung aus Dopplerdaten und der
Lösung aus differenzierten Positionsdaten beschreibt.
Für die untersuchten IMUs können auch einige Startwerte nur mit einer geringen Genauigkeit
bestimmt werden, da die IMUs zum einen große systematische Fehler (Auswirkung auf die
Bestimmung des Roll- und Pitch-Winkels) als auch ein großes Rauschen (keine Bestimmung des
Yaw-Winkels über die Drehratensensoren auf Basis der Erdrotation) aufweisen. Dadurch ist auch
eine manuelle Anpassung des Rauschens über das Filter-Tuning notwendig (Abschnitt 3.2.5).
Zur Beurteilung der bestimmten Fluglagewinkel werden in dieser Arbeit daher Fluglagewinkel
43
Kapitel 4. Durchführung der Prozessierung
als Referenz verwendet, welche auf Messungen der rqh beruhen. Diese wurden von D. Becker
im Rahmen der Strapdown-Fluggravimetrie (Becker, 2016) ausgewertet und freundlicherweise
zur Verfügung gestellt.
Sowohl die Fluglagewinkel aus der Prozessierung der Low-Cost-IMUs als auch die Referenz-





Abschnitt 2.1.1 beschrieben, kann die Differenz der bestimmten Lage einer Low-Cost-IMU zur Re-
ferenzlage der rqh nicht durch eine einfache Subtraktion der Eulerwinkel bestimmt werden. Die





Die entsprechenden Eulerwinkel ψnrqh,{ads,dmu,mki,mpu} werden im Folgenden allerdings einfach
als ∆ψ bzw. ∆ϕ, ∆θ und ∆ψ bezeichnet.
Neben den Fehlern der mit den Low-Cost-IMUs bestimmten Lagewinkel sind in diesen Dif-
ferenzen allerdings auch die Einbaulagedifferenzen der jeweiligen IMU zu der rqh enthalten.
Zwar wurden die IMUs beim Einbau ungefähr gleich ausgerichtet, allerdings ist eine händische
Ausrichtung mit < 1° Abweichung nur schwer möglich. Für die abschließende Beurteilung der
bestimmten Fluglagewinkel auf Basis der vier Low-Cost-IMUs in Abschnitt 4.5 werden Einbaulage-
differenzen und Fehler der Lagewinkel über eine einfache Schätzungen der Einbaulagedifferenzen
getrennt. Da für jede der vier IMUs mehrere Flüge vorliegen, erfolgt diese Schätzung über den
Mittelwert der Differenzen der jeweiligen Lagekekomponente.
4.2 Einfache Prozessierung
In diesem Abschnitt soll zunächst eine einfache Vorwärtsprozessierung der Daten nach der in
Abschnitt 3.2 vorgestellten Strategie zur INS/GNSS Intergration vorgestellt werden. Dabei werden
die Ergebnisse der verschiedenen IMUs bewertet und Probleme der einfachen Prozessierung
erläutert. Im Anschluss werden verschiedene Lösungsansätze zu diesen Problemen vorgestellt und
die verbesserten Prozessierungsergebnisse betrachtet. Im letzten Abschnitt werden die Lösungen
der eigenen Prozessierung mit zwei externen Prozessierungen verglichen und Unterschiede und
deren Ursachen herausgearbeitet.
4.2.1 Initialisierung
Anhand der GNSS-Trajektorien wurden für jeden Flug manuell drei verschiedene Abschnitte
festgelegt:
• Ein Abschnitt ohne Bewegung über eine Länge von 1 min–15 min für die Horizontierung
(Bestimmung der Startwerte für Roll- und Pitchwinkel).
• Direkt im Anschluss an den Zeitbereich der Horizontierung ein Zeitbereich über wenige
Positionspunkte (≈ 10–20 =̂ 1 s–2 s), über welche die Trajektorie einen konstanten Kurs aufweist.
Dieser Teil der Trajektorie wird für die Bestimmung des Startwertes des Yaw-Winkels genutzt.
• Ein langer Abschnitt direkt im Anschluss an den Zeitbereich der Horizontierung, über welchen
die INS/GNSS Integration läuft.
In Abb. 4.6 ist die Einteilung des Flugs 138a in diese drei verschiedenen Abschnitte dargestellt.
An dem Abschnitt zur Kursbestimmung sind die jeweiligen kartesischen Koordinatendifferenzen
∆xN und ∆xE eingezeichnet. Diese werden über die Differenzen der Breite und Länge mittels






In Abb. 4.6 ist auch zu sehen, dass sich die Lage über die 300 s der Horizontierung in einem
Bereich von ca. 1 dm ändert. Diese Schwankungen sind auf Umwelteinflüsse wie z. B. Wind, das
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Abbildung 4.6: Einteilung der Abschnitte für die INS/GNSS Integration, die Horizontierung und die
Kursbestimmung für Flug 138a
Einsteigen des Piloten und auf den Start des Motors und die damit verbundenen Vibrationen
zurückzuführen. Vor der Bestimmung des Roll- und Pitch-Winkels aus den Messungen der
Beschleunigungsmesser nach Gleichungen (2.63) und (2.64) wurden daher Ausreißer in den Daten
der Beschleunigungsmesser über einen einfachen 3-σ Ausreißertest entfernt. Dies ist in Abb. 4.7
für die Horizontierung der mpu für den Flug 138a abgebildet. Es sind deutlich verschiedene
3-σ
3-σ
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Abbildung 4.7: Messungen der Beschleunigungsmesser der mpu während der Horizontierung für Flug 138a
Phasen zu erkennen. Bis ca. 100 s sind vereinzelte Ausreißer zu sehen, die vermutlich von
Umwelteinflüssen stammen. Bei ca. 180 s gibt es einen großen Ausschlag in den Messwerten,
welcher durch das Einsteigen des Piloten und den Start des Motors hervorgerufen wurde. Es
ist auch zu sehen, dass die Messwerte ab ca. 180 s insgesamt ein größeres Rauschen aufweisen,
welches durch die Vibrationen des laufenden Motors hervorgerufen wurde. Vergleicht man die
verschiedenen Achsen, ist zu sehen, dass der Betrag der Messwerte und auch das Rauschen in
der X- und Y-Achse ungefähr gleich groß, in der Z-Achse hingegen fast doppelt so groß ist.
Da die Integrationsphase direkt aus der Standphase des Flugzeugs heraus gestartet wird, wurden
die Startwerte der Geschwindigkeit mit v0 = 0 m s−1 festgesetzt.
Die Startposition wurde aus den GNSS-Positionsdaten übernommen. Aufgrund des räumlichen
Abstands zwischen GNSS-Antenne und Ursprung des körperfesten Systems in der IMU muss
allerdings noch der gemessene Hebelarm lbba beachtet werden:





Es ist zu sehen, dass durch den Hebelarm auch die Lage einen Einfluss auf die Position hat.
Für die Drehratensensoren lagen keine Kalibrierwerte vor und zwischen der GraviRied Mission
und der Kalibrierung der Beschleunigungsmesser in Abschnitt 2.2.3 lag ein größerer zeitlicher
Abstand und der Transport der IMUs. Daher wurden die Startwerte der Biasschätzungen sowohl
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für die Drehratensensoren als auch für die Beschleunigungsmesser auf b0 = 0 rad s−1 bzw. m s−2
festgesetzt.
Um verschiedene Fehlereinflüsse zu berücksichtigen und ein Einlaufen des Filters auch mit
schlechten Startwerten zu erzielen, wurden die inertialen Unsicherheiten größer angesetzt als
z. B. die in der GNSS-Prozessierung angegebenen Genaugikeiten. Für die Unsicherheiten des
Bias wurden, falls vorhanden, Angaben zum „Bias“, „Initial Bias Error“ oder „Initial ZRO
Tolerance“ aus den Datenblättern übernommen oder, falls nicht vorhanden, von den anderen
IMUs übernommen. Eine Übersicht über die gewählten Unsicherheiten für P0 findet sich in
Tabelle 4.3.
Tabelle 4.3: Initiale Unsicherheiten der INS/GNSS Prozessierung für P0
ads dmu mki mpu
Position [m] 0.10
Geschwindigkeit [m s−1] 0.15
Lage (Roll/Pitch/Yaw) [°] 2,0/2,0/10,0
Acc. Bias [m s−2] 0,16 1,50 0,30 0,60
Gyro. Bias [rad s−1] 0,018 0,058 0,070 0,087
4.2.2 Übersicht relevanter Prozessierungsergebnisse
In Abb. 4.8 findet sich eine Übersicht über die Prozessierungsergebnisse der ads für den Flug
136a. Dargestellt sind die geschätzten Fluglagewinkel und Sensorfehler sowie die jeweiligen
Standardabweichungen des Kalman-Filters für diese Zustände. Auch die Lagedifferenzen zur
Referenzlage auf Basis der rqh-Messungen finden sich in der untersten Zeile. Die geschätzten
Positionen und Geschwindigkeiten wurden hier nicht dargestellt.
Der Roll-Winkel liegt am Boden bei 0°. Auf den Fluglinien schwankt er in einem Bereich von
ca. ±5°. Während der Wendemanöver zwischen den Fluglinien werden Winkel von unter −30°
bis über 25° erreicht. Die Unsicherheit der Schätzung sinkt nach dem Start der Integration schnell
vom angesetzten Startwert von 2° auf knapp über 0,1°. Mit der Beschleunigung kurz vor dem Start
des Flugzeugs sinkt die Unsicherheit weiter, steigt während der Wendemanöver allerdings wieder
auf fast den doppelten Wert an, zu welchem die Unsicherheit auf den Fluglinien konvergiert.
Fast identisch verhalten sich die geschätzten Unsicherheiten der Pitch-Winkel. Die Pich-Winkel
selber liegen zwischen −5° kurz vor der Landung und 10° während sich das Flugzeug am Boden
befindet, was an der geneigten Nase in Abb. 2.2 zu sehen ist. In der Darstellung der Yaw-Winkel
sind deutlich die West-Ost Fluglinien zu erkennen. Zur besseren Übersichtlichkeit sind die Winkel
nicht auf den Bereich (−180°,+180°] begrenzt. Die geschätzten Unsicherheiten der Yaw-Winkel
sind ca. fünf mal größer als die der Roll- und Pitch-Winkel. Außerdem sinken die geschätzten
Unsicherheiten erst mit dem Start des Flugzeugs auf das Niveau, welches während der Fluglinien
erreicht wird. Im Gegensatz zu den Unsicherheiten der Roll- und Pitch-Winkel ist für die Zeitbe-
reiche der Wendemanöver ein leichtes Absinken anstatt Ansteigen der Unsicherheiten zu sehen.
Der geschätzte Beschleunigungsmesser-Bias der X-Achse liegt am Boden noch knapp unter
0 m s−2, spielt sich mit dem Start des Flugzeugs aber auf einen Bereich knapp unter 50 mm s−2
ein. Einen Unterschied zwischen Fluglinien und den dazwischen liegenden Wendemanövern
ist weder in den absoluten Werten noch in den dazu geschätzten Unsicherheiten zu erkennnen.
Die Schätzungen des Bias der Y-Achse liegen bei ca. 0,17 m s−2. Auf der fünften Fluglinie sinken
die Schätzungen auf knapp 0,13 m s−2, steigen allerdings für die letzte Fluglinie wieder an. Der
Unterschied zwischen der Phase am Boden und der Flugphase fällt nicht so groß aus wie bei
den Bias Schätzungen der X-Achse. Die Unsicherheiten der Schätzungen verhalten sich wie
die der X-Achse. Die geschätzten Bias Werte der Z-Achse schwanken über kurze Zeitintervalle
etwas mehr als die der X- und Y-Achse, liegen im Mittel über die gesamte Zeit allerdings ohne
Abweichungen bei −0,25 m s−2. Die Unsicherheiten der Schätzungen der Z-Achse betragen ca.
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Abbildung 4.8: Übersicht über die Ergebnisse der einfachen Vorwärtsprozessierung der ads für den Flug
136a. Durch die gestrichelten Linien und grau hinterlegten Bereiche sind der Start und die
Landung sowie die detektierten Fluglinien gekennzeichnet.
zu der X- und Y-Achse beruht auf der Ausrichtung entlang des Schwerevektors. Dadurch wird die
Schätzung durch den positionsabhängigen Wert der Schwere zusätzlich gestützt. Vergleicht man
die geschätzten Werte mit den Ergebnissen der Kalibrierung mittels Feldverfahren (Tabelle 2.5)
fällt auf, dass lediglich der Biaswert der X-Achse eine Übereinstimmung zeigt. X- und Y-Achse
weisen zwar das gleiche Vorzeichen auf, allerdings stimmen die Größenordnungen nicht überein.
Dies liegt vermutlich an der zeitlichen Differenz zwischen den Flügen und der Kalibrierung, in
welcher ein Transport und Umbau der IMU stattfand.
Bei den Drehratensensoren unterscheiden sich die Biaswerte der drei Achsen nicht in der Grö-
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ßenordnung. Auch die Schwankungen während des Flugs sind für alle drei Achsen ungefähr
gleich groß. Während die Biaswerte der X- und Y-Achse allerdings schon vor dem Start gegen
einen Wert konvergieren, schwankt der Wert für die Z-Achse vor dem Start noch stark. Dies ist
auch an den Unsicherheiten der Schätzungen zu sehen, welche bei der Z-Achse beim Start der
Integration langsamer sinken. Die Unsicherheiten während der Wendemanöver steigen bei der X-
und Y-Achse leicht an.
Entsprechend der Unsicherheiten in den geschätzten Lagewinkeln und Biaswerten sieht man,
dass die Lagewinkeldifferenzen aller drei Lagewinkel während der Phase am Boden und vor
dem Start um bis zu mehrere Faktoren bis Größenordnungen größer sind als während des Flugs.
Insbesondere die Differenzen des Yaw-Winkels fallen vor dem Start mit bis zu knapp 10° sehr
groß aus. Ohne Beachtung der Offsets (welche größtenteils den Einbaulagedifferenzen zugeord-
net werden), fallen die Roll-Differenzen am geringsten aus, gefolgt von den Pitch-Differenzen.
Die Yaw-Differenzen fallen am größten aus. Bei der Betrachtung des Verlaufs der Roll- und
Pitch-Differenzen und einem Vergleich mit den Biasschätzungen der Beschleunigungsmesser fällt
auf, dass die Schätzungen der Roll-Winkel stark mit den Biasschätzungen der Y-Achse und die
Schätzungen der Pitch-Winkel leicht mit den Biasschätzungen der X-Achse zusammenhängen.
Dies lässt sich über die Definition des Navigationssystems, dessen Z-Achse mit der Richtung
der Schwerebeschleunigung zusammenfällt, nachvollziehen. Daraus ergeben sich die für die
Horizontierung verwendete Gleichungen (2.63) und (2.64), nach welcher der Roll-Winkel von der
in der Y- und Z-Achse gemessenen spezifischen Kraft abhängt und der Pitch-Winkel zusätzlich
auch von der in der X-Achse gemessenen spezifischen Kraft. Die Biasschätzungen der jeweiligen
Achsen haben daher einen Einfluss auf den Roll- und Pitch-Winkel, da die Messungen mit den
Schätzungen korrigiert werden. In der Prozessierung findet allerdings keine perfekte Trennung
zwischen den Lage- und Biasschätzungen statt. Dies ist z. B. gut bei der fünften Fluglinie zu
erkennen: Während die Biasschätzung der Y-Achse um ca. 35 mm s−2 gegenüber den anderen
Fluglinien sinkt, ändert sich auch die Differenz des Roll-Winkels um ca. 0,2° gegenüber den
anderen Fluglinien.
Die Lagewinkeldifferenzen auf Basis einer einfachen Vorwärtsprozessierung sind in Abb. 4.9
auch für die weiteren drei untersuchten IMUs dargestellt. Da für den Flug 136a keine Daten der
mpu vorliegen, wird für diese der Flug 137b mit einer ähnlichen Flugdauer und der gleichen
Anzahl an Fluglinien dargestellt.
In allen drei Lagewinkeln weist die mpu Differenzen auf, die mit denen der ads vergleichbar
und nur leicht größer sind. Weitaus größere Differenzen als die restlichen drei IMUs sind bei
der dmu zu beobachten. Auffällig ist bei der dmu auch, dass die Roll-Differenzen im Gegensatz
zu den anderen IMUs größer als die Pitch-Differenzen ausfallen. Während die Roll- und Pitch-
Differenzen der mki geringer als die der dmu ausfallen, sind die Yaw-Differenzen größer und auch
ungleichmäßiger. Für die Bereiche zwischen den Fluglinien ist auch eine deutliche Änderung der
Differenzen zu erkennen.
4.2.3 Einfluss der Flugdynamik auf die Beobachtbarkeit der Zustände
Während für die Schätzungen der Position und Geschwindigkeit direkte Beobachtungen der
GNSS-Prozessierung vorliegen, müssen die restlichen Zustände (Lage und Biasschätzungen der
Beschleunigungsmesser und Drehratensensoren) über das System- und Messmodell geschätzt
werden. Die Beobachtbarkeit jeder dieser Zustände ist allerdings nicht für jede beliebige Flugpha-
se gegeben. Für einige Zustände liegt eine Abhängigkeit von der Flugdynamik vor. In Hong u. a.
(2005) wurde die Beobachtbarkeit der Zustände (als error-state) untersucht. Die dort beschriebene
Ausgangslage entspricht zum größten Teil auch der in dieser Arbeit vorliegenden Ausgangslage:
Die INS/GNSS Integration basiert auf einer Low-Cost-IMU und einer sehr genauen GNSS-Lösung
einer einzelnen GNSS-Antenne im cm-Bereich. Als Zustände werden zusätzlich zu der Position
und Geschwindigkeit auch noch die Lage und Sensorfehler (als einfacher Bias modelliert) ge-
schätzt. Der Bias wird allerdings nicht wie hier als Random Walk, sondern lediglich als Random
Constant modelliert. Als Bezugssystem wird nicht wie hier das lokale Navigationssystem, sondern
das ECEF verwendet. Zusätzlich wird auch der Hebelarm zwischen IMU und GNSS-Antenne
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Abbildung 4.9: Lagewinkeldifferenzen der vier untersuchten IMUs für eine einfache Vorwärtsprozessierung
(Flug 136a für ads, dmu und mki; Flug 137b für mpu)
des Flugzeugs als konstant angenommen wird.
Nach Hong u. a. (2005) sind bei einer Bewegung mit konstanter Lage und konstanter Beschleuni-
gung sowohl die Zustände der Lage als auch die Komponente der Biasschätzung der Drehraten-
sensoren in Richtung der Schwere (hier fast immer die Z-Achse) nicht beobachtbar. Allerdings
wird in Hong u. a. (2005) auch gezeigt, dass diese Zustände durch bestimmte Flugmanöver
beobachtbar werden: Eine Änderung der Richtung, in welcher eine Beschleunigung vorliegt,
bewirkt, dass die Komponenten der Lage, welche senkrecht zu dieser Änderung stehen, be-
obachtbar werden. Für die Beobachtbarkeit des Bias der Drehratensensoren in Richtung der
Schwere wird zusätzlich zur Änderung der Beschleunigung in vertikaler Richtung eine Änderung
der Lage benötigt. Für eine gute Beobachtbarkeit der Zustände sind schnelle Änderungen der
Beschleunigung und Drehrate vom Vorteil.
Diese vorgestellten Eigenschaften sind zum Teil auch an den Prozessierungsergebnissen in
Abb. 4.8 und 4.9 zu beobachten. Da die Prozessierung direkt nach der Ruhephase und Initialisie-
rung mit dem Beginn der Bewegung startet, liegen keine längeren Bereiche mit konstanter Lage
und Beschleunigungen vor. Auch auf den relativ geraden Fluglinien kommt es zu Änderungen
der Lage und Beschleunigungen, da das Flugzeug den Umwelteinflüssen ausgesetzt ist. Kurze,
problematische Ruhephasen spielen im nächsten Abschnitt zum Konvergenzverhalten eine Rolle.
Roll- und Pitch-Winkel können hier allerdings auch in Ruhephasen beobachtet werden, da das Na-
vigationssystem als Referenzsystem verwendet wird. Vor dem Start des Flugzeugs und auch nach
der Landung sind die Änderungen der Beschleunigung aufgrund der Fortbewegung auf Rädern
begrenzt und finden zum Großteil nur in X-Richtung statt. Erst in der Luft kommen Änderungen
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der Beschleunigung in Y- und Z-Richtung hinzu, wobei die größten Beschleunigungen auch
dort immer noch in der X-Richtung vorliegen. Die Lagewinkeldifferenzen zur Referenzlösung
unterscheiden sich daher leicht für die Bereiche am Boden und während des Flugs.
Die Schätzung der Yaw-Winkel fällt schlechter als die der Roll- und Pitch-Winkel aus, da die
Yaw-Winkel zum einen selber horizontale Beschleunigungen benötigen, um beobachtbar zu sein
und zum anderen direkt von der Biasschätzung des Drehratensensors der Z-Achse abhängen,
für deren Beobachtbarkeit eine Änderung der vertikalen Beschleunigung und der Lage vorliegen
muss. Besonders groß fallen die Yaw-Differenzen vor dem Start aus, da erst während des Flugs
wechselnde vertikale Beschleunigungen auftreten.
Eine Verschlechterung der Schätzungen zwischen den Fluglinien lässt sich nicht auf die
Beobachtbarkeit der Zustände zurückführen, da gerade während der Wendemanöver zwischen
den Fluglinien größere Beschleunigungen z. B. in der Y-Achse und auch größere Drehraten
vorliegen. Diese besonderen Beschleunigungen und Drehraten führen allerdings zu anderen
Problemen, wie der einfachen Modellierung der Sensorfehler nur als Bias oder einer ungenauen
Zeitstempelung (Abschnitt 4.4), welche besonders in diesen Bereichen mit einer hohen Dynamik
zu Fehlern führt.
4.3 Konvergenzverhalten
In Abb. 4.9 ist zu sehen, dass die Differenzen der Lagewinkel mindestens bis zum Start des
Flugzeugs größer sind als während der Flugphase und nach der Landung. Zwischen Start
der Prozessierung und Start des Flugzeugs ist vor allem bei den Yaw-Winkeln zu beobachten,
dass die Differenzen stark schwanken und teilweise sogar über den Differenzen zum Start der
Prozessierung liegen. Auch anhand der Unsicherheiten der Schätzungen in Abb. 4.8 ist zu se-
hen, dass besonders die Unsicherheiten des Yaw-Winkels und des Bias des Drehratensensors
der Z-Achse nur langsam auf den Wert konvergieren, den sie nach dem Start des Flugzeugs
aufweisen. Eine genaue Schätzung dieser Zustände vor dem Start des Flugzeugs fällt schwer,
da keine ausreichende Flugdynamik vorliegt, und die Zustände somit nicht gut beobachtbar
sind. Durch das Postprocessing können die nach dem Start vorliegenden Informationen in Form
der in Abschnitt 3.1.4 vorgestellten RTS-Glättung auch verwendet werden. Die Auswirkungen
dieser Glättung werden in Abschnitt 4.3.2 vorgestellt. Allerdings werden für die Glättung nur die
internen Informationen des Kalman-Filters (geschätzte Zustände, Kovarianzen und Transitions-
matrizen) verwendet. Außer der Position und Geschwindigkeit liegen für die Prozessierung keine
direkten Beobachtungen der Zustände vor. Die Schätzung der Lage und Sensorfehler ist von
der Flugdynamik abhängig. Sind die Fehler der Startwerte zu groß, kann es vorkommen, dass
die geschätzten Zustände des Kalman-Filters zwar nicht gegen die wahren Werte konvergieren,
sich dies jedoch nicht in den Unsicherheiten der Zustände widerspiegelt. In Abschnitt 4.3.1 wird
dieses Problem anhand eines Flugs aufgezeigt und eine Lösungsstrategie auf Grundlage einer
iterativen Auswertung vorgestellt.
4.3.1 Robuste Schätzung durch iterative Auswertung
Die in der Initialisierung bestimmten Startwerte können aufgrund mangelnder Informationen sehr
große und auch grobe Fehler aufweisen. So werden bei der Initialisierung fehlerfreie Sensoren
angenommen, was sich bei der Horizontierung auf den Roll- und Pitch-Winkel auswirkt. Bei der
Bestimmung des Yaw-Winkels aus den GNSS-Positionen besteht das Problem, dass die einzelnen
Positionen eine gewisse Standardabweichung aufweisen, wodurch eine Verwendung von weiter
auseinander liegenden Punkten sinnvoll ist. Liegen die Punkte allerdings zu weit auseinander,
besteht die Gefahr, dass der daraus abgeleitete Yaw-Winkel bei einer zwischenzeitlichen Drehung
des Flugzeugs den Yaw-Winkel zum Zeitpunkt der ersten Position nicht mehr ausreichend
approximiert. Ein weiteres Problem besteht darin, dass aus der reinen Trajektorie nicht zu
erkennen ist, ob die Bewegung rückwärts oder vorwärts stattfindet. Dadurch kann es zu einem
groben Fehler von ±180° kommen.
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Abbildung 4.10: Falsch geschätzte Yaw-Winkel der INS/GNSS Integration mit der mki für Flug 137c.
(a) geschätzte Yaw-Winkel, (b) Yaw-Differenzen zur Referenzlösung, (c) Häufigkeitsvertei-
lung der Yaw-Differenzen (hell: gesamter Flug, kräftig: Fluglinien).




























Abbildung 4.11: Überblick über Flug 137c und mki-Prozessierung.
(a) Überblick, (b) Start und direkt anschließende kurze Standphase, (c) Standphase kurz
nach Start, (d) Anflug des Flugplatzes Aschaffenburg zur Landung.
In diesem Abschnitt soll als Beispiel der Flug 137c in Verbindung mit der mki und schlecht
gewählten Abschnitten zur Initialisierung betrachtet werden. Im Vergleich mit den Referenzdaten
zeigt sich, dass alle drei Lagewinkel größere Differenzen aufweisen als bei den restlichen Flügen.
Bei den Yaw-Winkeln fällt aber besonders auf, dass deren Schätzung vom wahren Wert divergiert.
In Abb. 4.10 sind die geschätzten Yaw-Winkel, die Differenzen zur Referenzlösung und die
Häufigkeitsverteilung dieser Differenzen abgebildet. Man sieht, dass die Schätzung über den
gesamten Zeitraum hinweg gegen keine stabilen Werte konvergiert und kontinuierlich zunimmt.
Die Differenzen zu den wahren Werten der Referenzlösung verteilen sich gleichmäßig über den
gesamten Bereich von −180° bis +180°.
In Abb. 4.11 ist die GNSS-Trajektorie und die der INS/GNSS Integration zusammen mit de-
taillierten Ausschnitten von Phasen, welche für die Integration kritisch sind, dargestellt. In
Abb. 4.11(b) ist ein Abschnitt direkt nach dem Start der Integration abgebildet. Zu Beginn der
Integration ergibt sich schon ein grober Fehler bei der Schätzung des Yaw-Winkels. Der aus der
Trajektorie unter Annahme einer Vorwärtsbewegung geschätzte Yaw-Winkel ist mit einem roten
Pfeil angedeutet. Bei der Schätzung handelt es sich allerdings um einen groben Fehler, da zu
diesem Zeitpunkt tatsächlich eine Rückwärtsbewegung vorlag und aus der GNSS-Trajektorie
eigentlich der mit einem grünen Pfeil angedeutete Yaw-Winkel geschätzt werden hätte müssen.
Kurz nach dem Start der Integration kommt es zu einer kurzen Standphase. Dies ist für die
Konvergenz des Kalman-Filters auch schlecht, da während der Standphase ohne Änderung der
Lage und Beschleunigungen die Lage und Bias des Drehratensensors der Z-Achse nicht beobacht-
bar sind (Abschnitt 4.2.3). Ein weiterer Abschnitt mit wenig Dynamik ist der Landeanflug kurz
vor Ende der Integration. (Abb. 4.11(d)). Während der Standphase ist auch die kontinuierliche
Zunahme des geschätzten Yaw-Winkels gut zu erkennen: Aufgrund des Hebelarms zwischen
IMU und GNSS-Antenne beschreibt die integrierte Lösung einen Kreis um die GNSS-Position.
Der Radius entspricht der Länge des in die Nord-Ost-Ebene projizierten Hebelarms von ca. 14 cm.
In Abb. 4.11(c) ist auch wieder eine Standphase dargestellt, welche kurz nach dem Start stattfindet.
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Auch hier ist wieder die kontinuierliche Zunahme des Yaw-Winkels zu erkennen. Außerdem
sieht man auch die „Sägezahn-Form“ der integrierten Trajektorie. Zu jedem dieser „Sägezähne“
liegen jeweils neue GNSS-Beobachtungen vor, durch welche im Schritt der Aufdatierung eine
Anpassung der integrierten Lösung stattfindet. Aufgrund des falschen Yaw-Winkels driftet die
mit IMU-Messungen geschätzte Position ohne GNSS-Beobachtungen ab, „springt“ allerdings bei
neuen Beobachtungen in Richtung der GNSS-Position (welche mit einer hohen Genauigkeit in das
Kalman-Filter eingeht). Durch die direkten Beobachtungen der Positionen und Geschwindigkeiten
driftet die Trajektorie trotz falsch geschätzten Yaw-Winkeln nicht weit von der GNSS-Trajektorie
ab, was in Abb. 4.11(a) zu sehen ist.
Im Anhang findet sich unter Abb. A.3 eine Übersicht über den Verlauf der Schätzung weiterer,
relevanter Zustände. Auch diese divergieren nicht vollständig. So beträgt die Schätzung für den
Bias des Beschleunigungsmessers der Y-Achse kurz nach dem Start zwar mehr als 0,5 m s−2,
konvergiert im Verlauf der Prozessierung aber langsam zu einem Wert näher an 0 m s−2. Für den
Bias des Drehratensensors der Y-Achse ist für die Bereiche zwischen den Fluglinien eine deutliche
Änderung zu sehen, allerdings konvergiert die Schätzung insgesamt gegen 0,02 rad s−1. Der Bias
des Drehratensensors der Z-Achse, welcher eng mit den Schätzungen der Yaw-Winkel verwandt
ist, steigt über den gesamten Zeitbereich an. Allerdings weist die Schätzung am Ende immer noch
einen realistischen Wert von ca. −0,05 rad s−1 auf, welcher auch im Größenbereich der Schätzun-
gen in der X- un Y-Achse liegt. Vergleicht man die Unsicherheiten der geschätzten Yaw-Winkel
mit den tatsächlichen Differenzen zur Referenzlösung, sieht man, dass die Unsicherheiten viel
zu optimistisch geschätzt wurden. Eine Verbesserung der Prozessierung durch den Einsatz der
RTS-Glättung ist hier also nicht möglich.
Eine Lösungsstrategie, welche in Becker (2016) beschrieben ist und hier angewendet werden soll,
basiert auf einer iterativen Auswertung. In Becker (2016) ist der Grund für diesen Ansatz auch
eine nicht ausreichend genaue Schätzung des initialen Yaw-Winkels: Da die Nordkomponente
der Erdrotation von dem Kosinus der Breite abhängt, ist die Initialisierung des Yaw-Winkels in
polaren Gebieten unter Nutzung der Erdrotation selbst mit hochwertigen IMUs schwierig. Daher
wird durch Becker (2016) ein „two-pass approach“ angewendet. Dieser basiert auf einer iterativen
Auswertung im Postprocessing. Es wird angenommen, dass sich die Schätzung des Yaw-Winkels
über den Flug hinweg verbessert, und am Ende eine gute Genauigkeit erreicht. Die Schätzungen
am Ende des „first pass“ können schließlich als Startwerte für den „second pass“, welcher in die
zeitlich entgegengesetzte Richtung verläuft, genutzt werden.
Das vorgestellte Problem des Flugs 137c mit der mki unterscheidet sich leicht von der in Becker
(2016) vorgestellen Problemstellung. Aufgrund der unterschiedlichen IMU-Güteklassen fallen z. B.
bei der mki nicht nur die Fehler beim Startwert des Yaw-Winkels, sondern auch bei dem Roll- und
Pitch-Winkel sowie den Biasschätzungen größer aus. Dies hat zur Folge, dass die Schätzungen
der Yaw-Winkel auch über den gesamten Flug hinweg zum Ende nicht gegen den wahren Wert
konvergieren. Daher werden nicht nur zwei Durchgänge des Filters verwendet, sondern diese
auf weitere, iterative Durchgänge erweitert. Der erste Durchgang wird (wie bereits vorgestellt)
zeitlich vorwärts durchgeführt. Der anschließende, zweite Durchgang erfolgt zeitlich rückwärts.
Als Startwerte werden dafür die Werte gewählt, welche am Ende der Vorwärtsprozessierung vor-
liegen. Für die zeitlich rückwärts verlaufende Lösung kann auch der in Abschnitt 2.3 vorgestellte
Navigationsalgorithmus ohne Anpassungen verwendet werden, da für die Koordinatentransfor-
mation der spezifischen Kraft die mittlere Koordinatentransformationsmatrix Cnb zum Einsatz
kommt. Ein Unterschied entsteht durch die Verwendung der Erdrotation und Transportrate(
Ωnie(−) + Ωnen(−)
)
, für welche jeweils nur die Werte aus dem vorhergehenden Schritt (bei der
Vorwärtsprozessierung die Werte der „Vergangenheit“ und bei der Rückwärtsprozessierung
die Werte aus der „Zukunft“) verwendet werden. Aufgrund der geringen Fluggeschwindigkeit,
geringen Dynamik und insgesamt kleinem Signal der Erdrotation ist dieser Unterschied aber zu
vernachlässigen.
In Becker (2016) werden aufgrund der im ersten Durchgang erfolgenden Konvergenz für die Initia-
lisierung des zweiten Durchgangs neben den Schätzungen der Zustände auch deren geschätzten
Unsicherheiten aus dem ersten Durchgang übernommen. Für die vorgestellte mki-Prozessierung
des Flugs 137c kommt es allerdings zu keiner Konvergenz (Abb. 4.10) und auch die geschätz-
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(1) VW (2) RW (3) VW (1) VW (2) RW (3) VW
Abbildung 4.12: Schätzungen der Yaw-Winkel mittels iterativer INS/GNSS Integration mit (mki, Flug 137c).
Abbildung von Vorwärts- (VW) und Rückwärtsprozessierungen (RW).
(a) geschätzte Yaw-Winkel, (b) Yaw-Differenzen zur Referenzlösung, (c) Häufigkeitsvertei-
lung der Yaw-Differenzen (gesamter Flug).
ten Unsicherheiten spiegeln nicht die wahren Genauigkeiten wieder (Abb. A.3). Daher wurden
für den zweiten Durchgang (Rückwärtsprozessierung) die inertialen Unsicherheiten des ersten
Durchgangs (Tabelle 4.3) übernommen. Trotz fehlerhaften Startwerts des Yaw-Winkels für den
zweiten Durchgang konvergieren die Schätzungen im Verlauf des Flugs gegen die wahren Werte.
Zum einen, da die restlichen Startwerte näher an den wahren Werten liegen (z. B. nicht mehr
0 m s−2 / 0 rad s−1 für die Biasschätzungen) und zum anderen, da gerade für diesen Flug die
problematischen Standphasen (Abb. 4.11(b) und 4.11(c)) nun erst am Ende der Prozessierung
liegen. Die Werte aus der Rückwärtsprozessierung wurden schließlich als Startwerte einer dritten
Prozessierung, welche zeitlich vorwärts erfolgte, verwendet. Aufgrund der Konvergenz der Schät-
zungen, wurden hier auch die Unsicherheiten der Startwerte angepasst. Allerdings wurden die
Unsicherheiten aus der Rückwärtsprozessierung nicht direkt übernommen, um ein Einlaufen des
Filters zu gewährleisten. Die Werte wurden um einen Faktor von ×3 bis ×10 erhöht. Die genaue
Wahl des Faktors erfolgte empirisch.
In Abb. 4.12 sind die Schätzungen der Yaw-Winkel für drei Durchgänge der Prozessierung
abgebildet. Während die geschätzten Yaw-Winkel des ersten Durchgangs schon vor dem Start
außerhalb des dargestellten Bereichs divergieren, sind die geschätzten Yaw-Winkel des zweiten
und dritten Durchgangs im dargestellen Maßstab kaum zu unterscheiden. Lediglich am Ende,
nach der Landung, sind Unterschiede sichtbar, welche durch den fehlerhaften Startwert bei der
Rückwärtsprozessierung hervorgerufen werden. Auch bei der Betrachtung der Differenzen zur
Referenzlösung ist zu sehen, dass diese sich nach dem Einlaufen der Rückwärtsprozessierung im
gleichen Größenbereich wie die des dritten Durchgangs befinden.
Mit nur drei Iterationen konnte also eine robuste Schätzung trotz groben Fehlers bei der Bestim-
mung des initialen Yaw-Winkels erzielt werden.
Bei der vorgestellten iterativen Auswertung handelt es nicht um eine Glättung mittels forward-
backward-Methode, welche in Abschnitt 3.1.4 genannt wurde. In die zweite Vorwärtsprozessierung
gehen z. B. nicht die gesamten Informationen des Kalman-Filters ein. Lediglich die aus der
Rückwärtsprozessierung stammenden Zustände und deren Unsicherheiten werden als Startwerte
verwendet, jedoch nicht die gesamte P-Matrix mitsamt aller Kovarianzen (daher werden die Unsi-
cherheiten der Startwerte auch größer gewählt als die, welche aus der Rückwärtsprozessierung
erhalten werden). Des Weiteren sind die einzelnen Iterationen nicht unabhängig von einander, da
sie jeweils mit den Endwerten der vorhergehenden Iteration initialisiert werden.
In Abb. 4.13 sind drei Durchgänge der Prozessierung von Flug 136a mit der ads abgebildet. Man
sieht, dass bei allen drei Durchgängen während der Flugphase gleich gute Ergebnisse vorliegen.
Für den ersten Durchgang liegen direkt nach dem Start große Differenzen vor, die kurz vor
dem Start auch noch einmal größer ausfallen. Diese Differenzen liegen allerdings auch beim
dritten Durchgang vor. Beim zweiten Durchgang, der Rückwärtsprozessierung, kommt es nicht
zu diesen Differenzen, da das Kalman-Filter schon alle Informationen über die Flugphase hinweg
beinhaltet und daher nicht mehr stark vom kritischen Bereich vor dem Start (kurze Standphase
und scharfe Kurve) beeinflusst wird. Über die Flugphase hinweg liegen die Differenzen des
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Abbildung 4.13: Schätzungen der Yaw-Winkel mittels iterativer INS/GNSS Integration mit (ads, Flug 136a).
Abbildung von Vorwärts- (VW) und Rückwärtsprozessierungen (RW).
(a) geschätzte Yaw-Winkel, (b) Yaw-Differenzen zur Referenzlösung, (c) Häufigkeitsvertei-
lung der Yaw-Differenzen (gesamter Flug).
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Abbildung 4.14: Detaillierte Betrachtung der Yaw-Winkel Schätzungen ohne und mit RTS-Glättung (ads,
Flug 136a). Auswahl von drei 4 s-Bereichen vom Anfang, Mitte und Ende der INS/GNSS
Integration (links nach rechts).
dritten Durchgangs in der gleichen Größe wie die der Rückwärtsprozessierung. Daher werden
alle Prozessierungen mittels einer iterativen Auswertung von drei Durchgängen durchgeführt.
Die schlechten Schätzungen zum Beginn der Integration, welche bei der Rückwärtsprozessierung
nicht auftreten, werden über eine Glättung verhindert, welche die Informationen der gesamten
Prozessierung verwendet.
4.3.2 Glättung der Lösung
Durch die im vorherigen Abschnitt vorgestellte iterative Lösungsstrategie gehen sehr genaue
Startwerte in die Prozessierung ein. Allerdings wurde gezeigt, dass diese Informationen allei-
ne nicht für eine gute Schätzung direkt vom Start der Prozessierung an ausreichen. Um alle
Informationen der gesamten Prozessierung zu nutzen, wird daher der letzte Durchgang der
iterativen Lösung mittels des in Abschnitt 3.1.4 vorgestellten Rauch-Tung-Striebel (RTS) Glätters
geglättet. Da in dem Kalman-Filter nur die Fehler der einzelnen Zustände geschätzt werden,
muss bei der Anwendung des RTS-Glätters darauf geachtet werden, dass der Zustand sich nicht
aus geschätztem und geglättetem Fehler ergibt, sondern nur aus der Differenz, die sich durch die
Glättung ergibt (Becker, 2016):
x̂∼k = x̂
−












= x̂−k − Ckδx̂∼k+1 ,
(4.4)
da sich durch die closed-loop-correction δx̂−k+1 = 0 ergibt.
In Abb. 4.14 ist die Auswirkung der RTS-Glättung auf die Schätzung der Yaw-Winkel abgebildet.
Dazu sind von der ads Prozessierung des Flugs 136a drei Bereiche von jeweils 4 s Länge darge-
stellt. Für den ersten Abschnitt, direkt nach dem Start der Integration, sind bei der Prozessierung
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Abbildung 4.16: Auswirkung der RTS-Glättung auf die Biasschätzungen und deren geschätzten Unsicher-
heiten (ads, Flug 136a)
ohne RTS-Glättung für die Schätzung der Yaw-Winkel deutliche Sprünge zu sehen, wenn GNSS-
Beobachtungen vorliegen (alle 0,1 s). Diese betragen bis zu 1°. Im zweiten Bereich aus der Mitte
der Integration treten nur noch sehr kleine Sprünge auf (< 0,05°), welche in der Darstellung kaum
zu erkennen sind. Für den Bereich am Ende der Integration werden im Kalman-Filter auch bei
der Prozessierung ohne RTS-Glättung schon alle Informationen des Flugs verwendet, wodurch
die Lösung so gut prädiziert werden kann, dass keine großen Sprünge mehr zu beobachten sind.
Mittels RTS-Glättung werden die Informationen des gesamten Flugs auch auf den gesamten Flug
angewendet. Während im Bereich am Ende der Integration keine sichtbare Veränderung durch
die RTS-Glättung stattfindet, liegt die geglättete Lösung für den mittleren Bereich ca. 0,2° über
der nicht geglätteten Lösung. Im Bereich direkt nach dem Start der Integration ist die Glättung
am deutlichsten zu sehen.
Auch die Differenzen zur Referenzlösung fallen durch die RTS-Glättung geringer aus (Abb. 4.15).
Zum einen verschwinden die großen Differenzen kurz vor dem Start des Flugzeugs, für welche
auch im vorherigen Abschnitt zu sehen war, dass diese bei der Rückwärtsprozessierung nicht
auftreten. Zum anderen ist auch eine Glättung und Verringerung der Differenzen über den
gesamten Flug hinweg zu beobachten. Dies setzt sich bis zum Ende der Integration fort.
Die Glättung über die gesamte Integration hinweg ist besonders gut in den geschätzten IMU-
Fehlern zu sehen. In Abb. 4.16 sind die Biasschätzungen der Y-Achse der Beschleunigungsmesser
und der Z-Achse der Drehratensensoren abgebildet. Ohne RTS-Glättung findet für jede GNSS-
Beobachtung eine Anpassung der Biasschätzungen statt, welche sich auch während des Flugs
innerhalb von nur wenigen Sekunden um bis zu 1× 10−2 m s−2 bzw. 2× 10−4 rad s−1 ändern.
Durch die RTS-Glättung ändern sich die Biasschätzungen nur langsam. Bei den Biasschätzungen
des Beschleunigungsmessers ist auch zu sehen, dass die große Änderung der Schätzungen,
welche während der fünften Fluglinie um ca. 0,03 m s−2 gegenüber den vorherigen Schätzungen
sinken, etwas kleiner ausfallen. Ohne RTS-Glättung schwanken die Biasschätzungen des Drehra-
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tensensors der Z-Achse besonders stark vor dem Start des Flugzeugs, wenn noch keine starken
Beschleunigungen vorliegen, und der Bias somit nur schlecht geschätzt werden kann. Dies wird
durch die RTS-Glättung behoben und die Schwankungen vor dem Start fallen weg.
Auch die Auswirkung der RTS-Glättung der Biasschätzungen des Drehratensensors der Z-Achse
auf die Yaw-Differenzen ist im Vergleich von Abb. 4.15 und Abb. 4.16 zu erkennen: Große
Yaw-Differenzen, die um mehr als 1° von den restlichen abweichen, liegen bei der Lösung ohne
Glättung z. B. am Ende der vierten und der sechsten Fluglinie vor. Diese beiden Stellen treten
auch in den ungeglätteten Biasschätzungen hervor, verschwinden allerdings in der Lösung mit
RTS-Glättung. Dies wirkt sich auch auf die Yaw-Differenzen auf, welche an diesen Stellen nicht
mehr von den restlichen Differenzen abweichen.
Auch an den Unsicherheiten der Biasschätzungen in Abb. 4.16 ist die Wirkung der RTS-Glättung
zu sehen. Das Ende der Integration ohne, sowie mit RTS-Glättung basiert auf allen vorhergehen-
den Informationen. Daher ist die Unsicherheit am Ende bei beiden Lösungen gleich groß. Für den
Rest der Integration liegen allerdings bei der geglätteten Lösung mehr Informationen vor (die aus
den noch nicht verarbeiteten, in der Zukunft liegenden Daten) als bei der ungeglätteten Vorwärts-
prozessierung. Dadurch werden auch die geschätzten Unsicherheiten kleiner. Gerade am Anfang
der Prozessierung ist das Einflaufverhalten des Kalman-Filters in den Unsicherheiten der unge-
glätteten Vorwärtsprozessierung zu sehen. Gerade bei den Biasschätzungen des Drehratensensors
der Z-Achse ist zu sehen, dass diese erst ab den Beschleunigungen vom Start des Flugzeugs gut
geschätzt werden können. In der Lösung mit RTS-Glättung liegen die Unsicherheiten zum Start
der Integration in der gleichen Größe wie zum Ende.
4.4 Einfluss der Zeitstempelung
Die INS/GNSS Integration basiert auf einer genauen Zeitstempelung der Daten. Da von den
Inertialsensoren nur die spezifische Kraft und Drehrate gemessen wird und die Lage, Geschwin-
digkeit und Position erst durch eine zeitliche Integration gewonnen werden (Abschnitt 2.3), spielt
die genaue Zeitstempelung schon für die INS-Navigationslösung alleine eine wichtige Rolle. Zum
anderen ist eine genaue Zeitstempelung sowohl von der INS-Navigationslösung als auch von den
GNSS-Beobachtungen (Position, Geschwindigkeit) für die Integration beider Systeme wichtig. Für
die Schätzungen werden die Differenzen zwischen GNSS-Beobachtungen und den Zuständen,
welche über die INS-Beobachtungen fortgeführt werden, gewichtet (Abschnitt 3.2). Grundlage
dieser Gewichtung sind Genauigkeitsabschätzungen der Zustände und Beobachtungen. Bei einer
fehlerhaften Zeitstempelung treffen die gewählten Genauigkeitsabschätzungen nicht mehr zu.
Die Kovarianzmatrix der Zustände hängt von der Transitionsmatrix und der Kovarianzmatrix des
Systemrauschens (hier das Rauschen der Inertialsensoren) ab, welche sich aus einer Integration
über die Zeit τs ergeben, welche durch eine falsche Zeitstempelung beeinflusst wird. Auch die
Differenz zwischen prädizierten Zuständen und GNSS-Beobachtungen basiert auf der Annahme,
dass beides zur gleichen Zeit vorliegt.
Im Folgenden wird der Einfluss der Zeitstempelung auf die berechneten Lagewinkel betrachtet.
Die Betrachtung beschränkt sich auf die Zeitstempelung der IMU-Daten, da für diese schon die
in Abschnitt 4.1.2 beschriebenen Probleme bekannt sind. Auf die Zeitstempelung der GNSS-
Daten wird nicht näher eingegangen, da diese als fehlerfrei gegenüber den Fehlern in der
IMU-Zeitstempelung angenommen werden.
Obwohl die dmu bei der Untersuchung der IMUs in Abschnitt 2.2.3 zusammen mit der ads die
besten Ergebnisse aufwies (kleine und gut bestimmbare Sensorfehler und geringes Rauschen),
fallen die bestimmten Lagewinkel im Vergleich mit der Referenzlösung nicht besser aus als z. B.
die der mpu, welche in der Untersuchung größere und schlechter bestimmbare Sensorfehler
sowie ein größeres Rauschen aufwies. In Abb. 4.17 sind die Pitch-Differenzen zur Referenzlösung
für die dmu und Flug 136a und für die mpu und Flug 137b abgebildet. Leider liegen für diese
beiden IMUs keine Daten für einen gleichen Flug vor. Dennoch wurden diese beiden IMUs für
den Vergleich gewählt, da für beide Daten mit einer Rate von 200 Hz vorliegen, sich die beiden
IMUs aber dennoch in der Untersuchung unterschieden. Trotz des geringeren Rauschens der dmu
fallen die Pitch-Differenzen der mpu besser aus. Ein Unterschied zwischen beiden IMUs findet
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rel. Häufigkeit
Abbildung 4.17: Pitch-Differenzen für dmu-Prozessierung von Flug 136a und mpu-Prozessierung von Flug
137b. Die Häufigkeitsverteilung über den gesamten Flug ist schwach und über die Fluglini-
en stark dargestellt.
sich allerdings in der Zeitstempelung. Die Zeitstempel der dmu wurden aufgrund zu großer
Abweichungen künstlich über die nominale Datenrate zwischen dem ersten und letzten Messwert
erstellt (Abschnitt 4.1.2).

















Zeitstempel ohne Rauschen Zeitstempel mit künstlichem Rauschen
Abbildung 4.18: Pitchifferenzen für mpu-Prozessierung von Flug 137b mit originaler Zeitstempelung und
Zeitstempelung mit künstlichem weißen Rauschen mit στi = 0,001 25 s =̂ 800 Hz (nominale
Datenrate: 200 Hz). Die Häufigkeitsverteilungen beziehen sich auf die Differenzen über die
gesamte Prozessierung.
Zur Simulation einer falschen Zeitstempelung wurden die Zeitstempel der mpu für Flug
137b mit einem einfachen, additiven weißen Rauschen versehen. Die Standardabweichung des
Rauschens wurde auf στi = 0,001 25 s festgesetzt, was nur einem viertel der Zeitabstände nach
nominaler Datenrate von 200 Hz entspricht. Damit ergibt sich schon eine starke Verschlechterung
der Pitch-Differenzen, welche in Abb. 4.18 dargestellt sind. Die Schwankung der Differenzen
nimmt von weniger als 0,5° mit der originalen Zeitstempelung auf mehr als 1,0° mit den künstlich
verschlechterten Zeitstempeln zu. Auch die Häufigkeitsverteilung entspricht bei den künstlich
verschlechterten Zeitstempeln nicht mehr einer Normalverteilung.
Dieser Unterschied ist bei dem Vergleich von dmu und mpu in Abb. 4.17 nicht zu sehen, bei
welchem die Pitch-Differenzen der dmu lediglich verrauschter, aber trotzdem normalverteilt
vorliegen. Allerdings ist die Methode der Verschlechterung mittels additiven weißen Rauschen
auch nur eine vereinfachte Methode zur Verschlechterung der Zeitstempel.
In Abb. 4.19 sind die Pitch-Differenzen der dmu-Prozessierung von Flug 137c dargestellt. Über
die ersten vier Fluglinien liegen diese in einem Bereich von über 10° von +5° bis −5°. Erst ab der
fünften Fluglinie bleiben die Differenzen stabil bei einem Wert von ca. 1° und auch das Rauschen
nimmt langsam ab. Es ist auch zu sehen, dass die Pitch-Differenz schon am Anfang sehr groß ist.
Die iterative Auswertung, welche im vorhergehenden Abschnitt vorgestellt wurde, bringt hier
keine großen Verbesserungen. Auch eine Erhöhung der Iterationen zeigt keinen Erfolg. Durch
die zu ungenaue Zeitstempelung kommt es im vorderen Teil der Prozessierung sowohl bei der
Vorwärts- als auch Rückwärtsprozessierung nur zu schlechten Schätzungen.
Die Auswirkung von nur einem einzelnen (großen) Zeitfehler δτi soll anhand der mpu-Prozes-
57
Kapitel 4. Durchführung der Prozessierung
















Abbildung 4.19: Pitchifferenzen für dmu-Prozessierung von Flug 137c. Die Häufigkeitsverteilung bezieht











































Abbildung 4.20: Biasschätzungen (links) und Pitch-Differenzen (rechts) der mpu-Prozessierung von Flug
137b mit originalen Zeitstempeln sowie regelmäßigen Zeitstempeln. Die Diagramme zeigen
die Intervalle der jeweiligen Zeitstempelungen.
sierung des Flugs 137b aufgezeigt werden. Wie in Abschnitt 4.1.2, Abb. 4.5 gezeigt, liegen fast
alle Daten der mpu in Zeitintervallen vor, die sehr dicht an der nominalen Datenrate von 200 Hz
liegen. Auch vereinzelte Sprünge von ±1 s wie bei der ads liegen bei der mpu nicht vor. Bei dem
Flug 137b liegt allerdings ein einzelner Datensatz kurz nach der letzten Fluglinie vor, dessen
Zeitstempel einen Abstand von über 0,15 s zum vorherigen Datensatz hat. Dies entspricht einem
Faktor von über 30 gegenüber dem nominalen Intervall von nur 0,005 s. Außerdem überschreitet
dieses Intervall auch das Intervall von 0,1 s mit welchem GNSS-Beobachtungen vorliegen. Die
Auswirkung dieses einzelnen Datensatz auf die Biasschätzungen des Beschleunigungsmessers
der X-Achse und auf die Differenzen der geschätzten Pitchwinkel zur Referenzlösung sind in
Abb. 4.20 dargestellt.
Trotz RTS-Glättung weist die Biasschätzungen an der Stelle mit dem großen Intervall einen
markanten, spitzen Verlauf auf. Ohne RTS-Glättung ist ein plötzlicher Sprung an dieser Stelle zu
sehen. Auch in den Pitch-Differenzen zur Referenzlösung ist die Stelle deutlich zu erkennen. Die
Differenzen weichen um ca. −0,25° gegenüber dem vorherigen Verlauf ab.
Zur Bereinigung dieses und weiterer Ausreißer wurde eine regelmäßige Zeitstempelung einge-
führt. Die vorliegenden IMU-Daten wurden dafür linear auf feste Zeitpunkte mit regelmäßigen,
der nominalen Datenrate ensprechenden, Intervallen interpoliert (z. B. 0 s, 0,005 s, 0,010 s, . . . ). Mit
der regelmäßigen Zeitstempelung verschwindet der spitze Ausreißer in den Biasschätzungen.
Auf der zweiten Fluglinie ist auch eine Änderung der Schätzungen bei einem Intervall zu beob-
achten, welches zuvor nur ca. drei mal so groß wie das nominale Intervall war. Die regelmäßigen
Zeitstempel wirken sich auch auf die Pitch-Differenzen aus. Diese weichen für die letzte Fluglinie
nicht mehr von den vorherigen Fluglinien ab.
Aufgrund dieser Verbesserungen wurden die Daten aller IMUs für alle Flüge vor der Pro-
zessierung auf Zeitstempel in regelmäßigen Abständen (der jeweiligen nominalen Datenrate
entsprechend) interpoliert.
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4.5 Zusammenfassung der Prozessierungsergebnisse
Nachdem in den vorhergegangenen Abschnitten verschiedene Strategien zur Verbesserung der
Auswertung vorgestellt wurden, sollen die damit erzielten Prozessierungsergebnisse hier nun
zusammengefasst und bewertet werden. Als quantitatives Ergebnis sollen die RMSE- (root-
mean-square error) Werte der drei Lagekomponenten gegenüber der Referenzlösung angegeben
werden. Wie schon in Abschnitt 4.1 genannt und in den Abbildungen der Lagedifferenzen
zu sehen, enthalten die Differenzen zur Referenzlösung allerdings noch einen Anteil, welcher
von den Einbaulagedifferenzen stammt. Dieser soll allerdings nicht in die Ergebnisbetrachtung
einfließen, da er unabhängig von der Qualität der einzelnen IMUs und von der vorgenommenen
Auswertungsstrategie ist.
Schätzung der Einbaulagedifferenzen
Für die Einbaulagedifferenzen liegen keine eigenen Messungen vor. Um die Einbaulagedifferenzen
aus den vorhandenen Ergebnissen zu schätzen, werden die Annahmen getroffen, dass der
gesamte Offset in den Differenzen zur Referenzlösung auf den Einbaulagedifferenzen beruht
und die Fehler der IMUs und Prozessierung normalverteilt sind und einen Erwartungswert
von 0° aufweisen. Somit lassen sich die Einbaulagedifferenzen über das arithmetische Mittel
aller Lagedifferenzen bestimmen. Dass die Annahmen nur teilweise zutreffend sind, ist in
den vorhergehenden Abschnitten an den Abbildungen zu sehen, welche Probleme bei der
Prozessierung aufzeigen. So sind z. B. die Pitch-Differenzen in Abb. 4.19 nicht normalverteilt.
Im Anhang sind in Tabelle A.1 die Mittelwerte und zugehörigen Standardabweichungen
der Lagedifferenzen für alle Flüge einzeln aufgelistet. Die Werte wurden dabei nur über die
Lagedifferenzen berechnet, welche auf den Fluglinien vorliegen, da zum einen während der
Phasen am Boden wenig Flugdynamik vorliegt und die geschätzten Zustände somit nicht sehr gut
zu beobachten sind (Abschnitt 4.2.3) und zum anderen während der Wendemanöver zwischen
den Fluglinien eine sehr große Flugdynamik vorliegt, wodurch sich vereinfachte Annahmen (z. B.
Modellierung der Sensorfehler nur als Bias) und Fehler wie z. B. eine falsche Zeitstempelung
stärker auswirken.
Besonders bei den Flügen der dmu und mki ist zu sehen, dass die Mittelwerte einzelner Flüge
nicht gut zueinander passen und auch die Standardabweichungen einzelner Flüge besonders groß
sind. Da der Einbau der IMUs zwischen den einzelnen Flügen nicht verändert wurde, wurden
die Schätzungen der Einbaulagedifferenzen als Mittel über die einzelnen Flüge gebildet. Die
Mittelwerte der einzelnen Flüge wurden für dieses Mittel anhand ihrer Standardabweichungen
gewichtet. Dabei wurden auch iterativ Ausreißer entfernt. Wurde ein Ausreißer in mindestens
einer Lagekekomponenten ermittelt, wurde der gesamte Flug als Ausreißer angesehen und von
der Mittelung ausgeschlossen.
Tabelle 4.4: Geschätzte Einbaulagedifferenzen aller vier IMUs und Anzahl der für die Schätzung verwende-
ten Flüge
ads dmu mki mpu
Roll ϕ [°] 0,371± 0,013 0,221± 0,037 0,000± 0,034 0,452± 0,019
Pitch θ [°] 0,505± 0,031 1,233± 0,024 1,179± 0,052 2,367± 0,032
Yaw ψ [°] 0,330± 0,071 0,29 ± 0,16 −0,59 ± 0,31 −0,107± 0,085
verw. Flüge a 6(8) 2(4) 3(8) 3(3)
a Anzahl der für Schätzung verwendeten Flüge (Gesamtanzahl der verfügbaren Flüge)
In Tabelle 4.4 sind die geschätzten Einbaulagedifferenzen aufgeführt. Die angegebenen Genau-
igkeiten sind allerdings nicht sehr aussagekräftig, da außer bei der ads nur zwei bis drei Flüge
für die Mittelung verwendet wurden. Besonders viele Flüge wurden bei der mki als Ausreißer
detektiert. Für die mpu passen die Differenzen aller verfügbaren Flüge gut zusammen und es
wurden daher alle Flüge für die Mittelung verwendet.
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Erreichte Genauigkeiten
Die finalen RMSE-Werte über Fluglinien sind in Tabelle 4.5 aufgelistet. Die zugrundeliegende
Prozessierung beruht auf allen zuvor vorgestellten Strategien zur Verbesserung der Auswertung
(auf Zeitstempel in regelmäßigen Abständen interpolierte Daten, iterative Auswertung und RTS-
Glättung). Die im Verlauf der gesamten Auswertung immer wieder empirisch durch Filter-Tuning
angepassten und schließlich für die finale Prozessierung verwendeten Werte des Systemrauschens
finden sich im Anhang in Tabelle A.2.
Tabelle 4.5: Finale RMSE-Werte über Fluglinien für alle IMUs und alle verfügbaren Flüge nach Abzug der
geschätzten Einbaulagedifferenzen (mit Berücksichtigung der Unsicherheiten der Einbaulagedif-
ferenzen)
136a 136b 137a 137b 137c 138a 138b 138c Mittel
ads
Roll ϕ [°] 0,055 0,028 0,036 0,045 0,041 0,073 0,041 0,034 0,044
Pitch θ [°] 0,079 0,077 0,079 0,077 0,085 0,10 0,16 0,11 0,096
Yaw ψ [°] 0,17 0,16 0,20 0,19 0,18 0,20 0,18 0,31 0,20
dmu
Roll ϕ [°] 0,29 0,70 — — 1,4 — 0,048 — 0,62
Pitch θ [°] 0,11 0,85 — — 3,0 — 0,031 — 1,0
Yaw ψ [°] 0,48 1,7 — — 7,3 — 0,24 — 2,4
mki
Roll ϕ [°] 0,065 0,088 0,076 0,23 0,20 0,077 1,4 0,89 0,37
Pitch θ [°] 0,14 0,25 0,11 0,10 0,23 0,12 0,35 0,34 0,21
Yaw ψ [°] 0,61 1,4 0,66 0,83 1,2 0,66 1,5 1,1 1,0
mpu
Roll ϕ [°] — — 0,047 0,037 — 0,048 — — 0,044
Pitch θ [°] — — 0,071 0,076 — 0,063 — — 0,070
Yaw ψ [°] — — 0,17 0,17 — 0,17 — — 0,17
Die Genauigkeiten der ads und mpu liegen im gleichen Bereich. Die mittleren Fehler der Roll-
Winkel liegen zum Großteil unter 0,05° und die der Pitch-Winkel unter 0,10°. Die Fehler der Yaw-
Winkel fallen mit 0,20° schlechter aus. Bei der dmu und mki gibt es starke Unterschiede zwischen
den einzelnen Flügen. Die größten Fehler liegen für Flug 137c mit der dmu-Prozessierung
vor. Dennoch liegen die Fehler auch hier im einstelligen °-Bereich. Flug 138b bei der dmu-
Prozessierung weist sehr geringe Fehler auf, welche sogar unter denen der ads und mpu liegen.
Da die Einbaulagedifferenzen der dmu aber nur aus Flug 136a und 138a geschätzt wurden,
liegt eine hohe Korrelation zwischen diesen Flügen und den geringen Fehlern vor. Dies gilt
auch für die mki, für welche auch nur drei der verfügbaren acht Flüge für die Schätzung
der Einbaulagedifferenzen verwendet wurde, und welche in diesen drei Flügen hier somit die
geringsten Fehler aufweist. Allerdings liegen die Fehler für diese Flüge dennoch über den Fehlern
der ads und mpu.
Eine ausführliche, graphische Übersicht über die erhaltenen Biasschätzungen und Lagedifferen-
zen für alle verfügbaren Flüge der vier IMUs findet sich im Anhang (Abb. A.4 bis A.26).
Diskussion
In Martin (2016) wurde gezeigt, dass unter Verwendung von Low-Cost-IMUs und günstigen
Einfrequenz-GNSS-Empfängern keine stabile INS/GNSS Integration möglich ist, ohne eine
Vorkalibrierung der Sensoren vorzunehmen. Dies liegt vor allem an der Lage, welche nicht direkt
durch die GNSS-Beobachtungen mit nur einer Antenne gewonnen werden kann, und deren Fehler
ohne eine Vorkalibrierung zu groß für die Annahme kleiner, linearer Fehler des Kalman-Filters
sind.
Anders als in Martin (2016) basieren die GNSS-Beobachtungen, welche in das Kalman-Filter
eingehen, in der vorliegenden Arbeit aber auf einer genaueren Zweifrequenz-PPP-Prozessierung
und einer Postprocessing Auswertung. Damit kann auch ohne Vorkalibrierung eine stabile Lösung
erzielt werden. Einen stärkeren Einfluss auf die Qualität der Lösung als die Größe der Sensorfehler
haben Fehler in der Zeitstempelung. So fallen die Ergebnisse der dmu und mki schlechter aus
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als die der ads und mki, obwohl vor allem die dmu bei der Untersuchung der Sensoren in
Abschnitt 2.2 kleinere Sensorfehler aufwies. Obwohl die ads in der Untersuchung der Sensoren
kleinere Fehler als die mpu aufwies, werden gleich gute Ergebnisse erzielt. Allerdings liegen die
für die mpu in der Untersuchung festgestellten Sensorfehler für die Beschleunigungsmesser auch
weit unter den Herstellerangaben aus dem Datenblatt. Da es sich bei diesen sehr günstigen MEMS-
Sensoren um Sensoren aus einer Massenproduktion handelt, könnte es sich bei der untersuchten
mpu rein aus Zufall um einen Sensor mit besonders kleinen Fehlern handeln.
Die Unterschiede zwischen den verschiedenen Lagewinkeln sind u. a. auf die Beobachtbarkeit
der Zustände zurückzuführen, welche von der Flugdynamik abhängt. So fällt die Schätzung
der Yaw-Winkel am schlechtesten aus, da diese nicht über die Messungen der Beschleunigungs-
messer geschätzt werden können und auf Beschleunigungen und Änderungen der Lage (für die
Biasschätzung der Z-Achse der Drehratensensoren) angewiesen sind. Durch die Wendemanöver
zwischen den Fluglinien kommt es zu Beschleunigungen in der Y-Achse und Änderungen der
Lage, welche auf den Fluglinien nicht auftreten und wodurch sich die Schätzungen verbessern.
Insbesondere zum Start könnte durch die Wahl von bestimmten Flugmanövern eine gute Beob-
achtbarkeit der Zustände hergestellt werden. Die gewählten Manöver könnten wie folgt aussehen:
• keine Ruhephasen nach der Horizontierung und dem Start der Navigation.
• Fliegen von großen 8en ohne Änderung der Flughöhe für Änderungen der Beschleunigun-
gen in X- und Y-Richtung für verbesserte Biasschätzungen.
• Fliegen von großen 8en mit einer Änderung der Flughöhe für vertikale Beschleunigungen
und Änderungen der Lage zur Schätzung des Bias des Drehratensensors der Z-Achse.
Ein Nachteil dieser Manöver ist, dass sich Fehler der Zeitstempelung in Situationen mit einer
hohen Flugdynamik stärker auswirken.
4.6 Validierung der Ergebnisse
Die Ergebnisse der vorgestellten, selbst prozessierten Daten soll in diesem Abschnitt anhand zwei
weiterer, unabhängiger Prozessierungen validiert werden. Die erste Prozessierung beruht auf der
kommerziellen Software Waypoint - Inertial Explorer (Version 8. 60. 6717) von NovAtel2. Die zweite
Prozessierung erfolgte durch D. Becker auf Grundlage der Prozessierung, welche auch für die in
Becker (2016) beschriebene Strapdown-Fluggravimetrie mittels rqh verwendet wurde.
Prozessierung mit Inertial Explorer
In der Prozessierung mittels Inertial Explorer wurden auch die Daten der Trajektorie und Ge-
schwindigkeiten aus GNSS-Messungen prozessiert. Da es sich bei der Software um ein Produkt
von NovAtel handelt, konnten direkt die vom NovAtel-Empfänger abgespeicherten Binärdaten
eingelesen werden. Bei der Prozessierung handelt es sich auch um eine PPP-Auswertung. Die
Tabelle 4.6: Mittlere Standardabweichungen der Inertial Explorer PPP Positionslösung über die betrachteten
Zeitbereiche der INS/GNSS Integration
136a 136b 137a 137b 137c 138a 138b 138c
Mittel
[mm]
Nord 37 31 28 29 30 28 33 41
Ost 21 22 20 19 23 20 21 28
Höhe 48 48 53 52 49 53 57 84
von der Prozessierung mit ausgegebenen Standardabweichungen (Tabelle 4.6) fallen insgesamt
größer als die der CSRS-PPP Positionslösung (Tabelle 4.2) aus, liegen aber größtenteils immer
noch unter 5 cm. Besonders bei Flug 138c sind große Unterschiede zu sehen.
2https://www.novatel.com/products/software/inertial-explorer/
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Die Software bietet eine große Bandbreite an Optionen für die INS/GNSS Integration. So ist z. B.
auch eine tightly coupled-Integration und die Schätzung einer Vielzahl an zusätzlichen Zuständen
(verschiedene Sensorfehler, Hebelarm, etc. ) möglich. Für die Validierung der eigenen Lösung
wurden die Optionen aber möglichst ähnlich zu der eigenen Prozessierung gewählt: Eine loosely-
coupled-Integration und Biasschätzungen der Beschleunigungsmesser und Drehratensensoren
als einzige zusätzliche Zustände zur Modellierung der Sensorfehler. Die Art der Modellierung
(Random Walk, Gauß-Markov-Prozess, etc. ) konnte nicht gewählt werden.
Die initialen Unsicherheiten P0 und die Werte des Systemrauschens wurden über die Wahl eines
Fehlermodells festgelegt. Dabei traten allerdings Unklarheiten darüber auf, inwiefern die angege-
benen Einheiten zu den Eingabefeldern passen, da sich die Angaben bei einem Versionswechsel
der Software geändert hatten, die Werte einiger in der Software verfügbarer Standardprofile
allerdings nicht. Außerdem waren zum Zeitpunkt der Inertial Explorer-Prozessierung die eigenen
Prozessierungen noch nicht vollständig abgeschlossen und damit die im Filter-Tuning angepassten
Werte für das Systemrauschen noch nicht endgültig festgelegt. Daher wurde das verfügbare Profil
„Automotive (MEMS)“ gewählt, welches in der Software bereits enthalten ist. Die entsprechenden
Abbildung 4.21: Inertial Explorer „Auto-
motive (MEMS)“ Profil
Werte des Profils finden sich in Abb. 4.21. Die Werte passen ungefähr, bis auf eine Größenordnung,
zu den in der eigenen Prozessierung bestimmten Werten aus Tabelle A.2. Nur das Systemrauschen
der Lage bzw. Misalignment passt nicht gut zusammen. Vermutlich ist der Wert in dem Profil in
[′′/
√
s] anstatt in [°/
√
s] gegeben.
Die Inertial Explorer-Prozessierung erfolgte automatisch, ohne Festlegung von Bereichen für die
Horizontierung und setzt sich aus einer Vorwärtsprozessierung, Rückwärtsprozessierung und
anschließender Glättung über die beiden Lösungen zusammen.
Während der Prozessierung einiger Flüge traten Probleme auf. So konnten für die dmu Flug 136a
und 138c nicht prozessiert werden, da die Prozessierung in eine Richtung und die automatische
Bestimmung der Anfangslage fehlschlug. Bei der mki musste für die Prozessierung bei mehreren
Flügen die Toleranz für Datenlücken manuell erhöht werden.
Insgesamt fallen die Ergebnisse aber (auch bei der Prozessierung der ads und mpu) schlechter
aus als die der in dieser Arbeit vorgestellten Prozessierung. In Abb. 4.22 sind die Biasschätzungen
des Beschleunigungsmessers der Y-Achse und die Differenzen der Roll-Winkel zur Referenzlösung
von jeweils beiden Prozessierungen abgebildet. Der Einfluss des schlechter geschätzten Bias in
der Inertial Explorer-Prozessierung ist deutlich zu sehen. Für die mittleren Fluglinien liegt dieser
zwar sehr in der Nähe der Schätzungen aus dieser Arbeit, weicht aber am Beginn und Ende des
Flugs stark ab. Das Kalman-Filter scheint nur langsam einzulaufen. Dies kann auch an der Art
der Modellierung des Bias liegen. Die Symmetrie deutet auf eine Glättung unter Verwendung der
Vorwärts- und Rückwärtsprozessierung hin. Die erhaltenen RMSE-Werte über die Fluglinien aller
verfügbaren Flüge finden sich in Tabelle 4.7. Die Schätzungen der Einbaulagedifferenzen wurden
aus Abschnitt 4.5 übernommen.
Im Vergleich zu den Werten, welche mit der Prozessierung aus der vorliegenden Arbeit erzielt
wurden, kommt es zu einer Verschlechterung um einen Faktor von 2–3. Für Flug 137c, welcher
auch zur Erläuterung der iterativen Prozessierung in Abschnitt 4.3.1 verwendet wurde, liegen bei
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Inert. Exp. vorl. Arbeit Inert. Exp. vorl. Arbeit
Abbildung 4.22: Biasschätzungen und Roll-Differenzen der ads aus Flug 137a aus der Inertial Explorer- und
der in dieser Arbeit vorgestellten Prozessierung. Die Häufigkeitsverteilungen beziehen sich
auf die Differenzen über den gesamten Flug hinweg.
der dmu und mki sehr große Fehler vor. Der Yaw-Winkel konnte hier nicht zuverlässig bestimmt
werden.
Tabelle 4.7: RMSE-Werte der Inertial Explorer-Prozessierung über Fluglinien nach Abzug der geschätzten
Einbaulagedifferenzen (mit Berücksichtigung der Unsicherheiten der Einbaulagedifferenzen)
136a 136b 137a 137b 137c 138a 138b 138c Mittel
ads
Roll ϕ [°] 0,17 0,16 0,11 0,12 0,10 0,10 0,15 0,10 0,13
Pitch θ [°] 0,25 0,23 0,22 0,27 0,39 0,33 0,29 0,58 0,32
Yaw ψ [°] 0,84 0,79 0,79 0,66 0,52 0,74 0,93 0,71 0,75
dmu
Roll ϕ [°] — — — — 3,2 — 0,060 — 1,6
Pitch θ [°] — — — — 25 — 0,038 — 12
Yaw ψ [°] — — — — 64 — 0,29 — 32
mki
Roll ϕ [°] 0,36 0,36 0,25 0,58 1,8 0,27 0,86 0,52 0,63
Pitch θ [°] 0,63 0,31 0,55 0,75 2,9 0,34 0,42 0,69 0,82
Yaw ψ [°] 6,1 2,8 4,8 18 94 4,0 3,5 6,5 17
mpu
Roll ϕ [°] — — 0,049 0,040 — 0,047 — — 0,045
Pitch θ [°] — — 0,087 0,078 — 0,084 — — 0,083
Yaw ψ [°] — — 0,24 0,35 — 0,52 — — 0,37
Prozessierung durch D. Becker
In der Prozessierung von D. Becker wird für die Trajektorie und Geschwindigkeiten aus GNSS-
Messungen auch eine eigene GNSS-Prozessierung verwendet, welche auf dem Modul GravNav
der Waypoint-Software beruht. Da dabei für den Flug 138c allerdings Probleme auftraten und es
zu größeren Datenlücken kam, wird dieser Flug im Folgenden nicht betrachtet.
Auch hier wurden (wie bei der Inertial Explorer- und in dieser Arbeit vorgestellten Prozessierung)
als zusätzliche Zustände für die Modellierung der Sensorfehler lediglich ein Bias der Beschleu-
nigungsmesser und Drehratensensoren eingeführt. Die Modellierung des Bias erfolgt auch als
einfacher Random Walk. Als Ausgangswerte wurden die Prozessierung mit den Unsicherheiten
des Bias (Tabelle 4.3) und den im Filter-Tuning bestimmten Werten für das Systemrauschen (Tabel-
le A.2) initialisiert, welche auch in der vorliegenden Arbeit verwendet wurden. Die Ausgangslage
beider Prozessierungen ist also sehr ähnlich. Allerdings wurden für die Prozessierung noch nicht
die auf regelmäßige Zeitabstände interpolierten Daten verwendet und enthalten somit u. a. noch
die in Abschnitt 4.4, Abb. 4.20 betrachteten Ausreißer.
Die Prozessierung durch D. Becker erfolgte auch iterativ und unter Verwendung der RTS-Glättung.
Als Ergebnis liegen sowohl eine finale Vorwärtslösung als auch eine finale Rückwärtslösung
vor, von welchen im Folgenden nur die finale Vorwärtslösung betrachtet wird. In Abb. 4.23 sind
die Biasschätzungen der X- und Y-Achse der Drehratensensoren bzw. beschleunigungsmesser
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D. Becker vorl. Arbeit D. Becker vorl. Arbeit
Abbildung 4.23: Biasschätzungen der ads aus Flug 137a aus der Prozessierung von D. Becker und der in
dieser Arbeit vorgestellten Prozessierung

















D. Becker vorl. Arbeit
Abbildung 4.24: Roll-Differenzen der ads aus Flug 137a aus der Prozessierung von D. Becker und der in
dieser Arbeit vorgestellten Prozessierung. Die Häufigkeitsverteilungen beziehen sich auf
die Differenzen über den gesamten Flug hinweg.
beider Prozessierungen abgebildet. Diese passen hier besser zusammen als bei der Inertial Ex-
plorer-Prozessierung. Die Biasschätzungen des Drehratensensors unterscheiden sich nur sehr
leicht. Die Schätzungen aus der Prozessierung D. Beckers sind etwas glatter. Dies ist auch bei den
Biasschätzungen des Beschleunigungsmessers zu sehen. Hier sind die Unterschiede etwas größer
und die Bereiche zwischen der zweiten und dritten sowie zwischen der vierten und fünften
Fluglinie, in denen sich die Biasschätzung in der Prozessierung dieser Arbeit ändert, sind in
der Prozessierung von D. Becker geglättet. Dies wirkt sich auch auf die Roll-Differenzen zur
Referenzlösung aus, welche in diesen Bereichen bei der Prozessierung durch D. Becker nicht
so stark von den restlichen Fluglinien abweichen. An den Häufigkeitsverteilungen ist aber zu
erkennen, dass beide Prozessierungen einen sehr ähnlichen Mittelwert (welcher für die Schätzung
der Einbaulagedifferenzen verwendet wird) aufweisen. Eine Schätzung der Einbaulagedifferenzen
auf Basis der Prozessierung durch D. Becker befindet sich in Tabelle 4.8. Für die ads und mpu
passen diese Schätzungen sehr gut zu denen auf Grundlage der in dieser Arbeit vorgestellten
Prozessierung (Tabelle 4.4). Die damit bestimmten RMSE-Werte sind in Tabelle 4.9 aufgeführt.
Die Werte sind denen, welche mit der Prozessierung in der vorliegenden Arbeit erhalten wurden,
sehr ähnlich. Die RMSE-Werte der Roll- und Pitchwinkel sind leicht besser, was vermutlich an
den geringeren Schwankungen in den Biasschätzungen der Beschleunigungsmesser und sich
damit ergebenden geringeren Schwankungen in den Winkeldifferenzen liegt.
Tabelle 4.8: Geschätzte Einbaulagedifferenzen aller vier IMUs auf Grundlage der Prozessierung durch
D. Becker und Anzahl der für die Schätzung verwendeten Flüge
ads dmu mki mpu
Roll ϕ [°] 0,374± 0,012 0,239± 0,034 −0,516± 0,051 0,480± 0,014
Pitch θ [°] 0,590± 0,029 1,230± 0,021 1,408± 0,076 2,492± 0,029
Yaw ψ [°] 0,291± 0,073 0,32 ± 0,21 −0,96 ± 0,50 −0,133± 0,090
verw. Flüge a 6(7) 1(4) 2(7) 3(3)
a Anzahl der für Schätzung verwendeten Flüge (Gesamtanzahl der verfügbaren Flüge)
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Tabelle 4.9: RMSE-Werte der Prozessierung durch D. Becker über Fluglinien nach Abzug der geschätzten
Einbaulagedifferenzen (mit Berücksichtigung der Unsicherheiten der Einbaulagedifferenzen)
136a 136b 137a 137b 137c 138a 138b 138c Mittel
ads
Roll ϕ [°] 0,035 0,035 0,034 0,049 0,038 0,040 0,031 — 0,038
Pitch θ [°] 0,082 0,097 0,071 0,076 0,11 0,099 0,10 — 0,092
Yaw ψ [°] 0,18 0,18 0,19 0,17 0,20 0,19 0,23 — 0,19
dmu
Roll ϕ [°] 0,37 0,71 — — 1,7 — 0,048 — 0,70
Pitch θ [°] 0,15 0,77 — — 1,9 — 0,029 — 0,72
Yaw ψ [°] 0,67 2,0 — — 7,3 — 0,29 — 2,6
mki
Roll ϕ [°] 0,34 0,16 0,27 0,23 0,096 0,091 1,5 — 0,39
Pitch θ [°] 0,17 0,22 0,11 0,11 0,21 0,11 0,19 — 0,16
Yaw ψ [°] 0,93 1,3 1,1 0,88 1,2 1,1 1,3 — 1,1
mpu
Roll ϕ [°] — — 0,039 0,030 — 0,037 — — 0,036
Pitch θ [°] — — 0,065 0,051 — 0,059 — — 0,058
Yaw ψ [°] — — 0,19 0,17 — 0,19 — — 0,18
Diskussion
Mit den zwei unabhängigen Prozessierungen konnte die Richtigkeit der Ergebnisse der Prozessie-
rung, welche in der vorliegenden Arbeit vorgestellt wurde, festgestellt werden.
Die Inertial Explorer-Prozessierung zeigt, dass eine „out-of-the-box-Prozessierung“ für eine gute
INS/GNSS Integration mit den verwendeten Low-Cost-IMUs nicht ausreichend ist. Für den Flug
137c wurde in dieser Arbeit gezeigt, dass erst durch die Methode einer iterativen Prozessierung
die Bestimmung des Yaw-Winkels und damit eine stabile Gesamtlösung möglich ist. In der
Inertial Explorer-Prozessierung wurde mit der dmu und mki für diesen Flug keine stabile Lösung
erzielt. Die Betrachtung der Biasschätzung der Inertial Explorer-Prozessierung zeigt, dass dieser
nur langsam nach dem Start einläuft. Dies hat vermutlich verschiedene Ursachen. Zum einen
spricht es für die nach dem Filter-Tuning in der vorliegenden Arbeit gewählten Werte des
Systemrauschens, wodurch ein gutes Einlaufen und im Anschluss eine stabile Fortführung der
Prozessierung stattfindet. Auch die einfache Modellierung des Bias als Random Walk und die
nach der Prozessierung durchgeführte RTS-Glättung scheint eine gute Wahl zu sein. Zum anderen
spielt auch der Einfluss der Zeitstempelung, wie in Abschnitt 4.4 gezeigt, eine wichtige Rolle
und kann bei nur kleinen Fehlern schon zu stark veränderten Biasschätzungen führen. Die
Rolle der Zeitstempelung wurde während der Inertial Explorer-Prozessierung auch durch die
Warnmeldungen deutlich.
Weitere Prozessierungen durch die Inertial Explorer Software mit Eingabe der finalen Werte des
Systemrauschens und mit Nutzung von Eingangsdaten, welche auf regelmäßige Zeitabstände
interpoliert worden, sind nicht durchgeführt wurden, da die Nutzung der Software nur für einen
begrenzten Zeitraum möglich war und die genutzte Prozessierung hier lediglich als Beispiel einer
„out-of-the-box-Prozessierung“ betrachtet werden soll.
Die Prozessierung durch D. Becker zeigt eine gute Übereinstimmung mit der in dieser Arbeit
durchgeführten Prozessierung. Durch die gute Übereinstimmung der Mittelwerte bei den Lagedif-
ferenzen kann die Schätzung der Einbaulagedifferenzen über diese Mittelwerte bestätigt werden.
Insgesamt fallen die Lagewinkel der Prozessierung durch D. Becker bei dem Vergleich mit der
Referenzlösung leicht besser aus als die Prozessierung dieser Arbeit. Die Unterschiede finden sich
vor allem in den Biasschätzungen der Beschleunigungsmesser, welche sich gleichmäßiger über
die Dauer der Prozessierung ändern. Eventuell liegt dies an einer fehlerhaften Implementierung
der RTS-Glättung oder einem Fehler im Systemmodell, bei der Prozessierung der vorliegenden
Arbeit. Allerdings konnte innerhalb der Bearbeitungszeit kein Fehler gefunden werden und da
die Unterschiede der Prozessierungen nur sehr klein sind, wurde die Suche nicht intensiviert.
Weitere Prozessierungen durch D. Becker zeigen auch, dass unter Verwendung von zusätzlichen
GNSS-Beobachtungen von Antennen auf den Flügeln des Flugzeugs (deren Hebelarm zu den
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IMUs eine große horizontale Komponente aufweist) eine deutliche Verbesserung in den Schät-
zungen der Yaw-Winkel erzielt werden kann. Darauf soll allerdings hier nicht weiter eingegangen
werden.
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5 Anwendung: Laserscanning auf bewegten
Plattformen
In diesem Kapitel sollen die in der INS/GNSS Integration erreichten Genauigkeiten der Fluglage-
winkel im Bezug auf eine Anwendung betrachtet werden. Bei der Anwendung handelt es sich um
Laserscanning auf bewegten Plattformen. Für die Georeferenzierung eines mittels Laserscanner
gemessenen Bodenpunktes ist die Kenntnis der genauen Lage des Laserscanners notwendig.
Durch das geringe Gewicht, die geringen Ausmaße und den geringen Stromverbrauch eignen
sich die untersuchten IMUs für den Einsatz auf einem UAV. Passend dazu werden hier auch












Abbildung 5.1: Aufnahmegeometrie: Laserscanning auf bewegter Plattform
In Abb. 5.1 ist die Aufnahmegeometrie eines Laserscanners auf einer bewegten Plattform












Als b-System mit dem Ursprung xnb im Ursprung der IMU und der Lage C
n
b wird das b-System
der vorherigen Kapitel übernommen. Die Größen xnb und C
n
b liegen also durch die INS/GNSS
Integration vor. Durch den Laserscanner wird die Schrägdistanz r in Richtung ss im Sensorsystem
s gemessen. Dieses unterscheidet sich vom b-System durch den unterschiedlichen Ursprung
(lbbs) und die unterschiedliche Lage (C
b
s ). Da hier nur Laserscanner mit einer Auslenkung in der























. Die sogenannten Boresight-Winkel





. Mit der Annahme, dass IMU und Laserscanner sehr genau gleich ausge-
richtet sind, bleiben nur noch die sehr kleinen Boresight-Misalignments dβx, dβy und dβz übrig,
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Nach dem Ausmultiplizieren und Umkehren des Vorzeichens ergibt sich die Höhe des Boden-
punktes mit:
hg = hb + sin θ
(
rdβy cos η + rdβz sin η + lx
)
− sin ϕ cos θ
(
−r sin η − rdβx cos η + ly
)
− cos ϕ cos θ
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Die Höhenkomponente ist also unabhängig vom Yaw-Winkel.
Die Genauigkeit der Höhenkomponente ist abhängig von der Genauigkeit der INS/GNSS
Integration in Form der Höhe und Lage, von der Genauigkeit des Laserscanners in Form der
Distanz- und Winkelmessung und von der Genauigkeit des Einbaus bzw. der Ausrichtung der
beiden Systeme zueinander. Über eine Gaußsche Fehlerfortpflanzung kann die Fortpflanzung
von Unsicherheiten der Einflussgrößen auf die Unsicherheit der Höhenkomponente gewonnen
werden.
In Limpach (2010) ist für einen vereinfachten Fall (Betrachtung eines Laserscanners ohne Auslen-
kung η und zusätzlich nur Betrachtung von Fehlern des Roll- und Pitch-Winkels) für den Fehler
der Höhenkomponente eine Herleitung über Differenzen gegeben. Für einen weiter vereinfachten
Fall (kein Fehler des Pitch-Winkels und ein Pitch-Winkel von 0°) wird graphisch eine weitere
Näherung der Formel hergeleitet. Dabei wird allerdings der Fehler der Höhe und nicht deren
Unsicherheit bestimmt. So weist die Höhe für diesen vereinfachten Fall bei einem Roll-Winkel von
0° eine Unsicherheit von 0 m auf, während der Fehler von 0 m abweicht. Durch die Betrachtung
der Vorzeichen bei den Fehlern der Eingangsgrößen kann es auch dazu kommen, dass sich Fehler
ausgleichen und der Fehler der Höhe 0 m beträgt (in dem vereinfachten Fall z. B. bei einem
positiven Fehler der Streckenmessung und einem positiven Fehler des Roll-Winkels). Für eine
allgemeine Betrachtung der Genauigkeit soll daher im Folgenden die Unsicherheit mittels der
Gaußschen Fehlerfortpflanzung betrachtet werden. Die ausführliche Gleichung findet sich im
Anhang als Gleichung (A.1).
Für das vereinfachte Beispiel zeigt sich auch, dass die relative Differenz zu der graphisch hergelei-
teten Näherungsformel für größere (und von 0° verschiedene) Pitch-Winkel und kleinere Fehler
des Pitch-Winkels kleiner ist. Daher werden im Folgenden die von 0° abweichenden, mittleren
Roll- und Pitch-Winkel der Referenzlösung über alle Fluglinien (Abb. 5.2) verwendet. Diese
und weitere Werte, welche in den folgenden Betrachtungen (falls nicht abweichend angegeben)













































Abbildung 5.2: Verteilung der Pitch- und Roll-Winkel der rqh-Referenzlösung über die Fluglinien aller acht
Flüge (4 Hz-Daten)
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Hebelarm (lx / ly / lz) (0,10 m / 0,10 m / 0,10 m)
Genauigkeit des Hebelarms (σlx / σly / σlz ) (0,005 m / 0,005 m / 0,005 m)
Misalignment-Winkel
(
dβx / dβy / dβz
)a (0,04° / 0,05° / 0,10°)
a aus Genaugigkeiten zur Schätzung der Einbaulagedifferenzen zwischen IMU und GNSS-
Antenne (Tabelle 4.4)
Betrachtete Laserscanner
Bevor nachfolgend auf die Genauigkeit der Höhenkomponente, aufbauend auf die mittels
INS/GNSS Integration erreichten Lagewinkelgenauigkeiten, eingegangen wird, sollen hier zu-
nächst die betrachteten Laserscanner vorgestellt werden. Dabei wird auf die „Puck“-Produktfamilie
der Firma Velodyne eingegangen. Das Einsatzgebiet dieser Laserscanner liegt mit nur kleineren
Reichweiten nicht im Flugzeuglaserscanning, sondern in Automobil-, Roboter- oder Industriean-
wendungen. Durch die geringe Größe, das geringe Gewicht und den geringen Energieverbrauch
sind aber auch UAVs ein Anwendungsgebiet. In Tabelle 5.2 findet sich eine Übersicht über
die verschiedenen Velodyne „Puck“-Laserscanner. Angegeben sind die für die Abschätzung
der Höhengenauigkeit relevanten Werte der Flughöhe, Genauigkeit der Streckenmessung und
Genauigkeit der Winkelmessung der Auslenkung η. Die Genauigkeit der Winkelmessung der
Tabelle 5.2: Übersicht über verschiedene Velodyne „Puck“-Laserscanner
Modellbezeichnung Datenblatt rmax [m] σr [m] ση [°]a
PUCK (VLP-16) (Velodyne, 2019a) 100 0,03 0,05
PUCK LITE (VLP-16) (Velodyne, 2019b) 100 0,03 0,05
PUCK Hi-Res (VLP-16) (Velodyne, 2019c) 100 0,03 0,05
Ultra PUCK (VLP-32C) (Velodyne, 2018) 200 0,03 —
Alpha PUCK (VLS-128) — ∼300 — —
a aus Korrespondenz mit Velodyne
Auslenkung ist in den Datenblättern nicht angegeben und stammt aus einer E-Mail Korrespon-
denz mit Velodyne.
Es ist zu sehen, dass sich die drei VLP-16 Laserscanner hinsichtlich der angegebenen Werte nicht
unterscheiden. Unterschiede liegen in Parametern wie dem Gewicht, Stromverbrauch und der
vertikalen Auflösung bzw. dem maximalen vertikalen Messbereich (die Scanner messen auch in
einem Bereich von 20° bzw. 30° senkrecht zu der wie in Abb. 5.1 eingezeichneten Y-Z-Ebene).
Diese Parameter sind für einen Einsatz auf einem UAV auch wichtig, sollen hier aber nicht näher
betrachtet werden.
Die mittlere Flughöhe für einen Einsatz der Laserscanner ergibt sich über den Zusammenhang
der Reichweite, Streifenbreite und Auslenkung. Für die Laserscanner mit rmax = 100 m ergibt
sich bei einer Flughöhe von 60 m eine Streifenbreite von 160 m und einer maximalen Auslenkung
von ηmax ≈ 53°. Für den Laserscanner mit rmax = 200 m kann die gleiche Streifenbreite bei nur
ηmax ≈ 37° und einer Flughöhe von 160 m erreicht werden. Für die folgenden Betrachtungen
sollen die mittleren Flughöhen auf 60 m, 160 m und 250 m für die drei maximalen Reichweiten
von rmax = 100 m, 200 m, 300 m festgelegt werden.
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Genauigkeitsbetrachtung der Höhenkomponente
Durch die Anzahl verschiedener Einflüsse und unterschiedlicher Größen dieser Einflüsse durch
unterschiedliche IMUs und Laserscanner werden im Folgenden nur einzeln ausgewählte Szenarien
betrachtet.
Zunächst soll der Einfluss der Fluglage und Flughöhe auf die Genauigkeit der Höhe betrachtet
werden. Die Genauigkeitswerte der Lagewinkel durch die INS/GNSS Integration werden dabei
auf ein von der ads und mpu erreichtes Niveau festgesetzt (σϕ = 0,05°, σθ = 0,10°).
In Abb. 5.3 sind für die zwei Flughöhen von 60 m und 160 m jeweils die Genauigkeiten der Höhe
in Abhängigkeit der Roll- und Pitch-Winkel ohne Auslenkung des Lasers (η = 0°) dargestellt.
Auch ohne Neigung (ϕ = 0°, θ = 0°) liegt schon eine Unsicherheit der Höhe des Bodenpunktes
von ca. 5 cm durch die Unsicherheit der Streckenmessung und der Höhe vor. Mit größeren Roll-
und Pitch-Winkeln steigt die Unsicherheit der Höhe mit dem größeren Einfluss der weiteren
Größen an. Für die größere Flughöhe hat dies auch mehr Auswirkung; die Genauigkeit bleibt
bei beiden Flughöhen aber unter 1 dm. Anhand der Häufigkeitsverteilungen der Roll- und Pitch-
Winkel ist zu sehen, dass die Genauigkeiten für die auf den Fluglinien vorliegenden Lagewinkel
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Abbildung 5.3: Genauigkeit der mittels Laserscanner bestimmten Höhe des Bodenpunktes in Abhängig-
keit des Roll- und Pitch-Winkels. (a) 60 m Flughöhe (PUCK, PUCK LITE, PUCK Hi-Res),
(b) 160 m Flughöhe (Ultra PUCK), (c) Häufigkeitsverteilung der Roll-Winkel der rqh-
Referenzlösung über alle Fluglinien, (d) Häufigkeitsverteilung der Pitch-Winkel der rqh-
Referenzlösung über alle Fluglinien.
Zusätzlich zu dem Roll-Winkel des Flugzeugs kommt allerdings auch noch der Einfluss durch
die Auslenkung des Lasers. Dieser ist in Abb. 5.4 zusammen mit der Abhängigkeit der Flughöhe
dargestellt. Für eine Flughöhe von 60 m ist die Genauigkeit über den gesamten betrachteten
Bereich von 0°–50° Auslenkung besser als 6 cm. Bei einer Flughöhe von 160 m liegt die Genauigkeit
ab 37° nur sehr knapp unter 1 dm. Bei 250 m Flughöhe ist die Genauigkeit von 1 dm schon bei 17,5°
erreicht, was bei dieser Flughöhe allerdings auch schon eine Streifenbreite von 150 m bedeutet.
Der Einfluss der Genauigkeit der in der INS/GNSS Integration bestimmten Lagewinkel ist
in Abb. 5.5 anhand des Roll-Winkels dargestellt. Die stärkere Auswirkung bei einer größeren
Auslenkung und bei einer größeren Flughöhe ist klar zu erkennen. Betrachtet man die in der
INS/GNSS Integration des vorherigen Kapitels erreichten Genauigkeiten der Roll-Winkel, sieht
man, dass bei der geringeren Flughöhe auch die drei besseren Ergebnisse der mki (σϕ < 0,2°)
noch Genauigkeiten der Höhenkomponente besser als 1 dm liefern. Die schlechteren Ergebnisse
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Abbildung 5.4: (a) Genauigkeit der mittels Laserscanner bestimmten Höhe des Bodenpunktes in Abhängig-
keit der Flughöhe und Auslenkung des Lasers. (b) Angenommene mittlere Flughöhen der
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Abbildung 5.5: Genauigkeit der mittels Laserscanner bestimmten Höhe des Bodenpunktes in Abhängigkeit
der Genauigkeit des Roll-Winkels und der Auslenkung des Lasers. (a) 60 m Flughöhe (PUCK,
PUCK LITE, PUCK Hi-Res), (b) 160 m Flughöhe (Ultra PUCK), (c) In INS/GNSS Integration
erreichte Genauigkeiten der Roll-Winkel für die vier untersuchten IMUs.
Diskussion
Für die betrachteten Szenarien konnte gezeigt werden, dass für die angenommenen Eingangswerte
überwiegend eine Genauigkeit der Höhenkomponente von besser als 1 dm erreicht werden
kann. Dies gilt allerdings nur für die Lagewinkelgenauigkeiten, welche mit der ads und mpu
erreicht wurden. Die mit der dmu und mki erreichten Genauigkeiten, welche durch Fehler der
Zeitstempelung schlechter ausfallen, sind für eine Genauigkeit der Höhenkomponente von besser
als 1 dm nicht ausreichend. Für größere Flughöhen und größere Auslenkungen des Lasers wirken
sich die ungenauen Lagewinkel stärker aus.
Allerdings basiert die hier vorgenommene Genauigkeitsbetrachtung auf Eingangsgrößen, wel-
che auf Grundlage der in den vorhergehenden Kapiteln durchgeführten INS/GNSS Integration
getroffen wurden. Die Daten dieser Integration basieren allerdings auf Flügen eines Motorseglers
(Abschnitt 4.1). Für ein UAV ist hingegen mit wesentlich mehr Flugdynamik zu rechnen, was
Auswirkungen auf die Lagewinkelgenauigkeiten haben kann. So wird in Ma und Wu (2012) und
Li u. a. (2015) die Bedeutung von Vibrationen der Plattform behandelt.
In Jozkow u. a. (2016) werden mittels UAV aufgenommenen Laserscannerdaten mit einer Punk-
wolke verglichen, welche aus Kameradaten erstellt wurde. Zum Einsatz kommen dabei eine IMU,
welche mit den in der vorliegenden Arbeit untersuchten IMUs vergleichbar ist, ein Zweifrequenz-
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GNSS-Empfänger und ein Velodyne Laserscanner. Dabei werden mit dem Laserscanner allerdings
nur Genauigkeiten von 0,49 m in der Höhenkomponente erzielt. Dies wird auf Vibrationen zu-




Im Rahmen dieser Arbeit konnte gezeigt werden, dass die Bestimmung der Lagewinkel durch
eine Integration jeder der vier untersuchten IMUs mit einer genauen GNSS-Lösung ohne Vorkali-
brierung möglich ist. Die Fehler wurden daher sowohl für die Beschleunigungsmesser als auch
für die Drehratensensoren in Form eines Bias, modelliert als einfacher Random-Walk-Prozess,
in der Integration mitgeschätzt. Die INS/GNSS Integration wurde auf Basis eines Erweiterten
Kalman-Filters durchgeführt. Startwerte für das stochastische Modell wurden aus den Datenblät-
tern der Sensoren und aus einer Analyse der Allan-Varianz übernommen. Die Integration wurde
auf Basis der GraviRied Flugkampagne durchgeführt, auf welcher Daten für mehrere Flüge mit
einem Motorsegler aufgenommen wurden und für welche auch eine genaue Referenzlösung
vorliegt, mit welcher eine Bewertung der in der Integration gewonnenen Lösung möglich ist.
Die Startwerte der Navigationslösung wurden aus der GNSS-Lösung und Messungen der IMUs
gewonnen. Ein Problem dabei ist, dass die Integration auf der Annahme kleiner Fehler beruht,
die Messungen der Inertialsensoren allerdings fehlerbehaftet sind und der Yaw-Winkel aus der
GNSS-Trajektorie geschätzt werden muss, weil das Signal-Rausch-Verhältnis der untersuchten
Geräte zu klein für eine Nutzung der Erdrotation ist. Bei einigen Prozessierungen kam es daher
zu einem schlechten Einlaufverhalten des Filters bis hin zur Divergenz bei der Schätzung des
Yaw-Winkels. Es wurde gezeigt, dass dieses Problem durch eine iterative Auswertung gelöst
werden kann, welche im Postprocessing zeitlich vorwärts und rückwärts über die Daten läuft
und die Initialisierung mit den Daten des vorherigen Durchlaufs erfolgt. Damit konnte auch eine
stabile Lösung für Prozessierungen erfolgen, in welchen der Yaw-Winkel in der ersten Iteration
divergierte.
Eine weitere Verbesserung der stabilen Lösung erfolgte über eine Glättung. Dadurch nutzt das
Kalman-Filter alle, über den gesamten Zeitraum der Prozessierung gewonnenen, Informationen,
welche in der ungeglätteten Lösung nur für den letzten Zeitpunkt vorliegen.
Auch der starke Einfluss von nur kleinen, einzelnen Fehlern in der Zeitstempelung wurde
gezeigt. Eine Lösung dieses Problems wurde mit einer Interpolation der Daten auf Zeitpunkte in
regelmäßigen Abständen vorgestellt.
Für die ads und mpu konnten damit für alle Flüge auf den Fluglinien Genauigkeiten des Roll-,
Pitch- und Yaw-Winkels von 0,05°, 0,10° und 0,20° erreicht werden. Die Unterschiede zwischen
den drei Lagekomponenten gehen dabei vor allem auf die Beobachtbarkeit der geschätzten
Zustände zurück und sind somit von der begrenzten Flugdynamik abhängig. Für die dmu und
mki fällt die Genauigkeit der bestimmten Lagewinkel schlechter aus. Dies ist auf die schlechte
Zeitstempelung der Daten zurückzuführen, welche nicht nur vereinzelte, kleine Fehler aufweist,
sondern schon während der Datenaufnahme zu ungenau erfolgte.
Die erhaltenen Ergebnisse spiegeln nicht die Einordnung der vier IMUs untereinander wieder,
welche durch eine Untersuchung des Rauschens und Bestimmung von Biaswerten der Beschleu-
nigungsmesser mittels einem Feldverfahren vor der Prozessierung vorgenommen wurde. So hat
die genaue Zeitstempelung einen viel größeren Einfluss auf die Genauigkeit der Ergebnisse. Aber
auch der Unterschied zwischen der ads und mpu ist in den Ergebnissen nicht erkennbar.
Ein Vergleich der erzielten Ergebnisse mit zwei externen Prozessierungen zeigte, dass die vor-
gestellten Strategien im Postprocessing für eine stabile und gute Lösung essentiell sind, aber
dennoch leicht bessere Ergebnisse erzielt werden könnten. Auch ein feineres Filter-Tuning könnte
eventuell noch zu kleinen Verbesserungen der Lösung führen.
Für die erzielten Genauigkeiten wurde eine Genauigkeitsabschätzung für die Georeferenzie-
rung von Laserscannerdaten, aufgenommen von einer bewegten Plattform, durchgeführt. Für die
betrachteten Laserscanner konnte dabei gezeigt werden, dass eine Genauigkeit der Höhenkompo-
nente von besser als 1 dm möglich ist. Dies gilt aber nur für die Genauigkeiten, welche mit der
ads und mpu erzielt wurden. Die Genauigkeiten, welche mit der dmu und mki erzielt wurden,
sind nicht ausreichend.
Allerdings beziehen sich diese Genauigkeiten nur auf die Integration der in dieser Arbeit be-
trachteten Daten, welche mit einem Motorsegler aufgenommen wurden. Da ein Motorsegler eine
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andere Flugdynamik als ein UAV (Unpiloted Aerial Vehicle) aufweist, lassen sich diese Genauig-
keiten nicht direkt auf die Anwendung auf einem UAV übertragen. Eine größere Flugdynamik
mit vielen Richtungsänderungen der Beschleunigung kann für die Beobachtbarkeit der Zustände
zwar hilfreich sein, aber gerade in diesen Situationen ist auch eine sehr genaue Zeitstempelung
erforderlich. Auch zu starke Vibrationen können die Genauigkeit negativ beeinflussen und for-
dern eine Anpassung des Filter-Tunings. Bezogen auf die Vibrationen kann die höhere Datenrate
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Abbildung A.1: ADEV-Diagramme der Beschleunigungsmesser
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] X-Achse Y-Achse Z-Achse










GPS SoW - 315 787,3 [s]
Y-Achse











0 1 800 3 600 5 400
0,000
0,005
0 1 800 3 600 5 400
0,000
0,005
0 1 800 3 600 5 400
−0,020
0,000











GPS SoW - 315 787,3 [s]
Pitch-Diff. ∆θ
GPS SoW - 315 787,3 [s]
Yaw-Diff. ∆ψ
0 1 800 3 600 5 400
−5
5
0 1 800 3 600 5 400
−5
5

































] X-Achse Y-Achse Z-Achse










GPS SoW - 386 981,9 [s]
Y-Achse








0 1 800 3 600 5 400 7 200
0,0020
0,0030
0 1 800 3 600 5 400 7 200
−0,0005
0,0005















GPS SoW - 386 981,9 [s]
Pitch-Diff. ∆θ
GPS SoW - 386 981,9 [s]
Yaw-Diff. ∆ψ
0 1 800 3 600 5 400 7 200
0
0,5
0 1 800 3 600 5 400 7 200
1
1,5




































] X-Achse Y-Achse Z-Achse










GPS SoW - 219 341,9 [s]
Y-Achse







0 1 800 3 600 5 400
0,00
0,02
0 1 800 3 600 5 400
0,02
0,04
0 1 800 3 600 5 400
0,04
0,06











GPS SoW - 219 341,9 [s]
Pitch-Diff. ∆θ
GPS SoW - 219 341,9 [s]
Yaw-Diff. ∆ψ










































] X-Achse Y-Achse Z-Achse










GPS SoW - 230 354,2 [s]
Y-Achse

































GPS SoW - 219 341,9 [s]
Pitch-Diff. ∆θ
GPS SoW - 219 341,9 [s]
Yaw-Diff. ∆ψ











































] X-Achse Y-Achse Z-Achse










GPS SoW - 289 466,3 [s]
Y-Achse








0 1 800 3 600 5 400
0,00
0,02
0 1 800 3 600 5 400
0,00
0,02
0 1 800 3 600 5 400
0,02
0,04











GPS SoW - 289 466,3 [s]
Pitch-Diff. ∆θ
GPS SoW - 289 466,3 [s]
Yaw-Diff. ∆ψ




0 1 800 3 600 5 400
1
1,5

































] X-Achse Y-Achse Z-Achse










GPS SoW - 300 528,4 [s]
Y-Achse










0 1 800 3 600 5 400
0,01
0,02
0 1 800 3 600 5 400
0,01
0,02
0 1 800 3 600 5 400
0,07
0,08











GPS SoW - 300 528,4 [s]
Pitch-Diff. ∆θ
GPS SoW - 300 528,4 [s]
Yaw-Diff. ∆ψ















































] X-Achse Y-Achse Z-Achse










GPS SoW - 315 787,3 [s]
Y-Achse












0 1 800 3 600 5 400
0,010
0,020
0 1 800 3 600 5 400
0,010
0,020
0 1 800 3 600 5 400
0,080
0,085











GPS SoW - 315 787,3 [s]
Pitch-Diff. ∆θ
GPS SoW - 315 787,3 [s]
Yaw-Diff. ∆ψ












































] X-Achse Y-Achse Z-Achse










GPS SoW - 374 978,4 [s]
Y-Achse



































GPS SoW - 374 978,4 [s]
Pitch-Diff. ∆θ
GPS SoW - 374 978,4 [s]
Yaw-Diff. ∆ψ




0 1 800 3 600 5 400
1
2
0 1 800 3 600 5 400
0
5






























] X-Achse Y-Achse Z-Achse










GPS SoW - 386 981,9 [s]
Y-Achse








0 1 800 3 600 5 400 7 200
0,005
0,010
0 1 800 3 600 5 400 7 200
0,010
0,015
0 1 800 3 600 5 400 7 200
0,040
0,045











GPS SoW - 386 981,9 [s]
Pitch-Diff. ∆θ
GPS SoW - 386 981,9 [s]
Yaw-Diff. ∆ψ
0 1 800 3 600 5 400 7 200
−1,5
−1
0 1 800 3 600 5 400 7 200
1,5
2
0 1 800 3 600 5 400 7 200
−5
0





























] X-Achse Y-Achse Z-Achse










GPS SoW - 400 774,8 [s]
Y-Achse






















0 1 800 3 600 5 400 7 200
0,055
0,060











GPS SoW - 400 774,8 [s]
Pitch-Diff. ∆θ
GPS SoW - 374 978,4 [s]
Yaw-Diff. ∆ψ
0 1 800 3 600 5 400 7 200
−1
−0,5
0 1 800 3 600 5 400 7 200
1,5
2





































] X-Achse Y-Achse Z-Achse










GPS SoW - 289 466,3 [s]
Y-Achse


































GPS SoW - 289 466,3 [s]
Pitch-Diff. ∆θ
GPS SoW - 289 466,3 [s]
Yaw-Diff. ∆ψ
0 1 800 3 600 5 400
0
1





































] X-Achse Y-Achse Z-Achse










GPS SoW - 300 528,4 [s]
Y-Achse


































GPS SoW - 300 528,4 [s]
Pitch-Diff. ∆θ
GPS SoW - 300 528,4 [s]
Yaw-Diff. ∆ψ
0 1 800 3 600 5 400
0
1






































] X-Achse Y-Achse Z-Achse










GPS SoW - 374 978,4 [s]
Y-Achse
































GPS SoW - 374 978,4 [s]
Pitch-Diff. ∆θ
GPS SoW - 374 978,4 [s]
Yaw-Diff. ∆ψ
0 1 800 3 600 5 400
0
1








Abbildung A.26: Finale Prozessierungsergebnisse: mpu, Flug 138a
Anwendung: Laserscanning auf bewegten Plattformen






dβy sin θ cos η + dβz sin θ sin η + sin ϕ cos θ sin η + dβx sin ϕ cos θ cos η




r cos ϕ cos θ sin η + rdβx cos ϕ cos θ cos η − ly cos ϕ cos θ + r sin ϕ cos θ cos η




rdβy cos θ cos η + rdβz cos θ sin η + lx cos θ − r sin ϕ sin θ sin η
− rdβx sin ϕ sin θ cos η + ly sin ϕ sin θ + r cos ϕ sin θ cos η (A.1)




− rdβy sin θ sin η + rdβz sin θ cos η + r sin ϕ cos θ cos η












− cos ϕ cos θ
)2
.
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