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Abstract. The optimal control for diﬀerence equations with random
coeﬃcients cosidered. Necessary optimality conditions for systems
of linear diﬀerence equations with random coeﬃcients were found.
Vector of controls from minimum condition of quadratic functional
were got. Optimal control for Markov process, which depends on
the parameters that determine the probability of transition from one
state to another was found. Lagrange function with matrix Lagrange
multipliers was created. The system of equations by a successive
approximations method was found.
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Резюме. У данiй роботi розглянуто оптимальне керування для
рiзницевих рiвнянь з випадковими коефiцiєнтами. Знайдено не-
обхiднi умови оптимальностi для систем лiнiйних рiзницевих рiв-
нянь iз випадковими коефiцiєнтами. Знайдено вектор керувань
з умови мiнiмуму квадратичного функцiоналу. Знайдено опти-
мальне керування для марковського процессу, яке залежить вiд
параметрiв, що визначають ймовiрнiсть переходу з одного стану
в iнший. Створено функцiю Лагранжа з матричними множни-
ками Лагранжа. Знайдено систему рiвнянь методом послiдовних
наближень.




Розглядається система лiнiйних рiзницевих рiвнянь iз випадковими кое-
фiцiєнтами
Xn+1 = A (n+1; )Xn +B (n+1; )Un (n = 0; 1; 2; :::) ; (1)
де n — марковський процес, який визначається системою рiзницевих рiв-
нянь
pk (n+ 1) =
qX
s=1
ksps (n) ; pk (n)  P fn = kg ;
(k = 1; :::; q) (n = 0; 1; 2; :::) :
(2)










Знайдемо оптимальне керування у виглядi
Un = S (n)Xn (n = 0; 1; 2; :::) : (4)
Щоб звести розглянуту систему (1) до систем рiзницевих рiвнянь, вве-
демо позначення
A (n+1; n) +B (n+1; n)S (n)  G (n+1; n)
Q (n) + S
 (n)L (n)S (n)  H (n) : (5)
При цьому приходимо до системи лiнiйних рiзницевих рiвнянь iз випад-
ковими коефiцiєнтами
Xn+1 = G (n+1; n)Xn; (6)



















Hk Dk (n) ; (8)
де позначено
Hk = H (k) (k = 1; :::; q) :




XnH (n)XnjX0 = X; 0 = k
+
; (9)






vk (x) fk (0; X) dX: (10)
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Якщо покладемо
vk (x) = X
CkX (k = 1; :::; q) ; (11)






Ck XXfk (0; X) dX =
qX
k=1
Ck Dk (0) : (12)
У даному випадку матрицi Ck (k = 1; :::; q) задовольняють системi ма-
тричних рiвнянь





skCsGsk (k = 1; :::; q) ; (13)
де позначено
Gsk = G (s; k) = Ask +BskSk (s; k = 1; :::; q) :
Синтез оптимального керування, тобто, пошук матриць Sk = S (k)




Ck Dk (0) (14)
при виконаннi умов







(k = 1; :::; q) ;
(15)
якi накладено на матрицi Ck; Sk (k = 1; :::; q) :
Маємо задачу на умовний екстремум. Утворимо функцiю Лагранжа з
матричними множниками Лагранжа k (k = 1; :::; q). Оскiльки всi доданки
у формулах (15) є симетричними матрицями, то матрицi k (k = 1; :::; q)




Dk (0)  Ck +
qX
k=1











Dk (0)  Ck +
qX
k=1




sHCs  (Ask +BsHSH) k (AsH +BskSH)   k  (k)) : (16)
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Обчислимо варiацiю функцiонала v при змiнi матриць Sk; Ck (k = 1; :::; q).









= 0 (k = 1; :::; q) ; (17)
Dk (0)  k +
qX
s=1
ks (Aks +BksSs) s (Aks +BksSs)
 = 0
(k = 1; :::; q) :
(18)















skCsBsk (k = 1; :::; q) ; (19)













skCsAsk (k = 1; :::; q) : (20)
Вiдзначимо, що Lk; Cs (k = 1; :::; q) — симетричнi матрицi
Lk = Lk; C

s = Cs (k; s = 1; :::; q) :
Використовуючи систему рiвнянь (18), вираз для значення функцiоналу




k  (Qk + SkLkSk) =
qX
k=1
Hk  k: (21)
Зiставляючи формули (21), (8), приходимо до рiвностей
k = Dk; Dk 
1X
n=0
Dk (n) (k = 1; :::; q) : (22)





Вирази для матриць Sk (20) мiстять невiдомi матрицi Ck (k = 1; :::; q),
якi необхiдно визначати iз системи рiвнянь (15). Цю систему за допомогою
системи рiвнянь (17) можна перетворити до вигляду




CsAsk (k = 1; : : : ; q) ; (24)






















skCsAsk (k = 1; :::; q) :
(25)
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Система рiвнянь (20), (25) визначає необхiднi умови оптимальностi
розв’язкiв системи рiзницевих рiвнянь (1). В окремому випадку, коли си-
стема рiвнянь (1) має вигляд
Xn+1 = A (n)Xn +B (n)Un (n = 0; 1; 2; :::) (26)
необхiднi умови оптимальностi (25), (20) набувають вигляду
Ck = Qk +A





skCs (k = 1; :::; q)
(27)
Sk =   (Lk +Bk	kBk) 1Bk	kAk (k = 1; :::; q) : (28)
Цi результати вперше отримано в роботi [3].







































k = 0; Ck = limj!+1
C
(j)
k (k = 1; :::; q) ;
якщо система рiвнянь (26) має додатньо визначений розв’язок Ck > 0
(k = 1; :::; q).
Отже, приходимо до наступного результату, що дозволяє здiйснити син-
тез оптимального керування.
Теорема 1. Якщо для системи рiзницевих керувань (1) iснує оптимальне
керування вигляду (4), то матрицi Ck > 0 (k = 1; :::; q) можуть бути
отриманi методом послiдовних наближень (29), а матрицi Sk = S (k)
(k = 1; :::; q) визначаються при цьому iз системи рiвнянь (20).
Приклад. Синтезуємо оптимальне керування для рiзницевого рiвняння
xn+1 = a (n+1; n)xn + un; (30)
де n — марковський процес, що приймає два стани 1; 2 з ймовiрностями
pk (n) = P fn = kg (k = 1; 2) : Нехай
p1 (n+ 1) = (1  ) p1 (n) + p2 (n) ; p2 (n+ 1) = p1 (n) + (1  ) p2 (n)
i коефiцiєнт a (k; s) приймає значення
a11 = a (1; 1) = 1; a22 = a (2; 2) = 1;
a12 = a (1; 2) = ; a21 = a (2; 1) = 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Шукаємо оптимальне керування вигляду
Un = S (n)xn; S1 = S (1) ; S2 = S (2) ;









Система рiвнянь (20), (25) набуває вигляду
C1 = 1 +
 
C1 (1  ) + C22

+ (C1 (1  ) + C2)S1;
C2 = 1 +
 
C2 (1  ) + C12

+ (C2 (1  ) + C1)S2;
S1 =   (C1 (1  ) + C2)  (1 + C1 (1  ) + C2) 1 ;
S2 =   (C2 (1  ) + C1)  (1 + C2 (1  ) + C1) 1 (31)
i легко розв’язується методом послiдовних наближень. Деякi результати
обчислень наведено в таблицi 1.
Значення коефiцiєнтiв керування при  = 1:5;  = 0:7.
Таблиця 1. Результати розрахункiв
 S1 S2 C1 C2
0.0 -0. 618034 -0. 618034 1. 618034 1. 618034
0.1 -0. 596141 -0. 666834 1. 590758 1. 727580
0.2 -0. 575617 -0. 695292 1. 562028 1. 820989
0.3 -0. 556934 -0. 724109 1. 532438 1. 902461
0.4 -0. 540405 -0. 748913 1. 502589 1. 974628
0.5 -0. 526192 -0. 770789 1. 473024 2. 039326
0.6 -0. 514309 -0. 790536 1. 444188 2. 097916
0.7 -0. 504662 -0. 808770 1. 416407 2. 151442
0.8 -0. 497072 -0. 826006 1. 389892 2. 200718
0.9 -0. 491319 -0. 842692 1. 364756 2. 246370
1.0 -0. 487162 -0. 859252 1. 341013 2. 288878
На рис. 1 представлено графiчну залежнiсть коефiцiєнтiв оптимально-
го керування залежно вiд параметра v, який визначає умовнi ймовiрностi
переходу з одного стану в iнший.
138
ОПТИМIЗАЦIЯ РОЗВ’ЯЗКIВ СИСТЕМИ ЛIНIЙНИХ ...
Рис 1. Залежнiсть коефiцiєнтiв оптимального керування.
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