The scalability of a parallel algorithm on a parallel architecture is a measure of its capacity to effectively utilize an increasing number of processors. Scalability analysis may be used to select the best algorithm-architecture combination for a problem under di erent constraints on the growth of the problem size and the number of processors. It may be used to predict the performance of a parallel algorithm and a parallel architecture for a large number of processors from the known performance on fewer processors. For a xed problem size, it may be used to determine the optimal number of processors to be used and the maximum possible speedup that can be obtained. The objective of this paper is to critically assess the state of the art in the theory of scalability analysis, and motivate further research on the development of new and more comprehensive analytical tools to study the scalability of parallel algorithms and architectures. We survey a number of techniques and formalisms that have been developed for studying scalability issues, and discuss their interrelationships. For example, we derive an important relationship between time-constrained scaling and the isoe ciency function. We point out some of the weaknesses of the existing schemes for measuring scalability, and discuss possible ways of extending them.
Introduction
At the current state of technology, it is possible to construct parallel computers that employ thousands of processors. Availability of such systems has fueled interest in investigating the performance of parallel computers containing a large number of processors. While solving a problem in parallel, it is reasonable to expect a reduction in execution time that is commensurable with the amount of processing resources employed to solve the problem. The scalability of a parallel algorithm on a parallel architecture is a measure of its capacity to e ectively utilize an increasing number of processors. Scalability analysis of a parallel algorithm-architecture combination can be used for a variety of purposes. It may be used to select the best algorithm-architecture combination for a problem under di erent constraints on the growth of the problem size and the number of processors. It may be used to predict the performance of a parallel algorithm and a parallel architecture for a large number of processors from the known performance on fewer processors. For a xed problem size, it may be used to determine the optimal number of processors to be used and the maximum possible speedup that can be obtained. The scalability analysis can also predict the impact of changing hardware technology on the performance and thus help design better parallel architectures for solving various problems.
The objective of this paper is to critically assess the state of the art in the theory of scalability analysis, and to motivate further research on the development of new and more comprehensive analytical tools to study the scalability of parallel algorithms and architectures. We survey a number of techniques and formalisms that have been developed for studying the scalability issues, and discuss their interrelationships. We show some interesting relationships between the technique of isoe ciency analysis 29, 13, 31] and many other methods for scalability analysis. We point out some of the weaknesses of the existing schemes, and discuss possible ways of extending them.
The organization of this paper is as follows. Section 2 describes the terminology that is followed in the rest of the paper. Section 3 surveys various metrics that have been proposed for measuring the scalability of parallel algorithms and parallel architectures. Section 4 reviews the literature on the performance analysis of parallel systems. Section 5 describes the relationships among the various scalability metrics discussed in Section 3. Section 6 analyzes the impact of technology dependent factors on the scalability of parallel systems. Section 7 discusses scalability of parallel systems when the cost of scaling up a parallel architecture is also taken into account. Section 8 contains concluding remarks and directions for future research.
De nitions and Assumptions
Parallel System: The combination of a parallel architecture and a parallel algorithm implemented on it. We assume that the parallel computer being used is a homogeneous ensemble of processors; i.e., all processors and communication channels are identical in speed.
Problem Size W: The size of a problem is a measure of the number of basic operations needed to solve the problem. There can be several di erent algorithms to solve the same problem. To keep the problem size unique for a given problem, we de ne it as the number of basic operations required by the fastest known sequential algorithm to solve the problem on a single processor. Problem size is a function of the size of the input. For example, for the problem of computing an N-point FFT, W = (N log N).
According to our de nition, the sequential time complexity of the fastest known serial algorithm to solve a problem determines the size of the problem. If the time taken by an optimal (or the fastest known) sequential algorithm to solve a problem of size W on a single processor is T S , then T S / W, or T S = t c W, where t c is a machine dependent constant. Serial Fraction s: The ratio of the serial component of an algorithm to its execution time on one processor. The serial component of the algorithm is that part of the algorithm which cannot be parallelized and has to be executed on a single processor.
Parallel Execution Time T P : The time elapsed from the moment a parallel computation starts, to the moment the last processor nishes execution. For a given parallel system, T P is normally a function of the problem size (W) and the number of processors (p), and we will sometimes write it as T P (W; p).
Cost: The cost of a parallel system is de ned as the product of parallel execution time and the number of processors utilized. A parallel system is said to be cost-optimal if and only if the cost is asymptotically of the same order of magnitude as the serial execution time (i.e., pT P = (W)). Cost is also referred to as processor-time product. Speedup S: The ratio of the serial execution time of the fastest known serial algorithm (T S ) to the parallel execution time of the chosen algorithm (T P ).
Total Parallel Overhead T o : The sum total of all the overhead incurred due to parallel processing by all the processors. It includes communication costs, non-essential work and idle time due to synchronization and serial components of the algorithm. Mathematically, T o = pT P ? T S . In order to simplify the analysis, we assume that T o is a non-negative quantity. This implies that speedup is always bounded by p. For instance, speedup can be superlinear and T o can be negative if the memory is hierarchical and the access time increases (in discrete steps) as the memory used by the program increases. In this case, the e ective computation speed of a large program will be slower on a serial processor than on a parallel computer employing similar processors. The reason is that a sequential algorithm using M bytes of memory will use only M p bytes on each processor of a p-processor parallel computer. The core results of the paper are still valid with hierarchical memory, except that the scalability and performance metrics will have discontinuities, and their expressions will be di erent in di erent ranges of problem sizes. The at memory assumption helps us to concentrate on the characteristics of the parallel algorithm and architectures, without getting into the details of a particular machine.
For a given parallel system, T o is normally a function of both W and p and we will often write it as T o (W; p).
E ciency E: The ratio of speedup (S) to the number of processors (p). Thus, E = T S ] developed a scalability metric relating the problem size to the number of processors necessary for an increase in speedup in proportion to the number of processors. This metric is known as the isoe ciency function. If a parallel system is used to solve a problem instance of a xed size, then the e ciency decreases as p increases. The reason is that T o increases with p. For many parallel systems, if the problem size W is increased on a xed number of processors, then the e ciency increases because T o grows slower than W. For these parallel systems, the e ciency can be maintained at some xed value (between 0 and 1) for increasing p, provided that W is also increased.
We call such systems scalable 1 parallel systems. This de nition of scalable parallel algorithms is similar to the de nition of parallel e ective algorithms given by Moler 41] .
For di erent parallel systems, W should be increased at di erent rates with respect to p in order to maintain a xed e ciency. For instance, in some cases, W might need to grow as an exponential function of p to keep the e ciency from dropping as p increases. Such parallel systems are poorly scalable. The reason is that on these parallel systems, it is di cult to obtain good speedups for a large number of processors unless the problem size is enormous. On the other hand, if W needs to 1 For some parallel systems ( e.g., some of those discussed in 48] and 34]), the maximum obtainable e ciency E max is less than 1. Even such parallel systems are considered scalable if the e ciency can be maintained at a desirable value between 0 and E max .
grow only linearly with respect to p, then the parallel system is highly scalable. This is because it can easily deliver speedups proportional to the number of processors for reasonable problem sizes.
The rate at which W is required to grow w.r.t. p to keep the e ciency xed can be used as a measure of scalability of the parallel algorithm for a speci c architecture. If W must grow as f E (p) to maintain an e ciency E, then f E (p) is de ned to be the isoe ciency function for e ciency E and the plot of f E (p) vs. p is called the isoe ciency curve for e ciency E. Equivalently, if the relation W = f E (p) de nes the isoe ciency curve for a parallel system, then p should not grow faster that f ?1 E (W) if an e ciency of at least E is desired.
In Kumar and Rao's framework, a parallel system is considered scalable if its isoe ciency function exists; otherwise the parallel system is unscalable. The isoe ciency function of a scalable system could, however, be arbitrarily large; i.e., it could dictate a very high rate of growth of problem size w.r.t. the number of processors. In practice, the problem size can be increased asymptotically only at a rate permitted by the amount of memory available at each processor. If the memory constraint does not allow the size of the problem to increase at the rate necessary to maintain a xed e ciency, then the parallel system should be considered unscalable from a practical point of view.
Isoe ciency analysis has been found to be very useful in characterizing the scalability of a variety of parallel systems 17, 24, 19, 31, 32, 34, 46, 48, 56, 55, 18, 15, 33, 14, 30] . An important feature of isoe ciency analysis is that in a single expression, it succinctly captures the e ects of characteristics of a parallel algorithm as well as the parallel architecture on which it is implemented. By performing isoe ciency analysis, one can test the performance of a parallel program on a few processors, and then predict its performance on a larger number of processors. For a tutorial introduction to the isoe ciency function and its applications, one is referred to 29, 13] .
Gustafson, Montry and Benner 22, 20] were the rst to experimentally demonstrate that by scaling up the problem size one can obtain near-linear speedup on as many as 1024 processors.
Gustafson et al. introduced a new metric called scaled speedup to evaluate the performance on practically feasible architectures. This metric is de ned as the speedup obtained when the problem size is increased linearly with the number of processors. If the scaled-speedup curve is good ( e.g., close to linear w.r.t. the number of processors), then the parallel system is considered scalable. This metric is related to isoe ciency if the parallel algorithm under consideration has linear or near-linear isoe ciency function. In this case the scaled-speedup metric provides results very close to those of isoe ciency analysis, and the scaled-speedup is linear or near-linear with respect to the number of processors. For parallel systems with much worse isoe ciencies, the results provided by the two metrics may be quite di erent. In this case, the scaled-speedup vs. number of processors curve is sublinear.
Two generalized notions of scaled speedup were considered by Gustafson et al. 20] , Worley 58] and Sun and Ni 50] . They di er in the methods by which the problem size is scaled up with the number of processors. In one method, the size of the problem is increased to ll the available memory on the parallel computer. The assumption here is that aggregate memory of the system will increase with the number of processors. In the other method, the size of the problem grows with p subject to an upper-bound on execution time. Worley found that for a large class of scienti c problems, the time-constrained speedup curve is very similar to the xed-problem-size speedup curve. He found that for many common scienti c problems, no more than 50 processors can be used e ectively in current generation multicomputers if the parallel execution time was to be kept xed. For some other problems, Worley found time-constrained speedup to be close to linear, thus indicating that arbitrarily large instances of these problems can be solved in xed time by simply increasing p.
In 16], Gupta and Kumar identify the classes of parallel systems which yield linear and sublinear time-constrained speedup curves. Karp and Flatt 27] introduced experimentally determined serial fraction f as a new metric for measuring the performance of a parallel system on a x-sized problem. If S is the speedup on a p-processor system, then f is de ned as For any parallel system, if the problem size grows faster than or equal to the isoe ciency function, then (p) will be a constant making the system (according to Zorbas' de nition) ideally scalable. Thus all parallel systems for which the isoe ciency function exists, are scalable according to Zorbas' de nition. If (p) grows as a function of p, then the rate of increase of the overhead function determines the degree of unscalability of the system. The faster the increase, the more unscalable the system is considered. Thus, in a way, this metric is complimentary to the isoe ciency function. It distinguishes scalable parallel systems from unscalable ones, but does not provide any information on the degree of scalability of an ideally scalable system. On the other hand, the isoe ciency function provides no information on the degree of unscalability of an unscalable parallel system. A limitation of this metric is that (p) captures overhead only due to communication, and not due to sequential parts. Even if a parallel algorithm is poorly scalable due to large sequential components, (p) can be misleadingly low provided that the parallel system's communication overheads are low. For example, if W serial = W S and W parallel = 0, (p) = T P tc(W serial +W parallel =p) = 1 tc = (1) (i.e., the parallel system is perfectly scalable!).
Chandran and Davis 8] de ned processor e ciency function (PEF) as the upper limit on the number of processors p than can be used to solve a problem of input size N such that the execution time on p processors is of the same order as the ratio of the sequential time to p; i.e., T P = ( W p ). An inverse of this function called data e ciency function (DEF) is de ned as the smallest problem size on a given number of processors such that the above relation holds. The concept of data e ciency function is very similar to that of the isoe ciency function. Kruskal et al. 28] de ned the concept of Parallel E cient (PE) problems which is related to the concept of isoe ciency function. The PE class of problems have algorithms with a polynomial isoe ciency function for some e ciency. The class PE makes an important delineation between algorithms with polynomial isoe ciencies and those with even worse isoe ciencies. Kruskal et al. proved the invariance of the class PE over a variety of parallel computation models and interconnection schemes. An important consequence of this result is that an algorithm with a polynomial isoe ciency on one architecture will have a polynomial isoe ciency on many other architectures as well. There can however be exceptions; for instance, it is shown in 18] that the FFT algorithm has a polynomial isoe ciency on a hypercube but an exponential isoe ciency on a mesh. As shown in 18, 48, 19] , isoe ciency functions for a parallel algorithm can vary across architectures and understanding of this variation is of considerable practical importance. Thus, the concept of isoe ciency helps us in further sub-classifying the problems in class PE. It helps us in identifying more scalable algorithms for problems in the PE class by distinguishing between parallel systems whose isoe ciency functions are small or large polynomials in p.
Eager, Zahorajan and Lazowska 9] introduced the average parallelism measure to characterize the scalability of a parallel software system that consists of an acyclic directed graph of subtasks with a possibility of precedence constraints among them. The average parallelism A is de ned as the average number of processors that are busy during the execution time of the parallel program, provided an unlimited number of them are available. Once A is determined, analytically or experimentally, the speedup and e ciency on a p-processor system are lower bounded by pA At a given time, a thread of control could either be actively performing the computation for which the parallel computer is being used, or it could be communicating or blocked. The speedup of the parallel computation can therefore be regarded as the average number of threads of control that are active in useful computation at any time. The authors conclude that for a xed problem size, if g(p) = (p), then the asymptotic speedup has a constant upper-bound. If g(p) = (p m )(m > 1), then the optimal speedup is obtained for a certain number of processors p opt and asymptotically approaches zero as the number of processors is increased. For a given problem size, the value of p opt is dependent upon g(p). Hence g(p) provides a signature of a parallel computation and p opt can be regarded as a measure of scalability of the computation. The higher the number of processors that can be used optimally, the more scalable the parallel system is. The authors also discuss scaling the problem size linearly with respect to p and derive similar results for the upper-bounds on attainable speedup. When the number of events is a convex function of p, then the number of threads of control p smax that yields the maximum speedup can be derived from the equation, p = ( W +g(p)) g 0 (p) , where W is the problem size and is the work associated with each event. In their analysis, the authors regard , the duration of each event, as a constant. For many parallel algorithms, it is a function of p and W. Hence for these algorithms, the expression for p smax derived under the assumption of a constant might yield a result quite di erent from the actual p smax .
Van-Catledge 53] developed a model to determine the relative performance of parallel computers for an application w.r.t the performance on selected supercomputer con gurations for the same application. The author presented a measure for evaluating the performance of a parallel computer called the equal performance condition. It is de ned as the number of processors needed in the parallel computer to match its performance with that of a selected supercomputer. It is a function of the serial fraction of the base problem, scaling factor and the base problem size on which the scaling factor is applied. If the base problem size is W (in terms of the number of operations in the parallel algorithm), and s is the serial fraction, then the number of serial and parallel operations are sW and (1 ? s)W, respectively. Assume that by scaling up the problem size by a factor k, the number of serial and parallel operations becomes G(k)sW and F(k)(1 ? s)W. If p 0 is the number of processors in the reference machine and t 0 c is its clock period (in terms of the time taken to perform a unit operation of the algorithm), then the execution time of the problem on the reference machine
. Similarly, on a test machine with clock period t c , using p processors will result in an execution time of T P = t c W(G(k)s+ F(k)(1?s) p ). Now the relative performance of the test machine w.r.t. the reference machine will be given by T P T 0 P . The value of p for which the relative performance is one is used as a scalability measure. The fewer the number of processors that are required to match the performance of the parallel system with that of the selected supercomputer, the more scalable the parallel system is considered.
Van-Catledge considers a case in detail for which G(k) = 1 and F(k) = k. For this case, he computes the equal performance curves for a variety of combinations of s, k and t c . For example it is shown that a uniprocessor system is better than a parallel computer having 1024 processors, each of which is 100 times slower, unless s is less than .01 or the scaling factor is very large. In another example it is shown that the equal performance curve for a parallel system with 8 processors is uniformly better than that of another system with 16 processors, each of which is half as fast. From these results, it is inferred that it is better to have a parallel computer with fewer faster processors than one with many slower processors. We discuss this issue further in Section 7 and show that this inference is valid only for a certain class of parallel systems.
In 49 The class PC* of problems de ned by Vitter and Simons 54] captures a class of problems with e cient parallel algorithms on a PRAM. Informally, a problem in class P (the polynomial time class) is in PC* if it has a parallel algorithm on a PRAM that can use a polynomial (in terms of input size) number of processors and achieve some minimal e ciency . Any problem in PC* has at least one parallel algorithm such that for some e ciency E, its isoe ciency function exists and is a polynomial. Between two e cient parallel algorithms in this class, obviously the one that is able to use more processors is considered superior in terms of scalability.
Nussbaum and Agarwal 43] de ned scalability of a parallel architecture for a given algorithm as the ratio of the algorithm's asymptotic speedup when run on the architecture in question to its corresponding asymptotic speedup when run on an EREW PRAM. The asymptotic speedup is the maximum obtainable speedup for a xed problem size given an unlimited number of processors. This metric captures the communication overheads of an architecture by comparing the performance of a given algorithm on it to the performance of the same algorithm on an ideal communication free architecture. Informally, it re ects \the fraction of the parallelism inherent in a given algorithm that can be exploited by any machine of that architecture as a function of problem size" 43]. Note that this metric cannot be used to compare two algorithm-architecture pairs for solving the same problem or to characterize the scalability (or unscalability) of a parallel algorithm. It can only be used to compare parallel architectures for a given parallel algorithm. For any given parallel algorithm, its optimum performance on a PRAM is xed. Thus, comparing two architectures for the problem is equivalent to comparing the minimum execution times for a given problem size on these architectures. In this context, this work can be categorized with that of other researchers who have investigated the minimum execution time as a function of the size of the problem on an architecture with an unlimited number of processors available 58, 16, 11] .
According to Nussbaum and Agarwal, the scalability of an algorithm is captured in its performance on the PRAM. Some combination of the two metrics|the asymptotic speedup of the algorithm on the PRAM, and the scalability of the parallel architecture|can be used as a combined metric for the algorithm-architecture pair. A natural combination would be the product of the two, which is equal to the maximum obtainable speedup (lets call it S max (W)) of the parallel algorithm on the architecture under consideration for a problem size W given arbitrarily many processors. In the best case, S max (W) can grow linearly with W. In the worst case, it could be a constant. The faster it grows with respect to W, the more scalable the parallel system should be considered. This metric can favor parallel systems for which the processor-time product is worse as long as they run faster. For example, for the all-pairs shortest path problem, this metric will favor the parallel algorithm 1] based upon an ine cient (N 3 log N) serial algorithm over the parallel algorithms 34, 25] that are based on Floyd's (N 3 ) algorithm. The reason is that S max (W) is (N 3 ) for the rst algorithm and is (N 2 ) for the second one.
Performance Analysis of Large Scale Parallel Systems
Given a parallel system the speedup on a problem of xed size may peak at a certain limit because the overheads may grow faster than the additional computation power o ered by increasing the number of processors. A number of researchers have analyzed the optimal number of processors required to minimize parallel execution time for a variety of problems 11, 42, 52, 38].
Flatt and Kennedy 11, 10] derive some important upper-bounds related to the performance of parallel computers in the presence of synchronization and communication overheads. They show that if the overhead function satis es certain properties, then there exists a unique value p 0 of the number of processors for which T P , for a given W, is minimum. However, for this value of p, the e ciency of the parallel system is rather poor. Hence, they suggest that p should be chosen to maximize the product of e ciency and speedup 4 (which is equivalent to maximizing the ratio of e ciency to parallel execution time) and analytically compute the optimal values of p. A major assumption in their analysis is that the per-processor overhead t o (W; p) (t o (W; p) = To(W;p) p ) grows faster than (p). As discussed in 16], this assumption limits the range of the applicability of the analysis. Further, the analysis in 16] reveals that the better a parallel algorithm is (i.e., the slower t o grows with p), the higher the value of p 0 . For many algorithm architecture combinations, p 0 exceeds the limit imposed by the degree of concurrency on the number of processors that can be used 16]. Thus the theoretical value of p 0 and the e ciency at this point may not be useful in studying many parallel algorithms.
Flatt and Kennedy 11] also discuss scaling up the problem size with the number of processors.
They de ne scaled speedup as k times the ratio of T P (W; p) and T P (kW; kp). Under the simplifying assumptions that t o depends only on the number of processors 5 and the number of serial steps in the algorithm remain constant as the problem size is increased, they prove that there is an upper-bound of k T P (kW;kp) on the scaled speedup. They argue that since logarithmic per-processor overhead is the best possible, the upper-bound on the scaled speedup is ( k log k ). The reader should note that there are many important natural parallel systems where the per-processor overhead t o is smaller than (log p). For instance, in two of the three benchmark problems used in the Sandia experiment 22], the per-processor overhead was constant. Eager et al. 9] use the the average parallelism measure to locate the position (in terms of number of processors) of the knee in the execution time-e ciency curve. The knee occurs at the same value of p for which the ratio of e ciency to execution time is maximized. Determining the location of the knee is important when the same parallel computer is being used for many applications so that the processors can be partitioned among the applications in an optimal fashion.
Tang and Li 52] prove that maximizing the e ciency to T P ratio is equivalent to minimizing p(T P ) 2 . They propose minimization of a more general expression; i.e., p(T P ) r . Here r determines the relative importance of e ciency and the parallel execution time. The choice of a higher r implies that reducing T P is given more importance. Consequently, the system utilizes more processors, thereby operating at a low e ciency. A low value of r means greater emphasis on improving the e ciency than on reducing T P ; hence, the operating point of the system will use fewer processors and yield a high e ciency.
In 16], for a fairly general class of overhead functions, Gupta and Kumar analytically determine the optimal number of processors to minimize T P as well as the more general metric p(T P ) r . It is then shown that for a wide class of overhead functions, minimizing any of these metrics is asymptotically equivalent to operating at a xed e ciency that depends only on the overhead function of the parallel system and the value of r.
As a re nement of the model of Gustafson et al., Zhou 60] and Van Catledge 53] present models that predict performance as a function of the serial fraction of the parallel algorithm. They conclude that by increasing the problem size, one can obtain speedups arbitrarily close to the number of processors. However, the rate at which the problem size needs to be scaled up in order to achieve this depends on the serial component of the algorithm used to solve the problem. If the serial component is a constant, then the problem size can be scaled up linearly with the number of processors in order to get arbitrary speedups. In this case, isoe ciency analysis also suggests that a linear increase in problem size w.r.t. p is su cient to maintain any arbitrary e ciency. If the serial component grows with the problem size, then the problem size may have to be increased faster than linearly w.r.t. the number of processors. In this case, isoe ciency analysis not only suggests that a higher rate of 5 Very often, apart from p, to is also a function of W.
growth of W w.r.t p will be required, but also provides an expression for this rate of growth, thus answering the question posed in 60] as to how fast the problem should grow to attain speedups close to p. 1) pW serial to the total overhead cost of parallel execution using p processors. The reason is that while one processor is busy on the sequential part, the remaining (p ? 1) are idle. Thus the serial component can model the communication overhead as long as the overhead grows linearly with p. However, if the overhead due to communication grows faster or slower than (p), as is the case with many parallel systems, the models based solely upon sequential vs. parallel component are not adequate.
Carmona and Rice 6, 7] provide new and improved interpretations for the parameters commonly used in the literature such as serial fraction, and the portion of time spent on performing serial work on a parallel system, etc. The dynamics of parallel program characteristics like speedup and e ciency are then presented as a function of these parameters for several theoretical and empirical examples.
Relation Between Some Scalability Measures
After reviewing these various measures of scalability, one may ask whether there exists one measure that is better than all others 23]? The answer to this question is no, as di erent measures are suitable for di erent situations.
One situation arises when the problem at hand is xed and one is trying to use an increasing number of processors to solve it. In this case, the speedup is determined by the serial fraction in the program as well as other overheads such as those due to communication and due to redundant work. In this situation choosing one parallel system over the other can be done using the standard speedup metric. Note that for any xed problem size W, the speedup on a parallel system will saturate or peak at some value S max (W), which can also be used as a metric. Scalability issues for the xed problem size case are addressed in 11, 27, 16, 42, 52, 58] .
Another possible scenario is that in which a parallel computer with a xed number of processors is being used and the best parallel algorithm needs to be chosen for solving a particular problem. For a xed p, the e ciency increases as the problem size is increased. The rate at which the e ciency increases and approaches one (or some other maximum value) with respect to increase in problem size may be used to characterize the quality of the algorithm's implementation on the given architecture.
The third situation arises when the additional computing power due to the use of more processors is to be used to solve bigger problems. Now the question is how should the problem size be increased with the number of processors?
For many problem domains, it is appropriate to increase the problem size with the number of processors so that the total parallel execution time remains xed. An example is the domain of weather forecasting. In this domain, the size of the problem can be increased arbitrarily provided that the problem can be solved within a speci ed time (e.g., it does not make sense to take more than 24 hours to forecast the next day's weather). The scalability issues for such problems have been explored by Worley 58], Gustafson 22, 20] , and Sun and Ni 50] .
Another extreme in scaling the problem size is to try as big problems as can be handled in the memory. This is investigated by Worley 57, 58, 59], Gustafson 22, 20] and by Sun and Ni 50] , and is called the memory-constrained case. Since the total memory of a parallel computer increases with increasing p, it is possible to solve bigger problems on parallel computer with bigger p. It should also be clear that any problem size for which the memory requirement exceeds the total available memory cannot be solved on the system. An important scenario is that in which one is interested in making e cient use of the parallel system; i.e., it is desired that the overall performance of the parallel system increases linearly with p. Clearly, this can be done only for scalable parallel systems, which are exactly the ones for which a xed e ciency can be maintained for arbitrarily large p by simply increasing the problem size. For such systems, it is natural to use isoe ciency function or related metrics 31, 28, 8] . The analyses in 60, 61, 11, 38, 42, 52, 9] also attempt to study the behavior of a parallel system with some concern for overall e ciency. Although di erent scalability measures are appropriate for rather di erent situations, many of them are related to each other. For example, from the isoe ciency analysis, one can reach a number of conclusions regarding the time-constrained case (i.e., when bigger problems are solved on larger parallel computers with some upper-bound on the parallel execution time). It can be shown that for cost-optimal algorithms, the problem size can be increased linearly with the number of processors while maintaining a xed execution time if and only if the isoe ciency function is (p). The proof is as follows. Let ?(W) be the degree of concurrency of the algorithm. Thus, as p is increased, W has to be increased at least as (p), or else p will eventually exceed ?(W). Note that ?(W) is upperbounded by (W) and p is upper-bounded by ?(W). T P is given by T S p + To(W;p) p = tcW p + To(W;p) p . Now consider the following two cases. Let the rst case be when ?(W) is smaller than (W). In this case, even if as many as ?(W) processors are used, the term tcW ?(W ) of the expression for T P will diverge with increasing W, and hence, it is not possible to continue to increase the problem size and maintain a xed parallel execution time. At the same time, the overall isoe ciency function grows faster than (p) because the isoe ciency due to concurrency exceeds (p). In the second case in which ?(W) = (W), as many as (W) processors can be used. If (W) processors are used, then the rst term in T P can be maintained at a constant value irrespective of W. The second term in T P will remain constant if and only if To(W;p) p remains constant when p = (W) (in other words, To W remains constant while p and W are of the same order). This condition is necessary and su cient for linear isoe ciency. A direct corollary of the above result is that if the isoe ciency function is greater than (p), then the minimum parallel execution time will increase even if the problem size is increased as slowly as linearly with the number of processors. Worley 57, 58, 59] has shown that for many algorithms used in the scienti c domain, for any given T P , there will exist a problem size large enough so that it cannot be solved in time T P , no matter how many processors are used. Our above analysis shows that for these parallel systems, the isoe ciency curves have to be worse than linear. It can be easily shown that the isoe ciency function will be greater than (p) for any algorithm-architecture combination for which T o > (p) for a given W. The latter is true when any algorithm with a global operation (such as broadcast, and one-to-all and all-to-all personalized communication 5, 26] ) is implemented on a parallel architecture that has a message passing latency or message startup time. Thus, it can be concluded that for any cost-optimal parallel algorithm involving global communication, the problem size cannot be increased inde nitely without increasing the execution time on a parallel computer having a startup latency for messages, no matter how many processors are used (up to a maximum of W). This class of algorithms includes some fairly important algorithms such as matrix multiplication (all-to-all/one-to-all broadcast) 15], vector dot products (single node accumulation) 19], shortest paths (one-to-all broadcast) 34], and FFT (all-to-all personalized communication) 18], etc. The readers should note that the presence of a global communication operation in an algorithm is a su cient but not a necessary condition for non-linear isoe ciency on an architecture with message passing latency. Thus, the class of algorithms having the above mentioned property is not limited to the algorithms with global communication.
If the isoe ciency function of a parallel system is greater than (p), then given a problem size W, there is as lower-bound on the parallel execution time. This lower-bound (lets call it T min
is a non-decreasing function of W. The rate at which the T min P (W) for a problem (given arbitrarily many processors) must increase with the problem size can also serve as a measure of scalability of the parallel system. In the best case, T min P (W) is constant; i.e., larger problems can be solved in a xed amount of time by simply increasing the number of processors. In the worst case, T min
This happens when the degree of e ective parallelism is constant. The slower T min P (W) grows as a function of the problem size, the more scalable the parallel system is. T min P is closely related to S max (W) de ned in the context of Nussbaum and Agarwal's work in Section 3. For a problem size W, these two metrics are related by W = S max (W) T min P (W). Let (W) be the number of processors that should be used for obtaining the minimum parallel execution time T min P (W) for a problem of size W. Clearly, T min P (W) = W (W ) + To(W; (W )) (W ) . Using (W) processors leads to optimal parallel execution time T min P (W), but may not lead to minimum pT P product (or the cost of parallel execution). Now consider the cost-optimal implementation of the parallel system (i.e., when the number of processors used for a given problem size is governed by the isoe ciency function). In this case, if f(p) is the isoe ciency function, then T P is given by W f ?1 (W ) + To(W;f ?1 (W )) f ?1 (W ) for a xed W. Let us call this T iso P (W). Clearly, T iso P (W) can be no better than T min P (W). In 16], it is shown that for a fairly wide class of overhead functions, the relation between problem size W and the number of processors p at which the parallel run time T P is minimized, is given by the isoe ciency function for some value of e ciency. Hence, T iso P (W) and T min P (W) have the same asymptotic growth rate w.r.t.
to W for these types of overhead functions. For these parallel systems, no advantage (in terms of asymptotic parallel execution time) is gained by making ine cient use of the parallel processors.
Several researchers have proposed to use an operating point where the value of p(T P ) r is minimized for some constant r and for a given problem size W 11, 9, 52] . It can be shown 52] that this corresponds to the point where ES r?1 is maximized for a given problem size. Note that the location of the minima of p(T P ) r (with respect to p) for two di erent algorithm-architecture combinations can be used to choose one between the two. In 16], it is also shown that for a fairly large class of overhead functions, the relation between the problem size and p for which the expression p(T P ) r is minimum for that problem size, is given by the isoe ciency function (to maintain a particular e ciency E which is a function of r) for the algorithm and the architecture being used.
Impact of Technology Dependent Factors on Scalability
A number of researchers have considered the impact of the changes in CPU and communication speeds on the performance of a parallel system. It is clear that if the CPU or the communication speed is increased, the overall performance can only become better. But unlike a sequential computer, in a parallel system, a k-fold increase in the CPU speed may not necessarily result in a k-fold reduction in execution time for the same problem size.
For instance, consider the implementation of the FFT algorithm on a SIMD hypercube 18]. The e ciency of a N-point FFT computation on a p-processor cube is given by E = 1 1+ tw tc log p log N . Here t w is the time required to transfer one word of data between two directly connected processors and t c is the time required to perform a unit FFT computation. In order to maintain an e ciency of E, the isoe ciency function of this parallel system is given by E 1?E t w p E 1?E tw tc log p. Clearly, the scalability of the system deteriorates very rapidly with the increase in the value of E 1?E tw tc . For a given E, this can happen either if the computation speed of the processors is increased (i.e., t c is reduced) or the communication speed is decreased (i.e., t w is increased). For example, if t w = t c = 1, the isoe ciency function for maintaining an e ciency of 0.5 is p log p. If p is increased 10 times, then the problem size needs to grow 10 p 10 times to maintain the same e ciency. On the other hand, a 10-fold increase in t w or a 10-fold decrease in t c will require one to solve a problem of size nearly equal to W 10 if W was the problem size required to get the same e ciency on the original machine. Thus, technology dependent constants like t c and t w can have a dramatic impact on the scalability of a parallel system.
In 48] and 15], the impact of these parameters is discussed on the scalability of parallel shortest path algorithms, and matrix multiplication algorithms, respectively. In these algorithms, the isoeciency function does not grow exponentially (as in the case of FFT) with respect to the tw tc ratio, but is a polynomial function of this ratio. For example, in the best-scalable parallel implementations of matrix multiplication algorithm on the mesh 15], the isoe ciency function is proportional to ( tw tc ) 3 . The implication of this is that for the same communication speed, using ten times faster processors in the parallel computer will require a 1000 fold increase in the problem size to maintain the same e ciency. On the other hand, if p is increased by a factor of 10, then the same e ciency can be obtained on 10 p 10 times bigger problems. Hence, for parallel matrix multiplication, it is better to have a parallel computer with k-fold as many processors rather than one with the same number of processors, each k-fold as fast (assuming that the communication network and the bandwidth etc.
remain the same).
Nicol and Willard 42] consider the impact of CPU and communication speeds on the peak performance of parallel systems. They study the performance of various parallel architectures for solving Elliptic Partial Di erential Equations. They show that for this application, a k-fold increase in the speed of the CPUs results in an improvement in the optimal execution time by a factor of k 1 3 on a bus architecture if the communication speed is not improved. They also show that improving only the bus speed by a factor of k reduces the optimal execution time by a factor of k 2 3 .
Kung 35] studied the impact of increasing CPU speed (while keeping the I/O speed xed) on the memory requirement for a variety of problems. It is argued that if the CPU speed is increased without a corresponding increase in the I/O bandwidth, the system will become imbalanced leading to idle time during computations. An increase in the CPU speed by a factor of w.r.t. the I/O speed requires a corresponding increase in the size of the memory of the system by a factor of H( ) in order to keep the system balanced. As an example it has been shown that for matrix multiplication, H( ) = 2 and for computations such as relaxation on a d-dimensional grid, H( ) = d . The reader should note that similar conclusions can be shown to hold for a variety of parallel computers if only the CPU speed of the processors is increased without changing the bandwidth of the communication channels.
The above examples show that improving the technology in only one direction (i.e., towards faster CPUs) may not be a wise idea. The overall execution time will, of course, reduce by using faster processors, but the speedup with respect to the execution time on a single fast processor will decrease. In other words, increasing the speed of the processors alone without improving the communication speed will result in diminishing returns in terms of overall speedup and e ciency. The decrease in performance is highly problem dependent. For some problems it is dramatic (e.g., parallel FFT 18] ), while for others (e.g., parallel matrix multiplication) it is less severe.
Study of Cost E ectiveness of Parallel Systems
So far we have con ned the study of scalability of a parallel system to investigating the capability of the parallel algorithm to e ectively utilize an increasing number of processors on the parallel architecture. Many algorithms may be more scalable on more costly architectures (i.e., architectures that are cost-wise less scalable due to high cost of expanding the architecture by each additional processor). For example, the cost of a parallel computer with p processors organized in a mesh con guration is proportional to 4p, whereas a hypercube con guration of the same size will have a cost proportional to p log p because a p processor mesh has 4p communication links while a p processor hypercube has p log p communication links. It is assumed that the cost is proportional to the number of links and is independent of the length of the links. In such situations, one needs to consider whether it is better to have a larger parallel computer of a cost-wise more scalable architecture that is underutilized (because of poor e ciency), or is it better to have a smaller parallel computer of a cost-wise less scalable architecture that is better utilized. For a given amount of resources, the aim is to maximize the overall performance which is proportional to the number of processors and the e ciency obtained on them. It is shown in 18] that under certain assumptions, it is more coste ective to implement the FFT algorithm on a hypercube rather than a mesh despite the fact that large scale meshes are cheaper to construct than large hypercubes. On the other hand, it is quite possible that the implementation of a parallel algorithm is more cost-e ective on an architecture on which the algorithm is less scalable. Hence this type of cost analysis can be very valuable in determining the most suitable architecture for a class of applications.
Another issue in the cost vs. performance analysis of parallel systems is to determine the tradeo s between the speed of processors and the number of processors to be employed for a given budget. Clearly, a better speedup can be obtained by increasing p by a factor of k (until p reaches N 2 ) rather than reducing t c by the same factor.
Even for the case in which T o grows faster than or equal to (p), it might not always be coste ective to have fewer faster processors. The reason is that the cost of a processor increases very rapidly with respect to speed once a technology dependent threshold is reached. For example, the cost of a processor with 2 ns clock speed is far more than 10 times the cost of a processor with 20 ns clock speed given today's technology. Hence, it may be more cost e ective to get higher performance by having a large number of relatively less utilized processors than to have a small number of processors whose speed is beyond the current technology threshold. Some analysis of the cost-e ectiveness of parallel computers is given by Barton denotes the time spent in interprocessor communication etc. From this expression, it can be shown that for a given cost and a xed problem instance, the delivered FLOPS peaks for a certain number of processors.
As noted in 3], this analysis is valid only for a xed problem size. Actually, the value of p for peak performance also increases as the problem size is increased. Thus if the problem is scaled properly, it could still be bene cial to use more and more processors rather than opting for fewer faster processors. The relation between the problem size and the number of processors at which the peak performance is obtained for a given C, could also serve as a measure of scalability of the parallel system under the xed cost paradigm. For a xed cost, the slower the rate at which the problem size has to increase with increasing the number of processors that yield maximum throughput, the more scalable the algorithm-architecture combination should be considered. The study of cost related issues of a parallel system is quite complicated because the cost of a parallel computer depends on many di erent factors. Typically, it depends on the number of processors used, the con guration in which they are connected (this determines the number and the length of communication links), the speed of processors and the speed of the communication channels, and usually it is a complex non-linear function of all these factors. For a given cost, its optimal distribution among the di erent components (e.g., processors, memory, cache, communication network, etc.) of the parallel computer depends on the computation and communication pattern of the application and the size of the problem to be solved.
While studying the performance of a parallel system, its e ciency E is often considered as an important attribute. Obtaining or maintaining a good e ciency as the parallel system is scaled up is an important concern of the implementors of the parallel system and often the ease with which this objective can be met determines the degree of scalability of the parallel system. In fact the term commonly known as e ciency is a loose term and it should more precisely be called processore ciency because it is measure of the e ciency with which the processors in the parallel computer are being utilized. Usually a parallel computer using p processors is not p times as costly as a sequential computer with a similar processor. Therefore, processor-e ciency is not a measure of the e ciency with which the money invested in building a parallel computer is being utilized. If using p processors results in a speedup of S over a single processor, then S p gives the processor-e ciency of the parallel system. Analogously, if an investment of C(p) dollars yields a speedup of S, then assuming unit cost for a single processor system, the ratio S C(p) should determine the e ciency with which the cost of building a parallel computer with p processors is being utilized. We can de ne S C(p)
as the cost-e ciency E C of the parallel system, which, from a practical point of view, might be a more useful and insightful measure to compare two parallel systems.
Concluding Remarks
Signi cant progress has been made in identifying and developing measures of scalability in the last few years. These measures can be used to analyze whether parallel processing can o er desired performance improvement for problems at hand. They can also help guide the design of large-scale parallel computers. It seems clear that no single scalability metric would be better than all others. Di erent measures will be useful under di erent contexts and further research is needed along several directions. Nevertheless, a number of interesting properties of several metrics and parallel systems have been identi ed. For example, we show that a cost-optimal parallel algorithm can be used to solve arbitrarily large problem instances in a xed time if and only if its isoe ciency is linear. Arbitrarily large instances of problems involving global communication cannot be solved in constant time on a parallel machine with message passing latency. To make e cient use of processors while solving a problem on a parallel computer, it is necessary that the number of processors be governed by the isoe ciency function. If more processors are used, the problem might be solved faster, but the parallel system will not be utilized e ciently. For a wide class of parallel systems identi ed in 16], using more processors than determined by the isoe ciency function does not help in reducing the parallel time complexity of the algorithm. The introduction of hardware cost factors (in addition to speedup and e ciency) in the scalability analysis is important so that the overall cost-e ectiveness can be determined. The current work in this direction is still very preliminary. Another problem that needs much attention is that of partitioning of processor resources among di erent problems. If two problems are to be solved on a multicomputer and one of them is poorly scalable while the other one has very good scalability characteristics on the given machine, then clearly, allocating more processors to the more scalable problem tends to optimize the e ciency, but not the overall execution time. The problem of partitioning becomes more complex as the number of di erent computations is increased. Some early work on this topic has been reported in 4, 44, 37, 38] .
