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RÉSUMÉ
Dans beaucoup de pays du monde, on observe une importante augmentation du nombre de personnes
âgées vivant seules. Depuis quelques années, un nombre significatif de projets de recherche sur
l’assistance aux personnes âgées ont vu le jour. La plupart de ces projets utilisent plusieurs modalités
telles que la vidéo, le son, la détection de chute, etc. pour surveiller l’activité de la personne et lui
permettre de communiquer naturellement avec sa maison, dite « intelligente », et, en cas de danger,
lui venir en aide au plus vite.
Ce travail a été réalisé dans le cadre du projet ANR (Agence Nationale de la Recherche) VERSO,
projet de recherche industrielle, SWEET-HOME. Les objectifs du projet sont de proposer un système
domotique permettant une interaction naturelle (par commande vocale et tactile) d’une personne
âgée avec sa maison, tout en lui procurant plus de sécurité par la détection des situations de détresse.
Dans ce cadre, l’objectif premier de cette thèse est de proposer des solutions pour la reconnaissance
des sons de la vie courante dans un contexte réaliste.
La reconnaissance du son fonctionnera en amont d’un système de Reconnaissance Automatique
de la Parole. La fiabilité de la séparation entre parole et autres sons de l’environnement est très
importante pour les performances de la reconnaissance de la parole. Par ailleurs, une bonne
reconnaissance de certains sons, complétée éventuellement par d’autres sources informations
(détection de présence, détection de chute, etc.) permettrait de bien suivre les activités de la
personne et de détecter ainsi les situations de danger.
Dans un premier temps, nous nous sommes intéressés aux méthodes en provenance d’un domaine
voisin, celui de la Reconnaissance et Vérification du Locuteur. Dans cet esprit, nous avons testé
des méthodes basées sur GMM (Gaussian Mixture Models) et SVM (Support Vector Machines).
Nous avons, en particulier, testé un noyau SVM utilisé pour la classification de séquences, appelé
SVM-GSL (SVM GMM Supervector Linear Kernel). SVM-GSL est une méthode combinant SVM
et GMM qui consiste à transformer une séquence de vecteurs de longueur arbitraire en un seul
vecteur de très grande dimension appelé Super Vecteur. Le Super Vecteur est ensuite utilisé en entrée
d’un SVM. Les expérimentations ont été menées en utilisant une base de données créée localement
(18 classes de sons, pour plus de 1000 enregistrements), puis le corpus du projet SWEET-HOME, en
intégrant notre système de reconnaissance dans un système plus complet comportant la détection
du son provenant de plusieurs canaux, ainsi qu’un système de reconnaissance de la parole.
Ces premières expérimentations ont toutes été réalisées en utilisant un seul type de coefficients
acoustiques, les MFCC. Par la suite, nous nous sommes penchés sur l’étude d’autres familles de
iii
coefficients en vue d’en évaluer l’utilisabilité en reconnaissance des sons de l’environnement. Notre
motivation fut de trouver des représentations qui soient plus simples et/ou plus efficaces que les
coefficients MFCC pour la reconnaissance du son.
En utilisant 15 familles différentes de coefficients acoustiques, nous avons également expérimenté
deux approches pour transformer une séquence de vecteurs en un seul vecteur, utilisable avec un
SVM linéaire. La première consiste à calculer un ensemble de coefficients statistiques pour chaque
coefficient acoustique, et à remplacer ainsi la séquence de valeurs par un nombre fixe de coefficients
statistiques. La seconde approche, qui constitue l’une des contributions nouvelles de ce travail, fait
appel à une méthode de discrétisation pour trouver, pour chaque caractéristique d’un vecteur de
coefficients acoustiques, le(s) meilleur(s) point(s) de découpage permettant d’associer une classe
donnée à un ou plusieurs intervalles de valeurs de la caractéristique. La probabilité de la séquence
est estimée par rapport à chaque intervalle. Les vecteurs de probabilités obtenus (un pour chaque
caractéristique) sont empilés pour construire un seul vecteur. Celui-ci remplacera la séquence de
vecteurs acoustiques et sera utilisé en entrée d’un SVM.
Les résultats obtenus montrent que certaines familles de coefficients sont effectivement plus
adaptées pour reconnaître certaines classes de sons. En effet, pour la plupart des classes de sons de
notre base, les meilleurs taux de reconnaissance ont été observés avec une ou plusieurs familles de
coefficients, autres que les MFCC. Certaines de ces familles sont, de surcroît, moins complexes que
les MFCC (16 caractéristiques par fenêtre d’analyse sont extraites), à l’image du Spectral Slope, et
du Spectral Roll-Off (une seule caractéristique par fenêtre pour chacune des deux familles).
Mots clefs
Reconnaissance des sons de l’environnement, SVM, GMM, noyaux de discrimination de séquences,
coefficients acoustiques, méthodes de discrétisation.
ABSTRACT
In many countries around the world, the number of elderly people living alone has been increasing.
In the last few years, a significant number of research projects on elderly people monitoring have
been launched. Most of them make use of several modalities such as video streams, sound, fall
detection and so on, in order to monitor the activities of an elderly person and to supply them with
a natural way to communicate with their house, said smart-home, and to render assistance in case
of an emergency.
This work is part of the ANR (Agence Nationale de la Recherche) VERSO project, an Industrial
Research project, SWEET-HOME. The goals of the project are to propose a domotic system that
enables a natural interaction (using touch and voice command) between an elderly person and their
house and to provide them a higher safety level through the detection of distress situations. Thus,
the main aim of this thesis is to come up with solutions for sound recognition of daily life in a
realistic context.
Sound recognition will run prior to an Automatic Speech Recognition system. The reliability of the
separation between speech and non-speech environmental sounds is very important for the speech
recognition’s performances. Furthermore, a good recognition of a few kinds of sounds, possibly
complemented by other sources of information (presence detection, fall detection, etc.) could allow
for a better monitoring of the person’s activities and a better detection of dangerous situations.
We first had been interested in methods from a neighboring field, Speaker Recognition and Verifica-
tion. As part of this, we have experimented methods based on GMM (Gaussian Mixture Models)
and SVM (Support Vector Machines). We had particularly tested a Sequence Discriminant SVM
kernel called SVM-GSL (SVM GMM Super Vector Linear Kernel). SVM-GSL is a combination of
GMM and SVM whose basic idea is to map a sequence of vectors of an arbitrary length into one
high dimensional vector called Super Vector. The Super Vector is then used as an input of an SVM.
Experiments had been carried out using a locally created sound database (containing 18 sound
classes for over 1000 records), then using the SWEET-HOMEproject’s corpus. Our daily sounds
recognition system was integrated into a more complete system that also performs sound detection
over multi-channel audio streams, as well as speech recognition.
These first experiments had all been performed using one kind of acoustical coefficients, MFCC
coefficients. Thereafter, we focused on the study of other families of acoustical coefficients. The
aim of this study was to assess the usability of other acoustical coefficients for environmental
sounds recognition. Our motivation was to find a few representations that are simpler and/or more
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effective than the MFCC coefficients for sound classification.
Using 15 different acoustical coefficients families, we have also experimented two approaches to
map a sequence of vectors into one vector, usable with a linear SVM. The first approach consists
of computing a set of statistical coefficients for each acoustical feature and hence substituting a
sequence of values by a fixed number of statistical coefficients. The second one, which is one of
the novel contributions of this work, makes use of a discretization method to find, for each feature
within an acoustical vector, the best cut point(s) that associate(s) a given class with one or many
intervals of values. The likelihood of the sequence is estimated for each interval. The obtained
likelihood vectors (one for each feature) are stacked to build one single vector. This vector replaces
the sequence of acoustical vectors and is used as an input of an SVM.
The obtained results show that a few families of coefficients are actually more appropriate to the
recognition of some sound classes. For most sound classes in our database, we noticed that the best
recognition performances were obtained with one or many families other than MFCC. Moreover, a
few of these families, such as the Spectral Slope or the Spectral Roll-Off are less complex than
MFCC. Each of the former two families is actually a one-feature per frame acoustical family,
whereas MFCC coefficients contain 16 features per frame.
Keywords
Environmental sound recognition, SVM, GMM, sequence discriminant kernels, acoustical coeffi-
ZUSAMMENFASSUNG
In vielen Ländern der Welt wird die Anzahl der alten, alleinlebenden Menschen immer größer.
In den letzten Jahren sind zahlreiche Forschungsprojekte zum Thema der Überwachung älterer
Personen gestartet worden. Die meisten dieser Projekte verwenden mehrere Modalitäten, wie
zum Beispiel Video-Streams, Sound, Sturzerkennung usw. um die Tätigkeiten der älteren Person
zu überwachen, ihr eine natürliche Art der Kommunikation mit ihrem Haus (auch intelligente
Haustechnik genannt) anzubieten, und in Notfällen Hilfe zu verständigen.
Die hier beschriebene Arbeit ist Teil des ANR (Agence Nationale de la Recherche) VERSO
Projektes, eines industriellen Forschungsprojekts, SWEET-HOME. Das Ziel des Projektes ist es,
eine Hausautomation (Domotic System) zu entwickeln, die eine natürliche Interaktion (durch
Sprachsteuerung und Touch Eingabe) zwischen einer älteren Person und ihrem Haus ermöglicht
und welche des Weiteren durch die automatische Erfassung von Notsituationen eine bessere
Sicherheit im Alltag gewährleistet. Das Hauptziel der hier beschriebenen Doktorarbeit ist im
Speziellen die Erarbeitung von Lösungen, die es ermöglichen, Geräusche des täglichen Lebens in
einem realistischen Kontext zu erkennen.
Geräuscherkennung wird eingangsseitig von einem Spracherkennungssystem durchgeführt. Die Zu-
verlässigkeit der Trennung zwischen einem eigentlichen Sprachlaut und den anderen umgebenden
Geräuschen ist für die Leistung der Spracherkennung daher sehr wichtig. Darüber hinaus erlaubt
die gute Erkennung einiger Geräuscharten, welche möglicherweise auch durch andere Informations-
quellen komplementiert werden kann (z.B. Sturzdetektion, Präsenzerkennung usw.), eine bessere
Überwachung der Tätigkeiten der Person sowie eine bessere Erkennung von potentiellen Notfällen.
Zunächst einmal waren wir an Methoden aus einem benachbarten Bereich interessiert, nämlich dem
der Sprecherauthentifizierung. In diesem Zusammenhang haben wir mit Methoden experimentiert,
die auf GMM (Gaussian Mixture Models) und SVM (Support Vector Machines) basieren. Wir haben
insbesondere einen Kernel zur Klassifizierung von Sequenzen getestet, den so genannten SVM-GSL
(SVM GMM Super Vector Linear Kernel). SVM-GSL ist eine Kombination von SVM und GMM,
deren Grundidee es ist, eine Sequenz beliebiger Länge in einem einzigen Vektor abzubilden, dem
Super-Vektor. Der Super-Vektor wird dann als Datengrundlage für eine SVM verwendet. Die
Experimente sind zunächst unter Einsatz einer lokalen Datenbank (18 Sounds-Klassen und mehr als
1000 Audioaufzeichnungen) und danach mit dem SWEET-HOMEProjekt Korpus ausgeführt worden.
Unser System zur Erkennung täglicher Geräusche wurde schlussendlich in ein vollständigeres
System integriert, das sowohl Mehrkanal-Sound-Detektion über verschiedene Audio-Streams als
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auch Spracherkennung ermöglicht.
All unsere ersten Experimente wurden unter Nutzung von einer einzigen Art von akustischen Koef-
fizienten durchgeführt – den MFCC-Koeffizienten. Danach haben wir uns mit der Untersuchung
anderer Familien von akustischen Koeffizienten beschäftigt. Der Zweck dieser Untersuchung war
es, die Verwendbarkeit anderer akustischen Koeffizienten für die Erkennung von Umgebungsgeräu-
schen zu evaluieren. Unsere Motivation war, einige Repräsentation zur Sound-Erkennung zu finden,
die einfacher und/oder wirksamer als MFCC sind.
Neben der Benutzung von 15 verschiedenen Familien akustischer Koeffizienten haben wir auch
mit zwei Ansätzen zur Abbildung einer Sequenz von Vektoren in einem einzigen Vektor (welcher
mit einer linearen SVM zu verwenden ist) experimentiert. Der erste Ansatz bestand darin, für
jedes akustische Merkmal eine Anzahl von statistischen Koeffizienten zu errechnen, und folglich
eine Sequenz von Werten durch eine feste Anzahl von statistischen Koeffizienten zu ersetzen. Der
zweite Ansatz, welcher ein Novum dieser Arbeit darstellt, nutzt eine Diskretisierungsmethode
aus, um für jedes Merkmal eines akustischen Vektors jene Schnittpunkte (cut points) zu finden,
welche eine bestimmte Klasse mit einem oder mehreren Intervallen am besten assoziieren. Die
Wahrscheinlichkeit von jeder Sequenz wird für jedes Intervall geschätzt. Die sich ergebenden
Wahrscheinlichkeitsvektoren (einer für jedes Merkmal) werden dann gestapelt, um einen einzigen
Vektor zu errichten. Die Sequenz wird durch diesen Vektor ersetzt und folglich als Eingabe für eine
SVM verwendet.
Die erzielten Ergebnisse zeigen, dass manche Koeffizientenfamilien tatsächlich besser zur Er-
kennung mancher Klassen von Geräuschen geeignet sind. Für die meisten Geräusche in unserer
Datenbank haben wir festgestellt, dass die besten Erkennungsleistungen mit einigen Koeffizienten-
familien erzielt werden können, die sich von MFCC unterscheiden. Einige dieser Familien, wie
beispielsweise das Spectral Slope oder das Spectral Roll-Off, sind auch einfacher anzuwenden als
MFCC. Diese beiden hier genannten Familien verwenden zum Beispiel nur ein Merkmal pro Frame,
während die MFCC-Koeffizienten 16 Merkmale pro Frame benötigen.
Schlagwörter
Umgebungsgeräuscherkennung, SVM, GMM, Sequenzdiskriminante Kernels, akustische Koeffi-
zienten, Diskretisierungsmethoden.
ﻣﻠﺨﺺ
ﻳﻼﺣﻆ ﻓﻲ ﺍﻟﻌﺪﻳﺪ ﻣﻦ دﻭﻝ ﺍﻟﻌﺎﻟﻢ ﺍﺯدﻳﺎد ﻣﺤﺴﻮﺱ ﻟﻌﺪد ﺍﻷﺷﺨﺎﺹ ﺍﻟﻤﺴﻨﻴﻦ ﺍﻟﺬﻳﻦ ﻳﻌﻴﺸﻮﻥ ﺑﻤﻔﺮدﻫﻢ.
ﻣﻨﺬ ﻋﺪﺓ ﺳﻨﻮﺍﺕ ﻳﺸﻬﺪ ﻋﺪد ﻣﺸﺎﺭﻳﻊ ﺍﻟﺒﺤﺚ ﺍﻟﻌﻠﻤﻲ ﺍﻟﺘﻲ ﺗQﻌﻨﻰ ﺑﻜﺒﺎﺭ ﺍﻟﺴﻦ ﺍﺭﺗﻔﺎﻋﺎ ﻣﻠﺤﻮﻇﺎ. ﺇﻥ ﺍﻟﻐﺎﻟﺒﻴﺔ
ﻣﻦ ﻫﺬﻩ ﺍﻟﻤﺸﺎﺭﻳﻊ ﺗﻠﺠﺄ ﺇﻟﻰ ﺍﺳﺘﻌﻤﺎﻝ ﺍﻟﻌﺪﻳﺪ ﻣﻦ ﺃﻧﻤﺎﻁ ﺍﻟﺒﻴﺎﻧﺎﺕ ﻛﺎﻟﻔﻴﺪﻳﻮ ﻭ ﺍﻟﻜﺸﻒ ﻋﻦ ﺳﻘﻮﻁ
ﺍﻷﺷﺨﺎﺹ ﻭ ﻏﻴﺮﻫﺎ ﺑﻐﺮﺽ ﻣﺮﺍﻗﺒﺔ ﻧﺸﺎﻁ ﺍﻟﺸﺨﺺ ﻭ ﺗﻤﻜﻴﻨﻪ ﻣﻦ ﺍﻟﺘﻔﺎﻋﻞ ﻣﻊ ﻣﻨﺰﻟﻪ ﺍﻟﺬﻛﻲ ﻭ ﺗﻮﻓﻴﺮ
ﺍﻟﻤﺴﺎﻋﺪﺓ ﻟﻪ ﺑﺄﺳﺮﻉ ﻣﺎ ﻳﻤﻜﻦ ﻓﻲ ﺣﺎﻝ ﺗﻌﺮﺿﻪ ﻟﺨﻄﺮ ﻣﺎ.
ﺇﻥ ﺍﻟﻌﻤﻞ ﺍﻟﺬﻱ ﺑﻴﻦ ﺃﻳﺪﻳﻨﺎ ﻗﺪ ﺗﻢ ﺇﻧﺠﺎﺯﻩ ﻓﻲ ﺇﻃﺎﺭ ﻣﺸﺮﻭﻉ ﺑﺤﺚ ﻋﻠﻤﻲ ﺻﻨﺎﻋﻲ ﻣﻦ ﺻﻨﻒ ≫ﻓﺎﺭﺳﻮ≪،
ﺑﺮﻋﺎﻳﺔ ﻣﻦ ﺍﻟﻮﻛﺎﻟﺔ ﺍﻟﻮﻃﻨﻴﺔ ﻟﻠﺒﺤﺚ ﺍﻟﻌﻠﻤﻲ ﺑﻔﺮﻧﺴﺎ، ﻳﺪﻋﻰ ≫ﺳﻮﻳﺖ ﻫﻮﻡ≪. ﺃﻫﺪﺍﻑ ﺍﻟﻤﺸﺮﻭﻉ ﺗﺘﻤﺜﻞ ﻓﻲ
ﺗﻮﻓﻴﺮ ﻧﻈﺎﻡ ﻣﻨﺰﻟﻲ ﺁﻟﻲ ﻳﺴﻤﺢ ﻟﻠﺸﺨﺺ ﺍﻟﻤﺴﻦ ﺑﺎﻟﺘﻔﺎﻋﻞ ﺑﺸﻜﻞ ﻃﺒﻴﻌﻲ ﻣﻊ ﺑﻴﺘﻪ )ﻋﻦ ﻃﺮﻳﻖ ﺍﻷﻭﺍﻣﺮ
ﺍﻟﺼﻮﺗﻴﺔ ﻭ ﻛﺬﺍ ﻋﻦ ﻃﺮﻳﻖ ﺍﻟﻠﻤﺲ( ﻛﻤﺎ ﻳﻌﻤﻞ ﻋﻠﻰ ﺗﻮﻓﻴﺮ ﻣﺴﺘﻮﻯ ﻋﺎﻝ ﻣﻦ ﺍﻷﻣﻦ ﻋﻦ ﻃﺮﻳﻖ ﺍﻟﻜﺸﻒ
ﺍﻵﻟﻲ ﻋﻦ ﺣﺎﻻﺕ ﺍﻹﺳﺘﻐﺎﺛﺔ. ﻓﻲ ﻫﺬﺍ ﺍﻹﻃﺎﺭ ﻓﺈﻥ ﺍﻟﻤﺒﺘﻐﻰ ﺍﻷﺳﺎﺳﻲ ﻟﻤﺬﻛﺮﺓ ﺍﻟﺪﻛﺘﻮﺭﺍﻩ ﻫﺬﻩ ﻫﻮ ﺇﻗﺘﺮﺍﺡ
ﺣﻠﻮﻝ ﺑﻐﺮﺽ ﺍﻟﺘﻌﺮﻑ ﻋﻠﻰ ﺃﺻﻮﺍﺕ ﺍﻟﺤﻴﺎﺓ ﺍﻟﻌﺎﻣﺔ ﻓﻲ ﺳﻴﺎﻕ ﻭﺍﻗﻌﻲ.
ﺇﻥ ﺍﻟﺘﻌﺮﻑ ﻋﻠﻰ ﺃﺻﻮﺍﺕ ﺍﻟﻤﺤﻴﻂ ﻣﻮﺟﻪ ﻟﻠﻌﻤﻞ ﻛﺨﻄﻮﺓ ﺁﻧﻴﺔ ﻟﻨﻈﺎﻡ ﺁﺧﺮ ﻳQﻌﻨﻰ ﺑﺘﺤﻮﻳﻞ ﺍﻟﻜﻼﻡ ﺍﻟﻰ ﻧﺺ
ﺑﺸﻜﻞ ﺁﻟﻲ. ﻣﻦ ﻫﻨﺎ ﻓﺈﻥ ﻣﻮﺛﻮﻗﻴﺔ ﺍﻟﻔﺼﻞ ﺑﻴﻦ ﺍﻟﻜﻼﻡ ﻭ ﻣﺎ ﺳﻮﺍﻩ ﻣﻦ ﺍﻷﺻﻮﺍﺕ ﺍﻟﺒﻴﺌﻴﺔ ﺗﻜﺘﺴﻲ ﺃﻫﻤﻴﺔ
ﺣﻴﻮﻳﺔ ﺑﺎﻟﻨﺴﺒﺔ ﻷدﺍﺀ ﻧﻈﺎﻡ ﺍﻟﺘﻌﺮﻑ ﻋﻠﻰ ﺍﻟﻜﻼﻡ. ﻣﻦ ﺟﺎﻧﺐ ﺁﺧﺮ، ﻓﺈﻥ ﺍﻟﺘﻌﺮﻑ ﺍﻟﺪﻗﻴﻖ ﻋﻠﻰ ﺑﻌﺾ ﺃﺻﻨﺎﻑ
ﺍﻷﺻﻮﺍﺕ، ﻭ ﺍﻟﺬﻱ ﻳﻤﻜﻦ ﺗﻜﻤﻠﺘﻪ ﺑﻤﺼﺎدﺭ ﺃﺧﺮﻯ ﻟﻠﻤﻌﻠﻮﻣﺎﺕ )ﻛﺎﻟﻜﺸﻒ ﻋﻦ ﺍﻟﺤﻀﻮﺭ، ﺍﻟﻜﺸﻒ ﻋﻦ ﺍﻟﺴﻘﻮﻁ
ﻭ ﻏﻴﺮﻫﻤﺎ( ﻳﻤﻜﻨﻪ ﺍﻟﻤﺴﺎﻋﺪﺓ ﻋﻠﻰ ﺗﺘﺒﻊ ﻧﺸﺎﻃﺎﺕ ﺍﻟﺸﺨﺺ ﺍﻟﻤﺨﺘﻠﻔﺔ ﻭ ﺑﺎﻟﺘﺎﻟﻲ ﺍﻟﻜﺸﻒ ﻋﻦ ﺣﺎﻻﺕ ﺍﻟﺨﻄﺮ.
ﻓﻲ ﺑﺎدﻯﺀ ﺍﻷﻣﺮ، ﻛﺎﻥ ﺗﺮﻛﻴﺰﻧﺎ ﻣﻨﺼﺒًﺎ ﻋﻠﻰ ﺍﻟﻄﺮﻕ ﻭ ﺍﻷﺳﺎﻟﻴﺐ ﺍﻟﺘﻲ ﺗﻢ ﺗﻄﻮﻳﺮﻫﺎ ﻓﻲ ﻣﺠﺎﻝ ﻣﺠﺎﻭﺭ
ﻟﻤﺠﺎﻝ ﻋﻤﻠﻨﺎ ﻫﺬﺍ، ﺇﻧﻪ ﻣﺠﺎﻝ ﺍﻟﺘﻌﺮﻑ ﻋﻠﻰ ﺷﺨﺼﻴﺔ ﺍﻟﻤﺘﻜﻠﻢ. ﻓﻲ ﻫﺬﺍ ﺍﻟﺼﺪد، ﻗﻤﻨﺎ ﺑﺎﺧﺘﺒﺎﺭ ﺃﺳﺎﻟﻴﺐ ﻣﺒﻨﻴﺔ
ﻋﻠﻰ ﻧﻤﺎﺫﺝ ﺧﻠﻴﻂ ﻏﺎﻭﺱ )≫ﺟﻲ ﺃﻡ ﺃﻡ≪( ﻭ ﺃﺧﺮﻯ ﻋﻠﻰ ﺃﺷﻌﺔ ﺍﻟﺪﻋﻢ ﺍﻷﻟﻲ )≫ﺃﺱ ﻓﻲ ﺃﻡ≪(. ﻋﻠﻰ ﻭﺟﻪ
ﺍﻟﺨﺼﻮﺹ ﻗﻤﻨﺎ ﺑﺎﺳﺘﻌﻤﺎﻝ ﻧﻮﺍﺓ ≫ﺃﺱ ﻓﻲ ﺃﻡ≪ ﻣﻮﺟﻬﺔ ﻟﺘﺼﻨﻴﻒ ﺍﻟﺘﺴﻠﺴﻼﺕ ﺗﺪﻋﻰ ≫ﺃﺱ ﻓﻲ ﺃﻡ - ﺟﻲ ﺃﺱ
ﺃﻝ≪. ﻳﻌﺘﻤﺪ ﺃﺳﻠﻮﺏ ﺍﻝ≫ﺃﺱ ﻓﻲ ﺃﻡ - ﺟﻲ ﺃﺱ ﺃﻝ≪ ﻋﻠﻰ دﻣﺞ ﻃﺮﻳﻘﺘﻲ ≫ﺃﺱ ﻓﻲ ﺃﻡ≪ ﻭ ≫ﺟﻲ ﺃﻡ ﺃﻡ≪ ﻭ
ﻳﺘﻠﺨﺺ ﻓﻲ ﺗﺤﻮﻳﻞ ﺳﻠﺴﻠﺔ ﻣﻦ ﺍﻷﺷﻌﺔ ﺫﺍﺕ ﻃﻮﻝ ﺍﻋﺘﺒﺎﻃﻲ ﺍﻟﻰ ﺷﻌﺎﻉ ﻭﺣﻴﺪ ﺫﻭ ﺑﻌﺪ ﻫﺎﺋﻞ ﻳﺪﻋﻰ ﺍﻟﺸﻌﺎﻉ
ﺍﻟﻤﻤﺘﺎﺯ. ﻳﺘﻢ ﺑﻌﺪﻫﺎ ﺍﺳﺘﻌﻤﺎﻝ ﺍﻟﺸﻌﺎﻉ ﺍﻟﻤﻤﺘﺎﺯ ﻛﺒﻴﺎﻧﺎﺕ ﻣﺪﺧﻠﺔ ﻟﻞ≫ﺃﺱ ﻓﻲ ﺃﻡ≪. ﺍﻹﺧﺘﺒﺎﺭﺍﺕ ﺍﻟﺘﻲ ﻗﻤﻨﺎ
ﺑﻬﺎ ﺗﻤﺖ ﺑﺎﺳﺘﻌﻤﺎﻝ ﻗﺎﻋﺪﺓ ﺑﻴﺎﻧﺎﺕ ﺗﻢ ﺇﻧﺸﺎﺅﻫﺎ ﻣﺤﻠﻴﺎ )ﻓﻲ ﺍﻟﻤﺨﺘﺒﺮ، ﺗﺤﺘﻮﻱ ﻋﻠﻰ ﺛﻤﺎﻧﻴﺔ ﻋﺸﺮ ﺻﻨﻔﺎ ﻣﻦ
ﺍﻷﺻﻮﺍﺕ ﻭ ﺃﻛﺜﺮ ﻣﻦ ﺃﻟﻒ ﺗﺴﺠﻴﻞ ﺻﻮﺗﻲ( ﺛﻢ ﺑﺎﺳﺘﻌﻤﺎﻝ ﻗﺎﻋﺪﺓ ﺍﻟﺒﻴﺎﻧﺎﺕ ﺍﻟﺘﻲ ﺗﻢ ﺗﺴﺠﻴﻠﻬﺎ ﻓﻲ ﺇﻃﺎﺭ
ﻣﺸﺮﻭﻉ ≫ﺳﻮﻳﺖ ﻫﻮﻡ≪ ﻭ ﻫﺬﺍ ﺑﺪﻣﺞ ﻧﻈﺎﻣﻨﺎ )ﻟﻠﺘﻌﺮﻑ ﻋﻠﻰ ﺍﻷﺻﻮﺍﺕ( ﻓﻲ ﻧﻈﺎﻡ ﻣﻜﺘﻤﻞ ﻳﻀﻢ ﺃﻳﻀﺎ ﺍﻟﻜﺸﻒ
ﻋﻦ ﺍﻷﺻﻮﺍﺕ ﺍﻟﺼﺎدﺭﺓ ﻋﻦ ﻋﺪﺓ ﻗﻨﻮﺍﺕ ﻭ ﻧﻈﺎﻣﺎ ﺁﺧﺮ ﻟﻠﺘﻌﺮﻑ ﻋﻠﻰ ﺍﻟﻜﻼﻡ.
ﻣﺠﻤﻮﻋﺔ ﺍﻹﺧﺘﺒﺎﺭﺍﺕ ﺍﻷﻭﻟﻰ ﻫﺬﻩ ﺗﻤﺖ ﻛﻠﻬﺎ ﺑﺎﺳﺘﻌﻤﺎﻝ ﺻﻨﻒ ﻭﺍﺣﺪ ﻣﻦ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻟﺼﻮﺗﻴﺔ، ﻣﻌﺎﻣﻼﺕ
≫ﺃﻡ ﺃﻑ ﺳﻲ ﺳﻲ≪. ﻓﻲ ﺍﻟﻤﺮﺣﻠﺔ ﺍﻟﺘﺎﻟﻴﺔ ﻋﻜﻔﻨﺎ ﻋﻠﻰ دﺭﺍﺳﺔ ﻋﺎﺋﻼﺕ ﺃﺧﺮﻯ ﻣﻦ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻟﺼﻮﺗﻴﺔ ﺑﻐﺮﺽ
ﺍﺧﺘﺒﺎﺭ ﺇﻣﻜﺎﻧﻴﺔ ﺍﺳﺘﻌﻤﺎﻟﻬﺎ ﻟﻠﺘﻌﺮﻑ ﻋﻠﻰ ﺍﻷﺻﻮﺍﺕ ﺍﻟﻤﺤﻴﻄﺔ. ﻓﻲ ﻫﺬﺍ ﺍﻟﺸﺄﻥ ﻛﺎﻥ ﺍﻟﻤﺤﻔﺰ ﺍﻷﺳﺎﺳﻲ ﻫﻮ
ﺇﻳﺠﺎد ﻣﻌﺎﻣﻼﺕ ﺃﻗﻞ ﺗﻌﻘﻴﺪﺍ ﻭ \ ﺃﻭ ﺃﻛﺜﺮ ﻓﺎﻋﻠﻴﺔ ﻣﻦ ﺍﻝ≫ﺃﻡ ﺃﻑ ﺳﻲ ﺳﻲ≪ ﻟﻠﺘﻌﺮﻑ ﻋﻠﻰ ﺍﻷﺻﻮﺍﺕ.
ﺑﺎﺳﺘﻌﻤﺎﻝ ﺧﻤﺴﺔ ﻋﺸﺮ ﻋﺎﺋﻠﺔ ﻣﺨﺘﻠﻔﺔ ﻣﻦ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻟﺼﻮﺗﻴﺔ، ﻗﻤﻨﺎ ﺃﻳﻀﺎ ﺑﺎﺧﺘﺒﺎﺭ ﻃﺮﻳﻘﺘﻴﻦ ﺃﺧﺮﺗﻴﻦ
ﻟﺘﺤﻮﻳﻞ ﺳﻠﺴﻠﺔ ﻣﻦ ﺍﻷﺷﻌﺔ ﺇﻟﻰ ﺷﻌﺎﻉ ﻭﺣﻴﺪ ﻳﻤﻜﻦ ﺍﺳﺘﻌﻤﺎﻟﻪ ﻣﻊ ≫ﺃﺱ ﻓﻲ ﺃﻡ≪ ﺧﻄﻲ. ﺍﻟﻄﺮﻳﻘﺔ ﺍﻷﻭﻟﻰ
ﺗﻌﺘﻤﺪ ﻋﻠﻰ ﺣﺴﺎﺏ ﻋﺪد ﻣﻦ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻹﺣﺼﺎﺋﻴﺔ ﻟﻜﻞ ﻣﻦ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻟﺼﻮﺗﻴﺔ ﻭ ﺍﺳﺘﺒﺪﺍﻝ ﺳﻠﺴﻠﺔ ﺍﻷﺷﻌﺔ
ﺑﺸﻌﺎﻉ ﻭﺣﻴﺪ ﻳﺘﻜﻮﻥ ﻣﻦ ﻋﺪد ﺛﺎﺑﺖ ﻣﻦ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻹﺣﺼﺎﺋﻴﺔ. ﺍﻟﻄﺮﻳﻘﺔ ﺍﻟﺜﺎﻧﻴﺔ، ﻭ ﺍﻟﺘﻲ ﺗﺸﻜﻞ ﺇﺣﺪﻯ
ﺍﻟﻤﺴﺎﻫﻤﺎﺕ ﺍﻟﻌﻠﻤﻴﺔ ﻟﻬﺬﺍ ﺍﻟﻌﻤﻞ، ﺗﺴﺘﻌﻴﻦ ﺑﻄﺮﻳﻘﺔ ﻟﺘﺤﻮﻳﻞ ﺍﻟﻘﻴﻢ ﺍﻟﻤﺴﺘﻤﺮﺓ ﺇﻟﻰ ﻗﻴﻢ ﻣﺘﻘﻄﻌﺔ ﻭ ﺫﻟﻚ
ﻹﻳﺠﺎد ﻧﻘﺎﻁ ﺍﻟﺘﻘﻄﻴﻊ ﻟﻜﻞ ﺧﺎﺻﻴﺔ ﻓﻲ ﺍﻟﺸﻌﺎﻉ ﻭ ﺍﻟﺘﻲ ﺗﺴﻤﺢ ﺑﺮﺑﻂ ﻓﺌﺔ ﻣﻌﻴﻨﺔ ﻣﻦ ﺍﻟﻤﻌﻄﻴﺎﺕ ﺑﻮﺍﺣﺪ ﺃﻭ
ﺃﻛﺜﺮ ﻣﻦ ﺍﻟﻤﺠﺎﻻﺕ ﺍﻟﻤﻨﺘﻤﻴﺔ ﻟﻬﺬﻩ ﺍﻟﺨﺎﺻﻴﺔ. ﻳﺘﻢ ﺑﻌﺪﻫﺎ ﺗﻘﺪﻳﺮ ﺍﺣﺘﻤﺎﻝ ﺗﻮﺍﺟﺪ ﺍﻟﺴﻠﺴﻠﺔ ﺑﻜﻞ ﻣﺠﺎﻝ ﻭ
ﺍﺳﺘﻌﻤﺎﻝ ﻫﺬﻩ ﺍﻟﻘﻴﻢ ﺍﻟﺠﺪﻳﺪﺓ، ﺃﻱ ﺍﻹﺣﺘﻤﺎﻻﺕ، ﻟﺘﺸﻜﻴﻞ ﺷﻌﺎﻉ ﺟﺪﻳﺪ ﻳﻌﻮﺽ ﺍﻟﺴﻠﺴﻠﺔ ﺑﺄﻛﻤﻠﻬﺎ. ﺍﻟﻨﺘﺎﺋﺞ
ﺍﻟﻤﺘﺤﺼﻞ ﻋﻠﻴﻬﺎ ﺗﻈﻬﺮﻓﻌﻼ ﺃﻥ ﺑﻌﺾ ﺍﻟﻌﺎﺋﻼﺕ ﻣﻦ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻟﺼﻮﺗﻴﺔ ﺃﻧﺴﺐ ﻣﻦ ﻏﻴﺮﻫﺎ ﻟﻠﺘﻌﺮﻑ ﻋﻠﻰ
ﺑﻌﺾ ﺍﻟﻔﺌﺎﺕ ﻣﻦ ﺍﻷﺻﻮﺍﺕ. ﻓﻲ ﺍﻟﻮﺍﻗﻊ، ﻓﺈﻧﻪ ﺑﺎﻟﻨﺴﺒﺔ ﻟﺠﻞ ﻓﺌﺎﺕ ﺍﻷﺻﻮﺍﺕ ﻓﻲ ﻗﺎﻋﺪﺓ ﺍﻟﺒﻴﺎﻧﺎﺕ ﺍﻟﻤﺴﺘﻌﻤﻠﺔ
ﺗﻢ ﺍﻟﺤﺼﻮﻝ ﻋﻠﻰ ﺃﻋﻠﻰ ﻣﻌﺪﻻﺕ ﺍﻟﺘﻌﺮﻑ ﺑﺎﺳﺘﻌﻤﺎﻝ ﻭﺍﺣﺪﺓ ﺃﻭ ﺃﻛﺜﺮ ﻣﻦ ﻋﺎﺋﻼﺕ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻟﺼﻮﺗﻴﺔ ﺍﻟﺘﻲ
ﺗﺨﺘﻠﻒ ﻋﻦ ﺍﻝ≫ﺃﻡ ﺃﻑ ﺳﻲ ﺳﻲ≪. ﺇﺿﺎﻓﺔ ﺇﻟﻰ ﺫﻟﻚ، ﻓﺈﻥ ﺑﻌﺾ ﻫﺬﻩ ﺍﻟﻤﻌﺎﻣﻼﺕ ﺗﻌﺘﺒﺮﺃﻗﻞ ﺗﻌﻘﻴﺪﺍ ﻣﻦ ﺍﻝ
≫ﺃﻡ ﺃﻑ ﺳﻲ ﺳﻲ≪ )ﺳﺘﺔ ﻋﺸﺮ ﺧﺎﺻﻴﺔ ﻟﻜﻞ ﻧﺎﻓﺬﺓ ﺗﺤﻠﻴﻞ ﻟﻬﺬﻩ ﺍﻟﻌﺎﺋﻠﺔ( ﻛﺎﻝ≫ﺳﺒﻴﻜﺘﺮﺍﻝ ﺳﻠﻮﺏ≪ ﻭ ﻛﺬﺍ
ﺍﻝ≫ﺳﺒﻴﻜﺘﺮﺍﻝ ﺭﻭﻝ ﺃﻭﻑ≪ )ﺧﺎﺻﻴﺔ ﻭﺣﻴﺪﺓ ﻟﻜﻠﺘﻴﻬﻤﺎ ﻓﻲ ﺍﻟﻨﺎﻓﺬﺓ(.
ﺍﻟﻜﻠﻤﺎﺕ ﺍﻟﺮﺋﻴﺴﻴﺔ
ﺍﻟﺘﻌﺮﻑ ﻋﻠﻰ ﺍﻷﺻﻮﺍﺕ ﺍﻟﻤﺤﻴﻄﺔ، ≫ﺃﺱ ﻓﻲ ﺃﻡ≪، ≫ﺟﻲ ﺃﻡ ﺃﻡ≪، ﻧﻮﺍﺓ ﻟﻠﺘﻤﻴﻴﺰ ﺑﻴﻦ ﺍﻟﺴﻠﺴﻼﺕ، ﻣﻌﺎﻣﻼﺕ
ﺻﻮﺗﻴﺔ، ﻃﺮﻳﻘﺔ ﻟﺘﺤﻮﻳﻞ ﺍﻟﻘﻴﻢ ﺍﻟﻤﺴﺘﻤﺮﺓ ﺇﻟﻰ ﻗﻴﻢ ﻣﺘﻘﻄﻌﺔ.
REZUMAT
In multe tari din lume 1, observam o marire importanta a numarului de persoane in varsta traind
singure. De mai multi ani, un numar semnificativ de proiecte de cercetare pe tematica asistentei
persoanelor in varsta au luat nastere. Marea majoritate a acestor proiecte utilizeaza mai multe
modalitati precum : imaginea, sunetul, detectarea caderii, etc. pentru a supraveghea activitatile
persoanei si a lui permite sa comunice in mod natural cu “casa inteligenta” si, in caz de pericol, sa
fie ajutat foarte rapid.
Aceste activitati de cercetare au fost realizate in cadrul proiectului ANR (Agentia Nationala de
Cercetare) VERSO pe nume SWEET-HOME (proiect de tip cercetare industriala). Obiectivele acestui
proiect sunt de a propune un sistem domotic permitand o interactiune naturala (prin intermediul
comenzii vocale si tactile) intre o persoana in varsta si casa sa, asigurandui securitatea prin detectia
automata a situatiilor de urgenta. In acest cadru, primul obiectiv al acestei teze de doctorat est de a
propune solutii pentru recunoasterea sunetelor vietii curente intr-un context realist.
Recunoasterea sunetelor va functiona in amontul unui sistem de recunoastere automata a vorbirii.
Fiabilitatea separarii intre vorbire si celelalte sunete ale mediului este foarte importanta pentru
performantele sistemului de recunoastere a vorbirii. De altfel, o buna recunoastere a anumitor
sunete, completata de alte surse de informatie (detectia prezentei, detectia caderii, etc.) ar permite o
urmarire fiabila a activitatilor persoanei si astfel o detectare a situatiilor de urgenta.
Intr-o prima etapa, autorul a studiat metodele domeniilor vecine cum ar fi cel al recunoasterii
si verificarii vocii unei persoane. Metode bazate pe GMM (Gaussian Mixture Models) si SVM
(Support Vector Machines) au fost evaluate. Autorul a evaluat in mod particular o metoda bazata
pe un nucleu SVM utilizata pentru clasificarea secventelor numita SVM-GSL (SVM GMM Super
Vector Linear Kernel). SVM-GSL este o metoda care combina SVM si GMM si care consta in
a transforma o secventa de vectori de lungime arbitrara intr-unul singur vector de dimensiune
mare numite Super-Vector. Super-Vectorul este utilizat la intrarea unui SVM. Experimentarile au
fost realizate utilizand o baza de date creata in laborator (18 clase de sunete, mai mult de 1000
de inregistrari) si mai tarziu utilizand corpusul proiectului SWEET-HOME, integrand sistemul de
recunoastere a sunetelor intr-un sistem complet compus din detectia sunetelor provenind de la mai
multe canale si sistemul de recunoastere a vorbirii.
Aceste prime evaluari au fost realizate folosind un singur tip de parametrii acustici : MFCC. In
continuare, autorul a studiat alte familii de coeficienti pentru a ii utiliza in recunoasterea sunetelor.
1. Ce résumé en Romain a été écrit par mon cher encadrant Mr Dan Istrate.
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Scopul a fost de a gasi reprezentari mai simple dar mai eficace decat MFCC pentru recunoasterea
sunetelor.
Utilizand 15 familii de coeficienti diferiti, 2 metode de transformare a unei secvente de vectori
intr-unul singur utilizabil cu un SVM linear au fost studiate. Prima metoda consta in a calcula un
ansamblu de coeficienti statistici pentru fiecare coeficient acustic si a inlocui secventa de vectori
cu un numar fix de coeficienti statistici. Metoda a 2a, care este una din contributiile originale ale
acestei lucrari, utilizeaza o metoda de discretizare pentru a gasi, pentru fiecare caracteristica a
unui vector de coeficienti acustici, punctele cele mai adaptate de decupare permitand asocierea
unei clase date la unul sau mai multe intervale de valori ale caracteristicii. Probabilitatea secventei
este estimata in raport cu fiecare interval. Vectorii de probabilitate obtinuti (unul pentru fiecare
caracteristica) sunt concatenati pentru a obtine un singur vector. Acest vector va inlocui secventa
de vectori acustici si va fi utilizat in intrarea SVM.
Rezultatele obtinute demonstreaza ca anumite familii de coeficienti sunt in mod efectiv mai adaptate
pentru a recunoaste anumite clase de sunete. In sfarsit, pentru majoritatea claselor de sunete din
baza testata, cele mai bune rapoarte de recunoastere au fost identificate utilizand o sau mai multe
familii de coeficienti diferite de MFCC. Anumite dina ceste familii sunt mai putin complexe deact
MFCC (16 coeficienti pentru fiecare fereastra de analiza) ca de exemplu Spectral Slope sau Roll-off
point (un singur coeficient pentru fiecare fereastra).
Cuvinte cheie
Recunoasterea sunetelor mediului, SVM, GMM, nuclee de discriminare de secvente, coeficienti
acustici, metode de discretizare.
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L’intégration des nouvelles technologies à notre vie quotidienne a réalisé un saut spectaculaire
au cours des trois dernières décennies. Il y a un peu plus de trente ans, le seul moyen pour une
personne d’être reliée à un ordinateur passait par l’autorisation de se connecter à une machine
installée dans un centre de calcul, qui se trouvait dans une université ou dans une grande entreprise.
Au fil des années, les ordinateurs ont connu d’importantes baisses de prix et de taille, avec, parallè-
lement, une puissance de calcul en constante croissance. L’apparition de la Micro-informatique
ne les a pas seulement rendus accessibles aux foyers mais en a fait un équipement important au
sein de chaque maison, voire dans chaque pièce de la maison. Par ailleurs, ces évolutions des
ordinateurs en termes de taille, de coût et de performances, ont été un facteur déterminant pour
le type d’applications qui pouvaient être développées. Un feu de signalisation ou un petit jouet
pour enfants, par exemple, fonctionnent parfaitement avec un processeur embarqué de seulement 4
bits qui, de plus, ne coûte qu’une somme dérisoire de nos jours. Avec l’arrivée des machines plus
puissantes, de nouvelles applications bien plus complexes et plus gourmandes en ressources (jeux
vidéo, applications multimédia, etc.) ont vu le jour.
L’évolution des téléphones portables a pris un chemin comparable à celui des ordinateurs. Les
fonctionnalités d’un téléphone portable de première génération, par exemple, se résumaient au
fait de passer ou de recevoir des appels téléphoniques et, au mieux, en un réveil ou un simple
jeu. Les téléphones portables d’aujourd’hui, appelés plus volontiers smartphones ou téléphones
intelligents, disposent de performances comparables à celles d’un ordinateur de bureau des années
90, et sont munis d’un nombre foisonnant d’applications.
L’évolution des applications informatiques n’est pas seulement liée à la puissance des ordina-
teurs mais aussi aux besoins des usagers et aux avancées réalisées en télécommunications et en
technologies de l’information. L’apparition d’ applications ayant trait à l’intelligence artificielle
(reconnaissance de la parole, systèmes de dialogue homme-machine, etc.) a également contribué à
l’intégration des ordinateurs et des smartphones dans notre vie quotidienne.
En dépit de cette présence massive des nouvelles technologies dans notre vie, il nous est parfois à
peine possible (et intéressant) de les percevoir. D’après Weiser [Weiser, 1991], les technologies
1
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les plus profondes sont celles qui disparaissent dans le tissu de la vie quotidienne jusqu’à en faire
partie. Un exemple typique de la vision de Weiser est le concept de maison intelligente (Smart
Home), qui doit interagir avec ses occupants de façon efficace et transparente.
1.1 Maison Intelligente
Dans [Chan et al., 2009], une maison intelligente est définie comme une résidence équipée de
technologies permettant de surveiller ses occupants, de contribuer à leur l’indépendance et de les
maintenir en bonne santé. La définition donnée par l’Intertek 1 est la suivante : un habitat équipé
d’un réseau de communication permettant de connecter les équipements clés et les services, et
offrant la possibilité d’y accéder, de les contrôler ou de les surveiller à distance.
Dans [Yuan and Peng, 2012], une maison intelligente est une combinaison de plusieurs technologies
avancées. Elle consiste à incorporer de très petites puces, qui possèdent des capacités de communi-
cation sans-fil, de perception et de traitement de l’information, dans les articles à usage quotidien.
Le but étant de créer un environnement informatique transparent pour l’habitant. Pour être en
mesure de fournir des services, le système doit être capable d’acquérir, de traiter, et de transmettre
l’information à tout moment. Il doit également être capable de comprendre les besoins de l’usager
et de contrôler les différents équipements de façon intelligente, afin de rendre l’environnement plus
confortable. De plus il doit permettre de réduire la consommation d’énergie sans influencer les
habitudes de l’habitant.
D’après [Spencer, 2000], une maison intelligente utilise des dispositifs basiques avec des capacités
de communication pour construire un environnement où plusieurs opérations seront automatisées.
Une communication efficace entre les différents dispositifs implique, pour un élément donné, la
possibilité d’envoyer des requêtes à d’autres éléments, leur demandant d’exécuter certaines fonc-
tions si un certain nombre de conditions sont réalisées. De cette façon, plusieurs dispositifs séparés
peuvent être organisés et programmés pour exécuter, ensemble, des fonctions plus complexes.
1. http ://www.intertek.com/
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1.2 Assistance aux personnes âgées
Depuis quelques années, de nombreux travaux de recherche s’intéressent à la conception de maisons
intelligentes pour une population bien spécifique, celle des personnes âgées. Les individus de cette
population vivent souvent seuls et soufrent de diverses pathologies liées à l’âge.
Le rapport qualité/prix de plusieurs types de capteurs (caméras, microphones, capteurs infra-rouge,
etc.) et l’émergence des technologies de l’information ont rendu de plus en plus intéressante l’idée
d’équiper les maisons des personnes âgées de capteurs et de dispositifs de communication afin de
surveiller leur activité et de prévenir et signaler toute situation anormale nécessitant une intervention
extérieure telle qu’une chute, une longue période d’inactivité ou un message de détresse. Cela
permettrait également de réduire les coûts des soins et d’alléger la charge des personnes qui
doivent intervenir en cas de danger (membres de la famille, infirmiers, médecins, etc.) en réduisant
le nombre de déplacements inutiles. La plupart des projets de recherche existants se fixent ces
éléments comme objectifs de base. D’autres projets, plus ambitieux, ont également pour objectifs
d’offrir à la personne une vie sociale plus riche, en facilitant notamment la communication avec les
membres de la famille, et en permettant à la personne d’interagir avec son environnement via des
interfaces adaptées et ergonomiques. Ces solutions devraient être idéales pour les personnes âgées
souffrant de différents niveaux d’handicap en [Spencer, 2000] :
— Surveillant l’environnement pour s’assurer de la sécurité de l’individu,
— Rendant automatiques certaines tâches de la vie quotidienne, difficiles ou impossibles à
exécuter par la personne,
— Prévenant les proches en cas de danger,
— Maintenant l’individu dans un état actif (exercices cognitifs, communication, etc.),
— Facilitant la réhabilitation de la personne (incitations visuelles ou auditives).
En dépit de l’aspect pratique plus ou moins attrayant de ces solutions, deux problèmes importants
se posent : le problème d’éthique et celui d’acceptabilité. En effet, beaucoup de personnes n’ac-
cepteraient pas d’être surveillées chez elles en permanence par des caméras ou simplement de
mettre leur maison sous écoute. D’autres seraient également réticentes quant au port de dispositifs
électroniques. Par ailleurs, ces systèmes peuvent facilement devenir très complexes dès que l’on
se met à ajouter davantage de modalités, qui doivent, de surcroît, travailler en concert et interagir
avec l’habitant. Enfin, diverses technologies, impliquant des compétences de plus d’un domaine
(électronique, informatique, médecine, sciences sociales, ergonomie, etc.), sont nécessaires pour ce
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type de projets.
1.3 Contexte et motivations de ce travail
1.3.1 Projet SWEET-HOME
Cette thèse fait partie du projet de Recherche Industrielle VERSO SWEET-HOME, financé par
l’Agence Nationale de la Recherche (ANR). Le projet a démarré en novembre 2009 et a pris fin en
mai 2013. Les objectifs du projet sont les suivants :
— Permettre aux personnes âgées vivant seules d’interagir naturellement avec leur lieu de vie.
L’interaction naturelle est réalisée par commande vocale et tactile.
— Augmenter leur sécurité par la détection de situations de détresse.
La partie la plus substantielle du projet est bâtie autour des technologies audio. Dans ce contexte,
deux problématiques de recherche sont abordées :
1. Reconnaissance des sons de l’environnement dans une maison intelligente.
2. Reconnaissance de la parole pour personnes âgées.
1.3.2 Thèse dans le contexte du projet
Objectif principal : L’objectif principal de cette thèse peut être énoncé comme suit :
Fournir des solutions pour séparer la parole des autres sons de l’environnement dans un contexte
réaliste (maison intelligente), et pour reconnaître ces sons en prenant en considération l’existence
de plusieurs canaux audio.
Défis : Pourquoi la reconnaissance des sons de l’environnement constitue-elle un domaine de
recherche particulièrement complexe ?
La complexité du domaine peut être attribuée à plusieurs facteurs :
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Premièrement, il n’y a nul doute que le nombre des sons de l’environnement est très élevé. En
effet, plus le nombre de classes de sons augmente, plus la complexité du système utilisé pour les
reconnaître est importante. En reconnaissance automatique du locuteur (RAL) et en reconnais-
sance automatique de la parole (RAP), on ne s’intéresse qu’à un seul type de signal, celui de la
parole. Bien entendu, cela ne signifie point que ces deux domaines sont moins complexes, mais en
reconnaissance des sons de l’environnement on s’intéresse à des types de sons qui peuvent être très
différents, ce implique d’étudier les caractéristiques de plusieurs types de signaux. Cela étant dit,
ce même facteur pourrait constituer un bon élément pour discriminer certains types de sons.
Deuxièmement, les variations intra-classes de sons (différences entre événements acoustiques
appartenant à une même classe de sons), et les similitudes inter-classes constituent l’un des
problèmes majeurs en reconnaissance des sons de l’environnement. Les variations intra-classes
sont pratiquement inévitables car elles sont souvent dues à des facteurs extérieurs difficiles, voire
impossibles à contrôler. Pour la classe de sons « fermeture de porte », par exemple, des différences
entre les enregistrements (variations intra-classes) plus ou moins importantes peuvent surgir du fait
que les portes elles-mêmes, l’environnement où elles se trouvent, la manière dont on les ferme ou
bien le matériel utilisé pour l’enregistrement sont différents. Par ailleurs, certains sons appartenant
à deux ou plusieurs classes différentes peuvent être difficiles à distinguer, même pour une écoute à
l’oreille humaine.
Troisièmement, l’existence du bruit de l’environnement est un facteur handicapant. Par bruit, nous
entendons tout type de sons qui n’a pas d’intérêt particulier pour l’application et qui peut tout
simplement être ignoré. Il s’agit d’un problème particulièrement délicat car, en présence du bruit, le
signal du son d’intérêt peut subir des modifications plus ou moins importantes. Dans des conditions
réalistes, le bruit est omniprésent. Par ailleurs, deux ou plusieurs sons d’intérêt peuvent avoir lieu au
même moment et peuvent, de ce fait, se chevaucher partiellement ou complètement et se masquer
l’un l’autre.
Quatrièmement, ce domaine est moins étudié en comparaison d’autres domaines tels que la RAL,
la RAP ou la reconnaissance de la musique. De plus, les efforts de recherche se trouvent répartis
sur plusieurs sous-domaines. En effet, les travaux de recherche s’intéressent souvent à un nombre
limité de sons, voire à un seul type de sons. Les bases de données et les techniques utilisées pour
une application particulière ne sont pas toujours utilisables pour une autre application.
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Hypothèses : Tout au long de cette thèse, nous avons posé un certain nombre d’hypothèses
concernant la reconnaissance des sons de l’environnement. Ces hypothèses ont largement contribué
aux directions que notre travail a prises. Les deux hypothèses les plus importantes sont les suivantes :
Hypothèse 1 : Les méthodes utilisées en reconnaissance automatique du locuteur pourraient être
utilisées pour la reconnaissance des événements acoustiques, du moins pour une première étude.
Hypothèse 2 : Les coefficients acoustiques MFCC ont été proposés pour la reconnaissance auto-
matique de la parole et ont par la suite également été utilisés en reconnaissance automatique du
locuteur. Rien ne suggère qu’ils soient les coefficients les plus appropriés pour la reconnaissance
des autres sons de l’environnement.
1.3.3 Contributions de la thèse
— Évaluation de quelques algorithmes de l’état de l’art de la RAL en reconnaissance des sons
de l’environnement (GMM, SVM).
— Création d’une base de données contenant 18 classes de sons de la vie quotidienne.
— Utilisation d’un noyau SVM de discrimination de séquences, issu de la RAL, pour la
reconnaissance des sons de l’environnement (comparaison avec des GMMs).
— Annotation du corpus du projet SWEET-HOME.
— Évaluation du noyau SVM de discrimination de séquences en utilisant une partie du corpus
du projet SWEET-HOME(détection et reconnaissances des sons de l’environnement dans des
flux audio multi-canaux continus).
— Utilisation de plusieurs familles de coefficients acoustiques (en plus des MFCC), utilisées
notamment en reconnaissance de la musique, pour la reconnaissance des sons de l’environ-
nement. Évaluation des performances de chaque famille de coefficients par rapport à chaque
classe de sons.
— Proposition d’un nouveau noyau SVM de discrimination de séquences, basé sur une méthode
de discrétisation.
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1.4 Organisation de la thèse
Chapitre 2 : Ce chapitre définit notre problématique, et la situe par rapport aux domaines voisins.
Nous parlerons en particulier de la particularité de la reconnaissance des sons de l’environnement
en la comparant à la RAP, à la RAL et à la reconnaissance de la musique.
Chapitre 3 : Ce chapitre présente certains des travaux les plus intéressants en reconnaissance des
sons de l’environnement et fait le lien avec les techniques les plus utilisées et leur domaine de
provenance originel (RAP ou RAL).
Chapitre 4 : Ce chapitre présente les trois méthodes retenues, toutes basées sur des travaux en RAL
(SVMs utilisant des vecteurs acoustiques, GMMs, SVMs à noyau de discrimination de séquence).
Nous y décrirons la base de données de l’ESIGETEL ainsi que le corpus du projet SWEET-HOME.
Nous présenterons et analyserons les résultats obtenus avec les deux bases de données.
Chapitre 5 : Dans ce chapitre nous étudions plusieurs familles de coefficients acoustiques et
testons chaque famille séparément en utilisant des SVMs. Des tests incluant toutes les familles de
coefficients sont également réalisés. Deux méthodes de transformation de séquences (autres que le
noyau utilisé au chapitre 4, issu de la RAL) sont également présentées.
Chapitre 6 : Ce chapitre fait une courte synthèse du travail réalisé dans cette thèse, en rapporte les
conclusions, et identifie les voies de recherche qui nous semblent les plus prometteuses.
1.5 Conventions
Les termes ou concepts en Français, mentionnés pour la première fois dans le texte, sont souvent
en gras (exemple : paysage sonore), leur traduction Anglaise, si elle est utilisée, en italique
(Soundscape). Les acronymes des algorithmes et des méthodes de calcul sont en Anglais, en
majuscules (SVM, VQ, GMM, etc.). Les familles de coefficients acoustiques, en Anglais, en












Ce chapitre traite de la reconnaissance du son et positionne notre problème par rapport aux domaines
voisins. Il présente les classes de sons qui nous intéressent dans le cadre du projet SWEET-HOME, les
coefficients acoustiques utilisés dans la littérature et certaines des méthodes de classification les plus
courantes. Enfin, une discussion est proposée sur une exploitation possible des avancées réalisées
dans d’autres domaines pour notre problème de reconnaissance des sons de l’environnement.
2.1 Introduction
Bien que l’intérêt pour la reconnaissance des sons de l’environnement ait commencé il y a deux
décennies environ, notamment avec les travaux de Bregman [Bregman, 1990] [Bregman, 1994], il
est aisé d’observer que l’écart entre ce qui a été atteint en reconnaissance automatique de la parole
(RAP) et reconnaissance automatique du locuteur (RAL) d’une part, et en reconnaissance des sons
de l’environnement d’autre part, s’est considérablement creusé au fil des années. Les systèmes
de reconnaissance de la parole, initialement conçus dans le but de reconnaître des mots isolés
(chiffres), ont graduellement progressé pour reconnaître des phrases lues, des émissions de radio,
puis des conversations spontanées. Par la suite, d’autres aspects tels que l’accent et la prosodie ont
été également étudiés.
Une autre comparaison avec la vision par ordinateur (Computer Vision) mène au même constat :
la reconnaissance des sons, outre la parole, reste de loin moins explorée. Les travaux de Viola
et Jones sur la détection d’objets [Viola and Jones, 2001] [Viola and Jones, 2004], par exemple,
constituent aujourd’hui un bon exemple d’un problème de vision par ordinateur presque « résolu ».
Des systèmes de détection du visage sont aujourd’hui intégrés dans les caméras numériques, les
smartphones et les réseaux sociaux.
Il n’est pourtant pas difficile d’admettre que les sons de l’environnement encapsulent une quantité
considérable d’informations dont nous nous servons dans la vie de tous les jours. Qu’il s’agisse
d’une sonnerie de téléphone, d’un klaxon de voiture, d’un chant d’oiseau ou encore d’un cri humain,
les sons autour de nous attirent notre attention et peuvent être informatifs au même niveau que la
parole, voire plus dans certaines situations (une alarme incendie par exemple).
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Par analogie à la vision par ordinateur, Richard Lyon parle de Machine Hearing ou audition par
ordinateur [Lyon, 2010]. Cette notion fait référence à la capacité des machines à percevoir les
sons de manière similaire à celle des être humains ; c’est-à-dire, la faculté de distinguer entre
parole, musique et autres sons et d’appliquer un traitement approprié à chaque type de signal, de
reconnaître la source et la provenance d’un son, et de ne tenir compte que des sons « intéressants ».
Cela implique également le fait d’être en mesure d’apprendre les noms d’objets, de locuteurs, de
genres musicaux, etc. et d’être capable de rechercher des sons désignés par ces noms dans de
grandes bases de données. Enfin, cela implique également une capacité à reconnaître les événements
acoustiques importants et à interagir avec l’environnement en temps réel, que ce soit dans une
usine, lors d’un concert musical ou pendant une conversation téléphonique. Cette définition, d’une
connotation quelque peu « futuriste », est bien plus large que celle proposée par Bregamn [Bregman,
1994], et qui sera traitée dans la section suivante.
John Treichler (Applied Signal Technology Inc.), identifie dans sa colonne du Exploratory DSP, A
View of the Future, un certain nombre de domaines du traitement du signal qui se trouvent aujour-
d’hui « au milieu d’un long parcours de développement » [Treichler, 2009]. Parmi les domaines
mentionnés certains sont en rapport direct avec le traitement du son. Ils incluent l’échographie,
l’exploration sismique, la téléphonie sans fil, l’enregistrement et la compression de la musique,
l’informatique embarquée dans les véhicules, la télé-présence, la reconnaissance et la synthèse de
la parole et, enfin, la détection et la reconnaissance d’objets sous-marins (sonar). L’échographie,
l’exploration sismique et le sonar n’ayant en fait pas de lien avec la perception humaine du son.
Pour bien situer le travail réalisé dans cette thèse, et éviter ainsi de se perdre dans les méandres des
différentes applications, il convient ici de préciser notre objectif et de bien définir les frontières
avec les autres domaines.
Dans ce travail, on s’intéresse à la reconnaissance des événements acoustiques (REA). On pour-
rait également indifféremment utiliser les termes : reconnaissance des événements audio ou
reconnaissance des sons de l’environnement. Le domaine peut, au même titre que la reconnais-
sance automatique de la parole, de la reconnaissance du locuteur ou de la reconnaissance de la
musique, se situer dans un domaine plus vaste qu’on appelle reconnaissance du son.
Le domaine de la REA est lui-même assez large et peine à se positionner clairement au sein des
communautés du traitement du signal et celle de la reconnaissance des formes. Cela s’explique par
les différents travaux et publications qui se trouvent éparpillés sur plusieurs champs applicatifs.
C’est ainsi qu’on trouve des travaux sur la reconnaissance de chants d’oiseaux [Chen and Maher,
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2006] [Somervuo et al., 2006], de bruit d’insectes [Le-Qing, 2011], de sons produits par d’autres
animaux [Duan et al., 2011], de querelles [Andersson et al., 2010], de coups de feu [Chen et al.,
2006a] [Valenzise et al., 2007], de types de respiration [Bahoura and Pelletier, 2004], d’événements
acoustiques ayant lieu en salle de réunion [Temko and Nadeu, 2005], en salle de bain [Chen et al.,
2005a] [Chen et al., 2005b], aux passages piétons [Lee and Rakotonirainy, 2011], au foyer d’une
personne âgée (auxquels ce travail s’intéresse) etc. En raison de la nature différente des sons
auxquels s’intéresse chacun des sous-domaines mentionnés, il est souvent difficile de comparer les
méthodes de reconnaissance utilisées et encore plus d’utiliser des bases de données communes.
Dans ce travail, nous nous intéressons, bien entendu, à la reconnaissance des sons dans un contexte
domotique. Plus particulièrement aux sons révélant une situation de détresse d’une personne âgée
vivant seule. Pour cela, il convient ici de bien identifier les classes de sons qui peuvent avoir lieu
dans un tel contexte et d’en repérer celles qui représentent un intérêt pour l’application. Ces aspects
sont traités dans la section suivante.
2.2 Sons de l’environnement
Les sons intéressants pour un système de reconnaissance des événements acoustiques dépendent
largement des applications. Chaque application est souvent conçue autour d’un nombre limité de
sons et considère tout le reste comme du bruit. Il est indéniablement difficile d’établir une liste de
tous les sons de l’environnement, mais VanDerveer [VanDerveer, 1979] propose une liste de quatre
points permettant d’identifier un son de l’environnement :
1. Il est produit par des événements réels.
2. Il a un sens en vertu d’événements causals.
3. Il est plus compliqué que les sons purs générés en laboratoire.
4. Il ne fait pas partie d’un système de communication telle que la parole.
Cette définition fait bien la distinction entre la parole et les autres sons. De façon plus générale,
elle exclut tout son faisant partie du système de communication humaine. Il y a certainement plus
que la parole dans la communication humaine « sonore ». Un raclement de gorge, un sifflement
ou encore un rire sont autant d’exemples de sons qui peuvent, dans certains cas, servir de moyen
de communication. Dans ce travail nous considérons tous ces types de sons, y compris la parole,
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comme des sons de l’environnement. Même si notre objectif n’est pas de transcrire la parole mais
d’en détecter la présence.
Pour une meilleure lisibilité et compréhension du domaine étudié, il est également courant de
définir les sons de l’environnement sous forme de taxonomie, en plaçant les sons dans des groupes
ou des sous-groupes . David Gerhard [Gerhard, 2003] propose une taxonomie pour les sons de
l’environnement regroupés de façon à se rapprocher d’une perspective humaine de la perception du
son (figure 2.1). La distinction est d’abord faite entre les sons audibles et ceux non audibles. Les
sons audibles sont ensuite subdivisés en cinq catégories : bruit, son naturel, son artificiel, parole
et musique. Selon l’auteur, il est difficile de donner une définition objective au bruit. Un genre
musical apprécié par une personne peut être perçu comme un bruit par une autre personne. Un son
naturel est tout son produit sans aucune influence humaine. Les sons artificiels sont caractérisés
par leur source et leur « intention ». Un son artificiel peut ainsi être produit dans l’intention de
transmettre un message (sonnerie de téléphone, sirène d’une ambulance, etc.) ; ce n’est pas le cas
d’un marteau-piqueur par exemple. Enfin, la parole, qu’elle soit naturelle ou synthétisée, ainsi que
la musique sont deux types de sons avec un nombre très important d’éléments de classification pour
les humains. Elles sont placées dans deux catégories distinctes.
Cette taxonomie, certes intéressante, ne nous est pas d’une grande aide dans notre projet. Première-
ment, elle inclut un nombre très considérable de sons naturels et artificiels qui, à l’exception d’une
éventuelle provenance de la télévision ou de la radio, ne risquent pas de se produire régulièrement
dans la maison de la personne âgée (chutes d’arbres dans les forêts tropicales ou bruit d’une
tronçonneuse, par exemple). Deuxièmement, en vue de limiter notre ensemble de sons d’intérêt,
beaucoup de sons seront considérés comme du bruit. Exemples de ces sons sont : bruit de la pluie
qui bat contre les vitres de la maison, martèlement chez les voisins, insectes, etc. Troisièmement,
elle n’aborde pas les caractéristiques physiques de bas niveau du signal, aspect important pour
distinguer certains groupes de sons.
Dans cet esprit, nous considérons la taxonomie suivante (figure 2.2) pour le projet SWEET-HOME.
Même pour une personne vivant seule, il est très difficile de cerner tous les sons, et encore plus
d’identifier les sons intéressants. Cette taxonomie est largement influencée par les objectifs du
projet, mais surtout par notre expérience d’indexation du corpus du projet enregistré dans une
maison intelligente (chapitre 4).
En premier lieu, une distinction est faite entre les sons humains et les autres sons. Les sons humains
seraient plus pertinents pour reconnaître des situations de détresse, mais cela n’est que partiellement




























































Figure 2.1: Une taxonomie pour les sons perçus par les humains
correct. D’autre sources d’information peuvent en effet améliorer la fiabilité du système. Certains
sons non humains peuvent également renseigner le système quant à la présence d’une situation
anormale. Des endroits tels que la salle d’eau ou la cuisine sont en général des lieux plus propices
pour des accidents de la vie quotidienne. La reconnaissance de certains sons non humains tels que
les chocs, les bris d’objets, les moteurs ou encore l’écoulement d’eau pourrait être très précieuse
pour le système en vue de détecter une situation anormale. Nous nous intéressons par la suite à deux
caractéristiques du signal : la stationnarité et la périodicité. Pour chaque type de sons, humains ou
non humains, les sons sont regroupés en fonction de ces deux critères. D’autres détails concernant
les bases de sons utilisées et les classes considérées dans nos expérimentations seront présentés au
chapitre 4.





























































































Figure 2.2: Une taxonomie pour les sons dans le projet SWEET-HOME
2.3 Analyse de la scène auditive et reconnaissance du son
Dans un système de reconnaissance automatique de la parole, il est en principe supposé que le signal
en entrée correspond à un ou plusieurs mots prononcés par une seule personne. Il en va de même
pour la reconnaissance du locuteur. Pour un système de reconnaissance des sons de l’environnement,
on part également de l’hypothèse établissant que le signal à reconnaître ne correspond qu’à un seul
événement acoustique. Ces hypothèses restent vraies pour peu qu’il n’y ait qu’une seule source
sonore à la fois, que la distance de la source par rapport au capteur soit suffisamment courte et que la
qualité du signal soit supérieure à un certain seuil. La reconnaissance de la parole, la reconnaissance
des genres ou des instruments musicaux ou encore la reconnaissance des sons de l’environnement
sont quelques applications, parmi tant d’autres, de la reconnaissance ou de la classification du son.




































































Figure 2.3: Architecture du système SWEET-HOME
2.3.1 Analyse de la scène auditive
Pour un système d’analyse de la scène auditive (ASA ou Auditory Scence Analysis), les types
de systèmes qu’on vient de citer, ne constituent qu’une étape dans une chaîne de traitement plus
complexe [Gerhard, 2003]. D’une point de vue « auditif », les sons qui se produisent dans un
environnement particulier forment un paysage sonore (Soundscape) [Schafer, 1969a] [Schafer,
1969b] propre à cet environnement ; comme le font les images dans la notion traditionnelle du
terme (paysage ou Landscape). La figure 2.3 montre la place de la reconnaissance du son dans
système ASA.
Le problème classique en ASA est celui du Cocktail Party [Bregman, 1994] [Brown and Cooke,
1994] [Bronkhorst, 2000] [McDermott, 2009]. Dans un environnement où plusieurs sources sonores
sont superposées, un être humain peut rester concentré sur une conversation tout en étant capable
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d’identifier les quelques sons intéressants qui se produisent autour de lui (son nom par exemple) et
d’ignorer tous le reste. D’après Bregamn [Bregman, 1994], différents processus ont lieu dans le
système nerveux humain et permettent de ne sélectionner, parmi plusieurs sources en concurrence
(on parle également de mélange de sons ou Mixture of Sounds), que les sons d’intérêt, de les
reconnaître et de les utiliser pour construire une « image » de l’environnement, ou une scène
auditive.
Le terme analyse de scène fut initialement utilisé en vision par ordinateur pour désigner la façon
dont un ordinateur analyse et reconnaît des objets dans une photographie. Dans une photographie
d’une complexité normale, la partie visible de chaque objet dans la scène se trouve souvent
partiellement éclipsée par un autre objet. L’analyse de scène est la stratégie utilisée par l’ordinateur
pour reconnaître un objet en se basant sur ses caractéristiques tels que le contour, la texture, la
couleur et la distance. De façon similaire, l’analyse de la scène auditive désigne le processus qui
consiste à utiliser les caractéristiques des événements acoustiques d’un environnement donné, qui
ont lieu dans un certain laps de temps, en vue de les reconnaître [Bregman, 1994].
2.3.2 Reconnaissance du son
Selon la définition de l’ASA, la reconnaissance du son dont il est question dans cette thèse, ainsi
que les autres domaines de reconnaissance du son, ne s’apparentent que partiellement à la manière
dont les humains perçoivent l’information sonore dans des conditions réalistes. Faute de concevoir
des systèmes d’un très haut niveau de complexité, qui aient une perception fine et complète de
l’environnement sonore, on s’attaque, depuis de nombreuses années, aux différents sous-domaines
de la reconnaissance du son séparément. D’après la vision de Lyon [Lyon, 2010], de tels systèmes
« primitifs » devraient être déployés dans les maisons intelligentes, dans les voitures, dans les salles
de réunions, etc. Ils pourraient, par la suite, être progressivement enrichis pour déboucher sur des
systèmes plus complets.
C’est d’ailleurs un fait qu’on observe sur le terrain. En effet, loin d’être des systèmes ASA, maintes
applications utilisant ces systèmes « primitifs » trouvent déjà leur utilité dans plusieurs domaines.
Un système de dictée automatique par exemple n’aura souvent pas besoin de traiter le problème de
la multiplicité des sources et celui du bruit environnant. Il pourrait, par exemple, utiliser un système
sommaire pour la détection du son (basé sur le ZCR 1 [Scheirer and Slaney, 1997] ou l’énergie du
signal par exemple) afin de ne retenir que le signal utile et se passer du reste, pourvu que toute
1. Zero Crossing Rate ou nombre de passages par zéro du signal
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activité acoustique détectée corresponde à de la parole. Une approche plus élaborée pourrait être
d’utiliser une étape de classification préliminaire pour distinguer entre la parole et les autres sons
qui pourraient se présenter lors de la dictée (sonnerie de téléphone, toux, etc.).
De même, un système où un robot se déplace dans une pièce et qui, en tapotant sur le sol avec un
marteau en caoutchouc, pourra reconnaître les pièces de carrelage cassées ou mal fixées, n’aura pas
besoin de comprendre tout ce qui se passe dans l’environnement en terme d’activité acoustique.
Enfin, les applications de recherche de contenus musicaux, qu’on trouve souvent installées sur les
smartphones, se désintéressent des sons de l’environnement dans lequel le son est acquis.
La figure 2.4 illustre l’architecture d’un système de reconnaissance du son typique. Les données
représentant les classes de sons que l’on désirera reconnaître sont étiquetées par un ou plusieurs
annotateurs humains. Depuis le signal audio de chaque classe, on extrait les caractéristiques
pertinentes du signal (voir section 2.4 pour les coefficients acoustiques) utilisables en entrée
d’un algorithme d’apprentissage. À l’issue de phase d’apprentissage, on obtiendra des modèles
représentant les différentes classes de sons. Pour identifier la classe d’un son inconnu (phase
de reconnaissance), les coefficients acoustiques extraits du signal sont comparés aux modèles
préalablement créés. Le meilleur modèle désignera la classe du son inconnu.
2.3.3 ASA ou reconnaissance du son pour SWEET-HOME ?
Dans un système de reconnaissance du son dans un contexte domotique, comme celui développé
dans le projet SWEET-HOME, il paraît, de prime abord, qu’un système ASA soit nécessaire pour
analyser le paysage sonore de la maison intelligente. Plusieurs arguments peuvent aisément se
présenter en faveur d’un système ASA. Les sons de la vie quotidienne sont tellement variés et les
possibilités de superposition des événements ne peuvent être exclues. Une personne pourrait tenir
une conversation téléphonique ou lancer une commande vocale en présence d’une télévision ou
d’une radio en marche. Elle pourrait également, depuis la salle d’eau, demander de l’aide pendant
que l’eau coule du robinet. Enfin, elle pourrait avoir un accident en faisant le ménage et lancer un
message de détresse pendant que l’aspirateur fonctionne à pleine puissance.
Lors de la définition des besoins du projet SWEET-HOME, plusieurs hypothèses ont cependant été
posées. D’abord, les personnes âgées auxquelles le système est destiné vivent seules. Le nombre
d’événements acoustiques simultanés et, plus généralement, le nombre d’activités quotidiennes,
reste inférieur à celui qu’on trouve dans un foyer pour une petite famille ou dans une salle de
































Figure 2.4: Architecture de base d’un système de reconnaissance du son
réunion. Le problème du Cocktail Party pourrait à n’importe quel moment se poser mais cela se
ferait beaucoup plus sporadiquement que dans les exemples mentionnés. D’autre part, la maison est
équipée de plusieurs microphones, ce qui, en se basant sur la qualité du signal acquis par chaque
microphone, permettrait de bien se rendre compte que des événements acoustiques simultanés ont eu
lieu à deux ou plusieurs endroits différents. Cependant, le même événement pourrait bien être acquis
par plusieurs microphones. Pour les expérimentations faites sur le corpus du projet, enregistré en
présence de plusieurs microphones, l’approche retenue face à ce type de scénarios était de classifier
chacun des signaux acquis par les différents canaux (et qui se trouvent en chevauchement) et de les
trier en terme de rapport signal sur bruit (RSB). Plusieurs stratégies peuvent alors être utilisées
pour décider de la nature de l’événement acoustique. Dans nos expérimentations, nous avons retenu
le résultat de reconnaissance du meilleur canal en terme de RSB (chapitre 4).
L’algorithme de classification fonctionne en aval d’un algorithme de détection des événements
acoustiques. Pour éviter que celui-ci ne bloque la chaîne de traitement pour de très longues durées,
« accaparé » par des événements stationnaires de longue durée (moteurs, écoulement d’eau, etc.),
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il est important de lui fixer des limites temporelles. Il doit, en principe, être capable d’alimenter
l’algorithme de reconnaissance régulièrement. L’information quant à la présence d’un événement
acoustique d’une très longue durée, qui pourrait éventuellement être révélatrice d’une situation
anormale, pourra être inférée par plusieurs reconnaissances successives du même (long) événement.
Un bon algorithme de détection se doit également d’être capable de continuer à détecter des sons
impulsionnels en présence d’un long événement stationnaire.
L’architecture du système SWEET-HOME se présente sous forme de plusieurs couches séparées
(voir 4.12, chapitre 4). Le système se compose de trois éléments essentiels : la détection des sons en
provenance de plusieurs microphones, la classification des sons de l’environnement (différenciation
entre parole et autres sons, puis classification des sons autres que la parole) et la reconnaissance
de la parole. À part la détection du son et l’évaluation de la qualité du signal, rien n’est fait en
ce qui concerne la distinction des événements sonores se produisant en même temps. En dépit de
toutes les hypothèses qui « simplifieraient » le système du projet, il paraît que les futurs systèmes,
ceux qui seront déployés chez les personnes âgées, ne devraient pas faire abstraction complète
des couches supérieures. En revanche, la conception observée ici, et qui consiste donc à aborder
individuellement certaines des composantes d’un système plus complet, semble appropriée pour
réaliser les premières expérimentations et évaluer les différentes composantes du système. Par
ailleurs, cela corrobore la vision de Lyon (section 2.3.2) qui consiste à concevoir des systèmes
d’audition par ordinateur en intégrant graduellement les différents modules.
Par ailleurs, et en dépit du facteur « ergonomie » mis en avant par les solutions basées principalement
sur le son, dont fait partie ce projet, même une reconnaissance des événements acoustiques d’un très
haut niveau de fiabilité aura ses limites face à certaines situations. Une personne pourrait pousser
un cri suite à une chute ou à une blessure, ou parce qu’elle vient d’apercevoir une souris traverser
la pièce en diagonale. D’autres modalités peuvent facilement se montrer intéressantes (capteurs de
présence, caméra infra-rouge, etc).
2.4 Coefficients acoustiques
Dans cette section, nous décrivons les coefficients acoustiques que nous avons utilisés dans ce
travail.
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Figure 2.5: Filtres en fréquences de Mel
MFCC : MFCC (Mel-Frequency Cepstral Coefficients) ou coefficients cepstraux sur l’échelle de
Mel (figure 2.5) sont des coefficients cepstraux très utilisés en RAP et en RAL. Le calcul des filtres
Mel est est basé sur la perception humaine de la parole [Davis and Mermelstein, 1980] [Zheng
et al., 2001].
Pour calculer les coefficients MFCC, le spectre du signal est filtré en utilisant des filtres triangulaires
qui correspondent à des bandes passantes de même largeur dans le domaine de fréquences de
Mel. Les coefficients sont obtenus en appliquant une transformée de Fourier inverse puis une
transformée en cosinus discrète (DCT ou Discrete Cosine Transform) sur les coefficients en






Figure 2.6: Calcul des coefficients MFCC avec DCT
Loudness : Les coefficients de Loudness [Moore et al., 1997] [Peeters, 2004] représentent l’énergie
du signal dans chaque bande de fréquences dans l’échelle de Bark [Zwicker, 1961] [Smith III and
Abel, 1999], divisée sur la somme totale.
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Spectral Flatness : Le Spectral Flatness [Johnston, 1988] [Dubnov, 2004] est le rapport entre la










où ak est l’amplitude de la bande k et K est le nombre de bandes. Dans [Peeters, 2004], les bandes
de fréquences suivantes sont utilisées :
— de 200Hz à 500Hz
— de 500Hz à 1000Hz
— de 1000Hz à 2000Hz
— de 2000Hz à 4000Hz
Spectral Flatness Per Band : Représente le Spectral Flatness calculé sur des bandes de fréquences
logarithmiquement espacées, de 1/4 octave (standard MPEG-7).
Spectral Crest Factor Per Band : Le coefficient Spectral Crest est lié au Spectral Flatness [Pee-









Le Spectral Crest Factor Per Band est le Spectral Crest calculé sur des bandes de fréquences
logarithmiquement espacées, de 1/4 octave.
Complex Domain Onset Detection : Détection du Onset (début d’une note musicale) en utilisant la
méthode décrite par [Duxbury et al., 2003].
Perceptual Sharpness : Le coefficient Perceptual Sharpness est basé sur les coefficients de Loud-
ness [Peeters, 2004]. Il est calculé comme suit :
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où KBark est le nombre de bandes de Bark, L′(k) = L(k)0.23 (L(k) est le k-ième coefficient de
Loudness) et T =
∑K




1 Si k < 15
0.066 exp(0.171k) Si k ≥ 15
Perceptual Spread : Le calcul du Perceptual Spread est également basé sur les coefficients de







Spectral Roll-Off : Le Spectral Roll-Off [Scheirer and Slaney, 1997] est la fréquence au-dessous
de laquelle se trouve 95% de l’énergie du signal (figure 2.7). Certaines implémentations peuvent
utiliser une valeur plus grande, 99% par exemple.
Spectral Decrease : Le Spectral Decrease représente le taux de diminution de l’amplitude spectrale
[Peeters, 2004]. Il est calculé comme suit :







k − 1 (2.5)
Spectral Variation : Ce coefficient représente la variation du spectre entre deux fenêtres successives
[Peeters, 2004]. Il est calculé comme suit :





































D’autres coefficients sont également utilisés dans nos expérimentations. Les coefficients Temporal
Shape Statistics, Spectral Shape Statistics, Envelope Shape Statistics sont des coefficients statis-
tiques de haut niveau (Centroid, Spread, Skewness et Kurtosis) calculés pour les échantillons du
signal, l’amplitude spectrale, et l’enveloppe d’amplitude du signal, respectivement. Plus de détails
sur le calcul des coefficients statistiques seront donnés au chapitre 5.
2.5 Méthodes de classification
Les algorithmes de classifications utilisent les coefficients acoustiques pour décider de la classe d’un
événement inconnu. Entre l’extraction des coefficients acoustiques et la classification proprement
dite, il est possible que les données subissent des étapes de traitement supplémentaires telle qu’une
normalisation ou une transformation. Ces étapes sont souvent propres à une méthode d’extraction
ou celle d’une classification et ne peuvent pas être considérées comme élément indépendant du
système. Nous les évoquons, le cas échéant, lors de la description de l’algorithme qui en fait usage.
Plusieurs méthodes de reconnaissances des formes ont été utilisées en reconnaissance du son.
Nous décrirons dans ce qui suit deux méthodes très utilisées : les
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(GMMs ou Gaussian Mixture Models) et les machines à vecteurs de support (SVMs ou Support
Vector Machines). Elles seront retenues et utilisées tout au long de nos expérimentations. D’autres
méthodes, pas moins intéressantes, tels que les modèles de Markov cachés (HMMs ou Hidden
Markov Models) [Rabiner, 1989], sont également utilisées dans la littérature. Nous les présenterons
brièvement, en cas de besoin, au fur et à mesure que nous les rencontrerons.
2.5.1 Modèles de Mélange Gaussiens
Un modèle de mélange Gaussien est un modèle statistique exprimé sous forme d’une somme






où x est un vecteur de coefficients de dimension D, wk, k = 1, . . . ,K sont des poids et N (x|µk,
Σk), k = 1, . . . ,K sont des des composantes de densités gaussiennes. Chaque composante est de
la forme :






(x− µk)TΣ−1k (x− µk)
)
(2.9)
où µk est la moyenne et Σk est la matrice de covariance.
2.5.2 Machines à Vecteurs de Support
Contrairement aux GMMs, qui représentent un modèle statistique, les SVMs [Vapnik, 2010]
[Burges, 1998] [Schölkopf and Smola, 2002] sont une méthode dite discriminative. L’objectif
de l’algorithme d’apprentissage est de trouver un hyperplan permettant de séparer des points
appartenant à deux classes, de sorte que les erreurs de classification soient les plus faibles possibles.
Comme le montre la figure 2.8, le nombre d’hyperplans pouvant séparer les deux classes peut être
très élevé. L’idée de base cette méthode est de trouver l’hyperplan qui maximise la marge entre les
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points des deux classes (hyperplan A dans la figure 2.8).
La figure 2.9 illustre ce principe. L’hyperplan H0 est défini par :
w · x− b = 0 (2.10)
où w est la norme de l’hyperplan et b est le décalage par rapport à l’origine. Étant donné un
ensemble de N points xi ∈ Rp (1 ≥ i ≥ N ), ayant comme étiquettes yi ∈ {−1, 1} respectivement,
l’objectif est de trouver l’hyperplan qui maximise la marge entre les points des deux classes tout en
respectant les contraintes suivantes :
w · xi − b ≥ 1
pour yi = 1, et
w · xi − b ≤ −1
pour yi = −1, ce qui peut être écrit par :
Figure 2.8: Plusieurs hyperplans peuvent séparer les deux classes, le meilleur étant celui qui maximise la
marge entre les deux classes.
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yi(xi · w + b)− 1 ≥ 0, ∀i (2.11)
La distance entre H1 et H2 est 2||w|| . De ce fait, le problème peut être exprimé comme suit :
minimiser ||w|| sous les contraintes de l’équation (2.11).











où les αi sont les multiplicateurs de Lagrange.
Figure 2.9: Exemple d’un classifieur linéaire.
Dans la figure 2.9, on peut voir que certains points se trouvent disposés sur les frontières H1 et H2.
Ce sont les vecteurs de support et leurs multiplicateurs αi sont supérieurs à zéro.
Dans beaucoup de problèmes, il n’est pas toujours possible de trouver un hyperplan permettant
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une séparation parfaite des deux classes. En d’autres termes, il n’existe pas d’hyperplan qui puisse
séparer tous les points sans faire la moindre erreur de classification. Ce problème est résolu par
l’introduction d’une technique dite marge souple. Elle consiste à utiliser des variables ressort (Slack
Variables) ξi ≥ 0 afin de tolérer les erreurs de classification pour certains points tout en continuant








avec les contraintes :
yi(xi · w + b) ≥ 1− ξi, ∀i (2.13)
où C > 0 est une constante utilisée pour contrôler le compromis entre les erreurs de classification
et la largeur de la marge.
Pour beaucoup de problèmes réels, aucune séparation linéaire des données n’est possible (à moins
d’avoir un nombre très élevé d’erreurs de classification). Une solution à ce problème consiste à
projeter les données dans un espace d’une très grande dimension, voire d’un nombre infini de
dimensions, dans lequel une séparation linéaire des données serait possible. Cependant, traiter des
données dans un tel espace peut facilement s’avérer impossible en pratique. Une autre solution
consiste à utiliser un autre type de noyau que le noyau linéaire. Les fonctions noyau les plus utilisées
sont :
Linéaire : K(x,y) = x · y (2.14)
Polynomiale : K(x,y) = (γx · y + c)p (2.15)
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RBF (Radial Basis Function) : K(x,y) = exp(−Γ|x− y|2) (2.16)




αiyiK(x,xi) + b (2.17)
où Nsv est le nombre de vecteurs de support. Le signe de la fonction f désigne la classe du vecteur
d’entrée x.
2.6 Sélection de caractéristiques
Dans beaucoup de problèmes, le nombre de caractéristiques des vecteurs en entrée est très élevé.
Les méthodes de sélection de caractéristiques permettent de réduire le nombre de dimensions des
données sans affecter les performances de classification. Dans certains cas, on peut même améliorer
les performances en supprimant les caractéristiques qui peuvent être source de confusion entre les
classes.
La méthode proposée par [Guyon et al., 2002] consiste à éliminer, via une procédure itérative, les
caractéristiques les moins discriminantes d’un modèle SVM. L’algorithme commence par créer
un modèle SVM en utilisant toutes les caractéristiques. Par la suite, on calcule un certain score ck,








où xi[k] est la k-ième caractéristique du vecteur de support xi du modèle SVM.
Un nouveau modèle SVM est créé, en éliminant la caractéristique au plus faible score, et évalué en
utilisant des données de développement. L’algorithme s’arrête lorsqu’une baisse en performances
est constatée, sinon une nouvelle itération est exécutée pour éliminer une autre caractéristique.
Ce processus est particulièrement long, bien que les auteurs mentionnent la possibilité d’éliminer
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plusieurs caractéristiques à chaque itération.
En pratique, et pour les problèmes dont le nombre de dimensions est particulièrement élevé, un
nombre réduit de caractéristiques s’avèrera souvent utile pour la classification. Dans ce travail
(chapitre 5), nous utiliserons une version simplifiée de l’algorithme : le pourcentage de caractéris-
tiques à conserver est fixé à l’avance ; une seule itération donc est nécessaire. Nous appelons cette
variante SVM-Wrapper (la méthode présentée dans [Guyon et al., 2002] est appelée SVM RFE
pour Recursive Feature Elimination ou élimination récursive des caractéristiques).
Une autre méthode de sélection de caractéristiques est basée sur un coefficient appelé F-Score














où µ+k , µ
−
k et µk sont les moyennes de la caractéristique k pour les exemples positifs, les exemples
négatifs et tous les exemples, respectivement. σ+k et σ
−
k sont les écarts-types de la caractéristique
k des exemples positifs et ceux négatifs, respectivement. Les caractéristiques au score le plus
important sont les plus discriminantes. À l’instar de SVM-Wrapper, nous pouvons, avec cette
méthode, choisir le pourcentage de caractéristiques à conserver pour la classification.
Les deux méthodes SVM-Wrapper et F-Score évaluent chaque caractéristique indépendamment
des autres. Nous utiliserons également une méthode permettant de mesurer la corrélation entre les
caractéristiques. Elle est appelée CFS (Correlation based Feature Selection) [Hall, 1999] [Hall,
2000].
2.7 Exploiter les avancées dans les champs voisins : possibilités et limites
Dans cette section, nous examinons les similitudes entre la reconnaissance des événements acous-
tiques et quelques domaines voisins. Nous expliquons les possibilités d’une utilisation des tech-
niques proposées dans chaque domaine, et ce que nous avons effectivement retenu dans ce travail.
Les domaines en question sont : la reconnaissance de la parole, la reconnaissance du locuteur, la
reconnaissance des émotions et la reconnaissance de la musique. Avant de discuter chaque domaine
séparément, nous commençons par présenter les caractéristiques communes et celles propres à
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chaque type de signal.
Si les signaux de la parole et de la musique ont bien été étudiés dans la littérature, peu de travail
est réalisé concernant la caractérisation des sons de l’environnement. [Yamakawa et al., 2010]
présentent une initiative intéressante visant à comparer les signaux relatifs aux domaines cités. Le
tableau 2.1 montre le résultat de cette analyse. Certaines caractéristiques bien connues de la parole
et de la musique restent difficiles à déterminer pour les sons de l’environnement.
On pourra, par ailleurs, imaginer d’autres caractéristiques en complément de ce tableau. Le nombre
de sources susceptibles de produire un son, par exemple, constitue également un facteur qui partage
la parole et la musique d’une part et les sons de l’environnement d’autre part, à deux niveaux
de complexité bien éloignés. La parole est, en principe, produite par l’appareil vocal humain,
la musique par un nombre déterminé d’instruments, mais il reste difficile de définir toutes les
provenances des sons de l’environnement. Cela fait penser à un autre facteur, celui de l’ambiguïté.
Par ambiguïté on fait référence, ici, à la difficulté que peut éprouver l’oreille humaine à distinguer
deux ou plusieurs sons, sans utiliser d’autres sources d’informations (images, texte, contexte, etc.),
même si les sons sont produits par des processus très différents. Il est souvent facile de savoir que
le son que l’on vient d’entendre est bien de la parole, même si la langue parlée et son système
phonétique nous sont complètement étrangers. Il n’est pas très courant de confondre la parole avec
un autre son, même si l’effet d’une pédale wah-wah d’une guitare électrique donne parfois l’illusion
d’entendre une voix humaine. Le problème devient un peu plus difficile en musique. Certaines
notes d’une guitare basse et celles d’une batterie peuvent parfois être difficiles à distinguer. Il en va
de même pour la guitare électrique et le clavier. Mais l’ambiguïté devient de loin plus importante
dès qu’il s’agit des sons de l’environnement. Plus de détails concernant ce point sont abordés à la
sous-section suivante.
Cette difficulté à contourner les caractéristiques des sons de l’environnement de façon pragmatique
a contribué à la création de communautés de chercheurs qui s’intéressent chacune à un problème
particulier (animaux, respiration, moteurs, etc).
2.7.1 Reconnaissance des Événements Acoustiques versus Reconnaissance de la Parole
Il semble aisé de réaliser que, parmi tous les domaines cités, la reconnaissance de la parole est
celui qui a toujours eu le plus d’intérêt. De nos jours, des systèmes de reconnaissance de la parole
sont commercialisés pour plusieurs langues. Le succès des outils utilisés en reconnaissance de la
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Nbr. de classes Nbr. de phonèmes Nbr. de notes Non défini
Longueur de fenêtre
Courte (fixe) Longue (fixe) Non définie
d’analyse
Décalage de fenêtre
Court (fixe) Long (fixe) Non défini
d’analyse








Non stationnaire (sauf percussions) Non stationnaire
Structure répététive Faible Faible Faible, Forte
parole (coefficients acoustiques et algorithmes de reconnaissance) n’a pas tardé à profiter à d’autres
domaines telle que la reconnaissance du locuteur et l’identification de la langue. Ainsi, il n’est pas
étonnant de voir des systèmes de reconnaissance et vérification du locuteur utiliser des coefficients
MFCC et des méthodes tels que les HMMs (du moins les systèmes de reconnaissance dépendant du
texte prononcé).
La différence entre la reconnaissance de la parole et celle du son réside principalement dans le
fait que la première bénéficie de plusieurs sources d’informations qui, pour la reconnaissance du
son, semblent inaccessibles ou bien difficiles à définir. Les sources d’informations qui marquent la
différence entre les deux domaines sont le modèle acoustique, le modèle de langage et le contexte.
Ballas et Howard [Ballas and Howard, 1987], soutiennent que la perception humaine des sons de
l’environnement peut être assimilée à celle d’une forme de langage. Ils mettent cependant l’accent
sur l’absence d’un alphabet phonétique pour les sons de l’environnement. La raison de cela vient du
fait que la parole est produite par l’appareil vocal humain en utilisant un nombre limité d’actions,
tandis que les sons de l’environnement peuvent provenir d’un nombre beaucoup plus important de
sources.
Ils expliquent également comment la connaissance du contexte peut être importante importante
pour la reconnaissance, que ce soit de la parole ou celle des sons de l’environnement. Cela conduit à
deux types de traitements différents au niveau du système auditif humain, un traitement descendant
(top-down) et un traitement ascendant (bottom-up). À l’instar des mots et des phrases que véhicule le
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signal de parole, les sons de l’environnement peuvent avoir une description sémantique, à l’opposé
d’une description basée sur les caractéristiques du signal. Un son est par exemple défini par « bris
de glace » et non pas par « son rapide avec des éléments aigus qui varient dans le temps ».
Toujours d’après Ballas et Howard, la fiabilité du système auditif humain baisse si un même son peut
être produit par diverses sources. Les sons semblables ayant des sources différentes sont appelés
sons homonymes. Comme pour les homonymes linguistiques, tels que night et knight en langue
Anglaise, qui ne peuvent être distingués sans connaissance du contexte, les sons homonymes ont
aussi besoin d’être « entourés » d’autres sons en guise de contexte pour être reconnus correctement
par des humains.
Cette théorie est soutenue pas des expérimentations dans lesquelles des sujets humains tentent
d’identifier une scène en écoutant une série de plusieurs sons. Il a été constaté que l’interprétation
donnée à une scène est directement lié à l’ordre dans lequel les sons se présentent. Par exemple, si
un bruit de fracas métallique est précédé par un grincement très fort, l’interprétation de la scène
peut être un accident de voiture. Si, en revanche, le même fracas métallique est accompagné d’un
son d’écoulement d’eau et de celui d’un jet d’air, l’interprétation est typiquement le bruit d’une
machine dans une usine.
En substance, cette théorie du traitement descendant suggère que, comme elle l’est pour le lan-
gage parlé, la capacité humaine à distinguer les sons de l’environnent est étroitement liée à la
connaissance acquise à priori des sons à reconnaître.
Comment peut-on alors se servir des techniques utilisées en reconnaissance de la parole pour
reconnaître les sons de l’environnement ? Plus particulièrement, comment peut-on les appliquer au
projet SWEET-HOME et aux projets similaires ? Il semble qu’il serait possible de cerner l’alphabet
phonétique d’un seul habitat accueillant une seule personne, en faisant des enregistrements de
toutes ses activités pendant une certaine période de temps. S’ensuivent alors une annotation de tous
les événements acoustiques et une création de tous les modèles « personnalisés » pour les classes
de sons de l’appartement. On pourrait même créer un modèle par source de sons au lieu d’un
modèle pour tous les sons appartenant à la même classe. C’est à dire, on pourrait créer un modèle
pour le bruit d’ouverture ou de fermeture de porte pour chaque porte de l’appartement au lieu de
créer un modèle pour la classe correspondante englobant toutes les portes. Cette solution semble,
toutefois, difficilement utilisable à grand échelle. Une alternative à cela pourrait être d’utiliser
des modèles génériques qui pourront probablement être adaptés en utilisant une quantité limitée
d’enregistrements réalisés dans l’appartement cible.
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D’autre part, comme les mots d’un texte en langage naturel ne peuvent pas être rangés dans
n’importe quel ordre, beaucoup d’activités de la vie courante sont composées d’actions élémentaires
qui ne se présentent pas dans un ordre arbitraire. Après tout, on ne peut pas boire du thé avant
de l’avoir versé dans une tasse, encore moins avant de l’avoir préparé. Une manière d’utiliser, en
reconnaissance des sons de l’environnement, ce qui serait l’équivalent du modèle de langage en
reconnaissance de la parole, pourrait se faire par la définition de scénarios d’activités qui ne sont
qu’une suite d’événements acoustiques dans un ordre particulier. Un scénario Aller aux toilettes,
par exemple, se composerait des événements suivants :
— Allumer la veilleuse
— Descendre du lit
— Mettre ses pantoufles
— Marcher vers les toilettes
— Allumer la lumière
— Ouvrir la porte
— Faire ses besoins
— Tirer la chasse d’eau
— Sortir en fermant la porte
— Eteindre la lumière
De manière similaire, on pourrait imaginer des scénarios Faire la vaisselle, Rentrer à la maison,
Préparer une boisson chaude. Bien évidemment, ce processus reste très difficile à généraliser et
requiert, de surcroît, l’utilisation de grosses quantités de données et l’établissement de scénarios
par des experts.
De la reconnaissance de la parole, nous retenons, dans le cadre de cette thèse, l’utilisation des
coefficients MFCC comme caractéristiques acoustiques de base. Ils sont utilisés dans nos premières
expérimentations et servent de base de comparaison dans les expérimentations suivantes.
2.7.2 Reconnaissance des Événements Acoustiques versus Reconnaissance du Locuteur
À la différence de la parole, les performances d’un système de reconnaissance du locuteur ne
dépendent pas d’une bonne délimitation du début et de la fin de la phrase prononcée à moins,
bien entendu, qu’il s’agisse d’un système d’identification du locuteur basé sur un texte figé. Cette
propriété est aussi valable pour les événements acoustiques, quoique seulement partiellement. En
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Figure 2.10: Enveloppe d’amplitude pour 4 enregistrements de bris de glace
effet, si le système de reconnaissance des sons de l’environnement est conçu de manière à exploiter
l’information temporelle, il devient nécessaire de bien détecter un événement sonore du début
jusqu’à la fin. Pour beaucoup de classes de sons, la variation du signal dans le temps peut, en
quelque sorte, être une caractéristique du son. Pour d’autres, cependant, la notion de début et
fin de l’événement acoustique reste imprécise. Pour illustrer ces propos, observons l’enveloppe
d’amplitude pour deux classes de sons différentes. Dans les figures 2.10 et 2.11 on voit l’enveloppe
d’amplitude de quatre enregistrements d’un bris de glace et d’un sèche-cheveux respectivement.
Pour exploiter l’information temporelle en classification, en utilisant les HMMs par exemple, il
est important, pour le bris de glace, de capter tout le signal du début jusqu’à la fin, d’autant plus
que ce type de son est très court. À l’opposé de cela, le début et la fin d’événement pour le bruit
d’un sèche-cheveux ne sont pas très clairs. Une tranche du signal suffisamment longue pourrait être
utilisée pour la reconnaissance.
De toute façon, des travaux utilisant des HMMs pour la classification des sons de l’environnement
existent, ils seront présentés au chapitre 3. Les techniques utilisées en reconnaissance du locuteur
deviennent très intéressants dès lors qu’on réalise qu’il s’agit, pour les deux problèmes, de com-
parer des signaux de longueur différente. En reconnaissance du locuteur on a recours à plusieurs
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Figure 2.11: Enveloppe d’amplitude pour 4 enregistrements du bruit d’un sèche-cheveux
techniques pour contourner ce problème. Dans les années 90, les systèmes basés sur les GMMs
avaient beaucoup de succès en reconnaissance du locuteur. Dans les premières tendances de mettre
à profit les avancées en reconnaissance du locuteur, beaucoup de travaux sur la reconnaissance des
sons de l’environnement ont utilisé les GMMs, avec plus ou moins de succès.
Depuis de nombreuses années, de nouveaux noyaux SVM linéaires, dits de discrimination de
séquences (Sequence Discriminant Kernels) ont été proposés. Ils ont rapidement été adoptés et
améliorés par la communauté de la RAL. Les performances obtenues ont rapidement permis à ces
techniques de prendre le dessus sur les GMMs en tant que méthode standard pour la reconnaissance
et la vérification du locuteur. Dans cette thèse, un intérêt particulier est accordé aux noyaux SVM
de discrimination de séquences. À côté des GMMs, qui serviront de base de comparaison, ce seront
les éléments que nous retiendrons de la reconnaissance du locuteur.
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2.7.3 Reconnaissance des Événements Acoustiques versus Reconnaissance des Émotions
La reconnaissance acoustique des émotions [Dellaert et al., 1996] [Schuller et al., 2011] [Clavel
et al., 2008] possède des liens plus ou moins forts avec la reconnaissance des sons de l’environne-
ment. En effet, plusieurs sons humains dont on s’intéresse dans ce travail sont également considérés
comme des sons d’intérêt pour la reconnaissance des émotions. On parle alors de signaux non
verbaux (rire, soupir, etc.). Cependant, la reconnaissance des émotions ne se limite souvent pas
qu’à ce type de signaux. L’expression du visage, les gestes et les signaux physiologiques peuvent,
pour ne nommer que ceux-là, également être utilisés pour reconnaître les émotions d’une personne
[Devillers et al., 2005].
Par ailleurs, la reconnaissance des émotions basée sur le signal acoustique peut s’intéresser à
plusieurs types d’indices qu’on peut regrouper en indices linguistiques (dialogiques et lexicaux) et
autres paralinguistiques (prosodie, disfluences, etc.) [Devillers and Vidrascu, 2006]. De tels indices
sont étroitement liés à la voix et peuvent être considérés comme des informations de plus haut
niveau.
2.7.4 Reconnaissance des Événements Acoustiques versus Reconnaissance de la Musique
En dépit des similitudes entre la reconnaissance du locuteur et celle des sons de l’environnement,
il ne faut certainement pas aller jusqu’à considérer que les deux problèmes n’en font finalement
qu’un seul. Autrement dit, en utilisant les techniques de la RAL pour la REA, il ne faut pas
assimiler une classe de sons à un locuteur, les différents enregistrements d’un son étant comparés
aux différentes sessions d’enregistrements d’un locuteur. Cette hypothèse est pourtant faite dès lors
que les méthodes de la RAL sont « littéralement » appliquées en REA.
La reconnaissance des sons de l’environnement serait plus comparable à la reconnaissance du
locuteur pour des applications qui ne s’intéressent qu’à une classe de sons. Reconnaître plusieurs
locuteurs serait comparable au fait de tenter de discriminer les claquements des différentes portes
dans un corridor ou de discriminer le bruit d’un moteur défectueux de celui produit par un moteur
du même mais ne présentant pas de défauts. Or, dans notre problème, tous les bruits de portes sont
regroupés dans la même classe, bien qu’ils émanent de sources différentes. Il est donc important
d’identifier ce qui existe en commun entre les différents bruits de porte et ce qui permet de les
différencier de tout autre type de sons.
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Dans cette thèse, la similitude inter-classe et la différence intra-classe sont puisées au niveau des
coefficients acoustiques. L’hypothèse formulée à ce sujet est la suivante :
Une seule famille de coefficients acoustiques ne pourrait pas, pour chacune des classes de sons
d’intérêt, mettre en relief toutes les similitudes entre les sons appartenant à une classe donnée et
provenant éventuellement de sources différentes, et les divergences entre ceux-ci et les sons
appartenant aux autres classes.
L’approche empruntée en vue de tester cette hypothèse est d’utiliser plusieurs types de familles de
coefficients et d’observer, pour chaque couple de deux classes, celle(s) qui permet(tent) de mieux
les discriminer.
En reconnaissance de la musique, les différences entre instruments, notes et genres musicaux sont
exploitées. Dans cet esprit, plusieurs coefficients acoustiques sont proposés dans la littérature










TRAVAUX SUR LA RECONNAISSANCE DES SONS DE
L’ENVIRONNEMENT
Comme nous l’avons vu au chapitre 2, plusieurs types d’applications s’intéressent à la recon-
naissance des sons de l’environnement. Cependant, les différentes applications ne s’intéressent
systématiquement qu’à un nombre très limité de sons, voire à un seul type de sons (toux, respira-
tions, chants de baleines, etc.). Par conséquent, on trouve dans la littérature un nombre important de
travaux différents qui sont, pour la plupart, très difficilement comparables. Pour pouvoir restituer
une partie des approches intéressantes de la littérature, les présenter de façon cohérente, et bien
spécifier celles qui ont le plus influencé ce travail, il est important de pouvoir les placer dans
différentes catégories.
Pour ce faire, plusieurs critères pourraient être individuellement ou conjointement utilisés, comme :
les coefficients acoustiques utilisés, les méthodes de classification (GMMs, SVMs, HMMs, etc.), le
nombre de classes de sons auxquelles on s’intéresse (une seule classe, plusieurs classes) ou bien
la nature des sons d’intérêt (impulsionnels, stationnaires, les deux, etc.). Plusieurs autres critères
pourraient être imaginés.
Cela étant dit, vu le panorama des travaux existants et les travaux antérieurs dont ils s’inspirent,
il n’est pas évident de trouver des catégories de méthodes qui soient clairement distinctes l’une
de l’autre. D’autant plus que ce domaine est encore à ses premiers pas et qu’aucune méthode ne
s’est vraiment imposée. Partant de ce point, c’est-à-dire, de l’arrière-plan qui a donné direction aux
méthodes de reconnaissance des sons de l’environnement les plus intéressantes, nous abordons les
différents travaux fondés sur :
— Le système auditif humain
— La reconnaissance de la parole
— La reconnaissance du locuteur
— Les techniques de traitement d’image
Notons qu’une bonne partie de notre travail a été influencée par la reconnaissance du locuteur
(RAL), bien qu’on ait également utilisé les coefficients MFCC qui viennent de la reconnaissance
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de la parole (RAP), et d’autres coefficients utilisés en reconnaissance de la musique. Les sections
suivantes traitent des différentes approches de la reconnaissance des événement acoustiques (REA).
3.1 Approches fondées sur le système auditif humain
Le système auditif humain a toujours été une importante source d’inspiration pour les systèmes de
reconnaissance du son et pour les systèmes du type ASA (Auditory Scene Analysis). La compréhen-
sion du fonctionnement de l’oreille interne, en particulier de la cochlée, a contribué à l’obtention de
modèles mathématiques pour ces mécanismes biologiques et à leur application à la reconnaissance
du son.
3.1.1 Système auditif humain
La figure 3.1 1 montre un diagramme du système auditif humain. Le son collecté par l’oreille externe
traverse le conduit auditif externe et enclenche des vibrations au niveau du tympan. Le tympan
convertit les vibrations externes, provoquées par la pression acoustique, en vibrations mécaniques
qui se propagent dans la cavité tympanique (oreille moyenne). Les vibrations sont reçues par la
chaîne ossiculaire de l’oreille moyenne composée du marteau, de l’enclume et de l’étrier. Les
vibrations mécaniques sont transformées en ondes de compression qui traversent la fenêtre ovale et
se propagent dans le milieu liquide de la cochlée, située dans l’oreille interne [Pickles, 2008].
La cochlée est un tube possédant une structure hélicoïdale de deux tours et demi de spire et abritant
la membrane basilaire. Les vibrations de la membrane basilaire sont reçues par les cellules ciliées,
qui se trouvent disposées tout au long de la cochlée. Elles sont ensuite transformées en stimuli
nerveux transmis au cerveau via le nerf auditif (ou nerf vestibulocochléaire).
La première extrémité de la cochlée, connectée à la fenêtre ovale et à la fenêtre ronde, est appelée
base et constitue la partie la plus fine et la plus rigide du tube. Le diamètre de celui-ci (et la largeur
de la membrane basilaire) croît progressivement et atteint sa plus grande valeur à l’autre extrémité,
plus large et plus souple, appelée apex. La base est de ce fait plus rigide que l’apex [Gelfand, 2004].
Lorsque une onde traverse la cochlée de la base vers l’apex, son amplitude atteint sa plus grande
valeur à un endroit bien précis de la membrane basilaire et décroît ensuite très rapidement [Guy and
1. Fichier exploité dans le cadre d’une licence Creative Commons. Source :
http ://upload.wikimedia.org/wikipedia/commons/d/d2/Anatomy_of_the_Human_Ear.svg
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Figure 3.1: Diagramme du système auditif humain
Rémy, 2013]. Cet endroit dépend de la fréquence de l’onde. En effet, les ondes à hautes fréquences
provoquent des vibrations plutôt près de la base. Elles perdent donc rapidement en amplitude et ne
se propagent pas vers la fin de la membrane basilaire. Les ondes à basses fréquences, quant à elles,
peuvent continuer à se propager le long de la membrane basilaire et sont reçues près de l’apex. La
figure 3.2 illustre une carte tonotopique [Romani et al., 1975] [Talavage et al., 2004] [Gazzaniga
et al., 2000] montrant les parties activées de la membrane basilaire et les bandes de fréquences
correspondantes. Le modèle d’analyse fréquentielle effectuée par la cochlée rappelle celui d’une
transformée de Fourier sur une fenêtre de signal. Il est toutefois plus avantageux car il garantit une
analyse continue dans les domaines fréquentiel et temporel.
3.1.2 Filtres auditifs
En psychoacoustique, deux vibrations provoquées par deux stimuli auditifs différents, mais dont
les fréquences sont assez proches, sont perçues comme émanant du même type de stimulus et
elles sont interprétées comme des battements [Cook, 2001]. La raison de cela vient du fait que
les deux fréquences provoquent une résonance au même endroit de la membrane basilaire. Une
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Figure 3.2: Analyse fréquentielle dans la cochlée
bande critique désigne une plage de fréquences perçues indifféremment par le système auditif
humain. Pour que deux fréquences différentes soient perçues distinctement, elles doivent être
suffisamment éloignées dans le spectre ; plus précisément, elles doivent appartenir à deux bandes
critiques différentes [Gelfand, 2004] [Moore, 1986] [Deutsch, 1999] [Campbell and Greated, 1994]
[Radocy and Boyle, 2003].
La figure 3.3 2 illustre le principe de bande critique. Fc est la fréquence centrale de la bande. F1 et
F2 sont les fréquences de coupure inférieure et supérieure respectivement. Les deux fréquences,
qui sont choisies de sorte que la différence entre leurs amplitudes et l’amplitude maximale soit
inférieure à 3dB, désignent la largeur de la bande critique.
Les propriétés physiques de la membrane basilaire et sa réponse varient tout au long de sa longueur.
Cela lui permet donc de répondre différemment à deux fréquences différentes, ou plus précisément,
à deux plages de fréquences différentes [Zemlin, 1998] [Alberti, 2001] [Munkong and Juang,
2008]. Depuis de très nombreuses années, plusieurs travaux se sont intéressés à la modélisation du
fonctionnement de la cochlée, en proposant un ensemble de filtres auditifs qui, selon une définition
des fréquences centrales et des largeurs de bandes associées, tentent de produire un modèle de
perception qui s’apparente au système auditif humain [Lyon et al., 2010a].
2. Fichier exploité dans le cadre d’une licence Creative Commons. Source :
http ://upload.wikimedia.org/wikipedia/commons/1/18/Band-pass_filter.svg
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Figure 3.3: Exemple de bande critique
Le terme filtre auditif est étroitement lié à celui de bande critique. Le rôle d’un filtre auditif, en
particulier un filtre passe-bande, est d’accentuer une bande de fréquences donnée tout en atténuant
les fréquences au-delà de la bande [Gelfand, 2004].
Les variations mécaniques de la membrane basilaire, qui ont pour effet des réponses variables
en fonction de la plage de fréquences, peuvent être modélisées par un tableau de filtres auditifs
(pouvant être en chevauchement) [Munkong and Juang, 2008]. La notion de filtre auditif et celle
de bande critique furent au début interchangeables [Jurado and Robledano, 2007]. Toutefois, le
terme filtre auditif est aujourd’hui plus courant, car il permet de prendre en considération plusieurs
aspects, notamment le phénomène de masquage qui n’est pas modélisé d’après la définition de la
bande critique [Jurado and Robledano, 2007]. De surcroît, les différents filtres auditifs proposés
dans les différents travaux, peuvent prendre différentes formes, bien plus complexes que la forme
rectangulaire de la bande critique [Patterson, 1976] [Patterson and Henning, 1977] [Sommers and
Humes, 1993] [Moore et al., 1995].
Les filtres Gammatone [Patterson et al., 1987] [Patterson et al., 1995] [Slaney, 1993] sont considérés
comme l’une des modélisations du fonctionnement de la membrane basilaire les plus réputées. Ils
sont basés sur un modèle de bandes critiques appelé Equivalent Rectangular Bandwidth (ERB). Ils
ont été créés suite à plusieurs expérimentations impliquant des sujets jeunes ayant une audition
normale [Moore and Glasberg, 1983] [Glasberg and Moore, 1990] [Greenwood, 1990] [Peters and
Moore, 1992]. Le ERB est défini comme suit :
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ERB = 24.7(4.37F + 1) (3.1)
Plusieurs autres modèles ont également été proposés [Smith and Abel, 1999] [Lyon et al., 2010a].
L’un des modèle les plus intéressants est celui proposé par [Lyon, 1982]. Il est composé d’un réseau
de filtres parallèles, invariables dans le temps, disposés en cascade.
3.1.3 Applications
Les coefficients basés sur les filtres auditifs modélisant le système auditif humain sont utilisés aussi
bien en RAP et RAL qu’en reconnaissance des sons de l’environnement. Dans [Srinivasan and
Wang, 2008] un modèle de reconnaissance des mots isolés en présence de plusieurs locuteurs est
proposé. Des filtres Gammatone sont utilisés. Dans [Schluter et al., 2007], des coefficients basés
sur les filtres Gammatone sont combinés avec plusieurs autres coefficients acoustiques pour la
RAP. Plusieurs autres travaux sur la RAP utilisent des coefficients basés sur le modèle auditif de
la cochlée : [Rademacher and Mertins, 2006] [Shao et al., 2009] [Minh and Lee, 2004] [Abdulla,
2002]. En RAL, on trouve également des travaux intéressants : [Zhang and Abdulla, 2005] [Zhao
et al., 2012] [Abdulla and Zhang, 2010].
Plusieurs travaux en REA sont également basés sur des filtres modélisant le système auditif humain.
[Anniés et al., 2007] utilisent des filtres Gammatone pour la reconnaissance des sons de pas. [Valero
and Alías, 2012] utilisent une combinaison entre des filtres Gammatone et une analyse en odelettes
pour la reconnaissance des sons de l’environnement. D’autres travaux incluent : [Hernandez et al.,
2007] [Lin and Abdulla, 2007] [Leng et al., 2010] [Leng et al., 2012].
3.2 Approches fondées de la reconnaissance de la parole
Bien que les travaux sur la reconnaissance automatique de la parole soient très abondants, l’utilisa-
tion des coefficients MFCC avec des modèles de Markov cachés reste l’approche la plus courante
[Baker et al., 2009]. Les coefficients MFCC sont calculés sur des fenêtres de signal de très courte
durée, ce qui ne permet pas de conserver l’information temporelle du signal. Plusieurs techniques,
tels que les coefficients delta et double-delta [Furui, 1981] [Kumar et al., 2011], la technique RASTA
(RelAtive SpecTrAl) [Hermansky and Morgan, 1994] ou bien la technique TRAPs (TempoRAl Pat-
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Figure 3.4: Spectrogramme d’un claquement de porte et HMM correspondant à l’évolution temporelle
terns) et ses variantes [Hermansky and Sharma, 1998] [Hermansky and Sharma, 1999] [Jain et al.,
2002], sont utilisées pour incorporer l’information temporelle dans les vecteurs de coefficients
acoustiques.
Les HMMs sont utilisés à un plus haut niveau pour modéliser l’information temporelle. À l’instar
de la RAP, on suppose que la production des autres sons est un système markovien. La figure 3.4
illustre le spectrogramme d’un claquement de porte et une possible modélisation par un HMM. Cet
exemple représente un type de son dont l’évolution dans le temps est bien claire (c’est le cas de
presque tous les enregistrements de cette classe). Comme nous l’avons vu au chapitre 2 (figures 2.10
et 2.11), cela n’est pas le cas de toutes les classes de sons. Autrement dit, l’information temporelle
pourrait, pour certains types de sons, ne pas être significative.
Cowling [Cowling and Sitte, 2002] propose une synthèse des méthodes issues de la RAP et
utilisées pour la reconnaissance des sons de l’environnement. D’après l’auteur, les HMMs ne sont
pas appropriés pour l’analyse des sons de l’environnement en raison de l’absence d’un alphabet
phonétique. Nous restons toutefois sceptiques quant à cette hypothèse. Les HMMs peuvent être
utilisés pour la reconnaissance des sons de l’environnement, comme en témoigne l’existence de
plusieurs travaux les utilisant. De surcroît, les auteurs n’ont pas inclus les HMMs dans leurs tests,
aucune comparaison avec les autres méthodes n’a donc été réalisée.
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Parmi les autres méthodes qui y sont mentionnées on trouve la déformation temporelle dy-
namique (DTW pour Dynamic Time Warping), la quantification vectorielle (VQ pour Vector
quantization) et les réseaux de neurones artificiels (ANNs pour Artificial Neural Networks).
Dans [Ma et al., 2006], des HMMs avec des coefficients MFCC sont utilisés. Les meilleurs résultats
sont obtenus avec des HMMs de type gauche-droite ayant plusieurs états (en comparaison des
modèles ergodiques ou ceux à un seul état). Cela confirme que la modélisation de l’information
temporelle pourrait apporter un gain en reconnaissance. Dans [Xiang et al., 2010] une comparaison
entre les performances des GMMs et des HMMs est faite. Les résultats obtenus confirment les
résultats obtenus dans [Ma et al., 2006]. Dans [Eronen et al., 2006], une comparaison entre
les performances d’un système basé sur HMMs et celles de sujets humains est réalisée. Les
performances du système sont inférieures mais elles restent plutôt intéressantes, du fait que les
auteurs utilisent un nombre réduit de coefficients acoustiques.
[Gaunard et al., 1998] utilise des HMMs discrets avec des coefficients LPC (Linear Prediction
Coding). Les vecteurs LPC sont transformés en observations discrètes par VQ. Dans [Matos et al.,
2006] des HMMs sont utilisés avec des coefficients MFCC pour la détection des toux dans des flux
audio.
En résumé, les travaux utilisant des HMMs pour la reconnaissance des événements acoustiques,
autres que la parole, sont assez similaires. Les coefficients utilisés peuvent parfois différer, mais
ils sont souvent des MFCC ou bien des LPC. D’autres coefficients sont également utilisables
(delta, double-delta, ZCR, Spectral Roll-Off, etc.). D’autres travaux peuvent être trouvés dans :
[Ntalampiras et al., 2009] [Allegro et al., 2001] [Dufaux et al., 2000] [Zienowicz et al., 2008].
3.3 Approches fondées sur la reconnaissance du locuteur
Depuis le début des années 2000, des progrès très importants ont été réalisés en reconnaissance
automatique du locuteur. Bien que certains travaux se soient intéressés à l’étude des paramètres
acoustiques, les efforts se sont surtout concentrés sur les méthodes de classification et la modé-
lisation de la variabilité entre les différents enregistrements d’un locuteur. Cette variabilité, plus
communément appelée variabilité de session (Session Variability) [Kenny et al., 2007b] [Vogt
and Sridharan, 2008], désigne toute différence entre deux enregistrements du même locuteur, et
constitue un défi majeur en RAL [Kinnunen and Li, 2010a]. Elle peut être due à plusieurs facteurs :
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changement de l’environnement acoustique, changement des outils ou des méthodes d’enregis-
trement, variations de la voix du locuteur dues à l’âge, à l’état émotionnel, à l’état de santé, etc.
Des travaux relativement récents en RAL s’intéressent à la structuration en locuteurs (Speaker
Diarization) des flux audio [Zhu et al., 2005] [Zhu et al., 2006]. Ces avancées en RAL, et d’autres
encore, devront profiter aux travaux sur la reconnaissance des sons de l’environnement.
Beaucoup de de coefficients acoustiques utilisés en RAL viennent directement de la RAP, dont
principalement : [Kinnunen and Li, 2010a] :
— Les coefficients spectraux à court terme (MFCC, LPCC pour Linear Predictive Cepstral
Coefficients [Huang et al., 2001], LSF pour Line Spectral Frequencies [Huang et al., 2001],
PLP pour Perceptual Linear Prediction [Hermansky, 1990], etc.)
— Les coefficients spectro-temporels (delta, double-delta, TDCT pour Temporal Discreste
Cosine Transform [Kinnunen et al., 2008], etc.)
— Les caractéristiques prosodiques (débit, accentuation intonation, rythme, etc.) [Shriberg
et al., 2005]
— Les caractéristiques de la source vocale (fréquence fondamentale ou F0, impulsion glottique)
[Shriberg et al., 2005] [Kinnunen and Alku, 2009] [Espy-Wilson et al., 2006]
— Les caractéristiques de haut niveau (vocabulaire utilisé, etc.) [Doddington, 2001]
Les trois dernières catégories de caractéristiques sont étroitement liées à la parole, elles ne sont,
de ce fait, pas d’un grand intérêt pour la REA. Les méthodes de classification utilisées en RAL
ont eu, en revanche, une grande influence sur la REA. Les sections suivantes présentent les princi-
pales méthodes ainsi que les travaux qui les ont retenues pour la reconnaissance des événements
acoustiques.
3.3.1 Reconnaissance en utilisant la quantification vectorielle
La quantification vectorielle [Gersho and Gray, 1992] fut l’une des premières méthodes en RAL
[Burton, 1987] [Soong et al., 1985] [Soong and Rosenberg, 1988] [He et al., 1999]. Elle est
assez simple de principe. Deux séquences de vecteurs acoustiques X = {x1, . . . ,xM} et T =
{t1, . . . , tN} sont comparées comme suit :









où DQ est la distorsion moyenne de quantification (Average Quantization Distortion) entre les
deux séquences, et d(., ). est une mesure de distance telle que la distance Euclidienne (‖xm−tn‖).
La séquence inconnue X est attribuée à la classe dont la séquence (d’apprentissage) T donne la
plus petite valeur de DQ. Pour des raisons d’efficacité, le nombre de vecteur est souvent réduit
en utilisant une méthode de partitionnement de données tel que K-moyennes (K-means [Linde
et al., 1980]) ou une de ses variantes (K-means++, Fuzzy c-means [Arthur and Vassilvitskii,
2007] [Cannon et al., 1986] etc.). La séquence est réduite en un petit nombre de vecteurs appelé
dictionnaire (Codebook).
En dépit de quelques résultats prometteurs, en comparaison notamment avec les réseaux de neurones
[Cowling and Sitte, 2002], cette méthode a été très peu testée en REA. Dans [Cowling and Sitte,
2003], plusieurs méthodes de classification et plusieurs types de coefficients sont comparés. les
meilleurs résultats sont obtenus avec le DTW. La VQ était la deuxième meilleure méthode (devant
les GMMs et les ANNs), en utilisant des coefficients issus d’une transformée en ondelettes
continue (Continuous Wavelet Transform). Pour les MFCC, les résultats obtenus avec des GMMs
étaient meilleurs que ceux obtenus avec la VQ.
3.3.2 Reconnaissance avec des GMMs
Les GMMs [Reynolds and Rose, 1995] [Reynolds et al., 2000] sont l’une des méthodes les plus
utilisées en RAL. Pour classifier une séquence X , on considère indépendantes les observations qui
la composent. De ce fait, étant donné un modèle GMM λc = {wk, µk,Σi}Kk=1, estimé à partir des





En pratique, on utilise le log de la probabilité, ce qui donne :





La séquence X est attribuée à la classe la plus probable.
Dans [Chu et al., 2009], les GMMs sont utilisés pour la classification des sons de l’environnement.
Des coefficients MFCC avec des coefficients extraits par une méthode appelée Matching Pursuit
sont utilisés. Dans [Vacher et al., 2008], une évaluation de la reconnaissance des sons de détresse
pour une application de télé-médecine est réalisée. Des HMMs et des GMMs sont testés avec des
coefficients LFCC (Linear-Frequencies Cepstral Coefficients). Les meilleurs résultats sont obtenus
avec des HMMs. Dans [Ito et al., 2011], plusieurs modèles GMMs par classe de sons sont créés en
utilisant une procédure itérative. À chaque étape, un modèle est estimé, puis les données utilisées
en apprentissage sont évaluées par rapport au modèle obtenu. Les vecteurs avec la plus faible
probabilité sont utilisés à l’étape suivante pour créer le prochain modèle.
Comme en reconnaissance du locuteur, beaucoup de travaux introduisant d’autres méthodes,
incluent les GMMs comme base de comparaison. D’autres travaux utilisant des GMMs peuvent
être trouvés dans [Istrate et al., 2006a] [Istrate et al., 2006b] [Vacher et al., 2004] [Sivasankaran
and Prabhu, 2013] [Bahoura and Pelletier, 2004].
3.3.3 Reconnaissance avec des SVMs : classification de fenêtres isolées)
Les premiers travaux utilisant les SVMs pour la RAL suivaient le même schéma que celui des
GMMs, c’est-à-dire, les vecteurs acoustiques d’une séquence X étaient classifiés séparément.
En utilisant une stratégie d’agrégation, un score est calculé pour la séquence toute entière. Les
deux stratégies d’agrégations utilisées sont le vote majoritaire ou bien la somme des distances qui
résultent de la classification des vecteurs [Schmidt and Gish, 1996] [Wan and Campbell, 2000].
Cette approche est utilisée dans [Ghiurcau and Rusu, 2010] avec des coefficients MFCC en entrée.
Dans [Wang et al., 2008], elle est appliquée pour la reconnaissance des sons dans une maison
intelligente. Les vecteurs MFCC sont préalablement transformés par une analyse en composantes
indépendantes (ICA pour Independent Component Analysis) ou par une analyse en composantes
principales (PCA pour Principal Component Analysis) pour réduire la taille des données.
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Cependant, cette approche est source d’un problème très important. Les vecteurs acoustiques n’étant
en effet pas linéairement séparables, l’utilisation de modèles SVM avec le noyau RBF constitue
souvent un meilleur choix en comparaison avec le noyau linéaire. Toutefois, les modèles obtenus
sont très volumineux car la plupart des vecteurs sont retenus comme vecteurs de support. De plus,
les valeurs de certains paramètres du modèle (paramètre d’apprentissage C et Γ du noyau RBF) ne
doivent pas être choisies arbitrairement. Une recherche exhaustive [Hsu et al., 2010] très longue
est souvent nécessaire pour déterminer les meilleures valeurs pour chaque modèle SVM. Pour
accélérer cette procédure, le nombre de vecteurs peut être réduit en utilisant une méthode tel que
K-moyennes.
3.3.4 Reconnaissance avec des SVMs : noyaux de classification de séquences
Une manière d’éviter l’utilisation des vecteurs acoustiques directement en entrée d’un SVM est de
transformer une séquence de vecteurs en un seul vecteur de taille fixe. Certains travaux en REA ont
recours à cette idée en calculant souvent un vecteur de coefficients statistiques depuis la séquence
de vecteurs acoustiques, tel que dans [Guo and Li, 2003]. La même méthode est utilisée dans
[Temko and Nadeu, 2005] pour la classification des événements acoustiques en salle de réunion
(plusieurs types de paramètres acoustiques sont utilisés : MFCC, ZCR, Short time energy, Subband
energies, Filter-Bank Energies). De meilleurs résultats sont obtenus avec des SVMs en comparaison
des GMMs. Dans [Chen et al., 2006b] les sequences de caractéristiques sont remplacées par la
moyenne, le minimum et le maximum. Ce type d’approches n’est pourtant pas récent, le même
principe fut en effet utilisé en RAL [Markel et al., 1977], avant que les méthode statistiques tels
que les GMMs ne s’imposent.
Le succès des SVMs comme méthode de classification aux bases théoriques très solides est soutenu
par une efficacité en pratique pour plusieurs tâches de classification. Avec une importante expérience
en matière de méthodes génératives (GMMs, HMMs), et quelques premiers résultats prometteurs
en utilisant les SVMs, la communauté de la RAL a proposé un certain nombre de méthodes
de transformation de séquences, particulièrement adaptées au problème de la reconnaissance du
locuteur. L’objectif de ces méthodes est de contourner les problèmes dus à l’utilisation des vecteurs
acoustiques directement en entrée d’un SVM
Pour atteindre cet objectif, l’idée de base de ces méthodes est de transformer une séquence d’un
nombre arbitraire de vecteurs acoustiques en un seul vecteur, appartenant à un espace vectoriel
souvent plus grand, et d’éviter ainsi de comparer des séquences de taille différente. Les vecteurs
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obtenus après transformation sont, de surcroît, linéairement séparables, ce qui signifie qu’un noyau
SVM linéaire peut être utilisé en classification (au lieu du noyau RBF utilisé avec les vecteurs
acoustiques).
Les noyaux SVM de discrimination de séquences (Sequence Discriminant Kernels) utilisés en
RAL furent précédés d’un certain nombre de travaux, dont certains ont eu une influence certaine.
Les travaux de [Jaakkola and Haussler, 1998] ont donné naissance au noyau Fisher, un des noyaux
les plus utilisés pour la classification de séquences. Cette approche est généralisée dans [Smith and
Gales, 2002] pour une utilisation en reconnaissance de la parole. L’idée de ce type de noyaux est
d’exploiter les modèles génératifs pour transformer une séquence en un seul vecteur, en calculant la
dérivée première du score de vraisemblance d’une séquence :
ψfisher(X) = ∇θ log(X|λ, θ) (3.5)
où λ est le modèle Gaussien paramétré par l’ensemble de paramètres θ. Appliquée à la classification
de séquences biologiques, cette méthode a donné de meilleurs résultats que les HMMs [Jaakkola
and Haussler, 1998].
Depuis, plusieurs autres noyaux de discrimination de séquences ont été proposés tels que DTAK
(Dynamic Time Alignment Kernel) [Noma, 2002], PolyDTW (Polynomial Dynamic Time Warping)
[Wan and Carmichael, 2005] ou bien celui basé sur le GDTW (Gaussian Dynamic Time Warping)
[Bahlmann et al., 2002].
Après le noyau PolyDTW, plusieurs noyaux, en RAL, ont également été proposés ou adaptés à
partir d’autres domaines. On utilise souvent le terme super vecteur (Super Vector) pour se référer
au vecteur issu de la transformation d’une séquence. Le terme super vecteur est d’habitude utilisé
pour un vecteur obtenu par la transformation du noyau GSL. [Kinnunen and Li, 2010a] l’utilisent
pour désigner tout vecteur (unique, et souvent d’une très grande taille) issu d’une transformation
d’une séquence de vecteurs, et utilisé en entrée d’un SVM.
L’idée du noyau GLDS (Generalized Linear Discriminant Sequence Kernel) [Campbell et al.,
2006a] est de transformer chaque vecteur acoustique xi de la séquence X en un vecteur b(xi).
Celui-ci contient tous les monômes de degré d, calculés depuis les caractéristiques du vecteur xi.
Cette procédure est baptisée Polynomial Expansion [Campbell et al., 2002]. Pour un vecteur à
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deux dimensions, x = (x1, x2)T , b(x) = (1, x1, x2, x12, x1x2, x12)T . Le super vecteur GLDS
d’une séquence de longueur M est la moyenne des vecteurs b(x)i : bavg = 1M
∑M
i=1 b(xi).
Le noyau SVM-GSL (SVM-GMM Supervector Linear Kernel) [Campbell et al., 2006b] [Dehak
and Chollet, 2006] est le fruit d’une combinaison entre GMM et SVM. Son idée de base est
d’adapter un modèle GMM du monde λUBM (UBM pour Universal Bachground Model, un modèle
GMM créé en utilisant des données en provenance de tous les locuteurs) par la procédure MAP
(Maximum a Posteriori) [Gauvain and Lee, 1994], en utilisant une séquence de vecteurs X en
entrée de l’algorithme d’adaptation. Les vecteurs moyens du modèle adapté qui en résulte, λX , sont
« empilés » pour former un seul vecteur. Celui-ci remplacera la séquence X et sera utilisé en entrée
d’un SVM. Cette approche sera décrite plus en détails au chapitre 4.
Enfin, le noyau SVM-MLLR Supervector utilise la méthode MLLR (Maximum Likelihood Linear
Regression) [Leggetter and Woodland, 1995] comme méthode d’adaptation d’un HMM (au lieu
d’un GMM) [Stolcke et al., 2007].
Les noyaux de classification de séquences, devenus une approche standard en RAL, n’ont reçu que
très peu d’intérêt en REA. [Temko et al., 2005] fait une comparaison entre un certain nombre de
noyaux pour la classification des événements acoustiques en salle de réunion. Le noyau Fisher a
obtenu les meilleures performances en comparaison avec les noyaux GDTW, DTAK et PolyDTW.
Les performances de ce dernier sont comparables à celles d’un système à base de GMMs. GDTW
et DTAK ont eu des résultats inférieurs. Ce travail a eu lieu avant l’introduction des noyaux GLDS,
SVM-GSL et SVM-MLLR. Depuis, à notre connaissance, aucune autre comparaison n’a été faite.
Dans [Zhuang et al., 2010], le noyau SVM-GSL est utilisé dans un système de détection des
événements acoustiques dans des enregistrements audio. Le système opère en deux phases. Les
événements sont d’abord détectes et pré-classifiés en utilisant un approche hybride, combinant des
HMMs avec des réseaux de neurones. Les segments détectés sont ensuite classifiés en utilisant
SVM-GSL.
Dans le cadre de cette thèse, nous avons comparé les performances du noyau SVM-GSL avec avec
celles des GMMs, pour la classification des sons de la vie quotidienne [Sehili et al., 2012a]. Nous
l’avons également retenu pour la classification des événements acoustiques en utilisant une base de
données enregistrée dans une maison intelligente [Sehili et al., 2012b].
Plusieurs avancées récentes en RAL, souvent étroitement liées aux deux principales méthodes du
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domaine, GMM et SVM, peuvent être consultées dans la littérature. Bien qu’elles ne soient pas
retenues dans cette thèse, nous pensons, d’après les résultats que nous avons obtenus en utilisant
des techniques issues de la RAL, qu’elles constitueront une bonne perspective de recherche. Nous
donnons, dans les paragraphes suivants, une brève description de quelques-unes des techniques les
plus intéressantes.
Nuisance Attribute Projection (NAP) : La méthode NAP est utilisée pour réduire la variabilité inter-
sessions entre les différents enregistrements d’un locuteur [Solomonoff et al., 2005] [Campbell
et al., 2006c]. Elle peut être appliquée aux super vecteurs (de n’importe quel type) avant qu’on les
utilise en entrée d’un SVM. La transformation NAP d’un super vecteur x est :
xˆ = x−U(UTx) (3.6)
où U est la matrice des canaux propres (Eigenchannel Matrix) calculée en utilisant des données
de développement contenant des enregistrements de plusieurs locuteurs, réalisés sur plusieurs
sessions pour chacun. Une fois la matrice U connue, elle pourra être utilisée pour transformer les
vecteurs à reconnaître. la transformation dans l’équation 3.6 a pour objectif de soustraire le super
vecteur obtenu par projection sur l’espace des canaux du super vecteur initial. D’autres méthodes
comparables à la méthode NAP existent également. Leur but étant de réduire la variabilité intra-
classe des vecteurs d’un locuteur et de maximiser la variabilité inter-classes de tous les locuteurs.
Les deux méthode les plus utilisées sont WCCN (Within-Class Covariance Normalization) [Hatch
and Stolcke, 2006] et LDA (Linear Discriminant Analysis) [Vogt et al., 2008].
Factor Analysis (FA) : La technique d’analyse factorielle est comparable au NAP mais elle utilisée
avec des modèles génératifs (GMMs) pour modéliser la variabilité inter-sessions.
En vérification du locuteur, le modèle GMM d’un locuteur est estimé en adaptant un modèle du
monde, λUBM , par une procédure MAP (voir la section 4.2 pour plus de détails sur le MAP). Le
MAP permet d’adapter les vecteurs moyens, les poids et les matrices de covariances d’un modèle
UBM, mais en pratique seuls les vecteurs moyens dont adaptés. De ce fait, le modèle d’un locuteur
particulier est représenté par l’ensemble des vecteurs moyens adaptés, les poids et les matrices de
covariances étant les mêmes pour tous les locuteurs.
La technique JFA (Joint Factor Analysis) [Kenny et al., 2007a] [Kenny et al., 2007b] [Kenny
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et al., 2008] a été proposée pour modéliser explicitement la variabilité inter-sessions du modèle de
locuteur. Comme mentionné au paragraphe précédent, le modèle du locuteur est représenté par le
vecteur M, composé des vecteurs moyens adaptés. Le vecteur M est une combinaison linéaire des
composantes représentant le locuteur et celles représentant le canal (ou la session). De ce fait, il
peut être écrit comme suit :
M =m+Vy +Ux+Dz (3.7)
où m est un vecteur indépendant du locuteur et du canal (en général, il est composé des vecteurs
moyens du modèle UBM), V est la matrice de de voix propres (Eigenvoices) représentant le
locuteur, U la matrice des canaux propres représentant le canal et D la matrice diagonale des
résidus. V et U sont des matrices de rang réduit (Low Rank) et D est une matrice diagonale. x et y
sont deux variables aléatoires centrées réduites normalement distribuées (N (I, 0)) représentants les
facteurs du canal et ceux du locuteur respectivement. Les matrices V, U et D sont estimées sur de
larges données de développement [Kenny, 2005] [Kenny et al., 2008]. Les vecteurs x, y et z sont
estimés pour chaque locuteur lors de l’apprentissage. Après la suppression des composantes du
canal, le vecteur représentant le locuteur, s, s’écrira comme suit :
s =m+Vy +Dz (3.8)
Identity Vector (i-vector) : Dans la méthode JFA, le locuteur et le canal sont représentés par deux
espaces distincts (matrices V et U, équation 3.7). D’après [Dehak, 2009], les facteurs de canal
qui modélisent normalement les effets du canal contiennent également des informations sur le
locuteur. De ce fait, [Dehak et al., 2011] proposent une nouvelle méthode d’analyse qui ne fait pas
de distinction entre le locuteur et le canal :
M =m+Tw (3.9)
où m est un vecteur indépendant du locuteur et du canal (super vecteur composé des moyennes
du modèle UBM), T est une matrice de rang réduit et w est une variable aléatoire centrée réduite
normalement distribuée. Les composantes du vecteur w sont appelées facteurs totaux (Total
Factors) et forment le vecteur d’identité ou i-vector qui pourra être utilisé en entrée d’un SVM.
Plus de détails sur le calcul du i-vector pouvent être trouvés dans : [Dehak et al., 2011], [Senoussaoui
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et al., 2010] et [Bousquet et al., 2011].
3.4 Approches fondées sur les techniques du traitement d’image
Une autre tendance récente et très prometteuse en matière de reconnaissance des événements
acoustiques fait appel à quelques techniques utilisées en vision par ordinateur. L’idée de base de
ces approches est de transformer le signal audio en une représentation visuelle de deux dimensions,
qui sera traitée comme une image.
Ce type d’approches trouve ses origines dans les domaines voisins. En reconnaissance de la musique
par exemple, [Ke et al., 2005] utilise la célèbre méthode de Viola et Jones [Viola and Jones, 2001]
[Viola and Jones, 2004] pour la détection d’objets. Un grand nombre de caractéristiques du type
Haar-like sont extraites depuis le spectrogramme du signal et sélectionnées en utilisant AdaBoost
[Freund and Schapire, 1997] [Schapire and Singer, 1999].
Dans [Liao et al., 2011], des caractéristiques appelées Local Binary Pattern sont également extraites
depuis le spectrogramme du signal et utilisées en classification avec les K plus proches voisins
(KNN ou K-Nearest Neighbors).
[Dennis et al., 2011] proposent des caractéristiques appelées SIF (Spectrogram Image Feature)
utilisées avec les SVMs. Des performances nettement supérieures à celles d’un système du type
MFCC-HMM ont été obtenues, même en présence du bruit. Les auteurs ont pu améliorer leur
système en utilisant une représentation visuelle basée sur les filtres Gammatone [Patterson et al.,
1987] (caractéristiques appelées SPD pour Subband Power Distribution.) L’utilisation des filtres
Gammatone permettrait une meilleure exploitation de l’information temporelle [Dennis et al.,
2013b].
Dans [Janvier et al., 2012] on trouve un autre exemple de l’utilisation des filtres Gammatone. La
représentation visuelle générée est appellée SAI (Stabilized Auditory Image) [Lyon et al., 2010b].
Les performances obtenues sont néanmoins comparables avec celles d’un système MFCC-HMM.
[Lyon et al., 2010b] [Lyon, 2010] utilisent également, pour la génération d’une représentation
visuelle du signal, des filtres basés sur le modèle de la cochlée. Des travaux plus récents utilisant
les techniques de traitement d’images peuvent être trouvés dans [Dennis et al., 2012] et [Dennis
et al., 2013a].
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3.5 Conclusions
Bien que l’intérêt pour la reconnaissance des sons de l’environnement ait commencé il y a longtemps,
ce domaine se trouve encore à un stade très préliminaire. En dépit de quelques premiers travaux
isolés dans les années 90, la majorité des publications sont en effet très récentes. Les efforts de
recherche devront se poursuivent pendant de nombreuses années encore avant que le domaine trouve
sa ou ses méthodes de référence, à l’instar de la reconnaissance de la parole ou la reconnaissance
du locuteur.
Une grande quantité de travaux exploitent des techniques utilisées en RAP ou en RAL (coefficients
acoustiques et algorithmes de classifications) ce qui n’est, de prime abord, pas une mauvaise
idée. Le problème est que, hélas, beaucoup de travaux se ressemblent, sans qu’il n’y ait beaucoup
d’efforts de comparaison. La comparaison entre les travaux est rendue difficile par les besoins
différents des applications et par l’utilisation de bases de données différentes, souvent enregistrées
en partie en laboratoire, et complétées par des ressources que l’on trouve sur la toile.
Les noyaux SVM de discrimination de séquences, notamment ceux utilisés en RAL, n’ont pas
fait l’objet d’une étude complète et d’une comparaison en REA. Nous avons, dans cette thèse,
étudié ces méthodes et en retenu une (SVM-GSL) pour la tester avec la reconnaissance des sons de
l’environnement. D’autres avancées en RAL sont encore à explorer.
Les filtre auditifs modélisant le fonctionnement de cochlée ont initialement été proposés en vue
d’une utilisation en RAP et en RAL.ils ont visiblement longtemps été en arrière-plan par rapport à
d’autres approches. Ils ont en effet été loin de pouvoir concourir avec les techniques existantes qui
fonctionnent déjà très bien (notamment les coefficients MFCC ). Dans un article intitulé Towards
increasing speech recognition error rates, [Bourlard et al., 1996] avançaient le fait que, pour qu’une
nouvelle approche soit évaluée à sa juste valeur, la communauté de la RAP doit, pour un certain
temps, tolérer une baisse en performances. L’article mentionne des filtres auditifs entre autres. Lyon
[Lyon, 2010], de son côté, pense qu’une meilleure alternative à cela serait d’utiliser ces techniques
dans un domaine « mal-desservi », en l’occurrence pour les filtres auditifs, celui de la REA.
Depuis quelques années, l’intérêt pour les filtres auditifs a effectivement commencé à trouver
sa place en REA. Une utilisation intelligente des techniques du traitement d’image a permis de
redécouvrir la puissance de ces filtres. Les applications qui s’y intéressent sont très récentes, la
plupart des travaux étant publiés en parallèle avec le travail réalisé dans cette thèse.
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Enfin, nous clôturons ce chapitre par un certain nombre de points dont nous croyons qu’ils méritent
une attention particulière en REA :
Coefficients acoustiques : La plupart des travaux emploient les coefficients utilisés et optimisés
pour la RAP. Rien ne prouve qu’ils soient appropriés pour les sons de l’environnement. Intuitive-
ment, on pourrait facilement penser que la différence de l’enveloppe d’amplitude du signal (ou
du spectrogramme) entre certaines classes de sons suggère l’exploitation d’autres caractéristiques,
probablement moins complexes que les MFCC, pour les discriminer. La « redécouverte » des filtres
auditifs en REA constitue un bon enseignement. Nous abordons le sujet des coefficients acoustiques
au chapitre 5.
Information temporelle : Les résultats obtenus avec des HMMs sont souvent meilleurs que ceux
des GMMs. Pour certaines classes du moins, l’incorporation de l’information temporelle pourrait
être bénéfique. Cependant, l’exploitation des HMMs en REA est moins étudiée en comparaison
avec la RAP. Le nombre d’états des modèles HMM utilisés est souvent fixe et est le même pour
toutes les classes de sons. Des techniques plus avancées devraient être utilisées pour une meilleure
exploitation des HMMs.
Techniques de compensation de variabilité inter-session (Inter-session Variability Compensation) :
Utilisées en RAL, elles permettent de réduire les différences entres des enregistrements du même
locuteur. Elles semblent très intéressantes pour la REA, notamment pour les classes de sons dont
les enregistrements proviennent de sources et d’environnements différents.
Bases de données : Difficile de comparer les différents travaux sans utiliser les mêmes données.
Les chercheurs travaillant sur la même problématique en REA (REA dans une maison intelligente
dans notre cas) devraient faire plus d’efforts pour partager leurs ressources. Après notre publication
à Eusipco 2012 [Sehili et al., 2012a], nous avons été contactés par plusieurs autres chercheurs pour










MÉTHODES MISES EN ŒUVRE
Dans ce chapitre, nous décrivons les méthodes que nous avons retenues pour la reconnaissance des
sons de l’environnement. Comme nous l’avons mentionné dans les deux chapitres précédents, ces
méthodes s’inspirent des méthodes utilisées en reconnaissance du locuteur. Les expérimentations
ont été réalisées en utilisant deux bases de données différentes. La première base contient des
enregistrements audio découpés, de plusieurs sons de la vie courante. La seconde base est créée
dans le cadre du projet SWEET-HOME. Elle contient des enregistrements continus de scénarios de
la vie courante, enregistrés dans un maison intelligente, en présence de plusieurs microphones. Les
deux bases seront décrites plus en détails dans ce chapitre.
4.1 Méthodes retenues
La figure 4.1 montre la chronologie du travail réalisé sur les méthodes de REA (reconnaissance des
événements acoustiques) retenues dans cette thèse. L’équipe ANASON de l’ancien laboratoire de
l’ESIGETEL, LRIT (Laboratoire de Recherche et d’Innovation Technologique à Fontainebleau),
avait déjà travaillé sur un système basé sur des GMMs. Notre première motivation fut donc
d’explorer d’autres techniques. L’intérêt pour les SVMs comme méthode de classification nous
a incités à prendre cette direction ; c’est-à-dire, à utiliser une méthode discriminative comme
alternative aux GMMs qui représentent un modèle génératif. Dans ce qui suit, nous donnons une
brève description des méthodes retenues.
SVM-frame-level : La première méthode testée, que nous appelons SVM-frame-level, est compa-
rable aux méthodes décrites dans la section 3.3.3. Autrement dit, les vecteurs acoustiques étaient
directement utilisés en entrée d’un SVM. Après maintes expérimentations (tests avec plusieurs
types de noyaux, tests de plusieurs schémas de classification multi-classe, etc.) il s’est avéré que,
pour une utilisation efficace de cette approche [Sehili et al., 2010], mis à part la normalisation des
données, les meilleurs paramètres de chaque modèle SVM doivent être déterminés par recherche
exhaustive [Hsu et al., 2010]. À moins que l’on réduise la taille des données (au prix d’une perte en
information, en utilisant K-means par exemple), cette recherche peut être extrêmement gourmande
en temps de calcul. D’après notre expérience, une semaine nous a été nécessaire, en utilisant un
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Voir chapitre 5 
Figure 4.1: Évolution du travail sur les méthodes de reconnaissance
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réseau de cinq ordinateurs de bureau (tournant avec un processeur de 2.50GHz × 4 et 4Go de
mémoire chacune) , pour terminer les traitements. L’utilisation de plusieurs coefficients (en plus
des MFCC), qui augmenterait la taille des données, n’était envisageable avec cette méthode.
GMM : L’utilisation des GMMs fut motivée par deux éléments : accélérer les temps de traitement
et avoir une base de comparaison avec SVM-frame-level. Les résultats obtenus avec des GMMs
étaient meilleurs que ceux de SVM-frame-level [Vacher et al., 2011]. Nous avons donc décidé
d’abandonner cette dernière pour le reste de cette thèse.
SVM-GSL : L’étude de la littérature de la RAL (reconnaissance automatique du locuteur) nous
a permis de découvrir certaines des avancées importantes que la communauté a réalisées depuis
quelques années. En ce qui concerne les méthodes de reconnaissance, les noyaux SVM de classifi-
cation de séquences semblent être une alternative intéressante aux solutions classiques basées sur
des GMMs. Étant nous-mêmes en quête de méthodes efficaces pour la REA, et vu notre expérience
avec la méthode SVM-frame-level, il nous semblait raisonnable de nous tourner vers ces nouvelles
approches. Parmi les noyaux qu’on trouve dans la littérature, GLDS et GSL semblaient les plus
aisés à mettre en œuvre, en plus de donner des résultats intéressants. Dans [Fauve et al., 2007], de
meilleurs résultats sont obtenus avec le noyau GSL en comparaison avec GLDS. Nous avons donc
retenu le noyau GSL pour le comparer aux GMMs.
Ce choix comporte tout de même un risque car, si le noyau GLDS n’exige particulièrement pas
beaucoup de données, le modèle UBM, utilisé dans la transformation du noyau GSL, requiert
souvent une quantité importante de données. En RAL, plusieurs dizaines (ou centaines) d’heures
de parole sont souvent utilisées pour créer le modèle UBM [Reynolds et al., 2000]. Ce n’est pas
le cas des données qu’on utilisera dans les expérimentations (voir tableau 4.1, un tiers de la base
est utilisé pour créer le modèle UBM). De surcroît, lors de la dérivation des super vecteurs, les
enregistrements utilisés (un seul à la fois, voir figure 4.3 plus loin) pour adapter le modèle peuvent
être très courts. Pour être plus précis, certains sons ne durent guère plus qu’une ou deux secondes
(des claquements de portes, des chocs ou des éternuements, par exemple). Ces facteurs pourraient
rendre difficile l’utilisation du noyau GSL pour la REA.
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4.2 Description du noyau SVM-GSL
L’objectif des noyaux SVM de discrimination de séquences est d’éviter l’utilisation des vecteurs
acoustiques directement en entrée d’un SVM. [Fauve et al., 2007] donnent une définition générale
d’un noyau SVM de discrimination de séquences. Pour deux séquences de vecteurs X et Y , le
noyau est défini par :
K(X,Y ) = Φ(X)tR−1Φ(Y ) (4.1)
où Φ(X) est une transformation (Mapping) de la séquence X en un vecteur appartenant à un autre
espace vectoriel et R est une matrice diagonale de normalisation. De ce fait, pour obtenir un noyau
de discrimination de séquences, nous avons donc besoin de définir la fonction de transformation
X → Φ(X) et la matrice de normalisation R.
Moreno [Moreno et al., 2003] proposait ce qui pourrait être vu comme l’ancêtre du noyau SVM-
GSL. La distance entre deux séquences X et Y est définie par la divergence de Kullback-Leibler
des modèles GMM, λX et λY , qui les représentent respectivement. N’étant pas symétrique, la
divergence Kullback-Leibler ne satisfait pas les conditions de Mercer d’une fonction de noyau
SVM (symétrique et semi-définie positive). Au lieu d’utiliser la divergence de Kullback-Leibler,
[Campbell et al., 2006b] proposent d’utiliser une approximation de celle-ci. Le noyau SVM-GSL
est, de ce fait, défini par :





















La transformation ΦGSL(X) (équation 4.3) est définie par les vecteurs moyens µXk (k = 1, . . . ,K)
du modèle GMM, λX , adapté d’un modèle GMM universel λUBM en utilisant la séquence X .










La matrice de normalisation RGSL est définie en utilisant les poids (wi) et les matrices de cova-

























L’objectif de la normalisation est d’avoir des caractéristiques dans un rang spécifique de valeurs,
afin d’éviter que le résultat du noyau linéaire (multiplication entre deux vecteur) soit « dominé » par
certaines caractéristiques (celles aux rangs de valeurs larges) au détriment des autres (celles aux
valeurs plus petites).
La figure 4.2 illustre le processus de création de super vecteurs. Le modèle du monde λUBM est
adapté par une procédure MAP (Maximum a Posteriori). Seules les moyennes des composantes
Gaussiennes sont adaptées (équations 4.5 à 4.9) [Reynolds et al., 2000]. Pour calculer la matrice
RGSL, on utilise les paramètres du modèle λUBM . Le paramètre r (et donc αr, équation 4.6) est
utilisé pour contrôler l’adaptation du modèle par rapport aux vecteurs en entrée. Plus la valeur de r
est petite, plus le modèle adapté diffère du modèle initial et se rapproche des données utilisées en
adaptation. La figure 4.3 montre ce processus en partant des vecteurs acoustiques du signal pour
arriver aux super vecteurs utilisés en entrée d’un SVM.
µˆk = αkx˜k + (1− αk)µk (4.5)
où :

















































Pr(k|xm) = wkN (xm|µk,Σk)∑K
n=1wnN (xm|µn,Σn)
(4.9)








































Figure 4.3: Des vecteurs acoustiques au super vecteurs SVM
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4.3 Bases de données
4.3.1 Base de données de l’ESIGETEL
La base de données utilisée dans les expérimentations a été l’objet de plusieurs évolutions, notam-
ment durant la première moitié de la thèse. De nouvelles classes ont été ajoutées, d’autres écartées
en raison du nombre réduit d’enregistrements, et d’autres encore enrichies. Cependant, une version
figée est utilisée depuis début 2012 jusqu’à la fin de la thèse. Elle est ici utilisée pour les expéri-
mentations de comparaison entre les GMMs et SVM-GSL, ainsi que pour les expérimentations du
chapitre 5.
La base (tableau 4.1) contient 18 classes de sons de la vie quotidienne. Elle inclut des sons humains
(respirations, toux, cris, etc.) et autres sons non humains (moteurs, bris de glace, etc.). Les différents
enregistrements qui la composent proviennent de plusieurs sources et sont enregistrés (exceptée
la classe DoorOpening dont tous les enregistrements ont été réalisés en utilisant une seule porte,
et les deux classes ElectricalShaver et HairDryer dont les fichiers ont été découpés depuis des
enregistrements longs de plusieurs minutes) dans des conditions acoustiques qui peuvent être très
différentes (matériel et/ou environnement différents, différentes personnes pour les sons humains,
etc.). Enfin, la fréquence d’échantillonage des fichiers audio est de 16KHz.
4.3.2 Corpus du projet SWEET-HOME
Une base de données multimodale a été enregistrée dans le cadre du projet SWEET-HOME. L’objec-
tif de ces enregistrements est de caractériser les comportements et les événements acoustiques des
sujets, suivant des scénarios de vie quotidienne prédéfinis. Les scénarios ont eu lieu dans l’apparte-
ment intelligent, DOMUS, de l’équipe Multicom (Laboratoire LIG, Grenoble). Les données sont
utilisées pour l’évaluation des méthodes mises en œuvre par les différentes équipes de recherche
participant au projet. 21 sujets (S01 à S21) ont pris part aux enregistrements réalisés entre octobre
et novembre 2010.
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Tableau 4.1: Classes de sons de la base de données de l’ESIGETEL
Classe de sons # de fichiers Durée totale (sec).
Conditions d’enreg.
variables
Breathing 50 106.44 Oui
Cough 62 181.69 Oui
Dishes 98 303.77 Oui
DoorClapping 114 62.70 Oui
DoorOpening 21 138.94 Non
ElectricalShaver 62 420.33 Non
FemaleCry 36 268.19 Oui
FemaleScream 70 216.83 Oui
GlassBreaking 101 99.52 Oui
HairDryer 40 224.86 Non
HandsClapping 54 218.65 Oui
Keys 36 166.34 Oui
Laughter 49 272.65 Oui
MaleScream 87 202.11 Oui
Paper 63 330.66 Oui
Sneeze 32 51.67 Oui
Water 54 484.72 Oui
Yawn 20 95.87 Oui
Total 1049 3845.94 -
4.3.2.1 Plan de l’appartement DOMUS
La figure 4.4 illustre le plan de l’appartement DOMUS. On y retrouve un coin repas cuisine, une
chambre, une salle de bain et un bureau. Afin de capter toute l’information sonore ayant lieu aux
différents endroits de l’appartement, sept microphones y sont disposés comme le montre la figure
4.5.
4.3.2.2 Scénarios enregistrés
Le corpus a été enregistré en deux phases. La première phase étant la plus importante (car de
loin plus riche en activités), c’est elle que nous avons utilisée pour les expérimentations. Elle se
compose de plusieurs sous-scénarios que, excepté le premier, les participants peuvent suivre dans
n’importe quel ordre. Le tableau 4.2 récapitule les activités des différents sous-scénarios.
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Figure 4.4: Plan de l’appartement DOMUS
Figure 4.5: Position des microphones dans l’appartement DOMUS
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Entrer dans l’appartement et fermer la porte ~30 sec. vous pouvez allumer
Actionner la gâche électrique la lumière s’il fait
Faire le tour des pièces en fermant les portes derrière soit trop sombre
Poser le manteau ou la veste
Revenir à la cuisine
Habillage
Aller dans la chambre et fermer la porte derrière soi ~3 min. vous pouvez allumer
Sortir les vêtements du tiroir (tee-shirt et pantalon) la lumière s’il fait
Enfiler tee-shirt et pantalon par dessus ses vêtements trop sombre
Ouvrir les volets et les fenêtres de la chambre
Hygiène
Aller dans la salle de bain, éclairer la lumière ~3 min.
Se laver les mains, s’essuyer, éteindre la lumière
Manger
Aller à la cuisine ~15 min.
Ouvrir le volet de la cuisine
Préparer les ustensiles de cuisine pour faire
une boisson chaude
Préparer une boisson chaude en utilisant une casserole thé, café, tisane, chocolat
Prendre une tasse du placard du pain,
confitures, fruits, etc




Non disponibilité lors d’un appel extérieur
Recevoir un appel telephonique pendant




Hygiène - se laver les dents après le repas
Aller dans la salle de bain, allumer la lumière ~3 min.
Tousser
Se racler la gorge
Se brosser les dents
Cracher de l’eau
Se rincer la bouche
Boire de l’eau
Claquer les mains
Éteindre la lumière avant de sortir
Sieste
Aller dans la chambre ~10 min.
Fermer les portes
Fermer les volets et les fenêtres de la chambre
Éteindre tous les lumières en restant dans la chambre
Se coucher
Dormir au moins 1 minute
Suite du tableau à la page suivante
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Tableau 4.2 – (Suite)
Activité Durée Consignes
Se lever et aller à la cuisine pour se servir un verre d’eau
Se recoucher
Dormir au moins 2 min.
Se lever
Se lever et allumer la lumière ~10 min.
Ouvrir les fenêtres et les volets
Faire le lit
Ménage
Prendre l’aspirateur dans le placard de la cuisine ~10 min.
Passer l’aspirateur dans la cuisine et la chambre
Aller dans la cuisine
Sortir les assiettes une à une et les poser sur la table
Prendre tous les couverts et les poser sur la table
Prendre les produits de nettoyage dans le placard
de la cuisine
Laver l’évier de la cuisine
Fermer les fenêtres
Ranger la vaisselle dans le placard
Détente
Aller dans le bureau et chercher un livre sur l’étagère ~10 min.
Lire le livre dans le bureau
Rester dans le bureau, mettre en route la radio verre d’eau
puis écouter
Aller à la cuisine pour prendre une boisson froide
Continuer à lire dans le bureau
Appel téléphonique
Recevoir un appel, étendre la télé/radio ~5 min. lire le texte 1, respecter une
et avoir une conversation téléphonique pause entre chaque phrase
Détente




Fermer tous les fenêtres ~3 min.
Éteindre toutes les lumières
Prendre son manteau ou sa veste
Sortir de l’appartement et fermer à clé
Retour de sortie
Ouvrir avec la clef ~3 min.
Entrer dans l’appartement
Poser son manteau ou son pull dans la chambre
Ranger les courses dans la cuisine
Détente/communication
Aller dans le bureau ~10 min.
Allumer l’ordinateur
Utiliser l’ordinateur pour consulter le web
Éteindre l’ordinateur
Communication téléphonique
Effectuer un appel téléphonique ~5 min. lire le texte 2, respecter une
pause entre chaque phrase
Suite du tableau à la page suivante
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Tableau 4.2 – (Suite)
Activité Durée Consignes
Remplir le sac de courses
Aller à la cuisine opération inverse de la
Boire un verre d’eau précédente
Remettre les courses dans le sac
Déshabillage




Prendre une douche ~5 min. faire couler la douche
Éteindre la lumière et simuler
Sortir de la salle de bain en fermant la porte aller dans la chambre
Habillage
S’habiller pour la nuit ~3 min.
Vérification des issues
Vérifier les volets, les fenêtres ~3 min.
Verrouiller la porte d’entrée
Éteindre le radiateur
Se coucher pour la nuit
Se coucher ~10 min.
Lire quelques pages d’un livre
Éteindre la lumière
Dormir
4.3.2.3 Indexation du corpus
Les différentes activités des participants ont été la source d’un nombre considérable d’événements
acoustiques. Reconnaître tous les sons à l’oreille a donc été totalement impossible. Pour nous aider
dans cette tâche, cruciale pour les évaluations, nous nous sommes servis des enregistrements vidéo
des scénarios. Pour avoir une vue globale de l’appartement, nous avons utilisé des vidéos sous
forme de mosaïque, créées au laboratoire Imag à Grenoble (figure 4.6).
Les vidéos n’étaient, toutefois, accompagnées que d’un seul canal audio ; les activités ayant lieu loin
du canal retenu étaient à peine audibles. Pour avoir tous les événements acoustiques d’un scénario
dans un seul canal, nous avons créé un canal « fusionné », contenant l’information acoustique des
sept canaux. Les échantillons du canal fusionné sont la somme pondérée des échantillons des autres
canaux. Les coefficients de pondération sont les RSBs (rapport signal sur bruit) normalisés des
différents canaux. Le RSB est calculé sur une fenêtre de 2048 échantillons (128 ms).
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Figure 4.6: Mosaïque de 4 caméras de l’appartement DOMUS
Pour annoter les enregistrements, nous avons utilisé Transcriber 1 [Barras et al., 2001], un outil
notamment utilisé pour transcrire la parole. Un algorithme de détection est utilisé pour détecter
les activités acoustiques dans le canal fusionné. Un fichier compatible avec Transcriber est généré.
Chacune des activités détectées est initialement étiquetée « inconnu » (Unknown). Le rôle de
l’annotateur est de remplacer cette étiquette par le son correspondant (figure 4.7) en écoutant le
canal fusionné et en regardant, si besoin, la vidéo. Pour la parole, l’annotateur en effectue également
la transcription.
L’annotateur doit également corriger les erreurs commises par l’algorithme de détection. En effet,
certains événements ne sont pas détectés, d’autres découpés en deux ou plusieurs morceaux, d’autres
encore, détectés avec un intervalle de silence avant ou après l’événement, qui doit être éliminé
(l’intervalle de silence).
1. http ://trans.sourceforge.net
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Figure 4.7: Capture d’écran montrant un exemple d’annotation avec Transcriber
L’annotation fut une tâche particulièrement longue et difficile. Ne connaissant pas toutes les classes
de sons que contiennent les enregistrements, il nous ne restait plus que à les découvrir au fur et à
mesure de l’annotation. La liste des classes évoluait d’un sujet à l’autre et il nous fallait revenir
plusieurs fois sur des parties déjà annotées. Enfin, en dépit de l’existence de sept canaux et des
vidéos, certains sons nous paraissaient méconnaissables. Un nombre important de sons (pour la
plupart très courts) ont ainsi conservé leur étiquette initiale, Unknown.
4.4 Résultats expérimentaux
4.4.1 Expérimentations avec la base de données de l’ESIGETEL
La base de données est subdivisée en trois parties. La première partie est utilisée pour créer les
modèles GMM des différentes classes ainsi que le modèle UBM utilisé dans le noyau SVM-GSL.
La seconde partie est utilisée pour créer les super vecteurs, afin d’éviter d’utiliser les mêmes
données que celles du modèle UBM. La troisième partie est utilisée pour tester les deux méthodes.



























Figure 4.8: Classification SVM multi-classes en utilisant la stratégie un-contre-tous
Les SVMs sont une méthode de classification binaire, c’est-à-dire qu’un classifieur est entraîné
pour discriminer deux classes. Bien qu’il existe des variantes de SVMs pouvant trouver une marge
entre plusieurs classes [Vapnik, 1998] [Weston and Watkins, 1999], et de ce fait, effectuer une
classification multi-classes avec un seul modèle, l’utilisation de plusieurs SVMs binaires restent
la plus communément employée. Pour effectuer une classification multi-classes en se servant de
SVMs binaires, on peut employer plusieurs stratégies.
La stratégie la plus simple consiste à créer, pour chaque classe de données, un modèle SVM
qui la sépare de toutes les autres classes [Schölkopf et al., 1995]. Pour chaque modèle SVMi
(i = 1, . . .,m), tel que m est le nombre de classes, les données de la classes i sont étiquetées +1 et
celles des classes restantes −1. Un vecteur dont la classe est inconnue est présenté en entrée de
chacun des m modèles obtenus. Le vecteur est ensuite attribué à la classe dont le modèle (qui la
sépare des autres classes) retourne la plus grande valeur di. La figure 4.8 illustre ce principe, aussi
baptisé un-contre-tous (One-Against-All).
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Cette stratégie, plutôt facile à mettre en œuvre, peut présenter un problème si la quantité de
données utilisées est importante. En effet, pour chaque modèle SVM créé, les données de toutes les
classes sont utilisées (avec un étiquetage différent, bien entendu), ce qui peut rendre le processus
d’apprentissage et celui d’évaluation très lents. D’autre part, les valeurs di à comparer représentent
des distances retournées par des modèles SVM différents et ne sont, de ce de fait, pas tout à fait
comparables. Cette stratégie n’a pas été retenue par les évaluations présentées dans cette thèse.
Un alternative à la stratégie un-contre-tous et celle du un-contre-un (One-Against-One). Comme
l’indique son nom, cette stratégie consiste à créer des modèles SVM binaires pour séparer chaque
couple de deux classes distinctes. Pour m classes, le nombre de modèles créés est donc de m(m−
1)/2.
Pour effectuer une classification multi-classes en utilisant les modèles binaires, une des solutions
consiste à utiliser un système de compétition sous forme d’arbre binaire (figure 4.9). L’avantage de
cette approche est d’éviter de faire toutes les évaluations possibles (du nombre de m(m− 1)/2)
pour décider de la classe du vecteur en entrée. Son inconvénient majeur vient du fait que deux ou
plusieurs arbres différents peuvent donner des résultats très différents. Autrement dit, le résultat
final peut être fonction du choix des classes mises en compétition à chaque niveau. Si, pour un
problème de classification à huit classes, par exemple, l’évaluation d’un vecteur en entrée avec les
sept modèles SVM1,j (j = 2, . . . ,m) s’avère à l’avantage de la classe C1, mise en compétition
contre les classesC3 àC8, et à celui de la classeC2 d’après la sortie du modèle SVM1,2, la classeC1
sera écartée au premier niveau selon l’arbre de la figure 4.9. Si, par contre, en modifiant légèrement
la structure de l’arbre, la classe C2, l’unique classe qui « battrais » C1, est mise au premier niveau
contre la classe C3, et que le modèle SVM2,3 attribue le vecteur à la classe C3, la classe C1 sera au
final élue comme la meilleure classe.
Pour contourner ce problème, une autre stratégie est utilisée. Le vecteur en entrée est évalué avec
tous les modèles m(m− 1)/2 et est par la suite attribué à la classe qui aura reçu le plus de votes,
c’est-à-dire, plus de victoires lors des évaluations binaires. Cette approche est retenue pour les
expérimentations effectuées sur le corpus du projet SWEET-HOME (section 4.4.2).
Pour les expérimentations avec la base de données de l’ESIGETEL, en revanche, nous utilisons une
variante ce cette stratégie : un vecteur est attribué à la classe qui aura m− 1 votes (qui battra toutes
les autres classes). Si une telle classe n’existe pas, ou si elle existe mais ne correspond, finalement,
pas à la vraie classe du vecteur, la classification est alors fausse.
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Figure 4.9: Classification SVM multi-classes en utilisant des modèles SVM dans une structure d’arbre binaire
D’autres stratégies de classification multi-classes basées sur l’utilisation de plusieurs modèles SVM
un-contre-un existent également [Hsu and Lin, 2002] [Platt et al., 1999] [Duan and Keerthi, 2005].
On peut également mentionner les méthodes utilisant des SVMs dont les sorties se présentent sous
forme de probabilité [Hastie and Tibshirani, 1998] (voir les travaux de Platt pour ce type de SVMs
[Platt, 1999]).
Pour les expérimentations présentées ici, des vecteurs acoustiques de 16 coefficients MFCC sont
utilisés. Ils sont extraits depuis des fenêtres de signal de 16ms, avec 50% (8ms) de recouvrement.
Pour SVM-GSL, trois modèles UBM, de 256, 512 et 1024 composantes respectivement sont
testés. Cela donne des super vecteurs de 256 × 16 = 4096, 512 × 16 = 8192 et 1024 × 16 =
16384 dimensions respectivement. Le nombre de composantes pour les modèles GMM varie d’une
classe à l’autre. Il est initialement fixé à 50. Pour certaines classes dont le nombre de vecteurs
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Tableau 4.3: Performances des GMMs et de SVM-GSL
Méthode Taux de Reconnaissance (%)
GMM 71.1
SVM-GSL (taille UBM = 256) 74.0
SVM-GSL (taille UBM = 512) 75.4
SVM-GSL (taille UBM = 1024) 75.1
est particulièrement petit (claquements de porte, bris de glace), ce nombre était très élevé et
l’algorithme d’apprentissage ne convergeait pas. Il a dû donc (le nombre de composantes) être
réduit progressivement jusqu’à obtenir un nombre approprié pour chaque classe. Le nombre final
de composantes varie de 25 à 50, selon la classe.
Pour créer les différents modèles GMM (y compris le modèle UBM), nous avons utilisé la biblio-
thèque Alize [Bonastre et al., 2005]. Pour les SVMs nous avons utilisé la bibliothèque LibSVM
[Chang and Lin, 2011].
Les résultats obtenus (tableau 4.3) montrent une amélioration des performances apportée par
SVM-GSL par rapport aux GMMs. Les résultats pour les différentes tailles du modèle UBM sont
assez comparables. Cependant, au-delà de 1024 composantes, nous avons constaté une baisse des
performances.
Pour une analyse plus détaillée des résultats, observons la matrice de confusion des classes de sons
obtenue avec SVM-GSL pour un UBM de 1024 composantes. De prime abord, on remarque que
les trois classes enregistrées dans les mêmes conditions acoustiques (DoorOpening, Electrical-
Shaver et HairDryer) sont très bien reconnues. Par ailleurs, certaines classes dont les conditions
d’enregistrement varient (DoorClapping, Keys, Sneeze, etc.) présentent tout de même de bons taux
de reconnaissance. Pour les classes aux taux de confusion plus ou moins élevés, on observe un
phénomène intéressant : chacune de ces classes est majoritairement confondue avec une seule
autre classe. Par exemple, la classe Breathing est confondue avec la classe DoorOpening, Dishes
avec HandsClapping, Laughter avec Cough, etc. Pour le couple de classes Dishes–HandsClapping,
par exemple, l’observation de l’enveloppe d’amplitude (figures 4.10 et 4.11) permet de voir les
similitudes qui existent entre leurs enregistrements respectifs. Pour les deux classes, on peut en
effet se rendre compte de l’existence de plusieurs maxima espacés de fenêtres de silence.
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Tableau 4.4: Matrice de confusion pour le noyau SVM-GSL (taille du modèle UBM = 512). L’intensité du vert






































































Breath 9/17 1/17 0/17 0/17 7/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17
Cough 0/21 15/21 0/21 0/21 0/21 0/21 0/21 0/21 1/21 0/21 0/21 0/21 3/21 0/21 1/21 1/21 0/21 0/21
Dishes 1/33 1/33 14/33 0/33 1/33 0/33 0/33 3/33 0/33 0/33 12/33 0/33 0/33 0/33 1/33 0/33 0/33 0/33
DClapp 0/38 1/38 0/38 36/38 0/38 0/38 0/38 0/38 0/38 0/38 0/38 0/38 0/38 0/38 0/38 0/38 1/38 0/38
DOpen 0/7 0/7 0/7 0/7 7/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7
EShaver 1/21 0/21 0/21 0/21 0/21 20/21 0/21 0/21 0/21 0/21 0/21 0/21 0/21 0/21 0/21 0/21 0/21 0/21
FemCry 0/12 2/12 0/12 0/12 0/12 0/12 8/12 1/12 0/12 0/12 0/12 0/12 0/12 0/12 0/12 1/12 0/12 0/12
FScrm 0/24 1/24 2/24 0/24 0/24 0/24 0/24 19/24 0/24 0/24 0/24 0/24 0/24 2/24 0/24 0/24 0/24 0/24
GBreak 0/34 4/34 0/34 5/34 0/34 0/34 0/34 0/34 25/34 0/34 0/34 0/34 0/34 0/34 0/34 0/34 0/34 0/34
HDryer 0/14 0/14 0/14 0/14 0/14 0/14 0/14 0/14 0/14 14/14 0/14 0/14 0/14 0/14 0/14 0/14 0/14 0/14
HClap 0/18 1/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 17/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18
Keys 0/12 0/12 0/12 0/12 0/12 0/12 0/12 0/12 1/12 0/12 1/12 10/12 0/12 0/12 0/12 0/12 0/12 0/12
Laughter 0/17 12/17 1/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 0/17 2/17 1/17 0/17 1/17 0/17 0/17
MScrm 0/29 2/29 0/29 0/29 0/29 0/29 0/29 0/29 0/29 0/29 0/29 0/29 0/29 27/29 0/29 0/29 0/29 0/29
Paper 0/21 1/21 0/21 0/21 0/21 0/21 0/21 0/21 1/21 0/21 0/21 0/21 0/21 0/21 19/21 0/21 0/21 0/21
Sneeze 0/11 1/11 0/11 0/11 0/11 0/11 0/11 0/11 0/11 0/11 0/11 0/11 0/11 0/11 0/11 10/11 0/11 0/11
Water 0/18 2/18 0/18 4/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 0/18 12/18 0/18
Yawn 3/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 1/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 0/7 3/7
 
Figure 4.10: Enveloppe d’amplitude d’enregistrements de bruits d’assiettes
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 
Figure 4.11: Enveloppe d’amplitude d’enregistrements de claquements de mains
4.4.2 Expérimentations avec le Corpus du projet SWEET-HOME
Le but de ces expérimentations est de tester les composantes d’un système typique de reconnaissance
des événements acoustiques, ainsi que celles d’un système de reconnaissance automatique de la
parole (partie réalisée par le laboratoire LIG à Grenoble) en conditions réalistes. L’architecture du
système est illustrée à la figure 4.12.
Comme le montre la figure, les sept canaux installés dans l’appartement sont utilisés. Le système
doit détecter les événements acoustiques sur tous les canaux excités et les confier au module de
séparation entre la parole et les autres sons de la vie courante. Il aurait été possible de considérer la
parole comme toute autre classe de sons et se passer complètement de cette couche. Le but de cette
étape supplémentaire est de reconnaître les signaux contenant de la parole au plus vite et de les
transmettre au module de RAP dont les traitements effectués peuvent être longs. Un autre argument
en faveur de cette architecture est le fait de minimiser les erreurs de classification et, de ce fait,
détecter le plus de phrases possibles. Un système de classification binaire, parole versus autres sons,





















Figure 4.12: Architecture du système de reconnaissance du son de SWEET-HOME
est partiellement plus performant qu’un système qui considérerait la parole comme une classe de
sons parmi un nombre important de classes.
Au vu des résultats obtenus sur la base de données de l’ESIGETEL, un système basé sur le noyau
SVM-GSL est retenu pour toutes les expérimentations sur le corpus de SWEET-HOME. Il est utilisé
pour la séparation entre la parole et les autres sons ainsi que pour la classification des sons de
l’environnement.
Des scénarios de 4 sujets différents (S01, S03, S07 et S09 pour une durée de 88, 50, 72 et 63
minutes respectivement) sont utilisés dans ces les expérimentations. En raison d’une annotation
incomplète, le sujet S13 n’est pas utilisé pour évaluer la détection et le reconnaissance des sons de
l’environnement. Il est en revanche utilisé pour évaluer la séparation entre la parole et les autres
sons, ainsi que pour la reconnaissance de la parole.
Les données utilisées en apprentissage proviennent de trois autres sujets (S02, S08 et S10) du
corpus. Tous les sujets utilisés en apprentissage et en évaluation ont été annotés à l’ESIGETEL,
pour la plupart par une seule personne (l’auteur de cette thèse). Certains sujets ont été annotés
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partiellement ou complètement par un second annotateur. Ces sujets ont fait l’objet d’un second
passage que effectué par l’auteur. Ils ont été corrigés pour correspondre à l’annotation réalisée pour
les autres sujets. Enfin, tous les sujets utilisés dans ces expérimentations ont été rigoureusement
vérifiés (et corrigés en cas de besoin) pour s’assurer que le même vocabulaire est utilisé pour se
référer aux classes de sons identiques. Étant annotés sur une période de plusieurs mois, certaines
étiquettes qui devraient se référer aux mêmes classes de sons ont, en effet, dû subir un changement
plus ou moins important, sans parler des erreurs humaines. Des outils standard de recherche et
d’édition de texte (grep, sed etc.) ont été utilisés pour détecter et corriger ces étiquettes.
4.4.2.1 Détection du son
La détection du son ne fait pas partie de ce travail mais ses performances affectent toutes les
composantes suivantes du système. Nous allons donc donner une brève description de l’approche
utilisée et en rapporter les résultats.
L’algorithme de détection utilisé [Rougui et al., 2009] est basé sur la transformée en ondelettes
discrète (DWT ou Discrete Wavelet Transform). Il calcule l’énergie des trois coefficients de haute
fréquence de la transformée en ondelettes et adapte dynamiquement le seuil de détection, en
fonction du RSB de la fenêtre en cours. L’estimation du RSB de l’événement détecté est très
importante pour les modules suivants. L’algorithme estime le RSB d’un événement acoustique en
partant de l’hypothèse que le bruit dans l’événement est similaire au bruit des quelques fenêtres
précédant l’événement.
Pour évaluer les performances de ce module, nous considérons qu’un événement est correctement
détecté si l’algorithme le détecte sur au moins un canal, avec un taux de recouvrement τ entre la
détection automatique et la détection de référence. Autrement dit, la détection automatique doit
couvrir au moins τ% de la détection de référence. Le tableau 4.5 montre les résultats de détection
pour différents taux de recouvrement. Un faible taux de recouvrement (20%) permet de détecter
plus d’événements mais le signal utile peut alors être très court. Avec un taux de recouvrement de
100% beaucoup d’événements utiles sont rejetés. Pour la méthode de reconnaissance qu’on utilise,
l’information quant au début et à la fin d’un événement acoustique n’est pas prise en considération ;
une partie du signal peut être utilisée. La figure 4.13 montre quelques exemples de détections
automatiques et les erreurs qui peuvent êtres commises par l’algorithme de détection. Pour la
suite des évaluations, nous retenons un taux de 50% pour trouver un compromis entre le nombre
d’événements détectés et le recouvrement. Le tableau 4.6 montre les résultats moyens de détection






















Figure 4.13: Exemple montrant un détection automatique exemplaire (par rapport à la référence) ainsi que
des erreurs de détections possibles
Tableau 4.5: Sensibilité de détection pour différentes valeurs du taux de recouvrement τ .
τ (%) 20 50 80 100
Sensibilité (%) 96.1 93.4 90.3 88.6
Tableau 4.6: Sensibilité de détection pour 4 participants avec τ = 50%.
Sujet S01 S03 S07 S09
Sensibilité (%) 93.2 93.1 93.0 94.4
Moyenne (%) 93.4
pour les 4 sujets, en utilisant différents taux de recouvrement avec les détéection de référence.
4.4.2.2 Séparation parole/autres sons
Après détection, un modèle SVM-GSL est utilisé pour séparer la parole des sons de la vie courante.
À l’instar des expérimentations avec la base de l’ESIGETEL, nous utilisons des vecteurs de 16
coefficients MFCC, calculés sur des fenêtres de 16ms avec 8ms de recouvrement. Le tableau 4.7
présente les résultats obtenus. D’après le scénario d’enregistrement, les conversations téléphoniques
ont eu lieu au même endroit pour tous les participants. Les deux canaux C6 et C7 étaient les plus
excités et présentaient, de ce fait, les meilleurs RSB. Les résultats pour les deux canaux sont illustrés
au tableau 4.7. Les performances de reconnaissance sont évaluées par rapport aux phrases détectées
(colonne FN Reco. pour False Negative Recognition ou fautes de reconnaissance). La colonne TP
D+R (True Positive Detection and Recognition qui représente les événements détectés et reconnus
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correctement) indique les performances du système en prenant en considération les deux modules
impliqués jusque-là (détection et séparation paroles/sons de la vie courante). Les résultats sont
plutôt bons, la plupart des phrases ayant été détectées et reconnues comme de la parole. De plus,
aucun son de la vie courante n’a été identifié comme de la parole (non indiqué dans le tableau).
Tableau 4.7: Performances de la séparation entre parole et autres sons. FN Det : détection manquées. FN
Reco. fausses reconnaissances par rapport aux références détectées. TP D+R : phrases détectées et reconnues
correctement.
Sujet # de phrases Canal FN Det. FN Reco. TP D+R
S01 44
C6 0 4 40
C7 1 2 41
S03 41
C6 0 2 39
C7 1 7 33
S07 45
C6 4 5 36
C7 6 3 36
S09 40
C6 0 0 40
C7 0 0 40
S13 42
C6 0 4 38
C7 1 0 41
4.4.2.3 Reconnaissance des sons de la vie courante
Outre la parole, 18 classes de sons sont retenues comme des sons d’intérêt (SOI ou Sound of
Interest) pour les expérimentations (BrushingTeeth, Coughing, HandsClapping, DoorClapping,
DoorOpening, ElectricDoorLock, WindowShutters, Curtains, WindowShutters +Curtains, Vacuum-
Cleaner, PhoneRing, MusicRadio, SpeechRadio, Speech+MusicRadio, Paper, Keys, Kitchenware
et Water). Une liste plus complète de classes contiendrait une trentaine de classes mais beaucoup
d’entre celles-ci sont rares ou bien absentes dans certains scénarios. Si un événement est détecté sur
plusieurs canaux, plusieurs stratégies pourraient être utilisées par un algorithme de reconnaissance.
On pourrait, par exemple, reconnaître l’événement sur tous les canaux excités et, en utilisant une
stratégie de fusion, décider de l’étiquette finale à lui attribuer. Dans ce travail, nous partons de
l’hypothèse que le meilleur canal en terme de RSB devrait être utilisé pour la reconnaissance, sans
tenir compte des autres canaux. Pour tester cette hypothèse, nous la comparons à une stratégie
qu’on appelle oracle. Elle consiste à utiliser l’information disponible a posteriori quant au meilleur
canal qui devrait être utilisé pour la reconnaissance. Les performances de reconnaissance oracle
sont calculées comme suit : une reconnaissance est correcte s’il existe un au moins un canal dont
la reconnaissance automatique correspond à l’annotation de référence, quel que soit son RSB.
l’hypothèse du meilleur canal peut être posée comme suit : une reconnaissance est correcte si et
seulement si la reconnaissance du signal du canal au meilleur RSB correspond à la référence. Le
tableau 4.8 montre les résultats de reconnaissance par rapport aux événements détectés (colonne
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TP R), ainsi que les performances des deux composantes du système (détection et reconnaissance)
par rapport à tous les événements de référence (colonne TP D+R). L’utilisation de la stratégie
oracle n’apporte pas de gain (Oracle TP D+R) par rapport à l’utilisation du canal au meilleur RSB,
l’utilisation de celui-ci en reconnaissance donnant toujours des performances supérieures ou égales
à celles des autres canaux. Bien entendu, des stratégies de fusion seraient également utilisables.
Tableau 4.8: Performances du système. Un seul canal (celui du meilleur RSB) est utilisé pour reconnaître
le signal détecté. TP D : performances de détection par rapport aux références. TP R : performances de
reconnaissance par rapport aux références détectées. TP D+R : performances de reconnaissance par rapport
à toutes les références (performances globales du système). Oracle TP D+R : performances globales si,
pour la reconnaissance, le canal (s’il en existe) qui donnerait une reconnaissance correcte est utilisé, quel
que soit son RSB. Oracle TP D+R = TP D+R signifie le meilleur canal en terme de RSB est meilleur qu’on
puisse utiliser pour la reconnaissance.
Sujet # Occur. SOI TP D(%) TP R(%) TP D+R(%) Perf. Oracle TP D+R(%)
S01 230 83.9 69.4 58.2 58.2
S03 175 80.6 65.2 52.6 52.6
S07 245 82.4 68.8 56.7 56.7
S09 268 91.8 74.8 68.7 68.7
Le tableau 4.9 montre les performances moyennes de reconnaissance par canal. Vu la surface de
l’appartement et le scénario suivi, aucun canal n’était en mesure de capter tous les événements
acoustiques et remplacer ainsi tous les autres canaux. L’utilisation de tous les canaux en reconnais-
sance améliore substantiellement les résultats. Certains canaux sont bien meilleurs que d’autres.
Cela s’explique aisément par le fait que les sujets passaient plus de temps à proximité de ceux-ci (les
canaux C1 et C2, par exemple, sont situés dans la salle à manger et le coin cuisine respectivement,
endroit où, selon notre expérience d’annotation, les sujets passaient le plus de temps).
Tableau 4.9: Performance moyenne par canal, tous sujets confondus
Canal C1 C2 C3 C4 C5 C6 C7 Fusion de tous les canaux
Moy. TP D+R(%) 31.3 33.3 14.9 24.1 21.8 13.3 9.6 59.1
4.5 Conclusions et Perspectives
Dans ce chapitre, nous avons testé trois méthodes pour la classification des sons de l’environnement,
toutes issues de la reconnaissance automatique du locuteur.
Comme en RAL, l’utilisation des SVMs avec des vecteurs acoustiques en entrée n’est pas appropriée.
Les temps d’apprentissage sont très longs pour des performances inférieures à celles des GMMs.
Sans affirmer que, pour la REA, les GMMs auront le même succès qu’en RAL, cette méthode
simple d’implémentation et rapide d’exécution, reste très intéressante. Elle constituerait une bonne
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solution pour des problèmes de REA où le nombre de classes de sons est faible, les classes sont
faciles à discriminer ou bien les ressources sont limitées.
Le noyau SVM-GSL, bien que plus exigeant en ressources, donne de meilleurs résultats que les
GMMs, en dépit de la quantité limitée de données utilisées pour créer le modèle UBM. Par ailleurs,
des classes dont les enregistrements sont très courts (DoorClapping et Sneeze, par exemple) sont
très bien reconnues, malgré une taille relativement importante du modèle UBM (512 ou 1024).
L’analyse de la matrice de confusion nous a permis de réaliser que les classes enregistrées entiè-
rement dans les mêmes conditions acoustiques seraient plus faciles à reconnaître. Or cela reste
à confirmer car, d’une part, le nombre des classes concernées est petit (trois classes) et d’autre
part, au moins deux (ElectricalShaver et HairDryer) seraient faciles à distinguer (nous verrons le
spectrogramme de quelques enregistrements de ces deux classes au chapitre suivant). Certaines
classes, par contre, sont souvent confondues avec d’autres classes, plus précisément, avec une seule
autre classe la plupart du temps.
Pour les expérimentations sur le corpus du projet SWEET-HOME, la méthode SVM-GSL a été
retenue. La séparation entre la parole et les autres sons a donné de très bonnes performances, la
plupart des phrases étant en effet détectées et reconnues comme de la parole. Pour la reconnaissance
des sons de la vie quotidienne, un taux de rappel (nombre de sons d’intérêt détectés et reconnus
correctement, par rapport à tous les sons d’intérêt dans les scénarios) très intéressant a été obtenu.
Pour les quatre scénarios, plus de 50% des événements appartenant aux classes de sons d’intérêt
(dix-huit classes) ont été détectés et reconnus correctement.
L’utilisation de plusieurs canaux est indispensable pour capter les événements dans tout l’apparte-
ment. Pour la reconnaissance, l’utilisation du canal au meilleur RSB donne de meilleurs résultats
que les canaux aux RSBs inférieurs.
Le rejet des sons sans intérêt n’a pas été pris en considération dans ces expérimentations. Il
constituera l’une des points intéressants pour les futurs tests sur le corpus du projet. Des méthodes
comparables à celles utilisées en vérification du locuteur sont en perspectives. Pour simplifier
cela, l’idée de base est de considérer les sons d’intérêt comme des locuteurs et les autres sons de
l’appartement comme des « imposteurs ». La quantité de données disponibles dans le corpus semble
suffire pour créer les modèles nécessaires.
Les méthodes de modélisation de la variabilité intra-locuteur sont souvent utilisées en amont des
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méthodes de classification. Nous les considérons comme une piste particulièrement intéressante
pour modéliser la variabilité entre enregistrements appartenant à une même classe.
Enfin, outre les MFCC, des coefficients acoustiques modélisant d’autres caractéristiques du signal











CLASSIFICATION DU SON AVEC PLUSIEURS FAMILLES
DE COEFFICIENTS
Pour toutes les expérimentations que nous avons effectuées jusque-là, nous n’avions considéré
l’utilisation que d’un seul type de paramètres acoustiques : MFCC. Comme mentionné précé-
demment, les coefficients MFCC sont couramment utilisés en reconnaissance de la parole et en
reconnaissance et vérification du locuteur. La raison en est que les filtres triangulaires utilisés dans
le calcul de ces coefficients correspondent au système auditif humain plus que les filtre linéaires
[Picone, 1993] [Schroeder, 1977]. Toutefois, il existe un nombre non négligeable de coefficients qui
peuvent être extraits d’un signal audio, chaque famille de coefficients pouvant mettre en exergue
une ou plusieurs caractéristiques du signal. Certaines familles de coefficients sont effectivement
utilisées dans d’autres domaines audio voisins tels que la reconnaissance de genre ou d’instruments
musicaux [Peeters, 2004] [West and Cox, 2004] [Jang et al., 2008] [Duxbury et al., 2003] [Eronen
and Klapuri, 2000] [Mierswa and Morik, 2005].
Ce chapitre propose une étude d’un certain nombre de coefficients acoustiques pour les exploiter en
reconnaissance des sons de l’environnement. Comme dans le chapitre précédent, les méthodes de
classification utilisées sont basées sur les GMMs et les SVMs. L’utilisation des GMMs est semblable
à celle que nous avons appliquée au chapitre précédent. Pour les SVMs, en revanche, nous testons
deux méthodes pour la transformation de séquences de vecteurs. Nous faisons une comparaison
entre les performances obtenues avec chaque famille de coefficients ainsi que celles obtenues en
utilisant toutes les familles conjointement. Les sections suivantes expliquent les motivations de
cette démarche et les techniques mises en œuvre pour la transformation de séquences de vecteurs.
5.1 Motivations de l’utilisation de plusieurs familles de coefficients
En reconnaissance ou vérification du locuteur, la plupart des techniques d’extraction de caracté-
ristiques utilisent des informations spectrales de bas niveau qui véhiculent les caractéristiques du
conduit vocal [Kinnunen and Li, 2010b]. Les informations spectrales sont extraites depuis des
fenêtres d’une durée de 20 à 30 ms de signal de parole en utilisant le carré de l’amplitude de la
transformée de Fourier discrète (DFT pour Discrete Fourier transform). Étant donnée la lente
84
CHAPITRE 5. CLASSIFICATION DU SON AVEC PLUSIEURS FAMILLES DE COEFFICIENTS 85
variabilité du conduit vocal, le signal est presque stationnaire sur la fenêtre d’analyse. Ceci rend
appropriée une analyse par blocs de points basée sur la DFT [Sahidullah and Saha, 2012].
Les coefficients MFCC ont initialement été proposés pour une tâche bien particulière, la recon-
naissance de la parole. Ils ont par la suite trouvé leur utilisation auprès de la communauté de la
reconnaissance du locuteur bien que les deux tâches soient de nature différente. Ils sont même
les coefficients les plus utilisés pour les deux tâches du fait de l’existence de méthodes de calcul
rapides et d’une certaine robustesse au bruit [Sahidullah and Saha, 2012].
D’après Kinnunen [Kinnunen, 2003] [Kinnunen, 2005], le fait que les MFCC soient l’une des
familles de coefficients les plus utilisées dans les deux domaines peut s’avérer quelque peu « iro-
nique » étant données les natures différentes des deux problèmes. En effet, l’un des problèmes les
plus gênants en reconnaissance de la parole est la variabilité des locuteurs, alors qu’en reconnais-
sance du locuteur, c’est justement cette variabilité que l’on cherche à exploiter pour discriminer les
locuteurs.
Nous restons tout de même sceptiques quant à ces observations car, d’une part, les MFCC ren-
contrent un grand succès en reconnaissance du locuteur comme en témoignent les bons résultats
obtenus avec ces coefficients depuis de très nombreuses années. En étudiant la littérature récente en
matière de reconnaissance du locuteur, on peut constater que tous les efforts se sont concentrés sur
les méthodes de classification plutôt que sur les coefficients acoustiques utilisés. En effet, tandis que
les MFCC constituent souvent le choix standard en matière de coefficients acoustiques, beaucoup
d’algorithmes de classification ont été étudiés (VQ, GMMs, ANNs, SVMs, etc.). D’autre part,
les MFCC peuvent s’avérer très utiles pour la différentiation de certains classes de sons. En effet,
il est vrai que ces coefficients sont conçus pour modéliser la parole (d’où l’utilisation de filtres
triangulaires qui sont plus étroits pour les basses fréquences, c’est à dire les fréquences où se situe
majoritairement le signal de la parole), mais cela peut s’avérer bien utile pour différencier, par
exemple, certains sons humains d’autres sons dont les plages de fréquences les plus importantes se
trouvent dans une autre partie du spectre, ou bien remplissent tout le spectre.
Pour illustrer ce dernier point, examinons les spectrogrammes de trois classes de sons très différents :
des cris humains, le bruit d’un moteur électrique (rasoir), et des claquements de porte. Les figures
de 5.1 à 5.3 montrent les spectrogrammes de 4 enregistrements de chacune de ces 3 classes
respectivement. On peut y observer que, pour les cris, les basses fréquences (entre 800Hz et 1500Hz
environ) sont toujours d’une intensité élevée, contrairement aux hautes fréquences (de plus de
5500Hz) qui sont quasiment absentes.
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Figure 5.1: Spectrogrammes de cris humains
Cela constitue une différence exploitable pour séparer cette classe de celle des claquements de porte,
pour lesquels on peut observer une saturation du spectre (quoique d’une courte durée) mettant en
avant une plus large plage de fréquences (incluant les fréquences de 5500Hz à 8000Hz, à l’opposé
des cris). De même, on remarque que les fréquences de moins de 1500Hz sont quasiment absentes
pour le son de moteur, le différenciant ainsi des cris.
Toutefois, la différence entre certaines autres classes de sons peut parfois s’avérer moins évidente
en se basant uniquement sur des coefficients cepstraux. Les deux figures 5.4 et 5.5 illustrent les
spectrogrammes pour des enregistrements de toux et de bris de glace respectivement. Bien que la
variation dans le temps soit visible et pourrait, en utilisant une méthode de classification appropriée,
être utilisée pour différencier les deux classes, les parties où le spectre est saturé, communes aux
deux classes, pourraient être une source de confusion pour les GMMs ou les SVMs, du moins pour
les variantes des SVMs présentées au chapitre 3, dans lesquelles l’information temporelle n’est pas
prise en considération.
L’utilisation de coefficients basés sur l’échelle de Mel (dont les MFCC) pour la reconnaissance
du locuteur est sous tendue par l’hypothèse que le système auditif humain constitue le meilleur
appareil pour reconnaître un locuteur. Or, en réalité, cela n’a pas été confirmé et des résultats
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Figure 5.2: Spectrogrammes de claquements de porte
Figure 5.3: Spectrogrammes de bruits de moteur électrique (rasoir)
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Figure 5.4: Spectrogrammes de toux
Figure 5.5: Spectrogrammes de bris de glace
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opposés existent [Kinnunen, 2003].
Ce constat reste aussi pertinent lorsqu’il s’agit de reconnaître certains sons de la vie quotidienne.
En effet, et d’après notre expérience d’annotation du corpus du projet Sweet-Home [Sehili et al.,
2012b] (plusieurs personnes ont participé au processus d’annotation), nombre de sons étaient très
difficiles, voire impossibles à reconnaître à l’oreille humaine en se basant uniquement sur les
enregistrements audio. L’utilisation des vidéos associées nous a été indispensable pour annoter le
corpus.
Par ailleurs, et paradoxalement par rapport à ce que l’on vient de mentionner, certains sons sont si
aisément reconnaissables que toute confusion avec un ou plusieurs autres sons s’avère peu probable.
Dans cet esprit, nous allons étudier le comportement d’un système de classification des sons de
l’environnement utilisant en entrée différents types de paramètres acoustiques. Les objectifs de
cette étude sont les suivants :
— Étudier les performances de reconnaissance par rapport à chaque « classe de son/famille de
coefficients » dans la perspective de trouver les meilleurs modèles appropriés à une classe
donnée.
— Simplifier le système en utilisant les coefficients les plus discriminants et les moins com-
plexes qui permettent de distinguer deux classes de sons données ou, au mieux, une classe
de toutes les autres.
5.1.1 Familles de coefficients retenues
L’un des objectifs que nous nous sommes donnés est l’étude des caractéristiques de chaque famille
de coefficients. Pour cela, nous analysons l’information qu’elle permet d’extraire du signal et ce qui
justifie son utilisation pour une classe de sons particulière, tels que les sons humains, sons produits
par des objets métalliques ou sons stationnaires, etc. Cela étant dit, davantage de données sont
indispensables si l’on veut être capable de tirer des conclusions pertinentes quant à l’adéquation
d’une famille de coefficients pour distinguer une classe de sons d’une autre. L’approche retenue dans
ce travail consiste à mener des expérimentations en utilisant chacune des familles de coefficients et
d’observer par la suite celles qui permettent de discriminer au mieux deux classes de sons.
Les coefficients diffèrent par leur complexité de calcul, leur nombre de caractéristiques et leur
portée par rapport à la longueur du signal. De ce fait, ils diffèrent également par l’information
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qu’ils permettent d’extraire du signal. d’après Peeters [Peeters, 2004], plusieurs critères peuvent
être utilisés pour placer les coefficients dans différentes catégories. Les 4 critères suivants y sont
mentionnés :
1. La stabilité (Steadiness) ou la dynamicité (Dynamicity) du coefficient : l’extraction du
coefficient peut s’appliquer au signal à un instant donné dans le temps ou bien prendre en
considération la variation du signal dans le temps (moyenne, écart-type, dérivée du modèle
de Markov d’un paramètre, etc.).
2. L’étendue dans le temps (Time Extent) de l’information que contient le coefficient : certains
coefficients ne s’appliquent qu’à une partie bien particulière du signal (ex. l’attaque du signal)
alors que d’autres concernent tout le signal (ex. le coefficient de Loudness).
3. Le niveau d’abstraction (Abstractness) du coefficient : les coefficients modélisant le système
auditif humain (les MFCC par exemple), ont un plus haut niveau d’abstraction en comparaison
avec les coefficients qui représentent des caractéristiques physiques du signal (le ZCR, par
exemple).
4. Le processus d’extraction lui-même. Partant de ce critère, on peut distinguer les catégories
de coefficients suivantes :
— Coefficients extraits directement depuis le signal (c’est à dire, depuis les échantillons du
signal, sans aucune transformation préalable), comme, par exemple, le ZCR qui représente
simplement le taux de transitions entre les valeurs positives et négatives du signal.
— Coefficients extraits après avoir appliqué une transformée au signal (DFT, transformée en
ondelettes, etc.). Des exemples de ces coefficients sont les MFCC, le Spectral Roll-Off,
etc.
— Coefficients en relation avec un modèle donné du signal comme, par exemple, le modèle
sinusoïdal de la source ou du filtre.
— Coefficients essayant de d’imiter le système auditif humain (ex. filtres de Bark).
Les familles de coefficients présentées au chapitre 2 sont retenues pour des expérimentations
utilisant les GMMs et les SVMs. Quatorze familles (tableau 5.1) sont utilisées avec des GMMs. Les
premières expérimentations en utilisant plusieurs familles de coefficients ensemble ont été faites
avec des GMMs.
Les expérimentations suivantes ont été réalisées avec des SVMs. Pour cela, nous avons retenu
toutes les familles de coefficients que nous utilisées avec des GMMs, auxquelles nous avons
également ajouté les statistiques de l’enveloppe d’amplitude du signal. De plus, nous calculons les
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caractéristiques du Temporal Shape Statistics pour tous les échantillons du signal au lieu de le faire
sur plusieurs fenêtres successives de courte durée. Cela permettra d’obtenir, pour ce coefficient, un
vecteur de 4 caractéristiques quelle que soit la durée du signal.
Tableau 5.1: Coefficients retenus pour les expérimentations
Famille de coefficients Nombre de caractéristiques
MFCC 16
Loudness 24
Spectral Crest Factor Per Band 19
Spectral Flatness Per Band 19








Spectral Shape Statistics 4
Temporal Shape Statistics 4
Total 94
Ces familles de coefficients ont été retenues suite à une étude que nous avons effectuée sur les
classes de sons de la base de l’ESIGETEL. En effet, pour chaque famille de coefficients, nous avons
observé qu’il existe des couples de classes séparables (en se basant sur cette famille). Plusieurs
exemples seront donnés tout au long de ce chapitre. Pour l’extraction des coefficients acoustiques
utilisés dans ce chapitre, nous avons utilisé la bibliothèque yaafe 1.
Comme nous l’avons vu au chapitre précédent, une des utilisations efficaces des SVMs pour des
problèmes semblables au notre, requiert l’utilisation de techniques pour la transformation d’une
séquence de vecteurs en un seul vecteur. Si le calcul du Temporal Shape Statistics sur la durée
totale du signal au lieu de l’utilisation de fenêtres de courte durée ne pose pas de vrais problèmes,
le calcul des coefficients nécessitant une DFT doit se faire sur des fenêtres de très courte durée,
durant lesquelles le signal est supposé être stationnaire. Pour ce type de coefficients, nous obtenons
en principe une séquence de vecteurs. Nous aurons donc besoin de moyens pour transformer ces
séquences de longueur variable en un seul vecteur de taille fixe.
Dans nos précédentes expérimentations, le noyau SVM-GSL a été utilisé pour résoudre ce pro-
1. http ://yaafe.sourceforge.net














Figure 5.6: Construction d’un seul vecteur à partir de plusieurs familles de coefficients
blème. Dans ce chapitre, nous présentons deux autres méthodes pour transformer une séquence de
vecteurs en un seul vecteur. Elles seront appliquées à tous les coefficients, sauf, bien entendu, le
Temporal Shape Statistics pour lequel on peut déjà extraire un seul vecteur par enregistrement. La
transformation est appliquée à chaque famille de coefficients. Les vecteurs obtenus, représentant
chacun une famille, seront utilisés conjointement pour former un seul grand vecteur contenant des
informations de toutes les familles de coefficients (figure 5.6).
Nombre de ces familles de coefficients sont basées sur l’information spectrale et pourraient, ainsi,
présenter des similitudes ou des informations redondantes. De surcroît, nous partons de l’hypothèse
que, pour certaines paires de classes, un nombre réduit de coefficients permettra de les discriminer.
De ce fait, nous aurons recours aux méthodes de sélection de paramètres, qui seront utilisées afin
de réduire le nombre de caractéristiques des vecteurs utilisés en entrée d’un SVM.
Avant d’expliciter la mise en oeuvre que nous avons réalisée pour l’emploi de plusieurs familles de
coefficients avec les GMMs et les SVMs, ainsi que les méthodes de sélection de caractéristiques,
nous présentons quelques exemples montrant les possibilités de séparation qu’offrent certaines
familles de coefficients pour des couples de classes de sons donnés.


























































Figure 5.7: Spectral Slope pour la respiration (Breath) et la manipulation de papier (Paper)
Les figures de 5.7 à 5.9 montrent la variation dans le temps d’un coefficient pour deux classes de
sons différentes (3 enregistrements, d’une durée de 800 ms chacun, par classe sont utilisés). Pour
des raisons de lisibilité, seules des familles de coefficients contenant une seule caractéristique par
fenêtre (Spectral Slope, Perceptual Sharpness et Spectral Roll-Off respectivement) sont choisies.
Sur chacune des figures, on peut observer que, pour chaque coefficient, les intervalles de valeurs
occupés par les fenêtres d’une classe donnée, sont bien distincts de ceux de l’autre classe. Par
ailleurs, il y a très peu de variations dans le temps pour certaines classes par rapport à un coefficient
donné ; à l’image des valeurs du Spectral Roll-Off pour le bruit du rasoir électrique (figure 5.8).
Notre approche consiste à utiliser tous les coefficients ensemble et à mesurer l’apport qui peut en
résulter par rapport à l’utilisation des MFCC seuls. Pour cela nous utiliserons des GMMs et des
SVMs. Nous testerons également chacune des familles séparément et analyserons ses performances
pour chaque classe de sons. Ces dernières expérimentations seront faites en utilisant des SVMs.




























































































































Figure 5.9: Perceptual Sharpness pour le bris de glace (GBreak) et le bruit de clés (Keys)
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5.2 Approches pour utiliser plusieurs familles de coefficients ensemble
Les sections suivantes traitent de l’utilisation de ces familles de coefficients avec des GMMs et des
SVMs. La mise en oeuvre des GMMs, présentée ci-après, ne diffère pas de celle utilisée jusqu’à
maintenant pour les MFCC (chapitre 4). La seule différence réside dans le fait que les vecteurs en
entrée contiennent des coefficients de toutes les familles présentées au tableau 5.1. La description
en sera donc assez brève.
En revanche, pour l’application des SVMs, le problème de classification de séquences de vecteurs
se pose de nouveau ; cette fois avec un nombre beaucoup plus élevé de caractéristiques. Comme
nous l’avons vu au chapitre précédent, le noyau SVM-GSL est basé sur le calcul d’un modèle UBM.
L’efficacité de ce noyau est donc étroitement liée à la qualité du modèle UBM. Le modèle UBM est
un modèle GMM. Les modèles GMMs ne sont pas efficaces avec des données d’un nombre élevé
de caractéristiques. En fait, le nombre de vecteurs nécessaire pour estimer la densité de probabilité
augmente exponentiellement avec le nombre de caractéristiques. Ce problème est appelé fléau de
la dimension (Curse of Dimensionality) [Jain et al., 2000].
Par ailleurs, l’une des caractéristiques intéressantes des coefficients MFCC est l’absence de corré-
lation entre les différentes caractéristiques d’un vecteur. Cela est d’une importance cruciale car,
lors de l’estimation d’un modèle UBM, il est supposé qu’il n’y a pas de corrélation entre les
caractéristiques du vecteur en entrée, et de ce fait, on utilise des matrices de covariance dont les
éléments hormis ceux de la diagonale sont nuls.
Beaucoup de familles de coefficients du tableau 5.1 sont calculées en se basant sur l’information
spectrale et certaines de leurs caractéristiques sont, de ce fait, corrélées. En effet, en effectuant
une analyse en composantes principales sur les données, nous avons constaté que près de la moitié
des caractéristiques (environ 40 sur 94) ne sont pas significatives. La somme des valeurs propres
qui leurs sont associées constitue moins de 5% de la somme totale des valeurs propres. Pour une
éventuelle projection des données dans l’espace des vecteurs propres, on pourrait tout simplement se
passer de ces caractéristiques. Par ailleurs, comme nous le verrons dans la section 5.3, l’utilisation
de toutes les familles de coefficients ensemble avec des GMMs donne de moins bons résultats que
ceux obtenus avec les MFCC seuls.
Pour les expérimentations réalisées en utilisant plusieurs familles de coefficients, nous n’envisa-
geons donc pas l’utilisation du noyau SVM-GSL. De ce fait, l’un de nos objectifs, ici, est de trouver
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d’autres moyens pour transformer une séquence de vecteurs en un seul vecteur. Dans cet esprit, deux
méthodes sont développées dans ce chapitre. La première consiste à calculer des statistiques de haut
niveau pour chaque caractéristique. Ainsi obtient-on, depuis une séquence de vecteurs, un vecteur
unique contenant les coefficients statistiques issus des coefficients acoustiques en entrée. La seconde
méthode consiste à utiliser un algorithme de discrétisation de valeurs continues [Dougherty et al.,
1995] [Liu et al., 2002] [Kotsiantis and Kanellopoulos, 2006] qui, pour chaque caractéristique d’un
vecteur de coefficients acoustiques, détermine un certain nombre d’intervalles. Les intervalles sont
déterminés de sorte que, dans chacun, une classe soit plus probable que l’autre. Pour toutes les
caractéristiques, et pour tous les intervalles, la probabilité de la classe de sons est estimée. Les
différentes probabilités sont utilisées en guise de caractéristiques pour construire un vecteur utilisé
avec des SVMs. Pour faire la distinction entre les deux méthodes, nous les appelons SVM-StatVect
et SVM-ProbVect respectivement. Elles sont expliquées en détail dans les sections qui suivent.
5.2.1 Plusieurs familles de coefficients avec des GMMs
La façon la plus simple d’utiliser tous les types de coefficients avec des GMMs est probablement
d’utiliser des vecteurs contenant tous les paramètres (figure 5.10). Pour cela, il faudra utiliser la
même taille de fenêtre lors de l’extraction de chaque type de coefficient. Pour les familles du tableau
5.1, cela donnera des vecteurs de 94 éléments.
Par ailleurs, il serait intéressant de tester séparément et comparer certaines familles de coefficients,
notamment celles contenant plusieurs caractéristiques par fenêtre (MFCC, Loudness et Spectral
Crest Factor Per Band et Spectral Flatness Per Band qui contiennent respectivement 16, 24, 19 et
19 caractéristiques par fenêtre).
5.2.2 SVM avec vecteurs de coefficients statistiques (SVM-StatVect)
L’idée de base de cette méthode consiste à remplacer une séquence de valeurs par un nombre
fixe, N , de valeurs quelle que soit la taille de la séquence. Ce processus pourra ainsi s’appliquer
individuellement à chacune des caractéristiques des familles de coefficients retenues tant que la
caractéristique se présente sous forme d’une séquence d’observations. Pour ce faire, on calcule un
certain nombre de coefficients statistiques pour chaque caractéristique. Les coefficients retenus
sont : la moyenne, l’écart-type, le rapport écart-type/moyenne, ainsi que des statistiques de haut













Figure 5.10: Utilisation de plusieurs familles de coefficients avec des GMMs
niveau : le Centroid, le Spread, le Skewness et le Kurtosis (équations de 5.1 à 5.4) [Gillet and
Richard, 2004].
Centroid = µ1 (5.1)
Spread =
√
µ2 − µ21 (5.2)
Skewness =
2µ31 − 3µ1µ2 + µ3
Spread3
(5.3)




















Figure 5.11: Transformation des valeurs d’une caractéristique en un vecteur de coefficients statistiques
Kurtosis =










, et Ak est la k-ième valeur de la caractéristique A.
La figure 5.11 montre le processus de transformation. Ainsi, si on calcule ces coefficients statistiques
pour une séquence de vecteurs MFCC de 16 caractéristiques, on obtient 7 valeurs pour chacune
des caractéristiques MFCC. Pour 16 coefficients MFCC, cela donnera un vecteur de coefficients
statistiques de 7 × 16 = 112 dimensions.
Le tableau 5.2 montre le type de transformation appliqué à chaque famille de coefficients et le
nombre de coefficients statistiques qui en résulte. Trois ensembles de coefficients statistiques sont
utilisés, Stat-1, Stat-2 et Stat-3 (tableau 5.3). Pour la plupart des familles, tous les coefficients
statistiques sont calculés (ensemble Stat-3). Les Spectral Shape Statistics représentent déjà le
Centroid, le Spread, le Skewness et le Kurtosis des amplitudes spectrales, calculés par fenêtre. On
en calcule donc la moyenne, l’écart-type et le rapport écart-type/moyenne (ensemble Stat-1). Enfin,
pour le Temporal Shape Statistics, sont calculés le Spread, le Skewness et le Kurtosis (ensemble
Stat-3). à la différence des autres coefficients, Temporal Shape Statistics peut être calculé soit par
fenêtre, soit pour tout le signal. Pour une utilisation avec les GMMs, il est calculé par fenêtre
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afin d’obtenir le même nombre d’observations que les autres coefficients (figure 5.10). Pour les
SVMs, on le calcule sur l’intégralité du signal. Les coefficients obtenus sont ajoutés (concaténés)
au vecteur contenant les coefficients statistiques des autres familles.






MFCC 16 Stat-3 112
Loudness 24 Stat-3 168
Spectral Crest Factor Per Band 19 Stat-3 133
Spectral Flatness Per Band 19 Stat-3 133
Complex Domain Onset Detection 1 Stat-3 7
Perceptual Sharpness 1 Stat-3 7
Perceptual Spread 1 Stat-3 7
Spectral Rolloff 1 Stat-3 7
Spectral Decrease 1 Stat-3 7
Spectral Flatness 1 Stat-3 7
Spectral Variation 1 Stat-3 7
Spectral Slope 1 Stat-3 7
Spectral Shape Statistics 4 Stat-1 12
Temporal Shape Statistics 4 Stat-2 4




avec GMMs avec SVMs
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5.2.3 SVM avec vecteurs de probabilité (SVM-ProbVect)
Dans cette partie du chapitre, nous détaillons la seconde méthode utilisée pour la transformation
de séquences de vecteurs. Avant de présenter la méthode de discrétisation retenue et expliquer
comment nous nous en sommes servis pour le problème de transformation de séquences, nous
présentons les étapes qui nous ont conduits vers ce choix.
Dans les figures 5.7-5.9, on peut observer que, hormis quelques exceptions, les valeurs du coefficient
appartenant à une classe donnée, se répartissent sur un intervalle bien distinct de celui occupé par
les valeurs de l’autre classe, et cela pour presque toutes les fenêtres d’analyse. Pour des données
se présentant ainsi, une méthode pour classifier les différents points (ici les fenêtres d’analyse)
consiste à choisir un seuil T qui divise le domaine de valeurs en deux intervalles. Ce choix de seuil
peut ainsi être vu comme une règle permettant de distinguer une classe de l’autre.
5.2.4 Un sytème à base de règles ?
Le seuil T peut également être vu comme un séparateur linéaire. Les figures 5.12 et 5.13 montrent
un exemple de séparateurs linéaires pour deux coefficients différents. Cela peut aussi être considéré
comme une règle très simpliste permettant de distinguer une classe de l’autre. La règle exprimée
dans la figure 5.12 est la suivante :
Classe de son =


Electric Shaver Si Spectral Roll-Off ≥ 5000
Female Scream Sinon
Idéalement, on pourrait déterminer, en observant les données, l’ensemble de règles qui permettent
de bien caractériser une classe de sons et retrouver ainsi les traits qui la distinguent des autres
classes ou, du moins, de certaines classes. Toutefois, cette procédure requiert une analyse rigoureuse
de toutes les combinaisons de classes qui existent, et cela pour chaque coefficient. Cette tâche peut
malheureusement devenir le « goulot d’étranglement » du processus car, d’une part, le nombre de
caractéristiques (94) et celui de combinaisons de classes (153 combinaisons pour 18 classes de sons)
sont très élevés. D’autre part, pour des attributs à valeurs numériques, il n’est pas toujours évident
de trouver la ligne qui sépare deux classes. Dans les figures 5.12 et 5.13, les deux seuils 5000 (pour
le Spectral Roll-Off ) et 0.825 (pour le Perceptual Sharpness) sont respectivement choisis. Ces deux
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seuils ont été choisis dans l’objectif de minimiser le nombre d’erreurs de classification des deux
classes, mais les valeurs choisies sont arbitraires. On aurait pu, en fait, choisir n’importe quelle
autre valeur tout en respectant le critère fixé au départ. Il existe donc pratiquement un nombre infini
de manières pour séparer les deux classes.
Pour nombre de problèmes, un système de décision pourrait effectivement être construit en se
servant de règles établies par des experts. Les règles d’experts concernent souvent des attributs
à valeurs nominales (couleur, sexe, fonction, etc.) ou des attributs discrets (nombre de pièces,
nombre d’enfants, etc.), mais ils peuvent également s’appliquer aux attributs continus (salaire,
prix, distance, etc.). Cette procédure a toutefois ses limites. D’après [Waterman, 1986], un expert
a tendance à exprimer les conclusions qu’il a tirées en observant les données, en se servant de
termes généraux, jugés trop vastes pour une exploitation efficace en utilisant une machine. Quinlan
[Quinlan, 1987] met en évidence l’intérêt d’utiliser des arbres de décision pour remplacer les règles
d’experts. L’accent y est mis sur l’efficacité et l’économie de la représentation sous forme d’arbre
de décision. L’auteur n’exclut toutefois pas le recours aux experts pour définir un cadre pour les
concepts importants, complétés éventuellement par une liste d’exemples. Les règles peuvent ainsi
être automatiquement dérivées et exprimées via des arbres de décision. La sous-section suivante
introduit les arbres de décision et discute une possible application à notre problème.
5.2.5 Arbres de Décision
Les arbres de décision [Breiman et al., 1984] [Quinlan, 1986] [Brodley and Utgoff, 1995] sont une
méthode de classification supervisée largement utilisée en exploration de données, en statistiques
et en reconnaissance des formes. Plusieurs algorithmes de classification populaires (C4.5, ID3,
CART, GID3*, etc. [Quinlan, 1986] [Quinlan, 1993] [Breiman et al., 1984] [Fayyad, 1992] [Gelfand
et al., 1991]) sont basés sur des arbres de décision, et ils diffèrent souvent dans leur procédure de
construction d’arbre. L’objectif d’un arbre de décision est d’extraire automatiquement, à partir des
données observées, les règles qui permettent de les représenter sous une forme compréhensible par
les humains. Pour peu que l’arbre soit « lisible », il pourrait être vu comme une « représentation
de la connaissance » [Quinlan, 1987]. Cela n’est pas toujours le cas, notamment pour des données
ayant un nombre élevé d’attributs. Dans le texte qui suit, on se réfère indifféremment aux mots
« caractéristique » et « attribut » ; les deux mots signifient un élément d’un vecteur de données. Un
vecteur MFCC de 16 dimensions possède donc 16 caractéristiques ou attributs.
Un arbre de décision est construit en divisant les données en entrée en deux ou plusieurs sous-






























































Figure 5.12: Une possible séparation linéaire entre les fenêtres des deux classes Electric Shaver et Female































































Figure 5.13: Une possible séparation linéaire entre les fenêtres des deux classes GlassBreaking et Keys en se
basant sur le coefficient Perceptual Sharpness
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ensembles, en se basant sur la valeur d’un attribut. Par la suite, chacun des sous-ensembles obtenus
est à son tour divisé en se basant sur la valeur d’un autre attribut. Un sous-ensemble est considéré
comme un nœud final si tous les exemples qu’il contient appartiennent à une seule classe, ou si,
en utilisant une fonction d’évaluation, aucune autre division n’est plus possible. Ce processus est
appelé partitionnement récursif [Breiman et al., 1984].
Il existe, en effet, plusieurs façons de créer un arbre de décision. Une fonction de gain est souvent
utilisée pour décider, à chaque itération, du prochain attribut à utiliser pour le partitionnement.
L’approche la plus utilisée est basée sur un algorithme glouton (Greedy Algorithm) qui consiste à
choisir l’optimum local parmi les choix disponibles à chaque itération. Ce processus descendant est
appelé TDIDT (Top-Down Induction of Decision Trees) [Quinlan, 1986].
Le tableau 5.4 contient des exemples de données appartenant à deux classes X et Y. Le nombre
d’attributs est de 3, un attribut à valeurs nominales (A), un attribut à valeurs continues (B) et un
attribut à valeurs discrètes (C). Un façon de construire un arbre de décision pour ces données est
présentée à la figure 5.14. Dans cet exemple, la stratégie empruntée pour construire l’arbre a pour
objectif d’arriver à des nœuds finaux qui ne contiennent des exemples que d’une seule classe. Un
nœud final porte donc l’étiquette d’une seule classe. Cette stratégie, quelque peu simpliste, peut
donner lieu à des arbres avec un nombre très élevé de nœuds finaux qui ne contiennent qu’un seul
exemple. Une contrainte est souvent imposée quant au nombre minimum d’exemples par noeud
final. Un nœud final représente, en principe, une seule classe. Mais dans beaucoup d’approches,
chaque nœud final est associé à un vecteur de probabilités représentant la probabilité de chaque
classe.
Pour les attributs à valeurs continues, les algorithmes utilisés pour créer les arbres de décision
ont souvent recours à un ou plusieurs critères pour choisir les seuils. Les critères peuvent être la
minimisation de l’entropie ou la maximisation de la corrélation entre l’étiquette d’une classe et un
intervalle donné, etc.
Cela étant dit, la question qui se pose maintenant est la suivante : peut-on simplement utiliser des
arbres de décision avec tous les coefficients pour trouver les règles qui permettent de distinguer
deux classes ?
Pour des données numériques continues, un arbre de décision peut être interprété comme une
collection d’hyperplans linéaires, chacun étant orthogonal sur un des axes [Brodley and Utgoff,
1995]. À la différence des SVMs, un arbre de décision incorpore un hyperplan séparateur par
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x1 Bleu 11.8 43
x2 Bleu 12 50
x3 Rouge 10.5 54
x4 Rouge 9.8 47
Y
y1 Bleu 10.1 50
y2 Rouge 11.4 48
y3 Rouge 12.6 39


































Figure 5.14: Un arbre de décision correspondant aux données du tableau 5.4
attribut ; il peut ainsi être vu comme un hyperplan « local » correspondant à un seul attribut, donc
à une seule dimension. Avec les SVMs, l’hyperplan séparateur obtenu correspond à toutes les
dimensions.
D’autre part, le critère utilisé pour les SVMs pour déterminer l’hyperplan est la maximisation de
la marge entre les points de deux classes. Dans un arbre de décision, des critères différents sont















Figure 5.15: Un arbre de décision avec des SVMs incorporés
utilisés pour déterminer les hyperplans de séparation. L’approche utilisée dans les SVMs possède
de très bonnes bases théoriques et a, de surcroît, prouvé son efficacité en pratique.
Enfin, les SVMs peuvent réaliser une séparation non-linéaire des données en utilisant une fonction
noyau non-linéaire. Une fonction non-linéaire est vue comme une projection des données dans
un espace vectoriel de très grande taille (probablement infinie), où une séparation linéaire serait
possible. Cette caractéristique n’est pas disponible dans les arbres de décision. Tous ces facteurs
ont donné lieu à plusieurs méthodes combinant les SVMs et les arbre de décision [Bennett and
Blue, 1997] [Madjarov and Gjorgjevikj, 2009] [Madjarov and Gjorgjevikj, 2012]. L’architecture la
plus répandue consiste à incorporer un modèle SVM dans chaque nœud intermédiaire d’un arbre de
décision (figure 5.15). L’objectif de cette architecture étant de tirer avantage de la précision des
SVMs et de la simplicité des arbres de décision [Madzarov and Gjorgjevikj, 2010], un SVM pour
des données de dimension 1 étant plus simple.
À l’instar des SVMs, une possible application des arbres de décision pour notre problème de
classification du son pourrait se faire de deux manières. La première consiste à les utiliser pour
classifier les vecteurs acoustiques séparément et de faire appel à une stratégie d’agrégation afin de
décider de la classe de la séquence toute entière. Tout comme dans SVM-frame-level (paragraphe
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4.1), la stratégie d’agrégation peut très bien être un vote majoritaire. La seconde est de les utiliser
après la transformation des séquences de vecteurs acoustiques en vecteurs de de grande taille, c’est-
à-dire en super vecteurs comme ceux issus de la transformation du noyau SVM-GSL (paragraphe
4.1) ou en vecteurs de coefficients statistiques tels ceux vus dans la sous-section 5.2.2.
La seconde approche semble plus appropriée, d’autant plus que les SVMs que nous avons utilisés
avec ces vecteurs de grande taille sont linéaires. La première, quant à elle, peut donner lieux à
des temps d’exécution très élevés en raison du nombre important de coefficients que l’on envisage
d’utiliser et du nombre de vecteurs. De surcroît, les vecteurs ne sont souvent pas linéairement
séparables à ce niveau. Avec SVM-frame-level, il a fallu utiliser des noyaux non-linéaires pour
séparer les données. Cela pourra constituer un vrai obstacle pour toute utilisation des arbres de
décision.
Cependant, sur l’ensemble de nos 94 coefficients, on a pu voir que certains coefficients nous
permettent très bien de faire une séparation linéaire de deux classes (figures 5.12 et 5.13). Dans
les figures 5.12 et 5.13, on peut observer qu’une classe est plus représentée dans un domaine de
valeurs particulier par rapport à la classe concurrente, et inversement. L’idée de base de la méthode
proposée dans cette section est de trouver, pour chaque paire de deux classes, et pour chaque
caractéristique (de n’importe quelle famille de coefficients), un ensemble d’intervalles de sorte
que, dans chaque intervalle, une classe est plus probable que l’autre. Certes, les temps de calcul
requis pour déterminer ces intervalles peuvent être relativement longs, mais cette procédure n’est
nécessaire que pendant l’apprentissage. Une fois les intervalles déterminés, une séquence de valeurs
est transformée en un seul vecteur de probabilités, dont chaque élément correspond à la probabilité
de la classe dans un des intervalles.
Ce processus est réitéré pour chaque caractéristique. Les vecteurs de probabilités ainsi obtenus
sont « assemblés » pour n’en faire qu’un seul vecteur, utilisé en entrée d’un SVM. Cela constitue
une transformation d’une séquence de vecteurs en un seul vecteur. La probabilité est estimée en
divisant le nombre d’observations de la classe appartenant à un intervalle donné par le nombre total
d’observations de la classe. La figure 5.16 montre des données transformées d’après cette méthode
pour le coefficient Perceptual Sharpness.
Dans les arbres de décision, on cherche souvent à trouver un seul point de séparation par attribut.
Mais en réalité, la plage des valeurs appartenant à deux ou plusieurs classes pourra être divisée en
plusieurs intervalles. Cette procédure, qui consiste à trouver plusieurs intervalles pour un attribut
donné, est ce qu’on appelle discrétisation. Elle possède beaucoup d’applications intéressantes et
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Figure 5.16: Calcul de vecteurs de probabilités basé sur le coefficient Perceptual Sharpness. Le domaine des
valeurs est divisé en deux intervalles (]−∞ 0.825] et ]0.825 +∞[) pour lesquels la probabilité d’appartenance
d’une classe est calculée.
est, dans beaucoup d’algorithmes de classification, utilisée comme une étape de pré-traitement
des données [Dougherty et al., 1995]. Les valeurs continues appartenant à un seul intervalle sont
remplacées par une seule valeur nominale ou discrète. Pour beaucoup d’algorithmes, elle permet
d’améliorer les performances et les temps de traitement.
Pour notre problème, et suivant l’approche proposée, mentionnée plus haut, l’intérêt de la discréti-
sation est de trouver les intervalles qui permettent de bien distinguer les domaines de valeurs d’une
classe par rapport à une autre. Autrement dit, on cherche à trouver des intervalles dans lesquels
une classe est mieux « représentée » que l’autre. Les paragraphes suivants traitent du problème de
discrétisation, les catégories d’algorithmes et les critères d’évaluation.
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5.2.6 Discrétisation des valeurs continues
Certains d’algorithmes d’apprentissage automatique sont conçus pour traiter des données ayant
des attributs à valeurs nominales ou discrètes [Michalski and Stepp, 1983]. En revanche, pour un
nombre important de problèmes réels, les données sont le plus souvent dans un espace continu. Ce
facteur pourrait rendre difficile, ou pour le moins inefficace, l’utilisation de ces algorithmes. Une
façon de contourner ce problème est de transformer les données continues en données discrètes,
pour lesquelles chaque attribut ne peut avoir qu’un nombre limité de valeurs.
La façon la plus simple de transformer des valeurs continues en valeurs discrètes est de diviser la
plage de valeurs en N intervalles. Les valeurs continues qui se trouvent dans un intervalle prennent
alors toutes la même valeur (numéro de l’intervalle, son identifiant, etc.). Une telle approche ne
prend pas en considération la classe des points en entrée et ne cherche, de surcroît, pas à trouver
le meilleur nombre d’intervalles. Le nombre d’intervalles est souvent donné par l’utilisateur. Un
bon algorithme de discrétisation se doit de trouver un bon compromis entre un nombre raisonnable
d’intervalles et la perte d’information intrinsèquement liée à la transformation [Kotsiantis and
Kanellopoulos, 2006]. Autrement dit, il est important d’éviter les approches qui donnent lieu à un
nombre très élevé d’intervalles ne contenant que très peu de valeurs ; et celles qui, inversement,
créent des intervalles contenant des exemples appartenant à plusieurs classes. Dans ce dernier cas,
si les exemples sont étiquetés, il est intéressant d’avoir plusieurs intervalles qui aient chacun une
bonne corrélation avec une seule classe.
Le tableau 5.5 illustre ces principes. La première ligne contient des exemples à valeurs continues
appartenant à deux classes X et Y. La seconde ligne montre un choix possible des intervalles pour
la discrétisation. L’objectif de ce choix est de créer des intervalles « purs » qui ne contiennent des
exemples que d’une seule classe. Dans la troisième ligne, on cherche plutôt à réduire le nombre
d’intervalles tout en faisant en sorte que dans chaque intervalle, une seule classe soit plus représentée.
Suivant un critère ou l’autre, le nombre d’intervalles obtenus est de 9 et 2 respectivement.
Tableau 5.5: Exemple montrant deux façons différentes de choisir les intervalles. Les exemples, appartenant
à deux classes X et Y, sont triés de la plus petite à la plus grande valeur.
y1 x1 x2 y2 x3 x4 x5 y3 x6 y4 y5 y6 x7 y7
0 1 2 3 4 5 6 7 8
0 1
Le processus de discrétisation commence souvent par créer une liste triée des valeurs en entrée. Les
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intervalles sont ensuite déterminés par une liste de seuils Ti (i = 1 . . . k−1), tel que k est le nombre
d’intervalles. Le nombre de seuils possibles étant en pratique infini, une fonction d’évaluation est
souvent utilisée pour en déterminer les « meilleurs ». Avant de poursuivre avec avec le processus de
discrétisation et les catégories d’algorithmes, nous allons donner quelques définitions qui seront
utilisées tout au long des sections suivantes.
5.2.6.1 Définitions
Un attribut : (appelé aussi caractéristique, ou variable), est un élément d’un vecteur de données.
Sa valeur peut être nominale, discrète ou continue. Un vecteur de dimension D en contient donc
D. L’objectif de la discrétisation est de transformer les valeurs continues d’un attribut en valeurs
discrètes, c’est à dire de limiter le nombre de valeurs que peut prendre l’attribut.
Une instance : (appelée aussi exemple, vecteur ou point), est une collection de D valeurs de
D attributs différents. Une instance n’appartient qu’à une seule classe (un vecteur MFCC, par
exemple), bien qu’il puisse y avoir deux instances égales appartenant à deux classes différentes.
L’ensemble de toutes les instances est appelé S tel que |S| = N . La valeur d’un attribut A pour
une instance s est notée : valA(s), s ∈ S.
Un point de découpage : d’un attribut A, est toute valeur Ti appartenant à l’intervalle IA =
[valA(s); valA(t)], tels que s et t sont les instances avec la plus petite et la plus grande valeur de A
respectivement. Chaque point de découpage divise l’intervalle IA en deux intervalles, [valA(s);Ti]
et ]Ti; valA(t)] qui contiennent chacun au moins une instance. Un attribut peut avoir plusieurs
points de découpage.
L’arité : désigne le nombre total d’intervalles engendrés par les points de découpage d’un attribut
A. L’arité vaut k pour un nombre de points de découpage égal à k − 1. Il s’agit souvent d’une
valeur difficile à déterminer. Plusieurs techniques peuvent être utilisées pour trouver une valeur
appropriée.
Pour résumer cela, si
⊎k
i=1 Si est un partitionnement de S en k ensembles disjoints et non-vides,
en utilisant les points de découpages T1 . . . Tk−1, alors :




{s ∈ S | valA(s) 6 T1} si i = 1,
{s ∈ S | Ti−1 < valA(s) 6 Ti} si 1 < i < k,
{s ∈ S | valA(s) > Tk−1} si i = k
5.2.6.2 Typologie des méthodes de discrétisation
Plusieurs critères sont utilisés pour catégoriser les méthodes de discrétisation [Dougherty et al.,
1995] [Liu et al., 2002]. Dans cette section nous verrons les critères les plus courants, un aperçu de
quelques fonctions d’évaluation de la qualité d’un intervalle et les critères d’arrêt les plus utilisés.
Plus de détails sur ces deux derniers éléments sont donnés dans les sections suivantes, traitant
des algorithmes de discrétisation. Les critères portent principalement sur les éléments suivants :
étiquetage des données (classe des instances connue ou inconnue), la direction du traitement
(descendant ou ascendant), la dynamicité de l’algorithme (statique ou dynamique), et sa portée
(global ou local). D’après ces points de vue, les catégories de méthodes sont :
Supervisée vs non-supervisée : La classe des exemples en entrée peut être connue et utilisée par
l’algorithme de discrétisation, on parle alors de méthode supervisée. Dans le cas opposé la méthode
est dite non-supervisée. En pratique, les méthodes supervisées donnent de meilleurs résultats
pour les algorithmes de classification [Dougherty et al., 1995], elles doivent donc être utilisées si
l’information quant à la classe des exemples est connue. Si aucune information sur la classe n’est
disponible, le seul choix est d’utiliser des méthodes non-supervisées. Les méthodes non-supervisées
ne sont, de plus, pas très citées dans la littérature. Parmi les méthodes les plus connues on trouve
celle qui consiste à créer des intervalles à largeur égale (Equal Width Interval) ou bien celle qui
cherche à placer le même nombre d’instances par intervalle (Equal Frequency Interval). Dans la
première approche, IA est divisé en k intervalles de même largeur δ, tel que δ =
max(valA)−min(valA)
k
(k étant fourni par l’utilisateur et non pas déterminé par l’algorithme). Le grand inconvénient
de cette méthode est sa sensibilité aux valeurs extrêmes. Si max(valA) ou min(valA) s’éloignent
largement des autres valeurs, on pourrait avoir des intervalles qui ne contiennent aucun ou très
peu d’exemples. Dans la seconde méthode, les points de découpage sont choisis de sorte que les
intervalles qui en résultent contiennent le même nombre d’exemples. De ce fait, deux valeurs égales
de A pourraient se trouver dans deux intervalles différents.
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Directe vs incrémentale : Les méthodes de discrétisation directes divisent l’intervalle IA en k
intervalles en répondant à un ou plusieurs critères pour choisir les points de découpage. Le nombre
d’intervalles k est connu à l’avance et n’est pas déterminé par l’algorithme. Les deux méthodes
précédentes constituent deux exemples de méthodes directes. Les méthodes incrémentales, quant
à elles, déterminent le nombre d’intervalles au cours du traitement. Elles commencent souvent
par diviser l’intervalle IA en deux intervalles puis, une fonction d’évaluation est récursivement
invoquée pour décider de la division d’un intervalle donné ou de la fusion de deux intervalles
adjacents. Ce processus est réitéré jusqu’à ce qu’un critère d’arrêt soit satisfait.
Statique vs dynamique Les méthodes statiques appliquent la discrétisation de chaque attribut A
indépendamment des autres attributs. Le nombre d’intervalles obtenus est de ce fait différent d’un
attribut à l’autre. Les méthodes dynamiques cherchent les valeurs possibles de k en utilisant toutes
les valeurs de tous les attributs simultanément, prenant ainsi les corrélations entre les attributs en
considération.
Locale vs globale : Les méthodes locales ne s’intéressent qu’à une partie des données en entrée à
la fois. Autrement dit, toutes les instances ne sont pas prises en compte pour discrétiser un attribut.
Les méthodes globales utilisent tout l’espace des données en entrée pour la discrétisation d’un
attribut.
Descendante vs ascendante : Les méthodes descendantes commencent par une simple division de
IA en deux intervalles. D’autres points de découpage sont déterminés successivement jusqu’à ce
que le nombre désiré d’intervalles soit atteint ou que plus aucun intervalle ne puisse être divisé.
Elles sont considérées comme des méthodes de « division » d’intervalles. Les méthodes ascendantes,
également dites méthodes de « fusion » d’intervalles, commencent par la création d’un nombre
initial d’intervalles, qui seront ensuite fusionnés (deux ou plusieurs intervalles à la fois) en se basant
sur une fonction d’évaluation. Le nombre initial d’intervalles peut très bien être celui des instances
en entrée. Dans ce cas, chaque intervalle correspondra à une seule instance, et on pourrait ainsi
obtenir plusieurs intervalles identiques. Une version améliorée de cette approche d’initialisation
consiste à placer toutes les instances égales dans un seul intervalle.
Les méthodes de discrétisation ont souvent besoin d’une fonction d’évaluation pour évaluer les
points de découpage, c’est-à-dire, pour savoir si un intervalle donné doit être divisé, ou si plusieurs
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intervalles doivent plutôt être fusionnés pour répondre à un ou plusieurs critères fixé(s) au départ.
D’autre part, pour contrôler le nombre d’intervalles obtenus, et éviter d’avoir des intervalles
contenant très peu ou trop d’exemples, un ou plusieurs critères d’arrêt sont utilisés. Les deux
paragraphes qui suivent traitent de ces deux notions très importantes.
Fonctions d’évaluation : Une fonction d’évaluation sert à évaluer la « qualité » d’un intervalle, et
donc d’un point de découpage. Dans la méthode Equal Width Interval par exemple, seule importe
la taille des intervalles obtenus, qui doit être uniforme. Pour l’autre méthode non-supervisée, Equal
Frequency Interval, les intervalles doivent contenir le même nombre d’exemples, qu’elle que soit la
différence en taille des intervalles qui en résulteront.
Des fonctions plus complexes sont souvent employées dans les méthodes supervisées. Parmi les
critères les plus utilisés on trouve : la minimisation de l’entropie, la maximisation de la dépendance
entre l’étiquette d’une classe et un intervalle donné et la performance (précision) de l’algorithme de
classification qui utilisera les données discrétisées en entrée.
L’entropie de Shannon d’une variable X est donnée par l’équation 5.5 [Shannon, 1948] [Shannon





où x est une valeur de X et px sa probabilité estimée. Inf(x) est la quantité moyenne d’information
par événement, donnée par l’équation 5.6 :
Inf(x) = − log(px) (5.6)
L’information est élevée pour les événements rares et petite pour les événements les plus probables.
De ce fait, l’entropie Ent(X) est la plus élevée si les événements possibles sont équiprobables
(pxi = pxj pour tout i, j) et la plus petite si pxi = 1 et pxj = 0 pour tout j 6= i. Des exemples de
méthodes utilisant une fonction d’évaluation basée sur l’entropie sont : C4.5, ID3, D2, Fayyad et
Irani, Mantaras [Quinlan, 1993] [Quinlan, 1986] [Catlett, 1991] [Fayyad and Irani, 1993] [Cerquides
and Màntaras, 1997].
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L’objectif de certaines méthodes est d’augmenter la corrélation entre une classe et la valeur d’un
attribut. Le but est donc de produire des intervalles dont les valeurs correspondent plus à une classe
donnée qu’aux autres classes. Dans le méthode Zeta [Ho and Scott, 1997] [Ho and Scott, 1998],
la dépendance entre une classe et une valeur discrète de l’attribut est définie par le meilleur taux
de précision qu’on peut avoir si une valeur de l’attribut est utilisée pour « prédire » la classe de
l’exemple. D’autres méthodes (ChiMerge, Chi2, ConMerge etc. [Kerber, 1992] [Liu and Setiono,
1995] [Wang and Liu, 1998]) sont basées sur la mesure du χ2. Un test de signification statistique
est effectué entre la valeur de l’attribut et une classe donnée. La représentation de la classe dans un
intervalle doit montrer une certaine cohérence, sinon l’intervalle est divisée pour mieux exprimer
cette cohérence. De surcroît, deux intervalles adjacents ne doivent pas avoir les mêmes fréquences
de classes car, dans ce cas, ils doivent être fusionnés.
Enfin, dans les méthodes basées sur la précision, l’objectif est d’améliorer les résultat obtenus
par un algorithme donné. Plusieurs partitionnements sont alors testés et le meilleur est retenu. Ce
processus peut être très long car, à chaque itération, un nouvel apprentissage de l’algorithme doit
être effectué. [Chan et al., 1991] présentent une exemple de méthode basée sur la précision.
Critères d’arrêt : Le nombre d’intervalles obtenus après la discrétisation, k, doit en principe être
beaucoup plus petit que le nombre des exemples en entrée. Plusieurs critères d’arrêt sont alors
utilisés par les méthodes de discrétisation pour éviter de produire un nombre élevé d’intervalles.
La façon la plus simple de contrôler k est de le choisir de manière statique, avant le lancement
du processus de discrétisation. Cette approche peut s’avérer inefficace car, d’une part, si k n’est
pas suffisamment grand, certains des intervalles obtenus pourraient contenir un nombre élevé
d’exemples de plusieurs classes. Cela augmentera l’entropie et supprimera toute corrélation entre
un intervalle donné et une des classes. D’autre part, si k est trop grand, les intervalles obtenus
pourraient contenir un nombre très réduit d’exemples. Par ailleurs, certains intervalles adjacents
pourraient avoir la même distribution de classes ; ils devraient, en principe, être fusionnés.
D’autres méthodes sont basées sur une fonction de gain. Tant qu’il y a un gain à diviser un nouvel
intervalle, l’algorithme se poursuit. Pour éviter de créer des intervalles à un nombre très réduit
d’instances, certaines méthodes imposent un nombre minimal d’instances par intervalle [Holte,
1993]. Plusieurs méthodes utilisent le principe de Longueur de Description Minimale (MDLP ou
Minimum Description Length Principle). Ces deux concepts sont expliqués dans les sous-sections
suivantes traitant de quelques méthodes de discrétisation.
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La figure 5.17 (adaptée de [Liu et al., 2002]) illustre les étapes d’un processus de discrétisation
typique.
5.2.7 Méthodes de discrétisation
Dans cette section nous présentons quelques méthodes de discrétisation parmi les plus utilisées.
Comme nous venons juste de le voir, plusieurs critères peuvent être utilisés pour classer les
différentes méthodes. L’utilisation d’un critère mène à une catégorisation différente de celle qu’on
pourrait obtenir avec un autre critère. Autrement dit, deux méthodes peuvent être dans la même
catégorie selon le critère Ci et dans deux catégories différentes d’après un autre critère Cj . Par
exemple la méthode Zeta et ChiMerge ont toutes les deux une fonction d’évaluation avec une
tendance à augmenter la dépendance entre une classe et un intervalle. Elles seront, en revanche,
placées dans deux catégories différentes si on s’intéresse à la direction du traitement. La méthode
Zeta est basée sur la division successive d’intervalles, elle est de ce fait une approche descendante.
ChiMerge est une approche ascendante car elle est basée sur la fusion d’intervalles.
Dans ce qui suit on s’appuiera sur les fonctions d’évaluation pour présenter les différentes méthodes
étudiées. De surcroît, et compte tenu de la nature de notre problème, dans lequel les données sont
étiquetées, on ne s’intéressera qu’aux méthodes supervisées. Nous présentons, dans cet esprit, une
méthode basée sur un simple binning supervisé ; c’est à dire, contrairement aux méthodes Equal
Width Interval et Equal Frequency Interval, elle utilise la classe des exemples pour pour créer les
intervalles. Les autres méthodes présentées sont soit basées sur la minimisation de l’entropie, soit
sur la maximisation de dépendance entre une classe et la valeur d’un attribut.
5.2.7.1 Méthodes de binning
1Rule Discretizer : L’idée de base de la méthode 1Rule Discretizer (ou 1RD) [Holte, 1993] est
de construire, pour un attribut donné, des intervalles purs, qui ne contiennent des exemples que
d’une seule classe. Cette stratégie peut, toutefois, donner lieu à des intervalles qui ne contiennent
qu’un seul exemple. Pour éviter ce problème, un nombre minimum d’exemples par intervalle est
imposé. En se basant sur une analyse empirique de plusieurs tâches de classification, [Holte, 1993]
suggère de fixer ce nombre à 6 (le tout dernier intervalle pourra tout de même contenir moins de 6
exemples). Cela implique que certains intervalles contiendront probablement des exemples venant
de plusieurs classes. Ces intervalles sont alors attribués à la classe « dominante », c’est à dire la










































Figure 5.17: Un processus de discrétisation typique
CHAPITRE 5. CLASSIFICATION DU SON AVEC PLUSIEURS FAMILLES DE COEFFICIENTS 116
classe la plus représentée dans l’intervalle. 1RD est vu comme une méthode de discrétisation, aussi
bien qu’une méthode classification pouvant être assimilée à un arbre de décision.
5.2.7.2 Méthodes basées sur l’entropie
ID3 : ID3 [Quinlan, 1986] est une méthode utilisée pour la création d’arbres de décision. Elle
utilise la minimisation de l’entropie comme mesure pour choisir un point de découpage. à chaque
itération, le meilleur attribut est utilisé pour faire une discrétisation binaire. L’algorithme s’arrête
lorsque tous les nœuds finaux ne contiennent des exemples que d’une seule classe. Ce critère peut
toutefois être relâché pour accepter plus d’une classe par nœud final.
D2 : D2 [Catlett, 1991] est comparable à ID3 en ce qu’elle utilise également l’entropie pour
choisir un point de découpage. Contrairement à ID3 qui trouve un point de découpage par nœud,
D2 détermine récursivement les points de découpage potentiels tant que le critère d’arrêt ne s’est
pas réalisé. Le critère d’arrêt peut être le nombre de valeurs minimal par intervalle, le nombre final
d’intervalles à obtenir, ou bien le gain obtenu après discrétisation.
Méthode Fayyad et Irani : Cette méthode utilise aussi une heuristique basée sur la minimisation
l’entropie. Après avoir trié les exemples de S (|S| = N) en se basant sur un attribut A, tous les
points de découpage potentiels (N − 1 points, chacun se trouvant à mi-distance entre deux valeurs
de A) sont examinés. Pour chaque point de découpage T , S est divisé en deux sous-ensembles S1
et S2. Si le nombre de classes est m, P (Ci, Sj) est la proportion des exemples de la classe Ci dans




P (Ci, S) log(P (Ci, Sj))
Ent(Sj) est la quantité d’information (en bits) pour décrire les classes dans Sj . L’entropie de S,
résultat du partitionnement de A par le point T , est la moyenne pondérée de l’entropie de S1 et S2 :
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Ce processus est par la suite répété pour les sous-ensembles qui en résultent jusqu’à ce que le
critère d’arrêt soit satisfait. Le critère d’arrêt utilisé ici est le MDLP. Le partitionnement d’un









Gain(A, Ti;Sj) = Ent(Sj)− E(A, Ti;Sj)
et
∆(A, Ti;Sj) = log2(3
mj − 2)− [mj ·Ent(Sj)−m1j ·Ent(Sj2)−m2j ·Ent(Sj2)]
5.2.7.3 Méthodes basées sur la dépendance entre une classe et la valeur d’attribut
ChiMerge : Dans cette méthode [Kerber, 1992], une initialisation est faite en créant autant d’in-
tervalles qu’il y a de valeurs distinctes de l’attribut. Chaque deux intervalles adjacents sont par la
suite évalués en utilisant la mesure du χ2. Si deux intervalles sont indépendants de toute classe,
ils sont fusionnés, autrement ils doivent rester séparés. L’algorithme s’arrête si, pour toute paire
d’intervalles adjacents, la valeur de χ2 est en dessous d’un certain seuil.
Chi2 : Chi2 [Liu and Setiono, 1995] est une version automatisée de ChiMerge. Les intervalles
adjacents sont fusionnés tant que cela ne mène pas à une incohérence. L’incohérence signifie, ici,
que deux instances égales sont placées dans deux intervalles différents. En se basant sur ce principe,
cette méthode peut aussi être utilisée pour la sélection d’attributs. Les attributs pour lesquels il n’est
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pas possible de faire une discrétisation sans observer une incohérence étant écartés.
5.2.8 Méthode retenue et application pour la transformation de séquences
Après avoir présenté quelques une des méthodes de discrétisation les plus connues, nous présentons
dans cette section l’application de la méthode que nous avons retenue pour transformer une séquence
de vecteurs en un seul vecteur, dans le but de l’utiliser en entrée d’un SVM.
Il n’est pas facile, en partant des définitions ci-dessus, de juger l’efficacité d’une méthode par
rapport aux autres, à moins qu’on les ait toutes testées. De plus, une méthode qui peut se montrer
efficace pour un problème ou des données spécifiques, peut très bien ne plus l’être pour d’autres.
Dans la littérature, on ne trouve pas beaucoup de comparaisons entre méthodes de discrétisation.
Dans [Dougherty et al., 1995] et [Liu et al., 2002], les meilleures performances ont été obtenues avec
la méthode de Fayyad et Irani, en utilisant plusieurs bases de données pour différents problèmes. En
général, les méthodes basées sur l’entropie se sont avérées meilleures que les autres. Nous allons
donc, dans notre travail, retenir cette approche et l’utiliser pour trouver les points de découpage
d’un attribut.
L’idée de base de cette méthode de transformation de séquence est de trouver, pour chaque paire
de classes, et pour chaque attribut (coefficient acoustique), l’ensemble des points de découpage
qui divisent le domaine des valeurs de l’attribut en plusieurs intervalles (figure 5.18). Une fois les
intervalles connus, un vecteur de probabilités représentant la séquence est calculé. Chaque valeur
représente la probabilité de la classe par rapport à un des intervalles. La probabilité d’une classe X
par rapport à l’intervalle Ii de l’attribut j est estimée par :




où Xji sont les instances de X dont la valeur de l’attribut j appartient au i-ème intervalle de
l’attribut j, Iji .
Ce processus est répété pour tous les attributs. Les différents vecteurs de probabilités qui en résultent
sont joints l’un à l’autre pour n’en faire qu’un seul. Celui-ci représentera la séquence et est utilisé
en entrée du SVM. Pour chaque attribut, et pour chaque paire de classes, des intervalles différents
































































































































Figure 5.18: Transformation d’une séquence de vecteurs en vecteur de probabilités
sont déterminés. Pour classifier la séquence par rapport à une autre paire de classes, le vecteur de
probabilité correspondant est créé et utilisé avec le modèle SVM binaire qui correspond aux deux
classes.
En principe, les intervalles sont choisis par l’algorithme de sorte que, dans chacun, une classe soit
plus représentée que l’autre. Cela n’est, toutefois, pas forcément le cas de toutes les classes et de
tous les attributs.
5.3 Résultats expérimentaux
5.3.1 Comparaison entre les GMMs et SVM-StatVect
Cette section rapporte les résultats obtenus avec les méthodes et les familles de coefficients décrites
dans ce chapitre. Pour les GMMs, quatorze familles de coefficients sont utilisées (coefficients du
tableau 5.2 excepté Envelope Shape Statistics). Tous les coefficients, extraits depuis des fenêtres de
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16ms, avec 50% de recouvrement, sont utilisés pour former un seul vecteur de 94 coefficients.
Pour les SVMs, les 15 familles de coefficients sont utilisées. Avant de calculer leurs coefficients
statistiques, les valeurs de l’enveloppe d’amplitude du signal sont normalisées pour être entre 0 et
1. Enfin, comme mentionné précédemment, les coefficients du Temporal Shape Statistics peuvent
être calculés soit sur des fenêtre de courte durée, ou bien sur la totalité du signal. Nous utilisons la
première configuration pour les GMMs et la seconde pour SVM-StatVect.
La même base de données que celle utilisée dans le chapitre précédent est utilisée pour les
expérimentations de ce chapitre. Ici également, un tiers de la base est utilisé pour l’apprentissage
et un second tiers pour le test. Le tableau 5.6 montre les résultats obtenus avec les GMMs et
SVM-StatVect. Pour les GMMs, et pour les expérimentations faites en utilisant une seule famille
de coefficients, seules les familles comptant plusieurs caractéristiques par vecteur on été retenues.
Lorsque seuls les coefficients MFCC sont utilisés, on obtient de meilleurs résultats avec les GMMs
en comparaison avec SVM-StatVect. Il en va de même pour les deux familles (Loudness et Spectral
Crest Factor Per Band) utilisées seules, mais avec une différence moins importante avec SVM-
StatVect. Lorsque les deux familles de coefficients Spectral Flatness Per Band et Spectral Shape
Statics sont utilisées seules, SVM-StatVect se montre meilleur que les GMMs. Il n’est pas facile
d’interpréter ces résultats mais les moindres performances des GMMs pour ces deux dernières
familles ont probablement pour raison la corrélation entre les caractéristiques dans le cas du Spectral
Flatness Per Band et le nombre réduit de caractéristiques pour Spectral Shape Statics.
Par ailleurs, le fait que les meilleures performances soient obtenues avec les GMMs par rapport
au SVM-StatVect, pour les premières familles de coefficients (MFCC, Loudness et Spectral Crest
Factor Per Band), revient certainement à la perte d’information due à la réduction de la séquence de
vecteurs en un vecteur de coefficients statistiques, un modèle GMM permettant de mieux modéliser
la séquence.
Cela étant dit, l’utilisation de plusieurs familles de coefficients avec des GMMs a eu pour effet,
comme prévu, une baisse des performances. L’utilisation de toutes les familles de coefficients
avec des GMMs ne semble pas très appropriée. Cette approche (vecteurs dont les caractéristiques
proviennent de plusieurs familles de coefficients en entrée d’un GMM) ne sera pas utilisée dans
le futur, notamment si d’autres familles de coefficients sont ajoutées. À l’encontre des GMMs,
les SVMs, mis en oeuvre avec toutes les familles de coefficients, donnent toujours de meilleurs
résultats que ceux obtenus avec une seule famille (voir la section suivante).
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Tableau 5.6: Comparaison entre les performances des GMMs et de la méthode SVM-StatVect en utilisant
individuellement certaines familles de coefficients, puis en utilisant plusieurs familles ensemble
Famille de Coefficients GMM SVM-StatVect
MFCC 75.9 63.2
Loudness 70.3 66.9
Spectral Crest F. P. B. 67.7 66.6
Spectral Flatness P. B. 64.1 65.5
Spectral Shape Stat. 46.8 55.3
14 Familles 72.3 -
15 Familles - 76.5
5.3.2 Performances de SVM-StatVect par famille de coefficients
Pour observer les performances de chaque famille de coefficients, nous effectuons un test par famille
en utilisant SVM-StatVect. Le tableau 5.7 présente les taux de reconnaissance des différentes
familles, triés du meilleur au moins bon, et rappelle les dimensions des vecteurs utilisés. Comme
nous l’avions déjà constaté dans le tableau 5.6, certaines familles de coefficients offrent de meilleurs
résultats que les MFCC. Aucune famille, par contre, ne semble pouvoir remplacer toutes les autres.
Autrement dit, l’utilisation de toutes les familles ensemble semble être toujours meilleure que
l’utilisation d’une seule famille. Les meilleures performances ont été obtenues avec les coefficients
de Loudness, alors que les moins bonnes sont celles obtenues avec Temporal Shape Statistics.
Les coefficients du Temporal Shape Statistics sont calculés en utilisant directement en entrée les
échantillons du signal, sans aucune transformation.
Les résultats présentés au tableau 5.7 sont obtenus pour la base de données, toutes classes de
sons confondues. Pour une analyse plus détaillée, la section suivante rapporte les performances de
chaque famille de coefficients pour chacune des classes de sons séparément.
5.3.3 Performances par famille de coefficients pour chaque classe de sons
Le tableau 5.8 présente le taux de reconnaissance de chaque classe de sons par rapport à chaque
famille de coefficients, ainsi que pour toutes les familles utilisées ensemble (dernière colonne).
Pour certaines classes, on peut observer que des performances égales sont obtenues avec des
familles différentes. Les classes qui présentent peu de variations intra-classes (DoorOpening,
ElectricalShaver et HairDryer) sont particulièrement bien reconnues. Certaines classes présentant
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Tableau 5.7: Performances triées de SVM-StatVect utilisée séparément avec chaque famille de coefficients
Famille de Coefficients Dimension Taux de Reco. (%)
Loudness 168 66.9
Spectral Crest F. P. B. 133 66.6
Spectral Flatness P. B. 133 65.5
MFCC 112 63.27
Spectral Shape Stat. 12 55.3
Spectral Roll-Off 7 48.0
Spectral Flatness 7 48.0
Spectral Slope 7 45.4
Complex D. O. D. 7 44.6
Spectral Variation 7 43.7
Perceptual Sharpness 7 43.5
Perceptual Spread 7 41.8
Envelope Shape Stat. 7 38.1
Spectral Decrease 7 36.7
Temporal Shape Stat. 4 33.3
Tous les Coefficients 625 76.5
des variations intra-classes plus ou moins importantes (DoorClapping, HandsClapping, Keys et
Water) sont également bien reconnues. Pour toutes ces classes (avec ou sans variations intra-classes),
de surcroît, plusieurs familles (une seule utilisée à la fois), semblent appropriées. Bien entendu,
cela reste à confirmer avec des bases de données plus riches.
Par ailleurs, pour beaucoup de classes, une seule famille de coefficients permet d’obtenir des
performances supérieures ou égales à celles obtenues en utilisant tous les coefficients ensemble.
Ceci suggère qu’au risque de créer des confusions, certaines familles de coefficients ne doivent
pas être utilisées pour reconnaître certains types de sons. Certaines familles de coefficients qui
permettent de reconnaître parfaitement certaines classes (Spectral Slope pour les claquements de
portes ou bien Loudness pour le bruit de clés, par exemple) ne sont , en fait, pas efficaces pour
d’autres classes.
5.3.4 Résultats de la sélection de caractéristiques avec SVM-StatVect
D’après le tableau 5.8, les taux de reconnaissance de certaines classes de sons, plutôt bons avec
une seule famille de coefficients, baissent dès lors qu’on utilise toutes les familles. L’objectif de
cette sélection est de choisir automatiquement, pour chaque couple de deux classes de sons, les
coefficients qui permettent de mieux les discriminer.
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Tableau 5.8: Performances de SVM-StatVect pour chaque famille de coefficients/classes de sons. Pour une
















































































































































Breath 0.47 0.71 0.65 0.53 0.71 0.53 0.06 0.59 0.24 0.41 0.59 0.18 0.12 0 0 0.76
Cough 0.38 0.24 0.52 0.71 0 0 0.1 0.1 0 0 0.1 0.1 0.1 0 0 0.48
Dishes 0.52 0.61 0.64 0.64 0.55 0.36 0.24 0.48 0.48 0.45 0.27 0.39 0.48 0.24 0.36 0.85
DClapp 0.92 0.97 0.92 0.92 0.79 0.92 0.84 0.79 0.76 0.74 0.74 1 0.92 0.79 0.66 1
DOpen 0.57 0.86 0.86 0.86 0.86 0.43 0 0 0 0 0.57 0 0.43 0 0 0.86
EShaver 0.67 0.67 0.71 0.71 0.67 0.67 0.67 0.57 0.67 0.62 0.67 0.67 0.95 0.62 0.67 0.67
FemCry 0.42 0.42 0.5 0.58 0 0.17 0.17 0.25 0 0.42 0.17 0.17 0.58 0 0 0.5
FScrm 0.58 0.62 0.5 0.62 0.21 0.17 0.25 0.21 0.04 0.04 0.21 0.04 0.46 0.17 0 0.71
GBreak 0.68 0.74 0.74 0.68 0.68 0.44 0.62 0.74 0.74 0.74 0.62 0.53 0.68 0.68 0.53 0.79
HDryer 1 1 1 0.93 0.29 0.93 0.79 1 0 0.71 0.79 0.93 1 0 0.07 1
HClapp 0.83 0.94 0.61 0.44 0.5 0.72 0.72 0.83 0.56 0.78 0.5 0.72 0.89 0 0.89 0.94
Keys 0.83 1 0.92 0.75 0 0.08 0 0 0 0.75 0 0.08 0.83 0 0 0.92
Laughter 0.59 0.41 0.53 0.47 0.35 0.29 0.06 0.24 0 0.35 0.29 0.24 0.18 0 0.12 0.65
MScrm 0.72 0.59 0.72 0.59 0.48 0.52 0.55 0.66 0.38 0.59 0.62 0.52 0.52 0.79 0.72 0.72
Paper 0.67 0.71 0.71 0.62 0.14 0.05 0.19 0.19 0.14 0.33 0.43 0.14 0.48 0 0.57 0.81
Sneeze 0.18 0.36 0.18 0.36 0.09 0 0 0.09 0 0.45 0 0.36 0.36 0 0 0.73
Water 0.44 0.61 0.5 0.67 0.72 0.67 0.94 0.56 0.94 0.44 0.39 0.94 0.28 0.94 0.78 0.61
Yawn 0.29 0.14 0.29 0.29 0 0 0 0 0 0 0.14 0 0 0 0 0.29
Les algorithmes de sélection de caractéristiques employés ici (F-Score, SVM-Wrapper et CFS,
section 2.6) permettent d’évaluer chacune des caractéristiques en se servant des données d’appren-
tissage. Après l’élimination d’un certain nombre de caractéristiques (les caractéristiques éliminées
sont différentes d’une paire de classes à l’autre), des modèles SVM sont créés en utilisant ces
mêmes données d’apprentissages, réduites des caractéristiques éliminées. Pour évaluer un vecteur
inconnu (contenant donc toutes caractéristiques) par rapport un modèle SVM donné, seules les
caractéristiques retenues dans le modèle sont prises en considération par la fonction noyau linéaire
du SVM. De ce fait, seules les caractéristiques du vecteur inconnu jugées, d’après les données
d’apprentissage, les « meilleures » pour discriminer deux classes spécifiques sont utilisées pour
décider de l’appartenance du vecteur à l’une ou à l’autre classe.
Pour choisir des caractéristiques à conserver pour chaque paire de classes, on pourrait utiliser un
sous-ensemble de données de développement pour évaluer les modèles obtenus. Cette méthode,
quoique intéressante, requiert beaucoup de temps car après l’élimination d’une ou de plusieurs
caractéristiques un nouveau modèle SVM doit être créé et évalué. Nous utilisons, dans ce travail,
une approche plus simple qui consiste à fixer, au départ, le pourcentage des caractéristiques à retenir.
Autrement dit, les caractéristiques sont évaluées en utilisant les données d’apprentissage mais le
nombre exact à conserver pour chaque paire de classes n’est pas connu car aucune évaluation des
modèles SVM qui en résultent n’est effectuée. Selon cette procédure, il est, certes, possible, avec un
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pourcentage très faible, d’éliminer des caractéristiques importantes pour discriminer deux classes
ou bien, d’en conserver d’autres moins discriminantes avec un pourcentage élevé. Notre objectif,
ici, est de montrer qu’un nombre réduit de caractéristiques pourrait donner des performances
supérieures ou égales à celles obtenues avec toutes les caractéristiques. Un procédure de sélection
plus intelligente devra faire partie de nos futurs travaux.
Pour ce faire, nous réalisons, pour les deux méthodes F-Score et SVM-Wrapper, des expérimenta-
tions avec plusieurs pourcentages de sélection. L’algorithme CFS, quant à lui, permet de déterminer
automatiquement le nombre de caractéristiques à conserver.
Le tableau 5.9 présente les résultats obtenus. Avec F-Score, le taux de reconnaissance baisse
légèrement au fur et à mesure qu’on réduit le nombre de caractéristiques. À partir de 2% (12
coefficients environ sont retenus), la différence devient importante. Avec SVM-Wrapper, en re-
vanche, on constate une amélioration des performances pour des taux de sélection entre 15% et
30%. Rappelons que, dans chaque ligne du tableau, le pourcentage de caractéristiques à retenir
est le même pour toutes les paires de classes. Cette stratégie, loin d’être idéale, mène à quelques
résultats qui méritent plus d’explications. En effet, on constate avec SVM-Wrapper qu’un taux
de sélection de 10% donne de moins bons résultats qu’un taux de 15%, mais aussi qu’un taux de
5%. Cela s’explique par le fait que la réduction du pourcentage de 15% à 10% a eu pour effet une
baisse de performances pour certaines classe, alors que la réduction du pourcentage de 10% à 5%
a, au contraire, été bénéfique pour certaines classes sans affecter grandement les autres, d’où les
meilleures performance obtenues avec un taux de 5%. Enfin, CFS permet de préserver le même
taux de reconnaissance en utilisant un nombre moindre de coefficients. Avec cette algorithme, le
nombre de coefficients retenus varie d’un couple de classes à l’autre.
Pour les deux algorithmes F-Score et SVM-Wrapper, différents pourcentages de sélections sont
testés.
5.3.5 Performances de SVM-ProbVect
Cette section rapporte les résultats obtenus avec les SVMs en utilisant la seconde approche pour la
transformation de séquences. Pour la sélection de caractéristiques, seule la méthode SVM-Wrapper
est retenue, étant donnés les résultats du tableau 5.9. Enfin, nous testons la des coefficients issus
des deux méthodes de transformation dans un seul vecteur. Le tableau 5.10 montre les résultats
obtenus. Sans sélection de caractéristiques, les deux approches donnent des performances assez
CHAPITRE 5. CLASSIFICATION DU SON AVEC PLUSIEURS FAMILLES DE COEFFICIENTS 125




























proches. Contrairement à SVM-StatVect, la méthode SVM-ProbVect est sensible à la sélection de
caractéristiques. Pour des pourcentages de coefficients de 20% ou moins, l’écart entre les deux
méthodes devient de plus en plus important. L’utilisation ensemble des coefficients en provenance
des deux méthodes permet d’obtenir un gain par rapport à l’utilisation d’une seule méthode, et cela
reste valable pour presque tous les pourcentages de coefficients utilisés. Notons que pour la fusion,
les caractéristiques issues des deux méthodes sont normalisées pour être dans le même rang de
valeurs.
Tableau 5.10: Comparaison de SVM-StatVect , SVM-ProbVect et la fusion des deux méthodes avec plusieurs
















) 100 76.5 76.2 79.0
50 76.5 76.5 77.6
20 77.9 75.1 79.0
15 78.5 72.5 78.5
10 75.9 73.4 77.6
5 76.5 70.0 77.6
2 70.9 60.1 70.9
1 62.1 49.7 62.1
0.5 57.9 39.8 57.6
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5.4 Conclusions et Perspectives
Dans ce chapitre, nous avons utilisé plusieurs types de coefficients acoustiques pour la reconnais-
sance des sons de l’environnement. L’objectif est d’exploiter les différences entre certaines classes
de sons pour rendre la classification plus simple et/ou plus efficace que celle basée sur un seul type
de coefficients (MFCC).
Pour utiliser conjointement plusieurs familles de coefficients, en se basant sur les SVMs comme
méthode de classification, deux méthodes pour la transformation de séquences ont été expérimentées.
La première méthode, SVM-StatVect, transforme une séquence en un seul vecteur en calculant
plusieurs coefficients statistiques par attribut. La seconde méthode, SVM-ProbVect, se sert d’une
méthode de discrétisation afin de trouver, pour chaque attribut, les intervalles de valeurs où une
classe de sons donnée est plus probable que la classe en concurrence. La séquence est transformée
en un seul vecteur en calculant sa probabilité par rapport à chaque intervalle.
Une première comparaison avec les MFCC utilisés seuls montre que SVM-StatVect donne des
résultats bien inférieurs à ceux d’une utilisation classique des coefficients MFCC avec des GMMs.
Toutefois les performances des GMMs baissent si plusieurs familles de coefficients sont utilisées
ensemble. Les performances de SVM-StatVect, par contre, augmentent substantiellement avec
l’utilisation de toutes les familles.
Les différentes familles de coefficients offrent des performances différentes selon les classes de
sons mais, pour les classes de notre base, aucune famille ne semble en mesure de remplacer toutes
les autres familles pour les différentes tâches de classification. L’utilisation de toutes les familles
ensemble donne de meilleurs résultats. Cela se comprend en observant le comportement de chaque
famille de coefficients par rapport à chaque classe de sons. Pour chaque classe, nous avons pu
constater qu’il existe une ou plusieurs familles qui permet(tent) de mieux la reconnaître.
La sélection de caractéristiques issues de SVM-StatVect montre que peu de coefficients sont
effectivement nécessaires pour obtenir des performances supérieures ou égales à celles obtenues
avec toutes les caractéristiques. La méthode de sélection SVM-Wrapper a donné de meilleurs
résultats que celles basées sur le F-Score ou CFS.
L’utilisation des vecteurs de probabilités avec des SVMs (méthode SVM-ProbVect) donne des
résultats assez comparables à ceux de obtenus avec SVM-StatVect, mais elle est moins robuste
CHAPITRE 5. CLASSIFICATION DU SON AVEC PLUSIEURS FAMILLES DE COEFFICIENTS 127
quant à la sélection de caractéristiques. Enfin, la fusion des coefficients en provenance des deux
méthodes de transformation donne un gain par rapport aux deux méthodes utilisées seules.
Les résultats restent, bien évidemment, à confirmer avec des bases de sons plus importantes.
En perspective, étant donnés les résultats obtenus ici, nous croyons que des méthodes plus sophis-
tiquées pour combiner plusieurs familles de coefficient, pourraient améliorer les performances
de classification. Une combinaison de plusieurs classifieurs, chacun basé sur une famille de de
coefficients, semblerait une voie intéressante.
D’autres types de familles acoustiques peuvent être étudiées, en utilisant probablement des bases
de données plus riches en termes de classes de sons et de nombre de sources par classes.
Enfin, d’autres méthodes de transformation de séquences sont également à tester pour transformer











De tous les sons qui garnissent le paysage sonore qui nous entoure, la parole est celui qui a le
plus été étudié et compris. La quantité des travaux et les résultats obtenus en Reconnaissance
Automatique de la Parole (RAP) et en Reconnaissance Automatique du Locuteur (RAL) témoignent
de d’intérêt dont bénéficie la parole auprès des chercheurs.
Cependant, il y a bien plus que de la parole dans le paysage sonore de la vie courante et les humains
en sont pleinement conscients. Un éternuement dans un métro ou dans un bus, par exemple, ne
passerait pas inaperçu (ou plutôt inaudible) pendant une période où les médias s’enthousiasment
pour la moindre nouvelle concernant LA grippe du moment.
Le problème de reconnaissance des sons de l’environnement s’est posé depuis de nombreuses
années mais il reste bien moins exploré que d’autres domaines de l’Intelligence Artificielle. Dans
cette thèse, nous nous sommes intéressés à la Reconnaissance des Événements Acoustiques (REA)
dans un contexte domotique, plus précisément dans la Maison Intelligente d’une personne âgée
vivant seule.
La thèse a atteint son objectif principal en fournissant des solutions pour la séparation de la parole
des autres sons de la vie courante, et la reconnaissance des sons de l’environnement. Ces solutions
sont considérées comme une composante essentielle dans le système d’analyse audio du projet
SWEET-HOME.
Les solutions fournies pour le projet SWEET-HOME s’inspirent largement des méthodes utilisées
en reconnaissance du locuteur et sont, de surcroît, basées sur les coefficients MFCC, qui, eux,
viennent de la reconnaissance de la parole.
Par la suite, nous nous sommes intéressés à l’étude de plusieurs familles de coefficients dans la
perspective de trouver des coefficients plus efficaces et/ou moins complexes que les MFCC, qui
soient plus appropriés à certaines classes de sons. Les résultats obtenus montrent que, effectivement,
certaines classes sont plus discriminables d’une ou de plusieurs autres classes, en se basant sur une
famille de coefficients spécifique, différente des MFCC.
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Les deux sections suivantes récapitulent, respectivement, les travaux réalisés dans cette thèse ainsi
que nos perspectives pour des travaux futurs.
6.1 Résumé des travaux et conclusions
Une étude de la littérature de la reconnaissance des événements acoustique nous a permis de
constater un certain nombre de faits. En l’absence de méthodes de référence pour le domaine, un
bon nombre de travaux sont basés sur les techniques utilisés en RAP, en RAL et en reconnaissance
de la musique. D’autre part, certains techniques, en particulier les filtres auditifs, initialement
proposés pour la RAP mais bien moins utilisés que les MFCC, ont été repris dans certains travaux
de REA. Ils constituent l’une des pistes les plus prometteuses du domaine. Enfin, la classification
du signal audio à partir de représentations sur deux dimensions, en utilisant les techniques du
traitement d’image, a récemment donné des résultats très prometteurs.
L’un des éléments les plus embarrassants concernant la littérature de la REA est probablement le
fait que les différentes applications s’intéressent à des types de sons différents et utilisent, de ce fait,
des techniques et des bases de données différentes. Il n’y a donc pas eu beaucoup de comparaisons
entre les différents travaux.
Trois méthodes, issues de la RAL, ont été retenues pour la REA dans cette thèse :
— SVM avec des vecteurs acoustiques (SVM-frame-level)
— GMM
— SVM avec un noyau de discrimination de séquences (SVM-GSL)
La technique SVM-frame-level consiste à utiliser les vecteurs acoustiques (vecteurs MFCC extraits
du signal d’un événement acoustique) directement en entrée d’un SVM, à classifier chaque vecteur
séparément et, en utilisant une stratégie d’agrégation, à décider de la classe de l’événement inconnu.
Les deux stratégies d’agrégation utilisées sont le vote majoritaire (à quelle classe le classifieur a
attribué le plus de vecteurs ?) ou la somme du résultat de classification des vecteurs (quelle est la
classe dont la valeur absolue de la somme est la plus grande ?). Cette méthode est très coûteuse en
temps de calcul et donne de moins bons résultats par rapport aux GMMs.
Les GMMs restent une des méthodes les plus utilisée en REA. Les systèmes utilisant des GMMs
sont assez rapides et leurs performances restent intéressantes. Dans cette thèse, nous avons obtenus
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de meilleurs résultats avec des GMMs qu’avec la méthode SVM-frame-level.
Une des solutions utilisées pour contourner les problèmes de l’utilisation des SVMs avec des
vecteurs acoustiques en entrée est l’utilisation des noyaux de discrimination de séquences. Ces
noyaux ont bien été explorés en RAL et ont souvent eu des performances meilleures que celles des
GMMs. Dans cette thèse, nous avons retenu le noyau SVM-GSL pour la reconnaissance des sons
de l’environnement. Les résultats obtenus sont très intéressants, vu que, contrairement à ce qui se
passe en RAL, la quantité de données utilisées pour créer le modèle UBM (utilisé par le noyau
SVM-GSL), ainsi que les données utilisées en adaptation sont très limitées.
Cette méthode est toutefois plus coûteuse en ressources (espace en mémoire centrale et temps
processeur) que les GMMs. Nous croyons que, pour des problèmes de REA n’incluant qu’un
nombre limité de classes, et qui sont, de plus, facilement discriminables, une solution basée sur les
GMMs devrait être considérée.
En analysant la matrice de confusion des classes de la base de sons de l’ESIGETEL, nous avons
pu tirer un certain nombre de conclusions. Les classes qui présentent très peu de variabilités
intra-classe, du fait que les sons ont été enregistrés dans les mêmes conditions acoustiques (même
microphone, même environnement, même source de son, etc.), sont très bien reconnues. D’autres
classes avec des enregistrements réalisés dans des conditions acoustiques différentes sont également
bien reconnues. Pour les classes aux taux d’erreurs les plus élevés, nous avons réalisé que la source
de confusion est principalement une seule autre classe.
Tous ces résultats ont été obtenus avec des coefficients MFCC. Cela nous mène à plusieurs conclu-
sions. Pour une application de REA où les événements acoustiques ont lieu dans des environnements
qui risquent peu de changer, et dont les sons d’intérêt sont « faciles » à discriminer, des modèles
« personnalisés » devraient être utilisés, en utilisant si possible les coefficients acoustiques et/ou les
méthodes de classification les moins coûteux en ressources. De façon plus générale, cette suggestion
reste valable pour les applications dont les classes de sons d’intérêt sont bien discriminables. Pour
les classes dont la source de confusion est une seule ou un nombre limité de classes, il faudrait
trouver de meilleurs coefficients que les MFCC. Bien entendu, ces conclusions sont à prendre avec
beaucoup de précaution car la base de données utilisée reste très petite, tant en nombre de classes,
qu’en nombre d’enregistrements par classe.
Au vu des performances du noyau SVM-GSL, nous avons retenu cette méthode pour les expérimen-
tations faites sur le corpus du projet SWEET-HOME. Les scénarios utilisés sont enregistrés dans une
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maison intelligente en utilisant sept canaux audio. Quatre scénarios d’une durée de 88, 50, 72 et 63
minutes respectivement ont été utilisés. Un algorithme de détection des événements acoustiques est
utilisé en amont de l’algorithme de reconnaissance.
Le canal au meilleur RSB (rapport signal sur bruit) a été utilisé pour la reconnaissance. De très
bonnes performances ont été obtenues pour la séparation entre la parole et les autres sons de la vie
quotidienne. Pour la reconnaissance des autres sons, 18 classes de sons de la vie courante ont été
retenues. Les résultats obtenus sont très prometteurs. Pour les quatre scénarios, plus de la moitié
des sons d’intérêts dans l’appartement ont été détectés et reconnus correctement.
Par la suite nous avons fait une étude sur une quinzaine de familles de coefficients acoustiques pour
les exploiter en reconnaissance des sons de l’environnement. Le but de cette étude est de trouver,
pour certains couples de classes du moins, des familles de coefficients qui soient plus efficaces ou
bien aussi efficaces mais moins complexes que les MFCC, utilisés dans toutes nos expérimentation
précédentes.
Nous avons, pour ce faire, utilisé deux autres méthodes (SVM-StatVect et SVM-ProbVect) de
transformation de séquences de vecteurs acoustiques en un seul vecteur, différentes du noyau
SVM-GSL. Les résultats obtenus montrent que, pour la plupart des classes, on peut identifier une
ou plusieurs familles de coefficients qui permettent de mieux les reconnaître. Pour certaines classes,
les meilleurs résultats sont obtenus en utilisant toutes les familles de coefficients ensemble. Pour
d’autres, en revanche, l’utilisation d’une seule famille donne les meilleurs résultats. L’ajout des
autres familles ne procure aucun gain ou, bien au contraire, augmente les confusions avec les autres
classes. En de conclusion de ces expérimentations, nous croyons qu’un système de REA pourrait
être bien plus efficace en utilisant des familles de coefficients acoustiques plus appropriées aux
classes de sons d’intérêt, au lieu d’utiliser une seule famille généraliste, tels que les MFCC.
6.2 Perspectives et futurs travaux
Bases de données : Les résultats obtenus dans nos différentes expérimentations sont certes très
intéressants, mais il n’est pas facile de les généraliser. Pour cela, il faudra utiliser des bases de
données beaucoup plus grandes. Un nombre important de classes de sons augmentera certainement
le nombre de confusions, mais permet de tirer des jugements plus pertinents quant aux classes bien
reconnues. Autrement dit, cela permettrait de mieux comprendre certaines classes de sons et les
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coefficients qui permettent de les discriminer des autres classes.
Coefficients : La première perspective nous conduit à la seconde. En effet, plus le nombre de
classes augmente, plus les confusions entres elles sont probables. Au vu des résultats obtenus
dans cette thèse, l’utilisation d’autres familles de coefficients semble une voie très importantes.
L’utilisation des coefficients issus des filtres auditifs (Gammatone par exemple), ainsi que ceux
issus des représentations bidimensionnelles du signal entrent également partie de cette perspective.
Fusion : Dans nos expérimentations utilisant plusieurs familles de coefficients (chapitre 5), nous
avons utilisé soit toutes les familles de coefficients ensemble, soit une seule famille à la fois. La
fusion de plusieurs familles de coefficients constitue également une bonne perspective. Une manière
de faire cette fusion serait d’utiliser plusieurs classifieurs, un par famille de coefficients, et de
fusionner leur sorties (logique floue, coefficients de pondération pour les différents classifieurs,
etc.).
Modélisation de la variabilité intra-classe : Il s’agit d’un point très important en RAL. En ce qui
concerne ce travail, nous avons observé que les classes dont tous les enregistrements ont été réalisés
dans les mêmes conditions acoustiques sont très bien reconnues. La variabilité intra-classe constitue
l’une des sources de confusion les plus importantes. En RAL, des méthodes efficaces ont été
développées pour faire face à ce problème. Elles sont souvent utilisées avec les GMMs ou les SVMs
à noyau de classification de séquences. Après les résultats intéressants obtenus avec les GMMs
et SVM-GSL, nous croyons que ces méthodes constituent une bonne perspective de recherche
qui complète ce travail. Toutefois, il convient de noter que de telles méthodes requièrent souvent
beaucoup de données, d’où notre première perspective concernant les bases de données.
Information temporelle : Les travaux comparant les GMMs aux HMMs que nous avons analysés,
montrent l’efficacité des HMMs par rapport aux GMMs. De plus, en observant les représentations
visuelles du signal de certaines classes, il semble que l’information temporelle pourrait constituer
un élément utilisable pour discriminer certaines classes de sons.
Informations de haut niveau : Comme nous l’avons signalé au chapitre 2, l’une des différences
importantes entre la RAP et la REA est l’existence d’un modèle de langage pour la RAP. Nous
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avons également parlé de l’importance du contexte (d’après les travaux de Ballas et Howard) que
les humains utilisent pour distinguer les sons de l’environnement. Nous croyons que cette source
d’information pourrait, sur le moyen et le long terme, être très intéressante pour la REA.
Tests plus complets : Dans les expérimentations faites sur le corpus du projet SWEET-HOME, nous
n’avons pas utilisé une stratégie de rejet ni fait de tests en présence du bruit. Pour des tests plus
réalistes, ces deux points devront absolument être pris en considération dans les futurs travaux.
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