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L’objet de ce mémoire est de présenter, synthétiquement, l’essentiel de mes travaux.
Ceux-ci portent tous sur les matrices aléatoires ou les probabilités libres, à l’exception d’un
article consacré aux cycles de permutations aléatoires. Je les ai regroupés et répartis dans
sept chapitres, auxquels s’ajoutent un chapitre dans lequel je présente divers projets de
recherche, ainsi qu’une introduction succincte aux probabilités libres, en annexe. De plus,
tout au long du texte, des précis sur divers sujets sont présentés sous forme d’encarts,
aﬁn que le lecteur puisse aisément se référer à ceux dont il a l’usage, et puisse tout aussi
aisément ne pas lire ceux dont il sait connaître de contenu.
Le premier chapitre porte sur la construction, que j’ai faite dans ma thèse, de la convo-
lution libre rectangulaire ⊞c, ainsi que sur les résultats que j’ai obtenus depuis sur ce sujet
[A5, A8, A10, A16]. Ce travail s’inscrivait au départ dans un contexte plus général, celui des
distributions non commutatives jointes de familles de matrices aléatoires rectangulaires. J’ai
en eﬀet démontré que la liberté avec amalgamation sur une certaine sous-algèbre permet
de modéliser le comportement asymptotique de matrices aléatoires rectangulaires, une fois
que celles-ci ont été plongées dans des matrices carrées plus grandes. Cependant, à l’issue
de ma thèse, je n’ai pas développé ce point de vue beaucoup plus loin, me concentrant sur
l’étude, assez riche et plus concrète, de la convolution libre rectangulaire. Par ailleurs, les
énoncés de liberté asymptotique, notamment dans le contexte des matrices rectangulaires,
sont assez lourds à formuler et peuvent sembler quelque peu arides au lecteur qui n’en
connaîtrait pas les applications pratiques. Pour ces raisons, j’ai choisi de construire ce cha-
pitre autour de la convolution libre rectangulaire, et d’aborder la liberté avec amalgamation
seulement au dernier paragraphe, dont découle pourtant l’existence de cette convolution.
Pour les mêmes raisons, je n’aborde pas dans ce texte l’étude que j’ai menée dans [A8] des
opérateurs R-diagonaux entre deux sous-espaces et de l’entropie associée.
Cette convolution est l’opération qui permet d’inférer la loi empirique sur les valeurs
singulières de la somme A + B de deux matrices aléatoires indépendantes de la seule
connaissance des lois empiriques sur les valeurs singulières de A et de B. C’est donc une
opération analogue à la convolution classique ∗ ou à la convolution libre carrée ⊞ de Voi-
culescu. Elle a été utilisée par Gregoratti, Hachem et Mestre pour analyser un système de
télécommunications dans [59].
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Le deuxième chapitre est dédié à une transition de phase appelée transition de phase
BBP, du nom des auteurs Baik, Ben Arous et Péché qui l’ont mise en évidence. Elle porte
sur les plus grandes valeurs propres d’une matrice aléatoire X soumise à une perturbation
qui a la particularité de rester de rang ﬁni quand la dimension de X tend vers l’inﬁni.
Le principe général est que si l’amplitude de la perturbation reste sous un certain seuil,
les plus grandes valeurs propres ne bougent pas signiﬁcativement, alors que au delà de ce
seuil, elles se détachent de leur position initiale. Ce phénomène avait été prouvé dans un
premier temps pour des matrices aléatoires X d’un type particulier (matrices de Wigner
ou de Wishart), je l’ai généralisé avec mes co-auteurs Raj Rao, Alice Guionnet et Mylène
Maïda [A14, A15, A17], et je propose dans ce texte une interprétation de ce phénomène
via les probabilités libres. De plus, avec Alice Guionnet et Mylène Maïda, je donne une
analyse des grandes déviations pour ce modèle [A18].
Le troisième chapitre est consacré à l’inﬁnie divisibilité libre, ainsi qu’à ses applications.
Ces applications portent sur la déﬁnition de nouveaux modèles matriciels, la régularisation
par la convolution, et la répulsion des valeurs singulières à l’origine.
Il existe une relation entre les lois inﬁniment divisibles pour les convolutions ∗, ⊞ et
⊞c. Ces ensembles de lois sont en eﬀet indexés, via des formules de Lévy-Kinchine, avec les
mêmes objets. Ils sont donc en bijection les uns avec les autres. Les bijections en question
révèlent des correspondances assez profondes, puisqu’elles préservent les théorèmes limites
du type loi des grands nombres, théorème central limite, etc. Cela a été prouvé dans les
articles [15, 16, 14] de Voiculescu, Bercovici et Pata dans le cas de ⊞ et dans mon article
[A4] dans le cas de ⊞c. Dans ce chapitre, je présente de nouveaux ensembles de matrices
aléatoires généralisant le GO(U)E, que j’ai construits dans mes articles [A2, A4], et qui
donnent aux bijections sus-mentionnées une interprétation plus concrète. Par ailleurs, dans
l’article [A7] avec Serban Belinschi et Alice Guionnet, les propriétés particulières des lois
inﬁniment divisibles pour ⊞c et ⊞ ont été utilisées pour montrer des propriétés régulari-
santes de leurs semi-groupes, ainsi que le phénomène de répulsion des valeurs singulières
à l’origine, qui dit que les valeurs singulières de la somme de deux matrices aléatoires non
hermitiennes indépendantes ont tendance à s’écarter de l’origine.
Dans le quatrième chapitre est présenté un travail que j’ai eﬀectué assez récemment
[A19], consacré à un résultat d’universalité pour les vecteurs propres de matrices de Wigner.
On y prouve que pour [ui,j]ni,j=1 la matrice des vecteurs propres d’une matrice de Wigner,





converge en loi (en un sens assez faible). Le fait marquant est que lorsque les coeﬃcients
de la matrice de Wigner sont centrés et de variance 1, la loi du processus limite ne dé-
pend que de leur quatrième moment (et non de leur troisième). Dans le cas où ce quatrième
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moment coïncide avec celui d’une gaussienne, le processus limite est un pont brownien biva-
rié et la convergence est montrée dans un sens plus fort, celui de la topologie de Skorokhod.
Au cinquième chapitre, je présente la construction que j’ai menée avec Thierry Lévy,
dans [A11], d’une famille de structures de dépendance dans un espace de probabilités non-
commutatif, qui interpolent entre l’indépendance classique et la liberté. Il était connu que
si A et B sont deux grandes matrices diagonales réelles dont les valeurs propres se ré-
partissent approximativement selon deux mesures de probabilités µ et ν, et si U est une
matrice de permutation choisie uniformément (resp. une matrice unitaire choisie sous la
mesure de Haar), alors les valeurs propres de A + UBU∗ se répartissent selon la mesure
µ ∗ ν, convolution classique de µ et ν (resp. selon la mesure µ ⊞ ν, convolution libre de
µ et ν). En donnant à U la loi au temps t d’un mouvement brownien convenablement
normalisé sur le groupe unitaire dont la loi au temps 0 est la loi uniforme sur les matrices
de permutation, nous avons déﬁni une convolution ∗t pour tout t réel positif, qui pour
t = 0 est la convolution classique et, pour t tendant vers l’inﬁni, tend vers la convolution
libre. Nous avons en fait déﬁni la structure de dépendance entre deux sous-algèbres d’un
espace de probabilités non-commutatif qui sous-tend cette convolution. Notre espoir initial
était d’identiﬁer des cumulants associés à cette convolution t-libre, c’est-à-dire des formes
multilinéaires universelles dont l’annulation caractériserait la t-liberté de certains de leurs
arguments. Nous pensions qu’ils pourraient réaliser une interpolation entre les cumulants
classiques, intimement liés à la combinatoire des partitions d’un ensemble, et les cumulants
libres, liés aux partitions non-croisées d’un ensemble muni d’un ordre cyclique. Cet espoir
a été déçu et nous avons démontré qu’il n’existait pas de cumulants t-libres.
Au sixième chapitre, je donne un théorème central limite pour le mouvement brownien
sur le groupe des matrices unitaires n × n, dans la limite où n −→ ∞. Plus précisément,
je considère des combinaisons linéaires des coeﬃcients d’un tel processus et je montre que
lorsque la dimension tend vers l’inﬁni, on a trois régimes limites possibles, selon que l’on
considère une petite échelle de temps, une grande échelle de temps, ou une échelle intermé-
diaire. Dans le premier cas, le processus limite correspond à un mouvement brownien sur
l’espace des matrices anti-hermitiennes de taille inﬁnie, dans le deuxième, on a un mouve-
ment brownien sur les matrices complexes (sans symétrie) de taille inﬁnie, et dans l’échelle
de temps intermédiaire, on obtient une interpolation entre ces deux extrêmes. Ces trois
régimes limites trouvent leur interprétation dans la construction du mouvement brownien
sur le groupe unitaire par roulement sans glissement de celui-ci sur son algèbre de Lie le
long d’un mouvement brownien sur cette algèbre. Un sous-produit de ce travail est une
démonstration fort courte de théorème central limite pour les coordonnées d’une matrice
unitaire distribuée selon la mesure de Haar, résultat bien connu déjà prouvé par Diaconis
et al.
Le septième chapitre porte sur un travail auquel j’ai consacré beaucoup de temps et
d’énergie dans les deux années qui ont suivi ma thèse, que je trouve toujours intéressant
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et profond, mais qui, je dois le dire, n’a pas eu beaucoup d’écho. Je dirais que les raisons,
tout à fait justiﬁées, pour lesquelles ce travail semblait me mener à une sorte d’impasse,
m’en ont appris beaucoup quant au fonctionnement de la recherche en mathématiques.
Certaines erreurs sont instructives.
Dans ce travail, publié dans mon article [A12], on considère des permutations aléatoires
qui s’écrivent comme des mots en des permutations aléatoires indépendantes : on se ﬁxe
tout d’abord un mot w en les lettres g1, g−11 , . . . , gk, g
−1
k et on introduit ensuite, pour tout
n, un k-uplet s1(n), . . . , sk(n) de permutations aléatoires indépendantes de {1, . . . , n}. La
permutation σn que l’on va considérer est celle obtenue en remplaçant chaque lettre gi de
w par si(n). Par exemple, pour w = g1g2g3g−12 , σn = s1(n) ◦ s2(n) ◦ s3(n) ◦ s2(n)−1. De
plus, on s’autorise à restreindre les longueurs possibles des cycles des si(n) : on se ﬁxe des
ensembles A1, . . . , Ak d’entiers positifs et on suppose que pour tout i, si(n) est choisi uni-
formément dans l’ensemble des permutations de {1, . . . , n} qui ont toutes leurs longueurs
de cycles dans Ai. Par exemple, si A1 = {1, 2}, s1(n) est une involution aléatoire de loi
uniforme. On va s’intéresser aux petits cycles de σn, c’est à dire aux cycles de longueur
ﬁxée indépendamment de n. La loi de σn étant invariante par conjugaison, les positions
de ces cycles sont uniformes, et seuls leurs nombres portent un aléa inconnu. On introduit
donc, pour tout entier positif ℓ, le nombre Nℓ(σn) de cycles de longueur ℓ dans la décom-
position de σn en produit de cycles de supports disjoints. On va étudier le comportement
asymptotique des Nℓ(σn) lorsque n −→ ∞. On prouve tout d’abord que le représentant
du mot w dans un certain quotient du groupe libre de générateurs g1, . . . , gk détermine
l’ordre de grandeur asymptotique des Nℓ(σn), et on prouve que dans de nombreux cas, les
Nℓ(σn) sont asymptotiquement indépendants, et distribués selon une loi de Poisson de pa-
ramètre 1/ℓ. Au delà des questions de liberté asymptotique présentées au paragraphe 7.1,
mon intérêt pour le sujet a été attisé par un problème apparemment fort diﬃcile, auquel
Thierry Lévy et moi-même nous sommes attelés en vain : la caractérisation des mots w
en les lettres g1, g−11 , . . . , gk, g
−1
k tels que pour tout groupe compact (ou ﬁni) G, pour toute
famille s1, . . . , sk de variables aléatoires indépendantes et uniformément distribuées sur G,
la loi de la variable aléatoire obtenue en remplaçant chaque lettre gi de w par si est la loi
uniforme.
Enﬁn, jugeant les articles [A1, A3, A6, A9, A20] relativement isolés dans l’ensemble de




1 Valeurs singulières de sommes de matrices aléatoires 15
1.1 Convolution libre rectangulaire . . . . . . . . . . . . . . . . . . . . . . . . 15
Encart 1.1. Valeurs singulières d’une matrice . . . . . . . . . . . . . . . . . 18
1.2 Un outil analytique pour le calcul de la convolution ⊞c : la R-transformée
rectangulaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.1 Déﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.2 Lien avec les intégrales sphériques . . . . . . . . . . . . . . . . . . . 21
1.3 Relations entre convolutions libres rectangulaires et carrées . . . . . . . . . 23
1.4 Distribution non commutative asymptotique de matrices aléatoires rectan-
gulaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2 La transition de phase BBP 29
2.1 Présentation du problème et cas des matrices de Wigner et de Wishart . . 29
2.1.1 Contexte général : perturbations de rang ﬁni de grandes matrices
aléatoires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.2 Transition de phase de Baik-Ben Arous-Péché : les deux premiers
exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Encart 2.2. Transition BBP pour la percolation de dernier passage . . . . . . 35
Encart 2.3. Matrices de Wigner, du GOE et du GUE . . . . . . . . . . . . . 36
Encart 2.4. Lois de Tracy-Widom . . . . . . . . . . . . . . . . . . . . . . 37
2.2 Généralisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.1 Résultats principaux . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.2 Valeurs singulières de matrices non hermitiennes déformées . . . . . 46
11
2.2.3 Lien avec les probabilités libres . . . . . . . . . . . . . . . . . . . . 48
2.3 Grandes déviations pour les modèles de matrices déformés . . . . . . . . . 50
3 Infinie divisibilité et théorèmes limites pour les convolutions libres, ap-
plications 53
3.1 Bijection de Bercovici-Pata entre les lois ∗- et ⊞-inﬁniment divisibles, inter-
prétation matricielle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Lois ⊞c-inﬁniment divisibles . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 Propriétés de régularisation des convolutions libres et phénomène de répul-
sion des valeurs singulières à l’origine . . . . . . . . . . . . . . . . . . . . . 60
3.3.1 Cas de la convolution libre carrée ⊞ . . . . . . . . . . . . . . . . . . 60
3.3.2 Cas de la convolution libre rectangulaire ⊞c : régularité et répulsion
des valeurs singulières à l’origine . . . . . . . . . . . . . . . . . . . . 62
4 Vecteurs propres des matrices de Wigner : universalité des fluctuations
globales 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5 Un continuum de notions d’indépendance entre l’indépendance classique
et l’indépendance libre 71
5.1 Convolutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Structures de dépendance et t-liberté . . . . . . . . . . . . . . . . . . . . . 73
5.3 Systèmes diﬀérentiels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4 Inexistence de cumulants t-libres . . . . . . . . . . . . . . . . . . . . . . . . 76
Encart 5.5. Calcul d’Îto matriciel . . . . . . . . . . . . . . . . . . . . . . . 78
Encart 5.6. Les trois définitions du mouvement brownien sur le groupe unitaire 78
Encart 5.7. Mouvement brownien unitaire libre . . . . . . . . . . . . . . . . 79
6 Théorème central limite pour le mouvement brownien sur le groupe uni-
taire 81
7 Petits cycles de mots libres en des permutations aléatoires 85
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.2 Cas d’un mot trivial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
12
7.3 Mots non triviaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8 Perspectives 91
Matrices aléatoires à queues lourdes/creuses . . . . . . . . . . . . . . . . . 91
Perturbations de matrices aléatoires . . . . . . . . . . . . . . . . . . . . . . 92
Matrices aléatoires à coeﬃcients corrélés . . . . . . . . . . . . . . . . . . . 92
Systèmes de particules en interaction . . . . . . . . . . . . . . . . . . . . . 92
Vecteurs propres de matrices à bandes . . . . . . . . . . . . . . . . . . . . 93
Maximum de variables corrélées et lois de Tracy-Widom . . . . . . . . . . 93
9 Appendice : introduction aux probabilités libres 95
9.1 Espaces de probabilités non commutatifs et liberté . . . . . . . . . . . . . . 95
9.2 Structures de dépendance et produit libre d’espaces de probabilités non com-
mutatifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
9.3 Distributions de variables aléatoires non commutatives . . . . . . . . . . . 99
9.4 Liberté asymptotique des matrices aléatoires carrées . . . . . . . . . . . . . 100
9.5 Convolutions libres ⊞ et ⊠ . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
9.6 Cumulants libres et R-transformée . . . . . . . . . . . . . . . . . . . . . . 101
9.6.1 Cumulants classiques . . . . . . . . . . . . . . . . . . . . . . . . . . 102
9.6.2 Cumulants libres . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
9.6.3 La R-transformée . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.7 Probabilités libres à valeurs opérateurs . . . . . . . . . . . . . . . . . . . . 105





Valeurs singulières de sommes de
matrices aléatoires
Je vais présenter ici mon travail sur les matrices aléatoires rectangulaires. Comme je
l’ai expliqué dans l’introduction, ce chapitre est construit autour de la convolution libre
rectangulaire, mettant sa “matrice”, la liberté avec amalgamation, au second plan.
La plupart des résultats présentés dans ce texte ont été démontrés dans le cas réel et
le cas complexe. Ainsi, K désigne R ou C et β = dimRK. Dans le cas réel, les matrices
unitaires à considérer dans les énoncés sont réelles, donc orthogonales.
1.1 Convolution libre rectangulaire
Le point de départ de cette étude est la question suivante :
Connaissant les valeurs singulières de deux matrices A et B, que peut-on dire
des valeurs singulières de leur somme ?
En toute généralité, il est bien entendu très diﬃcile de répondre à cette question, qui re-
lève de la géométrie algébrique (la déﬁnition et l’interprétation géométrique des valeurs
singulières d’une matrice sont rappelés dans l’encart 1.1, à la ﬁn de cette section). Cepen-
dant, en se concentrant sur le cas générique en grande dimension, i.e. en supposant A et
B aléatoires, indépendantes et de lois isotropes et en faisant tendre leurs dimensions vers
l’inﬁni, on peut, d’une certaine façon, y répondre.
Plus précisément, on va considérer des matrices aléatoires A,B ∈ Kn×p dont les dimen-
sions n, p vont tendre vers l’inﬁni de façon à ce que n/p −→ c ∈ [0, 1] (la dépendance de A
et B en n et p est implicite dans les notations).
On fait de plus les hypothèses suivantes :
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(a) A et B sont indépendantes,
(b) au moins une des deux matrices A,B est invariante, en loi, par multiplication à
droite et à gauche par n’importe quelle matrice unitaire,





σ val. sing. de A
δσ −→ µ1 et 1
n
∑
σ val. sing. de B
δσ −→ µ2 (1.1)
lorsque n, p −→∞ avec n/p −→ c (dans les sommes ci-dessus, les valeurs singulières
sont comptées avec multiplicité, et ce sera le cas tout au long de ce texte).
L’hypothèse (b) est une hypothèse d’isotropie (vériﬁée, par exemple, pour une matrice à
entrées gaussiennes standard indépenantes) et l’hypothèse (c) est la formalisation de l’idée
que l’on connait les valeurs singulières de A et B.
La réponse à la question posée plus haut est alors donnée par le théorème suivant, que
j’ai démontré pendant ma thèse (voir [A5, Th. 3.13] 1).
Théorème 1.1 Sous les hypothèses (a), (b) et (c) ci-dessus, il existe une loi non aléatoire





σ val. sing. de A+B
δσ −→ µ (1.2)
lorsque n, p −→∞ avec n/p −→ c.
La loi µ ainsi déﬁnie, notée µ1⊞cµ2, est appelée la convolution libre rectangulaire de
rapport c des lois µ1 et µ2.
Ce théorème signiﬁe que sous les hypothèses (a) et (b), pour connaître la loi selon
laquelle les valeurs singulières de A + B se répartissent, il suﬃt de connaître les lois se-
lon lesquelles les valeurs singulières de A et B se répartissent (ainsi que n/p) : les autres
types d’informations relatives aux valeurs singulières (valeurs singulières extrêmes, espace-
ments,...) n’inﬂuent pas. La ﬁgure 1.1 donne une illustration de ce phénomène.
1. Le vocabulaire utilisé dans certains articles, dont [A5], est différent : afin d’avoir égalité, pour c = 1,
entre ⊞c et la convolution ⊞ de Voiculescu, on y considère les symétrisées des mesures de (1.1) et (1.2) et
non ces mesures elles-mêmes. Les lois sur R+ étant entièrement définies par leurs symétrisées, les résultats
sont équivalents.
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Figure 1.1 – Valeurs singulières de A + B pour différents types d’espacement : His-
togrammes des valeurs singulières de A + B pour A matrice gaussienne et B matrice à valeurs
singulières égales à 1n ,
2
n , . . . ,
n
n (figure de gauche) ou B matrice à valeurs singulières i.i.d. de loi
uniforme sur [0, 1] (figure de droite) : les espacements des valeurs singulières de B sont beaucoup
moins réguliers dans le deuxième cas que dans le premier, et cela n’influe pas sur la forme limite
de l’histogramme (cependant, on remarque que la convergence semble plus rapide dans la figure
de gauche que dans celle de droite, ce qui corrobore les prédictions données par la théorie de la
liberté de second ordre). Ici, les matrices sont de taille n× p avec n = 4800, p = 6000.
Dans le cas de mesures à support compact (le cas général étant ensuite obtenu par
approximation, avec un contrôle sur le rang de l’erreur), le théorème 1.1 est une conséquence
du théorème 1.10, qui caractérise le comportement asymptotique de la distribution non
commutative jointe de grandes matrices rectangulaires. Cette caractérisation permet de
prouver que les variables aléatoires
1
n
Tr[((A+B)(A+B)∗)k] (k ≥ 1)
(qui sont les moments des lois empiriques sur les valeurs singulières) se concentrent autour




Tr[(BB∗)ℓ] (ainsi que du





Tr[(BB∗)ℓ] est explicitée à la section suivante, via les cumulants
libres rectangulaires et la R-transformée rectangulaire.
Remarque 1.2 (Lien avec la convolution ⊞ de Voiculescu) Le théorème 1.1 est l’ana-
logue, pour les valeurs singulières, du résultat sur la convolution ⊞ de Voiculescu présenté
au paragraphe 9.5 de l’appendice. Des relations entre les convolutions ⊞c et ⊞ seront pré-
sentées plus bas. Nous verrons que dans les cas c = 0 et c = 1, ⊞c s’explicite entièrement
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à partir de ⊞ et que pour 0 < c < 1, certaines relations peuvent être démontrées (c.f.
théorèmes 1.8 et 1.9).
Remarque 1.3 (Valeurs singulières de AB) De la même façon, pour A,B matrices
isotropes de tailles respectives n × m et m × p, dans la limite où n,m, p −→ ∞ avec
n/m −→ c, m/p −→ d, la loi empirique sur valeurs singulières du produit AB s’exprime
à partir des lois empiriques sur les valeurs singulières de A et B, ainsi que des rapports
limites c, d. Seulement, contrairement à ce qui apparaît lorsque l’on considère la A+B, la
convolution multiplicative libre “carrée” de Voiculescu, ⊠, suﬃt pour résoudre le problème.
En eﬀet, à des zéros près, les carrés des valeurs singulières de AB sont les valeurs propres
de ABB∗A∗, i.e. de A∗ABB∗, ce qui montre que le problème peut être résolu à l’aide de
la convolution multiplicative libre ⊠ présentée au paragraphe 9.5 de l’appendice.
ENCART 1.1 – Valeurs singulières d’une matrice
Rappelons la définition des valeurs singulières d’une matrice. Toute matrice A ∈ Kn×p s’écrit
A = UDV , avec U ∈ Kn×n, V ∈ Kp×p unitaires et D ∈ Rn×p nulle hors de la diagonale et à
termes diagonaux positifs ou nuls. Les termes diagonaux de D sont alors uniques (à l’ordre près) et
sont appelés les valeurs singulières de A. L’interprétation géométrique de ces valeurs est la suivante :
A transforme la boule unité euclidienne en une ellipsoïde, et les valeurs singulières de A sont les demi-
longueurs des n ∧ p plus grands axes principaux de cette ellipsoïde, les autres axes étant de longueur









Figure 1.2 – Valeurs singulières s1 et s2 de A ∈ R2×2.
1.2 Un outil analytique pour le calcul de la convolution
⊞c : la R-transformée rectangulaire
Le théorème 1.1 aﬃrme que les valeurs singulières de A+B se répartissent selon d’une
loi µ1⊞cµ2 qui ne dépend que de µ1 et µ2, mais ne permet pas de d’exprimer concrètement
µ1 ⊞ µ2 en fonction de µ1 et µ2. Dans ce paragraphe, nous explicitons la dépendance de
µ1⊞cµ2 en µ1, µ2 et c.
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1.2.1 Définition
La convolution libre rectangulaire ⊞c peut être calculée grâce à une transformation
intégrale, comme la convolution classique ∗ avec la transformée de Fourier ou la convolution
libre⊞ avec la R-transformée. Cette transformation, appelée la R-transformée rectangulaire
de rapport c, est déﬁnie comme suit.







H(c)µ (z) := z(cMµ(z) + 1)(Mµ(z) + 1), (1.4)
et enﬁn










pour z 6= 0, et C(c)µ (0) = 0, (1.5)
où T (c)(z) = (cz + 1)(z + 1).
La fonction C(c)µ (·) déﬁnie en (1.5) est appelée R-transformée rectangulaire de rapport
c de µ. Cette transformation permet de calculer la convolution libre de rectangulaire de
deux lois, en vertu du théorème suivant [A5, Th. 3.12].
Théorème 1.4 (i) La fonction analytique C(c)µ (·) caractérise la loi µ.








La preuve de la formule (1.6) ne repose pas directement sur la déﬁnition de la fonction
C
(c)
µ via les formules (1.3), (1.4) et (1.5), mais sur l’étude des coeﬃcients du développement
en série entière de C(c)µ autour de zéro : en posant, pour µ à support compact (le cas général






2. Dans le cas où µ est à support compact, toutes ces fonctions sont analytiques sur un voisinage de
zéro dans C dont l’amplitude est contrôlée par celle du support de µ. Dans le cas général, on a encore des
fonctions analytiques, mais elles sont définies sur des ensembles du type {ρeiθ ; 0 ≤ ρ < c, |θ − π| < c′}
(c > 0, 0 < c′ < π). La notion la plus adéquate est alors celle de germes de fonctions analytiques sur des
voisinages de 0 non tangentiels à R+.
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les coeﬃcients (k⊞c2n (µ))n≥1 sont appelés les cumulants rectangulaires libres de rapport c
de µ. La fonction Mµ étant la fonction génératrice des moments de µ, il n’est pas très
diﬃcile de voir que la relation entre les moments mℓ(µ) :=
∫
R







v bloc de π
k⊞c|v| (µ) (n ≥ 1),
où la somme porte sur les π partitions non croisées (dont la déﬁnition est rappelée à la
section 9.6.2 de l’appendice) de l’ensemble {1, . . . , 2n} dont tous les blocs ont un cardinal
pair et où e(π) désigne le nombre de blocs de π de minimum pair. L’étude approfondie des
structures combinatoires sous-jacentes à la liberté avec amalgamation (c.f. paragraphe 1.4)
permet alors de montrer, via un analogue à la proposition 9.9, que
k⊞c2n (µ1⊞cµ2) = k
⊞c
2n (µ1) + k
⊞c
2n (µ2) (n ≥ 1).
La formule (1.6) s’obtient alors immédiatement.
Comme le montre formule (1.6), la R-transformée rectangulaire de rapport c linéarise
la convolution ⊞c. En plus du calcul pratique de ⊞c, cela permettra de comprendre les
liens entre la convolution ⊞c et la convolution ⊞ associée aux matrices hermitiennes (c.f.
paragraphe 1.3), de montrer que la convolution ⊞c est continue pour la topologie faible,
etc...
Donnons maintenant un exemple d’application directe du théorème 1.4, correspondant
à δ1⊞cδ1 (qui n’esst pas une loi dégénérée). D’autres exemples peuvent être trouvés dans
[A5, Sect. 3.10].
Exemple 1.5 (Somme d’isométries) Soit A,B ∈ Kn×p aléatoires, indépendantes, l’une
au moins étant de loi invariante par les actions du groupe unitaire à droite et à gauche,
telles que pour tout ε > 0, on a la convergence en probabilité
♯{σ val. sing. de A ou B telle que |σ − 1| > ε} = o(n)




σ val. sing. de A+B
δσ −→ 2
√
κ2 − (x2 − 2)2
cπx(4− x2) ✶|x2−2|≤κ✶x≥0dx, (1.8)
avec κ = 2
√
c(2− c) (dans le cas où c = 0, le terme de droite doit s’interpréter comme la
masse de Dirac en
√
2). La figure 1.3 illustre cette convergence.
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Figure 1.3 – Valeurs singulières d’une somme d’isométries : Histogramme des valeurs
singulières de A + B et densité de la loi limite telle qu’elle est prédite par l’équation (1.8), sous
les hypothèses de l’exemple 1.5. Ici, n = 103, c = 0.3.
1.2.2 Lien avec les intégrales sphériques
Le théorème 1.4 permet d’aﬃrmer que la R-transformée rectangulaire joue un rôle ana-
logue, pour la convolution ⊞c, à celui joué par le logarithme de la transformée de Laplace
pour la convolution classique ∗. Le théorème suivant, issu de [A16], permet d’aﬃrmer que,
au delà de cette analogie, la R-transformée d’une loi µ est eﬀectivement, à une intégration
près, la limite du logarithme d’une suite de transformées de Laplace.
On considère une matrice M ∈ Kn×p, dépendant implicitement de paramètres n et p.
On suppose que M peut être mise sous la forme M = UDV , avec U ∈ Kn×n et V ∈
K
p×p unitaires, indépendantes et distribuées selon la mesure de Haar, et D déterministe,




σ val. sing. de D
δσ −→ µ,
où µ est une loi à support compact. On introduit aussi une matrice E ∈ Kn×p dont toutes
les entrées sont nulles, sauf une, égale à un. Alors on a le théorème suivant.
Théorème 1.6 Lorsque n, p −→ ∞ avec n/p −→ c ∈ [0, 1] (si c = 0, on suppose aussi













Notons Rν la R-transformée de “type carré" d’une loi ν (voir la section 9.6.3 de l’ap-
pendice). Dans les cas c = 0 et c = 1, la fonction C(c) étant reliée respectivement aux
fonctions Rµ2 et Rs(µ), où µ2 désigne la loi de X2 pour X distribuée selon µ et s(µ) désigne
la symétrisée de µ (voir équation (1.11) plus bas), on obtient le corollaire suivant.













Le point de départ de l’étude ayant mené au théorème précédent se trouve dans des
travaux de Guionnet, Zeitouni, Collins, Zinn-Justin, Zuber, Maïda, Śniady, Mingo et Spei-
cher, qui ont prouvé, dans les articles [63, 125, 39, 61, 41, 42, 40], que sous diﬀérentes
hypothèses sur des matrices A,E de taille n×n, pour U unitaire distribuée selon la mesure




est lié à la théorie des probabilités libres. Par exemple, il a été prouvé [61, Th. 2] que si
la loi empirique sur le spectre d’une matrice auto-adjointe A converge vers une loi µ, alors











où Rµ est la R-transformée (de type “carré”) de µ (voir section 9.6.3).
Le théorème (1.6) se montre en exprimant les colonnes de U et V à partir de vecteurs
gaussiens, ce qui ramène l’espérance E{exp[√npθℜ(Tr(EM))]} à une intégrale gaussienne.
Un changement de variable adéquat fait alors apparaître la R-transformée rectangulaire de
la loi empirique sur les valeurs singulières de M . À ma connaissance, cette technique est
due à Guionnet et Maïda [61].
Avant de clore ce paragraphe, mentionnons le fait que les espérances d’exponentielles de
traces de matrices aléatoires (c’est à dire les fonctions de partition de mesures de Gibbs sur
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des espaces de matrices associées à des énergies qui s’expriment comme des traces) s’ap-
pellent en générale les intégrales sphériques. L’intégrale dite d’Harich-Chandra-Itzykson-
Zuber en est un exemple assez connu [60]. Au delà de leurs liens avec les probabilités libres
mentionnés plus haut, les intégrales sphériques intéressent beaucoup les communautés des
physiciens et de la théorie de l’information. Le lecteur trouvera dans les textes [126, 63, 60]
des références pour les intégrales sphériques impliquant des matrices carrées. Le cas des
matrices rectangulaires a aussi fait l’objet d’investigations avant le travail présenté ici, par
exemple dans les articles [102, 57, 74].
1.3 Relations entre convolutions libres rectangulaires et
carrées
La convolution libre rectangulaire ⊞c rend compte des valeurs singulières de la somme
de deux matrices non hermitiennes choisies indépendamment et de façon isotrope, dont les
dimensions n, p ≫ 1 satisfont n/p = c. De même, la convolution libre ⊞ rend compte des
valeurs propres de la somme de deux grandes matrices hermitiennes choisies indépendam-
ment et de façon isotrope. Les valeurs singulières de matrices rectangulaires et les valeurs
propres de matrices hermitiennes ne sont pas de objets sans relation, puisque les valeurs
singulières d’une matrice M de taille n × p avec n ≤ p sont les valeurs propres de la ma-
trice
√
MM∗. Cependant, l’opération M 7−→ √MM∗ n’étant pas linéaire, il ne semble pas
évident qu’il existe une relation entre les convolutions ⊞ et ⊞c.
Néanmoins, quand c = 1 (i.e. quand les matrices sont carrées), en mettant bout-à-bout
les résultats de liberté asymptotique de Voiculescu [116] et l’étude de la somme d’éléments
R-diagonaux menée par Haagerup et Larsen [65, Prop. 3.5], on obtient le théorème suivant,
qui se retrouve aussi immédiatement avec les outils présentés ici, en remarquant que pour
c = 1, la R-transformée rectangulaire de rapport c s’exprime simplement à partir de la






pour tout borélien A.
Théorème 1.8 La convolution libre rectangulaire de rapport 1 de deux lois µ1, µ2 sur R+
est la loi sur R+ dont la symétrisée est la convolution libre des symétrisées de µ1 et µ2.
Autrement dit, pour µ1, µ2 lois sur R+, µ1 ⊞1 µ2 est la loi sur R+ définie par le fait que
s(µ1 ⊞1 µ2) = s(µ1)⊞ s(µ2).
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Ce résultat a une interprétation matricielle simple. Il signiﬁe que pour M,N grandes



















bien que les matrices de (1.12), ayant trop d’éléments de structure en commun, ne sont en
général pas asymptotiquement libres.
Le résultat suivant [A10, Th. 3], qui fait intervenir la convolution libre multiplicative
⊠, semble plus surprenant. Pour c ∈ [0, 1], introduisons la loi appelée loi de Marchenko-






pour a = (1 − √c)2, b = (1 +√c)2 (lorsque c = 0, cette loi doit être comprise comme la
masse de Dirac en 1). Pour µ loi sur R+, on note
√
µ la loi de
√
X pour X v.a. de loi µ.
Théorème 1.9 Pour µ1, µ2 lois sur R+ et c ∈ [0, 1], on a√
µ1 ⊠ LMP, c ⊞c
√
µ2 ⊠ LMP, c =
√
(µ1 ⊞ µ2)⊠ LMP, c . (1.14)






µ1 ⊞ µ2 , (1.15)
autrement dit, la convolution rectangulaire libre de rapport 0 de deux lois est l’unique loi
sur R+ dont la mesure image par l’application x 7−→ x2 est la convolution additive libre ⊞
des mesures images de ces deux lois par cette application.
Ce théorème a plusieurs conséquences non attendues, quant à l’arithmétique des convo-
lutions ⊞ et ⊠ de Voiculescu, comme quant à l’inﬁnie divisibilité libre. Le lecteur pourra
les trouver dans [A10]. Donnons ici des interprétations, elles aussi inattendues, à mes yeux
du moins, des formules (1.14) et (1.15).
3. Il existe plusieurs conventions quant aux lois de Marchenko-Pastur. Celle-ci correspond à la loi
spectrale limite de XX∗, pour X matrice n × p à entrées i.i.d. de variance 1/p, lorsque n, p −→ ∞ avec
n/p −→ c.
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Commençons par (1.15), qui est plus simple. Du point de vue des matrices aléatoires,
cette formule signiﬁe que pour A,B matrices n × p indépendantes, lorsque 1 ≪ n ≪ p,
pour ce qui est de la loi empirique sur le spectre, on a
(A+B)(A+B)∗ ≃ AA∗ +BB∗.
Donnons maintenant une interprétation matricielle de la formule (1.14). On se place
dans le régime asymptotique n, p≫ 1 et n/p ≃ c. On se donne A,B des matrices aléatoires
non hermitiennes, n×n, indépendantes, l’une au moins étant de loi invariante par les actions




λ val. pr. de AA∗
δλ −→ µ1 et 1
n
∑
λ val. pr. de BB∗
δλ −→ µ2,
ainsi que X,X ′ deux matrices n× p à entrées gaussiennes indépendantes de variance 1/p.
Alors
√
µ1 ⊠ LMP, c et
√
µ2 ⊠ LMP, c sont les limites des lois empiriques sur les valeurs
singulières de AX et BX ′, alors que
√
(µ1 ⊞ µ2)⊠ LMP, c est la limite de la loi empirique
sur les valeurs singulières de
√
AA∗ +BB∗X. Ainsi, (1.14) s’interprète de la façon suivante :
du point de vue de la loi empirique sur les valeurs singulières,
AX +BX ′ ≃
√
AA∗ +BB∗X. (1.16)
La ﬁgure 1.4 illustre ce phénomène.






















Figure 1.4 – Illustration de l’identité (1.16) : Histogrammes des valeurs singulières de
AX + BY (gauche) et de
√
AA∗ +BB∗X (droite) pour A matrice n × n de valeurs singulières
uniformément réparties sur [0, 1] et B,X, Y matrices de tailles respectives n × n, n × p, n × p à
entrées i.i.d. gaussiennes de variances respectives 1/n, 1/p, 1/p. Ici, n = 2000, p = 2500.
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1.4 Distribution non commutative asymptotique de ma-
trices aléatoires rectangulaires
Dans ce paragraphe, nous expliquons comment la liberté avec amalgamation sur une
certaine sous-algèbre permet de modéliser le comportement asymptotique de matrices aléa-
toires rectangulaires, une fois celles-ci plongées dans des matrices carrées plus grandes. Ces
résultats sont à la base de ce qui précède dans ce chapitre : en eﬀet, le théorème 1.1, qui
permet de déﬁnir la convolution ⊞c, découle du théorème 1.10 ci-dessous. Les déﬁnitions
relatives aux probabilités libres D-valées et à la liberté avec amalgamation peuvent être
trouvées au paragraphe 9.7 de l’appendice.
Considérons un entier d ≥ 1 et, pour chaque n ≥ 1, des entiers positifs q1, . . . , qd
dépendant de n (la dépendance en n des qi, comme toujours dans ce texte, sera laissée
implicite aﬁn d’alléger les notations) tels que
q1 + · · · · · ·+ qd = n (1.17)
et tels que pour tout i = 1, . . . , d, il existe ρi > 0 tel que
qi
n
−→ ρi lorsque n −→∞.
On note D l’algèbre des matrices d × d diagonales complexes. Nous allons conférer à
l’algèbre Mn(C) des matrices n × n complexes une structure d’espace de probabilité
non commutatif D-valué. A cette ﬁn, les matrices n × n vont être considérées comme
des matrices d × d par blocs, selon le découpage de n donné par la formule (1.17). Cela
permet, en assimilant matrices scalaires et scalaires, de voir D comme une sous-algèbre de
Mn(C). En outre, on déﬁnit une application ϕD,n : Mn(C)→ D de la façon suivante : pour
M ∈Mn(C), on écrit, via le découpage par blocs introduit précédemment, M = [Mi,j]di,j=1,
et on pose
ϕD,n(M) =
tr(M1,1) . . .
tr(Md,d)
 , (1.18)
tr désignant la trace normalisée. Ainsi déﬁnie, ϕD,n : Mn(C) → D est une espérance
conditionnelle.
Pour chaque n ≥ 1, on se donne alors deux familles (Xi)i∈I et (Dj)j∈J de matrices n×n
(la dépendance en n de chaque Xi et chaque Dj est, une nouvelle fois, implicite) à propos
desquelles on fait les hypothèses suivantes :
(a) (Dj)j∈J est une famille de matrices déterministes dont la D-distribution non com-
mutative converge, lorsque n −→ ∞, vers celle d’une famille (dj)j∈J d’un espace de
probabilités non commutatif D-valué,
(b) (Xi)i∈I est une famille de matrices aléatoires indépendantes dont chacune des d2
coordonnées, dans le découpage par blocs introduit précédemment, est invariante, en
loi, par les actions à droite et à gauche du groupe unitaire,
(c) pour tout i ∈ I, la D-distribution non commutative de Xi converge en probabi-
lité, lorsque n −→ ∞, vers celle d’un élément xi d’un espace de probabilités non
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commutatives D-valué.
Le théorème suivant est l’analogue du théorème de liberté asymptotique de Voiculescu
pour les matrices carrées, le théorème 9.6 de l’appendice.
Théorème 1.10 Sous les hypothèses précédentes, la famille
(Xi)i∈I ∪ (Dj)j∈J
converge en D-distribution, lorsque n −→ ∞, vers une famille (x˜i)i∈I ∪ (d˜j)j∈J dont la
D-distribution est définie ainsi :
– on a les égalités en D-distributions (d˜j)j∈J = (dj)j∈J et x˜i = xi pour tout i,
– les x˜i sont libres avec amalgamation sur D entre eux et avec {d˜j ; j ∈ J}.
On trouve une version un peu plus sophistiquée de ce théorème, autorisant la possibilité
ρi = 0 et plus de latitude quant au choix des matrices Xi, dans mon article [A5] (théorèmes
1.6 et 1.7). Une autre version a aussi été démontrée pour des matrices à entrées i.i.d. ou
à bandes dans [A8]. Enﬁn, mentionnons qu’un résultat relevant de la même philosophie,
pour des matrices à bandes, a été démontré par Shlyakhtenko dans [103].
Remarquons que ce théorème permet de caractériser les distributions non commutatives
asymptotiques de matrices aléatoires rectangulaires. En eﬀet, en choisissant les qi de façon
adéquate, on peut toujours plonger une matrice rectangulaire dans une matrice carrée plus
grande, en l’étendant avec des zéros.
Disons pour ﬁnir quelques mots de la démonstration du théorème précédent. Elle se
fait en considérant une matrice M qui s’écrit
M = M1 · · ·Mp,
où chaque Mk s’écrit
Mk = P (Xi, X
∗
i ) ou Mk = P (Dj, j ∈ J),
avec P un polynôme non commutatif à coeﬃcients dans D tel que lorsque n −→∞,
ϕD,n(Mk) −→ 0 (1.19)
et tel que deux matrices successives Mk, Mk+1 sont toujours indépendantes. Il faut alors
montrer que lorsque n −→∞,
ϕD,n(M) −→ 0. (1.20)
La démonstration de la convergence (1.20) se fait en développant les traces normalisées
apparaissant dans la déﬁnition de ϕD,n à l’équation (1.18) : on aboutit à une somme as-
sez lourde, où l’exploitation de l’hypothèse (1.19) n’est pas évidente. Mais en s’y prenant
patiemment, en mettant en évidence les structures combinatoires adéquates pour la quan-





La transition de phase BBP
2.1 Présentation du problème et cas des matrices de
Wigner et de Wishart
2.1.1 Contexte général : perturbations de rang fini de grandes
matrices aléatoires
La question posée dans ce chapitre est la suivante :
Comment une perturbation de rang fini agit-elle sur les valeurs propres extrêmes
d’une grande matrice hermitienne ?
Dans le cas où la matrice n’est pas supposée hermitienne, nous nous intéresserons à la
même question quant aux valeurs singulières extrêmes. La question des vecteurs propres
et des vecteurs singuliers sera aussi abordée.
Telle qu’elle est posée, la question est vague. Précisons la. On considère une matrice
hermitienne X de taille n×n, n étant un paramètre laissé implicite et amené à tendre vers
l’inﬁni.
On perturbe X au moyen d’une matrice hermitienne P dont le rang r reste borné
lorsque n tend vers l’inﬁni. On déﬁnit donc
X˜ := X + P (perturbation additive),
ou
X˜ := (I + P )X (perturbation multiplicative)
(dans le cas d’une perturbation multiplicative, la matrice X est supposée positive). On
se placera dans un cadre où les normes d’opérateur de X et P restent bornées lorsque n
tend vers l’inﬁni. Quitte à extraire des sous-suites, on peut donc faire les deux hypothèses
suivantes.
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Hypothèse 2.1 La loi empirique sur les valeurs propres de X converge, lorsque n −→∞,
vers une loi µ à support compact.
Hypothèse 2.2 Le rang r de P ne dépend pas de n.
Quitte à extraire des sous-suites, encore une fois, on peut supposer que les r valeurs propres
non nulles de P convergent. Aﬁn de simpliﬁer les notations, on fait alors l’hypothèse sui-
vante 1
Hypothèse 2.3 Les r valeurs propres non nulles
θ1 ≥ · · · · · · ≥ θr
de P ne dépendent pas de n.
Enﬁn, il faut faire une hypothèse quant aux positions relatives des sous-espaces propres de
X et de P , les cas singuliers comme ceux où X et P sont codiagonalisables donnant bien
entendu des résultats très particuliers.
Hypothèse 2.4 X et P sont aléatoires et indépendantes, de telle sorte que les vecteurs
propres de X et P sont asymptotiquement en position générique 2.
Notons alors
λ1 ≥ · · · · · · ≥ λn et λ˜1 ≥ · · · · · · ≥ λ˜n
les valeurs propres respectives de X et X˜ (la dépendance en la dimension n, encore une
fois, est implicite).
Soit r0 ∈ {0, . . . , r} le nombre de valeurs propres > 0 de P (qui a donc r − r0 valeurs
propres < 0). Les inégalités d’entrelacement de Weyl [2, Th. A.7] nous disent alors que,
dans le cas d’une perturbation additive, pour tout i = r0 + 1, . . . , n− (r − r0),
λi−r0 ≥ λ˜i ≥ λi+(r−r0) (2.1)
(pour des perturbations multiplicatives, des inégalités analogues peuvent aussi être mon-
trées). On déduit facilement de (2.1) que la loi empirique sur le spectre de X˜ converge vers
1. Dans les théorèmes relatifs à la convergence et aux grandes déviations des valeurs propres extrêmes
de X˜, cette hypothèse pourra, de façon indolore, être remplacée par l’hypothèse plus faible que les valeurs
propres non nulles de P convergent vers θ1, . . . , θr. Néanmoins, dans les résultats relatifs aux fluctuations
des valeurs propres extrêmes de X˜ autour de leurs limites, une vitesse de convergence trop faible des
valeurs propres non nulles de P vers θ1, . . . , θr pourrait modifier les conclusions.
2. Ce que signifie précisément être asymptotiquement en position générique n’est pas précisé ici, mais
nous donnerons des hypothèses précises plus loin.
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la loi µ lorsque n→∞, comme celle de X. La perturbation n’a pas modiﬁé la répartition
globale des valeurs propres. Il n’en est pas de même pour les valeurs propres extrêmes : nous
allons voir que des |θi| élevés donnent lieu à des déplacements importants de celles-ci, alors
que pour des |θi| faibles, elles resteront très proches de leurs positions initiales, si proches
que leurs ﬂuctuations autour de leurs limites restent du même ordre. Ces deux possibilités
sont celles de la transition de phase de Baik-Ben Arous-Péché, mise en évidence par ces
auteurs dans l’article séminal [7].
La ﬁgure 2.1 illustre ce phénomène et donne au lecteur une idée de certains des résultats
présentés plus bas.












(a) Cas où θ = 0.5












(b) Cas où θ = 1.5
Figure 2.1 – Comparaison entre les plus grandes valeurs propres d’une matrice GUE
et celles de la même matrice déformée : Les abscisses des segments verticaux correspondent
aux plus grandes valeurs propres de X, matrice du GUE de dimension 2.103 (sous la ligne en
pointillés) ou à celles de X˜ = X + diag(θ, 0, . . . , 0) (au dessus des pointillés). Image de gauche :
θ = 0.5. Image de droite : θ = 1.5. Sur l’image de gauche, les valeurs propres de X˜ sont très proches
de celles de X. Sur celle de droite, on observe le même mimétisme entre les valeurs propres de X˜
et celles de X, à un décalage près : la plus grande valeur propre de X˜ vaut ≈ 2.17.
2.1.2 Transition de phase de Baik-Ben Arous-Péché : les deux pre-
miers exemples
Matrices de Wigner déformées
Considérons une matrice de Wigner 3
√
nX. On sait alors que, sous certaines hypothèses
quant aux coeﬃcients de X, on a les convergences suivantes lorsque n −→∞ :
3. Unematrice de Wigner est une matrice aléatoire hermitienne ou symétrique réelle n×n à entrées i.i.d.
centrées de variance 1. Plus de précisions quant à cette définition et les résultats classiques (convergence
vers la loi du demi-cercle, fluctuations des valeurs propres extrêmes,...) sont rappelés à l’encart 2.3 plus
bas.
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– la loi empirique sur le spectre de X tend vers la loi du demi-cercle de support [−2, 2],
– pour tout k ≥ 1 ﬁxé, les kèmes valeurs propres extrêmes λk et λn+1−k de X tendent
vers 2 et −2,
– pour tout k ≥ 1 ﬁxé, le vecteur des k plus grandes valeurs propres de X a des ﬂuc-
tuations du type Tracy-Widom d’amplitude n−2/3 autour de leur limite 2 : n2/3(λi−
2)i=1, ...,k converge en loi vers une loi de Tracy-Widom.
On déﬁnit alors, comme au dessus, la perturbation additive X˜ de X par la formule
X˜ = X + diag(θ1, . . . , θr0︸ ︷︷ ︸
>0
, θr0+1, . . . , θr︸ ︷︷ ︸
<0
, 0, . . . . . . . . . . . . , 0︸ ︷︷ ︸
n− r val. pr. nulles
),
où r, r0 et θ1 ≥ · · · · · · ≥ θr sont indépendants de n.
On a alors le théorème suivant, portant sur le comportement asymptotique des plus
grandes valeurs propres λ˜1 ≥ λ˜2 ≥ · · · · · · de X˜. Bien entendu, un résultat identique est





si θ > 1,
2 si 0 < θ ≤ 1.
Notons que θ 7−→ ρθ est une fonction croissante et que ρθ > 2 dès que θ > 1.
Théorème 2.5 Sous certaines hypothèses 4 sur les queues des distributions des coefficients
de X, on a les convergences suivantes.








(b) Si X est une matrice du GUE, pour tout i0 = 1, . . . , r0 tel que θi0 > 1, en posant
J := {i = 1, . . . , r0 ; θi = θi0},
à une constante multiplicative près, le vecteur
{√n(λ˜i − ρθi0 ) ; i ∈ J}
converge en loi vers la loi du vecteur des valeurs propres ordonnées d’une matrice
aléatoire du GUE de taille ♯J .
4. Les hypothèses sont du type décroissance sous-gaussienne ou inégalité de Poincaré (pour le cas “rang
1” du (c), les lois des coefficients doivent aussi être symétriques).
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(c) Supposons θ1 ∈ (0, 1]. Si X est une matrice du GUE ou si la perturbation est de
rang 1, alors les fluctuations de λ˜1 autour de sa limite 2 sont d’amplitude n−2/3 et
du type Tracy-Widom si θ1 < 1 ou Tracy-Widom généralisée si θ1 = 1.
La déﬁnition (partielle) des lois de Tracy-Widom est rappelée dans l’encart 2.4 plus bas.
Les parties (a) et (b) du théorème dont dues à Péché, Féral, Capitaine et Donati-Martin
[92, 52, 33, 34]. La preuve de (c) est due à Péché (cas GUE, [92, Th. 1.1]) et Péché et Féral
(cas rang 1, [52, Th. 1.4]). Dans le cas où X n’est pas du GUE et où ♯J = 1, la convergence
de (b) reste valable, mais la loi limite n’est plus gaussienne [33, Th. 2.2].
La partie (a) de ce théorème signiﬁe que toute valeur propre θi > 0 de la matrice
perturbante P := diag(θ1, . . . , θr, 0, . . . , 0) donne lieu à une valeur propre λ˜i de la matrice
perturbée X˜ qui sort du support [−2, 2] de la loi du demi-cercle si et seulement si θi > 1 :
on a une transition de phase de seuil égal à 1.
Les parties (b) et (c) sont des expressions du principe de répulsion des valeurs propres.
En eﬀet, la partie (b) peut s’interpréter comme suit. Une valeur propre θi0 > 1 de P de
multiplicité 1 donnera lieu à une valeur propre λ˜i0 de X˜ qui est isolée hors de [−2, 2] aux
ﬂuctuations assez amples (en 1/
√
n) et gaussiennes. On verra plus tard (c.f. Théorème 2.9)
que les ﬂuctuations de la valeur propre λ˜i1 associée à une autre valeur propre θi1 > 1 de
P de multiplicité 1 sont indépendantes de celles de λ˜i0 . Cependant, si θi0 et θi1 viennent à
se rapprocher jusqu’à se confondre, les ﬂuctuations jointes ne sont plus celles de deux va-
riables gaussiennes indépendantes mais celles des valeurs propres d’une matrice gaussienne
de taille 2, des variables en interaction répulsive.
La partie (c), quant à elle, signiﬁe que si le θi0 considéré au paragraphe précédent
diminue jusqu’à passer sous le seuil 1, la valeur propre associée λ˜i0 rentre dans le “bulk”
du spectre, où elle n’est plus du tout isolée et l’amplitude de ses ﬂuctuations, qui passe de
1/
√
n à 1/n2/3, s’en voit drastiquement réduite. On verra même plus loin, au Théorème
2.9, que les ﬂuctuations jointes de telles valeurs propres sont de type Tracy-Widom, ce qui
appuie l’idée développée ci-dessus.
Matrices de covariance empirique déformées
Considérons un vecteur gaussien centré G ∈ Kn×1, de matrice de covariance I (G
dépend de n, mais encore une fois, la dépendance est laissée implicite). On se donne p
copies indépendantes G1, . . . , Gp de G et on déﬁnit la matrice de covariance empirique
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On peut alors montrer que si n, p tendent vers l’inﬁni de telle sorte que n/p −→ c ∈
(0, 1], alors :
– la loi empirique sur le spectre de X tend vers la loi de Marchenko-Pastur LMP, c in-
troduite à la formule (1.13),
– pour tout k ≥ 1 ﬁxé, les kèmes valeurs propres extrêmes λk et λn+1−k de X tendent
vers les bornes a = (1−√c)2 et b = (1 +√c)2 du support de LMP, c,
– pour tout k ≥ 1 ﬁxé, la kème plus grande valeur propre λk de X a des ﬂuctuations
du type Tracy-Widom d’amplitude n−2/3 autour de sa limite b : pour une certaine
constante κ, κn2/3(λk − b) converge en loi vers une loi de Tracy-Widom réelle ou
complexe.
Ces résultats peuvent se trouver dans respectivement [81, 56, 73].









d’un échantillon G˜1, . . . , G˜p de copies indépendantes d’un vecteur gaussien centré G˜ ∈
K
n×1, dont la matrice de covariance Σ a pour spectre
ℓ1 ≥ · · · · · · ≥ ℓr > 1 ≥ · · · · · · · · · · · · · · · · · · ≥ 1︸ ︷︷ ︸
n− r val. pr. égales à 1
,
où r et les ℓi ne dépendent pas de n. La matrice X˜ est une perturbation multiplicative de




I + P , où I + P = Σ.
Le théorème suivant a été montré par Baik, Ben Arous et Péché dans le cas complexe
[7] et par Paul dans le cas réel [91]. Rappelons que b, borne supérieure du support de LMP, c,
est la limite de la valeur propre maximale λ1 de X.
Théorème 2.6 Les plus grandes valeurs propres de X˜ satisfont la transition de phase
suivante.
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Comme pour les matrices de Wigner déformées ( c.f. Théorème 2.5), les fluctuations des
valeurs propres de limites > b sont d’amplitude en 1/
√
n et distribuées comme les valeurs
propres de matrices du GO(U)E de taille finie, alors que les fluctuations des valeurs propres
tendant vers b sont de type Tracy-Widom (éventuellement généralisée) et d’amplitude n−2/3.
Notons que ce théorème peut s’interpréter comme relevant des statistiques (c’est d’ailleurs,
semble-t-il, son origine [73]) : il donne les bases de la construction d’un test pour déceler un
signal (les variables de variance ℓi > 1+
√
c) au milieu d’un bruit (les variables de variance
1). Il permet de plus d’estimer de tels ℓi. Par ailleurs, cette transition de phase s’interprète
en termes de percolation de dernier passage (voir encart 2.2).
ENCART 2.2 – Transition BBP pour la percolation de dernier passage
Soient n ≥ 1, π1, . . . , πn > 0 et, pour tout p ≥ 1, πˆp ∈ [0,+∞). On se donne :
– une matrice (à n lignes et une infinité de colonnes) [Ai,j ]1≤i≤n, 1≤j à entrées indépendantes
complexes telles que pour tout i, j, les parties réelles et imaginaires de Ai,j sont des gaussiennes
centrées indépendantes de variance 12(πi+πˆj) ,
– une famille [Wi,j ]1≤i≤n, 1≤j , indéxée par {1, . . . , n} × {1, 2, 3, . . .} de variables aléatoires indé-
pendantes, telles que pour tout i, j, Wi,j est de loi exponentielle de paramètre πi + πˆj .
On note λ1(n, p) la plus grande valeur propre de la matrice A(n, p)A(n, p)∗, où A(n, p) =
[Ai,j ]1≤i≤n, 1≤j≤p et on définit le temps de dernier passage





où le max porte sur les chemins π sur Z2 qui vont de (1, 1) à (n, p) avec des pas vers le haut et des
pas vers la droite uniquement.
Alors on peut montrer l’identité en lois suivante.
Théorème 2.7 Les processus (λ1(n, p))p≥1 et (L(n, p))p≥1 ont la même loi.
Ce résultat a été démontré sous sa forme la plus aboutie, présentée ici, dans [44], mais des versions
préliminaires partielles étaient déjà apparues dans [72, 7, 27]. On déduit alors des résultats sur la valeur
propre maximale de matrices de Wishart que dans la cas où tous les Wi,j sont de paramètre 1, lorsque
n, p −→∞ de telle sorte que n/p −→ c ∈ [0, 1], on a
1
p
L(n, p) −→ (1 +√c)2.
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Multiplions maintenant les Wi,j de la première colonne par ℓ ≥ 1 : les Wi,j sont donc des variables
indépendantes de loi exponentielle de paramètre 1/ℓ si i = 1 et 1 sinon. Ainsi, les Wi,j de la première
colonne ont tendance à être plus élevés et les chemins maximisants dans (2.3) auront un certain intérêt
à rester sur la première colonne avant de partir à droite. Cette nouvelle tendance sera d’autant plus











ce qui signifie que le “bonus” alloué à la première colonne modifie significativement L(n, p) si et
seulement si ℓ > 1 +
√
c. Il en résulte que les chemins maximisants resteront longtemps 5 sur la
première colonne si et seulement si ℓ > 1 +
√
c.
Ce résultat peut se retrouver de façon heuristique avec des calculs élémentaires en estimant le
temps passé sur la première colonne [94, Sect. 3.2].
ENCART 2.3 – Matrices de Wigner, du GOE et du GUE
Une matrice de Wigner est une matrice aléatoire symétrique réelle ou hermitienne dont les coefficients
sont indépendants (modulo la symétrie), identiquement distribués sur la diagonale, identiquement dis-
tribués hors de la diagonale et dont les coefficients non diagonaux sont centrées et de variance 1. Une
matrice du GOE est une matrice de Wigner symétrique réelle dont les coefficients sont gaussiens cen-
trés, de variance 2 sur la diagonale. Une matrice du GUE est une matrice de Wigner hermitienne dont
les coefficients diagonaux sont gaussiens centrés de variance 1 et dont les parties réelles et imaginaires
des coefficients non diagonaux sont indépendantes, gaussiennes, centrés et de variance 1/2.
Considérons
√
nX = [xi,j ]
n
i,j=1 une matrice de Wigner n × n dont les lois des coefficients ne
dépendent pas de n. Les résultats suivants, relatifs au comportement asymptotique de X lorsque
n→∞, sont standards (voir respectivement [6, Th. 2.5], [6, Th. 5.2] et [107, 98]).
– La loi empirique sur les valeurs propres de X tend vers la loi, dite loi du demi-cercle, de support
[−2, 2] et de densité 12π
√
4− x2.
– Les valeurs propres extrêmes de X tendent vers −2 et 2 si et seulement si E[x21,1] et E[|x1,2|4]
sont finis.
– Si les distributions des xi,j sont symétriques et ont des décroissances sous-gaussiennes 6, alors
pour tout d ≥ 1 fixé, en notant
λ1 ≥ λ2 ≥ · · · ≥ λd
les d plus grandes valeurs propres de X, la loi du vecteur
{n2/3(λ1 − 2), . . . . . . , n2/3(λd − 2)}
tend vers la loi de Tracy-Widom (réelle ou complexe selon que X soit réelle ou complexe).
5. Ici, “longtemps” signifie “un temps proportionnel à p”.
6. Une loi µ sur R est dite à décroissance sous-gaussienne si il existe α > 0 tel que pour tout t assez grand,
µ(R\[−t, t]) ≤ e−tα .
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ENCART 2.4 – Lois de Tracy-Widom
Le théorème classique de Fisher-Tippet-Gnedenko sur les statistiques des valeurs extrêmes nous dit que
si X1, . . . , Xn sont des v.a.i.i.d. de loi L, le maximum max{X1, . . . , Xn} ne peut converger en loi
(à transformation affine près), lorsque n −→ ∞, que vers une masse de Dirac ou vers une des lois
suivantes :
– une loi de Gumbel (par exemple lorsque L est exponentielle ou gaussienne),
– une loi de Fréchet (lorsque L est à queue lourde),
– une loi de Weibull (lorsque L est à support borné).
C’est le comportement de la fonction de répartition de L sur la droite de son support qui détermine
les fluctuations asymptotiques de max{X1, . . . , Xn}.
Au delà du cas où les Xi sont i.i.d., la présence de répulsion ou d’attraction entre les Xi peut
changer complètement les fluctuations asymptotiques du maximum et donner lieu à des nouvelles lois
limites. Par exemple, une classe de lois appelées lois de Tracy-Widom apparaît dans les contextes
suivants :
– plus grande valeur propre d’une matrice de Wigner ou de Wishart à entrées sous-gaussiennes,
– particule la plus à droite d’un gaz de Coulomb,
– plus longue sous-suite croissante d’une permutation aléatoire,
– percolation de dernier passage à poids géométriques ou exponentiels en dimension 2,
– ASEP et TASEP,
– modèle de croissance polynucléaire (PNG).
Cette famille de lois dépend de deux paramètres : un entier d ≥ 1 et un réel β > 0. L’entier d
représente la dimension du vecteur considéré et le réel β représente l’inverse d’une température. Par
exemple, la loi des fluctuations des d plus grandes valeurs propres d’une matrice du GOE (resp. GUE)
converge vers la loi de Tracy-Widom de paramètres d et β = 1 (resp. β = 2).
Décrivons succinctement la définition de la fonction de répartition Fβ de la loi de Tracy-Widom
de paramètres d = 1 et β = 1 ou 2 (des descriptions plus générales pourront être trouvées dans
[114, 115, 96]).
La fonction F2 est définie par le déterminant de Fredholm
F2(s) = det(I −KAi)L2([s,+∞)),






Ai(x+ t)Ai(y + t)dt.









où q est la solution de l’équation différentielle q′′(s) = sq(s) + 2q3(s) (dite de Painlevé II ) telle que
q(x) ∼ Ai(x) en +∞.
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q(x) + (x− s)q2(x)dx
)
.
Chacun des modèles énumérés plus haut permet des calculs exacts, faisant apparaître une loi de
Tracy-Widom directement (à l’exception des matrices non gaussiennes, que l’on compare simplement
à des matrices gaussiennes). Il semble cependant probable que ces lois jouissent d’une plus forte
universalité, leur permettant d’intervenir dans de nombreux contextes où un maximum de variables
sujettes à répulsion est en jeu, même lorsque aucun calcul exact ne met en évidence un processus
déterminantal.
2.2 Généralisation
Nous exposons ici des travaux développés récemment en collaboration avec Raj Rao
d’une part, et avec Alice Guionnet et Mylène Maïda d’autre part. On généralise la transition
de phase relative aux matrices de Wigner et de Wishart à des modèles de matrices plus
généraux, dans le cadre présenté à la section 2.1.1. On présente aussi la transition de
phase pour les vecteurs propres, abordée jusque là seulement pour les matrices de Wishart
[91, 69, 86], ainsi que la question des perturbations de matrices non hermitiennes, elle aussi
non abordée jusque là. Enﬁn, on relie les résultats obtenus aux probabilités libres.
2.2.1 Résultats principaux
Les modèles
On va se placer ici dans le cadre esquissé à la section 2.1.1 : X est une matrice aléatoire
hermitienne déterministe n× n dont la loi empirique sur les valeurs propres
λ1 ≥ · · · · · · ≥ λn
converge, lorsque n −→ ∞, vers une loi à support compact µ. Aﬁn de situer les valeurs
propres extrêmes de X, on fait aussi l’hypothèse 7 que
λ1 −→ b et λn −→ a,
où a et b sont les bornes inférieure et supérieure du support de µ. La matriceX est supposée
déterministe, mais via le conditionnement, ce qui va suivre s’étend aisément au cas où X
7. Sous une version plus faible de cette hypothèse, une partie importante de ce qui va suivre reste
valable (c.f. [A14, Rem. 2.13]).
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est aléatoire. On perturbe X au moyen d’une matrice hermitienne P dont le rang reste
borné lorsque n grandit. On déﬁnit donc
X˜ := X + P (perturbation additive), (2.4)
ou








Ici, l’entier r et les réels
θ1 ≥ · · · · · · ≥ θr0︸ ︷︷ ︸
>0
≥ θr0+1 ≥ · · · · · · ≥ θr︸ ︷︷ ︸
<0
sont ﬁxés indépendamment de n, et les vecteurs colonnes u1, . . . , ur ∈ Kn×1 sont :
– ou bien les vecteurs colonnes d’une matrice 1√
n
g1,1 · · · g1,r... ...
gn,1 · · · gn,r
, où les gi,j sont des
v.a.i.i.d. centrées de variance 1 satisfaisant une inégalité de log-Sobolev 8,
– ou bien les orthonormalisés des vecteurs colonnes de la matrice des gi,j ci-dessus.
Ces deux façons de construire P sont une formalisation de l’hypothèse 2.4 de la section
2.1.1. Elles déﬁnissent respectivement le modèle à perturbations i.i.d. et le modèle à per-
turbations orthonormalisées, qui sont en fait très proches, les uj du modèle à perturbations
i.i.d. étant quasiment orthornormés lorsque n ≫ 1. Notons que dans le modèle à pertur-
bations orthonormalisées, si les gi,j sont gaussiennes, alors la famille (u1, . . . , ur) suit la loi
uniforme sur la variété des familles de vecteurs orthonormaux.
Ajoutons une dernière hypothèse : dans le cas d’une perturbation multiplicative, la
matrice X est supposée positive et µ 6= δ0.
Perturbations additives : X˜ = X + P





8. La définition précise d’une telle inégalité, vérifiée par exemple par les variables gaussiennes, pourra
être trouvée dans [2]. Ici, nous nous servirons des inégalités de concentration en grande dimension que
satisfont alors des vecteurs colonnes uj .
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de la loi empirique limite µ de X, déﬁnie pour z hors du support de µ, par exemple si z < a
ou z > b. On va voir que les valeurs propres isolées de X˜ lorsqu’elles existent, se situent à
proximité des solutions des équations Gµ(z) = θ−1i .




≥ 0, θ := 1
limz↑aGµ(z)
≤ 0 (2.7)
et, pour θ ∈ R\{0},
ρθ :=

G−1µ (1/θ) si θ ∈ (−∞, θ) ∪ (θ,+∞),
a si θ ∈ [θ, 0),
b si θ ∈ (0, θ],
(2.8)
on a le théorème suivant [A14, Th. 2.1], [A17, Th. 1.3].
Théorème 2.8 Pour tout i ∈ {1, . . . , r0}, on a
λ˜i −→ ρθi (2.9)
et pour i ∈ {r0 + 1, . . . , r},
λ˜n−r+i −→ ρθi . (2.10)
De plus, pour tout i > r0 (resp. pour tout i ≥ r − r0) fixé,
λ˜i −→ b (resp. λ˜n−i −→ a). (2.11)
De plus, les ﬂuctuations des valeurs propres extrêmes de X˜ sont données par le théo-
rème suivant, qui compile les théorèmes 3.2, 3.4, 4.3, 4.4 et 4.5 de [A17]. La partie (1)
concerne les valeurs propres se détachant de [a, b] et la partie (2) concerne les valeurs
propres convergeant vers a ou b.
Théorème 2.9 Sous quelques hypothèses techniques supplémentaires, on a les résultats
suivants.
(1) Soient α1 > · · · > αq0︸ ︷︷ ︸
>0
> αq0+1 > · · · > αq︸ ︷︷ ︸
<0
les valeurs différentes des θi tels que
ρθi /∈ {a, b} et pour tout j = 1, . . . , q, soit
Ij := {i = 1, . . . , r ; θi = αj}.
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Alors la loi du vecteur{√





n(λ˜n−r+i − ραj) ; i ∈ Ij
}
q0+1≤j≤q
converge vers celle du vecteur
{valeurs propres ordonnées de cαjMj}1≤j≤q, (2.12)
où les matrices Mj sont des matrices aléatoires indépendantes du GO(U)E kj × kj et
les cαj sont des constantes ne dépendant que de µ et de αj (voir [A17, Eq. (6)]).
(2) (2.1) Si aucun θi n’est critique (i.e. égal à θ ou θ), alors il existe ε > 0 petit tel
que avec grande probabilité, les valeurs propres de X˜ convergeant vers a ou b sont
à distance au plus n−1+ε d’une valeur propre de X.
(2.2) Si de plus on est dans le modèle à perturbations i.i.d. ou bien si r = 1, alors en
notant p+ et p− le nombre de valeurs propres de X˜ de limite respectivement > b et
< a, pour tout i ≥ 1 fixé,
n1−ε(λ˜p++i − λi) −→ 0 (2.13)
et
n1−ε(λ˜n+1−(p−+i) − λn+1−i) −→ 0. (2.14)
Précisons quelque peu les hypothèses techniques supplémentaires nécessaires ici. Les
hypothèses supplémentaires nécessaires à la démonstration de (1) portent sur la vitesse
de convergence de la loi spectrale empirique de X vers µ (qui doit être ≪ n−1/2) ainsi
que sur le quatrième cumulant des gi,j. Les hypothèses supplémentaires nécessaires à la
démonstration de (2) sont relatives aux espacements des valeurs propres extrêmes de X.
Toutes ces hypothèses sont vériﬁées presque sûrement lorsque X est aléatoire et choisie se-
lon un modèle matriciel standard (Wigner, Wishart, gaz de Coulomb,...). De plus, dans ces
modèles, le ε du (2) est assez petit pour que les λ˜i convergeant vers a ou b héritent des ﬂuc-
tuations de Tracy-Widom auxquelles sont sujets les λi (voir la partie “Examples” de [A17]).
Plutôt que de détailler ces exemples, rendons les deux théorèmes précédents plus concrets
en montrant en quoi ils permettent d’expliquer la ﬁgure 2.1 présentée au début de ce cha-
pitre.
On y perturbe une matrice de GUE par une matrice P de rang 1 dont on note θ l’unique
valeur propre non nulle. L’invariance de la loi de X par conjugaison assure que l’on est, à
conditionnement près, dans le modèle orthonormalisé avec des gi,j gaussiennes. La formule
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de la transformée de Cauchy de la loi du demi-cercle nous indique que le seuil θ de la
transition de phase vaut 1 et que la formule de ρθ est θ + 1θ lorsque θ > b = 2.
– Dans l’image de gauche de la ﬁgure 2.1, θ = 0.5 < θ et eﬀectivement, comme indiqué
par (2.9), λ˜1 ≈ b = 2, alors que dans l’image de droite, θ = 1.5 > θ, ce qui se traduit
bien par λ˜1 ≈ ρθ = 2.17 et λ˜2 ≈ b conformément à (2.9) et (2.11).
– De plus, dans l’image de gauche on a, pour tout i, λ˜i ≈ λi, avec des écarts
|λ˜i − λi| ≪ écart de λi à sa limite 2.
De même, dans l’image de droite, pour tout i, λ˜i+1 ≈ λi, avec des écarts
|λ˜i+1 − λi| ≪ écart de λi à sa limite 2.
Ces deux observations sont conformes à (2.13).
– Enﬁn, ici, n = 2.103, et l’équation (6) de [A17] donne la formule du cα de (2.12) :





valeur raisonnable pour une variable gaussienne standard.
Donnons maintenant une idée de la démonstration de ces théorèmes. Pour tout z hors
du spectre de X, on a
det(z − X˜) = det(z −X − P ) = det(z −X) det(1− (z −X)−1P ).
De là, en utilisant la forme de P donnée en (2.6) ainsi que l’identité det(1 + AB) =
det(1+BA), valable même lorsque les matrices A,B ne sont pas carrées, on caractérise les
valeurs propres de X˜ qui ne sont pas dans le spectre de X de la façon suivante : ce sont











1(z −X)−1u1 · · · u∗1(z −X)−1ur
...
...
u∗r(z −X)−1u1 · · · u∗r(z −X)−1ur

 = 0. (2.15)
On caractérise ainsi les valeurs propres de X˜ hors du support de µ via le déterminant d’une
matrice r × r et non n× n.
Cette caractérisation suﬃt à prouver le théorème 2.8. En eﬀet, il y est nécessaire de
maîtriser l’équation (2.15) pour z à une distance de [a, b] d’ordre 1, ce qui peut facilement
se faire avec des inégalités de concentration comme le théorème de Hanson-Wright [67].
Elles impliquent que pour n≫ 1,u
∗
1(z −X)−1u1 · · · u∗1(z −X)−1ur
...
...
u∗r(z −X)−1u1 · · · u∗r(z −X)−1ur
 ≈




d’où la caractérisation des limites des valeurs propres isolées de X˜ comme les solutions des
équations Gµ(z) = θ−1i .
Expliquons maintenant comment les matrices du GO(U)E de la partie (1) du théorème
2.9 apparaissent. Pour situer les choses, supposons par exemple que
θ1 = θ2 > θ3 ≥ θ4 ≥ · · · ≥ θr





. Aﬁn de déterminer les ﬂuctuations du vecteur
(λ˜1, λ˜2) autour de sa limite (ρα1 , ρα1), on va donner un développement limité du terme de
gauche de (2.15) pour z = ρα1 +
x√
n
. C’est le théorème central limite et une analyse ﬁne
du processus d’orthonormalisation qui permettent de pousser plus loin l’approximation de











1(z −X)−1u1 · · · u∗1(z −X)−1ur
...
...





















N ′′ N ′
]
est une matrice du GO(U)E. En prenant le déterminant de ces
matrices, on en déduit, à une approximation près, que z = ρα1+
x√
n
est solution de l’équation






N ′′ N ′
])
= 0.
La partie (2) du théorème 2.9, quant à elle, se montre essentiellement en montrant que
lorsque aucun θi n’est critique, pour z proche de a ou b, l’équation (2.15) ne peut être
satisfaite que si z est très proche d’un des λi. Pour situer les choses, supposons que r = 1,
considérons le modèle à perturbations i.i.d. réelles d’une matrice de Wigner et plaçons nous
au voisinage de b. On veut montrer que, selon que l’on ait θ1 < θ ou θ1 > θ, on a
λ˜1 ≈ λ1 , λ˜2 ≈ λ2 , λ˜3 ≈ λ3 , . . . . . .
ou
λ˜2 ≈ λ1 , λ˜3 ≈ λ2 , λ˜4 ≈ λ3 , . . . . . . ,
le symbole ≈ signiﬁant ici égal à n−2/3−ε près, avec ε > 0 petit.
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Le membre de gauche de cette équation étant une fonction décroissante de z, de limite
+∞ à droite de chaque λj et −∞ à gauche de chaque λj, on voit que l’on a exactement
une solution dans chaque intervalle ouvert (λj+1, λj), ce que les inégalités de Weyl nous
disaient déjà, au cas d’égalité près. Si θ1 > 0 (resp. θ1 < 0), comme le membre de gauche
de (2.17) s’annule en ±∞, on sait que l’on a de plus une solution > λ1 (resp. < λn). Ainsi,
on a
λ˜1 > λ1 > λ˜2 > λ2 > · · · · · · (resp. λ1 > λ˜1 > λ2 > λ˜2 > · · · · · · ).
Concentrons nous par exemple sur l’intervalle [λ2, λ1] et montrons que, selon que l’on soit
dans une des deux alternatives
0 < θ1 < θ ou θ1 ∈ R\[0, θ], (2.18)
la solution de l’équation (2.17) dans cet intervalle se situe respectivement à droite ou à
gauche du sous-intervalle [λ2 + 1n2/3+ε , λ1− 1n2/3+ε ]. Remarquons tout d’abord qu’il suﬃt de



























z−λj permet alors de situer la solution de
l’équation (2.17).
Expliquons donc rapidement comment on obtient l’approximation (2.19). Soit z tel que
λ2 + n
−2/3−ε ≤ z ≤ λ1 − n−2/3−ε (2.20)


















z − λj . (2.21)
Tout d’abord, lorsque l’on a m ≫ 1 et n − m ≫ 1, un résultat de concentration de la

























z − λj . (2.22)
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Pour z satisfaisant (2.20), en prenant m = n1/3−ε
′
, avec ε′ > ε petit, on se défait des eﬀets



































Présentons maintenant les résultats relatifs aux vecteurs propres. Pour i ∈ {1, . . . , r0},
en notant u˜i un vecteur propre unitaire de X˜ associé à λ˜i, le produit scalaire
〈u˜i, ui〉
contient une partie de la “trace” (au sens courant du terme) que la déformation P a laissé
sur X. On va voir que ce produit scalaire satisfait la même transition de phase, exprimant
le fait que pour chaque θi au delà du seuil, non seulement X˜ a une valeur propre qui sort
de [a, b], mais en plus, le vecteur propre associé garde une composante strictement positive
selon ui, ce qui ne se produit pas si θi est sous le seuil.
Le théorème suivant, issu de mon travail avec Raj Rao [A14, Th. 2.2 et 2.3], formalise
ces idées. Il a été démontré seulement pour un modèle à perturbations orthonormalisées,
mais s’étend aisément au cadre général utilisé dans cette section. Pour F sous espace d’un
espace de Hilbert et x un vecteur de cet espace, on note |〈x, F 〉| la norme de la projection
orthogonale de x sur F .
Théorème 2.10 (1) Soit i0 tel que θi0 > θ et u˜i0 un vecteur propre unitaire de X˜
associé à λ˜i0. Alors lorsque n −→∞,







|〈u˜i0 , Span{ui ; θi 6= θi0}〉| −→ 0.
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(2) On se place dans le cas où r = 1 et où la seule valeur propre non nulle θ de P est
sous le seuil θ. On suppose de plus que limz↓bG′µ(z) = −∞, comme c’est le cas dans
la plupart des modèles classiques. Soit u˜ un vecteur propre unitaire de X˜ associé à
λ˜1. Alors
|〈u˜, ker(θ − P )〉| −→ 0.
Perturbations multiplicatives : X˜ = (I + P )X
Dans le cas de perturbations multiplicatives, tout ce qui a été vu pour des perturbations
additives reste valable, à la fois pour les plus grandes valeurs propres et pour les plus petites,






(seule la formule (2.25) est modiﬁée, voir [A14, Th. 2.8]). Les matrices de covariance em-
piriques constituent bien entendu l’exemple d’application standard, à ceci près que les
hypothèses nécessaires aux résultats de ﬂuctuations n’ont pas été vériﬁées par les auteurs
pour les plus petites valeurs propres de telles matrices (par contre, elles l’ont été pour les
plus grandes valeurs propres).
La clé des démonstrations est un analogue de l’équation (2.15) : un réel z hors du











1X(z −X)−1u1 · · · u∗1X(z −X)−1ur
...
...
u∗rX(z −X)−1u1 · · · u∗rX(z −X)−1ur

 = 0. (2.26)
2.2.2 Valeurs singulières de matrices non hermitiennes déformées
L’avantage de la méthode reposant sur l’équation (2.15) est qu’elle s’adapte très bien
à d’autres modèles, comme on l’a vu ci-dessus avec les perturbations multiplicatives. Dans
l’article [A15] co-écrit avec Raj Rao, nous démontrons que les valeurs singulières extrêmes
de matrices non hermitiennes, éventuellement rectangulaires, satisfont le même genre de
transition de phase lorsque les matrices sont soumises à des perturbations de rang ﬁni.
Le modèle est analogue à celui présenté dans la section 2.2.1, sauf que X est une
matrice n× p, avec n, p −→∞ de telle sorte que n/p −→ c ∈ [0, 1]. L’hypothèse relative à
la convergence de la loi spectrale empirique de X vers µ est remplacée par la convergence
de la loi empirique sur les valeurs singulières de X vers une loi à support compact µ et
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l’hypothèse relative à la convergence des valeurs propres extrêmes de X vers les bornes a
et b du support de µ est remplacée par la convergence des valeurs singulières extrêmes de







où les uj sont des vecteurs colonnes n× 1, les vj des vecteurs colonnes p× 1 et les familles
{uj ; j = 1, . . . , r} et {vj ; j = 1, . . . , r} sont indépendantes, chacune déﬁnie selon un des
deux procédés présentés plus haut : on a donc là aussi un modèle à perturbations i.i.d. et
un autre à perturbations orthonormalisées, ces deux modèles étant à de multiplies égards
presque équivalents en grande dimension.














où µ˜ = cµ+ (1− c)δ0. Les résultats de l’article [A15] montrent que les valeurs et vecteurs
singulièrs extrêmes de X˜ satisfont le même genre de transition de phase que celles rencon-
trées précédemment. Cependant, les résultats ne sont pas aussi étendus que ceux présentés
ci-dessus. Lorsque c < 1, certaines diﬃcultés techniques restreignent ces résultats aux plus
grandes valeurs singulières. Par ailleurs, les ﬂuctuations des valeurs singulières tendant vers
a ou b n’ont pas encore été étudiées.
Par exemple, si X est une matrice n× p à entrées i.i.d. gaussiennes de variance 1/p, la
loi empirique sur ses valeurs singulières converge vers la loi√
(b2 − x2)(x2 − a2)
πcx
✶x∈[a,b]dx,
où a = 1−√c, b = 1+√c. Dans ce cas, chaque θi > c1/4 ajoute à X˜ une valeur singulière
de limite située hors du support de µ, égale à√




alors que les θi qui sont ≤ c1/4 n’ont pas d’inﬂuence sur les valeurs singulières extrêmes.
Autre exemple, celui où X est une matrice n × n unitaire ou orthogonale distribuée
selon la mesure de Haar. Dans ce cas, toutes les valeurs singulières de X valent 1, et chaque












Plus de détails sur ces deux exemples sont donnés à la Section 3 de [A15].
Enﬁn, mentionnons, avant de passer à la suite, que les résultats des deux articles [A14,
A15] ont servi de base pour la mise en place d’un algorithme d’estimation de paramètres
à Hachem, Loubaton, Mestre, Najim et Vallet [66].
2.2.3 Lien avec les probabilités libres
Il est à noter que les trois transitions de phase mises en évidence ici (celle relative aux
perturbations additives de matrices hermitiennes, celle relative aux perturbations multi-
plicatives de matrices hermitiennes et enﬁn celle relative aux perturbations additives de
matrices non hermitiennes, éventuellement rectangulaires) sont toutes gouvernées par des
fonctions jouant un rôle dans les convolutions respectives ⊞, ⊠ et ⊞c. En eﬀet,
– la fonction G−1µ est liée à la R-transformée Rµ de µ par la formule
















µ (z) + 1)(C
(c)
µ (z) + 1)
z
.
Il semble ainsi que les probabilités libres soient au coeur de cette transition de phase.
Cela peut paraître surprenant, car jusqu’ici, le lien entre probabilités libres et matrices
aléatoires, si puissant soit-il, s’était toujours limité à des questions macroscopiques, i.e.
concernant l’ensemble du spectre, ne permettant pas d’aborder de question microscopique,
par exemple concernant la position de valeurs propres isolées.
On peut expliquer ces coïncidences. Le spectre d’une grande matrice X déformée par
une matrice de rang ﬁni P de spectre
θ1, . . . , θr, 0, . . . . . . . . . . . . , 0︸ ︷︷ ︸
n− r val. pr. nulles
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peut se comprendre comme la limite, lorsque ε −→ 0, de la convolution libre de la loi
spectrale de X avec la loi
(1− ε)δ0 + εδθ1 + · · ·+ δθr
r
.
Considérons par exemple le cas d’une perturbation additive d’une matrice hermitienne
X, et pour simpliﬁer supposons que r = 1 et notons θ = θ1. Lorsque la dimension n est
grande, loi spectrale empirique de X˜ est proche de
µε := µ⊞ ((1− ε)δ0 + εδθ) (2.28)
avec ε = 1
n
.
Lemme 2.11 Lorsque ε −→ 0, la loi µε admet un développement limité
µε = µ+ εm + o(ε),
où m est une mesure signée de masse totale nulle qui vérifie la transition de phase suivante
(avec les notations introduites en (2.7) et (2.8)) :
– si θ ≤ θ ≤ θ, le support de m est contenu dans celui de µ,
– si θ < θ ou θ > θ, m s’écrit comme la somme d’une mesure de support contenu dans
celui de µ et d’une masse de Dirac en ρθ, de poids 1.
Avant de donner la preuve de ce lemme, remarquons qu’il donne une explication à la
transition de phase BBP en ce qui concerne les positions des valeurs propres extrêmes (la
question des flucuations est plus délicate, mais on verra plus tard qu’on peut néanmoins en
dire quelque chose). En eﬀet, modulo l’approximation de la loi spectrale empirique de X˜
par µε pour ε = 1/n, il permet de comprendre l’apparition, dans cette loi spectrale, d’une
masse de Dirac de poids 1/n (i.e. d’une valeur propre de X˜) en ρθ lorsque θ < θ ou θ > θ.
Preuve du lemme 2.11. Par [A7, Lem. 2.11] et [8, Lem. 2.17], prouver ce lemme revient à
montrer que la transformée de Cauchy de µε admet le développement limité
Gµε(z) = Gµ(z) + ε g(z) + o(ε),
où g est une fonction vériﬁant les propriétés suivantes :
– si θ ≤ θ ≤ θ, g est analytique sur le complémentaire du support de µ avec des valeurs
réelles sur la droite réelle,
– si θ < θ ou θ > θ, g est méromorphe sur le complémentaire du support de µ avec des
valeurs réelles sur la droite réelle et un unique pôle, situé en ρθ et de résidu 1.
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1− θz + o(ε),
d’où
Rµε = Rµ(z) +
εθ
1− θz + o(ε).
Par la formule G−1µε (z) = Rµε(z) +
1
z
, on en déduit
Gµε(z) = Gµ(z)− ε
θG′µ(z)
1− θGµ(z) + o(ε),
ce qui permet de conclure immédiatement. 
La théorie de la liberté de second ordre, développée essentiellement par Mingo, Nica,
Speicher, Śniady et Collins [83, 84, 85, 40] permet de comprendre les ﬂuctuations asympto-
tiques de la loi spectrale empirique de sommes ou de produits de matrices aléatoires. Cette
théorie donne une explication heuristique de l’apparition de la loi des valeurs propres de
matrices du GO(U)E de taille ﬁnie dans les ﬂuctuations asymptotiques des valeurs propres
de X˜ hors du support de µ. Nous ne détaillons pas cette explication ici, mais elle repose
sur l’approche déjà utilisée au dessus.
Par ailleurs, dans les récentes prépublications [35, 30], Capitaine, Donati-Martin, Féral
et Février ont prouvé que dans le cas où X s’écrit comme la somme d’une matrice de
Wigner ou de Wishart et d’une matrice déterministe, les transitions de phase présentées
aux théorèmes 2.8 et 2.10 peuvent se comprendre via la subordination (présentée dans ce
texte à la section 3.3.1).
Par contre, à ma connaissance, la partie (2) du théorème 2.9 (concernant les ﬂuctuations
des valeurs propres tendant vers a ou b) ne trouvent pas d’explication dans la théorie des
probabilités libres.
2.3 Grandes déviations pour les modèles de matrices
déformés
Les principes de grandes déviations pour les matrices aléatoires sont relativement rares.
Les premiers sont ceux de Ben Arous et Guionnet [11] pour les matrices du GO(U)E (qui
se généralisent naturellement aux gaz de Coulomb [51, 2]) et ceux de Ben Arous et Zei-
touni pour les matrices gaussiennes non symétriques [13]. Durant la même période, Hiai et
Petz ont aussi étudié les grandes déviations pour les matrices de Wishart et les matrices
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unitaires distribuées selon la mesure de Haar [68]. Cabanal-Duvillard, Guionnet, Zeitouni,
Capitaine et Biane, dans [29, 63, 23], ont établi des PGD pour des processus matriciels,
liés aux intégrales sphériques et à l’entropie libre de Voiculescu. Par ailleurs, un PGD pour
la plus grande valeur propre d’une matrice du GO(U)E est démontré dans [2], basé sur les
travaux de Ben Arous, Dembo et Guionnet sur les verres de spin [10]. Alors que j’écris ce
mémoire, Chaterjee et Varadhan prépublient le texte [38], à propos de grandes déviations
pour les matrices aléatoires, dans un contexte quelque peu diﬀérent. Enﬁn, les déviations
de la plus grande valeur propre d’une matrice du GO(U)E perturbée par l’addition d’une
matrice de rang un ont été étudiées par Maïda dans [80] et les déviations des plus grandes
valeurs propres de matrices de Wishart du type MM∗, avec M une matrice n× p telle que
n/p −→ 0, ont été étudiées par Fey, van der Hofstad et Klok dans [53].
La plupart de ces PGD (plus précisément : tous sauf les trois derniers) portent sur
des matrices gaussiennes ou de densité proportionnelle à e−n trV (M), dont on sait calculer
la distribution des valeurs propres (ou pour lesquelles on en a une représentation via une
équation diﬀérentielle stochastique). Pour des matrices plus générales, par exemple un ma-
trice de Wigner X = [xi,j]ni,j=1 à coeﬃcients non gaussiens, la fonction de taux d’un PGD
pour les valeurs propres aurait des raisons de dépendre de la loi des xi,j, et on n’a même
pas idée de la forme qu’aurait une telle fonction de taux.
Dans l’article [A18], co-écrit avec Alice Guionnet et Mylène Maïda, nous étudions les
grandes déviations des valeurs propres extremes dans le modèle X˜ = X + P de la section
2.2.1, ainsi que dans un modèle quelque peu diﬀérent, où l’on ne suppose plus que les
valeurs propres extrêmes de X tendent vers a et b. Dans un premier temps, on se restreint
au cas où X est déterministe et diagonale, de loi spectrale tendant vers une loi à support
compact µ et n’ayant à la limite qu’un nombre ﬁni p+ de valeurs propres à droite du sup-
port de µ. On note comme précédemment r0 le nombre de j tels que θj > 0 et on a :
Théorème 2.12 Les r0 + p+ plus grandes valeurs propres de X˜ satisfont un principe de
grandes déviations d’échelle n et ayant une bonne fonction de taux.
La fonction de taux n’est pas, en général, explicite, mais on peut quand même en dire
assez pour pouvoir, par exemple, en déduire une nouvelle démonstration du théorème 2.8
(voir [A18, Rem. 6.5]).
De ce théorème, on peut déduire des résultats relatifs au cas où X est aléatoire si
l’on maîtrise assez bien les déviations de X. Par exemple (c.f. [A18, Th. 2.13]), il permet
de prouver un PGD d’échelle n et de bonne fonction de taux pour les k plus grandes
valeurs propres (k étant un entier quelconque) de X˜ lorsque X est elle-même aléatoire,






où dβX représente la mesure de Lebesgue standard sur l’espace des matrices symétriques
réelles (β = 1) ou hermitiennes (β = 2) et V une fonction continue à valeurs dans R∪{+∞},
supérieure à β log(x). Les matrices de Wishart gaussiennes et les matrices du GO(U)E per-
turbées constituent donc des exemples d’applications de ce travail.
La démonstration du théorème 2.12 repose encore sur la représentation des valeurs
propres de X˜ comme solutions de l’équation (2.15) : tout réel z hors du spectre de X est











1(z −X)−1u1 · · · u∗1(z −X)−1ur
...
...
u∗r(z −X)−1u1 · · · u∗r(z −X)−1ur

 = 0.
On établit d’abord un PGD pour une fonction qui, à un facteur aléatoire mais bien maîtrisé
près, est le membre de gauche de l’équation précédente, puis on en déduit un PGD pour les
zéros de cette fonction. Cette dernière étape, en quelque sorte une application du principe
contraction, est assez délicate car l’application qui à une fonction associe ses zéros n’est
pas continue dans l’espace où l’on travaille.
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Chapitre 3
Infinie divisibilité et théorèmes limites
pour les convolutions libres, applications
Dans ce chapitre, nous rappelons des résultats de base sur les lois inﬁniment divisibles
pour la convolution classique ∗, que l’on trouve par exemple dans [58, 100], puis nous expo-
serons la généralisation de cette théorie à la convolution additive libre ⊞, due à Voiculescu,
Bercovici et Pata, mettant en évidence une relation profonde existant entre les convolutions
∗ et ⊞. Nous exposons ensuite que l’interprétation matricielle que j’en ai faite dans [A2] et
la version “rectangulaire” de l’inﬁnie divisibilité, que j’ai développée pendant ma thèse.
Enﬁn, nous donnons des applications de cette théorie, à la régularisation par la convo-
lution d’une part, et en mettant en évidence un phénomène de répulsion des valeurs sin-
gulières à l’origine d’autre part.
3.1 Bijection de Bercovici-Pata entre les lois ∗- et ⊞-
infiniment divisibles, interprétation matricielle
L’inﬁnie divisibilité est une notion probabiliste fondamentale, à la base, par exemple,
des processus de Lévy. On peut déﬁnir les lois inﬁniment divisibles comme les lois limites
des sommes de v.a.i.i.d. : une loi µ sur R est dite ∗-infiniment divisible s’il existe une suite
d’entiers (kn) tendant vers +∞ et une suite de lois (νn) telles que lorsque n −→∞,
νn ∗ · · · ∗ νn︸ ︷︷ ︸
kn fois
−→ µ. (3.1)
Dans ce cas, il existe une unique famille de lois (µ∗t)t∈[0,∞) issue de δ0 telle que µ∗1 = µ et
qui est un semi-groupe pour la convolution ∗.
Ces lois sont caractérisées et classiﬁées via leur transformée de Fourier : µ est ∗-
inﬁniment divisible si et seulement si il existe un nombre réel γ et une mesure positive
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σ sur R tels que la transformée de Fourier de µ s’écrit
∫
t∈R e
itξdµ(t) = eΨµ(ξ), avec
Ψµ(ξ) = iγξ +
∫
R







pour t = 0
dσ(t). (3.2)
De plus, dans ce cas, le couple (γ, σ), unique, est appelé le couple de Lévy 1 de µ et la loi
µ est notée νγ,σ∗ .
Voiculescu et Bercovici ont démontré dans [15, 16] que tout ce qui précède reste valable
si l’on remplace la convolution classique ∗ par la convolution additive libre⊞, à ceci près que
la caractérisation via la transformée de Fourier de la formule 3.2 doit être remplacée par la
caractérisation suivante via la R-transformée : µ est ⊞-inﬁniment divisible si et seulement
si il existe un nombre réel γ et une mesure positive σ sur R tels que la R-transformée de
µ s’écrit





et µ est alors notée νγ,σ
⊞
.
Une fois les caractérisations (3.2) et (3.3), appelées formules de Lévy-Kinchine, établies,
on peut déﬁnir une bijection Λ de l’ensemble des lois ∗-inﬁniment divisibles vers l’ensemble
des lois ⊞-inﬁniment divisibles en assoyant la loi νγ,σ
⊞
à la loi νγ,σ∗ . Cette bijection, appelée
bijection de Bercovici-Pata, est clairement un morphisme pour les opérations ∗ et ⊞. De
plus, on peut démontrer que c’est un homéomorphisme pour la topologie faible et qu’elle
commute avec les passages à la mesure image par les applications aﬃnes. Elle se caractérise
alors totalement par le fait que, restreinte à l’ensemble des lois possédant des moments, elle
transforme cumulants classiques en cumulants libres (dont les déﬁnitions sont rappelées au
paragraphe 9.6 de l’appendice). Il en découle les relations suivantes :
– l’image, par la bijection Λ, de la loi gaussienne de moyenne m et variance σ2 est la
loi semi-circulaire de centre m et rayon 2σ,
– la bijection Λ admet pour points ﬁxes les masses de Dirac et les lois de Cauchy,









✶x∈[a,b]dx si λ ≤ 1,
avec a = (1−
√
λ)2, b = (1 +
√
λ)2.
1. Le réel γ est parfois appelé dérive du semi-groupe associé à µ, alors que la mesure finie σ s’inter-
prète ainsi : σ({0}) représente la composante brownienne de ce semi-groupe et la mesure ✶x6=0 1+x2x2 dσ(x),
lorsqu’elle est finie, représente sa compostante processus de Poisson composé (dans le cas où cette mesure
n’est pas finie, le semi-groupe se comprend par un passage à la limite subtil sur de telles décompositions).
2. Si λ > 1, cette loi est égale, à une dilatation près, à la loi de Marchenko-Pastur de paramètre 1/λ
telle que définie à l’équation (1.13).
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Mais cette correspondance entre lois inﬁniment divisibles classiques et lois inﬁniment
divisibles libres serait purement formelle sans le résultat suivant, démontré par Bercovici
et Pata dans [14].
Théorème 3.1 La bijection de Bercovici-Pata préserve les théorèmes limites relatifs aux
sommes de v.a.i.i.d.. Plus précisément, pour toute suite d’entiers (kn) tendant vers +∞,
pour toute suite de lois (νn), pour toute loi ∗-infiniment divisible µ, on a









Notons que ce théorème n’est pas une conséquence du fait que Λ soit un morphisme
pour ∗ et ⊞ et un homéomorphisme, car les lois νn ne sont pas supposées inﬁniment divi-
sibles et on ne leur applique pas Λ. Il signiﬁe que, à un niveau inﬁnitésimal, les convolutions
∗ et ⊞ se comportent de façons parallèles. Sa démonstration, reposant sur des transfor-
mations intégrales et de l’analyse complexe, n’en donne pas une approche très palpable.
Le premier travail que j’ai eﬀectué durant ma thèse, que je présente ci-dessous, donne une
interprétation du théorème précédent en termes de matrices aléatoires, rendant ainsi la
bijection de Bercovici-Pata et l’équivalence (3.4) plus intuitives.
Considérons une loi ∗-inﬁniment divisible µ, et donnons nous une suite d’entiers (kn)
tendant vers +∞ ainsi qu’une suite de lois (νn) telles que ν∗knn −→ µ, comme dans le
terme de gauche de (3.4). Nous allons construire un modèle matriciel qui ramènera la
démonstration de la convergence





à un problème de matrices aléatoires. À n ﬁxé, νn est la limite, lorsque la dimension d tend










où les λ(νn)i (i = 1, . . . , d) sont des v.a.i.i.d. de loi νn et U une matrice unitaire ou orthogonale
distribuée selon la mesure de Haar, indépendante des λ(νn)i . En eﬀet, il découle de la loi des













Il résulte alors de la déﬁnition de ⊞ que, n étant toujours ﬁxé, la loi ν⊞knn apparaissant
dans (3.5) est la limite, lorsque la dimension d tend vers l’inﬁni, de la loi empirique sur le
spectre de
Md(νn)
(1) + · · · · · ·+Md(νn)(kn),
les matrices aléatoires Md(νn)(1), . . . ,Md(νn)(kn) étant des copies indépendantes de la ma-









(1) + · · · · · ·+Md(νn)(kn)
))
= Λ(µ).
A une interversion de limites près, (3.5) est alors une conséquence du théorème suivant
[A4, Th. 3.1, Th. 6.1].
Théorème 3.2 (a) À dimension d fixée, la suite de matrices aléatoires hermitiennes de
taille d× d
Md(νn)
(1) + · · · · · ·+Md(νn)(kn)
converge en loi, lorsque n −→ ∞, vers une loi Pµd sur l’espace des matrices d × d hermi-
tiennes, de transformée de Fourier∫
eiTr(AM)dPµd(M) = e
E[dψµ(〈u,Au〉)] pour toute matrice A ∈ Kd×d hermitienne,
où u est un vecteur de loi uniforme sur la sphère de Kd et Ψµ est l’exposant de Lévy de
µ, défini à l’équation (3.2).
(b) Lorsque d −→ ∞, la loi empirique sur le spectre d’une matrice aléatoire distribuée
selon Pµd converge en probabilité vers la loi Λ(µ).
Ainsi, le fait que la bijection de Bercovici-Pata préserve les théorèmes limites s’exprime
par le fait que les passages à la limite d → ∞ et n → ∞ s’intervertissent, i.e. que le
diagramme suivant commute :
Md(νn)





loi spectrale empirique :
µ⊞nn
n→∞−−−−→ loi spectrale empirique :Ψ(µ)
Un autre intérêt de l’article [A4] est qu’on y étudie les lois spectrales d’une nouvelle fa-
mille de modèles matriciels : dans la construction qui précède, µ peut être n’importe quelle
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loi ∗-inﬁniment divisible, comme par exemple une loi stable à queues lourdes, une loi de
Cauchy... Par exemple, ce papier est, à ma connaissance, le premier à donner un résultat
rigoureux pour la loi spectrale limite de matrices aléatoires dont les entrées ont des lois
stables non gaussiennes (mais ces entrées ne sont pas indépendantes, ce qui distingue ce
modèle de ceux étudiés dans [12, 9]). Les mêmes modèles matriciels ont été étudiés simul-
tanément par Cabanal-Duvillard dans [28].
Pour ﬁnir, disons quelques mots de la démonstration du théorème 3.2. La partie (a)
se démontre simplement avec la transformation de Fourier sur l’espace des matrices her-
mitiennes. La partie (b) se démontre avec la méthode des moments lorsque µ possède des
moments à tous ordres, et s’étend ensuite par approximation, avec un contrôle sur le rang
de l’erreur.
3.2 Lois ⊞c-infiniment divisibles
Dans l’article [A4], qui est issu de ma thèse, j’ai étudié l’inﬁnie divisibilité pour les
convolutions ⊞c (c ∈ [0, 1]). Il s’avère, comme pour les convolutions ∗ et ⊞, que les lois
issues des “théorèmes limites” sont aussi celles qui appartiennent à des semi-groupes pour
⊞c indexés par R+, et peuvent être caractérisées par une formule de Lévy-Kinchine [A4,
Th. 2.2, 2.5, 2.6] :
Théorème 3.3 Pour µ loi sur R+, on a équivalence entre les propositions suivantes :
(i) Il existe une suite d’entiers (kn) qui tend vers +∞ et une suite (νn) de lois sur R+





(ii) Il existe une famille de lois (µ⊞ct)t∈[0,+∞) issue de δ0, telle que µ⊞c1 = µ et qui est
un semi-groupe pour ⊞c.
(iii) Il existe une mesure symétrique finie σ sur R telle que la R-transformée rectangu-
laire de rapport c de µ est donnée par la formule





Dans ce cas, σ est unique et µ est notée νσ
⊞c
.
Les lois satisfaisant ces conditions sont dites ⊞c-infiniment divisibles.
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Le dernier point du théorème précédent permet de déﬁnir la bijection de Bercovici-Pata
de rapport c de l’ensemble des lois ∗-inﬁniment divisibles symétriques 3 vers l’ensemble des
lois ⊞c-inﬁniment divisibles, comme l’application, notée Λc, qui à toute loi ν0,σ∗ (avec σ me-
sure symétrique ﬁnie sur R) associe νσ
⊞c
. Comme Λ, la bijection Λc préserve les théorèmes
limites [A4, Th. 3.3] :
Théorème 3.4 Soient (kn) une suite d’entiers tendant vers +∞ et (νn) une suite de lois
symétriques sur R. On définit |νn| comme la loi de la v.a. |X| lorsque X est distribuée
selon νn. Alors pour toute loi ∗-infiniment divisible symétrique µ, on a alors l’équivalence
suivante :
νn ∗ · · · · · · ∗ νn︸ ︷︷ ︸
kn fois
−→ µ ⇐⇒ |νn|⊞c · · · · · ·⊞c|νn|︸ ︷︷ ︸
kn fois
−→ Λc(µ). (3.7)
Ce théorème permet facilement de voir que pour c = 1, Λc est la restriction de la
bijection de Bercovici-Pata “de type carré” Λ à l’ensemble des lois ∗-inﬁniment divisibles
symétriques.
Exemple 3.5 (a) Pour µ la loi gaussienne standard, Λc(µ) est la loi de
√
x, pour x
variable aléatoire distribuée selon la loi de Marchenko-Pastur LMP, c introduite en
(1.13), c’est à dire la loi de densité√
(m2+ − x2)(x2 −m2−)
πcx
✶x∈[m−,m+]dx
et de support [m−,m+] pour m± = 1±
√
c (si c = 0, cette formule doit être comprise
comme celle de la masse de Dirac en 1).









Les densités de ces lois sont représentées à la figure 3.1.
Le cas de la loi gaussienne permet de situer la loi du demi-cercle et la loi de Marchenko-
Pastur sur un même plan : la loi du demi-cercle, donnant la répartition limite des valeurs
3. On peut facilement voir, via la formule (3.2), que les lois ∗-infiniment divisibles symétriques sont
précisément les lois νγ,σ∗ pour lesquelles γ = 0 et σ est symétrique.
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propres de matrices hermitiennes gaussiennes, joue le rôle de la loi gaussienne pour la convo-
lution ⊞, alors que la mesure image par l’application x 7−→ √x de la loi de Marchenko-
Pastur LMP, c, donnant la répartition limite des valeurs singulières de matrices n× p gaus-
siennes, joue le rôle de la loi gaussienne pour la convolution ⊞c.











(a) Loi de Gauss
















(b) Loi de Cauchy
Figure 3.1 – Densités des analogues ⊞c-infiniment divisibles des lois de Gauss et de
Cauchy, pour c = 0.1, 0.5, 0.9 et 1. On remarque un phénomène sur lequel on reviendra plus
bas : lorsque c < 1, les supports de ces lois ne contiennent pas zéro. Le lecteur ne disposant pas
d’une version couleur de ce texte pourra distinguer les courbes en remarquant que les supports
sont d’autant plus étendus que c est proche de 1.
Dans l’article [A4], je construis un modèle matriciel pour la bijection Λc du type de
celui associé pour la bijection Λ et présenté au paragraphe précédent : le rôle des les valeurs
propres y est joué par les valeurs singulières et la matrice hermitienne carrée Md(νn) de











d 0 · · · 0
V,
où les λ(νn)i (i = 1, . . . , d) sont des v.a.i.i.d. de loi νn et U, V sont des matrices unitaires
ou orthogonales de tailles respectives d × d, d′ × d′ distribuées selon la mesure de Haar,
indépendantes et indépendantes des λ(νn)i (les dimensions d, d
′ sont ici amenées à tendre
vers l’inﬁni de telle façon que d/d′ −→ c).
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3.3 Propriétés de régularisation des convolutions libres
et phénomène de répulsion des valeurs singulières à
l’origine
La convolution classique ∗ est un outil standard pour régulariser des fonctions ou des
mesures. Dans l’article [A7], avec Serban Belinschi et Alice Guionnet, nous avons étudié
les propriétés de régularisation des convolutions ⊞ et ⊞c. Les distributions intervenant
dans l’univers des probabilités libres et des matrices aléatoires ayant souvent des densités
aux dérivées inﬁnies au bord de leur support, comme Biane l’a mis en évidence dans
[19], cette étude est liée au caractère strictement positif de la densité. Aﬁn de pouvoir
utiliser les propriétés de semi-groupe, la régularisation par les lois inﬁniment divisibles est
particulièrement intéressante, et nous avons donc porté une attention particulière à ce cas.
Nous allons voir ici que dans le cas de la convolution libre rectangulaire ⊞c, ces questions
mettent en lumière un phénomène intéressant, que l’on peut avoir déjà observé dans les
ﬁgures 1.1, 1.3, 1.4 et 3.1 : la densité de la convolution a tendance à s’annuler au voisinage de
zéro, ce qui signiﬁe concrètement que les valeurs singulières de la somme de deux matrices
aléatoires ont tendance à s’écarter de l’origine.
3.3.1 Cas de la convolution libre carrée ⊞
Le théorème suivant, démontré en partie par Bercovici et Voiculescu [17, Th. 7.4] et en
partie par Belinschi [8, Th. 4.1], montre que la convolution libre ⊞ a de fortes propriétés
de régularisation.
Théorème 3.6 Soit µ, ν des lois sur R, aucune d’entre elles n’étant concentrée en un
point. Alors
(a) La loi µ ⊞ ν se décompose en une somme d’atomes et d’une partie absolument
continue par rapport à la mesure de Lebesgue.
(b) Les atomes de µ ⊞ ν sont les réels a tels qu’il existe b, c ∈ R tels que a = b + c et
µ({b}) + ν({c}) > 1. Dans ce cas, µ({a}) = µ({b}) + ν({c})− 1.
(c) Il existe un ouvert U et une fonction f analytique sur U et strictement positive sur
U telle que la partie absolument continue de µ⊞ ν est la mesure ✶x∈Uf(x)dx.
Ce théorème, aussi impressionnant soit-il, ne résout pas la question des points singu-
liers, ceux où la densité s’annule (à la frontière de U), avec une dérivée souvent inﬁnie.
Dans l’article [A7], aux théorèmes 3.1 et 3.2, nous montrons que sous certaines hypothèses
techniques que nous ne détaillerons pas ici, il est possible d’obtenir des résultats meilleurs
que ceux du théorème précédent.
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Théorème 3.7 Soit µ une loi de probabilité sur R.
• Sous certaines hypothèses portant sur Gµ, pour toute loi ν qui n’est pas une masse de
Dirac, la mesure ν⊞µ a une densité par rapport à la mesure de Lebesgue, qui est analytique
et strictement positive sur R.
• Si µ est ⊞-infiniment divisible, de semi-groupe associé (µ⊞t)t≥0, alors sous certaines
hypothèses portant sur Rµ, pour toute loi ν, pour tout t > 0, la mesure ν ⊞ µ⊞t a une
densité par rapport à la mesure de Lebesgue, qui est analytique et strictement positive sur
R.
La loi de Cauchy, dont la convolution libre ⊞ avec n’importe quelle loi coïncide avec sa
convolution classique ∗ avec la même loi, est bien entendu un exemple de loi régularisante
au sens donné par ce théorème. Il existe d’autres exemples, donnés dans [A7]. Malheureuse-
ment, la proposition suivante [A7, Prop. 3.4] montre qu’il n’est pas possible de régulariser
avec des lois permettant d’utiliser la méthode des moments.
Proposition 3.8 Soit µ est ⊞-infiniment divisible, de semi-groupe associé (µ⊞t)t≥0. S’il
existe t < 1 tel que µ⊞t n’a pas d’atome et µ a un deuxième moment fini, alors il existe
une loi ν telle que la densité de µ⊞ ν n’est pas analytique partout et s’annule en un point.
Donnons quelques idées quant aux démonstrations des deux précédents théorèmes.
La première, naturelle quand on travaille avec la convolution libre, est de décoder une
loi µ à partir de sa transformée de Cauchy : on sait que pour Lebesgue-presque tout x ∈ R,






mais on peut même démontrer, [A7, Lem. 2.11], que pour tout intervalle I de R, µ admet
une densité analytique sur I si et seulement si Gµ, initialement déﬁnie sur C+, se prolonge
analytiquement à un voisinage de C+ ∪ I (et dans ce cas, la densité est bien évidement
donnée par la partie imaginaire de ce prolongement, au facteur −1/π près). Ces remarques
sont à l’origine d’une philosophie qui guide ces démonstrations : moins Gµ explose au voisi-
nage d’un réel x, plus µ est régulière en x. Dit autrement : plus Gµ admet de prolongements
analytiques bas dans le plan complexe, plus µ est régulière. L’exemple le plus ﬂagrant est
celui où µ = ν ⊞ C, C désignant la loi de Cauchy. Dans ce cas, on a
Gµ(z) = Gν(z + i), (3.9)
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si bien que Gµ se prolonge analytiquement à {z ∈ C ; ℑ(z) > −1} (et bien sûr, µ a une
densité analytique sur R).
A partir de là, ce qui permettra de montrer la régularisation par la convolution libre
est la subordination, dont la démonstration est due à Biane [21, Th. 3.1] : pour µ, ν lois
sur R, il existe deux fonctions analytiques ω1, ω2 sur C+ := {z ∈ C ; ℑ(z) > 0} telles que
pour tout z ∈ C+,
ℑ(ωj(z)) ≥ ℑ(z) (j = 1, 2), (3.10)
et
Gµ⊞ν(z) = Gµ(ω1(z)) = Gν(ω2(z)). (3.11)
La formule (3.10) signiﬁe que les fonctions ωj ont tendance à augmenter la partie imaginaire
de leurs arguments, ce qui laisse imaginer, par (3.11), que, dans certains cas au moins, le
prolongement de Gµ⊞ν au delà de C+ sera possible.
3.3.2 Cas de la convolution libre rectangulaire ⊞c : régularité et
répulsion des valeurs singulières à l’origine
Nous allons voir ici que la convolution libre rectangulaire⊞c partage certaines propriétés
de régularité avec la convolution libre carrée ⊞, et que dans ce cas, un phénomène supplé-
mentaire se produit : la densité de la convolution a tendance à s’annuler au voisinage de
zéro, ce qui signiﬁe concrètement que les valeurs singulières de la somme de deux matrices
aléatoires ont tendance à s’écarter de l’origine. C’est un phénomène que l’on peut déjà avoir
observé dans les ﬁgures 1.1, 1.3, 1.4 et 3.1. De façon plus générale, la répulsion des valeurs
singulières à l’origine joue un rôle clé dans plusieurs démonstrations s’appuyant sur une
relation entre valeurs singulières et valeurs propres de matrices non hermitiennes, comme la
démonstration, par Tao, Vu et Krishnapur, de l’universalité pour la loi du cercle [111] ou la
démonstration, par Guionnet, Krishnapur et Zeitouni, du théorème de l’anneau unique [62].
Commençons par les résultats de régularité de la convolution ⊞c. Ils ont été établis
dans le cas particulier où une des mesures est ⊞c-inﬁniment divisible [A7, Cor. 4.4 et 4.6,
Prop. 4.10].
Théorème 3.9 Soit µ une loi ⊞c-infiniment divisible telle que µ 6= δ0.
• Alors pour toute loi ν sur R+, la partie singulière 4 de µ⊞cν est concentrée sur un
4. La partie singulière (resp. partie absolument continue) d’une mesure µ est µs (resp. µac), où µ =
µs + µac, avec µs (resp. µac) étrangère (resp. absolument continue) par rapport à la mesure de Lebesgue.
Notons que le support de µs n’est à priori pas de mesure de Lebesgue nulle (penser par exemple au cas où
µ est la mesure de dénombrement sur l’ensemble des rationels).
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fermé de mesure de Lebesgue nulle, et la densité de sa partie absolument continue est conti-
nue sur le complémentaire de ce fermé dans R+.
• Sous certaines hypothèses supplémentaires portant sur µ, pour toute loi ν sur R+,
µ⊞cν est absolument continue, de densité continue sur R.
• Sous certaines hypothèses supplémentaires portant sur µ, pour toute loi ν sur R+,
µ⊞cν est absolument continue, de densité continue sur R et analytique sur un ouvert U tel
que µ⊞cν(U) = 1.
Dans [A7, Prop. 4.11], on donne une condition suﬃsante portant sur la mesure ﬁnie
σ pour que la loi ⊞c-inﬁniment divisible µ = νσ⊞c satisfasse les hypothèses du troisième
point du théorème précédent. On peut par exemple montrer que pour tout α ∈ [1, 2), ces
hypothèses sont satisfaites par les lois ⊞c-stables de paramètre α, qui sont les images, par
la bijection de Bercovici-Pata Λc, des lois ∗-stables symétriques de même paramètre, et au
nombre desquelles ﬁgure la loi de Cauchy pour ⊞c, dont la densité est donnée à la formule
(3.5).
Abordons maintenant l’étude du comportement à l’origine de µ⊞cν. Pour µ, ν lois sur
R+, il est facile de voir, par un raisonnement d’algèbre linéaire, que
(µ⊞cν)({0}) ≥ µ({0}) + ν({0})− 1. (3.12)
La première partie du théorème suivant, tirée de la proposition 4.12 de [A7], donne une
sorte de réciproque de (3.12). La deuxième partie, tirée de la proposition 4.13 de [A7],
donne un sens concret phénomène de répulsion des valeurs singulières à l’origine.
Théorème 3.10 Soit µ, ν deux lois sur R+ telles que µ est ⊞c-infiniment divisible.
• On a (µ⊞cν)({0}) = (µ({0}) + ν({0})− 1)+, avec x+ := max{x, 0}.
• Si µ({0}) + ν({0}) < 1, alors pour un certain ε > 0, la loi µ⊞cν ne charge pas
l’intervalle [0, ε].
Terminons par une conséquence simple de ce théorème, qui rendra peut-être les consi-
dérations de ce chapitre moins abstraites aux yeux du lecteur, et, on l’espère, le convaincra
de leur utilité. Ce résultat est à rapprocher de ceux de Śniady [105] et de Haagerup [64].
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Corollaire 3.11 Soient A,X ∈ Kn×p des matrices aléatoires indépendantes, qui dépendent
de façon implicite de n et p, entiers qui vont tendre vers l’infini de telle façon que n/p −→
c ∈ [0, 1]. On suppose que les coordonnées de X sont i.i.d. gaussiennes centrées de variance
σ2/p (avec σ > 0 fixé) et que la loi empirique sur les valeurs singulières de A converge en
probabilité vers une loi 6= δ0 sur R+. Alors il existe ε > 0 tel que pour la convergence en
probabilité,
♯{λ val. sing. de A+X ; λ ≤ ε} = o(n).
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Chapitre 4
Vecteurs propres des matrices de
Wigner : universalité des fluctuations
globales
In this chapter, I present the three main results my work of [A19] : Theorems 4.1 and
4.2 and Proposition 4.5.
4.1 Introduction
It is well known that the matrix Un = [ui,j]ni,j=1 whose columns are the eigenvectors of
a GOE or GUE matrix Xn can be chosen to be distributed according to the Haar measure
on the orthogonal or unitary group. As a consequence, much can be said about the ui,j’s :
their joint moments can be computed via the so-called Weingarten calculus developed in
[39, 41], any ﬁnite (or not too large) set of ui,j’s can be approximated, as n → ∞, by
independent Gaussian variables (see [71, 37] or Theorem 6.3 of the present text) and the
global asymptotic ﬂuctuations of the |ui,j|’s are governed by a theorem of Donati-Martin










(where β = 1 in the real case and β = 2 in the complex case) converges in distribution,
for the Skorokhod topology, to the bivariate Brownian bridge, i.e. the centered continuous
Gaussian process (Bs,t)(s,t)∈[0,1]2 with covariance
E[Bs,tBs′,t′ ] = (min{s, s′} − ss′)(min{t, t′} − tt′). (4.1)
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A natural question is the following :
What can be said beyond the Gaussian case, when the entries of the Wigner
matrix Xn are general random variables ?
For a general Wigner matrix, the exact distribution of the matrix Un cannot be compu-
ted and few works had been devoted to this subject until quite recently. One of the reasons
is that while the eigenvalues of an Hermitian matrix admit variational characterizations as
extremums of certain functions, the eigenvectors can be characterized as the argmax of these
functions, hence are more sensitive to perturbations of the entries of the matrix. However,
in the last three years, the eigenvectors of general Wigner matrices have been the object
of a growing interest, due in part to some relations with the universality conjecture for the
eigenvalues. In several papers (see, among others, [48, 49, 50]), a delocalization property
was shown for the eigenvectors of random matrices. More recently, Knowles and Yin in [76]
and Tao and Vu in [113] proved that if the ﬁrst four moments of the atom distributions 1
of Xn coincide with the ones of a GOE or GUE matrix, then under some tail assumptions
on these distributions, the ui,j’s can be approximated by independent Gaussian variables
as long as we only consider a ﬁnite (or not too large) set of ui,j’s.
In this chapter, we consider the global behavior of the |ui,j|’s, and we prove (Theo-
rem 4.1) that for Wigner matrices whose entries have moments of all orders, the process
(Bns,t)(s,t)∈[0,1]2 has a limit in a weaker sense than for the Skorokhod topology and that this
weak limit is the bivariate Brownian bridge if and only if the oﬀ-diagonal entries of the
matrix have the same fourth moment as the GOE or GUE matrix (quite surprisingly, no
hypothesis on the third moment is necessary). Under some additional hypotheses on the
atom distributions (more coinciding moments and continuity), we prove the convergence
for the Skorokhod topology (Theorem 4.2).
This result was conjectured by Chafaï, who also conjectures the same kind of universa-
lity for unitary matrices appearing in other standard decompositions, such as the singular
values decomposition or the Housholder decomposition of non hermitian matrices, as long
as the matrix considered has i.i.d. entries with ﬁrst moments agreeing with the ones of
Gaussian variables. It would also be interesting to consider the same type of question in
the context of band matrices, connecting this problem with the so-called Anderson conjec-
ture (see e.g. the works of Erdös and Knowles [46, 47], of Schenker [101] or of Sodin [106],
or, for a short introduction, the blog note by Chafaï [36]).
4.2 Main results







1. The atom distributions of a Wigner matrix are the distributions of its entries.
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such that the distributions of the xi,j’s on the diagonal and oﬀ the diagonal do not depend
on n (Wigner matrices have been deﬁned in Encart 2.3, at the end of Section 2.1.2).
Let us denote by λ1 ≤ · · · ≤ λn the eigenvalues of Xn and consider an orthogonal or
unitary matrix Un = [ui,j]ni,j=1 such that
Xn = Un diag(λ1, . . . , λn)U
∗
n.
Note that Un is not uniquely deﬁned. Let us choose it in a measurable way, no matter
which one.











where β = 1 in the real case and β = 2 in the complex case.
The bivariate Brownian bridge has been deﬁned in the introduction. The exact deﬁni-
tion of the functional spaces of the two following theorems and of their topologies can be
found in [A19, Sect. 4.1].
Theorem 4.1 Suppose that the xi,j’s have moments of all orders. Then the sequence
(distribution(Bn))n≥1
has a unique possible accumulation point supported by C([0, 1]2). This accumulation point
is the distribution of a centered Gaussian process which depends on the distributions of
the xi,j’s only through E[|x1,2|4], and which is the bivariate Brownian bridge if and only if
E[|x1,2|4] = 4− β, as in the Gaussian case.
More precisions about the way the unique possible accumulation point depends on the
fourth moment of the entries are given in Remark 4.3.
To get a stronger statement where the convergence in distribution to the bivariate
Brownian bridge is actually stated, one needs stronger hypotheses.
Theorem 4.2 Suppose that the xi,j’s have a density and moments of all orders, matching
with the ones of a GO(U)E matrix up to order 10 on the diagonal and 12 above the diago-
nal. Then, as n→∞, the bivariate process Bn converges in distribution, for the Skorokhod
topology in D([0, 1]2), to the bivariate Brownian bridge.
67
Remark 4.3 Complements on Theorem 4.1. One can wonder how the unique accu-
mulation point mentioned in Theorem 4.1 depends on the fourth moment of the entries of
Xn. Let G := (Gs,t)(s,t)∈[0,1]2 be distributed according to this distribution. We know that
(Gs,t)(s,t)∈[0,1]2 is the bivariate Brownian bridge only in the case where E[|x1,2|4] = 4−β. In
the other cases, deﬁning Fsemicircle as the cumulative distribution function of the semicircle






which determines completely the distribution of the process G, can be computed. However,
making the covariance of G explicit out of the covariance of the process of (4.2) is a very
delicate problem, and we shall only stay at a quite vague level, saying that the variances
of the one-dimensional marginals of G are increasing functions of E[|x1,2|4]. For example,













Remark 4.4 Comments on the hypotheses of Theorem 4.2 (1). In order to prove
the convergence in the Skorokhod topology, we had to make several hypotheses on the atom
distributions : absolute continuity, moments of all orders and coincidence of their 10 (on
the diagonal) and 12 (above the diagonal) ﬁrst moments with the ones of a GOE or GUE
matrix. We needed these assumptions to control the discontinuities of the process Bn. Even
though these hypotheses might not be optimal (especially the continuity one), a bound on
the tails of the atom distributions seems to be necessary to avoid too large variations of
the process Bn. Indeed, as illustrated by Figure 4.1, for a GOE matrix (left picture), |ui,j|2
is close to 1/n for all i, j with high probability, whereas when the atom distributions have
not more than a second moment (right picture), the matrix Xn looks more like a sparse
matrix, and so does Un, which implies that for certain (i, j)’s, |ui,j|2 − 1/n is not small
enough. Since |ui,j|2 − 1/n is the jump of the process Bn at (s, t) = (i/n, j/n), this could
be an obstruction to the existence of a continuous limit for the process Bn. That being
said, we have hopes to prove the theorem under a four moments hypothesis instead of a
12 moments one (see Remark 4.6 bellow).
Note that it follows from the previous theorem that for all 0 ≤ s < s′ ≤ 1 and
0 ≤ t < t′ ≤ 1, the sequence of random variables
1√







































Figure 4.1 – Influence of the tails of the atom distributions of Xn on the |ui,j |’s : Plot
of the map (i/n, j/n) 7−→ ||ui,j |2−1/n| for two different choices of atom distributions. Left : GOE
matrix. Right : Wigner matrix with atom distribution admitting moments only up to order 2 + ε
for a small ε. For both pictures, the matrices are n× n with n = 50.
admits a limit in distribution as n → ∞, hence is bounded in probabilité (in the sense of
[111, Def. 1.1]). In the same way, it follows from [76] and [113] that the sequence n|ui,j|2−1
is bounded in probability. In the next proposition, we improve these assertions by making
them uniform on s, s′, t, t′, i, j and upgrading them to the L2 and L4 levels.
Proposition 4.5 Suppose that the xi,j’s have densities and moments of all orders, mat-
ching with the ones of a GO(U)E matrix up to order 4. Then as n → ∞, the sequences
n|ui,j|2 − 1 and 1√




(|ui,j|2 − 1/n) (4.3)
are bounded for the respective L4 and L2 norms, uniformly in s < s′, t < t′, i, j.
Remark 4.6 Comments on the hypotheses of Theorem 4.2 (2). This proposition
is almost suﬃcient to apply the tightness criterion that we use in this paper. Would the
second term of (4.3) have been bounded for the L2+ε norm (instead of L2), a four moments
hypothesis would have been enough to prove that Bn converges in distribution, for the
Skorokhod topology in D([0, 1]2), to the bivariate Brownian bridge.
Let us now outline the proofs of Theorems 4.1 and 4.2 and Proposition 4.5.
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Firstly, Theorem 4.2 can be deduced from Theorem 4.1 by proving that the sequence
(distribution(Bn))n≥1 is tight and only has C([0, 1]2)-supported accumulation points. This
can be done via some upper bounds on the fourth moment of the increments of Bn and on its
jumps (i.e. of its discontinuities). The proofs of these bounds and of Proposition 4.5 rely on
a comparison of the eigenvectors of Xn with the ones of a GO(U)E matrix. Indeed, thanks
to the Weingarten calculus, one can easily establish such bounds for Haar-distributed ma-
trices. Such a comparison is obtained with the “one-by-one entries replacement method”
developed by Tao and Vu in recent papers, such as [112, 113].
Secondly, the proof of Theorem 4.1 relies on the following remark, inspired by some
ideas of Jack Silverstein (see [6, Chap. 10] and [104]) : even though we do not have any
“direct access” to the eigenvectors of Xn, we have access to the process (Bns,FµXn (u)
)s∈[0,1],u∈R,
for FµXn (u) :=
1
n












hence for all ﬁxed s ∈ [0, 1], the function u ∈ R 7−→ Bns,FµXn (u) is the cumulative distribu-







(|ui,j|2 − 1/n)δλj , (4.4)











the ei’s being the vectors of the canonical basis. From the asymptotic behavior of the
moments of the signed measure of (4.4), one can then ﬁnd out the asymptotic behavior of
its cumulative distribution function.
Once the asymptotic distribution of the process (Bns,FµXn (u)
)s∈[0,1],u∈R identiﬁed, one
can obtain the asymptotic distribution of the process (Bns,t)s∈[0,1],t∈[0,1] because the function




Un continuum de notions
d’indépendance entre l’indépendance
classique et l’indépendance libre
Avec Thierry Lévy, dans notre papier [A11], nous avons utilisé le mouvement brownien
sur le groupe unitaire pour proposer une interpolation entre les notions d’indépendance
et de liberté pour des éléments d’un espace de probabilités non-commutatif. Nous allons
aborder cette question par le biais de la convolution des mesures.
5.1 Convolutions
Soient µ et ν deux lois sur R. La convolution classique de µ et ν, notée µ ∗ ν, peut se
décrire de la façon suivante. Soient A et B matrices diagonales de taille n × n (A et B
dépendent de façon implicite du paramètre n, comme les matrices S, V et Ut suivantes)
dont les mesures empiriques spectrales convergent respectivement vers µ et ν lorsque n tend
vers l’inﬁni. Soit S la matrice d’une permutation aléatoire de {1, . . . , n} de loi uniforme.




λ val. pr. de A+SBS∗
δλ −→ µ ∗ ν.
Considérons maintenant une matrice V de loi uniforme sur le groupe unitaire. Alors lorsque




λ val. pr. de A+V BV ∗
δλ −→ µ⊞ ν.
Il existe une interpolation naturelle entre la loi de S et celle de V : c’est, lorsque t décrit
R+, la famille des lois de d’un mouvement brownien unitaire Ut dont la loi initiale est la
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loi uniforme sur le groupe des matrices de permutations (le mouvement brownien sur le
groupe unitaire est déﬁni à la ﬁn de ce chapitre à l’encart 5.6). En eﬀet, sa loi en t = 0 est
celle de S, alors que lorsque t tend vers l’inﬁni, sa loi tend vers la loi uniforme. On a alors
le résultat suivant [A11, Cor. 2.10].
Théorème 5.1 Avec les notations introduites ci-dessus, lorsque n tend vers l’infini, la
mesure empirique spectrale de la matrice A + UtBU∗t converge faiblement en probabilité
vers une loi sur R qui ne dépend que de µ, ν et t, que nous notons µ ∗t ν et que nous
appelons convolution t-libre de µ et ν.
Ce théorème se déduit facilement de la convergence de la loi spectrale de Ut vers celle du
mouvement brownien unitaire libre, de la convergence de la distribution non commutative
du couple {A, SBS∗} et de la liberté asymptotique de matrices unitairement invariantes.
Un exemple classique où l’on sait calculer explicitement la convolution libre de deux
mesures est celui où µ = ν = 1
2
(δ1 + δ−1). Dans ce cas, µ ∗ ν = 14δ−2 + 12δ0 + 14δ2 et
µ ⊞ ν = ✶[−2,2](x) dxπ√4−x2 . Pour ce qui est de la convolution t-libre, on peut montrer que
pour tout t > 0,
δ1 + δ−1
2








4− x2 dx, (5.1)
où ρt est la fonction introduite à l’encart 5.7 plus bas. La ﬁgure 5.1 représente les densités
de ces lois, calculées numériquement selon la méthode présentée à l’encart 5.7.
Figure 5.1 – Densité de δ1+δ−12 ∗t δ1+δ−12 en x ∈ [−2, 2] en fonction de x et t. On peut décrire
complètement le support de la mesure à chaque temps. Ainsi le premier temps auquel ce support
est l’intervalle [−2, 2] entier est t = 1 et les deux derniers points à y entrer sont −√2 et √2.
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5.2 Structures de dépendance et t-liberté
Comme dans le cas de l’indépendance et de la liberté, l’existence de la convolution
t-libre de deux mesures est un reﬂet de l’existence d’une structure de dépendance entre
sous-algèbres d’un espace de probabilités non-commutatif. Par structure de dépendance,
nous entendons la chose suivante : dans un espace de probabilités non-commutatif (A, ϕ)
où sont données deux sous-algèbres A1 et A2, une structure de dépendance est une façon de
reconstituer la restriction de ϕ à la sous-algèbre engendrée parA1∪A2 connaissant les seules
restrictions de ϕ àA1 etA2. Dans le langage des probabilités classiques, nous dirions qu’une
telle structure permet d’inférer la loi jointe d’une famille de variables aléatoires de la seule
connaissance de leurs lois individuelles. Plus de détails sont donnés dans la section 9.2 de
l’appendice, où le lecteur trouvera les déﬁnitions des produits tensoriels et libres d’espaces
de probabilités non commutatifs, ainsi que celles de la liberté et de l’indépendance dans de
tels espaces.
Nous allons déﬁnir un modèle universel pour la t-liberté en déﬁnissant un état sur le
produit libre des algèbres sous-jacentes à deux espaces de probabilités non-commutatifs
quelconques. On utilise ici le produit libre A1 ⋆ A2 d’algèbres, déﬁni à la section 9.2 de
l’appendice.
Définition 5.2 Soient (A1, ϕ1) et (A2, ϕ2) deux espaces de probabilités non-commutatifs.
Soit t un réel positif. Soit (U , τ) l’espace de probabilités non-commutatif engendré par un
élément unitaire ut dont la distribution est la mesure νt définie à l’encart 5.7. Soit f
l’unique morphisme d’algèbres
f : A1 ⋆A2 → (A1 ⊗A2) ⋆ U
qui satisfait f(a1) = a1 ⊗ 1 pour tout a1 ∈ A1 et f(a2) = ut(1 ⊗ a2)u∗t pour tout a2 ∈ A2.
On appelle produit t-libre de ϕ1 et ϕ2 l’état ϕ1 ∗t ϕ2 sur A1 ⋆A2 défini par
ϕ1 ∗t ϕ2 = [(ϕ1 ⊗ ϕ2) ⋆ τ ] ◦ f.
Le fait que la mesure νt soit invariante par conjugaison complexe entraîne que la paire
(ut, u
−1
t ) a la même distribution que la paire (u
−1
t , ut), si bien qu’on aurait obtenu la même
déﬁnition de ϕ1∗tϕ2 en remplaçant f par le morphisme f ′ qui satisfait f ′(a1) = ut(a1⊗1)u∗t
et f ′(a2) = 1⊗ a2.
Si t = 0, on retrouve la déﬁnition du produit tensoriel de deux états, transporté du
produit tensoriel des algèbres à leur produit libre par le morphisme naturel A1 ⋆ A2 →
A1 ⊗ A2. En revanche, si t > 0, l’élément ut n’est pas scalaire dans U et ceci permet
d’assurer que f est injectif. Alors la sous-algèbre de (A1 ⊗ A2) ⋆ U engendrée par A1 ⊗ 1
et ut(1⊗A2)u∗t est une réalisation du produit libre de A1 et A2.
Un modèle universel étant déﬁni, nous pouvons déﬁnir la t-liberté [A11, Def. 2.5].
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Définition 5.3 Soit (A, ϕ) un espace de probabilités non-commutatif. Soient A1 et A2
deux sous-algèbres de A. Notons ϕ1 et ϕ2 les restrictions de ϕ à A1 et A2 respectivement.
On dit que A1 et A2 sont t-libres si le morphisme d’algèbres naturel f : A1 ⋆ A2 → A
satisfait l’égalité ϕ ◦ f = ϕ1 ∗t ϕ2. On dit que deux parties de A sont t-libres si les sous-
algèbres involutives qu’elles engendrent le sont.
La remarque faite après la déﬁnition 5.2 assure que cette déﬁnition est symétrique en
A1 et A2.
On vériﬁe alors que la t-convolution correspond bien à la t-liberté.
Proposition 5.4 Soit (A, ϕ) un espace de probabilités non-commutatif. Soit t ≥ 0 un réel
et soient a, b ∈ A deux éléments autoadjoints t-libres, de distributions respectives µ et ν.
Alors la distribution de a+ b est µ ∗t ν.
Nous pouvons déﬁnir d’autres convolutions t-libres. Par exemple, nous pouvons mul-
tiplier des éléments t-libres : si, avec les notations de la proposition ci-dessus, A est une





si a et b sont unitaires, auquel cas µ et ν sont des mesures de probabilités non plus sur R
mais sur le cercle unité, on peut déﬁnir µ⊙t ν comme la loi de ab.
Donnons une brève explication quant au sens concret de la t-liberté. La liberté carac-
térise la distribution non commutative jointe de deux grandes matrices hermitiennes A,B
dont les bases de vecteurs propres sont en situation générique (c’est à dire que l’on passe
de l’une à l’autre en appliquant une transformation unitaire générique, qui s’obtient par
exemple en la choisissant de façon aléatoire selon la mesure de Haar). L’indépendance
caractérise la distribution non commutative jointe de deux matrices codiagonalisables telles
que l’on passe d’une base de vecteurs propres de A classés dans l’ordre des valeurs propres
à une telle base pour B en appliquant une permutation générique à cette base [A11, Th.
1.8]. La t-liberté, quant à elle, caractérise la distribution non commutative jointe de deux
grandes matrices hermitiennes qui sont codiagonalisables à conjugaison près de l’une par
un mouvement brownien unitaire pris au temps t.
Par ailleurs, la t-liberté est reliée au processus de libération déﬁni par Voiculescu dans
[119, Sect. 2.1] : schématiquement, on peut écrire
t-liberté = processus de libération pris au temps t + indépendance au temps 0.
Plus précisément, si A1 et A2 sont deux algèbres indépendantes, alors leurs images par le
processus de libération issu de (A1,A2) au temps t sont t-libres.
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5.3 Systèmes différentiels
Lorsqu’on cherche à faire des calculs avec des paires de variables t-libres, on est amené
à calculer des expressions de la forme
ϕ(a1utb1u
∗
t . . . anutbnu
∗
t ), (5.2)
où la famille {a1, . . . , an} est indépendante de {b1, . . . , bn} et (ut)t≥0, mouvement brownien
unitaire libre, est libre avec la réunion de ces deux familles.
La meilleure prise qu’on ait sur de telles expressions est de les considérer comme des
fonctions de t et d’établir un système diﬀérentiel fermé le plus petit possible qu’elles satis-
fassent. Pour dériver par rapport à t une expression comme (5.2), on utilise une équation
diﬀérentielle stochastique libre satisfaite par le mouvement brownien libre [18, Sect. 2.3],
qui est l’analogue (et en un sens la limite lorsque la dimension n tend vers l’inﬁni) de
l’équation diﬀérentielle stochastique (5.5) qui déﬁnit le mouvement brownien unitaire.
Cette dérivée fait apparaître des produits d’expressions de la forme (5.2). En considérant
tous les produits d’expressions de cette forme où a1, . . . , an, utb1u∗t , . . . , utbnu
∗
t apparaissent
exactement une fois chacun, on obtient un ensemble ﬁni de fonctions de t qui satisfait un
système diﬀérentiel fermé. En résolvant de tels systèmes, on parvient à établir le résultat
suivant [A11, Proposition 3.5].
Proposition 5.5 On définit une fonction G(t, z) dans un voisinage de (0, 0) dans R+×C
de la façon suivante.
Soit (A, ϕ) un espace de probabilités non-commutatif. Soient a et b deux éléments nor-
maux indépendants dont les distributions sont à supports compacts et symétriques (c’est-à-
dire que a et −a d’une part, b et −b d’autre part, ont même distribution) et (ut)t≥0 un
















C’est de cette proposition qu’on déduit la formule (5.1). On peut également en déduire
la loi du produit de deux variables de Bernoulli t-libres. La densité obtenue est représentée
à la ﬁgure 5.2.
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Proposition 5.6 Pour tout t > 0, on a l’égalité de mesures suivantes sur le cercle unité :
δ−1 + δ1
2




où ρ4t est la fonction introduite à l’encart 5.7 plus bas, i.e. la densité de la mesure ν4t par
rapport à la loi uniforme sur le cercle.
Figure 5.2 – Densité de δ−1+δ12 ⊙t δ−1+δ12 en eiθ en fonction de θ et t. Le support de la mesure
remplit le cercle pour la première fois au temps t = 1. Les derniers points à entrer dans le support
sont i et −i.
5.4 Inexistence de cumulants t-libres
Par analogie avec le cas de la liberté, nous nous sommes demandé s’il était possible
de trouver des cumulants t-libres, c’est-à-dire des formes multilinéaires déﬁnies sur tout
espace de probabilités non-commutatif et qui s’annuleraient dès lors qu’on les évalue sur
des arguments qui peuvent être regroupés en deux familles non vides et t-libres (voir la
section 9.6 de l’appendice pour une introduction aux cumulants classiques et libres). Dans
le cas t-libre pour t > 0, nous avons montré qu’il n’existe rien d’aussi simple et puissant
que les cumulants libres.
Aﬁn d’énoncer ce résultat, présentons la forme sous laquelle nous avons cherché des
candidats au rôle de cumulant t-libre.
Pour (A, ϕ) un espace de probabilités non commutatif, n ≥ 1 et σ un élément du groupe
Sn des permutations de {1, . . . , n}, on déﬁnit une forme n-linéaire sur A en posant, pour
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tous a1, . . . , an ∈ A,
ϕσ(a1, . . . , an) =
∏
(i1···ir) cycle de σ
ϕ(ai1 · · · air).
Cette déﬁnition a un sens grâce au caractère tracial de ϕ (i.e. l’axiome ϕ(xy) = ϕ(yx)
pour tous x, y).
Nous allons chercher les cumulants t-libres sous la forme de combinaisons linéaires des
ϕσ, σ ∈ Sn : c’est un modèle qui contient à la fois les cumulants classiques et les cumulants
libres. On cherche bien entendu de telles fonctions qui aient la propriété de s’annuler dès
lors qu’on les évalue sur des arguments qui peuvent être répartis en deux sous-ensembles
non vides et qui forment deux familles t-libres.
Définition 5.7 Soit n ≥ 2 un entier et t ≥ 0 un réel. Un cumulant t-libre d’ordre n est
une collection (c(σ))σ∈Sn de nombres complexes telle que∑
σ n−cycle
c(σ) 6= 0 (5.3)
et telle que la propriété suivante soit vérifiée dans tout espace de probabilités non-commutatif
(A, ϕ) : pour toute paire (A1,A2) de sous-algèbres de A qui sont t-libres par rapport à ϕ,
et pour tous a1, . . . , an éléments de A1 ∪ A2 qui n’appartiennent ni tous à A1, ni tous à
A2, on a ∑
σ∈Sn
c(σ)ϕσ(a1, . . . , an) = 0. (5.4)
Expliquons pourquoi la contrainte (5.3) est naturelle dans cette déﬁnition. Il est clair
que si (c(σ))σ∈Sn est un cumulant t-libre, alors pour tout τ ∈ Sn, la famille (c(τστ−1))σ∈Sn








L’avantage de ce dernier est qu’il est invariant par conjugaison, c’est à dire que pour tout
σ, τ , c˜(σ) = c˜(τστ−1). La somme de (5.3) est alors le coeﬃcient commun des cycles de lon-
gueur maximale, et le fait qu’il soit non nul pour tout n assure la possibilité de retrouver
les moments ϕ(ak) d’un élément a à partir de ses cumulants.
Notre résultat est le suivant [A11, Th. 4.3 et 4.4]. Par t-libre pour t = +∞, nous
entendons libre.
Théorème 5.8 1. Pour tout t ∈ [0,+∞] et tout n ∈ {2, 3, 4, 5, 6}, il existe un cumulant
t-libre d’ordre n. Si de plus on demande que ce cumulant soit invariant par conjugaison,
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c’est-à-dire tel que c(σ1σ2σ−11 ) = c(σ2) pour tous σ1, σ2 ∈ Sn, alors il est unique à multi-
plication près par une constante.
2. Il existe un cumulant t-libre d’ordre 7 si et seulement si t = 0 ou t = +∞.
Nous concluons ce chapitre par des encarts rappelant les formules de base du calcul
d’Îto matriciel, la déﬁnition du mouvement brownien unitaire, ainsi que celle du mouve-
ment brownien libre unitaire.
ENCART 5.5 – Calcul d’Îto matriciel
Soit (Ft)t≥0 une filtration et K = (Kt)t≥0 un mouvement brownien standard sur l’espace des matrices
anti-hermitiennes n× n muni du produit scalaire A ·B = nTr(A∗B), i.e. un processus à valeurs dans
cet espace tel que les coefficients diagonaux de (i
√
nKt)t≥0, ainsi que les parties réelles et imaginaires
multipliées par
√
2 de ses coefficients sur-diagonaux forment des mouvements browniens réels standards
indépendants. Alors pour toutes semi-martingales à valeurs matricielles X,Y de la forme
dXt = At(dKt)Bt + Ctdt , dYt = Dt(dKt)Et + Ftdt,
où A,B,C,D,E, F sont des processus matriciels (Ft)t≥0-adaptés, on a
d(XY )t = (dXt)Yt +XtdYt − 1
n
Tr(BtDt)AtEtdt,
d〈Tr(X),Tr(Y )〉t = − 1
n
Tr(BtAtEtDt)dt,
〈·, ·〉 désignant la variation quadratique.
ENCART 5.6 – Les trois définitions du mouvement brownien sur le groupe unitaire
Pour K un mouvement brownien anti-hermitien n × n comme défini à l’encart 5.5, on appelle mou-
vement brownien unitaire tout processus U = (Ut)t≥0 à valeurs dans l’espace des matrices complexes
n× n solution forte de
dUt = dKtUt − 1
2
Utdt (5.5)
tel que U0 est unitaire avec probabilité un. On peut alors montrer, via le calcul stochastique matriciel,
que avec probabilité un, Ut est unitaire pour tout t, et que les accroissements multiplicatifs à droite
et à gauche de Ut sont stationnaires et indépendants : pour tout t0, les processus (Ut0+tU
∗
t0)t≥0 et
(U∗t0Ut0+t)t≥0 sont des mouvements browniens unitaires indépendants de (Us)0≤s≤t0 .
Le processus U peut aussi être défini en faisant rouler le groupe unitaire Un sur son algèbre
de Lie u sans glissement le long du processus K (en partant de U0, qui est indépendant de K).
Précisons ce que cela signifie. Pour γ : [0,+∞) → u chemin continu et lisse par morceaux issu de
0 et u0 ∈ Un, “l’enroulement sans glissement” de γ sur Un issu de u0 est le chemin wγ défini par
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wγ(0) = u0 et w′γ(t) = wγ(t)× γ′(t). Ici, U peut être obtenu de cette façon à partir de K et de U0
à ceci près que K n’est pas lisse par morceaux. Néanmoins, on peut prouver que si (K(p))p≥1 est une
suite d’interpolations continues et affines par morceaux de K, alors la suite (wK(p))p≥1 converge en
probabilité vers un processus qui ne dépend pas du choix des interpolations et qui est le processus U
solution de (5.5). De façon équivalente,
Ut = lim
p→∞U0 expK tp exp(K 2tp −K tp ) · · · · · · exp(K ptp −K (p−1)tp ).
Pour plus de détails sur cette construction, voir [70, Sect. VI.7], [97, Eq. (35.6)] ou [55].
Enfin, on peut définir U comme un processus de Markov continu dont le générateur est 12∆, où ∆
est le Laplacien sur Un pour la structure riemannienne engendrée par le produit scalaire sur l’algèbre
de Lie défini par A ·B = nTr(A∗B). Nous n’utiliserons pas cette approche, c’est pourquoi nous ne la
détaillons pas.
ENCART 5.7 – Mouvement brownien unitaire libre
Soit U un mouvement brownien unitaire n × n, comme défini à l’encart 5.6, issu de I. Biane, dans
[18], et Rains, dans [95], ont montré que pour tout t ≥ 0, la loi spectrale empirique de Ut converge en













kj−1 (k ≥ 0).
L’invariance de la loi de U par la conjugaison par n’importe quelle matrice unitaire et l’indépendance
de ses accroissements permettent facilement d’en déduire que la distribution non commutative jointe
de (Ut)t≥0 converge vers celle d’un processus (ut)t≥0 d’éléments unitaires 1 d’un espace de probabilités
non commutatif (A, ϕ) tel que
– pour tous 0 ≤ s ≤ t, la distribution de utu∗s est νt−s,
– pour tout m ≥ 1, pour tous 0 = t0 ≤ t1 ≤ · · · ≤ tm, les éléments ut1u∗t0 , . . . . . . , utmu∗tm−1 sont
libres.
Une telle famille (ut)t≥0 est appelée mouvement brownien unitaire libre.
On a une expression simple du support de νt en fonction de t (voir [A11, Sect. 3.3.1]) mais pas de sa
densité ρt par rapport à la loi uniforme sur le cercle. Cependant, la fonction analytique sur le disque unité










κt(z) = z (5.6)
(cela peut être obtenu via la l’inversion de Lagrange, en utilisant la formule des moments de νt). En
résolvant numériquement l’équation (5.6), on obtient la figure 5.3 ci-dessous.
1. Un élément unitaire dans un espace de probabilités non commutatif est un élément u tel que uu∗ =
u∗u = 1.
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Figure 5.3 – Densité ρt de la loi νt au point eiθ en fonction de θ et t. On voit le support remplir le
cercle progressivement lorsque t croît de 0 et 4, puis converger vers la loi uniforme.
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Chapitre 6
Théorème central limite pour le
mouvement brownien sur le groupe
unitaire
The Brownian motion on the unitary group has been introduced in the present text in
Encart 5.6. Mainly due to its relations with the free unitary Brownian motion (see Encart
5.7 above) and with the two-dimentional Yang-Mills theory, the Brownian motion on large
unitary groups has appeared in several papers during the last decade. Rains, in [95], Xu,
in [121], Biane, in [18, 20] and Lévy and Maïda, in [77, 78], are all concerned with the
asymptotics of the spectral distribution of large unitary Brownian motions. In this section,
we are concerned with the asymptotic distributions of linear combinations of the entries of
an n× n unitary Brownian motion as n tends to inﬁnity.
It is clear that the same analysis would give similar results for the Brownian motion on
the orthogonal group. For notational brevity, we chose to focus on the unitary group.
Our main result is the following one [A13, Th. 1.2]. Let (e−t/2Vt)t≥0 a Brownian motion
the group of n×n matrices such that V0 = I (Vt depends implicitly on the parameter n, as
the matrix A below), let (αn) be a sequence of positive numbers with a limit α ∈ [0,+∞]




Tr(A) −→ a, 1
n
Tr(A2) −→ p, 1
n
Tr(AA∗) −→ q.
Let µ be the distribution of a complex-valued continuous Gaussian centered process (Xt)t≥0
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with independent increments such that










if 0 < α < +∞,
0 if α = +∞.
(6.1)
Theorem 6.1 As n −→∞, the distribution of the process
(α−1/2n Tr[A(Vlog(αnt+1) − I)])t≥0
converges weakly to µ in the space C([0,∞),C) endowed with the topology of uniform conver-
gence on every compact subset.
Note that by the standard properties of the Gaussian spaces, this theorem that im-
plies its multidimentional version : for any ﬁxed d ≥ 1, if A1, . . . , Ad are n × n matrices
(depending implicitly on n) such that as n −→∞, for all i, j,
1
n
Tr(Ai) −→ ai, 1
n





then the d-dimensional complex process
{α−1/2n Tr[A1(Vlog(αnt+1) − I)], . . . . . . , α−1/2n Tr[Ad(Vlog(αnt+1) − I)]}t≥0
converges weakly to a distribution which can easily be expressed in terms of the ai’s, the
pi,j’s, the qi,j’s and of α.
Recall that a principal submatrix of a matrix is a submatrix obtained by removing some
columns, and the rows with the same indices.
Corollary 6.2 Let us fix p ≥ 1 and let (Ht), (St) be two independent standard Brownian
motions on the Euclidian spaces of p × p respectively Hermitian and skew-Hermitian ma-
trices endowed with the respective scalar products 〈X, Y 〉 = Tr(XY )/2, 〈X, Y 〉 = −Tr(XY )/2.
Then, as n tends to infinity, the distribution of the Cp×p-valued process of the entries of any
p× p principal submatrix of
√
n/αn(Vlog(αnt+1) − I)t≥0 converges to the one of the random
process (Ht−fα(t) + St+fα(t))t≥0, where
fα(t) =

t if α = 0,
log(αt+1)
α
if 0 < α < +∞,
0 if α = +∞.
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Let us comment these results. The most constructive way to deﬁne the unitary Brow-
nian motion is to consider a standard Brownian motion (Kt)t≥0 on the Lie algebra of the
unitary group and to take its image by the Itô map (whose inverse is sometimes called
the Cartan map), i.e. to wrap it around the unitary group : the process (Ut)t≥0 obtained
is a unitary Brownian motion starting at I. This construction is the second of the ones
presented in Encart 5.6. Our results give us an idea of the way the Itô map alterates the
process (Kt)t≥0 at diﬀerent scales of time : for small times (i.e. when α = 0), the limit
process is still purely skew-Hermitian, whereas for large times (α = +∞), the limit pro-
cess is a standard complex matricial Brownian motion (for intermediate scales of time,
0 < α < +∞, the limit process is an interpolation between these extreme cases).
Moreover, the question of the choice of a rescaling of the time (depending on the dimen-
sion) raises interesting questions. There are other ways to scale the time for the Brownian
motion on the unitary group. Our scaling of the time is the one for which the three limit
regimes correspond respectively to small values of t, ﬁnite values of t and large values of
t and for which the limit non commutative distribution of (e−t/2Vt)t≥0 is the one of a free
unitary Brownian motion. It also has a heuristic geometrical meaning : with this scaling,
for any ﬁxed t, the distance between V0 and Vt has the same order as the diameter of the
unitary group (see [A13, Rem. 1.1]). It means that for any ﬁxed t > 0, large values of
n, Vt is probably no longer too close to its departure point, while it also probably hasn’t
“orbited” the unitary group too many times.
To prove Theorem 6.1, we use Rebolledo’s Theorem [2, Th. H.14], which states that
to prove the convergence in distribution of a centered martingale to a Gaussian process
with independent increaments, it suﬃces to prove the L1-convergence of the bracket of the
martingale to the (deterministic) bracket of the limit process. Here, the convergence of the
bracket is obtained via several iterations of the so-called matricial Îto calculus, presented
in Encart 5.5.
A byproduct of Theorem 6.1 is a proof of the following theorem, about the asymptotic
normality of unit vectors and unitary matrices. This result is not new (see below), but
Theorem 6.1 allows to give a proof which, including the proof of Theorem 6.1, is the shor-
test we found in the literature. Its proof relies on the fact that the Haar measure is an
invariant measure for the heat kernel on the unitary group.
Theorem 6.3 Let U be an n × n unitary random matrix with Haar distribution and A




Tr(AA∗) −→ q ≥ 0.
Then as n −→∞, the distribution of Tr(AU) tends to a rotation-invariant complex Gaus-
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sian distribution with variance q.
Note that just like Theorem 6.1, by standard properties of Gaussian spaces, this theorem
implies its mutlidimensional version : it follows directly from Theorem 6.3 that for any
d ≥ 1, if A1, . . . , Ad are n× n matrices (depending implicitly on n) such that as n −→∞,





j) −→ qi,j ∈ C,
then the distribution of the d-dimensional complex process
{Tr(A1U), . . . . . . ,Tr(AdU)}
converges to the one of a complex Gaussian centered vector {Z1, . . . , Zd} such that for all
i, j,
E[ZiZj] = 0 and E[ZiZj] = qi,j.
The historical ﬁrst result of asymptotic normality of unit vectors was due to Émile Borel,
who proved a century ago, in [26], that, for a uniformly distributed point (X1, . . . , Xn) on
the unit Euclidian sphere Sn−1, the scaled ﬁrst coordinate
√
nX1 converges weakly to
the standard Gaussian distribution as the dimension n tends to inﬁnity. As explained
in the introduction of the paper [3] of Diaconis et al., this says that the features of the
“microcanonical” ensemble in a certain model for statistical mecanics (uniform measure
on the sphere) are captured by the “canonical” ensemble (Gaussian measure). Since then,
a long list of further-reaching results about the entries of uniformly distributed random
orthogonal or unitary matrices have been obtained. The most recent ones are the previously
cited paper of Diaconis et al., the papers of Meckes and Chatterjee [82, 37], the paper of




Petits cycles de mots libres en des
permutations aléatoires
7.1 Introduction
Dans cette section, je présente mes travaux [N1, A12], où l’on considère des permu-
tations aléatoires qui s’écrivent comme des mots en des permutations aléatoires indépen-
dantes : on se ﬁxe tout d’abord un mot non trivial w en les lettres g1, g−11 , . . . , gk, g
−1
k et
on introduit ensuite, pour tout n, un k-uplet s1(n), . . . , sk(n) de permutations aléatoires
indépendantes de {1, . . . , n}. La permutation σn que l’on va considérer est celle obte-
nue en remplaçant chaque lettre gi de w par si(n). Par exemple, pour w = g1g2g3g−12 ,
σn = s1(n) ◦ s2(n) ◦ s3(n) ◦ s2(n)−1. De plus, on s’autorise à restreindre les longueurs
possibles des cycles des si(n) : on se ﬁxe des ensembles A1, . . . , Ak d’entiers positifs et on
suppose que pour tout i, si(n) est choisi uniformément dans l’ensemble 1 des permutations
de {1, . . . , n} qui ont toutes leurs longueurs de cycles dans Ai. Par exemple, si A1 = {1, 2},
s1(n) est une involution aléatoire de loi uniforme. On va s’intéresser aux petits cycles de σn,
c’est à dire aux cycles de longueur ﬁxée indépendamment de n. La loi de σn étant invariante
par conjugaison, les positions de ces cycles sont uniformes, et seules leurs longueurs portent
un aléa inconnu. On introduit donc, pour tout entier positif ℓ, le nombre Nℓ(σn) de cycles
de longueur ℓ dans la décomposition de σn en produit de cycles de supports disjoints. On
va étudier le comportement asymptotique des Nℓ(σn) lorsque n −→∞.
Avant d’énoncer les résultats, mettons ce travail en perspective.
Il est bien connu [4] que si σn est une permutation aléatoire de {1, . . . , n} de loi uniforme,
alors les Nℓ(σn) (ℓ ≥ 1) sont asymptotiquement indépendants et distribués selon les lois
de Poisson de paramètres 1/ℓ. Par ailleurs, la loi des “grands cycles” (i.e. des cycles dont
1. On peut montrer que pour n assez grand, cet ensemble est non vide dès que n est un multiple du
p.g.c.d. de Ai [87, Lem. 2.3].
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la taille est proportionnelle à n), ceux dont la taille varie avec n, s’exprime via la loi de
Poisson-Dirichlet.
Nica a été le premier à considérer le cas où σn est un mot en des permutations aléatoires
indépendantes et leurs inverses, distribuées selon la loi uniforme sur le groupe symétrique.
Il a tout d’abord prouvé, dans [88], que le nombre de points ﬁxes de telles permutations
est o(n), ce qui assure que les matrices de permutations aléatoires indépendantes sont
asymptotiquement libres. Dans [89], il pousse son analyse plus loin, pour déterminer la loi
limite du nombre de points ﬁxes de σn, et plus généralement des Nℓ(σn) : il prouve que si
le mot en question n’est pas une puissance d’un autre mot, alors pour tout ℓ ≥ 1, Nℓ(σn)
converge vers la loi de de Poisson de paramètre 1/ℓ. Une conséquence de ce résultat est que
les matrices de grandes permutations aléatoires indépendantes oﬀrent un modèle pour la
liberté, mais pas pour la liberté de second ordre 2. Son résultat a de plus été utilisé récemment
par Linial et Puder dans [79] où il apparaît que les mots libres en des permutations aléatoires
jouent un rôle dans l’analyse des n-lifts de graphes.
Par ailleurs, les permutations à longueurs de cycles restreintes intéressent les combinato-
riciens depuis longtemps (voir [122] pour un passage en revue de la littérature sur le sujet).
Dans [123], par exemple, Yakymiv étudie la distribution limite jointe des Nℓ(σn) dans le
cas où σn est distribuée uniformément dans l’ensemble des permutations de {1, . . . , n} dont
les longueurs des cycles appartiennent toutes à un ensemble ﬁxé A inﬁni.
Enﬁn, dans [87], Neagu confronte ces deux approches précédentes en étudiant la liberté
asymptotique de matrices de permutations aléatoires indépendantes distribuées uniformé-
ment dans des ensembles de permutations de {1, . . . , n} de longueurs de cycles restreintes,
ce qui l’amène à considérer des mots en de telles permutations, et à montrer que leur nombre
de points ﬁxes est o(n). C’est la prolongation du travail de Neagu qui nous a amené au sujet
de ce chapitre, dont les résultats impliquent par exemple que de telles matrices, bien que
libres, ne satisfont pas la liberté asymptotique de second ordre. Au delà des questions de
liberté asymptotique, mon intérêt pour le sujet a été attisé par un problème apparemment
fort diﬃcile, auquel Thierry Lévy et moi-même nous sommes attelés en vain : la caractéri-
sation des mots w en les lettres g1, g−11 , . . . , gk, g
−1
k tels que pour tout groupe compact (ou
ﬁni) G, pour toute famille s1, . . . , sk de variables aléatoires indépendantes et uniformément
distribuées sur G, la loi de la variable aléatoire obtenue en remplaçant chaque lettre gi de
w par si est la loi uniforme.
7.2 Cas d’un mot trivial
On étudie d’abord le cas où w = gi est un mot d’une seule lettre [N1, Prop. 2.1 et Th.
2.3].
2. Voir à la fin de la section 2.2.3 pour une présentation succincte à la théorie de la liberté asymptotique
de second ordre.
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Théorème 7.1 Soit i ∈ {1, . . . , k}. Sous certaines hypothèses techniques sur Ai, lorsque
n −→∞, on a les convergences suivantes :
– si Ai est infini, pour toute partie finie {ℓ1, . . . , ℓp} de Ai, le vecteur aléatoire
{Nℓ1(si(n)), . . . . . . , Nℓp(si(n))}
converge en loi vers
Poisson(1/ℓ1)⊗ . . . . . .⊗ Poisson(1/ℓp),







dans tous les espace Lp.
La première partie de ce théorème, qui a été prouvée en même temps que moi par
Yakymiv sous des hypothèses assez proches [123, Th. 1], signiﬁe que lorsque Ai est inﬁni,
tout se passe, pour les cycles de longueurs admises, comme si l’on ne restreignait pas les
longueurs de cycles possibles. La deuxième partie signiﬁe que si Ai est ﬁni, si(n) n’est pas
loin d’avoir pour ordre di = maxAi dans le groupe symétrique : la partie de {1, . . . , n}
recouverte par ses cycles de longueur di est de cardinal n−O(nκ), où κ = max(Ai\{di})di < 1.
Dans le cas où Ai est ﬁni, il serait intéressant de comprendre les ﬂuctuations de
Nℓ(si(n))
nl/di
autour de sa limite. Il semble que la combinatoire analytique, comme présentée dans le livre
de Flajolet et Sedgewick [54], puisse être d’un certain recours dans l’étude de cette question.
Donnons les grandes lignes de a démonstration du théorème 7.1. Notons S(Ai)n l’ensemble
des permutations de {1, . . . , n} dont tous les cycles ont leurs longueurs dans Ai. On voit














De plus, la méthode de Hayman (voir [54]) permet de relier les comportements asympto-
tiques des coeﬃcients des deux sommes de l’équation précédente. Par exemple, dans le cas








Ensuite, la méthode d’inclusion/exclusion permet de conclure.
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7.3 Mots non triviaux
On considère maintenant une permutation aléatoire σn construite à partie d’un mot w
selon le mode présenté au premier paragraphe de la section 7.1, en supposant que pour
tout i, Ai satisfait l’hypothèse technique suivante :







La structure de w va bien entendu jouer un rôle dans le comportement des variables Nℓ(σn).
Le théorème précédent incite à penser que pour tout i tel que Ai est ﬁni, pour di = maxAi,
si(n)
di ≈ Id{1,...,n}, ce qui incite à penser que les séquences du type gdii dans w sont à neutra-
liser. Cette intuition est conﬁrmée par le théorème suivant (voir [A12, Th. 3.4 et 3.6] pour
des énoncés un petit peu plus précis). On note Fk le groupe libre à k générateurs g1, . . . , gk
et Fk/H son quotient par les relations g
di
i = 1, pour les i dans {1, . . . , k} tels que Ai est ﬁni.
Théorème 7.2 • Si l’élément de Fk/H représenté par le mot w est d’ordre L fini, alors
σn a aussi pour “ordre approximatif ” L, puisque lorsque n −→∞, on a
NL(σn) ∼ n
L




• Si l’élément de Fk/H représenté par le mot w est d’ordre infini, alors deux cas peuvent
se produire :
(a) dans Fk/H, le mot w ne représente pas le même élément, à conjugaison près, qu’un






(b) à conjugaison près, w représente le même élément de Fk/H que gαi , pour un certain
i ∈ {1, . . . , k} et un certain α non nul : alors (7.3) est valable seulement pour les ℓ
tels que ℓ|α| ∈ Ai.
Dans le cas où l’ordre, dans Fk/H, de l’élément représenté par w est inﬁni, l’équation
(7.3) du théorème précédent nous assure l’existence de cycles de taille ℓ en quantité au
moins aussi grande que si σn avait été uniformément distribuée sur le groupe symétrique
(en eﬀet, dans ce cas, on aurait E[Nℓ(σn)] = 1ℓ ). Le théorème suivant [A12, Th. 3.7 et 3.8],
qui établit une convergence en loi, donne une estimation plus précise.
88
Théorème 7.3 Pour tout ℓ ≥ 1, on a convergence en loi, lorsque n −→∞, de du vecteur
{N1(σn), . . . . . . , Nℓ(σn)} (7.4)
converge en loi vers
Poisson(1/1)⊗ . . . . . .⊗ Poisson(1/ℓ),
dans chacun des cas suivants :
– tous les Ai sont infinis et w est un mot non trivial qui n’est pas une puissance d’un
autre mot,
– w = g1 · · · gk avec k > 2.
Notons que si w est une puissance d’un autre mot v, la décomposition en produit de
cycles de σn se déduit de celle de la permutation aléatoire associée à v. Par ailleurs, dans
le cas où w = g1 · · · gk avec k = 2, on peut aussi donner la limite en loi du vecteur de (7.4),
qui est encore un produit tensoriel de lois de type Poisson (voir [A12, Th. 3.8 et 3.12]).
La démonstration des deux théorèmes précédents repose sur le même genre de consi-
dérations que la démonstration du théorème 7.1 plus haut, auxquelles s’ajoute (et c’est là





J’indique ici quelques unes des directions que j’aimerais suivre par la suite. Elles appa-
raissent ici dans l’ordre d’avancement du projet, qui n’est pas forcément celui de l’impor-
tance que je souhaite leur donner dans l’avenir.
Matrices aléatoires à queues lourdes/creuses
Par “matrices aléatoires à queues lourdes”, on entend des matrices aléatoires dont les
coeﬃcients sont des variables à queues lourdes. Ces matrices ont été étudiées par Ben Arous
et Guionnet dans l’article [12], puis par divers auteurs dans [9, 24, 25, 5]. Une variante,
permettant plus de calculs, est obtenue en tronquant les coeﬃcients de ces matrices avec
un cut-oﬀ qui tend vers l’inﬁni avec la dimension. Cela revient à considérer des matrices
de ayant des moments de tous ordres, mais qui “explosent” lorsque la dimension tend vers
l’inﬁni : c’est le modèle étudié par Zakharevich dans [124], dont Ben Arous et Guionnet
ont montré, dans [12], qu’il est, en un certain sens, asymptotiquement équivalent au leur.
De telles matrices, dûment renormalisées, sont proches de matrices “creuses”, i.e. de
matrices contenant essentiellement des zéros. Dans un travail en cours avec Alice Guionnet
et Camille Mâle, nous essayons de comprendre les ﬂuctuations asymptotiques de la loi spec-
trale empirique de telles matrices. Le premier résultat obtenu est que ces ﬂuctuations sont
en 1/
√
n, n désignant la dimension, ce qui corrobore l’idée, déjà apparue dans [5], selon
laquelle les valeurs propres de telles matrices sont plus proches de variables indépendantes
que celles de matrices de Wigner standard, qui se distinguent fortement de variables indé-
pendantes par les interactions répulsives auxquelles elles sont sujettes. Par ailleurs, dans
l’optique de l’étude des vecteurs propres de telles matrices selon la méthode utilisée dans
mon article [A19] (voir au chapitre 4 de ce texte), il serait intéressant d’étudier, pour de
telles matrices, les lois spectrales selon un vecteur.
Par ailleurs, dans un travail en cours avec Thierry Cabanal-Duvillard, nous travaillons
à une généralisation du théorème de Marchenko-Pastur au contexte suivant : on considère
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où les Cj sont des matrices colonnes aléatoires indépendantes, comme dans le théorème de
Marchenko-Pastur, mais ici, on ne suppose plus que les coeﬃcients des matrices colonnes
sont tous du même ordre : certains coeﬃcients sont beaucoup plus élevés que les autres, ce
qui modiﬁe le comportement asymptotique des valeurs propres de X.
Perturbations de matrices aléatoires
Dans un travail en cours avec Nathanaël Enriquez, nous étudions la question simple
suivante :
Qu’advient-il des valeurs propres et vecteurs propres d’une matrice hermitienne
X lorsqu’elle subit une perturbation aléatoire faible ?
Plus précisément, on étudie les valeurs et vecteurs propres d’une matrice n × n du type
Xε = X + Pε, dans la limite où Pε −→ 0 lorsque n −→∞. Selon l’amplitude de la pertur-
bation Pε, on voit plusieurs régimes apparaître à la limite.
Matrices aléatoires à coefficients corrélés
De telles matrices partagent avec les matrices à queue lourde et les matrices à bande le
fait de ne pas être “blanches”, i.e. de garder une trace importante de la base dans laquelle
elle a été écrite. Avec Djalil Chafaï et Camille Mâle, nous aimerions, en établissant une
formule de Schwinger-Dyson, obtenir la convergence de la loi spectrale empirique de telles
matrices.
Systèmes de particules en interaction
Le processus d’exclusion simple, introduit par Spitzer en 1970, est un des modèles de
mécanique statistique les plus simples. Il en existe plusieurs versions, mais toutes reposent
sur le principe suivant : des particules sont placées en divers points d’une ligne (qui peut
être la droite, un segment, un cercle ... ), et elles font des mouvements vers la droite et/ou
vers la gauche, indépendamment les unes des autres à ceci près que chaque particule est
bloquée dans ses mouvements par ses voisines. Deux aspects de ce processus ont attiré mon
attention récemment.
Pour plusieurs modèles de ce type, la loi des positions des particules coïncide avec celle
des plus grandes valeurs propres de certaines matrices aléatoires (voir, par exemple, [99]
ou le théorème 2.7, lié à ces questions).
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Par ailleurs, ces processus induisent des dynamiques sur les diagrammes de Young. Or
Philippe Biane, dans son article [22], a montré que diagrammes de Young aléatoires et
probabilités libres étaient reliés par l’intermédiaire des représentations des grands groupes
symétriques. Plus précisément, il a montré que certains grands diagrammes de Young
aléatoires avaient des formes limites qui s’exprimaient simplement via les probabilités libres.
La dynamique qu’il utilise pour passer d’un grand tableau à l’autre n’est pas la même que
celle issue des processus d’exclusion, néanmoins, les outils qu’il a mis en place semblent
être pertinents dans ce contexte aussi.
Ces deux types de sujets m’intéressent beaucoup. Notamment, j’ai avec Damien Simon
le projet d’utiliser les idées de Biane pour déterminer la forme limite du diagramme de
Young associé à un processus d’exclusion simple totalement asymétrique (TASEP) partant
de conditions initiales plus générales que “tous les sites de gauche occupés, aucun site de
droite occupé”.
Vecteurs propres de matrices à bandes
Les matrices à bande constituent un modèle simple pour la transition de phase de An-
derson. Dans ce contexte, celle-ci s’exprime de la façon suivante. Considérons une (grande)
matrice à bande de taille n × n, dont la bande est de largeur ℓ : si ℓ ≫ √n, les vecteurs
propres sont délocalisés et les valeurs propres ont des statistiques proches de celles des
matrices de Wigner, alors que si ℓ≪ √n, les vecteurs propres sont localisés et les valeurs
propres ont des statistiques proches de celles d’un processus de Poisson. Cela n’est encore
qu’une conjecture, malgré quelques avancées récentes (c.f. les travaux de Erdös et Knowles
[46, 47], de Schenker [101] ou de Sodin [106]). J’aimerais essayer de mettre à contribution
la méthode utilisée dans mon article [A19] pour étudier ces questions.
Maximum de variables corrélées et lois de Tracy-Widom
L’encart 2.4 de ce texte, dédié aux lois de Tracy-Widom, explique que ces lois semblent
remplacer les lois max-stables habituelles lorsque l’on considère un maximum de variables
sujettes à répulsion. On connaît un certain nombre de modèles où l’on peut montrer,
grâce à des calculs exacts, que ces lois interviennent. Il semble cependant probable que
ces lois jouissent d’une plus forte universalité, leur permettant d’intervenir dans de nom-
breux contextes où un maximum de variables en interaction répulsive est en jeu, même
lorsque aucun calcul exact ne met en évidence un processus déterminantal. C’est un sujet
qui m’intéresse beaucoup, dont j’aimerais étudier les connexions avec un domaine des ma-
thématiques assez actif actuellement, celui des corps convexes et des mesures log-concaves,




Appendice : introduction aux
probabilités libres
9.1 Espaces de probabilités non commutatifs et liberté
Un espace de probabilités non commutatif (en abrégé e.p.n.c.) est 1 un couple (A, ϕ), où
A est une algèbre sur C, unifère 2 et involutive 3, et ϕ est une forme linéaire sur A, appelée
état, valant 1 en 1A telle que ϕ(xy) = ϕ(yx) et ϕ(x∗) = ϕ(x) pour tout x, y dans A. On
suppose aussi que la forme sesquilinéaire hermitienne (x, y) 7−→ ϕ(xy∗) est déﬁnie positive.
On appelle variables aléatoires non commutatives les éléments de A. Une variable aléatoire
non commutative est dite constante si elle est proportionnelle à 1A.
Soit (A, ϕ) un e.p.n.c. Une famille (Ai)i∈I de sous-algèbres 4 de A est dite libre si pour
tout n ≥ 1, pour tous i1, . . . , in ∈ I tels que i1 6= i2, i2 6= i3, . . . , in−1 6= in, pour tout
(x1, . . . , xn) ∈ Ai1 × · · · × Ain , on a
ϕ(x1) = · · · = ϕ(xn) = 0 =⇒ ϕ(x1 · · ·xn) = 0.
Une famille de parties de A, ou de variables aléatoires non commutatives est dite libre si
celles-ci sont contenues dans des sous-algèbres libres.
Si A est de plus munie d’une structure de C∗-algèbre (dans ce cas, ϕ est toujours
continue car elle est positive), alors on parle de C∗-espace de probabilités non commutatif.
1. Dans certains articles, toutes ces hypothèses ne sont pas faites, et dans ce cadre particulier, on parle
alors de ∗-espace de probabilités non commutatif tracial et fidèle. Notons que si la forme sesquilinéaire
hermitienne associée à ϕ n’est que supposée positive, en quotientant l’algèbre par l’idéal bilatère contenu
dans kerϕ des a ∈ A tels que ϕ(aa∗) = 0, on obtient une forme définie positive.
2. Une algèbre A est dite unifère si elle possède un élément neutre 1A pour la multiplication.
3. Une algèbre A sur C est dite involutive si elle est munie d’une involution x 7−→ x∗ antilinéaire telle
que pour tous x, y ∈ A, (xy)∗ = y∗x∗.
4. Par convention, on désignera ici par sous-algèbre de A une sous-algèbre contenant 1A et stable par
x 7−→ x∗.
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On vériﬁe aisément que si des sous-algèbres sont libres, alors leurs adhérences le sont.
Enﬁn, siA est en plus uneW ∗-algèbre et si ϕ est normale (i.e. continue pour la topologie
σ-faible d’opérateurs, ce qui équivaut au fait que si (xi)i∈I est un réseau croissant d’éléments
positifs de A qui converge faiblement vers x, alors ϕ(xi) tend vers ϕ(x)), on parle de W ∗-
espace de probabilités non commutatif. On vériﬁe, avec le théorème de densité de Kaplansky,
que si des sous-algèbres sont libres, alors leurs bicommutants (i.e. W ∗-algèbres engendrées)
le sont.
Exemple 9.1 1. Si (Ω,Σ,P) est un espace de probabilité, toute algèbre stable par conju-
gaison de variables aléatoires complexes admettant des moments, munie de l’état
donné par l’espérance, est un e.p.n.c.. Si de plus, Ω est un espace topologique com-
pact (resp. localement compact) et Σ est la tribu borélienne, alors en se restreignant à
l’algèbre des fonctions continues (resp. à L∞), on obtient un C∗- (resp. W ∗-)e.p.n.c.
agissant sur L2(Ω,P). Tout C∗- (resp. W ∗-)e.p.n.c. dans lequel l’algèbre est commu-
tative est de cette forme.
2. Un autre exemple classique est celui de l’algèbre Mn(C) des matrices n×n complexes
munie de la trace normalisée tr := 1
n
Tr.
3. On peut faire le produit tensoriel des deux exemples précédents en considérant une
algèbre de variables aléatoires défines sur un espace de probabilités classique, à valeurs
dans Mn(C), dont toutes les coordonnées possèdent des moments, que l’on munit de
l’état E ◦ tr.
À moins que l’une d’entre elles ne soit constante, si deux variables aléatoires non com-
mutatives a, b sont libres, alors elles ne commutent pas. En eﬀet, on doit avoir, quitte à
retrancher à a et b leurs images par ϕ, ϕ(ab∗a∗b) = 0 et ϕ(aa∗b∗b) = ϕ(aa∗)ϕ(b∗b) > 0.
De plus, comme on le verra au paragraphe suivant, l’espace vectoriel qu’elles engendrent
est de dimension inﬁnie. On en déduit donc que l’on n’a pas de sous-algèbres libres non
triviales dans les deux premiers exemples. Dans le troisième, cela reste vrai, mais c’est plus
diﬃcile à démontrer.
9.2 Structures de dépendance et produit libre d’espaces
de probabilités non commutatifs
Une façon de décrire une structure de dépendance entre deux sous-algèbres A1 et
A2 d’un espace de probabilités non-commutatif est de donner une règle qui permette
de calculer ϕ(P (a1, a2)) pour tous a1 ∈ A1, a2 ∈ A2 et tout polynôme à deux va-
riables non commutatives P connaissant les moments de a1 et a2. C’est, indirectement,
de cette façon que nous avons déﬁni la liberté. C’est aussi de cette nature qu’est la règle
E[f(X)g(Y )] = E[f(X)]E[g(Y )] qui caractérise l’indépendance de deux variables aléa-
toires. Une telle description n’assure cependant pas l’existence d’exemples non triviaux de
la structure de dépendance qu’on veut déﬁnir.
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En probabilités classiques, la construction qui assure l’existence de variables indépen-
dantes de lois arbitraires est celle du produit cartésien d’espaces mesurables muni du pro-
duit tensoriel des lois. Du point de vue non pas des espaces de probabilités mais des variables
aléatoires, cette construction correspond au produit tensoriel des algèbres. Considérons par
exemple un espace de probabilités (Ω,P) et notons (A, ϕ) l’espace de probabilités non-
commutatif (commutatif !) (L∞(Ω,P),E). Donnons-nous deux variables aléatoires bornées
X et Y sur Ω. Notons AX la sous-algèbre de A engendrée par X, c’est-à-dire l’ensemble des
polynômes en X, et ϕX la forme linéaire induite par l’espérance sur AX . Alors (AX , ϕX)
est un e.p.n.c.. Considérons de façon analogue (AY , ϕY ). Il existe un unique morphisme
d’algèbre f : AX ⊗AY → A tel que f(X ⊗ 1) = X et f(1⊗ Y ) = Y , et l’image de ce mor-
phisme est exactement l’algèbre engendrée par X et Y . On peut définir un état ϕX⊗ϕY sur
AX⊗AY en posant (ϕX⊗ϕY )(a⊗b) = ϕX(a)ϕY (b). Cette étape correspond à la construc-
tion du produit tensoriel de deux mesures. On peut alors, pour tout élément c de AX⊗AY ,
comparer son espérance dans AX ⊗AY et dans A, i.e. comparer (ϕX ⊗ ϕY )(c) et ϕ(f(c)).
La proposition suivante est une caractérisation purement algébrique de l’indépendance :
Les variables X et Y sont indépendantes si et seulement si le morphisme d’al-
gèbres f : AX⊗AY → A préserve les espérances, c’est-à-dire si ϕX⊗ϕY = ϕ◦f .
En généralisant de façon évidente la déﬁnition de ϕX ⊗ ϕY à un produit quelconque
⊗i∈I ϕ|Ai , nous en tirons la déﬁnition générale suivante.
Définition 9.2 Soit (A, ϕ) un espace de probabilités non-commutatif et (Ai)i∈I une famille
de sous-algèbres de A. On dit que cette famille est indépendante si pour tout i 6= j, tout
élément de Ai commute à tout élément de Aj et si le morphisme d’algèbres naturel f :
⊗i∈IAi → A satisfait l’égalité ϕ ◦ f = ⊗i∈I ϕ|Ai .
La construction algébrique qui correspond à la liberté est le produit libre d’algèbres.
Si (Ai)i∈I est une famille d’algèbres unifères, leur produit libre est la plus grosse algèbre
unifère engendrée par les Ai. Plus précisément, le produit libre des algèbres (Ai)i∈I est
déﬁni à isomorphisme près comme l’unique algèbre A telle que pour tout i, on a une
injection d’algèbres ιi : Ai →֒ A, et telle que si B est une algèbre unifère telle que pour
tout i, il existe un morphisme fi : Ai → B, alors il existe un unique morphisme f : A → B
tel que pour tout i, f ◦ ιi = fi. Cette algèbre, que l’on note ⋆i∈I Ai, se construit aisément :
si pour tout i, A◦i est un supplémentaire, dans Ai, de C · 1Ai , le produit libre des Ai est
l’espace vectoriel




A◦i1 ⊗ · · · ⊗ A◦in , (9.1)
sur laquelle le produit se déﬁnit de façon naturelle (en tenant compte du fait que le produit
de deux éléments d’un même A◦i n’appartient pas forcément à A◦i ). Si les algèbres Ai sont
des ∗-algèbres, on peut munir le produit libre d’une involution qui en fera un produit libre
de ∗-algèbres.
Étant donné une famille (Ai, ϕi)i∈I d’espaces de probabilités non commutatifs, il existe
sur ⋆i∈I Ai un unique état ψ conférant au produit une structure d’e.p.n.c. tel que pour
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tout i, ϕi = ψ ◦ ιi et tel que les sous-algèbres ιi(Ai) sont libres dans le produit libre muni
de l’état ψ. Cet état ψ, noté ⋆i∈I ϕi, est déﬁni de la façon suivante : dans la construction
précédente, on choisit, pour tout i, A◦i = kerϕi, et on déﬁnit ψ par ψ(1) = 1 et ψ est nulle
sur la somme située à droite de C · 1 dans (9.1). Notons que cet état sur le produit libre
des algèbres unifères est, en un sens, le plus naturel. L’e.p.n.c. obtenu est appelé produit
libre des (Ai, ϕi).
L’analogue de la caractérisation de l’indépendance donnée plus haut est alors le suivant :
Une famille (Ai)i∈I de sous-algèbres d’un même e.p.n.c. (A, φ) est libre si et
seulement si en notant ψ = ⋆i∈I ϕi, le morphisme canonique f du produit libre
des Ai dans A satisfait ψ = φ ◦ f .
Exemple 9.3 (Algèbre de groupes) Pour G un groupe, on définit définit l’agèbre de
G C[G] = C(G) de G comme l’ensemble des fonctions G → C de support fini (une telle
fonction est notée
∑
g∈G xg ·g) muni de sa structure d’espace vectoriel complexe canonique,
du produit de convolution :∑
g∈G
xg · g ×
∑
g∈G























où e désigne l’élément neutre de G.
Pour (Gi)i∈I une famille de groupes, l’e.p.n.c. associé au groupe produit cartésien des
Gi s’identifie naturellement à l’e.p.n.c. (⊗i∈IC[Gi],⊗i∈IϕGi), alors que l’e.p.n.c. associé au
groupe produit libre des Gi s’identifie naturellement à l’e.p.n.c. (⋆i∈IC[Gi], ⋆i∈IϕGi).
Disons maintenant quelques mots sur les pendants topologiques de ces constructions.
On peut déﬁnir, de la même façon, le produit tensoriel et le produit libre de C∗- (resp.W ∗-)
e.p.n.c.. Dans l’idée, la construction est dans la continuité de la précédente : on considère
le produit tensoriel ou libre des e.p.n.c., on le fait agir sur un espace de Hilbert, et on
passe à l’adhérence. Cela dit, la construction détaillée est loin d’être évidente. Donnons ici
un résultat central dans cette construction : on peut montrer, avec la construction GNS,
que tout C∗-e.p.n.c. (resp. tout W ∗-e.p.n.c.) se plonge, en tant que C∗-algèbre (resp. W ∗-
algèbre), dans l’algèbre B(H) des opérateurs bornés sur un certain espace de Hilbert dans
lequel on peut trouver un vecteur ξ tel que ϕ(·) = 〈 · ξ, ξ〉.
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9.3 Distributions de variables aléatoires non commuta-
tives
Soit I un ensemble. Déﬁnissons l’algèbre C〈Xi, i ∈ I〉 des polynômes à variables non
commutatives indexées par I : il s’agit tout simplement du produit libre des algèbres
unifères C[Xi], où i varie dans I.
La distribution d’une famille (ai)i∈I de variables aléatoires non commutatives d’un même
e.p.n.c. (A, ϕ), est la forme linéaire
µ(ai)i∈I : P ∈ C〈Xi, i ∈ I〉 7→ ϕ(P (ai, i ∈ I)) ∈ C.
Notons que par hypothèse, la suite des moments ϕ(ak), k ≥ 0 d’un élément auto-adjoint
a de A est une suite positive au sens de [1], donc la suite des moments d’une mesure de
probabilité sur la droite réelle : µa est l’intégration par rapport à une loi de probabilité
sur R, que l’on appellera, lorsqu’elle est unique, loi spectrale, ou distribution de a. Elle
est unique lorsque l’on travaille dans un C∗-e.p.n.c.. L’élément a est dit positif si µa est
l’intégration par rapport à une mesure portée par R+.
Exemple 9.4 1. Si (A, ϕ) est (Mn(C), tr), alors pour toute matrice auto-adjointe a,
µa est la loi empirique sur le spectre de a.
2. Si A est une algèbre de variables aléatoires définies sur un espace de probabilités
classique, à valeurs dans Mn(C), dont tous les coefficients possèdent des moments
exponentiels, que l’on munit de l’état E ◦ tr, alors pour toute matrice aléatoire her-
mitienne a de A, µa est l’espérance de la loi spectrale de a, i.e. la mesure d’intensité
de la mesure aléatoire donnée par la loi spectrale de a.
3. Si A est une sous-algèbre de B(H) pour un espace de Hilbert H et si ϕ(·) = 〈 · ξ, ξ〉,
µa est la mesure de probabilité dont la valeur sur tout borélien B est 〈pB(a)ξ, ξ〉, où
pB(a) est le projecteur spectral sur B pour a. Cette mesure est donc portée par le
spectre de a.
Remarque 9.5 On peut montrer que si deux familles (ai, a∗i )i∈I et (bi, b
∗
i )i∈I de deux
e.p.n.c. (resp. C∗-e.p.n.c., W ∗-e.p.n.c.) (A, ϕ) et (B, ψ) ont la même distribution et en-
gendrentA et B comme ∗-algèbres unifères (resp. comme C∗-algèbres, commeW ∗-algèbres),
alors on peut trouver un isomorphisme de ∗-algèbres (resp. un isomorphisme isométrique
de C∗-algèbres, un isomorphisme isométrique de C∗-algèbres continu pour les topologies
σ-faibles d’opérateurs) entre A et B qui envoie chaque ai sur bi, et préserve les états. Cette
remarque nous éclaire sur l’intérêt que peut avoir cette théorie dans la perspective de la
classiﬁcation de ces algèbres.
Notons que si (Ai)i∈I est une famille libre de sous-algèbres de (A, ϕ) et que si pour tout
i, ai ∈ Ai, alors la distribution de la famille (ai)i∈I dans (A, ϕ) et dans le produit libre des
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(Ai, ϕ|Ai) est la même (par hypothèse de préservation de l’état). On en déduit le résultat
suivant : la distribution d’une famille libre ne dépend que des distributions individuelles. Ce
résultat est l’analogue du résultat de probabilités classiques qui dit que la loi jointe d’une
famille de variables aléatoires indépendantes ne dépend que de leurs lois individuelles. Il
sera central pour répondre à la question posée plus haut à propos des matrices aléatoires.
9.4 Liberté asymptotique des matrices aléatoires car-
rées
Si pour tout n ≥ 1, (ai(n))i∈I est une famille d’éléments d’un e.p.n.c. (A(n), ϕn), on
dit que (ai(n))i∈I converge en distribution vers une famille (ai)i∈I d’éléments d’un e.p.n.c.
(A, ϕ) si les distributions convergent point par point. La famille (ai(n))i∈I est dite asymp-
totiquement libre si elle converge en distribution vers une famille libre.
On étend la notion de convergence en distribution (et donc la notion de liberté asymp-
totique) aux matrices aléatoires de la façon suivante : si pour tout n ≥ 1, (Ai(n))i∈I est une
famille de matrices aléatoires n×n, on dit que la famille converge en distribution en proba-
bilité vers une famille (ai)i∈I d’éléments d’un e.p.n.c. (A, ϕ) si pour tout P ∈ C〈Xi, i ∈ I〉,
la variable aléatoire classique donnée par la trace normalisée trP (Ai(n), i ∈ I) converge en
probabilité vers le nombre ϕ(P (ai, i ∈ I)).
Les résultats liant probabilités libres et matrices aléatoires caractérisent la distribu-
tion non commutative jointe de familles de matrices aléatoires à partir de lois spectrales
individuelles [120, 118].
Théorème 9.6 Soit, pour tout n ≥ 1, (Hi)i∈I une famille de matrices aléatoires n × n
hermitiennes 5, dont les coordonnées ont des moments à tous les ordres. On suppose :
(a) la famille (Hi)i∈I est indépendante,
(b) pour tout i ∈ I, Hi a une loi invariante par conjugaison par les matrices unitaires
ou bien est une matrice de Wigner,
(c) pour tout i ∈ I, lorsque n −→ ∞, la loi spectrale empirique de Hi converge faible-
ment en probabilité vers une loi à support compact déterministe.
Alors la famille (Hi)i∈I est asymptotiquement libre : il existe une famille libre (ai)i∈I d’élé-
ments auto-adjoints d’un e.p.n.c. (A, ϕ) telle que pour tout P ∈ C〈Xi, i ∈ I〉, la va-
riable aléatoire trP (Hi, i ∈ I) converge en probabilité, lorsque n −→ ∞, vers le nombre
ϕ(P (ai, i ∈ I)).
Remarque 9.7 Ce théorème reste vrai en remplaçant l’hypothèse (ii) par le fait que les
matrices sont du type Hi = XiX∗i , où Xi est une matrice rectangulaire n× p, à coeﬃcients
i.i.d., avec n/p −→ c > 0 [68, 31, 32].
5. La dépendance en n des matrices Hi = Hi(n) est maintenue implicite ici afin de ne pas alourdir les
notations. Il en sera de même des matrices Dj de la remarque 9.8 et pour A et B au paragraphe 9.5.
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Remarque 9.8 (Liberté asymptotique de matrices aléatoires avec des matrices
déterministes) Ce théorème peut être amélioré de la façon suivante : si pour tout n ≥ 1,
on considère aussi une famille (Dj)j∈J de matrices déterministes n × n, qui converge en
distribution, lorsque n −→∞, vers une famille (dj)j∈J , alors la famille
(Hi)i∈I , (Dj)j∈J ,
indexée par l’union disjointe I ∪ J , converge en distribution en probabilité vers la famille
(ai)i∈I , (dj)j∈J ,
où les ensembles {ai}i∈I , {dj ; j ∈ J} sont libres.
9.5 Convolutions libres ⊞ et ⊠
Le théorème précédent permet d’aﬃrmer que pour A,B des matrices aléatoires hermi-
tiennes n × n indépendantes telles que A ou B est invariante, en loi, par conjugaison par
n’importe quelle matrice unitaire et telles qu’il existe µ1, µ2 lois sur R telles que pour la




λ val. pr. de A
δλ −→ µ1 et 1
n
∑
λ val. pr. de B
δλ −→ µ2,





λ val. pr. de A+B
δλ −→ µ.
La loi µ ainsi déﬁnie est alors appelée la convolution additive libre des lois µ1 et µ2. On la
note µ1 ⊞ µ2.
Lorsque A et B sont en plus supposées positives, il existe aussi une loi, notée µ1 ⊠ µ2





λ val. pr. de AB
δλ −→ µ1 ⊠ µ2.
9.6 Cumulants libres et R-transformée
Il est naturel, une fois les convolutions libres déﬁnies, de chercher des transformations
intégrales qui les linéarisent. Elles sont notamment utiles pour étendre à l’ensemble des
lois de probabilités des résultats qui, comme ceux du paragraphe précédent, se démontrent
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d’abord pour les lois à support compact. Dans le contexte des probabilités classiques, la
convolution additive est linéarisée par le logarithme de la transformée de Fourier. Les
coeﬃcients du développement en série entière du logarithme de la transformée de Fourier
de variables aléatoires classiques sont donc des fonctions additives de variables aléatoires
indépendantes. Ils sont appelés cumulants classiques des variables aléatoires. L’objet de
ce paragraphe est de rappeler la déﬁnition de ces cumulants classiques, puis de présenter
leurs analogues libres. Ils ont été construits et étudiés essentiellement par Speicher et Nica
[108, 109, 90], dans des travaux qui furent le point de départ de l’approche combinatoire
des probabilités libres, laquelle s’est révélée très fructueuse.
9.6.1 Cumulants classiques
Soit µ une mesure de probabilités à support compact sur R. Les cumulants (classiques)











Ils linéarisent la convolution : si µ et ν sont à support compact, on a c∗n(µ∗ν) = c∗n(µ)+c∗n(ν)
pour tout n ≥ 1.
Les cumulants sont reliés de façon combinatoire aux moments. Introduisons l’ensemble










B bloc de π
B={i1<···<ir}
c∗r(µ). (9.2)
Cette relation se généralise à plusieurs variables de la façon suivante : pour X1, . . . , Xd va-








c∗(Xi1 , . . . , Xin)zi1 · · · zin (9.3)
et par le fait que c∗(Xi1 , . . . , Xin) ne dépend pas de l’ordre de ses arguments. L’intérêt des
cumulants vient alors du fait que, en plus de leur rôle dans la formule (9.3) du logarithme de
la transformée de Fourier, ils caractérisent l’indépendance : on voit immédiatement par (9.3)
que X1, . . . , Xd sont indépendants si et seulement si leurs cumulants mixtes s’annulent, i.e.
si c∗(Xi1 , . . . , Xin) = 0 dès que l’on n’a pas i1 = · · · = in.
Voici la version multidimensionnelle de la relation (9.2) : pour Z1, . . . , Zn variables
aléatoires réelles bornées,




B bloc de π
B={i1<···<ir}
c∗(Zi1 , . . . , Zir). (9.4)
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En introduisant la fonction de Möbius 6 Möb(·, ·) du treilli Part(n) muni de la relation
d’ordre partiel pour laquelle π ≤ π′ si tout bloc de π est contenu dans un bloc de π′, la
formule (9.4) s’inverse de la façon suivante :





B bloc de π
B={i1<···<ir}
E[Zi1 · · ·Zir ], (9.5)
où 1n désigne le plus grand élément de Part(n), {{1, . . . , n}}.
9.6.2 Cumulants libres
C’est en adaptant la formule (9.4) au cadre non commutatif des probabilités libres
que l’on déﬁnit les cumulants libres. Pour (A, ϕ) espace de probabilités non-commutatif et
a1, . . . , an ∈ A, la non-commutativité entraîne que l’ordre des éléments dans les expressions
du type ϕ(a1 · · · an) compte. C’est ce qui amène à apporter plus d’attention à la structure
des partitions utilisées. On introduit alors les partitions non croisées de {1, . . . , n} : une
partition π de {1, . . . , n} est dite non croisée s’il n’existe pas quatre éléments x < y < z < t

















Figure 9.1 – La partition {{1, 2, 3, 7}, {4, 6}, {5}, {8, 9, 10}} est non-croisée alors que
{{1, 3, 7}, {2, 8, 9, 10}, {4, 6}, {5}} est croisée.
On note NC(n) l’ensemble des partitions non croisées de {1, . . . , n}, que l’on munit de
l’ordre induit par celui de Part(n). On note MöbNC(·, ·) sa fonction de Möbius.
On déﬁnit alors, récursivement, pour tout n ≥ 1, la fonction n-linéaire kn sur An par
la formule :




B bloc de π
B={i1<···<ir}
kr(ai1 , . . . , air),
6. La définition de la fonction de Möbius d’un ensemble fini partiellement ordonné se trouve par exemple
au chapitre 10 de [90].
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ou, de façon équivalente,





B bloc de π
B={i1<···<ir}
ϕ(ai1 · · · air). (9.6)
Pour a ∈ A, les nombres kn(a, . . . , a), notés kn(a), sont appelés les cumulants libres de a.
Proposition 9.9 Soit (A, ϕ) un espace de probabilités non commutatif. Deux sous-algèbres
A1 et A2 de A sont libres si et seulement si pour tout n ≥ 1 et tous a1, . . . , an éléments de
A1 ∪ A2 qui n’appartiennent ni tous à A1, ni tous à A2, on a kn(a1, . . . , an) = 0.
En particulier, si a et b sont deux éléments libres de A, on a pour tout n ≥ 1 l’égalité
kn(a+ b) = kn(a) + kn(b).
9.6.3 La R-transformée
Ainsi, les cumulants libres linéarisent la convolution libre et caractérisent la liberté.
Une transformation intégrale analytique dont les coeﬃcients seraient les cumulants libres
permettrait donc de linéariser la convolution additive libre.
Le théorème suivant donne le lien entre la série formelle dont les coeﬃcients sont les
moments ϕ(an) d’une variable aléatoire non commutative a et la série formelle dont les
coeﬃcients sont ses cumulants libres.





















où G−1a (·) désigne l’inverse de Ga(·) pour la composition.
En remarquant que si µ est une loi à support compact dont les moments coïncident





z − x (pour z /∈ support(µ)), (9.7)
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on obtient alors (en étendant par densité aux lois à support non compact 7) la transforma-












LMP, c, dxπ(1+x2) , on a Rµ(z) = a,
z−1+√1+z2
2z




1−cz , −i. On peut facilement en dé-
duire que la convolution libre et la convolution classique de la loi de Cauchy avec n’importe
quelle loi sont les mêmes, et que la convolution libre de deux lois de Bernouilli symétriques
est la loi d’arcsinus dx
π
√
x(2−x) sur [0, 2].
De la même façon, la convolution multiplicative libre⊠ se calcule via une transformation





z − x (pour z /∈ support(µ)), (9.9)
et en déﬁnissant la S-transformée de µ par la formule
Sµ(z) = (1 + z)/(zT
−1
µ (z)), (9.10)
on a la formule Sµ⊠ν(z) = Sµ(z)Sν(z) pour toutes lois µ, ν sur R+.
9.7 Probabilités libres à valeurs opérateurs
Les notions d’espérance conditionnelle et d’indépendance conditionnelle ont aussi leurs
analogues libres. Nous en présentons ici brièvement la théorie [120, 117, 109, 103], qui est la
clé de la modélisation que l’on fait du comportement asymptotique des matrices aléatoires
rectangulaires.
Si A est une ∗-algèbre unifère et D une sous-algèbre de A, une application linéaire ϕD :
A → D qui envoie 1A sur 1A et satisfait, pour tout a ∈ A, d, d′ ∈ D, ϕD(dad′) = dϕD(a)d′,
est appelée une espérance conditionnelle de A dans B. Le couple (A, ϕD) est alors un espace
de probabilités non commutatif D-valué.
De nombreuses notions des probabilités libres ont leurs analogues “B-valués”.
Une famille (Ai)1≤i≤r de sous ∗-algèbres unifères de A qui contiennent toutes D est
dite libre avec amalgamation sur D si pour tout n ≥ 1, pour tout i1, . . . , in ∈ I tels que
i1 6= i2 6= · · · 6= in, pour tout (x1, . . . , xn) ∈ Ai1 × · · · × Ain , on a
ϕD(x1) = · · · = ϕD(xn) = 0 =⇒ ϕD(x1 · · ·xn) = 0.
7. Dans le cas où µ est à support compact, les fonctions Gµ et Rµ sont analytiques sur des voisinages
respectivement de∞ et de zéro dans C dont les amplitudes sont contrôlées par le support de µ. Dans le cas
général, on a encore des fonctions analytiques, mais elles sont définies sur des voisinages non tangentiels
de ∞ et de zéro . La notion la plus adéquate est alors celle de germes de fonctions analytiques.
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Une famille de parties de A, ou de variables aléatoires non commutatives est dite libre avec
amalgamation sur D si elles sont contenues dans des sous-algèbres qui le sont.
Si (ai)i∈I est une famille d’éléments d’un e.p.n.c. D-valué (A, ϕD), la D-distribution de
la famille (ai)i∈I est l’application
µD(ai)i∈I : P ∈ D〈Xi, i ∈ I〉 7→ ϕD(P (ai, i ∈ I)) ∈ D,
où D〈Xi, i ∈ I〉 est l’algèbre des polynômes à coeﬃcients dans D, et à variables non
commutatives (ni entre elles, ni avec les éléments de D), indexées par I (c’est l’ensemble
des sommes ﬁnies de termes du type d0Xi1d1Xi2 · · ·Xikdk, avec k ≥ 0, i1, . . . , ik ∈ I et
d0, . . . , dk ∈ D).
On peut déﬁnir, de la même façon qu’au paragraphe 9.2, le produit libre avec amalgama-
tion sur D de n’importe quelle famille d’espaces de probabilités non commutatifs D-valués.
On en déduit le même genre de proriétés pour la liberté avec amalgamation qu’au para-
graphe 9.2, par exemple le fait de pouvoir construire à sa guise des variables libres avec
amalgamation de D-distributions individuelles prescrites, et le fait que la D-distribution
d’une famille libre avec amalgamation ne dépend que des D-distributions individuelles. No-
tons que si l’on a un état ϕ sur A tel que ϕ = ϕ◦ϕD, la distribution (avec ϕ) d’une famille
d’éléments libres avec amalgamation est entièrement déterminée par les D-distributions
individuelles, mais non par les distributions individuelles avec ϕ.
Enﬁn, lorsque D est de dimension ﬁnie, on peut déﬁnir, comme au paragraphe 9.4, la
convergence en D-distribution et la convergence en D-distribution en probabilité pour des
suites d’éléments de D-espaces de probabilités non commutatifs.
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