Technical and financial uncertainties present significant risks to the profitability and efficiency of mining operations. Unexpected realizations (e.g., price or grade) may result in catastrophic consequences. This phenomenon forces mining industries to use probabilistic decision-making tools to assess, mitigate, and manage the risks associated with these uncertainties. In this context, mining operations need robust schedules, which are insensitive to market changes and/or unexpected grade realizations. The mine production scheduling problem consists of three sub-problems: extraction sequencing (timing), ore-waste discrimination (classification) and production rates (utilization). The solutions to these problems are generated under significant parameter uncertainties. This paper proposes an extraction sequencing approach in which the net present value of a mining project is, for a given risk tolerance, maximized and the actual risk tolerance is then verified through Monte-Carlo simulations. The risk tolerance is a measure of uncertainty and that secures the project net present value with a given probability. Risk tolerance is derived through the use of standard deviations of block economic values in the medium of multiple grade and economic images of orebody. The proposed approach is demonstrated on a case study using gold mine data. The results of the case study show that the proposed approach, combining chance-constrained programming and Monte-Carlo simulation, can be used to solve the mine extraction sequencing problem in an uncertain financial and technical environment.
Introduction
Open pit mining is one of the most widely used surface techniques to extract mineral reserves. To generate a production sequence in which raw material is extracted by open pit mining, the orebody is firstly discretized into blocks, and using sparse data collected from drill cuts, the quality/grade of each block is estimated and/or simulated. A cut-off grade is then calculated to classify blocks as ore or waste. Applying a profit function to the blocks characterized by the cut-off grade, the quality/grade block model is converted into an economic block model. This model is finally submitted to a block sequencing optimization, which deals with the determination of the extraction time of each block. The optimization problem is formulated as a maximization of the net present value (NPV) of the mining project. Following the logic of the formulation, usually, valuable blocks are extracted in earlier extraction periods to reduce the losses in block economic values due to discounting. The formulation is constrained by capacity limits, quality requirements and accessibility. In other words, mining and processing production volumes should not exceed but satisfy the capacities as much as possible, the quality of material to be produced should be compatible with design characteristics of processing, and slope requirements should be met to avoid safety problems.
Mine production scheduling is categorized into three sub-problems: extraction sequencing, optimal cut-offs, and production rates. In current practice, the extraction sequence is determined for the pre-specified cut-off and production rates, which are determined outside of the optimization procedure. In fact, these three aspects are interdependent. That is, extraction costs change with respect to production rates because of the economies of scale. It means that extraction costs cannot be known if production rates are not known. Cut-off grades cannot be determined if production rates are not known. Blocks cannot be sequenced if cut-off grades are not known. Production rates cannot be known if blocks are not sequenced. To sum up, each sub-problem is related to others in a circular fashion and they cannot be optimized independently.
The extraction sequencing has drawn significant attention in mining academia, mineral industries, and operational research circles since the 1960s. The advancements in operational research and computational technologies have enabled the researchers/practitioners to conduct continuous efforts. The seminal paper of Lerchs and Grossman was based on graph theory and opened a vivid research area and mine planning software industry. 1 Picard proposed the maximum flow algorithm to solve this problem. 2 Graph theory/maximum flow based approaches define an ultimate pit counter such that project profit is maximized. The approach is to systemically repeat generating a series of nested ultimate pits by regular parameterization of one variable (e.g. commodity price) where the innermost pit is generated with the lowest price. The nested pits are then unified to obtain pushbacks/cutbacks. Accessible pushbacks for given periods are used to determine the block sequence on the basis of some objectives such as maximum ore tonnage, capacity utilization, minimum stripping ratio or blending requirements. Significant numbers of researchers have used these methods and their variants over the years. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] These approaches are currently industry standard and many commercial software tools use these. On the other hand, since there are no capacities in the formulation of the problem, economic values of blocks are selected neglecting the economies of scale, which is unrealistic. If capacities are implicitly assumed, production rates generated by these approaches may deviate from the assumed capacities.
The other stream of approach to solve the problem is using exact methods. Even though linear or (mixed) integer programming guarantees the optimality, the problem size is a big issue. The number of decision variables and constraints can easily reach millions. Access (precedence) constraints especially enlarge the problem size significantly. However, developments in computer science and operation research have brought new opportunities to address block sequencing problem. Thanks to these developments, the exact methods proposed in the 1960s have become increasingly more attractive. [15] [16] [17] Akaike and Dagdelen formulated the sequencing as a Lagrangian parametrization approach. 18 Caccetta and Hill efficiently developed a ''Branch and Cut'' solution strategy to manage the size of the problem. 19 Bley et al. examined another exact method based on cutting plane techniques. 20 Tabesh and Askari-Nasab investigated clustering techniques to aggregate blocks in such a way as to reduce the problem size. 21 Boland et al. explored the use of an aggregation-disaggregation approach. The problem was solved using aggregated large blocks and the solution is then disaggregated. 22 To find computationally efficient solutions, some researchers also used from a combination of Mixed Integer Programming (MIP)/ Linear Programming (LP) and heuristics. [23] [24] [25] [26] Meta-heuristics such as simulated annealing, tabu search, and ant colonies attracted wide attention. [27] [28] [29] Dynamic programming was also another path that made efforts to address the extraction sequencing problem. 30, 31 
Risk in mine planning
Mine extraction sequencing is implemented in an uncertain environment. Uncertainties emerge from two sources: geological and financial uncertainties. The economic value of each block within the three-dimensional (3D) orebody model is estimated/simulated using sparse (grade model) and historical/future (financial model) data, such that image(s) of reality are generated. In other words, geological and financial uncertainties are characterized by geostatistical simulations and stochastic processes (both will be called stochastic simulations), respectively. Use of one image only may lead to significant consequences such as: This phenomenon makes a mining project very risky. For this reason, many mining projects fail after the operations start.
The potential of stochastic simulations to quantify uncertainties was recognized in mining. [32] [33] [34] Multiple simulations provide a way to assess risks. However, the generation of a robust extraction sequence being insensitive to the fluctuations of uncertain parameters is still a relevant problem. Various stochastic optimization methodologies have been proposed to solve decision problems under uncertainty:
(a) stochastic programming with recourse; 35 (b) robust stochastic programming; 36 (c) fuzzy programming; 37 (d) Kataoka's model or chance constrained programming (probabilistic programming). 38, 39 Some of these approaches appeared in the context of the mine extraction sequencing problem. Ramazan and Dimitrakopoulos developed a stochastic integer programming model. 40 In this model, mining and processing capacity constraints are added to the objective function in the form of Langrangian parameterization and the deviations are allowed. The problem is to find a trade-off between the project NPV maximization and capacity utilization. The trade-off is governed by the Langrangian multiplier. The philosophy of this approach is to allow infeasibilities with a penalty. Kumral proposed an approach in a manner such that the solution and model robustness are considered. 41 In this work, the measurement of robustness was formulated as:
(a) solution robustness with respect to optimality if an optimal solution is ''close'' to optimal for any realization; (b) model robustness with respect to feasibility if an optimal solution is ''almost'' feasible for any realization.
Kumral also addressed the problem of mine production sequencing considering geo-metallurgical variables by stochastic programming with recourse. 42 De Lara et al. expressed the problem as a multi-armed bandit problem and developed an information updating strategy based on reinforcement learning. 43 McFadden and Yano incorporated a risk measure (e.g., value-at-risk or probability of meeting a target) into mine planning. 44 Amankwah et al. formulated investment and design models for the open-pit mine in such a way as to generate nested pits based on conditional value at risk. 45 The risk points out a potential negative impact on an asset or some characteristic of value that may arise from some present processes or future events. Since risk is a perception, it varies in terms of companies, industries or decision makers. In the first stage of this paper, the formulated model generates a set of extraction sequences with respect to the specified risk tolerance. The deterministic model forces more valuable blocks to be extracted in earlier periods as long as the blocks respect access constraint. In our approach, more valuable blocks with less fluctuation in the medium of multiple simulations are forced to be extracted in earlier periods. Since this approach posits various assumptions, which will be mentioned in the following sections, a Monte-Carlo scheme is used to calculate actual risk tolerance.
Chance-constrained programming
The chance-constrained programming (CCP) proposed herein forces the low grade blocks and blocks with high grade fluctuations throughout multiple images of orebody to produce in late periods. In other words, it can be also seen as a multi-objective formulation with the objectives given as:
(a) maximization of NPV (mean); (b) minimization of grade fluctuations (variance).
The formulation is simply based on a balance between means and standard deviations of block economics values. The method is based on a strict measure of the probability with which the objective function is maximized and it is used in a variety of applications. 46, 47 The coefficients in the model are treated as random variables. As the risk tolerance increases, the influence of standard deviations will also increase, and the blocks with low variations will have more weight to be pushed to be produced in earlier periods. In this research, the model developed by Shih and Frey was adapted to our problem. 46 Let the objective function be a NPV maximization of a mining project. To express this objective function as chance-constrained, a new variable, e, is introduced and the objective function is converted to a constraint such that the probability of the event that the NPV is not smaller than e is at least a:
Maximize e Subject to
x ij is a binary variable, V ij is the present value of block j in period i (random variable), a is the specified risk tolerance, P is probability, N is the number of blocks, T is the maximum number of periods, p is the ore price, C s is the sales cost, R is recovery, gr j is the grade of block j, C m is the mining cost, C n is the mineral processing cost, M j is the tonnage of block j, and n is the discount rate. As mentioned previously, mines are planned on the basis of simulations using available sparse data. A number of equally probable realizations of the block model can be generated by conditional simulation. As such, the value of a block is an output of a random function. The expected value, EðV ij Þ, and covariance matrix of each block, VARðV ij Þ can be calculated as follows:
. . . ; T and j = 1; . . . ; N ð1Þ
A linear combination of economic values of blocks, which has equally probable realizations, is also a random variable, r:
The project NPV also has an expected value and a variance. The mean and variance of the linear combination of the NPV is:
Under the assumption of independence among the values of blocks, the previous equation can be expressed as follows:
where x is the binary variable column vector and x T is its transpose. Although this is a strong assumption, its effect will be eliminated later in Section 5. After the mean and variance are determined for each block, the distribution of the random variable, r, must be specified for the risk tolerance. For independent variables, if the V ij 's are normally distributed, the variate r also exhibits a normal distribution. The following variate, ZðaÞ, is obtained for the general risk tolerance a:
where F Z ðÁÞ is the cumulative normal distribution function. Integrating the above two equations generates the following:
The above equation can be expressed equivalently as follows: 48
where m ij is the average NPV of block j extracted in period i and s 2 j is the variance of the NPV of block j. Zhu et al. recommended the following: 49
They pointed out that the quantity given above would be a more conservative constraint because s ij x ij is greater than ðs 2 ij x 2 ij Þ 0:5 .
Model formulation
The CCP is rarely used in mining decision making problems. Albach attempted to handle the sequencing problem through a bench-by-bench model rather than block model. 15 Thus, problem size was reduced and solved using the CCP. Gangwar formulated the production planning problem with integer programming and treated demand as a random variable. 50 Golamnejad et al. developed a stochastic model for the mine sequencing problem. 51 However, when their model was transformed into deterministic equivalents, it became a non-linear problem. Therefore, it was very difficult to deal with large sequencing problems. Kumral and Dimitrakopoulos used CCP for finding the optimal production rate in a production scheduling problem. 52 In this paper, the block economic values are random variables. The randomness arises from the grade and ore price. As e is maximized, Equation (10) is also maximized, thus the probabilistic mine production sequencing problem can be expressed as follows:
This is a non-linear function. When squares and square roots are eliminated, the problem becomes linear:
The objective function can be assessed in two parts. The first part shows NPV maximization and the second part is the minimization of fluctuations on block monetary values. The trade-off between these two parts is governed by the risk tolerance. In the medium of multiple simulations, the variation on block monetary values emerges from two sources: the block grade and the block classification. The variation can be ranked according to the sources. The blocks, whose grades fluctuate around the cut-off grade, are the riskiest blocks with respect to the project value. In this rank, the blocks which are above the cut-off grade and have high grade fluctuations constitute the second level of risky blocks. For a risk tolerance of 50%, F À1 Z ð50Þ is zero. In this case, the second part of the objective function will be zero. This is equivalent to deterministic sequencing based on estimation values. The model constraints are as follows.
1. Access constraint:
2. Mill capacity:
3. Mining capacity:
4. Process control:
5. Each block can be extracted once as follows:
where K j is the set of blocks that must be extracted prior to the mining of block j, d is the ore mass in block j, b j is metal quantity of ore amount of d j within block j, A is the processing capacity, v is waste mass in block j, C is the mining capacity, G upp is the upper grade limit, and G low is the lower grade limit.
Enhancements through Monte-Carlo simulation
The CCP formulation presented earlier is based on several assumptions. However, this may be corrected through Monte-Carlo simulations, which is a method to simulate physical systems through random sampling. 53 The assumptions and approximations are given below.
1. It is assumed that block NPVs exhibit a normal distribution. This assumption helps the probabilistic model to transform into its deterministic equivalent.
2. It is assumed that there is a statistical independence among block grades. However, grades usually have a covariance which depend upon distance. 3. To linearize the problem, the squares and square roots have been removed from the objective function of the transformed deterministic equivalent. This causes a more conservative scheme of CCP. In other words, the actual risk tolerance of a plan will be higher than the specified risk tolerance of this conservative scheme. 4. The uncertainties associated with financial parameters such as commodity price and operation costs are ignored in the developed model.
These assumptions are better suited to the real-world application as opposed to the traditional approach, where block NPVs are assumed to be actual values and the stochastic nature of grade simulations is ignored. In addition, to calculate the actual risk, a Monte-Carlo simulation procedure is proposed. Liu and Jana and Biswal recommended an approach to handle probabilistic functions using a Monte-Carlo simulation. 54, 55 Using this approach as outlined in Algorithm 1, we manage to yield actual risk tolerance for the production sequence obtained by CCP. In this approach, the NPV obtained by CCP for the specified risk tolerance is compared with the NPV obtained by simulation u, as follows: where g 1 ðx; VÞ; g 2 ðx; VÞ; . . . ; g U ðx; VÞ u = 1; . . . ; U . D NPV ðaÞ is the NPV obtained by CCP for the specified risk tolerance, a; g u ðx; VÞ; is the NPV generated by the simulation u; U is the total number of simulations, which are independent random vectors from their probability distributions. Let U 0 be the total number of simulations satisfying Equation (21) . By the definition of probability, the actual risk tolerance, a g is given as follows:
Algorithm 1 Risk tolerance calculation through stochastic simulations.
Input: Price, costs, discount rate, block grades Initialize: u = 0, U = 0, U 0 = 0 while u < U do if g u ðx; VÞ > D NPV ðαÞ then
In a Monte-Carlo simulation, there are two significant questions.
1. Fitting a distribution to the uncertain variable. In this research, the best fit is chosen by ModelRisk software.
Reproduction of correlations between uncertain
variables. Joint distributions were used to capture correlations between variables. The joint distribution of random variables was expressed as a function of marginal distributions combined into multivariate distributions, in such a way as to capture the correlation patterns.
The illustration of the simulation procedure is given in Figure 1 .
Case study 1
In order to demonstrate the approach, a case study with a small data set was conducted on a copper data set with a 15(EW) x 15(NS) x 15 (vertical) grid. The planning horizon was eight periods. 20 simulations of orebody were generated. A cut-off grade was applied and the blocks are classified as ore or waste. For each block, an average monetary value and the corresponding standard deviations were calculated through 20 simulations. ZIMPL (Zuse Institute mathematical programming language) was used to create the MIP model. 56 The problem was then solved by an IBM CPLEX optimizer. There were 27,000 decision variables. The parameter file used for the optimization is given in Table 1 .
The approach was implemented for five different risk tolerances (50%, 60%, 70%, 80%, and 90%). The number of blocks extracted throughout periods for each risk tolerance is given in Figure 9 . The evolution of NPV versus the risk tolerance is given in Figure 2 . As can be seen from this figure, as the risk increases, the NPV decreases. Also, since a conservative scheme of CCP was used, NPVs are systematically low. To put it differently, actual risk tolerances calculated through Monte-Carlo simulations were always higher than the risk tolerances calculated through CCP. For this case study, the project was even profitable at high risk tolerances. Mining cost ($/ton) 10 Processing cost ($/ton) 4500
Price ($/ton metal) 0.95
Recovery (%) 0. 24 Cut-off grade (%) Figure 2 . Evolution of NPV versus specified risk tolerance and actual risk. Figure 3 to 8 are generated using the Stanford geostatistical modeling software (SGeMS) and contain a color scheme given on the right hand side of the figures. In this scheme, each non-negative number corresponds to a color which denotes the year a block is extracted, where the color corresponding to zero means the blocks having that color are not extracted. In Figures 3 to 7 , the same crosssections of the planning horizon for each risk tolerance are given. It is worth noting that the number of blocks to be extracted decreased at a risk tolerance of 90% because the z-value corresponding to the risk tolerance of 90% was 1.283. In other words, in a trade-off between mean and standard deviation, the effect of standard deviation was more dominant. The approach selected the blocks with lower variance in addition to the blocks with higher grades.
Since the number of blocks with high grades and low variances was low, the approach generated a relatively small pit ( Figure 7 ). As seen from Figure 8 , the total number of blocks fluctuates among the periods. Computational performance of the approach is given in Table 2 . As the risk tolerance increased, the running time also increased. The gaps, being a measure of the quality of a solution, were low and acceptable. Using linear regression, the risk tolerance corresponding to a NPV equal to zero was found to be 96.2%. This means that the project would yield a positive NPV with a probability of 96.2%.
In the second stage of the proposed approach, actual risk tolerance for each production sequence was calculated through Monte-Carlo simulation. Block grades, commodity price, mining cost, processing cost, and discount rates were treated as random variables. In addition to 20 realizations of block grades, for the commodity price, mining cost, processing cost, and discount rates, market data were used and a distribution is fitted to the long-term output of each variable. Dependency relations between variables were reproduced by joint distributions. The correlated random numbers were generated using these distributions. For example, the joint distribution related to price and cost is given in Table 3 . As known, there is a positive association between mining cost and copper price. The success of the Monte-Carlo simulation depends on the choice of the distribution and reproduction of correlations among variables. The parameter file used in the Monte-Carlo simulation is given in Table 4 . The actual risk tolerances were calculated and shown in Table 5 . The evolution of NPV versus the risk tolerances obtained by the CCP and actual risk tolerances obtained by Monte-Carlo simulation are drawn in Figure 2 . As seen from the figure, actual risk tolerances were higher than risk tolerances obtained by the CCP. This stems from using a conservative scheme of the CCP.
Case study 2
A bigger data set was used to test the performance of the approach proposed. There were 50,310 blocks ð43 3 78 3 15Þ in the model. Using gold data, 50 orebody images are created. There were four periods to be sequenced. In addition to the chance-constraints derived previously, in this case study, two additional constraints regarding upper and lower metal quantities have been added to the model as follows:
Where m b j is the average metal quantity of block j of multiple simulations, F À1 Z ðbÞ is the normal distribution variate for risk tolerance b and s b j are the standard deviations of the metal quantity of block j in terms of multiple simulations. These are known as process control constraints and are included for two reasons:
(a) some processes require a certain quality of ore to maximize recovery; (b) there can be a contractual agreement to deliver a certain quantity of metal.
Since the commodity in this case study is gold, a wide quality range was used to avoid significant NPV loss. The formulation in the chance-constraint form of these constraints will help the practitioners monitor to what extent these requirements can be managed with a certain level of risk tolerance. In addition to quality constraints, quantity constraints meeting mining and processing capacities (Equations (15) and (16)) can be treated as chance constraints. In short term planning, some parameters having random characteristics such as slope angles and truck cycle times can be formulated as chance constraints, which is beyond the scope of this paper.
The parameters used in case study 2 are given in Table 6 . Some computational results are summarized in Table 7 and 8. Table 7 showed NPVs of the projects for the combination of various risk tolerances of block economic values ðaÞ and grades ðbÞ. Since there was a positive association between grade and NPV, a high risk regardless of a or b led to decreasing NPV. If geo- metallurgical variables were considered to calculate block economic values, the relationship between grade and NPV could be weakened. It can also be observed that initiations of process control constraints led to decreasing NPV but forcing more metal production in earlier periods. Table 7 also provides actual risk tolerances calculated through Monte-Carlo simulations. Tables 8 and 9 give average grades for risk combinations in each period with and without chance constraints for the process control constraints respectively. As can be seen, the grades reflect a positive linear association with the NPV. Since the normal distribution table value corresponding to 50% is zero, the tolerance level of 50% is equivalent to a traditional deterministic model.
To make a meaningful comparison, the current practice based on deterministic tradition model (a = 50 and b = 50) has also been demonstrated ( Table 10 ). As can be seen from Table 10 , in the deterministic model, the NPV is higher than NPVs of the other combinations. However, risk is also higher in this model. As emphasized previously, this model has 50% of reliability only for each uncertain parameter considered in the case study 2. Total risk tolerance will be 0:5 3 0:5 = 0:25. This is a highly risky plan with regard to the NPV and metal quantity of the project. For various sections, some 3D views of the sequences generated are also shown in Figure 8 .
Conclusion
In this paper, using the combination of CCP and Monte-Carlo simulation, a mine extraction sequencing approach is introduced. This approach generates a sequence, which corresponds to the risk tolerance specified by the decision maker. The logic behind the proposed approach is based on forcing more uncertain blocks to be extracted in later periods. Thus, the effects on the NPV of these blocks are delayed. The uncertainty is measured by grade variations in multiple simulations. As the risk tolerance increases, since the effect of standard deviations of block grades increases, the NPV decreases. Similarly, it is observed that as the specified risk tolerance increases, the number of the extracted blocks also decreases. Because of various limitations observed in derivation of deterministic equivalent of CCP, a Monte-Carlo simulation is used to determine actual risk tolerances of a generated sequence. The success of the approach depends on, to a large extent, the reproduction of correlations between variables. The correlations may not be linear. In this case, copulas can be considered in the future. At the end, a series of production sequences Objective function for 60% risk tolerance 18, 231, 198 Objective function for 70% risk tolerance 11, 713, 437 Objective function for 80% risk tolerance 2,795,842
Objective function for 90% risk tolerance 20
Number of geostatistical simulations 500
Number of realizations used per uncertain financial parameter (commodity price, mining cost, processing cost, and discount rate) for each orebody simulation Minimum processing rate (tons) 3,500,000
Maximum mining rate (tons) 2,000,000
Minimum mining rate (tons) 40 Maximum grade for each period 1
Minimum grade for each period 2
Mining cost ($/ton) 23 Processing cost ($/ton) 25 Price ($/g) 0.92 Recovery (%) 1
Cut-off grade (g/ton) considering geological and financial uncertainties were generated. Along with this approach, many sequences with different risk tolerances can be generated. Thus, a decision maker can select a sequence, which satisfies their risk tolerance. Future research should be focused on reducing the problem size for larger data sets. Given that variations in production rates among the periods lead to significant opportunity cost to the company, this problem should also be addressed. Geo-metallurgical parameters can also be incorporated into characterization of block economic values. 
