We propose a multiple imputation method to deal with incomplete continuous data based on principal component analysis (PCA). To reflect the uncertainty of the parameters from one imputation to the next, we use a Bayesian treatment of the PCA model. Using a simulation study, the method is compared to two classical approaches: multiple imputation based on joint modeling and on fully conditional modeling. Contrary to the others, the proposed method can be easily used on data sets where the number of individuals is less than the number of variables. In addition, it provides a good point estimate of the parameter of interest, an estimate of the variability of the estimator reliable while reducing the width of the confidence intervals.
Introduction
Missing data are a key problem in statistical practice. Indeed, they are never welcome, because most statistical methods cannot be applied directly on an incomplete data set. One of the common approaches to deal with missing values is to perform single imputation. This consists of imputing missing values by plausible values. It leads to a complete data set that can be analyzed by any statistical method.
However, single imputation is limited because it does not take into account the uncertainty associated with the prediction of missing values based on observed values. Thus, if we apply a statistical method on the completed data table, the variability of the estimators will be underestimated. To avoid this problem, a first solution is to adapt the procedure of estimate such as to be applied on an incomplete data set. To do this, an ExpectationMaximisation (EM) algorithm (Dempster et al., 1977) combined for instance with a Supplemented Expectation-Maximisation algorithm (Meng and Rubin, 1991) could be used to get the maximum likelihood estimate as well as their variance from an incomplete data. The estimate by maximum likelihood using these algorithms dispenses from having to impute data set. However it could be difficult to establish these algorithms. Another solution is to perform multiple imputation (Rubin, 1987; Little and Rubin, 1987, 2002) . In this case, different values are predicted for each missing value, which leads to several imputed data sets. Thus, the variability across the imputations reflects the variance of the prediction of each missing entry. Then, the statistical analysis is performed on each completed data set. Finally, the results are combined using Rubin's rules (Rubin, 1987) to obtain an estimate of parameters and an estimate of their variability taking into account uncertainty due to missing data.
Therefore, a multiple imputation method is based on a single imputation method. Denoting θ the parameters of the imputation model, a multiple imputation method requires to generate a set of M parameters ( θ 1 , . . . , θ M ) to reflect the uncertainty in the estimate of the model's parameters. Multiple imputation methods are distinguished by the way the uncertainty is spread using either a bootstrap or a Bayesian approach. The bootstrap approach consists of producing M new incomplete data sets and estimating θ on each bootstrap replication. The Bayesian approach consists of determining a posterior distribution for model's parameters using a prior distribution and the observed entries. We then obtain a set of parameters by drawing in the posterior distribution. There are two classical ways to perform multiple imputation. The first one is to use an explicit joint model to all variables (Schafer, 1997) . A normal distribution is often assumed on variables which may seem restrictive but is known to be fairly robust with respect to the assumption of normality (Schafer, 1997, p.211-218) . The second way to perform multiple imputation is to use chained equations (van Buuren et al., 2006) : a model is defined for each variable with missing data and variables are successively imputed using these models. Typically, imputation is done using the regression model or by predictive mean matching. The chained equation approach is more flexible than the joint modeling, however it may not converge to a stationary distribution if the separate models are not compatible (Besag, 1974) , that is to say that there is no joint distribution for variables with the conditional distributions chosen. van Buuren et al. (2006) showed by a small simulation study that reasonable imputations were obtained even when the separate models were incompatible. One drawback of the approach is that regression models are rapidly ineffective for data sets where the number of individuals is too low compared to the number of variables or when the variables are highly correlated.
Recently, Josse and Husson (2012) and Audigier et al. (2013) proposed a method of single imputation based on a PCA model. This method gives good results in terms of quality of the imputation when there are linear relationships between variables and also has the advantage of being able to be performed on a data set where the number of individuals is strictly less than the number of variables. We propose to extend it to multiple imputation and we spread the uncertainty of parameters of the PCA imputation model using a Bayesian approach. In Section 2, we describe the procedure called BayesMIPCA for multiple imputation based on a PCA model. Then, in Section 3, we present a simulation study in which we compare this method to several multiple imputation methods and demonstrate that multiple imputation by the BayesMIPCA method produces little bias and valid confidence intervals under a variety of conditions.
Method

PCA model
PCA can be expressed using a fixed effect model (Caussinus, 1986) where the data matrix X n×p can decomposed as a signal of low rank (S) plus noise:
where E = (ε ij ) 1≤i≤n,1≤j≤p with ε ij ∼ N (0, σ 2 ). The parameters of this model are the elements ofX, S and σ. Imputation under the PCA model requires estimating its parameters from the incomplete data set. The method allowing to achieve this is closely related to the one applied on a complete data set.
PCA on complete data
PCA searches the matrixX with rank S which minimises the criterion X − X 2 with || · || the Frobenius norm. The solution is obtained using a singular values decomposition (SVD) on X: X = UΛV ⊤ where columns of U n×S are the left singular vectors, Λ S×S = diag(λ 1 , . . . , λ S ) is the matrix of the singular values of X and columns of V p×S are the right singular vectors. The principal components are given by UΛ and the loadings are given by V. The expression of the general term ofX is given bŷ
and also corresponds to the maximum likelihood estimate of model (1). Then σ 2 is estimated byσ
which corresponds to dividing the sum of the square of the residuals by the number of entries minus the number of independent model parameters (Candès and Tao, 2009; Josse and Husson, 2011a) . Following the same rationale as in ridge regression, Verbanck et al. (2013) defined a better estimator ofX in the sense of mean squared error (MSE) criterion fromX. Denotingx (s) ij = λ s u is v js the s th term of the sum (2), this better estimator is determined by searching
. Verbanck et al. (2013) proposed to estimate the shrinkage terms bŷ
for all s from 1 to S.
It corresponds to an estimation of the variance of the signal over the total variance for each dimension. Thus, they definedX rP CA , the regularized PCA solution, as follows:
PCA on incomplete data
With missing values, the classical solution to perform PCA is determined by minimizing the criterion X − X 2 on the observed data only. This is equivalent to introducing a weight matrix W, as w ij = 0 if x ij is missing and w ij = 1 otherwise, in the criterion which becomes W * X − X 2 where * is the Hadamard product. To minimize this criterion, it is possible to use an EM algorithm called iterative PCA (Kiers, 1997) . The algorithm essentially sets the missing elements at initial values, performs the PCA on the completed data set, imputes the missing values with values predicted by the model (2) using a predefined number of dimensions (S), and repeats the procedure on the newly obtained matrix until the total change in the matrix falls below an empirically determined threshold. However such algorithms which alternate a step of estimation of the parameters using a singular value decomposition and a step of imputation of the missing values are known to suffer from overfitting problems. This occurs especially when the relationships between variables are low or if the number of missing values is high.
To avoid these problems of overfitting, Josse et al. (2009) proposed to alternate the imputation and estimation steps by regularized PCA (4). The new algorithm is then called regularized iterative PCA.
The regularized iterative PCA algorithm can be used as a single imputation method since it produces a completed data set from the incomplete one. As stated in the introduction, performing multiple imputation requires to reflect the uncertainty of the estimation of the imputation model's parameters. In this aim, we use a Bayesian approach to obtain M matrices (X m ) 1≤m≤M which will be obtained using draws from the posterior distribution ofX. Before describing the Bayesian approach on a data set with missing values, we present it on a complete data set.
Bayesian PCA on complete data
Verbanck et al. (2013) proposed a Bayesian treatment of the PCA model with σ 2 and S assumed to be fixed. They used the following prior distribution forx
Combining this prior distribution with the PCA model (1), the posterior distribution has an explicit form: it is a normal distribution whose parameters are a function of τ s and σ. Using an empirical Bayesian approach, these parameters are estimated from data. Thus, Verbanck et al. (2013) showed that the posterior distribution ofx (s) ij is a normal distribution which has for expectationx (s) rP CA ij (4) and for varianceσ 2φ s min(n−1, p)
, withσ 2 defined in (3).
Bayesian PCA on incomplete data
Generally, when a data set contains missing values, the posterior distribution of model parameters is often intractable. For this reason an algorithm called data augmentation (DA) is used (Tanner and Wong, 1987) . It consists in 'augmenting' the observed data by predictions on missing data. The posterior becomes easier to calculate because the data set has become complete. DA simulates alternatively imputed values and parameters using a Markov chain which converges in probability to the observed posterior distribution. The algorithm consists of two steps:
(I) imputing from the current parameters and the observed data, (P) drawing of new parameters from the posterior given the new imputation and a prior distribution on the model's parameters.
Steps (I) and (P) are repeated a predefined number of times. Applying data augmentation to the PCA model, steps (I) and (P) are :
(I) givenX and σ 2 , imputing the missing values x ij by a draw from the predictive distribution N (x ij , σ 2 )
are calculated from the completed data set obtained from step (I).
At the end of the algorithm the posterior distribution is obtained from an incomplete data set.
Multiple imputation with the BayesMIPCA algorithm 2.2.1. Presentation of the algorithm
To perform multiple imputation using DA, we have first to run the algorithm until convergence (burn in step). Then, several draws have to be done from the posterior. In order to achieve this goal, M new Markov chains are begun from the burn in step. Each of them leads to a different imputed data set.
More precisely we apply the BayesMIPCA algorithm as follows. We denote M n×p the matrix with each row being the vector of the means of each column of the incomplete data set X. The multiple imputation algorithm under the PCA model, then proceeds as follows:
1. Initialization:
• calculate the matrix of means M
[0] from the observed entries and centre X:
• estimate the initial parametersX [0] , σ 2 [0] using for instance the regularized iterative PCA algorithm on X [0] 2. Burn in: for ℓ from 1 to Lstart (I)• perform a random imputation according to current parameters (draw from the predictive distribution):
] + E where 1 I×J being a matrix with only ones and
• add the matrix of means
• evaluate posterior parameters:
which we can deduceX
• draw new parameters from the posterior: drawing ofx
3. Create M imputed arrays: for ℓ from 1 to M alternate steps (I) and (P) L times. L is fixed and should be enough large to obtain independent imputations from an array to another.
Modeling and analysis considerations
The parameter S is supposed to be known a priori. Many strategies are available in the literature to select a number of dimensions from a complete data set in PCA. Cross-validation (Bro et al., 2008) or an approximation of cross-validation such as generalized cross-validation (Josse and Husson, 2011b) perform well. We suggest these approaches since they can be directly extended to incomplete data (Josse and Husson, 2012) .
Usually in DA algorithms, estimation of the initial parameters are often obtained using an EM algorithm and the stopping criterion used in step 2 of the algorithm (defined by the number of iteration Lstart) corresponds to the number of iterations required for the convergence of the EM algorithm. However, this can not be used in our context. Indeed initialization by the EM method is not relevant here because of the instability of the iterative PCA algorithm due to overfitting issues (see Section 2.1.2). For this reason we initialize the parameters using the regularized iterative PCA algorithm and we fix the number of iterations Lstart to 1000.
Multiple imputation by data augmentation is done here using a simple chain: Lstart iterations are passed in order to forget the dependence between the current settings and the initial parameters. Then, the number of iterations is fixed to L and missing data are imputed after Lstart+L , Lstart+2*L, Lstart+3*L,. . . ,Lstart+M*L iterations. Thus M imputed data sets are obtained. Note that from the perspective of parallel computation, it may be preferred to pass several iterations, then generate M chains in parallel. Each chain would be so initialized in the same way.
Concerning the choice of M, generating three to five data sets is usually enough in multiple imputation (Rubin, 1987) . However, due to increasing computational power, it is possible to generate a greater number of imputed data sets (van Buuren, 2012, p.49) . We use M = 20.
Combining results from multiple imputed data sets
As mentioned in the introduction, the aim of multiple imputation procedure is to estimate a parameter and its variance from an incomplete data. To do so, the methodology described hereafter is the same whatever the multiple imputation method used. Let us denote ψ a quantity of interest that we want to estimate from an incomplete data set. To estimate this quantity and confidence interval from a multiple imputation method, the following steps are performed:
• for m = 1, ...M,ψ m is computed on the imputed data set m as well as its variance V ar(ψ m );
• the results are pooled:ψ
is the estimate of the variability ofψ composed of two terms: the within-imputation variance corresponding to the sampling variability and the between-imputation variance corresponding to the variability due to missing values. The factor (1 + 1 M ) corrects the fact that ψ is an estimate for a finite number of imputed tables;
• the 95% confidence interval is calculated aŝ
where t ν,.975 is the quantile corresponding to probability .975 of the Student's t−distribution with ν degrees of freedom estimated as suggested by Barnard and Rubin (1999) .
Simulation study
To assess the multiple imputation method based on PCA, we conducted an extensive simulation study. Data sets are drawn from a normal distribution and differ with respect to the number of continuous variables, the number of individuals and the strength of relationships between variables. The code to reproduce all the simulations in the R software (R Development Core Team, 2011) is available on the webpage of the first author.
Simulation designs
More precisely, a data set X with n rows and p columns is drawn from a normal distribution with null expectation and variance-covariance matrix of the form:
with 0 < ρ < 1.
Two independent groups of correlated variables are simulated with twice as many variables in the first group than in the second. The coefficient ρ takes the values 0.9 or 0.3 to obtain strong or weak relationships between variables. The number of variables is p = 6 or p = 60 and the number of individuals n = 30 or n = 200. Then, we insert missing values (10% or 30%) completely at random, meaning that the probability that a value is missing is unrelated to the value itself and any values in the data set, missing or observed. Each simulation is repeated K = 1000 times.
Competing algorithms
The BayesMIPCA method is compared with the two following multiple imputation methods: a first one based on joint modeling implemented in the R-package Amelia (Honaker et al., 2011 ) and a second one based on chained equations implemented in the R-package mice (van Buuren and Groothuis-Oudshoorn, 2011). Note that other packages such as the mi package (Su et al., 2011) can be used to perform multiple imputation using chained equations.
• Amelia imputes missing values by assuming a multivariate normal distribution for the variables. Using a bootstrap approach (Honaker and King, 2010) , M covariance matrices are estimated by an expectation-maximization algorithm. Then, M imputed data sets are obtained. The algorithm is implemented in the function amelia. In the presence of high collinearity between variables, or a number of individuals too low compared to the number of variables, the variance-covariance matrix is not computationally invertible and therefore imputation under the normal distribution is not possible. In order to perform imputation in such conditions, it would be possible to introduce a ridge term to improve the conditioning of the regression problem.
• Mice (Bayes MI method) requires specifying a model for each variable with missing data. It produces by default an imputation by regression for continuous variables where uncertainty on regression parameters is spread by the Bayesian approach. This method is implemented in the function mice.impute.norm in the mice package. In the same way as the Amelia package, a ridge term could be introduced to overcome collinearity problems or lack of observations.
• Listwise deletion deletes individuals with missing values. This is not a multiple imputation method, but it is a benchmark for the variability of estimates. Because listwise deletion is equivalent to performing a statistical method on a sub-sample, variability should be greater than for a multiple imputation method.
Criteria
We consider three quantities of interest ψ to be estimated from incomplete data: the expectation of a variable E[X 1 ], the correlation coefficient ρ(X p−1 , X p ) between two variables and the regression coefficient β X 2 , which corresponds to the coefficient of the first explanatory variable in the regression model where X 1 is the response and (X 2 , . . . , X p ) the explanatory variables. The first quantity of interest is an indicator on a distribution of one variable and others on the relationships between variables.
The criteria of interest are the bias
2 , the median (over the K simulations) of the confidence interval width as well as the 95% coverage. This latter is calculated as the percentage of cases where the true value ψ is within the 95% confidence interval. "The 95% coverage should be 95% or higher. Coverages below 90% are considered undesirable" (van Buuren, 2012, p.47) .
As a benchmark, we also calculated the confidence intervals for the data sets without missing values. The confidence interval obtained by multiple imputation should be greater.
Remark. Confidence intervals are based on the assumption thatψ is normally distributed. This is not true for the correlation coefficient ρ. Therefore a Fisher z transformation is needed (Schafer, 1997) :
Results
For the estimate of the expectation of a variable, the simulations do not allow to highlight differences between the methods in terms of point estimate: all methods produce unbiased estimates and the root mean squared error are of the same order of magnitude. Concerning the estimate of the variability of the estimator, Table 1 gives the median of the confidence intervals width and the 95% coverage over the 1000 simulations for different simulations' configurations. In addition, when an algorithm fails on a configuration, no result is given. With the current implementation of the Amelia's algorithm, it is not possible to deal with cases with less individuals than variables (cases 4, 5, 6, 7, 8) . In addition, convergence problems occur when there are many missing values. These problems are exacerbated when the number of variables is high or when the number of individuals is low (cases 2, 4, 13, 14, 15, 16) . Note that from a theoretical point of view, solutions could be suggested using a regularized version of the covariance matrix. Since the imputation by chained equations using the BayesMI method requires estimating the parameters of a regression model for each variable to be imputed, it suffers from the same problems as the Amelia's algorithm. Finally, the listwise deletion cannot be performed on data sets where the rate of missing data is too high compared to the number of entries. On the contrary, the BayesMIPCA method allows to perform multiple imputation on data sets of various kinds: when the collinearity between variables is weak or strong, when the rate of missing data is large or small, the number of individuals less than or greater than the number of variables.
All the algorithms give valid coverage, near from 95% in all conditions where they perform. As expected, the confidence intervals for the multiple imputation methods are larger than those obtained from a complete dataset (not given here) and smaller than those obtained by listwise deletion. However the width of confidence interval is often shorter for the BayesMIPCA method than for the others multiple imputation algorithms (particularly on the cases 1, 2, 4, 13, 14, 16).
Concerning the correlation coefficient, as for the expectation, the main differences between the algorithms are highlighted using the criteria on the estimate of the variability of the estimator. Results are gathered in Table  2 . Note that according to the true value of ρ, the width of the confidence interval is not the same, because ρ lies in the interval [−1, 1]. If ρ = 0.9, then ρ is near from a bound and the interval is necessary shorter than if ρ = 0.3. For this reason, the widths of the confidence intervals have to be compared to those obtained from a complete data set. Thus, the median width of the confidence intervals obtained from a complete data set is considered as the reference and the increase from this width is given in Table 2 .
The BayesMI and Amelia methods produce confidence intervals of similar widths while they are shorter with the BayesMIPCA method which moreover has a better coverage. This good behaviour of the BayesMIPCA method can be explained by the properties of the imputation model. PCA is a dimensionality reduction method used to isolate the relevant information of a data set. This makes it very stable and implies that the imputation from a table to another does not change much: the between-variability is lower than for the other methods, which explains that the confidence intervals are shorter. When the strength of the relationships between variables is low (cases 2, 10, 14), the difference between the width of the confidence intervals obtained from the BayesMIPCA method and the width of those obtained from the two other methods is moderate. At the most the increase between the median of the widths of the confidence intervals and the median of the widths obtained from a complete data set attempts +55% for the BayesMI method versus +21% for the BayesMIPCA one. However, when the relationships between variables are strong (cases 4, 12, 16) interval obtained with BayesMI is up to 3 times larger than the one obtained from a complete set (case 4) versus 1.4 for the BayesMIPCA method. For the 16 th case, it even leads to very bad results with a coverage near from 68%.
The results on the estimate of the regression coefficient lead to the same conclusions as those already mentioned for the expectation and for the correlation coefficient: with BayesMIPCA, confidence intervals are shorter and coverages are accurate. In addition, the BayesMIPCA method systematically gives the smallest mean squared error. The results for this quantity are presented in appendix.
Conclusion
Multiple imputation by Bayesian PCA provides valid confidence intervals for both quantities related to the marginal distribution of a variable as well as for quantities related to the relationship between variables from an incomplete continuous data set. Compared to its competitors, it gives confidence intervals with smaller width. This is due to the imputation based on PCA. Indeed, PCA is a dimensionality reduction method and allows to isolate the relevant information from the noise which makes the imputation stable and consequently decreases the variability of the estimator. In addition, the multiple imputation by Bayesian PCA can be easily performed on any kind of data where for instance the number of individuals is less than the number of variables. Note also that since the imputation is based on PCA, it is particularly well fitted to situations where the relationships between variables are linear. The BayesMIPCA method is available as a function of the R-package missMDA .
Thus, the multiple imputation method BayesMIPCA has many advantages and is a much more flexible alternative than the classical multiple imputation procedures suggested in the literature. However, this method requires as a tuning parameter the number of dimensions S. In this study, S was assumed to be known. Simulations not presented here indicated that the method is fairly robust to a misspecified choice for S, as long as S is not too small (at least equal to the number of groups of independent variables in the data set). We suggest the use of an approximation of cross-validation such as generalized cross-validation described in Josse and Husson (2011b) to choose S.
Future research includes the assessment of the suggested method in cases where there are complex interactions or nonlinear relationships between variables or cases where for instance a variable X 1 and its squared X 2 1 are of interest. Seaman et al. (2012) compared different strategies to handle this latter situation such as the JAV (just another variable) approach which considers the squared version as a new variable in itself without taking into account its link with X 1 . Bartlett et al. (2013) suggested another MI method to better handle such situations but which is does not allow to deal with missing values in all the variables in its current form. Audigier et al. (2013) suggested single imputation methods based on principal component methods for data with continuous, categorical and mixed variables showing good results in term of estimation of the missing entries. In addition this method allow to handle non-linear relationships using quantification of continuous variables. The encouraging results of the Bayesian PCA for continuous variables prompt to extend the method to perform multiple imputation for categorical variables using multiple correspondence analysis (Benzécri, 1973) and using factorial analysis for mixed data (Escofier, 1979; Kiers, 1991) for mixed data. It could be compared to existing approaches, such as those described in Kropko et al. (2013) . Table 3 : Root mean squared error, 95% coverage and median confidence interval width for the parameter β X 2 estimated by Listwise deletion, Amelia, BayesMI and BayesMIPCA on different configurations varying the number n of individuals, the number p of variables, the correlation ρ between variables and the percentage of missing values. For each configuration, 1000 incomplete data sets are generated. Note that β X 2 can not be estimated if n < p. Some values are not available because of fails of the algorithms
