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PONTRYAGIN MAXIMUN PRINCIPLE AND SECOND ORDER OPTIMALITY
CONDITIONS FOR OPTIMAL CONTROL PROBLEMS GOVERNED BY 2D NONLOCAL
CAHN-HILLARD-NAVIER-STOKES EQUATIONS
TANIA BISWAS1, SHEETAL DHARMATTI2* AND MANIL T. MOHAN3
ABSTRACT. In this paper, we formulate a distributed optimal control problem related to the
evolution of two isothermal, incompressible, immisible fluids in a two dimensional bounded
domain. The distributed optimal control problem is framed as the minimization of a suitable
cost functional subject to the controlled nonlocal Cahn-Hilliard-Navier-Stokes equations. We
describe the first order necessary conditions of optimality via Pontryagin minimum principle
and prove second order necessary and sufficient conditions of optimality for the problem.
Key words: optimal control, nonlocal Cahn-Hilliard-Navier-Stokes systems, Pontryagin
maximum principle, necessary and sufficient optimality conditions.
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1. Introduction
We consider the evolution of two isothermal, incompressible, immiscible fluids in a
bounded domain Ω ⊂ R2 or R3. The average velocity of the fluid is denoted by u(x, t)
and the relative concentration of one fluid is denoted by ϕ(x, t), for (x, t) ∈ Ω × (0, T ). A
general model for such a system is known as nonlocal Cahn-Hilliard-Navier-Stokes (CHNS)
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system in Ω× (0, T ) and is given by
ϕt + u · ∇ϕ = div(m(ϕ)∇µ), in Ω× (0, T ),
µ = aϕ− J ∗ ϕ+ F′(ϕ),
ut − 2div (ν(ϕ)Du) + (u · ∇)u+∇pi = µ∇ϕ+ h, in Ω× (0, T ),
div u = 0, in Ω× (0, T ),
∂µ
∂n
= 0 ,u = 0 on ∂Ω × (0, T ),
u(0) = u0, ϕ(0) = ϕ0 in Ω,
(1.1)
where m is the mobility parameter, µ is the chemical potential, pi is the pressure, J is the
spatial-dependent internal kernel, J ∗ ϕ denotes the spatial convolution over Ω, a is defined
by a(x) :=
∫
Ω
J(x − y)dy, F is a double well potential, ν is the kinematic viscosity and h is
the external forcing term acting in the mixture. (see [17]). Also, Du is the symmetric part
of the gradient of the flow velocity vector, i.e., Du is the strain tensor 1
2
(∇u+ (∇u)⊤). The
chemical potential µ is the first variation of the functional:
E(ϕ) = f(ϕ) := 1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x)− ϕ(y))2dxdy +
∫
Ω
F(ϕ(x))dx.
The density is supposed to be constant and is equal to one (i.e., matched densities). The
system (1.1) is called nonlocal because of the term J, which is averaged over the spatial
domain. Various simplified models of this system are studied by several mathematicians
and physicists. The local version of the system is obtained by replacing µ equation by
µ = ∆ϕ + F′(ϕ). Another simplification appeared in the literature is to assume that the
constant mobility parameter and/or constant viscosity. From the mathematical point of
view, the nonlocal version is physically more relevant and mathematically challenging too.
This model is more difficult to handle because of the nonlinear terms like the capillarity
term (i.e., Korteweg force) µ∇ϕ acting on the fluid. Even in two dimensions, this term can
be less regular than the convective term (u · ∇)u (see [7]).
We now discuss some of the works available in literature for the solvability of the system
(1.1) and also the simplified Cahn-Hilliard-Navier-Stokes models. In [5], author studies
the local Cahn-Hilliard-Navier-Stokes system and establishes the existence of weak solu-
tions in dimensions 2 and 3. The existence and uniqueness of strong solutions in 2 and 3
dimensions (global in 2D and local in time for 3D) is also established in [5]. The authors
in [7] proved the existence of a weak solution for nonlocal Cahn-Hilliard-Navier-Stokes
system with mobility parameter equal to one and variable viscosity. The uniqueness of
weak solution for such systems remained open until 2016 and the authors in [17] resolved
it for dimension 2. The authors in [17] also considered the case of nonlocal systems with
variable mobility parameter and viscosity coefficient under certain assumptions on the ker-
nel J. The existence of a unique strong solution in two dimensions for the nonlocal system
with constant viscosity and mobility parameter equal to 1 is proved in [18] and the au-
thors showed that any weak solution regularises in finite time uniformly with respect to
bounded sets of initial data. As in the case of 3D Navier-Stokes, in three dimensions, the
existence of a weak solution is known (see [7]), but the uniqueness of weak solution for
the nonlocal Cahn-Hilliad-Navier-Stokes system still remains open.
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Optimal control theory of fluid dynamic models has been one of the far-reaching areas of
applied mathematics with several engineering applications (see for example [36, 21, 24]).
Controlling fluid flow and turbulence inside a flow in a given physical domain, with
known initial data and by various means, for example, body forces, boundary values,
temperature (cf. [1, 34] etc), is an interesting problem in fluid mechanics. The mathe-
matical developments in infinite dimensional nonlinear system theory and partial differ-
ential equations in the past several decades, opened up a new window for the optimal
control theory of Navier-Stokes equations. Such problems are extensively addressed in
[36, 21, 24, 1, 16, 33, 15] etc.
The optimal control problem for the Cahn-Hilliard system [40, 41] and optimal control
problem for Cahn-Hilliard system with dynamic boundary control [10] are available in
the literature. In [8, 11], authors discuss about the control problems related to the phase
field system of Cahn-Hilliard type. Optimal control of time discrete two phase flow is
studied in [22] and topological optimization for phase field models is studied in [23].
Turning to the local Cahn-Hilliard-Navier-Stokes equations, an optimal control problem
with state constraint and robust control are investigated in [30, 31], respectively. An
optimal distributed control of a diffuse interface model of tumor growth is considered
in [12]. The model studied in [12] is a kind of local Cahn-Hilliard type system. Optimal
control problems of semi discrete Cahn-Hilliard-Navier-Stokes system for various cases like
distributed and boundary control, with non smooth Ginzburg-Landau energies and with
non matched fluid densities are studied in [25, 26, 27]. These works considered the local
Cahn-Hilliard-Navier-Stokes equations for their numerical studies.
The first order necessary conditions of optimality for various optimal control prob-
lems governed by nonlocal Cahn-Hilliad-Navier-Stokes system has been established in
[19, 20, 4], etc. In [4], the authors have studied a distributed optimal control problem
for nonlocal Cahn-Hilliard-Navier-Stokes system and established Pontryagin’s maximum
principle using Ekeland’s Variational Principle. They have also studied a initial value op-
timization problem. An optimal distributed control problem for the two-dimensional non-
local Cahn-Hilliard-Navier-Stokes systems with degenerate mobility and singular potential
is studied in [20]. A distributed optimal control problem for the nonlocal Cahn-Hilliard-
Navier-Stokes system with non-constant viscosity and regular potential is examined in
[19]. The second order optimality condition for 3D Navier-Stokes equations in a periodic
domain is established in [29]. The second order optimality condition for various optimiza-
tion problems governed by Navier-Stokes equations is obtained in [6, 38, 39], etc.
In this paper, we are studying a distributed optimal control problem related to (1.1)
with constant viscosity and mobility parameter m = 1. We give a systematic approach to
the mathematical formulation of the optimal control problem and resolve the problem of
minimizing total energy. We consider two dimensional fluid flows, since the nonlocal Cahn-
Hilliard-Navier-Stokes equations are not known to be well-posed in three dimensions. We
establish Pontryagin maximum principle for the controlled nonlocal Cahn-Hilliard-Navier-
Stokes system. The unique global strong solution of the system (2.2a)-(2.2f) (see below)
established in [18] helps us to achieve this goal. Then we prove second order necessary
and sufficient conditions of optimality for the optimal control problem. The coupling in
the system (1.1) makes the problem mathematically challenging and harder to resolve
than that of the corresponding problem for the Navier-Stokes and Cahn-Hilliard systems.
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The paper is organized as follows: In the next section, we discuss the functional set-
ting for the unique solvability of the system (2.2a)-(2.2f) (see below). We also state the
existence and uniqueness of a weak as well as strong solution of the system in the same
section. Then we state the unique solvability of the linearized system, which we have
proved in [4]. In the section 3, an optimal control problem is formulated as the minimiza-
tion of a suitable cost functional (the sum of total energy and total effort by controls).
We first prove the existence of an optimal control (see Theorem 3.4) and then establish
the Pontryagin maximum principle (see Theorem 3.6), which gives the first-order neces-
sary optimality conditions for the associated optimal control problem. We characterize the
optimal control using the adjoint system. In the section 4, we have obtained the second
order necessary and sufficient optimality condition for the optimal control problem (see
Theorems 4.1 and 4.3).
2. Mathematical Formulation
In this section, we mathematically formulate the two dimensional Cahn-Hilliard-Navier-
Stokes system and discuss the necessary function spaces required to obtain the global solv-
ability results for such systems. We mainly follow the papers [17, 7] for the mathematical
formulation and functional setting.
2.1. Governing Equations. A well known model which describes the evolution of an in-
compressible isothermal mixture of two immiscible fluids is governed by Cahn-Hilliard-
Navier-Stokes system (see [7]). We consider the following controlled Cahn-Hilliard-Navier-
Stokes system:
ϕt + u · ∇ϕ = ∆µ, in Ω× (0, T ), (2.2a)
µ = aϕ− J ∗ ϕ+ F′(ϕ), in Ω× (0, T ), (2.2b)
ut − ν∆u+ (u · ∇)u+∇pi = µ∇ϕ+ h+U, in Ω× (0, T ), (2.2c)
div u = 0, in Ω× (0, T ), (2.2d)
∂µ
∂n
= 0 ,u = 0 on ∂Ω × (0, T ), (2.2e)
u(0) = u0, ϕ(0) = ϕ0 in Ω, (2.2f)
where Ω ⊂ R2 is a bounded domain with sufficiently smooth boundary and n is the unit
outward normal to the boundary ∂Ω. In the system (2.2a)-(2.2f), U is the distributed
control acting on the system.
2.2. Functional Setting. Let us introduce the following functional spaces required for
getting the unique global solvability results of the system (2.2a)-(2.2f).
Gdiv :=
{
u ∈ L2(Ω;R2) : div u = 0, u · n∣∣
∂Ω
= 0
}
,
Vdiv :=
{
u ∈ H10(Ω;R2) : div u = 0
}
,
H := L2(Ω;R), V := H1(Ω;R).
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Let us denote ‖ · ‖ and (·, ·) the norm and the scalar product, respectively, on both H and
Gdiv. The duality between any Hilbert space X and its dual X
′ will be denoted by 〈·, ·〉. We
know that Vdiv is endowed with the scalar product
(u,v)Vdiv = (∇u,∇v) = 2(Du,Dv), for all u,v ∈ Vdiv.
The norm on Vdiv is given by ‖u‖2Vdiv :=
∫
Ω
|∇u(x)|2dx = ‖∇u‖2. Since Ω is bounded, the
embedding of Vdiv ⊂ Gdiv ≡ G′div ⊂ V′div is compact (see [37]). In the sequel, we use the
notations H2(Ω) := H2(Ω;R2) and H2(Ω) := H2(Ω;R) for second order Sobolev spaces.
2.3. Linear and Nonlinear Operators. Let us define the Stokes operator A : D(A) ∩
Gdiv → Gdiv by
A = −P∆, D(A) = H2(Ω) ∩ Vdiv,
where P : L2(Ω) → Gdiv is the Helmholtz-Hodge orthogonal projection. Note also that, we
have
〈Au,v〉 = (u,v)Vdiv = (∇u,∇v), for all u ∈ D(A),v ∈ Vdiv.
It should also be noted that A−1 : Gdiv → Gdiv is a self-adjoint compact operator on Gdiv
and by the classical spectral theorem, there exists a sequence λj with 0 < λ1 ≤ λ2 ≤
λj ≤ · · · → +∞ and a family ej ∈ D(A) of eigenvectors is orthonormal in Gdiv and is
such that Aej = λjej . We know that u can be expressed as u =
∞∑
j=1
〈u, ej〉ej , so that
Au =
∞∑
j=1
λj〈u, ej〉ej. Thus, it is immediate that
‖∇u‖2 = 〈Au,u〉 =
∞∑
j=1
λj |〈u, ej〉|2 ≥ λ1
∞∑
j=1
|〈u, ej〉|2 = λ1‖u‖2, (2.3)
which is the Poincare´ inequality. For u,v,w ∈ Vdiv we define the trilinear operator b(·, ·, ·)
as
b(u,v,w) =
∫
Ω
(u(x) · ∇)v(x) ·w(x)dx =
2∑
i,j=1
∫
Ω
ui(x)
∂vj(x)
∂xi
wj(x)dx,
and the bilinear operator B from Vdiv × Vdiv into V′div defined by,
〈B(u,v),w〉 := b(u,v,w), for all u,v,w ∈ Vdiv.
An integration by parts yields,{
b(u,v,v) = 0, for all u,v ∈ Vdiv,
b(u,v,w) = −b(u,w,v), for all u,v,w ∈ Vdiv.
For more details about the linear and nonlinear operators, we refer the readers to [37].
Now, we give some important inequalities which are used in the rest of the paper.
Lemma 2.1 (Gagliardo-Nirenberg Inequality, Theorem 2.1, [14]). Let Ω ⊂ Rn and u ∈
W1,p(Ω;Rn), p ≥ 1. Then for any fixed number p, q ≥ 1, there exists a constant C > 0
depending only on n, p, q such that
‖u‖Lr ≤ C‖∇u‖θLp‖u‖1−θLq , θ ∈ [0, 1], (2.4)
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where the numbers p, q, r and θ satisfy the relation
θ =
(
1
q
− 1
r
)(
1
n
− 1
p
+
1
q
)−1
.
A particular case of Lemma 2.1 is the well known inequality due to Ladyzhenskaya (see
Lemma 1 and 2, Chapter 1, [28]), which is true even in unbounded domains and, is given
below:
Lemma 2.2 (Ladyzhenskaya Inequality). For u ∈ C∞0 (Ω;Rn), n = 2, 3, there exists a con-
stant C such that
‖u‖L4 ≤ C1/4‖u‖1−n4 ‖∇u‖n4 , for n = 2, 3, (2.5)
where C = 2, 4 for n = 2, 3 respectively.
Note that the constant appearing in Ladyzhenskaya inequality does not depend on Ω.
Thus, for every u,v,w ∈ Vdiv, the following estimates hold:
|b(u,v,w)| ≤
√
2‖u‖1/2‖∇u‖1/2‖v‖1/2‖∇v‖1/2‖∇w‖, (2.6)
so that for all u ∈ Vdiv, we have
‖B(u,u)‖V′
div
≤
√
2‖u‖‖∇u‖ ≤
√
2
λ1
‖u‖2Vdiv , (2.7)
by using the Poincare´ inequality.
Taking n = p = q = 2 and in (2.4), we get θ = 1− 2
r
, so that for all r ≥ 2, we have
‖u‖Lr ≤ C‖∇u‖1− 2r ‖u‖ 2r , (2.8)
Lemma 2.3 (Agmon’s Inequality, Lemma 13.2, [2]). For any u ∈ Hs2(Ω;Rn), choose s1 and
s2 such that s1 <
n
2
< s2. Then, if 0 < α < 1 and
n
2
= αs1+(1−α)s2, the following inequality
holds
‖u‖L∞ ≤ C‖u‖αHs1‖u‖1−αHs2 .
For u ∈ H2(Ω) ∩ H10(Ω), the Agmon’s inequality in 2D states that there exists a constant
C > 0 such that
‖u‖L∞ ≤ C‖u‖1/2‖u‖1/2H2 ≤ C‖u‖H2. (2.9)
For every f ∈ V′ we denote f the average of f over Ω, i.e., f := |Ω|−1〈f, 1〉, where |Ω| is
the Lebesgue measure of Ω. Let us also introduce the spaces (see [17])
V0 = {v ∈ V : v = 0},
V′0 = {f ∈ V′ : f = 0},
and the operator A : V→ V′ is defined by
〈Au, v〉 :=
∫
Ω
∇u(x) · ∇v(x)dx for all u, v ∈ V.
Clearly A is linear and it maps V into V′0 and its restriction B to V0 onto V′0 is an isomor-
phism. We know that for every f ∈ V′0, B−1f is the unique solution with zero mean value
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of the Neumann problem: 
−∆u = f, in Ω,
∂u
∂n
= 0, on ∂Ω.
In addition, we have
〈Au,B−1f〉 = 〈f, u〉, for all u ∈ V, f ∈ V′0, (2.10)
〈f,B−1g〉 = 〈g,B−1f〉 = ∫
Ω
∇(B−1f) · ∇(B−1g)dx, for all f, g ∈ V′0. (2.11)
Note that B can be also viewed as an unbounded linear operator on H with domain D(B) ={
v ∈ H2(Ω) : ∂v
∂n
= 0 on ∂Ω
}
.
Definition 2.4. Let X be a Banach space and τ ∈ R, we denote by Lptb([τ,∞);X), 1 ≤ p <∞,
the space of functions f ∈ Lploc([τ,∞);X) that are translation-bounded in Lploc([τ,∞);X), that
is,
‖f‖p
Lp
tb
([τ,∞);X) := sup
t≥τ
∫ t+1
t
‖f(s)‖p
X
ds < +∞.
2.4. Existence and Uniqueness of the Governing Equations. Now we state the exis-
tence theorem and uniqueness theorem for the nonlocal Cahn-Hilliard-Navier-Stokes sys-
tem given in (2.2a)-(2.2f). Let us first make the following assumptions:
Assumption 2.5. Let J and F satisfy:
(1) J ∈W1,1(R2;R), J(x) = J(−x) and a(x) = ∫
Ω
J(x− y)dy ≥ 0, a.e., in Ω.
(2) F ∈ C2(R) and there exists C0 > 0 such that F′′(s) + a(x) ≥ C0, for all s ∈ R, a.e.,
x ∈ Ω.
(3) Moreover, there exist C1 > 0, C2 > 0 and q > 0 such that F
′′(s)+a(x) ≥ C1|s|2q−C2,
for all s ∈ R, a.e., x ∈ Ω.
(4) There exist C3 > 0, C4 ≥ 0 and r ∈ (1, 2] such that |F′(s)|r ≤ C3|F(s)| + C4, for all
s ∈ R.
Remark 2.6. Assumption J ∈ W1,1(R2;R) can be weakened. Indeed, it can be replaced by
J ∈ W1,1(Bδ;R), where Bδ := {z ∈ R2 : |z| < δ} with δ := diam(Ω) = sup
x,y∈Ω
d(x, y), where
d(·, ·) is the Euclidean metric on R2, or also by
sup
x∈Ω
∫
Ω
(|J(x− y)|+ |∇J(x− y)|)dy < +∞. (2.12)
Remark 2.7. Since F(·) is bounded from below, it is easy to see that the Assumption 2.5 (4)
implies that F(·) has a polynomial growth of order r′, where r′ ∈ [2,∞) is the conjugate index
to r. Namely, there exist C5 and C6 ≥ 0 such that
|F(s)| ≤ C5|s|r′ + C6, for all s ∈ R. (2.13)
Observe that the Assumption 2.5 (4) is fulfilled by a potential of arbitrary polynomial growth.
For example, the Assumption 2.5 (2)-(4) are satisfied for the case of the well-known double-
well potential
F(s) = (s2 − 1)2.
Let us now give the definition of a weak solution for the system (2.2a)-(2.2f).
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Definition 2.8 (Weak Solution). Let u0 ∈ Gdiv, ϕ0 ∈ H with F(ϕ0) ∈ L1(Ω) and 0 < T <∞
be given. Then (u, ϕ) is said to be a weak solution to the uncontrolled system (2.2a)-(2.2f)
on [0, T ] corresponding to the initial conditions u0 and ϕ0 if
(i) u, ϕ and µ satisfy
u ∈ L∞(0, T ;Gdiv) ∩ L2(0, T ;Vdiv),
ut ∈ L2−γ(0, T ;V′div), for all γ ∈ (0, 1),
ϕ ∈ L∞(0, T ; H) ∩ L2(0, T ; V),
ϕt ∈ L2−δ(0, T ; V′), for all δ ∈ (0, 1),
µ ∈ L2(0, T ; V),
(2.14)
(ii) For every ψ ∈ V, every v ∈ Vdiv, if we define ρ by
ρ(x, ϕ) := a(x)ϕ+ F′(ϕ), (2.15)
and for almost any t ∈ (0, T ), we have
〈ϕt, ψ〉+ (∇ρ,∇ψ) =
∫
Ω
(u · ∇ψ)ϕdx+
∫
Ω
(∇J ∗ ϕ) · ∇ψdx, (2.16)
〈ut,v〉+ ν(∇u,∇v) + b(u,v,w) = −
∫
Ω
(v · ∇µ)ϕ dx+ 〈h,v〉. (2.17)
(iii) Moreover, the following initial conditions hold in the weak sense
u(0) = u0, ϕ(0) = ϕ0, (2.18)
i.e., for every v ∈ Vdiv, we have (u(t),v)→ (u0,v) as t→ 0, and for every χ ∈ V, we
have (ϕ(t), χ)→ (ϕ0, χ) as t→ 0.
Next, we discuss the existence and uniqueness of weak solution results available in the
literature for the system (2.2a)-(2.2f).
Theorem 2.9 (Existence, Theorem 1, Corollaries 1 and 2, [7]). Let the Assumption 2.5
be satisfied. Let u0 ∈ Gdiv, ϕ0 ∈ H such that F(ϕ0) ∈ L1(Ω) and h ∈ L2loc([0,∞),V′div).
Then, for every given T > 0, there exists a weak solution (u, ϕ) to the uncontrolled equation
(2.2a)-(2.2f) such that (2.14) is satisfied. Furthermore, setting
E (u(t), ϕ(t)) =
1
2
‖u(t)‖2 + 1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x, t)− ϕ(y, t))2dxdy +
∫
Ω
F(ϕ(t))dx,
the following energy estimate holds for almost any t > 0:
E (u(t), ϕ(t)) +
∫ t
0
(
ν‖∇u(s)‖2 + ‖∇µ(s)‖2)ds ≤ E (u0, ϕ0) + ∫ t
0
〈h(s),u(s)〉ds, (2.19)
or the weak solution (u, ϕ) satisfies the following energy identity,
d
dt
E (u(t), ϕ(t)) + ν‖∇u(t)‖2 + ‖∇µ(t)‖2 = 〈h(t),u(t)〉.
Furthermore, if in addition h ∈ L2tb([0,∞);V′div), then the following dissipative estimate is
satisfied:
E (u(t), ϕ(t)) ≤ E (u0, ϕ0) exp(−kt) + F(m0)|Ω|+K,
PONTRYAGIN MAXIMUN PRINCIPLE AND SECOND ORDER OPTIMALITY CONDITIONS 9
where m0 = (ϕ0, 1) and k, K are two positive constants which are independent of the initial
data, with K depending on Ω, ν, J, F, ‖h‖L2
tb
(0,∞;V′
div
).
Remark 2.10. The above theorem also implies u ∈ C([0, T ];Gdiv) and ϕ ∈ C([0, T ]; H) by
using the Aubin-Lions compactness theorem.
Remark 2.11. We denote by Q, a continuous monotone increasing function with respect to
each of its arguments. As a consequence of energy inequality (2.19), we have the following
bound:
‖u‖L∞(0,T ;Gdiv)∩L2(0,T ;Vdiv) + ‖ϕ‖L∞(0,T ;H)∩L2(0,T ;V) + ‖F(ϕ)‖L∞(0,T ;H)
≤ Q(E (u0, ϕ0), ‖h‖L2(0,T ;V′
div
)
)
, (2.20)
where Q also depends on F, J, ν and Ω.
Theorem 2.12 (Uniqueness, Theorem 2, [17]). Suppose that the Assumption 2.5 is satisfied.
Let u0 ∈ Gdiv, ϕ0 ∈ H with F(ϕ0) ∈ L1(Ω) and h ∈ L2loc([0,∞);V′div). Then, the weak solution
(u, ϕ) corresponding to (u0, ϕ0) and given by Theorem 2.9 is unique. Furthermore, for i = 1, 2,
let zi := (ui, ϕi) be two weak solutions corresponding to two initial data z0i := (u0i, ϕ0i) and
external forces hi, with u0i ∈ Gdiv, ϕ0i ∈ H with F(ϕ0i) ∈ L1(Ω) and hi ∈ L2loc([0,∞);V′div).
Then the following continuous dependence estimate holds:
‖u2(t)− u1(t)‖2 + ‖ϕ2(t)− ϕ1(t)‖2V′
+
∫ t
0
(
C0
2
‖ϕ2(τ)− ϕ1(τ)‖2 + ν
4
‖∇(u2(τ)− u1(τ))‖2
)
dτ
≤ (‖u2(0)− u1(0)‖2 + ‖ϕ2(0)− ϕ1(0)‖2V′)Λ0(t)
+ ‖ϕ2(0)− ϕ1(0)‖Q
(E(z01), E(z02), ‖h1‖L2(0,t;V′div), ‖h2‖L2(0,t;V′div))Λ1(t)
+ ‖h2 − h1‖2L2(0,T ;V′
div
)Λ2(t),
for all t ∈ [0, T ], where Λ0(t), Λ1(t) and Λ2(t) are continuous functions which depend on the
norms of the two solutions. The functions Q and Λi(t) also depend on F, J and Ω.
The following theorem gives the existence and uniqueness of strong solution for the
uncontrolled system (2.2a)-(2.2f).
Theorem 2.13 (Global Strong Solution, Theorem 2, [18]). Let h ∈ L2loc([0,∞);Gdiv), u0 ∈
Vdiv, ϕ0 ∈ V ∩ L∞(Ω) be given and the Assumption 2.5 be satisfied. Then, for a given T > 0,
there exists a unique weak solution (u, ϕ) of (2.2a)-(2.2f) such that{
u ∈ L∞(0, T ;Vdiv) ∩ L2(0, T ;H2(Ω)), ϕ ∈ L∞((0, T )× Ω) ∩ L∞(0, T ; V),
ut ∈ L2(0, T ;Gdiv), ϕt ∈ L2(0, T ; H).
(2.21)
Furthermore, suppose in addition that F ∈ C3(R), a ∈ H2(Ω) and that ϕ0 ∈ H2(Ω). Then,
the system (2.2a)-(2.2f) admits a unique strong solution on [0, T ] satisfying (2.21) and also{
ϕ ∈ L∞(0, T ;W1,p), 2 ≤ p <∞,
ϕt ∈ L∞(0, T ; H) ∩ L2(0, T ; V).
(2.22)
If J ∈W2,1(R2;R), we have in addition
ϕ ∈ L∞(0, T ; H2(Ω)). (2.23)
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Remark 2.14. The regularity properties given in (2.21)-(2.23) imply that
u ∈ C([0, T ];Vdiv), ϕ ∈ C([0, T ]; V) ∩ Cw([0, T ]; H2(Ω)). (2.24)
Moreover we also have strong continuity in time, that is,
ϕ ∈ C([0, T ]; H2(Ω)). (2.25)
The following weak-strong uniqueness result (see Theorem 6, [17]), Theorem 2.16 (see
Lemma 2.6, [19]) and Remark 2.17 (see below) are used in section 3. We can show the
following two results by relaxing the condition on J (see Definition 2, [17]), since the
CHNS system under our consideration is having constant viscosity.
Theorem 2.15 (Weak-Strong Uniqueness, Theorem 6, [17]). Let the Assumption 2.5 be
satisfied. Let u0 ∈ Gdiv, ϕ0 ∈ V ∩ L∞(Ω) and let (u1, ϕ1) be a weak solution and (u2, ϕ2)
a strong solution satisfying (2.21), both corresponding to (u0, ϕ0) and to the same external
force h ∈ L2(0, T ;Gdiv). Then, u1 = u2 and ϕ1 = ϕ2, satisfying the following differential
inequality:
1
2
d
dt
(‖u‖2 + ‖ϕ‖2)+ ν
2
‖∇u‖2 + C0
4
‖∇ϕ‖2 ≤ Π(‖u‖2 + ‖ϕ‖2), (2.26)
where u = u1 − u2, ϕ = ϕ1 − ϕ2 and the function Π is given by
Π = C
(
1 + ‖∇u2‖2‖u2‖2H2 + ‖∇u1‖2 + ‖ϕ1‖2L4 + ‖ϕ2‖2L4 + ‖∇ϕ2‖2L4 + ‖∇ϕ2‖4L4
)
.
Theorem 2.16 (Lemma 2.6, [19]). Let the Assumption 2.5 be satisfied. Let u0 ∈ Gdiv,
ϕ0 ∈ V ∩ L∞(Ω) and let (u1, ϕ1) and (u2, ϕ2) be two strong solutions satisfying (2.21), both
corresponding to (u0, ϕ0) and to controls U1,U2 ∈ L2(0, T ;Gdiv), respectively. Then, we have
‖u1 − u2‖2C([0,T ];Gdiv) + ‖u1 − u2‖2L2(0,T ;Vdiv) + ‖ϕ1 − ϕ2‖2C([0,T ];V)
+ ‖ϕ1 − ϕ2‖2L2(0,T ;H2) + ‖ϕ1 − ϕ2‖2H1(0,T ;H)
≤ Q1
(‖U1‖L2(0,T ;Gdiv), ‖U2‖L2(0,T ;Gdiv))‖U1 − U2‖2L2(0,T ;Gdiv) (2.27)
where Q1 : [0,∞)2 → [0,∞) is nondecreasing in both its arguments and only depends on the
data F, J, ν,Ω, T,u0, and ϕ0.
Remark 2.17. If (u1, ϕ1) and (u2, ϕ2) are two strong solutions of the system (2.2a)-(2.2f)
corresponding to the controls U1 and U2 respectively. Then , from the Theorem 2.16, we also
infer that
‖ϕ1 − ϕ2‖Lp(0,T ;V) ≤ C‖U1 −U2‖L2(0,T ;Gdiv), for all p > 1
2.5. Existence and Uniqueness of the Linearized System. Our goal in this section is
to establish the existence of an optimal control for the system (2.2a)-(2.2f) with an ap-
propriate cost functional. From the well known theory for the optimal control problems
governed by partial differential equations, we know that the optimal control is derived in
terms of the adjoint variable which satisfies a linear system. As a first step towards our
goal, we linearize the nonlinear system and obtain the existence and uniqueness of weak
solution for the linearized system using a Faedo-Galerkin approximation technique.
Let us linearize the equations (2.2a)-(2.2f) around (û, ϕ̂) which is the unique weak so-
lution of system (2.2a)-(2.2f) with control term U = 0 (uncontrolled system), external
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forcing ĥ, and initial datum û0 and ϕ̂0 are such that
ĥ ∈ L2(0, T ;Gdiv), û0 ∈ Vdiv, ϕ̂0 ∈ V ∩ L∞(Ω).
Thus, using the Theorem 2.13, we know that (û, ϕ̂) is also a strong solution of the system
(2.2a)-(2.2f).
Let us now rewrite the equation (2.2c). We know that
µ∇ϕ = (aϕ− J ∗ ϕ+ F′(ϕ))∇ϕ = ∇
(
F(ϕ) + a
ϕ2
2
)
−∇aϕ
2
2
− (J ∗ ϕ)∇ϕ. (2.28)
Hence we can rewrite (2.2c) as
ut − ν∆u+ (u · ∇)u+∇piu = −∇aϕ
2
2
− (J ∗ ϕ)∇ϕ+ h+U, (2.29)
where piu = pi−
(
F(ϕ) + aϕ
2
2
)
. Since the pressure is also an unknown quantity, in order to
linearize, we substitute u = w + û, pi = pi+ pi and ϕ = ψ + ϕ̂ in (2.29) and (2.2a) to get
wt − ν∆w + (w · ∇)û+ (û · ∇)w +∇piw = −∇aψϕ̂− (J ∗ ψ)∇ϕ̂− (J ∗ ϕ̂)∇ψ + h˜+U,
where piw = pi− (F′(ϕ̂) + aϕ̂)ψ, h˜ = h− ĥ. Also, we have
ψt +w · ∇ϕ̂+ û · ∇ψ = ∆µ˜
where µ˜ = aψ − J ∗ ψ + F′′(ϕ̂)ψ. Hence, we consider the following linearized system:
wt − ν∆w + (w · ∇)û+ (û · ∇)w +∇piw = −∇aψϕ̂− (J ∗ ψ)∇ϕ̂
− (J ∗ ϕ̂)∇ψ + h˜+U, (2.30)
ψt +w · ∇ϕ̂+ û · ∇ψ = ∆µ˜, (2.31)
µ˜ = aψ − J ∗ ψ + F′′(ϕ̂)ψ, (2.32)
div w = 0, (2.33)
∂µ˜
∂n
= 0, w = 0 on ∂Ω× (0, T ), (2.34)
w(0) = w0, ψ(0) = ψ0 in Ω. (2.35)
Note that in (2.32), we used Taylor’s formula:
F′(ψ + ϕ̂) = F′(ϕ̂) + F′′(ϕ̂)ψ + F′′′(ϕ̂+ θψ)
ψ2
2
,
for 0 < θ < 1, and ignored the second order terms in ψ, since we are considering a linear
system, and in particular ϕ̂ ∈ L∞((0, T )×Ω) and F(·) has a polynomial growth as discussed
in Remark 2.7.
Next, we discuss the unique global solvability results for the system (2.30)-(2.35).
Theorem 2.18 (Existence and Uniqueness of Linearized System). Suppose that the As-
sumption 2.5 is satisfied. Let us assume (û, ϕ̂) is the unique strong solution of the system
(2.2a)-(2.2f) with the regularity given in (2.21) and F ∈ C3(R), a ∈ H2(Ω). Let w0 ∈ Gdiv
and ψ0 ∈ H with h˜,U ∈ L2(0, T ;Gdiv). Then, for a given T > 0, there exists a unique weak
solution (w, ψ) to the system (2.30)-(2.35) such that
w ∈ L∞(0, T ;Gdiv) ∩ L2(0, T ;Vdiv) and ψ ∈ L∞(0, T ; H) ∩ L2(0, T ; V).
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and for every v ∈ Vdiv and ξ ∈ V and for all t ∈ (0, T ), we have
〈wt,v〉+ ν(∇w,∇v) + b(w, û,v) + b(û,w,v) = −(∇aψϕ̂,v)− ((J ∗ ψ)∇ϕ̂,v)
− ((J ∗ ϕ̂)∇ψ,v) + (h˜,v) + (U,v),
〈ψt, ξ〉+ (w · ∇ϕ̂, ξ) + (û · ∇ψ, ξ) = −(∇µ˜,∇ξ),
(2.36)
where w(0) = w0, ψ(0) = ψ0 are satisfied in the weak sense.
Proof. Using Galerkin approximation technique, the proof easily follows. [For more details
refer Theorem 3.4 of [4]]. 
3. Optimal Control Problem
In this section, we formulate a distributed optimal control problem as the minimization
of a suitable cost functional subject to the controlled nonlocal Cahn-Hilliard-Navier-Stokes
system. The main aim is to establish the existence of an optimal control that minimizes
the cost functional given below, subject to the constraint (2.2a)-(2.2f). The associated cost
functional is defined by
J (u, ϕ,U) := 1
2
∫ T
0
‖u(t)− ud(t)‖2dt + 1
2
∫ T
0
‖ϕ(t)− ϕd(t)‖2dt
+
1
2
∫ T
0
‖U(t)‖2dt, (3.37)
where ud(·) ∈ L2(0, T ;Vdiv) and ϕd(·) ∈ L2(0, T ; V) are the desired states. Note that the
cost functional is the sum of total energy and total effort by control.
Let us assume that
F ∈ C5(R), a ∈ H2(Ω), (3.38)
and the initial data
u0 ∈ Vdiv and ϕ0 ∈ H2(Ω). (3.39)
By the embedding of H2(Ω) in V and L∞(Ω), the initial concentration ϕ0 ∈ H2(Ω) implies
ϕ0 ∈ V ∩ L∞(Ω). From now onwards, we assume that along with the Assumption 2.5
condition (3.38) holds true, so that the system (2.2a)-(2.2f) has a unique strong solution.
We consider set of admissible controls to be the space consisting of controlsU ∈ L2(0, T ;Gdiv),
and denote it by Uad.
Definition 3.1 (Admissible Class). The admissible class Aad of triples (u, ϕ,U) is defined as
the set of states (u, ϕ) with initial data satisfies (3.39), solving the system (2.2a)-(2.2f) with
control U ∈ Uad. That is,
Aad :=
{
(u, ϕ,U) : (u, ϕ) is a unique strong solution of (2.2a)-(2.2f) with control U
}
.
Clearly Uad is nonempty and note that from the existence and uniqueness theorem (see
Theorems 2.9, 2.12, 2.13), we know that for any U ∈ Uad, there exists a unique strong
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solution for the system (2.2a)-(2.2f). Hence, Aad is also a nonempty set. In view of the
above definition, the optimal control problem we are considering can be formulated as:
min
(u,ϕ,U)∈Aad
J (u, ϕ,U). (OCP)
Definition 3.2 (Optimal Solution). A solution to the Problem (OCP) is called an optimal
solution and the optimal triplet is denoted by (u∗, ϕ∗,U∗). The control U∗ is called an optimal
control.
In the rest of this section, we find an optimal solution to the problem (OCP), and the
optimal control is characterized via adjoint variable.
3.1. The Adjoint System. As is well known from the control theory literature, in order
to get the necessary conditions for the existence of an optimal control to the Problem
(OCP), we need the adjoint equations corresponding to the system (2.2a)-(2.2f). In this
subsection, we formally derive the adjoint system corresponding to the problem (2.2a)-
(2.2f). Let us take h = 0 in (2.2a)-(2.2c) and defineN1(u, ϕ,U) := ν∆u− (u · ∇)u−∇pi− (J ∗ ϕ)∇ϕ−∇a
ϕ2
2
+ U,
N2(u, ϕ) := −u · ∇ϕ+∆(aϕ− J ∗ ϕ+ F′(ϕ)),
(3.40)
where pi = pi−
(
F(ϕ) + aϕ
2
2
)
. Then the system (2.2a)-(2.2c) can be written as
(∂tu, ∂tϕ) = (N1(u, ϕ,U),N2(u, ϕ)).
We define the augmented cost functional J˜ by
J˜ (u, ϕ,U,p, η) :=
∫ T
0
〈p, ∂tu−N1(u, ϕ,U)〉dt+
∫ T
0
〈η, ∂tϕ−N2(u, ϕ)〉dt
− J (u, ϕ,U) +
∫ T
0
∇q · u dt, (3.41)
where p and η denote the adjoint variables corresponding to u and ϕ respectively. Corre-
sponding to pi in the system (2.2a), we have q in the adjoint system.
Before establishing the Pontryagin maximum principle, we derive the adjoint equations
formally by differentiating the augmented cost functional J˜ in the Gaˆteaux sense with
respect to each variable. The adjoint variables p, η and U satisfy the following system
−pt − [∂uN1]∗p− [∂uN2]∗η +∇q = Ju,
−ηt − [∂ϕN1]∗p− [∂ϕN2]∗η = Jϕ,
−[∂UN1]∗p− [∂UN2]∗η = JU,
div p = 0,
p
∣∣
∂Ω
=
∂η
∂n
∣∣∣
∂Ω
= 0,
p(T, ·) = η(T, ·) = 0.
(3.42)
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Note that differentiating J˜ with respect to the adjoint variables recovers the original
nonlinear system. We compute [∂uN1]
∗p, [∂uN2]∗η, [∂ϕN1]∗p, [∂ϕN2]∗η as
[∂uN1]
∗p = ν∆p+ (p · ∇T )u− (u · ∇)p,
[∂uN2]
∗η = η∇ϕ,
[∂ϕN1]
∗p = −J ∗ (p · ∇ϕ) + (∇J ∗ ϕ) · p−∇a · pϕ,
[∂ϕN2]
∗η = u∇η + a∆η − J ∗∆η + F′′(ϕ)∆η.
(3.43)
Also it should be noted that the third condition in (3.42) gives U = −p if we take
U ∈ Uad = L2(0, T ;Gdiv). Thus from (3.42), it follows that the adjoint variables (p, η)
satisfy the following adjoint system:
−pt − ν∆p− (p · ∇T )u+ (u · ∇)p− η∇ϕ+∇q = (u− ud),
−ηt + J ∗ (p · ∇ϕ)− (∇J ∗ ϕ) · p+∇a · pϕ− u · ∇η − a∆η
+J ∗∆η − F′′(ϕ)∆η = (ϕ− ϕd),
div p = 0,
p
∣∣
∂Ω
=
∂η
∂n
∣∣∣
∂Ω
= 0,
p(T, ·) = η(T, ·) = 0.
(3.44)
The following theorem gives the unique solvability of the system (3.44) with p(T ) = pT ∈
Gdiv and η(T ) = ηT ∈ V.
Theorem 3.3 (Existence and Uniqueness of Adjoint System). Let the Assumption 2.5,
(3.38), (3.39) along with J ∈ W2,1(R2,R) be satisfied. Also let us assume that pT ∈ Gdiv
and ηT ∈ V and (u, ϕ) be a unique strong solution of the nonlinear system (2.2a)-(2.2f).
Then, there exists a unique weak solution of the system (3.44) satisfying
(p, η) ∈ (L∞(0, T ;Gdiv) ∩ L2(0, T ;Vdiv))× (L∞(0, T ; V) ∩ L2(0, T ; H2)), (3.45)
and for all v ∈ V and ζ ∈ H and for almost all t ∈ (0, T ), we have
−〈pt,v〉+ ν(∇p,∇v)− ((p · ∇T )u,v) + ((u · ∇)p,v)− (η∇ϕ,v) = (u− ud,v),
−(ηt, ζ) + (J ∗ (p · ∇ϕ), ζ)− ((∇J ∗ ϕ) · p, ζ) + (∇a · pϕ, ζ)
−(u · ∇η, ζ)− (a∆η, ζ) + (J ∗∆η, ζ)− (F′′(ϕ)∆η, ζ) = (ϕ− ϕd, ζ),
(3.46)
where p(T ) = pT ∈ Gdiv, η(T ) = ηT ∈ V are satisfied in the weak sense.
Proof. Using Galerkin approximation technique, we can proof as in Theorem 3.5 of x[4].

3.2. Existence of an Optimal Control. Let us now show that an optimal triplet (u∗, ϕ∗,U∗)
exists for the problem (OCP).
Theorem 3.4 (Existence of an Optimal Triplet). Let the Assumption 2.5 along with the
condition (3.38) holds true and the initial data (u0, ϕ0) satisfying (3.39) be given. If J ∈
W2,1(R2;R), then there exists at least one triplet (u∗, ϕ∗,U∗) ∈ Aad such that the functional
J (u, ϕ,U) attains its minimum at (u∗, ϕ∗,U∗), where (u∗, ϕ∗) is the unique strong solution
of (2.2a)-(2.2f) with the control U∗.
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Proof. Claim (1): There exists an optimal triplet (u∗, ϕ∗,U∗) ∈ Aad. Let us define
J := inf
U∈Uad
J (u, ϕ,U).
Since, 0 ≤ J < +∞, there exists a minimizing sequence {Un} ∈ Uad such that
lim
n→∞
J (un, ϕn,Un) = J ,
where (un, ϕn) is the unique strong solution of (2.2a)-(2.2f) with the control Un and
un(0) = u0 ∈ Vdiv and ϕn(0) = ϕ0 ∈ H2(Ω). (3.47)
Without loss of generality, we assume that J (un, ϕn,Un) ≤ J (u, ϕ, 0), where (u, ϕ, 0) ∈
Aad. From the definition of J (·, ·, ·), this implies
1
2
∫ T
0
‖un(t)− ud(t)‖2dt+ 1
2
∫ T
0
‖ϕn(t)− ϕd(t)‖2dt + 1
2
∫ T
0
‖Un(t)‖2dt
≤ 1
2
∫ T
0
‖u(t)− ud(t)‖2dt+ 1
2
∫ T
0
‖ϕ(t)− ϕd(t)‖2dt. (3.48)
Since u,ud ∈ L2(0, T ;Gdiv) and ϕ, ϕd ∈ L2(0, T ; H), from the above relation, it is clear that,
there exist a K > 0, large enough such that
0 ≤ J (un, ϕn,Un) ≤ K < +∞.
In particular, there exists a large C > 0, such that∫ T
0
‖Un(t)‖2dt ≤ C < +∞.
Therefore the sequence {Un} is uniformly bounded in the space L2(0, T ;Gdiv). Since
(un, ϕn) is a unique weak solution of the system (2.2a)-(2.2f) with control Un, from the
energy estimates, one can easily show that the sequence {un} is uniformly bounded in
L∞(0, T ;Gdiv) ∩ L2(0, T ;Vdiv) and {ϕn} is uniformly bounded in L∞(0, T ; H) ∩ L2(0, T ; V).
Hence, by using the Banach-Alaglou theorem, we can extract a subsequence {(un, ϕn,Un)}
such that 
un
w∗−⇀ u∗ in L∞(0, T ;Gdiv),
un ⇀ u
∗ in L2(0, T ;Vdiv),
(un)t ⇀ u
∗
t in L
2(0, T ;V′div),
ϕn
w∗−⇀ ϕ∗ in L∞(0, T ; H),
(ϕn)t ⇀ ϕ
∗
t in L
2(0, T ; V′),
Un ⇀ U
∗ in L2(0, T ;Gdiv).
(3.49)
A calculation similar to the proof of Theorem 2.9 , (see Theorem 2, [7]) and Theorem 2.12
(see Theorem 2, [17]) and using Aubin-Lion’s compactness theorem and the convergence
in (3.49), we get {
un → u∗ in L2(0, T ;Gdiv), a. e. in Ω× (0, T ),
ϕn → ϕ∗ in L2(0, T ; H), a. e. in Ω× (0, T ).
(3.50)
Proceeding similarly as in Theorem 1, [7] and Theorem 2, [17], we obtain (u∗, ϕ∗) is a
unique weak solution of (2.2a)-(2.2f) with control U∗. Also, (u∗, ϕ∗) ∈ C([0, T ];Gdiv) ×
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C([0, T ]; H). Note that the initial condition (3.47) and (3.38) gives the following conver-
gences:
un ∈ L∞(0, T ;Vdiv) ∩ L2(0, T ;H2(Ω)), ϕn ∈ L∞((0, T )× Ω)× L∞(0, T ; V)).
and
ϕn ∈ L∞(0, T ;W1,p), 2 ≤ p <∞.
Thus, we have (see Theorem 2, [18] also)
un
w∗−⇀ u∗ in L∞(0, T ;Vdiv),
un ⇀ u
∗ in L2(0, T ;H2(Ω)),
(un)t ⇀ u
∗
t in L
2(0, T ;Gdiv),
ϕn → ϕ∗ a.e., (x, t) ∈ Ω× (0, T ),
(ϕn)t ⇀ ϕ
∗
t in L
2(0, T ; H)
(3.51)
Thus the above convergences and Remark 2.14 (see (2.24)) imply that (u∗, ϕ∗) has the
regularity given in (2.21) and (2.22). Since u∗ ∈ C([0, T ];Vdiv) and J ∈ W2,1(R2;R), we
know that ϕ∗ ∈ C([0, T ]; H2) and hence we have
u∗(0) = u0 ∈ Vdiv and ϕ∗(0) = ϕ0 ∈ H2(Ω). (3.52)
Hence (u∗, ϕ∗) is a unique strong solution of (2.2a)-(2.2f) with control U∗ ∈ L2(0, T ;Gdiv).
Remember that Uad is the space consisting of controls U ∈ L2(0, T ;Gdiv) and hence Uad ∋
Un ⇀ U
∗ in L2(0, T ;Gdiv) implies that U∗ ∈ Uad. This easily gives (u∗, ϕ∗,U∗) ∈ Aad.
Claim (2): J = J (u∗, ϕ∗,U∗). Since the cost functional J (·, ·, ·) is continuous and convex
on L2(0, T ;Gdiv)×L2(0, T ; H)×Uad, it follows that J (·, ·, ·) is weakly lower semi-continuous
(see Proposition 1, Chapter 5, [3]). That is, for a sequence Un → U ∈ Uad,
(un, ϕn,Un)
w−⇀ (u∗, ϕ∗,U∗) in L2(0, T ;Vdiv)× L2(0, T ; V)× L2(0, T ;Gdiv),
we have
J (u∗, ϕ∗,U∗) ≤ lim inf
n→∞
J (un, ϕn,Un).
Therefore, we get
J ≤ J (u∗, ϕ∗,U∗) ≤ lim inf
n→∞
J (un, ϕn,Un) = lim
n→∞
J (un, ϕn,Un) = J ,
and hence (u∗, ϕ∗,U∗) is a minimizer. 
3.3. Pontryagin Maximum Principle. In this subsection, we prove the Pontryagin max-
imum principle for the optimal control problem defined in (OCP). Pontryagin Maximum
principle gives a first order necessary condition for the optimal control problem (OCP).
We also characterize the optimal control in terms of the adjoint variables. Even though we
announced the subsection title as Pontryagin maximum principle, our problem is a mini-
mization of the cost functional given in (3.37) and hence we obtain a minimum principle.
The following minimum principle is satisfied by the optimal triplet
(u∗, ϕ∗,U∗) ∈ Aad:
1
2
‖U∗(t)‖2 + (p(t),U∗(t)) ≤ 1
2
‖W‖2 + (p(t),W), (3.53)
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for all W ∈ Gdiv, and a.e. t ∈ [0, T ]. Equivalently the above minimum principle may be
written in terms of the Hamiltonian formulation. Let us first define the Lagrangian by
L (u, ϕ,U) =
1
2
(‖u− ud‖2 + ‖ϕ− ϕd‖2 + ‖U‖2).
Then, we can define the corresponding Hamiltonian by
H (u, ϕ,U,p, η) = L (u, ϕ,U) + (p,N1(u, ϕ,U)) + (η,N2(u, ϕ)),
where N1 and N2 are defined by (3.40). Hence, we get the minimum principle as
H (u∗(t), ϕ∗(t),U∗(t),p(t), η(t)) ≤ H (u∗(t), ϕ∗(t),W,p(t), η(t)), (3.54)
for all W ∈ Gdiv and a.e. t ∈ [0, T ].
Definition 3.5 (Subgradient, Subdifferential). Let X be a real Banach space and f : X →
(−∞,∞] a functional on X. A linear functional u′ ∈ X′ is called subgradient of f at u if
f(u) 6= +∞ and
f(v) ≥ f(u) + 〈u′, v − u〉X′×X,
holds for all v ∈ X. The set of all sub-gradients of f at u is called subdifferential ∂f(u) of f
at u.
We say that f is Gaˆteaux differentiable at u in X if ∂f(u) consists of exactly one element,
which we denote by fu(u). This is equivalent to the assertion that the limit
〈fu(u), h〉X′×X = lim
τ→0
f(u+ τh)− f(u)
τ
=
d
dτ
f(u+ τh)
∣∣∣∣
τ=0
,
exists for all h ∈ X.
From (3.53), we see that −p ∈ ∂ 1
2
‖U∗(t)‖2, where ∂ denotes the subdifferential. Since,
1
2
‖ · ‖2 is Gaˆteaux differentiable, the subdifferential consists of a single point and it follows
that
− p(t) = U∗(t), a.e. t ∈ [0, T ]. (3.55)
Now we state the main result of our paper. For similar results regrading the incompress-
ible Navier-Stokes equations, see for example [36, 1] and for the linearized compressible
Navier-Stokes equations, see [15].
Theorem 3.6 (Pontryagin Minimum Principle). Let (u∗, ϕ∗,U∗) ∈ Aad be the optimal solu-
tion of the Problem OCP obtained in Theorem 3.4. Then there exists a unique weak solution
(p, η) of the adjoint system (3.44) such that
1
2
‖U∗(t)‖2 + (p(t),U∗(t)) ≤ 1
2
‖W‖2 + (p(t),W), (3.56)
for all W ∈ Gdiv and almost every t ∈ [0, T ].
Proof Let (u∗, ϕ∗,U∗) ∈ Aad be the optimal triplet of the control problem (OCP). Let
F(U) = J (uU, ϕU,U), where (uU, ϕU,U) is the solution of the system (2.2a)-(2.2f) with
control U ∈ Gdiv. Let U∗ + λU ∈ Gdiv such that (uu∗+λU, ϕu∗+λU,Uu∗+λU) ∈ Aad, for all
0 ≤ λ ≤ 1. Then, for λ ∈ [0, 1], we can deduce
F(U∗ + λU)−F(U∗)
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=
1
2
∫ T
0
‖uU∗+λU(t)− uU∗(t)‖2dt+
∫ T
0
(uU∗+λU(t)− uU∗(t),uU∗(t)− ud(t))dt
+
1
2
∫ T
0
‖ϕU∗+λU(t)− ϕU∗(t)‖2dt +
∫ T
0
(ϕU∗+λU(t)− ϕU∗(t), ϕU∗(t)− ϕd(t))dt
+
1
2
∫ T
0
λ2(U(t),U(t))dt +
∫ T
0
λ(U(t),U∗(t))dt. (3.57)
Since (uU∗+λU, ϕU∗+λU) and (uU∗ , ϕU∗) are the unique strong solutions of the system (2.2a)-
(2.2f) with controls U∗ + λU and U∗ respectively, using the estimates given in the Unique-
ness Theorem (see for example Theorem 2.12), ‖uU∗+λU − uU∗‖2L2(0,T ;Vdiv) can be estimated
by λ2‖U‖2L2(0,T ;Gdiv). Thus dividing by λ, and then sending λ → 0, we have ‖uU∗+λU −
uU∗‖L2(0,T ;Gdiv) → 0. Similarly ‖ϕU∗+λU − ϕU∗‖L2(0,T ;V′) → 0 as λ→ 0.
Let us denote the Gaˆteaux derivative ofF atU∗ in the direction ofU ∈ Gdiv by (F ′(U∗),U).
Let (w, ψ) satisfy the linearized system (2.30)-(2.35) with control U, and initial data and
forcing term to be equal to zero, that is, w(0) = h˜ = 0 and ψ(0) = 0. From Lemma 3.7
(see below), we have
lim
λ→0
‖uU∗+λU − uU∗ − λw‖L2(0,T ;Vdiv)
|λ| = 0, (3.58)
and
lim
λ→0
‖ϕU∗+λU − ϕU∗ − λψ‖L2(0,T ;H)
|λ| = 0, (3.59)
since uU∗ − ud ∈ L2(0, T ;Vdiv) ⊂ L2(0, T ;Gdiv) ⊂ L2(0, T ;V′div) and ϕU∗ − ϕd ∈ L2(0, T ; V).
Dividing by λ and then taking λ→ 0 in (3.57), we obtain
0 ≤ (F ′(U∗),U) = lim
λ→0
F(U∗ + λU)− F(U∗)
|λ|
=
∫ T
0
(w(t),uU∗(t)− ud(t))dt +
∫ T
0
(ψ(t), ϕU∗(t)− ϕd(t))dt +
∫ T
0
(U(t),U∗(t))dt,
where
w = lim
λ→0
uU∗+λU − uU∗
|λ| and ψ = limλ→0
ϕU∗+λU − ϕU∗
|λ| . (3.60)
Identifying the inner product in Gdiv with the duality pairing between Vdiv and V
′
div, using
(3.44), we obtain
0 ≤ (F ′(U∗),U) =
∫ T
0
(w,−pt − ν∆p− (p · ∇T )u∗ + (u∗ · ∇)p− η∇ϕ∗ −∇q)dt
+
∫ T
0
(ψ,−ηt + J ∗ (p · ∇ϕ∗)− (∇J ∗ ϕ∗) · p+∇a · pϕ∗)dt
+
∫ T
0
(ψ,−u∗ · ∇η − a∆η + J ∗∆η − F′′(ϕ∗)∆η)dt+
∫ T
0
(U,U∗)dt.
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Since ∇ ·w = 0 and ∇ · p = 0, an integration by parts yields
0 ≤(F ′(U∗),U) =
∫ T
0
(wt − ν∆w + (w · ∇)u∗ + (u∗ · ∇)w +∇aϕ∗ψ,p)dt
+
∫ T
0
((J ∗ ψ)∇ϕ∗ + (J ∗ ϕ∗)∇ψ −∇piw,p)dt
+
∫ T
0
(ψt +∇ϕ∗ ·w + u∗ · ∇ψ −∆(aψ − J ∗ ψ − F′′(ϕ∗)ψ), η)dt+
∫ T
0
(U,U∗)dt
=
∫ T
0
(U(t),p(t))dt+
∫ T
0
(U(t),U∗(t))dt,
where last equality follows; thanks to the equation satisfied byw with controlU and h˜ = 0.
Thus, we have
0 ≤ (F ′(U∗(t)),U(t)) =
∫ T
0
(U(t),p(t))dt +
∫ T
0
(U(t),U∗(t))dt.
Similarly if we take the directional derivative of F in the direction of −U ∈ Gdiv, we obtain
(F ′(U∗(t)),U(t)) ≤ 0. Hence, we obtain (F ′(U∗(t)),U(t)) = 0, and we have∫ T
0
(U(t),p(t))dt+
∫ T
0
(U(t),U∗(t))dt = 0, (3.61)
for all U ∈ Gdiv. Thus it is immediate that
(U(t),p(t) + U∗(t)) = 0, for all U ∈ Gdiv and a.e. t ∈ [0, T ].
Since the above equality is true for all U ∈ Gdiv, we get
U∗(t) = −p(t), a.e. t ∈ [0, T ].
Lemma 3.7. Let (u0, ϕ0) satisfies (3.39) and F(·) satisfies 3.38, the mapping U 7→ (uU, ϕU)
from Uad into (C([0, T ];Gdiv) ∩ L2(0, T ;Vdiv))× (C([0, T ]; V′) ∩ L2(0, T ; H)) is Gaˆteaux differ-
entiable. Furthermore, we have(
lim
λ→0
uU∗+λU − uU∗
|λ| , limλ→0
ϕU∗+λU − ϕU∗
|λ|
)
= (w, ψ), (3.62)
where (w, ψ) is the unique weak solution of
wt − ν∆w + (w · ∇)uU∗ + (uU∗ · ∇)w +∇piw
= −∇aψϕU∗ − (J ∗ ψ)∇ϕU∗ − (J ∗ ϕU∗)∇ψ +U, in Ω× (0, T ),
ψt +w · ∇ϕU∗ + uU∗ · ∇ψ = ∆µ˜, in Ω× (0, T ),
µ˜ = aψ − J ∗ ψ + F′′(ϕU∗)ψ, in Ω× (0, T ),
div w = 0, in Ω× (0, T ),
∂µ˜
∂n
= 0, w = 0 on ∂Ω × (0, T ),
w(0) = 0, ψ(0) = 0 in Ω.
(3.63)
That is, we have
lim
λ→0
‖uU∗+λU − uU∗ − λw‖L2(0,T ;Vdiv)
|λ| = 0, limλ→0
‖ϕU∗+λU − ϕU∗ − λψ‖L2(0,T ;H)
|λ| = 0,
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and the pair (uU∗ , ϕU∗) and (uU∗+λU, ϕU∗+λU) are the unique strong solutions of the system
(2.2a)-(2.2f) with controls U∗ and U∗ + λU, respectively.
Proof. In order to prove (3.62), we need to prove (3.58) and (3.59). Let us set
(˜˜u, ˜˜ϕ) = (uU∗+λU − uU∗ , ϕU∗+λU − ϕU∗)
and (y, ̺) = (˜˜u− λw, ˜˜ϕ− λψ).
Observe that, (˜˜u, ˜˜ϕ) satisfies the following system:
˜˜ut − ν∆˜˜u+ (˜˜u · ∇)˜˜u+ (˜˜u · ∇)uU∗ + (uU∗ · ∇)˜˜u+∇˜˜pi˜˜u
= −∇a
2
˜˜ϕ2 −∇a˜˜ϕϕU∗ − (J ∗ ˜˜ϕ)∇˜˜ϕ,−(J ∗ ˜˜ϕ)∇ϕU∗
− (J ∗ ϕU∗)∇˜˜ϕ+ λU, in Ω× (0, T ),˜˜ϕt + ˜˜u · ∇˜˜ϕ+ ˜˜u · ∇ϕU∗ + uU∗ · ∇˜˜ϕ = ∆˜˜µ, in Ω× (0, T ),˜˜µ = a˜˜ϕ− J ∗ ˜˜ϕ+ F′(ϕU∗+λU)− F′(ϕU∗),
div ˜˜u = 0, in Ω× (0, T ),
∂˜˜µ
∂n
= 0, ˜˜u = 0 on ∂Ω × (0, T ),˜˜u(0) = 0, ˜˜ϕ(0) = 0 in Ω,
(3.64)
Let us now use Taylor’s series expansion of F′(ϕU∗+λU)−F′(ϕU∗) up to third order to obtain
F′(ϕU∗+λU)− F′(ϕU∗) = F′′(ϕU∗)˜˜ϕ+ F′′′(ϕU∗ + θ˜˜ϕ) ˜˜ϕ2
2
,
for some 0 < θ < 1. Using the decomposition of µ∇ϕ given in (2.28), we know that
piU∗ = piU∗ − [F(ϕU∗) + a2ϕ2U∗ ] and hence we have˜˜
pi˜˜u = piU∗+λU − piU∗ −
[
F(ϕU∗+λU)− F(ϕU∗) + a
2
(
ϕ2U∗+λU − ϕ2U∗
)]
. (3.65)
Moreover, it can be shown that (y, ̺) satisfies the following system:
yt − ν∆y + (y · ∇)uU∗ + (uU∗ · ∇)y +∇piy + (J ∗ ̺)∇ϕU∗ + (J ∗ ϕU∗)∇̺−∇a̺ϕ
= −(˜˜u · ∇)˜˜u− ∇a
2
˜˜ϕ2 − (J ∗ ˜˜ϕ)∇˜˜ϕ, in Ω× (0, T ),
̺t + y · ∇ϕU∗ + uU∗ · ∇̺−∆µ˜̺ = −˜˜u · ∇˜˜ϕ, in Ω× (0, T ),
µ˜̺ = a̺− J ∗ ̺+ F′′(ϕU∗)̺+ F′′′(ϕU∗ + θ˜˜ϕ) ˜˜ϕ2
2
,
div y = 0, in Ω× (0, T ),
∂µ˜̺
∂n
= 0, y = 0 on ∂Ω × (0, T ),
y(0) = 0, ̺(0) = 0 in Ω,
(3.66)
where
piy = (piU∗+λU − piU∗)− λpi
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−
[
F(ϕU∗+λU)− F(ϕU∗)− λF′(ϕU∗)ψ + a
2
(
ϕ2U∗+λU − ϕ2U∗
)− λaϕU∗ψ]
= Υ− ̺(F′(ϕU∗) + aϕU∗)−
˜˜ϕ2
2
(
a + F′′(ϕU∗ + θ1 ˜˜ϕ)),
for some 0 < θ1 < 1. In the above estimate, we used the Taylor series expansion and we
defined Υ := (piU∗+λU − piU∗)− λpi.
Let us denote the nonlinear terms in the equations for y, ̺ in(3.66) by k(x, t), l(x, t)
respectively. That is, we have
k(x, t) = −(˜˜u · ∇)˜˜u− ∇a
2
˜˜ϕ2 − (J ∗ ˜˜ϕ)∇˜˜ϕ−∇piy,
l(x, t) = −˜˜u · ∇˜˜ϕ+ 1
2
∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2). (3.67)
Our next aim is to show that
‖k(x, t)‖L2(0,T ;V′
div
) ≤ C
(
‖˜˜u‖L∞(0,T ;Gdiv)‖˜˜u‖L2(0,T ;Vdiv) + ‖˜˜ϕ‖L∞(0,T ;H)‖˜˜ϕ‖L2(0,T ;V)), (3.68)
‖l(x, t)‖L2(0,T ;H−2) ≤ C
(
‖˜˜u‖L∞(0,T ;Gdiv)‖˜˜u‖L2(0,T ;Vdiv)
+‖˜˜ϕ‖L∞(0,T ;H) p−2∑
k=1
‖˜˜ϕ‖kL2k(0,T ;V) + ‖˜˜ϕ‖L2(0,T ;H2) p−2∑
k=1
‖˜˜ϕ‖kL∞((0,T )×Ω)
)
, (3.69)
for p ≥ 3 and since F′′ has a polynomial growth. Further by using Theorems 2.12, 2.15
and Remark 2.17, imply that
‖y‖L2(0,T ;Vdiv) ≤ C‖k(x, t)‖L2(0,T ;V′div) ≤ Cλ2, (3.70)
‖̺‖L2(0,T ;H) ≤ C‖l(x, t)‖L2(0,T ;H−2) ≤ C
p−2∑
k=1
λλk. (3.71)
In order to get the required bound in (3.68), we take the inner product of k(x, t) with y
to obtain
〈k(x, t),y〉 = −〈(˜˜u · ∇)˜˜u,y〉 − 1
2
(∇a˜˜ϕ2,y)− ((J ∗ ˜˜ϕ)∇˜˜ϕ,y)− (∇piy,y), (3.72)
Using devergence free condition we get (∇piy,y) = 0. Further using an integration by
parts, divergence free condition and Ho¨lder’s inequality, we know that
|〈(˜˜u · ∇)˜˜u,y〉| ≤ ‖˜˜u‖2
L4
‖∇y‖ ≤ ‖˜˜u‖2
L4
‖y‖Vdiv,
so that by using the Ladyzhenskaya inequality, we get∫ T
0
‖(˜˜u(t) · ∇)˜˜u(t)‖2
V′
div
dt ≤
∫ T
0
‖˜˜u(t)‖4
L4
dt ≤ 2 sup
t∈[0,T ]
‖˜˜u(t)‖2 ∫ T
0
‖∇˜˜u(t)‖2dt.
Thus, we obtain
‖(˜˜u · ∇)˜˜u‖L2(0,T ;V′
div
) ≤
√
2‖˜˜u‖L∞(0,T ;Gdiv)‖˜˜u‖L2(0,T ;Vdiv). (3.73)
Using Ho¨lder’s inequality and Poincare´ inequality, we also have∣∣∣∣12(∇a˜˜ϕ2,y)
∣∣∣∣ ≤ 12‖∇a‖L∞‖˜˜ϕ‖2L4‖y‖ ≤ 12√λ1‖∇a‖L∞‖˜˜ϕ‖2L4‖y‖Vdiv .
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Hence, we get ∫ T
0
∥∥∥∥∇a2 ˜˜ϕ2(t)
∥∥∥∥2
V′
div
dt ≤ 1
4λ1
‖∇a‖2
L∞
∫ T
0
‖˜˜ϕ(t)‖4L4dt
≤ C sup
t∈[0,T ]
‖˜˜ϕ(t)‖2 ∫ T
0
‖∇˜˜ϕ(t)‖2dt.
Thus, it follows that ∥∥∥∥∇a2 ˜˜ϕ2
∥∥∥∥
L2(0,T ;V′
div
)
≤ C‖˜˜ϕ‖L∞(0,T ;H)‖˜˜ϕ‖L2(0,T ;V), (3.74)
where C = 1√
2λ1
‖∇a‖L∞ . Once again using an integration by parts, Ho¨lder’s inequality and
Poincare´ inequality, we obtain
|((J ∗ ˜˜ϕ)∇˜˜ϕ,y)| ≤ ‖∇J‖L1‖˜˜ϕ‖2L4‖y‖ ≤ 1√
λ1
‖∇J‖L1‖˜˜ϕ‖2L4‖y‖Vdiv.
An estimate similar to (3.74) and (2.12) yields
‖(J ∗ ˜˜ϕ)∇˜˜ϕ‖L2(0,T ;V′
div
) ≤ C‖˜˜ϕ‖L∞(0,T ;H)‖˜˜ϕ‖L2(0,T ;V), (3.75)
where C = 1√
λ1
‖∇J‖L1 . Combining (3.73)-(3.75), we finally obtain (3.68).
Now, to get the required bound in (3.69), we take inner product of B−1(̺− ̺) to obtain
(l(x, t)− l(x, t),B−1(̺− ̺)) = −(˜˜u · ∇˜˜ϕ,B−1(̺− ̺))
+
1
2
(∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2),B−1(̺− ̺))− 1
2
(∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2),B−1(̺− ̺)). (3.76)
Recalling, (∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2),B−1(̺− ̺)) = |Ω|∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)B−1(̺− ̺) and |f | ≤
1
|Ω|1/2‖f‖. It should be noted that ˜˜u · ∇˜˜ϕ = 0, since an integration by parts, ˜˜u∣∣∂Ω = 0 and
the divergence free condition of ˜˜u yields
˜˜u · ∇˜˜ϕ = 1|Ω|
2∑
i=1
∫
Ω
˜˜ui(x)∂ ˜˜ϕ(x)
∂xi
dx
=
1
|Ω|
2∑
i=1
[∫
∂Ω
˜˜ϕ(x)˜˜ui(x)ni(x)dx − ∫
Ω
∂ ˜˜ui(x)
∂xi
˜˜ϕ(x)dx] = 0. (3.77)
We estimate the first term in the right hand side of (3.76) using an integration by parts
and Ho¨lder’s inequality as
|(˜˜u · ∇˜˜ϕ,B−1(̺− ̺))| = |(˜˜u · ∇B−1(̺− ̺), ˜˜ϕ)| ≤ ‖˜˜u‖L4‖B−1/2(̺− ̺)‖‖˜˜ϕ‖L4. (3.78)
Since, (3.77) is true, from (2.11), it is immediate that (˜˜u · ∇˜˜ϕ,B−1(̺ − ̺)) = (B−1/2(˜˜u ·
∇˜˜ϕ),B−1/2(̺− ̺)). Thus, we have
‖B−1/2(˜˜u · ∇˜˜ϕ)‖ = sup
‖B−1/2(̺−̺)‖=1
|(B−1/2(˜˜u · ∇˜˜ϕ),B−1/2(̺− ̺))| ≤ ‖˜˜u‖L4‖˜˜ϕ‖L4. (3.79)
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Also, using (2.11), we get (l(x, t)− l(x, t),B−1(̺− ̺)) = (B−1(l(x, t)− l(x, t)), ̺− ̺) and
‖B−1(l(x, t)− l(x, t))‖ = sup
‖̺−̺‖=1
|(B−1(l(x, t)− l(x, t)), ̺− ̺)|
≤ sup
‖̺−̺‖=1
[
‖˜˜u‖L4‖˜˜ϕ‖L4‖B−1/2(̺− ̺)‖+ |(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2, ̺− ̺)|
+ ‖∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)‖‖B−1(̺− ̺)‖]
≤ ‖˜˜u‖L4‖˜˜ϕ‖L4 + ‖F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2‖+ ‖∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)‖,
where we used (2.10). Using (3.79), we estimate ‖˜˜u · ∇˜˜ϕ‖L2(0,T ;V′) as∫ T
0
‖B−1/2(˜˜u · ∇˜˜ϕ(t))‖2dt ≤ C ∫ T
0
‖˜˜u(t)‖2
L4
‖˜˜ϕ(t)‖2L4dt
≤ 2C
(∫ T
0
‖˜˜u(t)‖2‖∇˜˜u(t)‖2dt)1/2(∫ T
0
‖˜˜ϕ(t)‖2‖∇˜˜ϕ(t)‖2dt)1/2
≤ C sup
t∈[0,T ]
‖˜˜u(t)‖2(∫ T
0
‖∇˜˜u(t)‖2dt)+ C sup
t∈[0,T ]
‖˜˜ϕ(t)‖2(∫ T
0
‖∇˜˜ϕ(t)‖2dt),
where we used the Ladyzhenskaya, Ho¨lder, Young’s inequalities. Hence, we have
‖˜˜u · ∇˜˜ϕ‖L2(0,T ;V′) ≤ C(‖˜˜u‖L∞(0,T ;Gdiv)‖˜˜u‖L2(0,T ;Vdiv) + ‖˜˜ϕ‖L∞(0,T ;H)‖˜˜ϕ‖L2(0,T ;V)). (3.80)
In order to estimate the second term in (3.76), for simplicity, we take F(s) = (s2 − 1)2 and
estimate 1
2
(∆(F′′′(ϕU∗+θ˜˜ϕ)˜˜ϕ2),B−1(̺−̺)) using (2.10), Ho¨lder’s and Gagliardo-Nirenberg
inequalities as:
1
2
|(∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2),B−1(̺− ̺))| = 1
2
|(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2, ̺− ̺)|
≤ 1
2
‖(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2‖‖̺− ̺‖
≤ 12‖(ϕU∗ + θ˜˜ϕ)˜˜ϕ2‖‖̺− ̺‖
≤ 12
(
‖ϕU∗ ˜˜ϕ2‖+ ‖˜˜ϕ3‖)‖̺− ̺‖
≤ 12
(
‖ϕU∗‖L∞‖˜˜ϕ‖2L4 + ‖˜˜ϕ‖3L6)‖̺− ̺‖
≤ C
(
‖ϕU∗‖L∞‖˜˜ϕ‖‖∇˜˜ϕ‖+ ‖∇˜˜ϕ‖2‖˜˜ϕ‖)‖̺− ̺‖.
(3.81)
Now from (3.81), we infer that
1
2
‖F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2‖ ≤ C(‖ϕU∗‖L∞‖˜˜ϕ‖‖∇˜˜ϕ‖+ ‖∇˜˜ϕ‖2‖˜˜ϕ‖).
Thus, combining the above two estimates, we have∥∥∥∥12(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)
∥∥∥∥
L2(0,T ;H)
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≤ C
(
‖ϕU∗‖L∞((0,T )×Ω)‖˜˜ϕ‖L∞(0,T ;H)‖˜˜ϕ‖L2(0,T ;V) + ‖˜˜ϕ‖L∞(0,T ;H)‖˜˜ϕ‖2L4(0,T ;V)). (3.82)
Using the fact that F(·) has polynomial growth and Gagliardo-Nirenberg inequality, the
general case of polynomial of order p can be obtained in a similar way as∥∥∥∥12 |(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)
∥∥∥∥
L2(0,T ;H)
≤ C(‖ϕU∗‖L∞((0,T )×Ω))‖˜˜ϕ‖L∞(0,T ;H) p−2∑
k=1
‖˜˜ϕ‖kL2k(0,T ;V), (3.83)
for p ≥ 3. Now, we estimate the final term in (3.76) as
1
2
(∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2),B−1(̺− ̺)) ≤ 1
2
‖∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)‖‖B−1(̺− ̺)‖
≤ 1
2
‖∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)‖‖̺− ̺‖. (3.84)
As before, for simplicity, we take F(s) = (s2 − 1)2 and estimate the first term in the right
hand side of (3.84) as
1
2
‖∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)‖ ≤ 12‖∆((ϕU∗ + θ˜˜ϕ)˜˜ϕ2)‖
≤ 12
(
(2‖ϕU∗‖L∞‖˜˜ϕ‖L∞ + 3‖˜˜ϕ‖2L∞)‖∆˜˜ϕ‖+ ‖˜˜ϕ‖2L∞‖∆ϕU∗‖
+ (2‖ϕU∗‖L∞ + 6‖˜˜ϕ‖L∞)‖∇˜˜ϕ‖2 + 4‖∇ϕU∗‖‖ϕ‖L∞‖∇˜˜ϕ‖).
Thus, we have,∥∥∥∥12∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)
∥∥∥∥
L2(0,T ;H)
≤ C
[(
‖ϕU∗‖L∞((0,T )×Ω)‖˜˜ϕ‖L∞((0,T )×Ω) + ‖˜˜ϕ‖2L∞((0,T )×Ω))‖˜˜ϕ‖L2(0,T ;H2)
+
(
‖ϕU∗‖L∞((0,T )×Ω) + ‖˜˜ϕ‖L∞((0,T )×Ω))‖˜˜ϕ‖2L4(0,T ;V)
+ ‖ϕU∗‖L4(0,T ;V)‖˜˜ϕ‖L∞((0,T )×Ω)‖˜˜ϕ‖L4(0,T ;V) + ‖ϕU∗‖L2(0,T ;H2)‖˜˜ϕ‖2L∞((0,T )×Ω)
≤ Cλ(λ+ λ2). (3.85)
In gerneral, since F(·) has a polynomial growth, a similar kind of estimate holds true.
Combining (3.80)- (3.85), we get (3.69). Also, the validity of (3.70) and (3.71) is imme-
diate using Theorems 2.12, 2.15 and 2.16. Hence by taking λ → 0, we finally arrive at
(3.58) and (3.59).
It completes the proof. 
Remark 3.8. If (u0, ϕ0) satisfies (3.39) and F(·) satisfies (3.38), the mapping U 7→ (uU, ϕU)
from Uad into (C([0, T ];Gdiv) ∩ L2(0, T ;Vdiv))× (C([0, T ]; H) ∩ L2(0, T ; V)) is Gaˆteaux differ-
entiable. In this case, (3.59) is replaced by
lim
λ→0
‖ϕU∗+λU − ϕU∗ − λψ‖L2(0,T ;V)
|λ| = 0.
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This strong Gaˆteaux differentiability of the mapping U 7→ (uU, ϕU) is similar to that of Theo-
rem 3.4, [19]. In order to establish this, we take the inner product of µ˜̺ with l(x, t) in (3.67)
to obtain
(l(x, t), µ˜̺) = −(˜˜u · ∇˜˜ϕ, µ˜̺) + 1
2
(∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2), µ˜̺).
Now an integration by parts and Ho¨lder’s inequality yield
−(˜˜u · ∇˜˜ϕ, µ˜̺) = (˜˜u · ∇µ˜̺, ˜˜ϕ) ≤ ‖˜˜u‖L4‖∇µ˜̺‖‖˜˜ϕ‖L4 ≤ ‖˜˜u‖L4‖˜˜ϕ‖L4‖µ˜̺‖V.
A calculation similar to (3.85) gives
1
2
|(∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2), µ˜̺)| ≤ ‖∆(F′′′(ϕU∗ + θ˜˜ϕ)˜˜ϕ2)‖‖µ˜̺‖
≤ C
(
‖˜˜ϕ‖ p−2∑
k=1
‖˜˜ϕ‖kV + ‖˜˜ϕ‖H2 p−2∑
k=1
‖˜˜ϕ‖kL∞
)
‖µ˜̺‖V,
for p ≥ 3. Thus, we have
‖l(x, t)‖V′ ≤ C
(
‖˜˜u‖L4‖˜˜ϕ‖L4 + ‖˜˜ϕ‖ p−2∑
k=1
‖˜˜ϕ‖kV + ‖˜˜ϕ‖H2 p−2∑
k=1
‖˜˜ϕ‖kL∞
)
,
and
‖µ˜̺‖L2(0,T ;V) ≤ C‖l(x, t)‖L2(0,T ;V′)
≤ C
(
‖˜˜u‖L∞(0,T ;Gdiv)‖˜˜u‖L2(0,T ;Vdiv) + ‖˜˜ϕ‖L∞(0,T ;H) p−2∑
k=1
‖˜˜ϕ‖kL2k(0,T ;V)
+‖˜˜ϕ‖L2(0,T ;H2) p−2∑
k=1
‖˜˜ϕ‖kL∞((0,T )×Ω)
)
≤ C
p−2∑
k=1
λλk.
It can be shown that
‖̺‖L2(0,T ;V) ≤ ‖µ˜̺‖L2(0,T ;V) ≤ C
p−2∑
k=1
λλk,
which gives Gaˆteaux differentiability of ϕU in the strong sense.
4. Second order necessary and sufficient optimality condition
In this section we derive the second order necessary and sufficient optimality condition
for the optimal control problem (OCP).
Let (û, ϕ̂, Û) be an arbitrary feasible triplet for the optimal control problem (OCP), we
set
Q
û,ϕ̂,Û = {(u, ϕ,U) ∈ Aad} − {(û, ϕ̂, Û)}, (4.86)
which denotes the differences of all feasible triplets for the problem (OCP) corresponding
to (û, ϕ̂, Û).
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Theorem 4.1 (Necessary condition). Let (u∗, ϕ∗,U∗) be an optimal triplet for the problem
(OCP) and the adjoint variables (p, η) satisfies the adjoint system (3.44). Then for any
(u, ϕ,U) ∈ Qu∗,ϕ∗,U∗, there exist 0 ≤ θ ≤ 1 such that∫ T
0
‖u(t)‖2dt+
∫ T
0
‖ϕ(t)‖2dt+
∫ T
0
‖U(t)‖2dt+
∫ T
0
(
(F′′′(ϕ∗ + θϕ)ϕ2,∆η
)
− 2
∫ T
0
((u · ∇)u+ ∇a
2
ϕ2 + (J ∗ ϕ)∇ϕ− U,p)dt− 2
∫ T
0
(u · ∇ϕ, η)dt ≥ 0. (4.87)
Proof. For any (u, ϕ,U) ∈ Qu∗,ϕ∗,U∗ , by (4.86) there exist (z, ξ,W) ∈ Aad such that (u, ϕ,U) =
(z− u∗, ξ − ϕ∗,W − U∗). So from (2.2a)-(2.2f), we can derive that (u, ϕ) satisfies the fol-
lowing system:
ut − ν∆u + (u · ∇)u∗ + (u∗ · ∇)u+ (J ∗ ϕ)∇ϕ∗ + (J ∗ ϕ∗)∇ϕ+∇aϕϕ∗ +∇piu
= −(u · ∇)u− ∇a
2
ϕ2 − (J ∗ ϕ)∇ϕ+U, in Ω× (0, T ),
ϕt + u · ∇ϕ+ u∗ · ∇ϕ+ u · ∇ϕ∗ = ∆µ˜, in Ω× (0, T ),
µ˜ = aϕ− J ∗ ϕ+ F′(ϕ∗ + ϕ)− F′(ϕ∗), in Ω× (0, T ),
div u = 0, in Ω× (0, T ),
∂µ˜
∂n
= 0, u = 0, on ∂Ω × (0, T ),
u(0) = 0, ϕ(0) = 0, in Ω.
(4.88)
From now on we use the Taylor series expansion of F′ around ϕ∗. There exists a θ; 0 < θ <
1 such that
F′(ϕ∗ + ϕ)− F′(ϕ∗) = F′′(ϕ∗)ϕ+ F′′′(ϕ∗ + θϕ)ϕ
2
2
. (4.89)
Taking inner product of (4.88) with (p, η), integrating over [0, T ] and then adding, we get∫ T
0
(ut − ν∆u+ (u · ∇)u∗ + (u∗ · ∇)u+ (J ∗ ϕ)∇ϕ∗ + (J ∗ ϕ∗)∇ϕ+∇aϕϕ∗ +∇piu,p)dt
+
∫ T
0
((u · ∇)u+ ∇a
2
ϕ2 + (J ∗ ϕ)∇ϕ−U,p)dt
+
∫ T
0
(ϕt + u · ∇ϕ+ u∗ · ∇ϕ+ u · ∇ϕ∗ −∆µ˜, η)dt = 0. (4.90)
Using an integration by parts, we further get∫ T
0
(u,−pt − ν∆p+ (p · ∇)u∗ + (u∗ · ∇)p+∇ϕ∗η +∇q)dt
+
∫ T
0
(ϕ,−ηt + J ∗ (p · ∇ϕ∗)− (∇J ∗ ϕ∗) · p+∇a · pϕ∗ − u∗ · ∇η)dt
+
∫ T
0
(ϕ,−a∆η + J ∗∆η − F′′(ϕ∗)∆η)dt +
∫ T
0
(u · ∇ϕ, η)dt
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+
∫ T
0
((u · ∇)u+ ∇a
2
ϕ2 + (J ∗ ϕ)∇ϕ−U,p)dt−
∫ T
0
((F′′′(ϕ∗ + θϕ)
ϕ2
2
,∆η)dt = 0.
(4.91)
Since (u∗, ϕ∗,U∗) is an optimal triplet, it satisfies the first order necessary conditions given
in (3.55). This and the adjoint system (3.44) implies∫ T
0
(u,u∗ − ud)dt +
∫ T
0
(ϕ, ϕ∗ − ϕd)dt +
∫ T
0
(U,U∗)dt
+
∫ T
0
((u · ∇)u+ ∇a
2
ϕ2 + (J ∗ ϕ)∇ϕ,p)dt +
∫ T
0
(u · ∇ϕ, η)dt
−
∫ T
0
((F′′′(ϕ∗ + θϕ)
ϕ2
2
,∆η)dt = 0. (4.92)
Since (u, ϕ,U) ∈ Qu∗,ϕ∗,U∗, by (4.86), we have (u+ u∗, ϕ + ϕ∗,U + U∗) is a feasible triplet
for the problem (OCP). We obtain that
J (u+ u∗, ϕ+ ϕ∗,U+ U∗)− J (u∗, ϕ∗,U∗)
=
∫ T
0
‖(u+ u∗ − ud)(t)‖2dt +
∫ T
0
‖(ϕ+ ϕ∗ − ϕd)(t)‖2dt+
∫ T
0
‖(U + U∗)(t)‖2dt
−
∫ T
0
‖(u∗ − ud)(t)‖2dt−
∫ T
0
‖(ϕ∗ − ϕd)(t)‖2dt−
∫ T
0
‖U∗(t)‖2dt ≥ 0
=
∫ T
0
‖u(t)‖2dt +
∫ T
0
‖ϕ(t)‖2dt +
∫ T
0
‖U(t)‖2dt
+ 2
∫ T
0
(u,u∗ − ud)dt + 2
∫ T
0
(ϕ, ϕ∗ − ϕd)dt+ 2
∫ T
0
(U,U∗)dt ≥ 0. (4.93)
From (4.92), it follows that∫ T
0
‖u(t)‖2dt +
∫ T
0
‖ϕ(t)‖2dt +
∫ T
0
‖U(t)‖2dt
−
∫ T
0
((u · ∇)u+ ∇a
2
ϕ2 + (J ∗ ϕ)∇ϕ,p)dt−
∫ T
0
(u · ∇ϕ, η)dt
+
∫ T
0
((F′′′(ϕ∗ + θϕ)
ϕ2
2
,∆η)dt ≥ 0.
which completes the proof. 
Remark 4.2. Note that we assumed Dirichlet boundary condition on η in (3.44). One can
perform integration by parts in (4.91) and obtain the term (F′′′(ϕ∗ + θ4ϕ)
ϕ2
2
,∆η), which is
well-defined.
Theorem 4.3 (Sufficient condition). Suppose that (u∗, ϕ∗,U∗) be a feasible triplet for the
problem (OCP). Let us assume that the first order necessary condition holds true (see (3.55)),
and for any 0 ≤ θ ≤ 1 and (u, ϕ,U) ∈ Qu∗,ϕ∗,U∗, the following inequality holds:∫ T
0
‖u(t)‖2dt +
∫ T
0
‖ϕ(t)‖2dt +
∫ T
0
‖U(t)‖2dt
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−
∫ T
0
((u · ∇)u+ ∇a
2
ϕ2 + (J ∗ ϕ)∇ϕ,p)dt−
∫ T
0
(u · ∇ϕ, η)dt
+
∫ T
0
((F′′′(ϕ∗ + θϕ)
ϕ2
2
,∆η)dt ≥ 0. (4.94)
Then (u∗, ϕ∗,U∗) is an optimal triplet for the problem (OCP).
Proof. For any (z, ξ,W) ∈ Aad, we have by (4.86) that, (z− u∗, ξ − ϕ∗,W−U∗) ∈ Qu∗,ϕ∗,U∗
and it satisfies:
(z− u∗)t − ν∆(z− u∗) + ((z− u∗) · ∇)u∗ + (u∗ · ∇)(z− u∗) + (J ∗ (ξ − ϕ∗))∇ϕ∗
+ (J ∗ ϕ∗)∇(ξ − ϕ∗) +∇a(ξ − ϕ∗)ϕ∗ +∇pi(z−u∗)
= −((z− u∗) · ∇)(z− u∗)− ∇a
2
(ξ − ϕ∗)2 − (J ∗ (ξ − ϕ∗))∇(ξ − ϕ∗)
+W −U∗, in Ω× (0, T ),
(ξ − ϕ∗)t + (z− u∗) · ∇(ξ − ϕ∗) + u∗ · ∇(ξ − ϕ∗) + (z− u∗) · ∇ϕ∗
= ∆µ˜, in Ω× (0, T ),
µ˜ = a(ξ − ϕ∗)− J ∗ (ξ − ϕ∗) + F′(ξ)− F′(ϕ∗),
div (z− u∗) = 0, in Ω× (0, T ),
∂µ˜
∂n
= 0, (z− u∗) = 0, on ∂Ω × (0, T ),
(z− u∗)(0) = 0, (ξ − ϕ∗)(0) = 0, in Ω.
(4.95)
As we argued in (4.89), there exists a 0 ≤ θ˜ ≤ 1 such that
F′(ξ)− F′(ϕ∗) = F′′(ϕ∗)(ξ − ϕ∗) + F′′′(ϕ∗ + θ˜(ξ − ϕ∗))(ξ − ϕ
∗)2
2
.
Now multiplying (4.95) with (p, η), integrating over [0, T ] and then adding, we get∫ T
0
(z− u∗,−pt − ν∆p + (p · ∇)u∗ + (u∗ · ∇)p+∇ϕ∗η +∇q)dt
+
∫ T
0
(ξ − ϕ∗,−ηt + J ∗ (p · ∇ϕ∗)− (∇J ∗ ϕ∗) · p+∇a · pϕ∗ − u∗ · ∇η − a∆η)dt
+
∫ T
0
(ξ − ϕ∗, J ∗∆η − F′′(ϕ∗)∆η)dt
+
∫ T
0
(((z− u∗) · ∇)(z− u∗) + ∇a
2
(ξ − ϕ∗)2 + (J ∗ (ξ − ϕ∗))∇(ξ − ϕ∗)−W+U∗,p)dt
+
∫ T
0
((z− u∗) · ∇(ξ − ϕ∗), η)dt−
∫ T
0
((F′′′(ϕ∗ + θ˜4(ξ − ϕ∗))(ξ − ϕ
∗)2
2
),∆η)dt = 0,
(4.96)
where we also performed an integration by parts. Since (u∗, ϕ∗,U∗) satisfies the first order
necessary condition, i.e.,−p(t) = U∗(t), a.e. t ∈ [0, T ] and using the adjoint system (3.44),
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we further get∫ T
0
(z− u∗,u∗ − ud))dt +
∫ T
0
(ξ − ϕ∗, ϕ∗ − ϕd)dt +
∫ T
0
(U∗,W− U∗)dt
+
∫ T
0
(((z− u∗) · ∇)(z− u∗) + ∇a
2
(ξ − ϕ∗)2 + (J ∗ (ξ − ϕ∗))∇(ξ − ϕ∗),p)dt
+
∫ T
0
((z− u∗) · ∇(ξ − ϕ∗), η)dt−
∫ T
0
((F′′′(ϕ∗ + θ˜(ξ − ϕ∗))(ξ − ϕ
∗)2
2
),∆η)dt = 0.
(4.97)
We know that∫ T
0
‖(z− ud)(t)‖2dt +
∫ T
0
‖(ξ − ϕd)(t)‖2dt+
∫ T
0
‖W(t)‖2dt
−
∫ T
0
‖(u∗ − ud)(t)‖2dt−
∫ T
0
‖(ϕ∗ − ϕd)(t)‖2dt−
∫ T
0
‖U∗(t)‖2dt
=
∫ T
0
‖z(t)‖2dt +
∫ T
0
‖ξ(t)‖2dt+
∫ T
0
‖W(t)‖2dt
+
∫ T
0
(z− u∗,u∗ − ud))dt+
∫ T
0
(ξ − ϕ∗, ϕ∗ − ϕd)dt +
∫ T
0
(U∗,W− U∗)dt
=
∫ T
0
‖z(t)‖2dt+
∫ T
0
‖ξ(t)‖2dt +
∫ T
0
‖W(t)‖2dt
−
∫ T
0
(((z− u∗) · ∇)(z− u∗) + ∇a
2
(ξ − ϕ∗)2 + (J ∗ (ξ − ϕ∗))∇(ξ − ϕ∗),p)dt
−
∫ T
0
((z− u∗) · ∇(ξ − ϕ∗), η)dt+
∫ T
0
((F′′′(ϕ∗ + θ˜(ξ − ϕ∗))(ξ − ϕ
∗)2
2
),∆η)dt (4.98)
Using (4.94), we obtain for any (z, ξ,W) ∈ Aad, the following inequality holds:∫ T
0
‖(z− ud)(t)‖2dt+
∫ T
0
‖(ξ − ϕd)(t)‖2dt +
∫ T
0
‖W(t)‖2dt ≥∫ T
0
‖(u∗ − ud)(t)‖2dt +
∫ T
0
‖(ϕ∗ − ϕd)(t)‖2dt+
∫ T
0
‖U∗(t)‖2dt
which implies that the triplet (u∗, ϕ∗,U∗) is an optimal triplet for the problem (OCP). 
References
[1] F. Abergel and R. Temam, On Some Control Problems in Fluid Mechanics. Theoretical and Computational
Fluid Dynamics 1 (1990), 303-325.
[2] S. Agmon, Lectures on Elliptic Boundary Value Problems, AMS Chelsea Publishing, Providence, RI, 1965.
[3] J.-P. Aubin and I. Ekeland,Applied Nonlinear Analysis, Dover Publications, New York, 1984.
[4] T. Biswas, S. Dharmatti and M. T. Mohan, Maximum principle and data assimilation problem
for the optimal control problems governed by 2D nonlocal Cahn-Hilliard-Navier-Stokes equations,
https://arxiv.org/pdf/1803.11337.pdf.
[5] F. Boyer, Mathematical study of multi-phase flow under shear through order parameter formulation. As-
ymptotic analysis 20(2) (1999), 175-212.
30 T. BISWAS, S. DHARMATTI AND M. T. MOHAN
[6] E. Casas and F. Tro¨ltzsch, Second-order necessary and sufficient optimality conditions for optimization
problems and applications to control theory. SIAM J. Optim. 13 (2) (2202), 406-431.
[7] P. Colli, S. Frigeri and M. Grasselli, Global existence of weak solutions to a nonlocal Cahn–Hilliard
Navier–Stokes system. Journal of Mathematical Analysis and Applications 386(1) (2012), 428-444.
[8] P. Colli, G. Gilardi, and J. Sprekels, Analysis and optimal boundary control of a nonstandard system of
phase field equations. Milan Journal of Mathematics 80(1) (2012), 1-31.
[9] P. Colli, and J. Sprekels, Optimal boundary control of a nonstandard Cahn-Hilliard system with dynamic
boundary condition and double obstacle inclusions, In: Colli P., Favini A., Rocca E., Schimperna G., Sprekels
J. (eds) Solvability, Regularity, and Optimal Control of Boundary Value Problems for PDEs. Springer
INdAM Series 22, 151-182, Springer, Cham, 2017.
[10] P. Colli and G. Gilardi, Optimal boundary control of a nonstandard viscous Cahn-Hilliard system with
dynamic boundary condition. SIAM J. Control Optim 53(2), 696-721 (2015).
[11] P. Colli and G. Gilardi, Distributed optimal control of a nonstandard nonlocal phase field system with
double obstacle potential. Evolution Equations and Control Theory 6, 1-35 (2017)
[12] P. Colli, G. Gilardi, E. Rocca and J. Sprekels, Optimal distributed control of a diffuse interface model of
tumor growth. Nonlinearity 30 (2017), 2518-2546.
[13] P. Colli, G. Gilardi, and J. Sprekels, Distributed optimal control of a nonstandard nonlocal phase field
system. AIMS Mathematics 1(3) (2016), 225-260.
[14] E. DiBenedetto, Degenerate Parabolic Equations, Springer-Verlag, New York, 1993.
[15] S. Doboszczak, M. T. Mohan, and S. S. Sritharan, Necessary conditions for distributed optimal control of
linearized compressible Navier-Stokes equations. Submitted.
[16] D. E. Edmunds, Optimal control of systems governed by partial differential equations. Bulletin of the
London Mathematical Society 4(2) (1972), 236-237.
[17] S. Frigeri, C. G. Gal and M. Grasselli, On nonlocal Cahn–Hilliard–Navier–Stokes systems in two dimen-
sions. Journal of Nonlinear Science 26(4) (2016), 847-893.
[18] S. Frigeri, M. Grasselli, and P. Krejci, Strong solutions for two-dimensional nonlocal Cahn–Hilliard-
Navier–Stokes systems. Journal of Differential Equations 255(9) (2013), 2587-2614.
[19] S. Friger, E. Rocca, and J. Sprekels, Optimal Distributed Control Of a Nonlocal Cahn–Hilliard
Navier–Stokes System in Two Dimension. SIAM journal of Control and Optimization 54 (1), 221-250.
[20] S. Frigeri, M. Grasselli and J. Sprekels, Optimal distributed control of two-dimensional nonlocal Cahn-
Hilliard-Navier-Stokes systems with degenerate mobility and singular potential, Applied Mathematics &
Optimization (2018), 1-33.
[21] A. V. Fursikov, Optimal control of distributed systems: Theory and applications, American Mathemtical
Society, Rhode Island, 2000.
[22] H. Garcke, M. Hinze and C. Kahle, Optimal Control of time-discrete two-phase flow driven by a diffuse-
interface model, arXiv preprint arXiv:1612.02283, 2016.
[23] H. Garcke, C. Hecht, M. Hinze and C. Kahle, Numerical approximation of phase field based shape and
topology optimization for fluids. SIAM Journal on Scientific Computing 37(4) (2015), A1846-A1871.
[24] M. D. Gunzburger, Perspectives in Flow Control and Optimization. SIAM’s Advances in Design and Con-
trol series, Philadelphia, 2003.
[25] M. Hintermuller and D. Wegner, Optimal control of a semidiscrete Cahn-Hilliard-Navier-Stokes system.
SIAM Journal on Control and Optimization 52(1)(2014), 747-772.
[26] M. Hintermu¨ller and D. Wegner, Distributed and boundary control problems for the semidiscrete Cahn-
Hilliard/Navier-Stokes system with nonsmooth Ginzburg-Landau energies. Topological Optimization and
Optimal Transport, Radon Series on Computational and Applied Mathematics 17 (2017), 40-63.
[27] T. Keil, M. Hintermu¨ller and D. Wegner, Optimal control of a semidiscrete Cahn-Hilliard-Navier-Stokes
system with non-matched fluid densities. (2017).
[28] O. A. Ladyzhenskaya, The Mathematical Theory of Viscous Incompressible Flow. Gordon and Breach, New
York, 1969.
[29] W. Lijuan and H. Pezjie, Second order optimality conditions for optimal control problems governed by
3-dimensional Navier-Stokes equations. Acta Mathematica Scientia 26(4) (2006), 729-734.
[30] T. Mejdo, Robust Control of a Cahn-Hilliard-Navier-Stokes Model. Communications on Pure and Applied
Analysis 15.6 (2016).
PONTRYAGIN MAXIMUN PRINCIPLE AND SECOND ORDER OPTIMALITY CONDITIONS 31
[31] T. Medjo, Optimal control of a Cahn–Hilliard–Navier–Stokes model with state constraints J. Convex Anal
22 (2015), 1135-1172.
[32] L. Nirenberg, On elliptic partial differential equations. Ann. Scuola Norm. Sup. Pisa 3 13 (1959), 115-
162.
[33] J. P. Raymond, Optimal control of partial differential equations. Universite´ Paul Sabatier, Lecture Notes,
2013.
[34] J. P. Raymond, Boundary feedback stabilization of the two dimensional Navier-Stokes equations. SIAM J.
Control and Optimiztion 45 (2006), 790-828.
[35] J. Simon, Compact sets in the space Lp(0, T ; B). Annali di Matematica Pura ed Applicata 146 (1986),
65-96.
[36] S. S. Sritharan, Optimal Control of Viscous Flow. SIAM Frontiers in Applied Mathematics, Piladelphia,
Society for Industrial and Applied Mathematics, 1998.
[37] R. Temam, Navier-Stokes Equations, Theory and Numerical Analysis. North-Holland, Amsterdam, 1984.
[38] F. Tro¨ltzsch and D. Wachsmuth, Second-order sufficient optimality conditions for the optimal control of
Navier-Stokes equations. ESAIM: Control, Optimisation and Calculus of Variations 12 (2006), 93-119.
[39] D. Wachsmuth, Sufficient second-order optimality conditions for convex control constraints. J. Math. Anal.
Appl. 319 (2006) 228-247.
[40] X. Zhao and C. Liu, Optimal control problem for viscous Cahn–Hilliard equation. Nonlinear Analysis:
Theory, Methods and Applications 74(17) (2011), 6348-6357.
[41] J. Zheng and Y. Wang, Optimal control problem for Cahn–Hilliard equations with state constraint. Journal
of Dynamical and Control Systems 21(2) (2015), 257-272.
