INTRODUCTION
It is well known that the structure of the vector space on the field of real numbers has the origin from the linear superposition principle which is the Ž basic tool for solving linear equations ordinary differential equations Ž . Ž . w x ODE , partial differential equations PDE ᎏ 21 , difference equations, . etc. . Namely, if u and u are solutions of the considered equation, also 1 2 a u q a u is a solution for any constants a and a . Then the vector 1 1 2 2 1 2 space structure allows one to develop different methods for solving problems with considered linear equations. w x Instead of the field of real numbers in 3, 4, 14, 15, 17, 25 , there is taken w x w x a semiring on the real interval a, b ; yϱ, qϱ , denoting the corre-Ž . Ž sponding operations as [ pseudo-addition and ᭪ pseudo-multiplica-. Ž tion . This structure is applied for solving nonlinear equations ODE, . PDE, difference equations, etc. using now the pseudo-linear principle w x 14᎐17 , which means that if u and u are solutions of the considered 1 2 nonlinear equation, then also a ᭪ u [ a ᭪ u is a solution for any 1 1 2 2 w x constants a and a from a, b . Based on semiring structure, there is 1 2 w x developed in 14, 15, 18᎐20 the so-called pseudo-analysis in an analogous way as classical analysis, introducing [-measure, pseudo-integral, pseudoconvolution, pseudo-Laplace transform, etc. Pseudo-analysis was applied for finding weak solutions of the Hamilton᎐Jacobi equation with nonw x smooth Hamiltonian, 14, 18, 19 . w x Jones and Ames 12 have considered a nonlinear superposition princi-Ž . ple NLSP as a powerful ad hoc technique for finding new solutions of w x ordinary and partial differential equations; see 2, 9, 24 . Namely, they considered an operation ଙ such that if u and u are solutions of the 1 2 considered nonlinear equation, then also u ଙu is a solution of this 1 2 w x w x equation. It was proven by Inselberg 11 , Levin 13 , and Goard and w x Broadbridge 9 that the operation ଙ may be also noncommutative. This motivated us to develop a further generalization of the real semiring structure to the case when the operations [ and ᭪ are noncommutative Ž . and nonassociative, and the left right distributivity of ᭪ over [ plays a crucial rule.
We give in Section 2 a representation theoremᎏTheorem 1 for such operations. In Section 3, in Theorems 2 and 3, we give a complete characterization for generalized pseudo-addition and pseudo-multiplication. The approach is based on the functional equation technique, given w x in 1 .
The main problem in the application on nonlinear PDE is the identificaw x tion of operations [ and ᭪ . Goard and Broadbridge 9 have obtained a w x close connection of NLSP and Lie symmetry algebras 5 . Namely, there are a number of computer added algorithms for finding Lie symmetry w x algebra 23 , and therefore this relation can be used for finding [ and ᭪ . With the help of this approach, we apply in Section 4 the generalized pseudo-analysis on some important nonlinear PDE.
2. GENERALIZED PSEUDO-ANALYSIS DEFINITION 1. We call real operations [ and ᭪ generalized pseudo-Ž . addition and generalized pseudo-multiplication from the right , respectively, if they satisfy the following conditions:
2 Ž 2 . i [ and ᭪ are functions from C ‫ޒ‬ .
Ž .
ii The equation t [ t s z for given z is uniquely solvable.
iii ᭪ is right distributive over [:
l we obtain generalized pseudo-addition and generalized pseudo-multiplica-Ž . tion from the left , respectively. Since all considerations are analogous, we shall take in the future considerations only on the right case.
We shall give a representation theorem for generalized pseudo-addition and generalized pseudo-multiplication. For that purpose, first we shall prove several lemmas. First of all, for a function of two real variables Ž . u s u x, y , we shall use the following notations 
Ž .
Ž . 
By the definition of , we obtain
Hence, by the definition of [ X , we have
Hence, we apply the inverse of 
Differentiating the last equality with respect to u, we obtain
Since by the supposition of lemma, we have that u ᭪ z / 0, we can
We put u s¨,
Namely, since by Lemma 2, derivatives are different from zero, and on the left side of the preceding equality is a function depending only on u, and on the right side a function which depends also on z, the only possibility is that the expression is constant, which we denote by c. Since by Lemma 2,
Ž . Differentiating 7 , we obtain
Ž . Since [ is idempotent, and by 9 and 10 we have
for a constant a / 0, we obtain
Ž . We divide the previous equation by a u ᭪ z and we obtain
If we rearrange the preceding equality, then we obtain that it is a derivative with respect to u of the following expression
Ž . where f z is an arbitrary continuous function nonidentically zero. We transform the preceding equality to the following one,
Integrating the preceding equality with respect to u, we obtain
Ž . where ␣ z is an arbitrary continuous function. Now, we define the function h in the following way,
Ž . which is a strictly monotone function. We rewrite 11 as
Since h is strictly monotone, there exists h y1 and we obtain from the last equality
Ž . i.e., the equality 2 .
Ž . LEMMA 4. If, in Lemma 3, we put h x s u, h y s¨, and define
Ž . where h is gi¨en by 3 , then the operation $ satisfies the functional equation
We apply h on both sides of the preceding equality,
Ž . Taking h x s u and h y s¨, we obtain
Ž . Ž . Using the definition of $ given in 12 , we obtain that $ satisfies 13 . Now as a consequence of Lemmas 2, 3, and 4, we obtain the following representation theorem. 
Proof. Let [ and ᭪ be generalized pseudo-addition and generalized Ž . pseudo-multiplication from the right , respectively. By Lemma 2, we X Ž . correspond to the operation [ an operation [ by 1 which is idempo-Ž . tent. Then by Lemma 3, it follows the representation of ᭪ by 2 . By Ž . Lemma 4, we obtain the representation 14 of the operation [. Ž . Suppose now that the operation ᭪ is given by 2 and the operation [ Ž . is given by 14 . Then we shall prove that ᭪ is right distributive over [. Namely, we have 
Ž . ␣ y , where t s t $ 0, a is a constant, and $, ␣, f, h are functions from Theorem 1.
Ž . Ž . Proof. i We put f z ' 1 in 2 and we obtain
Ž . and we choose ␣ z s y¨, so we have
Ž . Taking t s t $ 0 in the preceding equation, we obtain u $¨s¨q u y¨, Ž .
Ž . and substituting this in 14 , we obtain
Ž . Ž . Ž . ii We put f z ' y1 in 2 and we obtain
Ž . Ž . We put f z ' y1 in 13 , 
iii Suppose now that f z k 1. By 2 , we have
Ž . Under this supposition, we shall solve the functional equation 13 , i.e.,
We shall first prove that $ is an idempotent operation. By supposition on < Ž .< Ž . 
Hence,
Ž . i.e., $ is idempotent for c. Taking now in 13 u s¨s c, we obtain
Ž . Using 17 , we obtain
Ž . Ž . Ž . i.e., $ is idempotent for t z s cf z q ␣ z , which is not a constant w y1 Ž . supposing that u ᭪ z is nonconstant in z follows by h c ᭪ z s y1 Ž Ž . Ž ..x Ž . h cf z q ␣ z . Taking t z be bounded, we have that $ is idempotent also for
Since [ is continuous, we obtain by transfinite induction that $ is idempotent for all t.
Using the idempotency of $, we write $ in the form
where ¡F u,¨for u s¨,
u $¨yü)¨s otherwise,
Ž . and F is an arbitrary function from C . Putting this in 13 , we have
Taking z s b, we obtain
We can easily prove by induction that
< Ž .< for n s 0, " 1, " 2, . . . . Taking n ª ϱ for f b -1, we obtain u)¨s c) c s a, < Ž .< where a is a constant. We obtain the same result for f b ) 1, taking n ª yϱ. Hence, u $¨s au q 1 y a¨.
18
Ž . where for ␥ , ␤ arbitrary nonzero constants We consider the expression
Ž
. u s ␥ and¨s ␤ constants , and taking
we obtain
Ž . That means the functional determinant of functions x [ y and h x q k y with respect to x and y is zero; i.e., there is a functional connection between these functions, 
x The solution of this Pexider equation depending on z , see 1, 3.11 1 , is given by
where f, ␣, ␣ X are arbitrary functions from C 2 . These imply that k s h 1 Ž . and ␣ s ␣ s 0. Hence, we obtain 18 .
Ž . Remark 1. i Theorem 3 holds also for [, ᭪ g C ; then also f g C .
Ž .
ii As a consequence of Theorem 3, we obtain that [ is also commutative and associative. Especially, for f s h, we obtain the g-calcuw x lus; see 15, 16 . 4. APPLICATIONS ON NONLINEAR PDE EXAMPLE 1. We shall consider the following nonlinear PDE of the first w x order, see 9 , c x, y u q c x, y u s g u , 2 1
where c , c , and g are given functions. Taking
Ž . we introduce, using Theorem 2 i , generalized pseudo-addition [ and Ž . pseudo-multiplication ᭪ from the left for arbitrary ,
Ž . y1 Ž Ž .. respectively, for an arbitrary function ␣, and x s G q G x for 1 w x an arbitrary function G from C . Then by 9 we have that, if u and u 1 2 Ž . are solutions of 21 , then also for every ,
Ž . is a solution of 21 .
Ž . For arbitrary but fixed real number a and a solution u of 21 , we have that also for every function ␣ ,
Ž . Ž . is a solution of 21 . Namely, putting a ᭪ u in 21 , we obtain
X where we have used that g a᭪ u s 1rh a᭪ u , and h is the derivative of h. Hence,
Ž . Ž .
Ž t . w x where t s yln e q 1 , by 9 , the same statement as for the general case.
We remark that there cannot occur the situation of Theorem 3, because x ᭪Ј 0 can never be a constant for every x, since then u ᭪Ј 0 would be a Ž . Ž . constant, and therefore u ᭪Ј 0 s u ᭪Ј 0 s 0, which can give only a 
. Ž .
Ž . Ž yt . where t s ln e q 1 .
For ᭪ , we have y1
ln kŽ x .qln kŽ y .
s a q u Ž . is a solution of 23 . Summarizing, we have that if u and u are solutions 1 2 Ž . of 23 and a and a are arbitrary but fixed real numbers, then also for 1 2 every ) 0,
Ž . is a solution of 23 .
We note that if u is a solution and a is an arbitrary real number, then Ž . u ᭪ a is a solution of 23 if and only if s 1, which gives us the g-calculus.
EXAMPLE 3. We consider the following PDE of the second order, < < < < w x ␤ r ␤ , we obtain Levin's result 13 . 1 2 We note that if u is a positive solution and a is an arbitrary positive real Ž . number, then u ᭪ a is a positive solution of 24 if and only if s 1, which gives us the g-calculus.
