This paper deals with representation and reasoning on information concerning the evolution of a physical parameter by means of a model based on Fuzzy Constraint Satisfaction Problem formalism, and with which it is possible to define what we call Fuzzy Temporal Profiles (FTP). Based on fundamentally linguistic information, this model allows the integration of knowledge on the evolution of a set of parameters into a knowledge representation scheme in which time plays a fundamental role.
Introduction
Representation and reasoning on temporal information is one of the most studied topics of artificial intelligence. Time plays a fundamental role in the successful interaction of humans with the real world. To the extent that results incorporating a greater degree of nuances into the modelling and the use of temporal knowledge have been obtained, it has been possible to synthesize systems that deal with new, more complex tasks, in which there is an improved perception and understanding of the dynamic environment in which they take place.
The constraint satisfaction problem (CSP) is a declarative knowledge representation formalism that allows for a compact and expressive modelling and reasoning in many classes of problems, such as diagnosis, scheduling, design, resource allocation, etc. [8, 39] . CSPs have also proved successful in the representation and reasoning on temporal information. Temporal constraint satisfaction problems (TCSP) enable us to formulate a temporal reasoning problem upon a representation based on a set of variables corresponding to temporal objects, such as instants, intervals and/or durations, and a set of statements that restrict the temporal disposition of these objects along time. In the bibliography we find a set of proposals that vary fundamentally in the choice of temporal objects and the type of relations that can be modelled amongst them, most notably, Vilain and Kautz's qualitative point TCSPs [53] , Allen's qualitative interval TCSPs [1] , quantitative point TCSPs by Dechter et al. [9] , point-duration TCSPs by Navarrete et al., which allows to represent both qualitative and quantitative information [41] , and other proposals attempting to combine qualitative and quantitative TCSPs [30, 38] . TCSPs are generally intractable. In both qualitative and quantitative TCSPs, complexity stems from disjunctive relationships between pairs of variables, and hence research has focused on developing polynomial time algorithms that are sound although not complete [48] , and on identifying tractable subclasses, providing specialized algorithms for them: qualitative point subclasses [26, 51] , qualitative interval subclasses [11, 42, 54] , or the Simple Temporal Problem (STP) as a non-disjunctive quantitative point TCSP [9] .
The fuzzy set theory has resulted in an important breakthrough in the modelling of the vagueness, imprecision and uncertainty that characterize human knowledge [57] . Fuzzy sets are a natural and intuitively plausible way to represent and handle expressions such as "much later", "rises slowly" or "more or less 15 degrees", and may be thought of as a generalization of the representation of qualitative and quantitative information. Taking Zadeh's theory of possibility as a general framework [56] , Dubois et al. [14] cope with the modelling of soft constraint satisfaction problems by means of fuzzy sets (FCSP), introducing the handling of a priority between constraints and the modelling of a preference order between feasible solutions. In a FCSP a constraint is satisfied to a degree, and solutions for habitual problems with hard constraints (e.g., devising constraint relaxation methods in problems that are overly constrained or ranking solutions in problems that are under constrained) arise from the representation itself. Taking the theory of possibility as a starting point, Barro et al. [3] propose a language that allows us to generate fuzzy temporal constraints by applying arithmetic operators to linguistic expressions. This language makes it possible to define a Fuzzy Temporal Constraint Network (FTCN) [37, 52] which includes STP as a particular case. Recently, Khatib et al. [31] have proposed a formalism based on 23 the generalization of the TCSP framework, with the addition of a mechanism for specifying preferences, based on the semiring-based soft constraint formalism [5] , which subsumes FTCN. These works are the closest precursors of the current work. The aim of the Fuzzy Temporal Profile model (FTP) is to contribute to the computational representation of knowledge describing the behaviour of a system, characterized by the evolution of one of its significant parameters. Its starting point is a linguistic description of a profile of interest, such as: "Temperature is between 37 and approximately 38 degrees, from some time before 14:00 until 15:00; then it drops sharply to a much lower value, for a little over 40 minutes". In order to do so, we have developed a language [21] with which to describe the evolution of a physical parameter, and to project it in the terms that define the FTP model. The FTP model is defined as a FCSP insofar as the evolution of a parameter is represented by means of a collection of soft constraints that restrict the relative disposition of a set of significant points. Fuzzy constraints look particularly suitable to model preference relations implicit in a linguistic description. Furthermore, they allow the operation of the model to be inserted into a more general scheme of representation and reasoning based on fuzzy set theory [3] . Nevertheless, and due to this linguistic nature, there are no guarantees that the description of an evolution by means of a constraint network will be free of inconsistent information. Thus we have developed a set of algorithms that analyze the consistency of the FTP, warning the expert as to the presence of inconsistent information, in order to be able to correct it. Once the consistency of the FTP has been assessed, its practical application is based on the development of a tool for the recognition of profiles on a signal, which makes it possible to locate any signal fragments that are compatible with the definition of the FTP (see Fig. 1 ).
We start this exposé with a brief review of the fundamental concepts of the Fuzzy Temporal Profile model. We then go on to tackle the problem of the analysis of the consistency of the information that defines it. We study the problem of the topology of the constraint network on which the model is based, as well as certain simplifications that result in a tractable model. Later we show how the FTP model can be used as a signal pattern recognition tool. Lastly, we discuss the work presented here with regard to other proposals found in the bibliography and we suggest some conclusions.
Initial definitions
Zadeh defines fuzzy set as a set with a continuum of membership grades. So, a fuzzy set A in a discourse universe U is characterized by a membership function µ A : U → [0, 1] which associates with each element u ∈ U a real number in the interval [0, 1], which is called the grade of membership of u in A. Following Zadeh, we define the complement of a fuzzy set A as the setĀ given by µĀ = 1 −µ A . Given two fuzzy sets A and B in U , we say that A is a subset of B, if and only if µ A µ B . The union of two fuzzy sets A and B is a fuzzy set C, written as C = A ∪ B, such that µ C (u) = max{µ A (u), µ B (u)}, u ∈ U . The intersection of two fuzzy sets A and B is a fuzzy set C, written as C = A ∩ B, such that µ C (u) = min{µ A (u), µ B (u)}, u ∈ U .
Given as discourse universe the set of real numbers R, a fuzzy number is a normal and convex fuzzy subset of R [15] . A fuzzy set A with membership function µ A is normal if and only if ∃v ∈ R, µ A (v) = 1. A is said to be convex if and only if ∀v, v , v ∈ R, v ∈ [v, v ] 
, π A (v ) min{π A (v), π A (v )}.
We obtain a fuzzy number C from a flexible constraint given by a possibility distribution π C , which defines a mapping from R to the real interval [0, 1]. Thus, given a precise number v ∈ R, π C (v) ∈ [0, 1] represents the possibility of C being precisely v. The extreme values 1 and 0, respectively, represent the absolute and null possibility of C being equal to v. By means of π C we can define a fuzzy subset C of R, which contains the possible values of C, assuming that C is a disjoint subset, in the sense that its elements represent mutually excluding alternatives for C.
Considering µ C as the membership function that is associated to C , we have: ∀v ∈ R, π C (v) = µ C (v) . In general, we may use, indistinctly, both membership functions and possibility distributions (we denote C ≡ C ) that are associated to the different concepts we define, unless explicitly stated otherwise.
Normality and convexity properties are satisfied by representing π C , for example, by means of a trapezoidal representation C = (α, β, γ, δ), α β γ δ, where [β, γ ] represents the core, core(C) = {v ∈ R | π C (v) = 1}, and ]α, δ[ represents the support, supp(C) = {v ∈ R | π C (v) > 0} (see Fig. 2 ). Although the validity of FTP model is not restricted to a specific representation of possibility distributions, in practice it will suffice to work with trapezoidal distributions, given that in the possibility theory, what matters is the order of the possibility degrees attached to the different values of the universe of discourse, rather than the precise assignment of possibility degrees [18] .
A fuzzy number C can be thought of as an extension of the uncertainty interval concept, by means of σ -cuts. Given a fuzzy number C, σ -cuts are defined as , can be introduced [29] , as an extension of interval arithmetic [40] . Each one of these arithmetic operations (in general ) defines a fuzzy set, such that:
It is easily proved that the addition, the subtraction and the product of two fuzzy numbers is a fuzzy number, and that they are associative and commutative operations. The product is not distributive with respect to addition (it is only so in R + ) [29] . The product of two trapezoidal distributions is not generally a trapezoidal distribution, nevertheless we can use an approximation for the implementation. Given two trapezoidal distributions A = (α a , β a , γ a , δ a ) and B = (α b , β b , γ b , δ b ) we define the resulting trapezoidal distribution in the following manner:
It can easily be proved that the support and the core of this trapezoidal distribution coincide with those of A ⊗ B. They differ only in the form of the rise and fall segments.
We consider, for the moment, division as defined between fuzzy numbers included only in a semi-axis of the real line: for the sake of simplicity, the same, positive semi-axis. A fuzzy number A is positive if and only if: ∀x ∈ R, x 0, π A (x) = 0. Thus, we define the division of two positive fuzzy numbers A, B ⊂ R + , as the fuzzy number A B, following the general formula (1) .
We introduce the concept of fuzzy increment in order to represent extensions of intervals or, in general the difference between two numbers. A fuzzy increment D is represented by means of a fuzzy number. In this way, given an i ∈ R, π D (i) ∈ [0, 1] represents the possibility of D being precisely equal to i. Given an ordered pair of fuzzy numbers (A,E), we can talk of a fuzzy increment given by the subtraction D = E A.
We define fuzzy interval by means of its initial and final fuzzy numbers and a fuzzy increment which represents the difference between them. I (A,E,D) denotes the interval delimited by the numbers A and E, the difference between them being D. Even though the distributions of A and E may overlap, a positive extension (represented by a positive fuzzy number) of the interval will reject any assignment to A of a value that is the same or greater than the assignment to E.
We assume a dense and continuous representation of the time domain τ , which is isomorphic to the set of real numbers R. This representation includes the special symbols −∞ and ∞. In the temporal domain, the concept of fuzzy number serves to represent that of fuzzy instant [3, 19] . The concept of fuzzy increment serves to represent those of fuzzy duration or fuzzy temporal extension between fuzzy instants. Lastly, the fuzzy interval serves to represent fuzzy temporal intervals between fuzzy instants. 
Definition of the model
The evolution of knowledge-based systems is linked to the capability of modelling this knowledge with the richness of nuances with which human experts conceive it, and which are useful for them in problem solving. Moreover, the modelling of knowledge requires the development of tools that allow experts to convey their knowledge in the terms they habitually use.
Along these lines we present the Fuzzy Temporal Profile model (FTP). The main aim of this model is to capture the mental idea that an expert forms of a profile corresponding to the evolution of a physical parameter v(t), which takes real values in time, and with a linguistic description as a starting point. A FTP is a network of fuzzy constraints amongst a set of nodes which play the role of significant points. Each significant point is defined as a pair of variables: one corresponding to the value of a physical parameter and the other to the time of occurrence. The constraints of the FTP limit the values of the fuzzy temporal extension, value difference and slope between each two significant points. These constraints enable us to define the morphology of a physical parameter on the basis of the spatio-temporal disposition of the set of significant points, and on the evolution of the parameter between these points. The linear character of the description that is made by a FTP is justified from the point of view of visual perception [2] , which has proved that it is possible to synthesize the information of a curve into a set of high-curvature points joined by straight sections; from a linguistic point of view, this translates into the usual manner of describing trends, fundamentally carried out in terms of sections with an imprecise slope ("rises moderately", "falls gently"). Definition 3.1. We define a significant point X i associated with a variable v(t), as the pair formed by a variable of the domain V i , and a temporal variable T i .
where V i represents an unknown value of the physical parameter, and T i represents an unknown time instant. In the absence of any constraints, the variables V i and T i may take any precise value v i and t i , respectively.
Definition 3.2.
A unary constraint L i on a temporal variable T i is defined by means of a normal and convex possibility distribution π L i (t) over τ , such that ∀t ∈ τ : π L i (t) ∈ [0, 1], so that given a precise time instant t i , π L i (t i ) represents the possibility of T i taking the precise value t i . Formally, the distribution π L i (t) corresponds to the possibility distribution of a fuzzy number over τ , that is, a fuzzy instant.
The unary constraint L i restricts the domain of values that may be assigned to T i to those time instants t i which satisfy π L i (t i ) > 0. The possibility distribution π L i associated to a unary constraint induces a fuzzy subset on the time axis, to which we give the same symbol as the constraint L i . The constraint L ij jointly restricts the possible value domains of the variables T i and T j . In the absence of other constraints, the assignments T i = t i and T j = t j are possible if π L ij (t j − t i ) > 0 is satisfied. The possibility distribution π L ij associated to a binary constraint, which we represent as L ij , induces a fuzzy subset in the temporal extension domain. We add an additional significant point X 0 = L 0 , D 0 to the model, which represents a precise origin for the time and value axes. An arbitrary value may be assigned to this point, but for the sake of simplicity, we assign it the value L 0 = 0, D 0 = 0. Thus, all unary constraints may be treated as binary constraints . Given a precise value m ij , π M ij (m ij ) represents the possibility of the slope of the line that joins X i and X j being precisely m ij . Formally, the distribution π M ij corresponds to the possibility distribution of a fuzzy number, which we can interpret as the fuzzy slope of the line which joins X i and X j .
The constraint M ij jointly restricts the domains of V i , V j , T i and T j . In the absence of other constraints, the assignments
The possibility distribution π M ij associated with a quaternary constraint induces a fuzzy subset in the slope domain, which we will represent as M ij .
To this representation of fuzzy constraints we could add the concept of priority used in FCPSs [14] , making it possible to assign each constraint a degree of priority, which represents to what extent it is imperative that this constraint should be satisfied. 
When any constraint (L ij , D ij or M ij ) is not specified, it is understood that any value is completely possible, and the constraint receives the name of universal constraint,
. R ij and R ji contain the same information, i.e., they are redundant. We suppose that any constraint of the form L ii (D ii 
Furthermore, we suppose that the constraint M ii is equivalent to the universal constraint. Definition 3.8. We define Fuzzy Temporal Profile N = {X , R} as a finite set of significant points X = {X 0 , X 1 , . . . , X n }, and a finite set of constraints R = { L ij , D ij , M ij , 0 i, j n} defined on the variables that constitute these points.
Projection of the linguistic description onto a FTP
The language introduced in [21] permits the description of two types of temporal facts: events, which are represented by a significant point, and episodes, which are delimited by two significant points. An event is given by the occurrence of a particular value of the physical parameter at a temporal instant ("the temperature is much higher a little later"). An episode is given by the occurrence of a particular evolution during a temporal interval ("the temperature rises moderately during the ensuing minutes").
This language allows us to represent a set of well-constructed sentences in a computable manner, making use of the BNF metalanguage. After the syntactic analysis of an input sentence, a set of significant points and a set of constraints amongst them are identified. A subsequent semantic analysis makes it possible to obtain the set of possibility distributions corresponding to each one of the duration, value difference and slope constraints between each pair of significant points of the FTP. The result is a constraint network, represented by a directed graph (Fig. 3) , in which all nodes correspond to significant points, and arcs correspond to constraints on variables of the nodes that they join.
In order to represent events and episodes, we have attempted to model the qualitative temporal relations that appear in the bibliography. Thus, amongst instants we represent those of convex point algebra [53] : after, a positive constraint given by (π
; and its disjunctive combinations: before or equal (π 0 ), after or equal (π 0 ) and the universal constraint (π U ). We reject the representation of the relation different (π =0 ), since its possibility distribution is not convex. Furthermore, a representation based on fuzzy sets enables the model to capture the imprecision present in the quantitative relations, and found in expressions of the type: "approximately 5 minutes after", represented by a positive fuzzy duration, or "a little before", represented by a negative fuzzy duration. Similarly, we would represent value relations of the type "less than approximately 5 degrees higher". With regard to the qualitative relations that we represent between an instant and an interval, these are derived from applying the aforementioned qualitative relations on the instant and on those representing the onset and the end of the interval. The qualitative relations that we represent between intervals are the thirteen primitive ones of Allen's interval algebra [1] , and are projected onto the network by means of relations between the instants associated to the corresponding significant points [21] .
FTP recognition as an assignment
The aim of any constraint satisfaction problem is the search for solutions, i.e., sets of assignments to the variables of nodes that are compatible with the network constraints. Thus, matching a FTP with a real evolution E, obtained by a sampling process, E = {(v [1] , t [1] ), . . . , (v [w] , t [w] )} (where v [r] is a precise value of the parameter v(t) and t [r] is a precise instant at which v(t) takes this value), is carried out by way of searching for sets of assignments to the significant points of the FTP; the aim is to carry out the signal segmentation that best fits the definition of the FTP.
Definition 3.9. We call A i = v i , t i the assignment of a sample of the evolution (v [m] , t [m] ) ∈ E to the significant point
A pair of assignments (A i , A j ) induces three partial assignments:
We say that a pair of assignments (A i , A j ) is valid under constraint R ij , if and only if it satisfies the constraints that exist between the corresponding significant points
We say that a constraint R ij is satisfiable if there is at least one pair (A i , A j ) of valid assignments. Making use of the min operation to model the conjunctive combination of constraints, the degree of possibility of a pair of assignments being valid is given by:
if and only if it satisfies:
where π S N (A) = σ is the degree of consistency between A and the constraints that define the FTP. Thus, the possibility of A being a solution of the network N is given by the lowest of the degrees of possibility with which the values of each one of the assignments satisfy each of the constraints of the network. The use of the minimum operation prevents any constraint from being violated, except according to its relaxation capacities. On the other hand, and as has been shown in [5] , due to the idempotency of minimum, it is possible to use the same kind of algorithms in processing FCSPs as in CSPs.
Definition 3.11.
A network N is σ -satisfiable if and only if there is at least one σ -solution, σ ∈ ]0, 1]. We say that a network is satisfiable if it is 1-satisfiable, i.e., π S N is normal.
Operations on constraints
We define a set of operations on constraints, which allows us to obtain and combine new induced constraints from the initial ones.
Constraint intersection is a basic operation for information combination. Given two constraints R ij and Q ij , we define their intersection
Due to the fact that the constraints are defined by means of possibility distributions, the special nature of negation in the FTP description can be observed: a constraint C ij and its complement C ij do not jointly constitute inconsistent information in the classical sense, given that C ij ∩ C ij = ∅, but they do not define a 
Constraint composition is realized by means of basic fuzzy arithmetic operations: addition, subtraction, product and division. This composition defines some basic induced constraints. Thus, suppose D ik holds between X i and X k , and D kj between X k and X j , then an induced constraint can be defined as the composite constraint
The same applies for L ik , L kj and L ij . In the same way, suppose D ij , L ij and M ij hold between X i and X j , then a set of induced constraints can be defined as the composite constraints
Moreover, we can obtain more complex constraints by combining this composition operations, e.g.,
, taking a polynomial or rational form on fuzzy variables.
Consistency in FTPs
As a constraint network, the FTP is a redundant structure, which allows the expert to describe the desired evolution with a great deal of flexibility, as there are many different possible descriptions of the same evolution. This redundancy is highly useful for avoiding certain problems related to the handling of fuzzy information, such as the increase in vagueness with the aggregation of new items (see Fig. 4 ), very common in those representation schemes that favour incremental descriptions. On the downside, there are no guarantees that the linguistic description of a FTP thus obtained will be free of inconsistent information.
Obtaining a minimal FTP [50] entails the elimination from the domain of each variable of those values that are incompatible with the constraints on that variable, in order to obtain a network in which relations are defined in the most precise manner possible. Furthermore, it is during this process when inconsistencies in the network are detected. The obtention of a minimal FTP is based on a constraint order relation, which in turn enables us to define a network order relation.
We say that a constraint R ij is more restrictive than another one
, then all pairs of assignments A i and A j that verify R ij , will also verify Q ij , and with a degree of possibility that is greater than or equal to:
The inverse is not generally true. For those networks that have the same number of significant points we can define a relation order, so that a network M is more restrictive than another 
In general, given a network N , it is possible to find another network M which will be more restrictive, M ⊆ N , thus further constraining the possible assignments to the significant points without the loss of solutions of N . Thus we say that M and N are equivalent, N ≡ M, and that every solution of N is also a solution of M, with the same degree of possibility, and vice versa:
There is always a network M which is equivalent to N , and which is minimal with respect to the previously defined order. It can be trivially proved that this network is unique, since equivalence is closed under intersection.
On the other hand, we say that a network N is σ -consistent if for every partial assignment
We say that a network N is consistent if and only if it is σ -consistent, ∀σ ∈ ]0, 1]. As in general FCSP, even if a FTP is not consistent, best solutions can be provided due to the relaxation of some constraints. It can easily be proved that a network N is minimal and satisfiable if and only if it is consistent. Given a FTP described by the user, the fundamental problem is that of determining its consistency in such a way that we can be sure of the existence of at least one completely possible solution. The calculation of the minimal network will supply us with an answer to this problem. This calculation can be understood as the process of making explicit those constraints that are initially described implicitly, and which are obtained as induced constraints by means of constraint composition. We begin studying two types of induced constraints, leading us to two levels of local consistency: path consistency and section consistency.
Path consistency
Path consistency is one of the most studied network properties in the literature [9, 36, 37, 39] . It characterizes those networks of binary constraints with a direct constraint between each pair of nodes that is consistent with the constraint induced along any path that, passing through other nodes in the network, connects the initial two. In this section we apply the ideas of path consistency to FTPs.
Let us consider the description of a FTP that contains the following information: "a little after the temperature reaches its critical value it drops approximately 20 degrees; over the next fifteen minutes it rises by around five degrees". This statement describes a typical evolution of a physical parameter which may be projected onto a FTP defined by three significant points, as can be seen in Fig. 5 .
If we wish to verify the difference in value between points X 1 and X 3 , the direct constraint D 13 gives us no information; as it corresponds to the universal constraint, it Fig. 5. Projection onto a FTP network of the evolution fragment described in the text. All constraints that are not specified correspond to universal constraints (as can be seen in the right-hand part for the constraints between points X 1 and X 3 ).
considers any value between −∞ and +∞ to be equally possible. The same can be observed if we wish to find out the time elapsed between these significant points. If in the network N we substitute the initial constraints D 13 and L 13 for the induced constraints 18, 20, 22, 24) , we obtain a new network with the same solutions as N , but in which, having rejected all impossible values, we know the value difference and temporal extension between X 1 and X 3 with more precision, i.e., a network that is equivalent to N , but which is more restrictive. Let us examine separately the constraint network formed by the value difference constraints between the significant points N V = {V, D}, where V = {V 0 , V 1 , . . . , V n } and D = {D ij , 0 i, j n}; and the network formed only by the duration constraints, which defines a FTCN, N T = {T , L}, where
Each one of the networks N V and N T is a particular case of Simple Temporal Problem with Preferences (STPP) [31] : a merge of the Simple Temporal Problem (STP) [9] , and soft constraints based on semirings [5] . In order to formalize the process of combining local preferences into a global preference, and comparing solutions, a semiring structure S = Ω, +, ×, 0, 1 is imposed onto the STPP framework. A c-semiring is a semiring in which + is idempotent, 1 is its absorbing element, and × is commutative [5] . Thus, FCSPs can be modelled by choosing the c-semiring S fuzzy = Ω = [0, 1], max, min, 0, 1 . C-semirings allow for a partial order relation S over Ω to be defined as ρ S σ if and only if ρ + σ = σ . This ordering, in FCSPs, reduces to the ordering on reals.
STPP generalizes to any semiring S the fuzzy number addition and intersection in order to obtain induced constraints. Thus, we can define the intersection of two constraints P = I P , f P and Q = I Q , f Q , for a given semiring S, written P ∩ S Q = I P ∩ I I Q , f , where I P ∩ I I Q represents the pairwise intersection of intervals, and f (σ ) = f P (σ ) × f Q (σ ), for all σ ∈ I P ∩ I I Q ; and the composition of two constraints P and Q, written P ⊕ S Q = I P ⊕ I I Q , f , where t ∈ I P ⊕ I I Q if and only if there exists t 1 ∈ I P and t 2 ∈ I Q such that t = t 1 + t 2 , and f (σ ) = σ =σ 1 +σ 2 {f P (σ 1 ) × f Q (σ 2 )}, where σ 1 ∈ I P and σ 2 ∈ I Q , and is the generalization of + over sets. A path-induced constraint on variables Y i and Y j is given by the intersection of the induced constraints corresponding to all paths of length 2 from the node of subindex i to the node of subindex j :
A constraint P ij is path-consistent if and only if the constraint along any path is looser than or equal to the direct constraint between the end points: P ij ⊆ P C ij . A STPP is path-consistent if and only if all its constraints are path consistent. If the multiplicative operation of the semiring is idempotent, the STPP given by P C ij = P ij ∩ S (P ik ⊕ S P kj ), ∀i, j, k, 0 i, j, k n, is equivalent to the original one, and the obtention of the new STPP is independent of the order in the obtention of path-induced constraints [5] .
Khatib et al. [31] have proved that semi-convex preference functions (the equivalent of convexity in fuzzy numbers) are closed under intersection and composition of constraints P ij , if × is idempotent and the values in the semiring are totally ordered. Furthermore, they have proved that finding an optimal solution of a given STPP with semi-convex preference functions can be reduced to a polynomial two-step search process consisting of iteratively choosing a w ∈ Ω, then solving STP w as a distance graph [9] , until STP opt is found, where opt is the highest preference value such that STP opt has a solution.
With regard to the networks N V and N T , and as has already been stated, an algorithm that realizes ∀i, 
Section consistency
Let us now consider an isolated constraint R ij = L ij , D ij , M ij defining the section between two points, X i and X j . This representation of the constraint R ij is inherently redundant, and may even contain contradictory information. The following, using trapezoidal distributions, is an example: On their own, L ij and D ij define an approximated slope that we can estimate to be around 20 units/hour. Thus they carry information that is additional to that given by M ij . Moreover, these items of information may turn out to be inconsistent: e.g., substituting the M ij of the previous example with
is obviously inconsistent with the information supplied by L ij and D ij . By combining the three items of information it is possible to reduce the imprecision existent in the initial In order to eliminate redundant information and detect the presence of inconsistencies in each of the constraints R ij we propose a process for obtaining a minimal constraint. We construct a new network in which each R ij is defined by a set of constraints that are equivalent to the original ones, only they are more precise, calculating the constraints induced in each section. Intuitively, it would seem possible to obtain these constraints by means of the following expressions:
Nonetheless, these expressions are not directly applicable, as the fuzzy division is only defined in R + (for fuzzy sets whose support is contained in the positive semi-axis). One way of resolving this setback is to enforce a positive temporal constraint L ij between each pair of significant points; this is reasonable, as it means that all significant points are different and that a strict temporal order holds, thus avoiding the assignment of two different values to the same temporal instant. We say that a significant point X i precedes another, X j if and only if the constraint existing between them verifies that 
In the specific case of σ = 1 for the sake of simplicity we denote P 1 = P , N 1 = N and
, which is obtained from the original R ij , combining the constraints induced in the section. where
Definition 4.3. We say that a constraint R ij between two significant points X i and X j is section-consistent if and only if the constraints induced in the section are looser than or equal to the direct ones:
Definition 4.4. We say that the network N corresponding to a given FTP is sectionconsistent if and only if every constraint R ij , 0 i, j n, is section-consistent.
It is very easy to prove that the constraint
By extension, a FTP O made up of the constraints R T ij , 0 i, j n will be equivalent to the original one N :
It is easy to see that given a locally satisfiable constraint R ij , with L ij > 0, the constraint R T ij is convex and normal. This is highly useful for detecting inconsistencies during the consistency analysis stage: on one hand, the property of convexity is maintained after carrying out fuzzy arithmetic or set operations such as intersection; on the other, from the definition of equivalence and of satisfiability it immediately follows that each one of the constraints making up R T ij is normal. Regarding the procedure for obtaining R T ij , it is possible to think that by making the application of the expression of (2) recursive we would further refine the result, and the convergence of this process could be questioned. If we consider the obtention of section consistency as the result of the application of an operator T :
and M T ij are given by the expression (2), it can be proved that:
Proof. See Appendix A. ✷ Furthermore, R T ij is section-consistent, and due to the closed nature of the intersection, unique. Proof. See Appendix A. ✷
Algorithm for enforcing path and section consistency
The algorithm in Fig. 6 , based on PC-2 [36] , translates the ideas set out on the two local consistency levels that have been commented on, enforcing section consistency for all constraints R ij and path consistency in the two subnetworks N V and N T . When list Q is empty both types of consistency are achieved. If any of the constraints of the FTP is not normal during its execution an inconsistency will have been detected.
The REVISE_PATH(i,k,j) procedure enforces path consistency on the subnetworks N V and N T [36] , whereas the REVISE_SECTION(i,j) procedure applies (2) for enforcing section consistency. Both procedures modify the domains of possible assignments to the significant end-points X i and X j , which gives rise to the need to once again revise those constraints that are affected.
Computational efficiency can be improved by simply incorporating more efficient methods in the obtention of path consistency [50] . The aim of the solution given here is to show clearly those concepts that have been introduced, due to which we will not emphasize this aspect further.
The computational complexity of the algorithm presented in Fig. 6 is linked to the current size of the lists on which the consistency algorithms are to be applied. Working on continuous domains, this can lead us to the execution of infinite loops, as can be seen in the following example.
Example 1.
We consider a FTP made up of three significant points, and with a simple interval representation of the constraints A = (α, α, β, β) = [α, β], as can be seen in Fig. 7 .
Applying the proposed algorithm it can be seen how the constraints D 01 and L 01 approach [0, 0], and the constraints D 12 and L 12 approach [2, 2], and they do so in an infinite number of steps:
]. These problems can be alleviated by considering discrete domains, which corresponds with the intended use of the FTP model as a tool for signal pattern recognition. Through the use of discrete domains it is possible to terminate the constraint propagation when the difference between two consecutive results is lower than the discretisation factor. In practice, this is a matter of adjusting the discretisation factor in search for a trade-off between precision and efficiency in the consistency analysis process. Another way of defining weaker convergence is to use some scalar measure S(A, B) of similarity between two fuzzy sets [16, 28] 
. A threshold ε is chosen such that A = ε B if and only if S(A, B) ε.
On the other hand, we should emphasize the fact that the LOCAL_CONSISTENCY algorithm is sound, but not complete: it is easy to find an example of a network that is not satisfiable after applying this algorithm, in spite of all the constraints being defined by means of normal possibility distributions. Thus, this algorithm will be mainly used as an approximate algorithm, in a preprocessing stage. Example 2. Fig. 8 shows an example of a FTP that is inconsistent and at the same time path and section-consistent. Constraints R 13 and R 23 restrict to the centre of the rectangle the set of possible assignments to X 3 , and R 45 and R 46 do the same with respect to X 4 . Constraint R 34 does not allow this points to be assigned at the same time. 
Obtaining a minimal network
We have defined the minimal network such as the one in which each constituent constraint is more precise than any other defining the same FTP. We have also pointed out that this network gives us the constraints that reduce the domains of possible values for each variable to the minimal set of values that are compatible with all the constraints of the network. Thus, in a minimal network the most precise constraint on two significant points X i and X j , is the direct constraint R ij . If two assignments A i = (v i , t i ) and A j = (v j , t j ) both satisfy the constraints of R ij , then they form part of at least one solution.
The equivalence proved for the section and path consistency supply us with an intuitive basis for the obtention of the minimal network: each induced constraint is a necessary condition that any possible solution must verify. Thus, any method of obtaining the minimal network involves combining these necessary conditions in an exhaustive manner. Nevertheless, this exhaustive combination, carried out by means of constraint composition, does not generally obtain the minimal network, rather a cover of it: a network N such that M ⊆ N . In fact, the problem itself is NP-hard [24, 33] , due to the nature of the operations that are involved and the representation by means of fuzzy sets. This is derived in a simple manner for the fact that each one of the instances of the obtention of a minimal FTP problem contains one or more instances of a problem whose NP-hard character is proven. Obtaining a minimal network N entails the combination of all induced constraints obtained through constraint composition, as polynomial or rational functions f (Y 1 , . . . , Y m ) on fuzzy variables, where polynomial functions are the class of functions that can be obtained by means of addition, subtraction or multiplication.
The result of each one of these calculations is a fuzzy set Z, given by Zadeh's extension principle:
. . , µ Y m (y m ) .
Calculating Z involves verifying whether a precise z belongs to the fuzzy set Z and its degree of membership. In our problem z represents a partial assignment, and Z represents an induced constraint. On the other hand, the possibility distribution associated to each Y i may be represented by means of its σ -cuts. Each σ -cut is an interval. Therefore, it suffices to solve a set of functions over intervals, and then combine the results for each σ ∈ ]0, 1]. Thus, we are interested in calculating the sets: Interval calculus does not generally obtain the exact range [28, 40] ; but an interval that contains this range, which is usually called optimal interval. In fact, this problem is NPhard [23] . Besides, this can be proved by reduction from the partition problem.
Theorem 4.2 (Kreinovich [32]). Obtaining a minimal network for a FTP is NP-hard.
Proof. See Appendix A. ✷ 
Sequential FTP
What distinguishes a simple problem from a complex one is whether its representation makes it possible to find a solution in polynomial time or not. In the context of backtracking algorithms we consider a CSP to be simple if it can be solved by means of an algorithm that never executes the backtrack procedure (backtrack-free), in such a manner that it attains a solution in time linear in the number of variables and constraints. Obtaining backtrackfree search algorithms depends to a good degree on the topology of the network. Freuder [22] found the conditions under which it is possible to resolve tree-structured graphs using backtrack-free techniques. Later, Dechter and Pearl [10] extended these ideas in order to identify certain topological features related with local levels of consistency that make it possible to find a solution in a backtrack-free manner. Applying Dechter's ideas to the FTP model leads us to search for a simpler topology than the one described up until now, and for an assignment ordering to the significant points, providing algorithms for enforcing consistency relative to this specific ordering only. In this manner we guarantee the existence of consistent solutions by following this order. This simplification of the topology should not be detrimental to the representational capability of the model due to redundancy in the representation of information by means of constraint networks. In spite of this, we look for a topology that does not significantly lose expressive capacity, so that the expert will still have a useful tool for the representation of signal patterns.
We propose a FTP that responds to an essentially sequential description: each significant point is described by means of a temporal reference to the previous significant point introduced and following a strict temporal order (see Fig. 9 ), with references of the type "The initial temperature is normal; a little later it rises moderately to a higher value, slightly high; then the temperature remains constant for a little less than half an hour". Additionally, each significant point may be described by means of a reference of value with respect to any of the points previously introduced. This particular FTP model is projected onto a simpler topology than the general FTP, which is associated with poorer expressiveness in the description of a signal evolution. Even so, the resulting model responds to a good proportion of the expressions used in the description of the evolution of a parameter, which are characterized by a lack of temporal references with the origin, such as "the temperature starts to rise a little after 18:00". One drawback of this topology is the increasing lack of temporal precision as we add sections by means of durations with respect to the previous one, due to the increase in vagueness with the fuzzy addition operation. This could be avoided by an appropriate use of vagueness in the description of the FTP. The algorithm shown in Fig. 10 , applied to a SFTP SN , obtains a new SFTP SM that is equivalent to the initial one. Furthermore, a solution can be achieved from an initial assignment (A 0 , A i ), by means of a backtrack-free algorithm, covering all significant points on both sides of the initial one, in an ordered manner: {X i+1 , . . . , X n } on one side, and {X i−1 , . . . , X 1 } on the other, i.e., following the ordering θ = {A 0 , A i , A i+1 , . . . , A n , A i−1 , . . . , A 1 }, 1 i n. The idea behind the algorithm is as follows: we obtain those constraints induced over the variable V i of each significant point, on one hand, enforcing section consistency between each two consecutive points, and on the other, enforcing path consistency on the SN V subnetwork. Once a minimal SM V has been obtained, constraints R ij are reduced by enforcing section consistency.
The SEQUENTIAL_CONSISTENCY algorithm preserves the topology of SFTP invariant, i.e., no further constraint is added beyond those included in the SFTP definition. This algorithm terminates in O(n 3 ), where n is the number of nodes, and it corresponds to the computational complexity of enforcing path consistency in a network of fuzzy distances.
Given a sequential-consistent SFTP, we can prove that any assignment (A 0 , A i ) such that π R 0i (A 0 , A i ) = σ can be extended to a σ -solution by means of a backtrack-free algorithm, following the previously mentioned ordering θ in the assignment. If all constraints resulting from the SEQUENTIAL_CONSISTENCY procedure are normal, it is possible for us to find a consistent solution. 
Proof. See Appendix A. ✷
It is clear that if we start by assigning to X 1 , we can only assign in strict ascending order. Here, we can add a constraint L 01 to the SFTP and it is still within the conditions under which, after the application of the SEQUENTIAL_CONSISTENCY algorithm, and following the temporal ordering of the significant points, it is possible to carry out a backtrack-free assignment. Hence the SFTP model is a suitable representation for a large part of the descriptions that a human expert makes on the evolution of a parameter.
Modelling the semantics of signal episodes
The FTP model that has been proposed up until now limits the representation of a FTP to a set of signal events, i.e., their significant points, reducing the representation of an episode to the events that define the beginning and the end of the interval in which it takes place. Hence, in its current form, the model seems to adequately represent the semantics of expressions of the type ". . . fifteen minutes later the temperature is somewhat higher", where experts show their possible ignorance as to the evolution of the temperature during this fifteen-minute period, and in any case, their total lack of interest in what has occurred (Fig. 11) . The semantics of these expressions does not restrict the evolution that takes place between each two significant points, so that, given two assignments A i and A j to the end significant points, any evolution is completely possible.
Nevertheless, natural language allows us to give a set of descriptions in which subtle distinctions are made on the way the evolution between two significant points takes Fig. 11 . Graphic example of the representation of fuzzy constraints with which the real evolution is compared. Two different evolutions are shown, with the same degree of compatibility. We could try to model the semantics of an episode described by those sentences from the expert's language of the type ". . . during the following fifteen minutes the temperature rises a little bit", where it is understood that this rise is satisfied by all samples of the fragment of evolution with respect to the assignment carried out on the first significant point. Thus, we aim to find a membership function µ S ij =semantics 1 for modelling the behaviour of the physical parameter between each two significant points. In order to obtain this membership function we use the relative information that is associated to each section (R ij ) and the absolute information that is associated to the end points of the section (R 0i and R 0j ). By way of Zadeh's extension principle [55] on the expression of a straight line y − y 1 = m × (x − x 1 ), we obtain a fuzzy constraint on the points (v, t) that belong to the temporal interval between the two significant points.
The extension of equality is realized by means of Zadeh's extension principle:
The fuzzy constraint given by a linear equation (in the sense used by Bellman and Zadeh [4, 17] ) assigns a fuzzy set to a fuzzy equality, with a membership function given by:
This equation evaluates the degree of membership of a point (v, t) to the fuzzy straight line that is given by the constraints of the section R ij . In our particular case, the membership function of the expression (3) is instantiated on the specific assignment A i = v i , t i for the first of the significant points of the section (the point for which it is said that ". . . during the following fifteen minutes the temperature rises a little bit") (see Fig. 12 ). Thus the expression that is applied for the comparison procedure is as follows: compatibility of the fragment of the evolution between the assignments to the end significant points is calculated by means of aggregation employing the operator minimum:
Other semantics have been modelled by following this idea, such as expressions of the type "the temperature has risen moderately throughout the last few minutes", "throughout Fig . 12 . Example of FTP matching in a section described with semantics 1. The matching searches for the maximum compatibility between the signal samples and the fuzzy set instantiated by assignments to the end significant points.
more or less half an hour the temperature is high" amongst others. This opens the door to a modelling of quantification in natural language sentences. A more in-depth study of these semantics can be found in [20] . In any case, it is important to stress that the introduction of episode semantics is subsequent to the network consistency analysis stage. The introduction of an episode semantics such as that presented here is consistent with the event network that is obtained after the consistency analysis process, providing that a restrictive semantics (S ij = no_constraining) is only applied between each pair of consecutive points of the FTP. On the other hand, this corresponds with the habitual manner in which the linguistic description of the evolution of a parameter is realized: as a sequence read in a temporal ordering to which further value and time references are added, the aim of these being to make the description more precise.
FTP recognition
Once a FTP has been defined and its consistency has been proved, its practical application entails the development of a set of algorithms implementing a profile recognition task. These algorithms attempt to operate in a similar manner to human experts when visually examining a fragment of the evolution of a physical parameter in search of a known morphology.
It should be pointed out that in spite of the fact that the fuzzy nature of the FTP model makes it particularly suitable for the handling of imprecision, in a number of real applications it may be necessary to employ signal processing techniques [43] (habitually digital filters, used for the elimination of noise, the enhancement of components to a given scale, the elimination of outliers, etc.) as a stage prior to the use of models such as the FTP. The algorithms that make up the recognition task are based on the calculation of a measurement of compatibility between a fragment of the real evolution of a physical parameter, and the description that is made of it in the definition of a FTP. Thus, from an operational point of view, FTP behaves as a fuzzy set which captures a semantics of similarity between the current evolution of a physical parameter and the prototypical one described by means of fuzzy constraints. This matching is based on a signal segmentation procedure that carries out the assignment to the significant points of the FTP. After assignment we calculate the compatibility of the signal fragment between each two significant points with the corresponding section membership function. In this manner, matching inherits the NP-hard nature of the search for constraint network solutions, although its application to signal processing allows the development of certain heuristics that make the problem tractable. 
where S ij is the semantics of the episode between each two significant points. µ S N (A) is the degree of compatibility of this segmentation with the definition of the FTP.
In order to obtain each one of the segmentations of the signal we have designed a search tree-based procedure, so that, following an ordered method, a significant number of spurious assignments may be ruled out, thus reducing the computational cost of the process. In this way, each of the segmentations is built up incrementally. Thus, a definition of the validity of an incomplete segmentation is required. Definition 7.2. We say that an ordered k-tuple of assignments A [k] = (A h 1 , A h 2 , . . . , A h k ) to k points of the FTP (k < n) is locally valid if and only if it satisfies:
where
is the degree of compatibility of this incomplete segmentation with the definition of the FTP.
Compatibility can be obtained incrementally, based on the calculation carried out on the previous assignment:
π R h i h k+1 (A h i , A h k+1 ), µ S h i h k+1 (A h i , A h k+1 ) .
The search tree has as many levels as there are significant points, and it branches out at the possible assignments to each one of them. The first node of the tree represents the assignment to the significant point X 0 , which we have set at (0, 0), and the leaves represent solutions. Thus, we incrementally construct a segmentation on the signal with successive assignments to the significant points of the FTP, where the degree of compatibility is calculated in a partial manner. In order to do so, we use the typical first-in-depth search method, already used in FCSP [14] . With the aim of delimiting the search to sufficiently satisfactory solutions, we consider a lower bound c min , which serves to prune all those branches from which a compatibility higher than this limit is not obtained.
Given that the search is based on an a priori ordering in carrying out assignments, for the sake of simplicity in the resulting expression, we take the temporal order of the significant point themselves, although at a later point, it shall be seen that in certain cases it is more efficient to follow a different ordering.
At each step of obtaining the compatibility between a fragment of the evolution and the FTP we extend a k-tuple (A 0 , A 1 , . . . , A k ) of locally valid assignments to the significant point X k+1 . If there is an instant t [m] : (v [m] , t [m] ) ∈ E such that the compatibility µ
. . , A k+1 ) > c min , then we carry out an assignment A k+1 to the significant point X k+1 . If no assignment satisfying the previous condition is found, we return to the assignment of the previous significant point, X k . When a segmentation (A 0 , A 1 , . . . , A n ) with a compatibility greater than c inf is found, this is considered as the best segmentation to date. As we are not interested in obtaining all possible segmentations, rather in calculating the compatibility of the best ones as rapidly as possible, we then update c min = µ S N (A 0 , A 1 , . . . , A n ) and we go back in search of a better segmentation. The inclusion of a higher bound c max > c min can be considered for the selection of the best segmentations, which, together with c min , narrows down the range of the search, and thus increases the efficiency of the matching process. One drawback of this is that narrowing down the range increases indeterminacy in the detection, and leads to a fall in the quality of the resulting information.
The optimum calculation for the degree of membership of each one of the samples (v [m] , t [m] ) ∈ E to the FTP is given by the maximum of the compatibility degrees of each one of the segmentations to whose temporal interval it belongs:
The proposed segmentation procedure enables us to utilize enhancement techniques in order to improve the performance of backtracking search, which is always an ongoing task [7] . Such techniques include variable ordering [22] , which has yielded the best results, studied in the next section, and which consists in first instantiating variables that maximally constrain the rest of the search space. It is also possible to introduce certain very general heuristics in order to prune the assignment tree more efficiently. Thus we should take into account that if a local assignment (A 0 , A 1 , . . . , A k ) , k < n, maintains the same degree of compatibility when it is extended to a global assignment, all possible extensions that are based on the significant point X k can be omitted, as no better assignment will be obtained [14] . If to this we add an ordering in the possible assignments to each significant point, so that, in each local assignment we take the one with the highest degree of compatibility with the corresponding constraints, this enables us to reject a significant number of partial assignments that do not improve on the last solution found. Fig. 13 shows an example of the successive stages in the application of the FTP model. Fig. 13 . Example of the detection of a FTP, in this case a SFTP. Two regions can be made out in which detection is not null. In the first one, the first significant point X 1 does not match exactly, which adversely affects the global compatibility of this signal fragment. The individual detection of each of the significant points is also shown.
FTP location
Due to the theoretically high computational cost of the matching procedure, based on a search algorithm, we employ a set of heuristics in order to increase its computational efficiency, which results in a more rapid location of those signal fragments that show the highest compatibility with the definition of the FTP. The objective of these heuristics is the efficient handling of the knowledge stored in the network. If we conceive a constraint as being a linguistic filter, and therefore, a FTP as being a network of linguistic filters that depicts a morphology, we can understand the matching as being the successive application of a set of constraints, so that we can carry out an ordering that may initially enable us to filter the signal with the most selective constraints, those which reject the greatest part of the signal in which the FTP cannot be found, subsequently adding further constraints on those signal fragments in which the prior filtering has given some positive results. Fig. 14. In this example we carry out the detection of the FTP described in Fig. 13 on a different signal evolution. This shows the compatibility of each sample of the evolution with the fuzzy values corresponding to the constraints D 01 (thin line) and D 02 (thick line) corresponding to the significant points X 1 and X 2 . It can be seen how the latter is a better starting point for the matching process.
Following this line of argument, we search for an order on the signal segmentation that firstly realizes the assignment on the significant points that are defined by means of those constraints which locate them most precisely on the signal. Thus, those significant points that are described with a temporal reference to the origin, such as "a little after admission into the medical unit" have a fairly precise location on the signal, although they still depend on the intrinsic vagueness of terms such as 'a little after', or to the moment of admission that is referred to.
In the case of the FTP not being defined with an absolute temporal location (π L 0i = π U , ∀i ∈ {1, . . ., n}), the matching process has to cover the entire signal. In order to render this process more efficient, we initially search for the salient features of the FTP on the signal, i.e., an event or an episode that is relevant with respect to the signal characteristics. As a simple example of the use of a relevant event, Fig. 14 shows the result of initially locating one of the significant points on the signal, with linear computational complexity with respect to the number of processed samples. Afterwards, the correct sequence of values D 0i may be located on the signal, with a low computational cost. This serves as an initial filtering in order to highlight those areas of the signal in which to start to search for the FTP with a higher probability of finding it. Once the search over these areas has been initiated, the propagation of temporal constraints will make it possible to delimit with more precision those signal fragments on which to carry out each one of the assignments with a greater probability of success. In the case of SFTP the sequential assignment that is implicit in the topology supplies the optimum assignment order to follow, where it is also possible to take an especially relevant signal event as a starting point.
The proposed matching algorithm is a starting point from which to lower the quality in the pattern recognition process in return for greater computational efficiency in the recognition task. The idea is to satisfy local criteria that determine segmentation, to the detriment of the optimal global fulfilment. Thus, at the other end of an optimality spectrum, we may propose the typical non-optimal solution, with linear computational complexity with regard to the number of samples processed, and which consists in carrying out the segmentation of a signal by maximizing sample membership with respect to each two neighbouring sections [12, 27] . On the other hand, this non-optimal procedure is more sensitive to signal noise. 
Discussion
The FTP model is a sort of FCSP whose objective is to act as a representation of certain expressions that are habitually present in natural language, and which serve to describe the manner in which a physical parameter can evolve. Any description of the evolution of a parameter involves the problem of representing temporal information. Several TCSP formalisms for expressing and reasoning about temporal knowledge have been proposed. In this paper a further step is taken by defining a set of constraints modelling that which happens over time.
The FTP model shares certain representational aspects with a number of works on fuzzy scheduling [13, 46] , where use is made of a network of fuzzy distances to model a set of flexible constraints over the dates limiting a set of tasks and their duration. Nevertheless, the objectives aimed for are different, implying a substantially different representation, with regard to the constraints that define the problem, and its topology. Whilst the use of cyclic graphs is avoided in fuzzy scheduling problems, they are fundamental in the FTP model, as they demonstrate a common descriptive redundancy in natural language, which in contrast, serves as a mechanism for increasing precision.
Chronicle representation and recognition can be seen as one of the possible applications for the FTP model. A chronicle model is represented as a set of events and a set of temporal constraints, between these events and with respect to a context [25] . In this sense, the FTP model appears to be highly useful. Firstly, because not only is it restricted to the representation of a set of temporal relations between events, but also it makes it possible to model that which defines an event, when this is defined as a signal event. Secondly, the FTP can be naturally integrated into a temporal FCSP [37] , allowing a FTP, or a set of them, to be placed within a specific temporal context.
As a proposal for signal pattern recognition, FTP model has to be compared with those found in the bibliography with a fundamentally descriptive stand point in pattern representation. When structural information is not so important, and the problem is rather one of classification, other methods such as statistical or connectionist ones may be more suitable [47] .
Amongst these proposals, worthy of mention is that of Cheung and Stephanopoulos [6] , which is based on the representation of a profile of interest by means of triangular episodes. The principal limitations arise from considering a semantics that alternates between the opposing precise and qualitative extremes. Haimowitz and Kohane [27] present a representational model for multivariable trends, which offers the possibility of linking a constraint on the values of each variable to each temporal interval, by way of the definition of a second degree polynomial regression model, in which coefficients may correspond to qualitative values. The principal limitation of the model lies in the representation of imprecision and vagueness, since it is not always comfortable neither suitable to translate knowledge into a set of regression model coefficients.
Making use of the fuzzy set theory for the representation of vague and imprecise information, Ligomenides [34] proposes a methodology for the artificial acquisition of perceptual knowledge, which makes it possible to carry out pattern recognition tasks. A number of problems are stated (for example, information acquisition, consistency of the information), but no conclusive procedures are provided. A number of authors [44, 45] propose a propositional solution to the problem, fundamentally based on the parameterization of the evolution of a set of relevant characteristics, the valuation of which is included in the antecedent part of a set of rules. Drakopoulos has developed a system for structural fuzzy pattern recognition that is based on a sigmoidal representation of membership functions [12] . Steimann has developed a fuzzy trend model [49] , obtaining a low computational cost due to the simplicity of the model: only individual trends are modelled, and the segmentation problem is avoided. Lowe et al. [35] introduce the representation of a fuzzy duration for each trend. This enables them to define a pattern using a tree-structure in which the onset of each sub-pattern refers to the onset instant of its parent. They also avoid the segmentation problem. All these proposals emphasize the fuzzy set theory's ability to represent imprecision and vagueness in the evolution of one or more parameters. Nevertheless, the way in which knowledge is projected onto the corresponding representational model [35, 49] is not dealt with rigorously enough, or knowledge acquisition is carried out using a low-level language, which is somewhat awkward to use [12] . In our opinion, the FTP model takes knowledge representation closer to the manner in which the expert conceives it; firstly, due to the high level of expressiveness stemming from the ease with which CSP represents syntactic constructions coming from a language that is close to natural language, and secondly, from the use of a fuzzy-set-based representation of semantics. Furthermore, the use of CSP makes it possible to tackle information management tasks, such as bounding imprecision by propagating constraints, or the detection of inconsistent information in the knowledge base.
Conclusions
In this work we have presented a model based on the FCSP formalism that introduces high expressive capabilities into the representation of information relative to the evolution of a physical parameter. The type of input information which we allude to is common in domains such as medicine or economics, in which experts lack formal models for the behaviour of the object under study, e.g., the patient. In these domains experts are able to recognize the system's state from the relation between certain regularities in the data obtained and the underlying processes. These regularities are often shown as a specific morphology in the evolution of a parameter, and are communicated amongst experts in a linguistic manner. Nevertheless, the model is not limited to one specific way of acquiring knowledge, and other alternatives such as graphical acquisition are well suited to the characteristics of the model.
A representation such as the one proposed in the FTP model has a natural place in those knowledge bases with a temporal constraint network-based representation of facts, which may facilitate the development of information systems in which information on the evolution of parameters is incorporated. Enforcing consistency is fundamental in order to guarantee the validity of conclusions that are reached in the recognition process. It has been shown that obtaining a minimal FTP is an NP-hard problem. Some algorithms have been developed which obtain local levels of consistency, and which enable us to analyze some consistency errors that are highly common in a linguistic description. Furthermore, a simpler network topology is proposed, defining the SFTP model, for which deciding satisfiability may be done in polynomial time. The expressiveness of the SFTP model is appropriate to a description that is made following the temporal order of the events that define the profile, and commonly used by experts. The FTP model also allows us to model with fuzzy sets the semantics of some sentences that describe certain signal episodes in the evolution of a parameter, which requires an extension of the classic solution of a CSP, based solely on an assignment to each node variables. If we impose the one condition of restricting the form of the evolution only between consecutive significant points, which is a common form of linguistically describing the evolution of a parameter, the consistency-deciding algorithms that have been developed are valid. The resulting FTP model makes it possible to construct a tool with which to search a database for coincidences with the descriptions made in a given FTP. Even though the theoretical complexity of the optimal detection algorithm would seem to make it intractable, its application on signal processing facilitates the development of certain very simple heuristics that prove its usefulness. Moreover, it is possible to develop non-optimal algorithms in which a trade-off between computational efficiency and the suitability of the solution to the FTP definition must be found.
Our ongoing research is aimed at extending the FTP model in order to represent and reason on the association of behaviour patterns in the evolution of more than one parameter. The first step, modelling the set of temporal constraints between the elements of different FTPs, is close to being attained. The second step consists of representing those constraints that model the joint behaviour of a set of parameters, and may arise from a qualitative mathematical model or be of a descriptive nature. Proof. By definition, a problem P is called NP-hard if whenever we can solve this problem in polynomial time, then we can solve all problems from the class NP in polynomial time. A typical way of proving that a certain problem P is NP-hard is to find a polynomial reduction of known NP-hard problem P to P. We define our problem P as the problem of deciding consistency for the system of equations given by: 2) assuming that T j − T i < 0 or T j − T i > 0; that is trivially equivalent of obtaining a minimal network for a FTP. The known NP-hard problem P that we use is the PARTITION problem: given n integers s 1 , . . . , s n , we must check whether there exist values x 1 , . . . , x n ∈ {−1, 1} for which s 1 · x 1 + · · · + s n · x n = 0.
We show that for every instance of the PARTITION problem the following constraints define an equivalent system of Eq. (A.2): Assume that the theorem holds for k + 1 assignments (1 k < n − i): We must show that this assignment is extensible to the point X i+k+1 , i.e., that there is an assignment A i+k+1 = v i+k+1 , t i+k+1 that satisfies all constraints with A with a degree of possibility greater than or equal to σ .
Each constraint R ij = L ij , D ij , M ij is a tuple of three normal and convex possibility distributions, hence every σ -cut is closed interval other than the empty set, and it is possible to find its first and last elements: 
We On the other hand, the only significant point with which X i+k+1 is connected by means of a temporal or a slope constraint is the one immediately preceding X i+k and hence, clearly: We must show the simultaneity of conditions, i.e., that we can find a valid assignment for X i+k+1 which satisfies them all together. This is enforced by the fact that the section is decomposable.
By 
