I. Introduction
T his paper presents the simulation, ground verification and flight test results of a unique control algorithm for a multiple spacecraft close-proximity docking experiment. An autonomous distributed spacecraft control algorithm was implemented for a three satellite test configuration. The multiple spacecraft close-proximity control algorithm, developed at NPS, allows for robust collision avoidance of both moving and stationary obstacles while converging efficiently to a desired position. The development and simulation of the NPS control algorithm is discussed in Section II and Ref. [1] [2] [3] [4] . The promising simulation results led to the integration of the NPS control algorithm into the Position Hold Engage and Reorient Experimental Satellites (SPHERES) facility, developed by the MIT Space Systems Laboratory (SSL) and currently flying onboard the International Space Station (ISS). SPHERES is introduced in Section III and in Ref. [5] [6] [7] . First, a three SPHERES experiment, which requires collision avoidance during a docking maneuver, was selected. Second, the NPS simulations were modified to include the SPHERES physical characteristics and constraints, as well as physical modeling for animations. Third, the NPS control algorithm was integrated into MIT's SPHERES simulation. The NPS and MIT simulations of the spacecraft control algorithm are comparable, with known dissimilarities. Next, the control algorithm was implemented onto the MIT SSL SPHERES ground facility for verification prior to flight. The positive ground test results allowed all necessary code to be uplinked to the SPHERES facility onboard the ISS. Finally, a flight test was successfully conducted. The simulation, ground testing, and flight testing results are all presented in this paper. This paper outlines the development, simulation, and testing of a multiple spacecraft close-proximity control algorithm on the SPHERES facility. First, the NPS control algorithm is described. Second, a quick overview of the SPHERES facility is presented. Third, the NPS and MIT SPHERES simulations are discussed. Next, the ground verification on the hardware is covered. Finally, the MIT/NPS SPHERES flight test results are shown.
II. Overview of NPS Multiple Spacecraft Close-Proximity Control Algorithm
Simultaneous control of multiple cooperative spacecraft is required for several planned space missions in the near future. [8] [9] Large spacecraft formation tracking and station keeping has received a great deal of study, but research in the area of multiple spacecraft close-proximity operations is limited. [10] [11] There are numerous mission scenarios that involve the divergence or convergence of multiple spacecraft in close proximity. [12] [13] [14] [15] [16] Currently these maneuvers are generally pre-determined and performed with centralized control. Typical close-proximity path planning and tracking algorithms are computationally expensive, and may require manual back-up.
Therefore, a relatively simple control algorithm is desired which allows for multiple spacecraft close-proximity operations. Research and experience with terrestrial based robots have matured the application of Artificial Potential Field (APF) based control algorithms. The simplicity of the APF-based control algorithms is a good match for spacecraft application with limited proximity sensors and processing capability. Our research develops a control algorithm which combines the efficiency of Linear Quadratic Regulator (LQR) with the APF-based collision avoidance capability. The APF-based collision avoidance relies on relative positions and velocities, as opposed to only position, for controlling spacecraft. The developed multiple spacecraft close-proximity control algorithm offers robust close-proximity performance and establishes a baseline for fuel efficiency, while maintaining collision free maneuvers. [1] [2] [3] Critical evaluation of multiple spacecraft control algorithms requires high fidelity six degrees of freedom (6-DOF) spacecraft models. Most proposed spacecraft control algorithms have not been fully assessed with realistic spacecraft dynamics and constraints. The spacecraft's physical characteristics and actuator constraints must be included in order to determine if a spacecraft control algorithm is practical and valid. For NPS research, a high fidelity 6-DOF spacecraft dynamics model with fully developed nonlinear orbital dynamics and kinematics is used. Given the initial relative positions and velocities of the spacecraft, the orbits are propagated by numerical integrations. In particular, a fourth-order Runge-Kutta method was used with t ∆ =1.0 s time increment. This conservative 1.0 Hz sampling rate was selected to allow for slow actuation cycles and sensor update rates. The spacecraft model was developed in MATLAB 17 and validated via Satellite Tool Kit (STK). 18 A full overview of the model and simulation developed for the multiple spacecraft close-proximity control algorithm is discussed in Ref. 4 .
A. Linear Model of Multiple Spacecraft Relative Motion
For this research, the fundamental system is a 6-DOF spacecraft orbiting the Earth. The control algorithm employs linearized relative motion equations, but all numerical simulations are driven by the full nonlinear multiple spacecraft dynamics and kinematics model, including main perturbations.
The Earth Centered Inertial (ECI) coordinate system (X,Y,Z) and the Local Vertical-Local Horizontal coordinate system (R,S,W), as depicted in figure 1 , are used to describe the motion dynamics. 19 Also, the Local Vertical-Local Horizontal coordinate system (R,S,W), with respect to the target satellite body frame (X B , Y B , Z B ), is depicted in figure 2 . In order to establish the equations of motion between spacecraft, we consider one of the spacecraft as primary spacecraft (target) and all others as secondary spacecraft (chasers). The Hill-Clohessy-Wiltshire linearized equations of relative motion are: 
These linear equations are used for control algorithm design; while a more accurate spacecraft dynamic model is exploited during NPS numerical simulations.
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B. NPS Multiple Spacecraft Close-Proximity Control Algorithm
During development of an autonomous distributed multiple spacecraft close-proximity control algorithm, global knowledge is assumed not to be available to each agent. 10 Also, a centralized controller is assumed not to exist, such that each agent must perform their portion of the operation with local information and limited communications. The developed control algorithm is a combination of LQR and APF-based concepts which use simple goal commands and obstacle sensory data. This control approach is refined and applied to detailed spacecraft dynamics models. The spacecraft motion scheme is extended to include collision and obstacle avoidance while conducting close-proximity maneuvers.
Combining the LQR and APF control algorithms results in an efficient and capable amalgamated algorithm. The recursive LQR is used as the attractive force and the APF-based repulsive forces are determined by obstacle locations. For the APF, relative position from goal and obstacles is used to determine desired velocity. Residuals from the desired velocity are used to command thruster firings. However, the LQR control effort varies the position and velocity based on the system linearized dynamics. This more complicated relationship requires a modification to both velocity and acceleration in the region of influence of obstacles. The result is an iterative spacecraft control algorithm which is driven by optimal LQR cost convergence, with associated dynamics, and APF-based smooth collision avoidance responses.
Overview of NPS Spacecraft APF Control
The NPS multiple spacecraft control algorithm uses potential functions in relation to velocity error, as opposed to only position errors, for controlling spacecraft. An advantage of the space environment is that it is relatively obstacle free and obstacles are of limited size. In addition, obstacles crossing the orbital path will usually be at high enough relative velocity that collision avoidance maneuvers are not necessary, or possible, for a spacecraft with local sensor information. The APF of each spacecraft is determined by the arithmetic superposition of the goal and all obstacle potential functions in its working area. 21 The overall potential field will serve as the performance surface for the control algorithm, of the form
where g V is the attractive potential of the goal point and o V is the repulsive potential of obstacles. Selection of the potential functions is critical in ensuring smooth potential fields that are stable and provide the desired performance.
One strategy is to select quadratic functions, based on the desirable convergence characteristics. 22 The desired velocity can converge along the negative potential gradient as the potential decreases to zero. The APF goal and obstacle potentials were refined for close-proximity relative spacecraft control. The goal potential (attractive) is selected such that negative gradient of the goal potential determines the desired velocity toward the goal position. The resulting chaser spacecraft's desired velocity, based on the negative attraction potential gradient toward the goal position, is ( )
where g k is a velocity shaping function and R k is a velocity ramping function. For this research, the usual quadratic position-based potential is replaced with the non-negative range to the goal. The resulting cone shaped potential allows for precision to be maintained in the vicinity of the goal. A shaping parameter is used to relate the magnitude of the potential function to the desired velocity. The desired non-negative velocity shaping function was determined to be
where g b is the goal velocity decay shaping parameter. The selection of g k determines the convergence of the control algorithm, and is especially important in the spacecraft environment. Large values cause the algorithm to converge quickly toward the area of the goal position, but oscillate around the actual goal position. Small values ensure slow steady convergence toward the goal position in a damped manner. This is the more desirable of the possible behaviors for multiple spacecraft convergence. The parameter, g b , is used to shape the exponential decay of the chaser spacecraft's velocity as it approaches the goal position:
where g d is a positive constant used to shape the velocity decay. Based on an assumption of zero starting relative velocity, the initial velocity transient is often large and causes the control actuator to saturate, as discussed in Ref. [1] [2] [3] . In order to avoid this saturation, a velocity ramping function, R k , can be a incorporated, such that
with the velocity ramping constant, R d , and a time parameter, t . This ramping term only influences the initial velocity transient by allowing a gradual velocity start-up of the APF control algorithm, which allows for a comparable performance with the LQR algorithm. The resulting chaser spacecraft's desired velocity, based on the attraction potential toward the goal position, is along the negative of the gradient. The actual relative velocity is subtracted from the desired velocity to determine the v ∆ required by the control effort, and the related spacecraft acceleration is
The goal potential allows for convergence to the goal position; however, an obstacle potential is required to avoid collision with other spacecraft and sensed objects. The repulsion potential curve is a smooth function that increases from the boundary of the region of influence to the surface of the obstacle. The obstacle potential is selected such that negative gradient of the obstacle potential determines the desired velocity modification due to obstacle position. The resulting chaser spacecraft desired velocity modification, based on the repulsive potential gradient away from an obstacle, is of the form
where g k is the velocity shaping function from (7), o k is the obstacle velocity function, and o r is the range of the chaser spacecraft from an obstacle. The obstacle shaping parameter used in this research is
where o D is the obstacle spatial region of influence, o L is the minimum distance to the obstacle exterior surface, and σ is the standard deviation for the obstacle region of influence. Both o D and σ are selected to ensure that the obstacle region of influence is larger or equal to the actual dimensions of the obstacle to be avoided. The obstacle region of influence was selected to be
with a positive stopping distance constant, o d . The first term in Eq. (11) is a safety margin based on the size of the obstacle, and the second term is the minimum stopping distance of the spacecraft. The minimum stopping distance is only achievable by using the maximum control actuation to stop.
The standard deviation, σ , is selected so that the obstacle surface is within one standard deviation as the spacecraft relative velocity approaches zero, such that
This relationship, modified from Ref. 3 , allows a reasonable safety region around obstacles and a smooth Gaussian repulsive potential function. Numerous other functions could be selected for the obstacle avoidance potential, such as spherical power-law and super quadratic functions. 23 However, these functions would require further a priori knowledge of obstacles which is not assumed in our work.
The desired chaser spacecraft acceleration due to obstacles is determined from the summation of all obstacle influences, such as
where the summation is with respect to all obstacles within the sensor range of the chaser spacecraft. Obstacles may be either other spacecraft (additional chaser spacecraft converging toward a goal within the same region) or stationary obstacles in fixed positions relative to the goal location (for instance solar panels or thruster plume exclusion zones). The attractive velocity is toward the goal position and the repulsive velocity vector due to obstacles is away from each obstacle. The commanded total chaser spacecraft acceleration is determined by vector addition of (8) and (13), such that
Selection of the repulsion shaping parameter must be related to the attraction shaping function in order to achieve desired critically damped performance. Proper selection allows for safety in selecting goal positions and efficiency when avoiding obstacles. For instance, if the region of influence of the obstacle is too small and the slope of the repulsive potential shaping parameter is too steep, then a thrust limited actuator may not be able to avoid collision with the obstacle. On the other hand, if the obstacle region is too large, then the chaser spacecraft may be less efficient in both control effort and maneuver duration as it avoids obstacles. An obstacle's repulsive region of influence may cause a local minimum or saddle point to occur in the area between the obstacle outer region of influence and the surface of the obstacle. The location of this local minimum depends on the obstacles location with respect to the goal position. This local minimum can cause difficulty if the overall potential function is the only driving function for determining control effort. However, the attractive and repulsive velocity shaping functions, g k and o k respectively, allow for velocity damping around regions of concern.
This ensures that the chaser spacecraft slows as it approaches the goal position and avoids obstacles. Balancing these parameters allows the goal position to be placed in the center of a spacecraft, and the control algorithm to converge to the surface of the target spacecraft. This is vital capability for docking maneuvers.
As numerous spacecraft and obstacles occupy the chaser spacecraft's region, three simple logical conditions help regulate the chaser spacecraft collision avoidance motion. First, the chaser spacecraft are only influenced by obstacles within the region of influence. Second, only obstacles which are at equal distance, or closer, to the goal position are allowed to influence the chaser spacecraft. For instance, the spacecraft is looking toward the goal like an automobile on the road which is only concerned with what is ahead of it and on its sides. In most cases, other spacecraft are simply treated the same as obstacles. The third logical condition is that obstacles which are further away then the chaser's goal location are not allowed to influence the chaser spacecraft. This ensures that other spacecraft simultaneously docking on the far sides of a target spacecraft do not limit convergence. These logical conditions limit the collision avoidance considerations needed in obstacle dense environments and are similar to those presented in Ref. 3 . Even with this logic, it is still practical to employ a docking safety parameter, s k , which modifies the desired repulsive velocity between maneuvering spacecraft as they approach the goal. This safety parameter allows for collision avoidance while achieving precision convergence to the goal. This safety function between converging spacecraft multiplies o v r and results in a modification to Eq. (9), as follows:
where s k is usually equal to one. If s k =1, then o v r is not being influenced by the goal location. If multiple spacecraft rendezvous to the exact same goal position, this will result in a staggered convergence. The first chaser spacecraft to arrive converges to the goal position. The next chaser spacecraft has the additive repulsion of the first spacecraft and converges to a radial position further away. Any additional spacecraft will converge to a range slightly further away. This staggered cluster may be a desirable result for spacecraft rallying to an unknown formation, where additional command maneuvering may need to occur. However, for multiple spacecraft docking maneuvers, the staggered cluster effect of the additive repulsion is not desired. In this case, the goal location is an actual target spacecraft. To allow the later arriving spacecraft to converge toward docking while avoiding collision the safety function, s k , is selected to be a decaying exponential of the attractive potential based on the goal position, such as
This results in the repulsion due to other spacecraft decaying toward zero as the chaser spacecraft reaches the outer bound of the target spacecraft. In this manner, multiple spacecraft are allowed to converge relatively tightly around the target spacecraft. Limitations in the target spacecraft's outer boundary surface area and local minima due to saddle points may cause some delays for spacecraft which arrive late. This is only an issue for the second wave of arriving spacecraft as the first spacecraft settle into position. It is envisioned that each spacecraft would be commanded to a specific docking port; therefore clustered convergence is not a typical operational issue.
Combined LQR/APF Multiple Spacecraft Close Proximity Controller
The attractive portion of the APF control algorithm is replaced by an iterative LQR. The multiple spacecraft LQR algorithm uses the linearized state dynamics from Eq. (2). The iterative LQR allows for efficient control effort based on optimal cost for dynamic system states. This LQR determined control effort is the desired acceleration due to the actuators, LQR a r . The infinite time LQR quadratic cost function is of the form
where Q is the state gain matrix, R is the control effort gain matrix and the gain matrix N is assumed to be zero for simplicity. The infinite-time cost function was selected to allow convergence duration to be guided by the varying optimal gains. Although the process duration is allowed to be infinite, in practicality the close proximity maneuver duration is finite. Also, in a majority of close proximity maneuvers, the final state conditions are zero (near origin) which results in a negligible end-point cost component. Therefore, in our research, we eliminated the end-point cost component and adopted the infinite-time LQR cost function. The optimal feedback control is given by the expression
where LQR K is the optimal state feedback and S is the solution of the Riccati equation. This LQR-determined control effort, u , is the desired acceleration due to the actuators, LQR a r . The weighting matrices can be selected in order to trade-off state convergence and the control effort efficiency. For relative spacecraft position and velocity states with control effort along each axis, the diagonal LQR gain matrices are of the form ( ) ( ) ( ) ( ) ( ) ( ) 2  2  2  2  2  2  max  max  max  max  max  max , , , , ,
As an initial guess, the gain matrices are typically selected as diagonal matrices with elements' values normalized by the maximum allowable values of states, max x , max y and max z , and control efforts, max . The selection of diagonal weighting numerator gains Q α and R β , for Q and R respectively, can be fine tuned based on simulation results. Each LQR solution is optimal for the current cost function. The LQR gain matrices for spacecraft closeproximity maneuvers are selected for efficient control effort and relatively short maneuver duration. The LQR gains for weighting matrices were refined while evaluating control response and comparing with refined APF control responses. As spacecraft converge, the cost slope for fixed gain control tends to flatten due to the small state values being considered. This leveling of the cost in the vicinity of the goal can be avoided by using variable gains. Proper gain selections permit steady cost convergence even in the immediate vicinity of the goal. This controller characteristic is essential for sub-meter spacecraft docking precision.
The LQR state gain matrix scales the chaser spacecraft's relative position and velocity as it approaches the goal. The relative position error along each axis is equally weighted by Euclidean (2-norm) 
The actuator control effort is the acceleration imparted due to translational thrusters. The denominator terms for the diagonal control effort gains in Eq. . The concept of merging the LQR and APF control algorithms concepts is proposed as an efficient and capable combined algorithm. This conceptual relationship requires a modification to both velocity and acceleration in the region of influence of obstacles. The APF obstacle velocity function, represented in (10), is a Gaussian function which is equal to one at the obstacle boundary. This function serves as our LQR/APF velocity shaping parameter due to obstacle position.
This gain, k v , is multiplied by the relative velocity toward an obstacle to ensure the chaser spacecraft slows to zero at the boundary of the obstacle. Next, the attractive acceleration due to the LQR/APF recursive function is shaped. There is no change to the LQR when the chaser spacecraft is outside the obstacle regions of influence. However, if the chaser is within the region of influence, then acceleration toward the obstacle must be decreased. The LQR/APF acceleration shaping parameter is selected as with the chaser spacecraft acceleration, due to collision avoidance, determined from the summation of all obstacle influences, such as in Eq. (13) . The control algorithm only decreases velocity and acceleration toward obstacles. It does not actually push away from obstacles. Therefore, densely packed stationary obstacle regions may cause the control to settle into regions other then the goal. However, the relative dynamics result in a force that causes the control algorithm to escape local minimums. The consequence is similar to that achieved by APF wall-following methods. 24 The LQR/APF control is more efficient than the APF control in the absence of obstacles. However, the efficiency gained by LQR/APF control tends to decrease as the number of obstacles in the region increase, since the collision avoidance capability alters the iterative optimal solution. The addition of the robust collision avoidance capability is considered to be worth some loss in efficiency in a dense and dynamic obstacle environment.
III. Overview of the MIT SPHERES Facility
The MIT SSL has developed a nano-satellite testbed to provide researchers with an experimental laboratory for testing formation flight and autonomous docking algorithms. The SPHERES facility [5] [6] [7] consists of three 20 cm diameter nano-satellites (figure 3), which can autonomously control their relative positions and orientations in a 6-DOF environment. The testbed is primarily designed to operate inside the ISS, but it can also operate onboard NASA's Reduced Gravity Aircraft, as well as in a 2-D environment (3-DOF motion) on a flat floor (like the one at the NASA Marshall Space Flight Center Flight Robotics Laboratory) or on a laboratory air table. [25] [26] [27] By operating inside the ISS, SPHERES exploits the microgravity environment to represent the dynamics of distributed satellite and docking missions, while preventing the testbed from experiencing unrecoverable failures when real or simulated GN&C failures occur. Therefore, SPHERES provides a fault tolerant environment to test advanced algorithms and operations.
Each SPHERES satellite is identical, and contains most of the subsystems of a standard satellite. It is self-contained with power (AA batteries), propulsion (CO 2 gas), computers, and navigation equipment. The satellites communicate with each other and an ISS laptop through two low-power wireless (RF) links. They move in the testing environment by emitting small jets of CO 2 gas using pulse-width modulated ON-OFF micro-valves (thrusters). The navigation system uses time-of-flight (TOF) data of ultrasonic signals, emitted from transmitters at known locations to receivers on the satellites, to estimate that satellite's states. More precisely, the basic measurement is the time that an ultrasonic signal takes to travel from a beacon (transmitter) mounted at a known location on the laboratory wall, to a microphone (receiver) located on the satellite. Given that there are five beacons mounted on the walls and 24 microphones on each satellite, there is a potential of 120 TOF measurements per satellite per measurement event. The TOF data can be converted to range data using the known speed of sound in the ISS. These data, combined with data from three gyroscopes, are processed using the navigation software module to compute a 6-DOF state solution. The resulting precision on the estimates is a few millimeters in position and approximately one degree in attitude in most of the testing volume. 28 When using a control frequency of typically 1 Hz (adjustable), the satellites can maintain a position uncertainty of ±2 cm inside of the testing volume, even when neglecting the orbital dynamics, like it is generally the case.
The onboard GN&C software is written in C. It consists of a series of modules, each accomplishing a specific task (estimation, control, thruster management, maneuver sequencing). 29 Modularity in the software proved to greatly facilitate integration of algorithms developed by scientists outside MIT, 30 such as the case in this paper. It also allows flexibility in designing an experiment through the selection of different combinations of modules. Inheritance between experiments and reuse of previously validated software modules increases the robustness of the code and allows to incrementally mature GN&C technologies. 
IV. Simulation Results
A. Three SPHERES Collision Avoidance and Docking Experiment
The two spacecraft docking maneuver is the basis for on orbit servicing and assembly. As multiple spacecraft are required to perform docking maneuvers, several potential complications arise. First, docking of multiple spacecraft requires dedicated docking ports. Second, the docking mechanisms and the docking order need to be addressed. Third, the forces and torque tolerance of the docking mechanism and the overall spacecraft need to be considered. Also, the docking mechanisms must be arranged on each spacecraft to allow for sensor fields of view and approach zones.
For spacecraft assembly, the docking order is often predetermined. This is typically the case for heterogeneous spacecraft that must be assembled in a specific order. 31 For homogenous spacecraft, the order of docking may not be as important, but may be limited due to docking mechanism number, position, and function. For instance, a possible cubic spacecraft may dock on any of its six sides, refer to figure 4. The dotted lines represent possible docking orientations. A spacecraft, such as SPHERES, with only one docking connection, is more limited in versatility of assembly scenarios.
The selected docking experiment involved the three SPHERES satellite in the ISS. One satellite serves at the target while another serves as the chaser. The third satellite serves as a floating obstacle which the chaser must avoid while maneuvering to dock with the target. The limited number of SPHERES satellites and space in the ISS constrained the experiments which could be conducted. The physical characteristics of each SPHERES satellite in the group are assumed to be the identical. For simulation purpose, the target satellite altitude is set at the average ISS altitude of 333 km. The initial range between the target and chaser is limited to less than or equal to 2.0 m in RSW coordinates, due to the testing volume dimensions in the ISS. The SPHERES simulation initial positions are summarized in table 1. For this experiment, initial velocities of the chaser and the obstacle are assumed to be the same as the target satellite (zero initial relative velocities). The physical characteristics of the SPHERES satellites are approximately 0.268 m in diameter (including the CO 2 tank protrusion), and 4.33 kg in mass (assumed constant because of the small mass of propellant expelled during an experiment). It is interesting to note that the relative proportion of these numbers roughly follows the subsystem sizing guidelines from Ref. 32 , which makes the SPHERES facility representative of a typical satellite system. The center of mass of the spacecraft is assumed to be located at the geometric center. Translational motion is conducted via thrusters with a maximum thrust of 0.22 N along each of the three primary axes (two thrusters per axis, 0.11 N per thruster). The total ∆V imparted for each maneuver serves as a metric for evaluating control algorithm performance.
B. NPS Simulation of the Three SPHERES Collision Avoidance and Docking Experiment
The results of the NPS simulation of the three SPHERES collision avoidance and docking experiment are presented in this section, in the form of an animation of the successful docking maneuver. For this simulation, position and ranging sensors were assumed to provide ideal information. STK animated the simulation, as discussed in Ref. 4 . Frame shots of the animation are shown in figure 5 . The initial positions of the satellites are displayed in figure 5a , with the target on the right (blue), the chaser on the left (red), and the obstacle in the middle (yellow). The viewpoint is along the W-axis of the orbital RSW coordinate frame, with the R-axis pointing to the top of the screen and the S-Axis pointing to the right. The target body axis is oriented with x-body pointing to the right, the y-body toward top of the screen, and z-body toward the reader. The chaser has a simulated docking sensor cone protruding from its negative x-body axis. The obstacle is slightly offset along the R-axis. It also has a faint mesh wrapped around it to show a general collision avoidance region of influence. The next screen shot, figure 5b, shows the collision avoidance maneuver of the chaser, following the edge of the region of influence. The chaser has rotated to align its docking port with the one of the target. The thruster plums are estimated from simple thruster mapping. After avoiding the obstacle, the chaser maneuvers for docking as shown in figure 5c. Finally, it docks with the target along the target's negative x-body axis. The final docked positions are shown in figure 5d . This simulation, entirely performed at NPS, successfully represented the first level of integration of the NPS control algorithm into the SPHERES facility. The implementation of the algorithm in a simulation with accurate hardware models follows.
C. Implementation in the MIT SPHERES MATLAB Simulation
The MIT SSL has developed a MATLAB simulation environment to help guest scientists implement GN&C software for SPHERES experiments. The SPHERES MATLAB simulation combines a MATLAB translation of the C software library implemented on the SPHERES hardware, as well as a realistic state propagator that uses a stochastic model of the onboard sensors and actuators. Although it currently does not model computation or communication delays, it is based on the same software architecture as on the hardware. It is primarily used as an intermediate step in implementing GN&C algorithms on SPHERES, and as a software integration and verification tool for 6-DOF operations prior to uploading the flight code to the ISS. 29 The MIT SPHERES simulation and the NPS general spacecraft simulation have some minor differences. Primarily, since the MIT SPHERES is an actual hardware system, its dimensions, constraints and sensor uncertainties are modeled. The inclusion of these uncertainties into the SPHERES MATLAB simulation is a realistic enhancement of the SPHERES facility. However, the position uncertainty results in a practical limitation of the docking precision. While the general NPS simulation assuming ideal sensors could dock with a precision of less than 2 mm, the inclusion of modeled uncertainty resulted in a decreased but more realistic docking precision. The docking precision for the MIT simulation was found to be 6.0 mm. This demonstrates the control algorithm's subcentimeter performance, without requiring additional sensor precision. Second, since the SPHERES are floating inside the ISS for short durations, the orbital dynamics and perturbations are assumed to be negligible. The NPS spacecraft simulation does not negate orbital dynamics and perturbations. Therefore, the MIT simulation includes state uncertainties, while the NPS simulation included orbital dynamics and perturbations.
Before running the SPHERES MATLAB simulations at MIT, the general NPS simulation was adapted to the physical dimensions and dynamic constraints of the SPHERES facility. These adjustments were minor and limited. First, since the flight experiments timelines are limited due to astronaut schedule, the velocity profile was modified to allow for a test completion within 5 minutes. This was accomplished by allowing the maximum relative velocity to be ν m = 0.03 m/s, within the relatively close experimental range. Second, the specific SPHERES satellite physical dimensions replaced the generalized spacecraft characteristics. The MIT and NPS simulations were conducted independently.
A comparison of the results is presented in figure 6 for the chaser's relative position and velocity with respect to the Local Vertical-Local Horizontal coordinate system (R,S,W). The NPS results are solid lines, while the MIT results are shown as dashed lines. The relatively small differences between the simulations are primarily due to the modeled uncertainties and the absence of direct velocity measurements. There results showed that the NPS Multiple Spacecraft Close-Proximity Control Algorithm is robust to uncertainty in the sensors and actuators, and is mature enough to be implemented on the SPHERES hardware.
V. SPHERES Code Verification
There were several steps that were performed to verify that the NPS Multiple Spacecraft Close-Proximity Control Algorithm was successfully implemented on the SPHERES facility. As discussed in the previous section, after the algorithm from the NPS simulation was implemented in the SPHERES simulation, the behavior of the satellites in both simulations was checked to ensure that they matched closely. Then, the controller code from the SPHERES MATLAB simulation was translated into the C programming language, using Microsoft Visual C++ 33 , to run on the satellite. The repository for the SPHERES satellite software contains a library that includes the matrix manipulation functions that are utilized in the NPS controller. Thus, the only additional function that needed to be developed in C was a LQR solver. Using a combination of techniques proposed in Ref. 34 , a simple LQR solver, adapted to a double integrator system, was derived for controlling the position of the satellites in all three axes. The first step to verify that the NPS controller was successfully implemented in C was to compile the C translation into a MEX-file 17 accessible by the SPHERES MATLAB simulator. The resulting trajectories were compared to those of the original NPS simulation. They were found to be practically identical to the original ones, demonstrating the accuracy of the C translation of the NPS controller.
The second step was to test the C translation with hardware-in-the-loop to ensure compatibility of the algorithm with the SPHERES real-time operating system. When the NPS controller ran on the SPHERES computer, it required ~10 ms (±2 ms) per iteration. Since the algorithm would typically only be called at a frequency of 1 Hz, this computation delay was judged to be acceptable for the real-time command structure of SPHERES.
The third step was to run the test on the flat table in the SPHERES laboratory. Because the NPS control algorithm uses very small thrust levels (thruster opening times on the order of 20 ms), the ground satellite had difficulty overcoming the stiction, friction and slope irregularities of the table. However, this ground test was helpful to visually verify that the satellite was thrusting in the correct directions at different moments in the maneuver.
Lastly, because the ground tests could not clearly demonstrate that the thrust levels were correct, the telemetry was analyzed after this controller was run briefly on a SPHERES satellite in the ISS in December 2007. The controller inputs from the telemetry were run through the original MATLAB version of the NPS controller, provided by NPS. Figure 7 shows part of the resulting thrust levels, along with the ones read through the telemetry of the flight test in the ISS. Both matched very closely. Similar results were obtained at all time for each axis, indicating once again that the onboard controller behaves very similarly to the MATLAB NPS controller. From the results of these four verification steps, it was concluded that the controller was successfully implemented on the SPHERES hardware and ready for its final test in the ISS.
VI. SPHERES ISS Flight Testing
On December 2, 2007, December 29, 2007 and January 27, 2008, the NPS test was executed a total of six times. It was part of the SPHERES Test Sessions 10, 10a and 11, all performed by astronaut Dan Tani onboard the International Space Station. During the four tests in Test Session 10 and the one in Test Session 10a, three SPHERES satellites were used (a chaser, a target and an obstacle). The satellites did not successfully complete their maneuvers mainly because of confusion with the deployment instructions sent to the crew. Thus, although valuable information was collected through the telemetry, the experiments performed during these two test sessions did not demonstrate the capabilities of the NPS Multiple Spacecraft Close-Proximity Control Algorithm. For Test Session 11, the on-orbit supply of SPHERES batteries was low, with a new supply scheduled to launch in February 2008. To conserve batteries, the test was modified to use a single satellite, with the location of the target and the obstacle pre-determined and hard coded in the software, to simulate a virtual target and a virtual obstacle. Figure 8 shows a few frames taken from an animation of the telemetry collected during the experiment. The chaser is originally on the left (red), the virtual target on the right (blue), and the virtual obstacle in the center (yellow). Although not physically present during the experiment shown in figure 8 , the virtual target and the virtual obstacle were drawn to better illustrate the trajectory followed by the chaser, and add credibility to the results. The chaser successfully maneuvered around the virtual obstacle and approached the virtual target following a trajectory that would lead to docking, given a real target at that location.
The telemetry provided the position and velocity of the chaser, which are plotted in figure 9 . The origin or the coordinate system is located in the center of the test volume, and also corresponds to the geometric center of the obstacle for this experiment. The first 47 seconds were used by the onboard navigation system to converge to a solution, and to move in a proper initial position given the constraints of the test volume. The NPS Multiple Spacecraft Close-Proximity Control Algorithm controlled the chaser from 47 s until the end of the experiment. The trajectory is very smooth throughout the experiment. The apparent noise on the velocity estimates is caused by the derivation of the noisy ultrasonic range measurements. Docking would have occurred at 230 s. The velocities along all three axes at that time were estimated to be less than 1 mm/s, which would have resulted in a soft docking. Figure 10 shows the thruster activity downloaded in the telemetry. A higher concentration of thruster firings is observed at the beginning of the docking phase, to initiate motion. However, as the chaser gets closer to the target, it slowly reduces its approach velocity, to the point that firings are minimal close to docking.
This experiment was very successful, as it would have resulted in docking given a satellite physically present at the location where the virtual target was set. The same experiment will be repeated with all three satellites, after the new batteries reach the ISS in February 2008. 
VII. Conclusion
The NPS Multiple Spacecraft Close-Proximity Control Algorithm was successfully implemented on the MIT SSL SPHERES facility and tested onboard the ISS. The NPS control algorithm, which combines LQR efficiency with APF-based collision avoidance, performed docking while simultaneously avoiding an obstacle. This paper presented the algorithm as well as the various steps followed to implement, verify and demonstrate it in microgravity on the SPHERES facility. Both NPS and MIT simulations, as well as SPHERES ground testing, supported the flight experiment by providing incremental levels of software verification. The successful experiment results were described in details. Future work may include research into refinement of the simulations to reflect the data gathered during on-orbit flight testing. The control algorithm may be further evaluated during more 
Initialization Docking
Initialization Docking complicated multiple SPHERES on-orbit docking maneuvers, like the assembly of two chaser spacecraft onto the same target while avoiding each other.
