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Abstract
This paper examines whether firms increase R&D personnel as one important
foundation for innovation activities in response to the introduction of Universities
of Applied Sciences (UASs), i.e., tertiary vocational education institutions teaching
and conducting applied research. Firms located near a new UAS campus experience
an education-driven labor supply shock in the form of UAS graduates entering
the local labor markets. We apply a di↵erence-in-di↵erences model, exploiting a
quasi-natural experiment in the 1990s in Switzerland, the staggered openings of
these UAS campuses. Using repeated cross-sectional data from the Swiss Earnings
Structure Survey, we measure the employment of R&D personnel in treated firms:
the percentage of R&D personnel relative to total employment and the percentage
of total wages paid to them. The education-driven labor supply shock has positive
e↵ects on both the percentage of R&D personnel and the percentage of R&D wages.
We find that these e↵ects are driven by both very small firms (five to nine employees)
and very large ones (5,000 or more). Our findings suggest that a tertiary education
expansion can stimulate innovation activities in a↵ected firms by increasing the
resources devoted to R&D.
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1. Introduction
Private firms rely on the R&D skills of their workers to produce innovations (Lazonick,
2005). Therefore, governments expand tertiary-level education to provide future workers
with the skills necessary for innovating (OECD, 2010, 2017).
Indeed, numerous empirical studies on the relationship between education and innova-
tion emphasize that research undertaken by academic universities, the main producers
of high-skilled workers, foster firms’ R&D (e.g., Audretsch and Feldman, 1996; Autant-
Bernard, 2001; Feldman and Florida, 1994; Fritsch and Slavtchev, 2007; Ja↵e, 1989; Leten
et al., 2014). Other studies show that the educational composition of the workforce
correlates positively with private R&D (e.g., Becker and Pain, 2008; Garcia and Mohnen,
2010; Wang, 2010). The skill resources that academic universities produce thus constitute
a central factor influencing firms’ R&D.
Only a few studies—such as Andrews (2017), Cowan and Zinovyeva (2013), and Pfister
et al. (2018)—use openings of new tertiary education institutions as an identification
strategy and thus provide causal evidence for the positive e↵ect of tertiary education on
innovation. Andrews (2017) investigates how colleges in the U.S. a↵ect patenting and
finds a positive e↵ect to which a college’s alumni are important contributors. Cowan
and Zinovyeva (2013) analyze an educational expansion in Italy and also find that new
schools of academic universities positively influence patenting. For Switzerland, Pfister
et al. (2018) examine the introduction of Universities of Applied Sciences (UASs), tertiary
vocational education institutions that teach and conduct applied R&D, and show that both
the number of patent applications and the quality of those patents increase significantly
in the proximity of a UAS campus. However, Pfister et al. (2018) cannot identify the
mechanism that leads to this increase in patenting.
One hypothesis on the mechanism through which the introduction of tertiary education
institutions can influence innovation in private firms is that the resulting availability of
graduates with R&D-specific skills in the labor market gives firms the opportunity of
hiring these graduates for their R&D departments. However, no evidence exists on how
firms respond to an education-driven labor supply shock in terms of their R&D personnel.
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Therefore, investigating whether and, if so, to what extent firms make use of the new skills
in the labor market for R&D purposes is important. More specifically, observing whether
firms employ more R&D personnel and also spend more money on this personnel in terms
of wages is crucial for evaluating the e↵ectiveness of such an educational reform.
This paper analyzes how the R&D-specific labor supply shock resulting from the
introduction of UASs in Switzerland has a↵ected the employment of R&D personnel in
private firms. In comparison to academic universities, which focus on basic research, UASs
provide their students with specific, up-to-date sets of skills particularly emphasizing
applied R&D. Because of this applied focus, the skills of UAS graduates may likely be
a particularly valuable resource for small firms’ R&D purposes, enabling these firms to
engage in or intensify their R&D. If so, firms that have access to UAS graduates employ
more R&D personnel and accordingly also spend more money on this personnel.
To estimate the e↵ect of the R&D-specific labor supply shock in the form of UAS
graduates entering regional labor markets, we exploit a quasi-natural variation in the
location and timing of the openings of UAS campuses in the 1990s. We apply a di↵erence-
in-di↵erences (DiD) design to compare the employment of R&D personnel in treated
firms (i.e., firms in regions where a UAS campus has opened) to the employment of R&D
personnel in untreated firms (i.e., firms in regions where a UAS campus has not opened).
We focus on the openings of UAS campuses in the fields of science, technology, engineering,
and mathematics (STEM), because graduates in these fields possess R&D-specific skills
that are important for innovation possibly leading to patents as Pfister et al. (2018)
describe.
For our analysis, we draw on repeated cross-sectional data from the Swiss Earnings
Structure Survey (ESS), which allows us to precisely observe R&D employment at the
establishment level. We can investigate how the labor supply shock resulting from the
introduction of UASs a↵ects firms’ R&D personnel in terms of the employment of R&D
personnel (measured as the percentage of a firm’s personnel with R&D as their main
job activity) and the wages paid to R&D employees (measured as the percentage of the
total wage sum paid to these employees). By doing so, we can determine whether the
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educational reform of introducing UASs and the resulting labor supply shock had the
desired e↵ect on private firms. Moreover, we can assess whether the treatment e↵ect is
heterogeneous across firms with di↵erent sizes and in di↵erent industry sectors.
Our analysis shows that firms a↵ected by the opening of a UAS campus in STEM
employ more R&D personnel, spend more money on R&D personnel, and thus obviously
engage more intensively in R&D. Firms located near a UAS campus thus actually use the
R&D skills available on the labor market after the opening of the campus. This mechanism
helps to explain the results of Pfister et al. (2018), who show that innovation as measured
by patenting significantly increased both quantitatively and qualitatively in regions with a
UAS campus in STEM.
The paper proceeds as follows: Section 2 briefly reviews the related literature and
hypothesizes how the R&D-specific labor supply shock resulting from the introduction of
UASs may influence firms’ R&D. Section 3 describes the ESS data we use for our analysis
and our measures of R&D personnel. Section 4 presents and discusses our DiD approach
to identify the treatment e↵ect. Section 5 reports the main results and further assesses
whether the treatment e↵ect is heterogeneous across di↵erent types of firms. Section 6
concludes.
2. R&D-Specific Skills and Firms’ R&D
2.1. Literature Review
To be able to produce innovations, firms need employees who are able to perform R&D
tasks. Tertiary education institutions in general provide their graduates with such specific
skills in each respective field. Studies investigating spillovers from academic universities to
private R&D confirm that firms profit from these academic universities, and that these
spillovers are concentrated in firms located near an academic university (e.g., Anselin
et al., 1997; Audretsch and Feldman, 1996; Autant-Bernard, 2001; Ja↵e, 1989). Other
studies examining how the proportion of individuals with R&D skills in the workforce,
i.e., the proportion of individuals with a tertiary educational degree, a↵ects private R&D
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further support this argument (e.g., Vandenbussche et al., 2006; Wang, 2010).
However, only a few studies examine whether applied (research) skills are also important
for firms’ R&D. For example, in a recent paper on energy research, Popp (2017) finds
that non-university government institutions have a greater influence on private applied
R&D than academic universities. Cinnirella and Streb’s (2017) assessment of 19th century
Prussia identifies the knowledge of “master craftsmen,” i.e., applied knowledge in a specific
occupation, as an important driver of technological development. For Italy, Bianchi and
Giorcelli (2017) show that after the opening of university STEM education in Italy to
graduates of technical high schools, the previously lower-achieving technical high school
students are more likely to become inventors, while their previously higher-achieving peers
are not, indicating that the combination of practical professional skills with research skills
is the major driver for innovation.
Although the empirical evidence shows that firms rely on skilled personnel to produce
innovations, few papers have yet investigated how firms change their R&D personnel
in response to an education-driven labor supply shock. We analyze the e↵ect of the
introduction of UASs, tertiary-level education institutions that teach and conduct applied
R&D, in Switzerland on the employment of R&D personnel in private firms. We examine
which percentage of a firm’s employees perform R&D as their main job activity both
before and after the introduction of UASs, and which percentage of the total wage sum is
attributable to R&D employees before and after that introduction.
By studying changes in the employment of R&D personnel as a reaction to a particular
type of tertiary education expansion, this paper contributes to the literature on the
mechanisms through which tertiary education institutions influence innovation. We are
able to identify the causal e↵ect of the availability of R&D-specific skills on firms by
exploiting a unique quasi-natural experiment that led to an R&D-specific labor supply
shock: the introduction of UASs in Switzerland. We observe precisely how firms readjust
their R&D personnel, i.e., their labor input into R&D activities in terms of both employment
and wages, after the introduction of UASs. The advantage of our measure in comparison
to other measures of firms’ R&D, such as R&D expenditures or R&D investments, is that
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R&D personnel as a measure does not include, for example, contract research that firms
finance but that external research institutions actually undertake.
2.2. The Labor Supply Shock Induced by Universities of App-
lied Sciences
The R&D-specific labor supply shock we analyze is the result of the introduction of UASs
in Switzerland during the 1990s. The Swiss education system consists of both a vocational
and an academic track at the upper secondary and tertiary levels (according to the ISCED
classification). About 70 percent of students who completed compulsory school opt for
the vocational track by starting an apprenticeship, a particular form of dual vocational
education and training (VET).1 An apprenticeship includes practical on-the-job training
in host companies and theoretical teaching in schools according to well-defined curricula.
After completion, graduates acquire a nationally recognized certificate that allows them to
work as a skilled professional in the respective occupation (see, e.g., Backes-Gellner et al.,
2017; Eggenberger et al., 2018). Before the 1990s reform, students from the vocational
track had no direct career path to a tertiary level education institution equivalent to an
academic university. The goal of the introduction of UASs was to create such an equivalent
but di↵erent path.2
Apprenticeship graduates enter a UAS after a full apprenticeship training plus pro-
fessional baccalaureate. Through their apprenticeship, they have a very solid and broad
professional and practical skill set in their occupation (e.g., a four-year apprenticeship
training as a laboratory technician or a three-year apprenticeship training as a road
builder). On top of sound practical and professional competences, UASs provide their
students with primarily applied research knowledge, as opposed to theoretical knowledge,
in the respective field of study. Thus the skill sets of UAS graduates comprise practical
1 See https://www.bfs.admin.ch/bfs/en/home/statistics/education-science/diploma/upper-secondary.
html (last retrieved on September 6, 2018).
2 In addition to giving VET graduates a formal education equivalent to that of academic universities,
UASs are legally required to apply scientific methods and knowledge in their teaching and research,
to provide services to public or private sector firms, and to collaborate with firms and other research
institutions. For further information on UASs and their legal mandates, see Projektgruppe Bund–
Kantone Hochschullandschaft 2008 (2004) or SERI (2015).
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occupational skills combined with applied research knowledge. For example, an academic
university graduate with a degree in electrical engineering has likely acquired the necessary
basic research skills to achieve theoretical progress in how to more e ciently convert solar
energy to electricity. In contrast, a UAS graduate gets to know these basic research results
and strives to apply them in the actual development of a new photovoltaic system for
rooftops.
In addition, UAS law requires UASs to conduct applied research. Thus they collaborate
more frequently with private firms than do academic universities (Arvanitis et al., 2008),
so that students practice on real world problems during their studies. Therefore, we argue
that, due to their novel skill sets, UAS graduates (particularly in STEM) are very well
suited and immediately usable for firms’ R&D purposes.
When UAS students enter the regional labor markets after graduation, the applied
R&D skills of these graduates become available to firms located near a UAS campus.
As a result, these firms have easier access to R&D personnel. Thus treated firms both
experience more options in the R&D personnel selection process and know about the
source and specificity of UAS graduates’ applied research skills—in both instances reducing
hiring costs. Therefore, we expect treated firms to employ more R&D personnel. Likewise,
we also expect treated firms to spend a larger percentage of their total wage sum on the
wages of R&D employees if the skills of these employees are indeed valuable to the firms.
3. Data
To estimate the e↵ect of the R&D-specific labor supply shock on firms’ employment of
R&D personnel, we use the largest representative firm survey available in Switzerland,
the ESS. The Swiss Federal Statistical O ce (SFSO), which started the ESS in 1994, has
since then conducted it biennially, thus covering the relevant period of the UAS openings
from 1997 to 2003. Every wave of the ESS consists of a new stratified random sample
of all firms in Switzerland, with survey participation being mandatory. Our data thus
constitute repeated cross sections.
The ESS contains information on more than 300,000 firm-year observations between
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1994 and 2014, and each firm provides detailed information on its employees and their
tasks.3 To determine the location of an employee’s workplace, the ESS indicates the
“mobilite´ spatiale” (MS) regions,4 that is, homogeneous micro-regions whose boundaries
rely on—among other things—regional mobility analyses and structural labor markets
(Schuler et al., 2005). Therefore, MS regions are well suited for our analysis. The next
higher administrative regions are the cantons,5 and the next lower the municipalities.6
Each canton consists of approximately four MS regions, and an MS region consists on
average of about 22 municipalities.
Following Janssen et al. (2016), who exploit variation in workplace locations within
firms at the cantonal level, we use the information on employees’ workplace locations to
determine the locations of firms’ establishments. We split firms by assigning all employees
working in the same MS region to one establishment.7
Firms surveyed in the ESS also report the main job activity—e.g., construction,
secretarial, R&D8—of their employees as well as the exact wage in October of the survey
year, thereby allowing us to precisely measure firms’ R&D personnel at the establishment
level. From this information, we calculate two outcome variables that represent firms’ R&D
personnel (see appendix A for a mathematical definition of these outcome variables and
appendix B for descriptive statistics). First, the percentage of R&D personnel (RDP pct)
gives the fraction of employees with R&D as their main job activity relative to the total
number of employees within an establishment (adjusted to full-time equivalents). Second,
the percentage of R&D wages (RDW pct) indicates the fraction of wages paid to R&D
employees relative to the total wage sum. With this set of dependent variables, we can
3 The number of employees that each firm reports in the survey depends on firm size: Firms with fewer
than 20 employees report information on every employee; firms with 20 to 49 employees randomly
report every second employee; and firms with 50 employees or more randomly report every third
employee. However, as the data show that some firms chose to report more observations than necessary,
we do not rely on the three firm size categories when calculating the variables for our estimations.
4 In 1982, a federal study determined the non-administrative MS regions (Schuler et al., 2005). Since
then, the borders of these regions have not changed with the exception of minor revisions resulting
from municipality mergers (Schuler et al., 2005).
5 Switzerland has 26 cantons, which function similarly to states in the U.S.
6 Municipalities (Gemeinden) are similar to U.S. counties.
7 This procedure eliminates any biases that might result from fixing the location of a multi-establishment
firm to, for example, the MS region where most of its employees work, although the firm conducts
R&D at an establishment in a di↵erent location.
8 R&D is one of 24 categories in the job activity variable.
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investigate whether firms employ relatively more workers performing R&D and whether
firms also spend more on total R&D personnel. As firms can report only one job activity
per employee, our outcome variables can be considered lower bounds, but strong indicators
for R&D-active personnel.
4. Methodology
4.1. Identification Strategy
We use Pfister et al.’s (2018) identification strategy and exploit the quasi-natural variation
in the location and the timing of UAS campus openings to estimate the causal e↵ect of
the resulting R&D-specific labor supply shock on firms’ employment of R&D personnel.
Between 1997 and 2003, 15 UAS campuses in STEM opened in the German-speaking part
of Switzerland (see figure 1 for an overview), where the VET system is strongly embedded
both culturally and institutionally. Following Pfister et al. (2018), we argue that because
the location decisions for these campuses are the result of random political negotiation
processes rather than any economic factors related to innovation, the openings of these
campuses can serve as a quasi-natural experiment. For a comprehensive description and
investigation of the decision process and outcomes of UAS locations, see Pfister (2017).
To estimate how firms adjust their R&D personnel after the R&D-specific labor supply
shock, we apply the DiD model
Yi,t =  0 +  1UASi,t 3 +  2UASi +  3t+  4Xi,t + µi,t (1)
where Y is the dependent variable (RDP pct or RDW pct) for establishment i in survey
year t, UAS identifies whether an establishment is treated or not, t is a set of survey year
dummies, X represents a vector of control variables, and µ is the error term. We use a time
lag of three years between the opening of a UAS campus and an expected treatment e↵ect
because of the standard curriculum length of six semesters and the average graduation
time of slightly more than three years.9
9 For example, the campus in Winterthur was established in 1998. According to the standard curriculum
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As control variables, we include the industry sector at the 2-digit level of the General
Classification of Economic Activities (NOGA) 2002 classification,10 firm size in three
categories as indicated in the Business and Enterprise Register (BUR),11 and the canton12
of a firm’s main location.13 We do so for two reasons. First, the sampling procedure
of the ESS depends on these three characteristics and varies between waves, a↵ecting
the composition of firms in our sample (e.g., general sample size increase since 2002,
overrepresentation of single cantons within survey years). Second, independent of the
treatment, the sampling characteristics influence our outcome variables and thus need
controlling for (e.g., Lechner, 2010). Therefore, our analysis identifies the average treatment
e↵ect on the treated conditional on the three sampling characteristics industry sector, firm
size, and canton.
of six semesters, the first graduates would have left the UAS and entered the labor market in 2001. As
we use biennial data and thus do not observe firms in 2001, in Equation 1 we observe that UASi,t 3 = 0
if t  2000 and UASi,t 3 = 1 if t   2002 for all firms in the Winterthur campus treatment region.
Likewise, for firms in the treatment region of the Burgdorf campus, which was established in 1997,
UASi,t 3 = 1 if t   2000. The three-year time lag, the most conservative lag for our model, might
lead to an underestimation of the true treatment e↵ect, because the lag does not cover students who
stay at a UAS for more than six semesters (e.g., due to part-time work during studies).
10 In 1994, sampling was based on the “Allgemeine Systematik der Wirtschaftszweige” (ASWZ) 1985.
We convert this classification to the NOGA 2002 classification according to the correspondence tables
provided by the SFSO, see https://www.bfs.admin.ch/bfs/en/home/statistics/catalogues-databases/p
ublications.assetdetail.176072.html (last retrieved on September 6, 2018) and https://www.bfs.admin.
ch/bfs/en/home/statistics/catalogues-databases/publications.assetdetail.82758.html (last retrieved
on September 6, 2018). Since 2010, sampling in the ESS is based on the NOGA 2008 classification.
However, the ESS also provides the NOGA 2002 industry sector for the survey year of 2010.
11 The first category comprises firms with fewer than 20 employees, the second category firms with 20 to
49 employees, and the third category firms with 50 or more employees.
12 Until 2000, sampling in the ESS was not based on firms’ locations. Since 2002, it has been based on
which of seven greater regions a firm is located in. However, cantons can request that the ESS draws
samples representative for the respective cantons in single years. Therefore, cantons are the lowest
regional level at which sampling actually takes place in the ESS.
13 As the ESS does not provide information on a firm’s main location, we reconstruct it in line with the
SFSO (2016) definition of the main location as the location where the largest number of employees
work: In other words, the main location is set to the canton with the most employee observations in the
data; if the number of employee observations is equal for two or more cantons, the main location is set
to the canton with the largest cumulative wage sum; if both the number of employee observations and
the cumulative wage sum are equal for two or more cantons, the main location is set to the canton with
the longest tenure of an individual employee; and if the main location cannot be identified according to
this stepwise procedure, we drop the respective observations from our sample (20 establishment-year
observations).
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4.2. Definition of Treatment and Control Group
The MS regions allow us to identify whether an establishment is treated or untreated
based on its location. As Pfister et al. (2018) demonstrate, Swiss individuals are not very
mobile, with around 90 percent commuting less than 25 kilometers (15.5 miles) to work.
Following their argumentation, we assume that local labor markets for UAS graduates
emerge in areas within a 25-kilometer travel distance14 radius of a UAS campus. Thus we
consider an establishment to be treated if its distance from the closest UAS campus is 25
kilometers or less.
Figure 1: Geographic Locations of UAS campuses in STEM, Treated Establishments, and
Untreated Establishments
Source: Authors’ illustration with geodata from SFSO, GEOSTAT (Generalisierte Gemeindegrenzen der
Schweiz, Ausgabe 2015) available from https://www.bfs.admin.ch/bfs/de/home/dienstleistungen/geostat/
geodaten-bundesstatistik/administrative-grenzen/generalisierte-gemeindegrenzen.assetdetail.330759.html
(last retrieved on September 6, 2018).
14 We use Pfister et al.’s (2018) travel distance measure calculated with the Google application program-
ming interface.
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As the MS regions constitute a classification at a geographical level between the
cantons and the municipalities, we are not able to reconstruct the exact borders of the 25-
kilometer area around a UAS campus with our data. Instead, we identify how many of the
municipalities an MS region comprises are located within 25 kilometers of a UAS campus.
To be conservative, we assign only establishments in MS regions with all municipalities
located within 25 kilometers of a UAS campus to the treatment group. We then assign
all establishments in MS regions with only a part or none of the municipalities located
within 25 kilometers of a UAS campus to the control group. This assignment procedure
leads to an underestimation of the true treatment e↵ect, because the control group may
also contain treated establishments located within a 25 kilometer radius of a UAS campus.
Our estimation results thus provide a lower bound of the true treatment e↵ect. Figure 1
graphically illustrates the geographic locations of UAS campuses in STEM and those of
treated and untreated establishments.
4.3. Assessment of Parallel Trends Assumption
The crucial assumption of a DiD model is the parallel trends assumption, i.e., that both
treatment and control groups have to show the same time trend in the dependent variable
in absence of the treatment. In our case, the first UAS campuses in STEM opened in 1997.
With the three-year time lag, the first year in which we expect UAS graduates to enter
local labor markets is three years later, i.e., in 2000.
To investigate whether the parallel trends assumption holds in our sample, we plot
the trends in the dependent variables for both treatment and control groups. Before the
treatment sets in, the two curves should follow the same time trend, i.e., they should run
parallel. First, we plot the unconditional means. Second, as we condition on the three
sampling control variables—industry sector, firm size, and canton—in our DiD model
(see equation 1), we plot the predicted means from an OLS regression of the respective
dependent variable on the three sampling control variables. For our DiD estimator to
identify the causal e↵ect of the introduction of UASs, parallel time trends in the conditional
means su ce.
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Figure 2: Trends of Dependent Variables in Treatment and Control Groups
Panel (1): Percentage of R&D Personnel (RDP pct)
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(a) Unconditional means
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(b) Predicted means
Panel (2): Percentage of R&D Wages (RDW pct)
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(c) Unconditional means
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(d) Predicted means
Source: Authors’ illustrations based on data from the ESS.
Note: Predicted means stem from a linear regression of the respective dependent variable on the three
sampling characteristics.
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Figure 2 shows the time trends of the two dependent variables percentage of R&D
personnel (RDP pct) and percentage of R&D wages (RDW pct) throughout the observed
period for the treatment and control groups. A look at the unconditional means in Figures
2a and 2c, i.e., without adjusting the values for di↵erences that arise from changes in
sampling between survey years, reveals a declining trend for both the treatment and
control groups, with the decline slightly stronger for the treatment group. Furthermore,
the peak in the control group in 2000, the first treatment year in our model specification,
appears odd at first glance. However, as the predicted means in Figures 2b and 2d show
that the pre-treatment trends run parallel and that the peak in the control group vanishes
completely, the sampling characteristics fully explain the slight di↵erences in the trends of
the treatment and control groups, implying that these di↵erences are indeed unrelated to
the treatment.
To further investigate whether the parallel trends assumption holds and whether the
e↵ect of the control variables is stable over time, we perform an OLS regression analysis
for the pre-treatment period. We regress the dependent variables on the treatment group
dummy, the three sampling control variables, and a set of survey year dummies, as well as
their interactions with the treatment group dummy and the sampling control variables, as
follows:
Yi,t =  0 +  1UASi +  2t+  3UASi ⇥ t+  4Xi,t +  5Xi,t ⇥ t+ ⌫i,t (2)
where ⌫ is the error term.
Table 1 provides the results of these regressions. These results strengthen our inter-
pretation of the graphs in Figure 2—that the pre-treatment time trends do not di↵er
between the treatment and the control groups. None of the estimations show jointly
significant interactions between treatment group and survey year dummies, even when we
do not include the sampling control variables. Moreover, while the set of sampling control
variables is jointly significant in all estimations, their interactions with the survey year
dummies are not. Thus the e↵ect of the control variables is stable over time. These results
clearly show that assuming parallel pre-treatment trends for the two dependent variables
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Table 1: Pre-Treatment Trends Tests
RDP pct RDW pct
(1) (2) (3) (4) (5) (6)
Treatment group 0.3646⇤⇤ -0.0235 -0.5040 0.3850⇤⇤ -0.0184 -0.4793
(UASi) (0.1589) (0.1609) (0.6146) (0.1618) (0.1637) (0.6205)
Year (t): 1996 -0.0225 0.0722 -1.0489 -0.0392 0.0553 -0.9735
(0.1977) (0.2008) (0.6464) (0.1986) (0.2019) (0.6568)
Year (t): 1998 -0.1540 0.1657 -2.1839⇤⇤ -0.1561 0.1814 -2.2095⇤
(0.1660) (0.1607) (1.1130) (0.1703) (0.1648) (1.1285)
UASi ⇥ 1996 -0.0756 0.1429 1.1455⇤ -0.0584 0.1665 1.0872
(0.2143) (0.1928) (0.6850) (0.2175) (0.1955) (0.6957)
UASi ⇥ 1998 -0.1469 0.0240 1.8637 -0.1644 0.0097 1.9006
(0.2069) (0.1966) (1.1890) (0.2119) (0.2006) (1.2069)
Controls No Yes⇤⇤⇤ Yes⇤⇤ No Yes⇤⇤⇤ Yes⇤⇤⇤
Controls ⇥ Year No No Yes No No Yes
F -test UASi ⇥ t 0.2540 0.3476 1.7977 0.3228 0.5148 1.6873
N 28,524 28,524 28,524 28,524 28,524 28,524
Adj. R2 0.0005 0.1816 0.1972 0.0005 0.1840 0.2008
Source: Authors’ calculations with data from the ESS.
Notes: Robust standard errors clustered at the firm level in parentheses. All models include intercept.
Coe cients and standard errors are multiplied by 100 to represent percentage point changes. ⇤p < 0.10,
⇤⇤p < 0.05, ⇤⇤⇤p < 0.01.
RDP pct and RDW pct is reasonable.
5. Results
5.1. Main Results
Table 2 provides the OLS estimation results of the DiD approach specified in Equation 1.
We find that treated establishments employ a significantly higher percentage of workers
who perform R&D as their main job task after the opening of a UAS campus in STEM
(columns 1 and 2). Given the sample mean of 1.02 percent, this treatment e↵ect of
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0.16 percentage points is also economically significant. The sampling control variables
explain time-invariant di↵erences between the treatment and control groups, but do not
substantially change the treatment e↵ect.
Furthermore, we find that treated establishments spend a significantly larger percentage
of their total wage sum on R&D personnel after the introduction of UASs (table 2, columns
3 and 4). Given the magnitude of 0.14 percentage points and the sample mean of 1.07,
this wage e↵ect is statistically significant at the five percent level as well as economically
significant. Again, conditioning on the sampling control variables leads to the treatment
group dummy turning insignificant, while the treatment e↵ect even slightly increases.
Table 2: Main Estimation Results
RDP pct RDW pct
(1) (2) (3) (4)
Treatment group (UASi) 0.2270⇤⇤⇤ 0.0266 0.2330⇤⇤⇤ 0.0354
(0.0545) (0.0543) (0.0558) (0.0555)
Treatment (UASi,t 3) 0.1664⇤⇤⇤ 0.1581⇤⇤⇤ 0.1434⇤⇤ 0.1446⇤⇤
(0.0596) (0.0548) (0.0609) (0.0563)
Year dummies Yes⇤⇤⇤ Yes⇤⇤⇤ Yes⇤⇤⇤ Yes⇤⇤⇤
Controls No Yes⇤⇤⇤ No Yes⇤⇤⇤
Sample mean of dep. var. 1.0162 1.0162 1.0731 1.0731
N 232,228 232,228 232,228 232,228
Adj. R2 0.0010 0.1709 0.0010 0.1686
Source: Authors’ calculations with data from the ESS.
Notes: Robust standard errors clustered at the firm level in parentheses. All models include
intercept. Coe cients, standard errors, and sample mean of dep. var. are multiplied by 100
to represent percentage point changes. ⇤p < 0.10, ⇤⇤p < 0.05, ⇤⇤⇤p < 0.01.
A look at the individual employee level reveals that the increase in the employment of
R&D personnel does not coincide with a decrease in the average wage of an individual
R&D employee. After the introduction of UASs, the average wage of an individual R&D
worker employed at the establishments in our estimation sample increases steadily in
both the treatment and control groups, with a larger increase in the treatment group (see
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appendix C). This descriptive evidence suggests that firms do not employ more R&D
personnel in the form of UAS graduates as cheap replacements for academic university
graduates, because in this case the average wage of an individual R&D employee would
have decreased.
Our estimation results indicate that firms’ employing more R&D personnel is one
of the mechanisms underlying the increase that Pfister et al. (2018) find in patenting
quantity and quality. Firms that experience an education-driven labor supply shock after
the openings of UAS campuses in STEM yield a significantly higher R&D intensity as
measured by the percentage of R&D personnel and the percentage of wages paid to R&D
personnel.
While the results in Table 2 show that firms experiencing an R&D-specific labor supply
shock engage more intensively in R&D, we do not yet know precisely which types of
firms might drive the e↵ects. Therefore, in section 5.2 we further assess the mechanisms
underlying this finding.
5.2. E↵ect Heterogeneity
After analyzing the average e↵ect of the introduction of UASs on firms’ R&D personnel,
we investigate whether this e↵ect is heterogeneous. The finding that, on average, esta-
blishments treated by a UAS campus in STEM (a) have a larger percentage of employees
with R&D as their main job activity and (b) spend a larger percentage of their total wage
sum on R&D employees could be a result of either firms that newly start to engage in R&D
(potential start-ups) or firms that had already performed R&D before the introduction of
UASs engaging more intensively. Moreover, certain types of firms, e.g., small firms or firms
in specific industry sectors, might profit more from the UAS graduates’ skills in R&D.
To identify which establishments drive our findings, we examine whether the e↵ect of
the introduction of UASs is heterogeneous across di↵erent types of firms. We do so in three
steps. First, we investigate whether firms that newly start to engage in R&D determine
our findings by estimating Equation 1 with an alternative outcome variable. Second, we
assess whether the e↵ect varies with the size of the firm to which an establishment belongs.
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Third, we investigate whether the e↵ect di↵ers with regard to the industry sector of a firm.
To shed light on the question of whether firms that newly start to engage in R&D
after the R&D-specific labor supply shock contribute to the e↵ects we find, we construct a
binary dependent variable RDbin that indicates whether a firm conducts R&D or not. The
variable RDbin equals one if a firm has at least one R&D employee, i.e., if RDP pct > 0.
Then we estimate Equation 1 with RDbin as the dependent variable.
Table 3: Estimation Results on the Probability to
Conduct R&D
RDbin
(1) (2)
Treatment group (UASi) 0.5487⇤⇤⇤ 0.1780
(0.1574) (0.1524)
Treatment (UASi,t 3) 0.0370 0.5801⇤⇤⇤
(0.1679) (0.1581)
Year dummies Yes⇤⇤⇤ Yes⇤⇤⇤
Controls No Yes⇤⇤⇤
Sample mean of dep. var. 4.6084 4.6084
N 232,228 232,228
Adj. R2 0.0005 0.1568
Source: Authors’ calculations with data from the ESS.
Notes: Robust standard errors clustered at the firm level
in parentheses. All models include intercept. Coe cients,
standard errors, and sample mean of dep. var. are multiplied
by 100 to represent percentage point changes. ⇤ p < 0.10, ⇤⇤
p < 0.05, ⇤⇤⇤p < 0.01.
Table 3 shows the result of this estimation. Once we condition on the sampling control
variables, we find that after the introduction of UASs, treated establishments have a
substantially higher probability of conducting R&D than before. Thus firms that newly
start to engage in R&D at least partly explain the treatment e↵ects we find. Unfortunately,
due to our data constituting repeated cross-sections, we cannot track firms over time to
identify whether those firms that newly start to engage in R&D are existing firms or
start-ups.
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While firms that start to engage in R&D contribute to the main e↵ects we find, these
e↵ects might still be heterogeneous across firm-size classes. Therefore, to assess e↵ect
heterogeneity, we split our sample into subsamples of establishments belonging to firms
with di↵erent firm sizes. To determine a firm’s size, we use the self-reported information
on the total number of employees15 (i.e., the total number in all of a firm’s establishments
taken together) available in the ESS and then group firms according to the size classes
proposed in OECD (2015, p. 206). We then estimate Equation 1 (at the establishment
level) separately for each subsample, with RDP pct, RDW pct, and RDbin as the dependent
variables.
Table 4 provides the estimated treatment e↵ects for the di↵erent firm size classes.
These results suggest that establishments belonging to very small firms (with five to nine
employees) and those belonging to very large firms (with 5,000 or more employees) profit
most from the introduction of UASs. For very small firms, the increase in R&D-specific
labor supply might have facilitated the recruitment of R&D personnel. Moreover, for UAS
graduates, a job position at a very small firm might be a suitable start for a career in R&D.
Slightly larger firms (with ten to 20 employees) intensify their engagement in R&D due to
the improved recruitment options in the form of UAS graduates. While the marginally
significant negative e↵ect on the percentage of R&D wages indicates that medium-sized
firms (with 250 to 499 employees) might replace their previous R&D personnel with UAS
graduates for monetary reasons, but otherwise do not change their engagement in R&D,
larger firms (with 1,000 to 4,999 employees) appear to establish R&D in regions where
they were not previously active. Very large firms16 (with 5,000 or more employees) also
open up new R&D establishments and intensify their engagement in R&D as well.
Another source for heterogeneous e↵ects might be that, as one would expect, only
firms in industry sectors related to STEM profit from the openings of UAS campuses in
15 The self-reported firm size contains the total number of employees at the time of the survey. In
comparison, the firm-size categories we use a control variable (see section 4.1) is a stratification
criterion in the ESS and contains information from the BUR. In the e↵ect heterogeneity analyses, we
still control for the firm-size category from the BUR.
16 The 3,025 establishments in the subsample of firms with 5,000 or more employees belong to 128 firms.
The main results in Table 2 are not sensitive to excluding these establishments (results available upon
request).
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Table 4: Estimation Results by Firm Size Class
RDP pct RDW pct RDbin
Firm size (Si) N (1) (2) (3)
Treatment
(UASi,t 3)
Si  4 53,029 0.0762 0.0644 0.1813
(0.1221) (0.1240) (0.1703)
5  Si  9 35,134 0.3360⇤⇤ 0.3449⇤⇤ 0.6146⇤⇤
(0.1381) (0.1422) (0.2921)
10  Si  19 29,300 0.3547⇤ 0.3000 0.5919
(0.1833) (0.1883) (0.4501)
20  Si  49 36,799 0.2533 0.2263 0.5479
(0.1559) (0.1597) (0.4598)
50  Si  99 22,644 0.2871⇤ 0.2588 0.5151
(0.1653) (0.1724) (0.6024)
100  Si  249 22,190 -0.1248 -0.1359 -0.2160
(0.1731) (0.1757) (0.5859)
250  Si  499 12,062 -0.3194 -0.3563⇤ -0.9101
(0.2018) (0.2134) (0.7426)
500  Si  999 8,348 -0.1004 -0.1079 -0.1467
(0.2352) (0.2354) (0.8944)
1, 000  Si  4, 999 9,695 0.1589 0.1425 1.1195⇤
(0.1929) (0.1966) (0.6766)
5, 000  Si 3,027 0.5232⇤⇤⇤ 0.4898⇤⇤ 3.9277⇤⇤⇤
(0.1940) (0.1885) (1.3019)
Source: Authors’ calculations with data from the ESS.
Notes: Results from separate regressions. Robust standard errors clustered at the firm level
in parentheses. All models include intercept, treatment group dummy, year dummies, and
sampling control variables. Coe cients and standard errors are multiplied by 100 to represent
percentage point changes. ⇤p < 0.10, ⇤⇤p < 0.05, ⇤⇤⇤p < 0.01.
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Table 5: Estimation Results by Industry Sector
RDP pct RDW pct RDbin
Industry sector (NOGA2002i) N (1) (2) (3)
Treatment
(UASi,t 3)
A Agriculture and forestry 5,106 -0.1640 -0.1717 -0.0630
(0.1499) (0.1577) (0.2129)
C Mining and quarrying 824 0.0702 -0.0975 0.9947
(0.3698) (0.3834) (2.5903)
D Manufacture of goods 53,852 0.3663⇤⇤ 0.3521⇤⇤ 1.5191⇤⇤⇤
(0.1562) (0.1629) (0.5323)
E Electricity, gas, and 1,240 0.4405 0.4390 -0.7589
water supply (0.2696) (0.2670) (1.8783)
F Construction 12,965 0.0065 0.0054 -0.3447
(0.0212) (0.0253) (0.2720)
G Wholesale and 45,028 -0.0013 0.0016 0.0845
retail trade (0.0446) (0.0445) (0.1992)
H Hotels and restaurants 9,626 0.0039 0.0046 0.1126⇤
(0.0033) (0.0033) (0.0639)
I Transport, storage, 13,879 -0.0583 -0.0618 -0.5455
and communication (0.0427) (0.0471) (0.4514)
J Financial intermediation; 16,158 0.0351 0.0311 0.2862
insurance (0.0642) (0.0617) (0.2674)
K Real estate, renting; 36,779 0.1744 0.1205 0.2380
other business activities (0.2408) (0.2442) (0.4451)
M Education 6,164 -0.1267 -0.1779 -0.1486
(0.1917) (0.2060) (0.6688)
N Health, veterinary, 13,295 -0.1670 -0.1739 -0.5990
and social work (0.1262) (0.1296) (0.4393)
O Other community, social, 17,312 0.5402⇤⇤ 0.5399⇤⇤ 1.1706⇤⇤⇤
personal service activities (0.2141) (0.2151) (0.4039)
Source: Authors’ calculations with data from the ESS.
Notes: Results from separate regressions. Robust standard errors clustered at the firm level in parentheses.
All models include intercept, treatment group dummy, year dummies, and sampling control variables.
Coe cients and standard errors are multiplied by 100 to represent percentage point changes. ⇤p < 0.10, ⇤⇤
p < 0.05, ⇤⇤⇤p < 0.01. Nomenclature of NOGA 2002 categories provided by SFSO (2002), titles shortened
for illustration (original titles provided in appendix D).
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STEM. To examine e↵ect heterogeneity across industry sectors, we perform subsample
estimations for establishments belonging to firms in di↵erent industry sectors. We use the
main categories of the NOGA 2002 classification (see also section 4.1) as industry sector.
Then, as we did for the subsamples of di↵erent firm size classes, we estimate Equation 1
(at the establishment level) for each industry-sector subsample, with RDP pct, RDW pct,
and RDbin as the dependent variables.
Our assessments of e↵ect heterogeneity across industry sectors, shown in Table 5,
indicate that establishments belonging to firms in the “manufacture of goods” and “other
community, social and personal service activities” sectors drive our main results. Esta-
blishments belonging to firms in the “manufacture of goods” sector start to engage in R&D
and intensify their engagement in R&D after the introduction of UASs. We find similar
e↵ects for the “other community, social, and personal service activities” sector, which
comprises, among other things, television and entertainment companies. As expected,
establishments belonging to firms in sectors unrelated to STEM remain una↵ected when
treated by a UAS in STEM or its graduates.17 One exception is establishments in the
“hotels and restaurants” sector, which has a slightly higher probability of conducting R&D,
possibly because the availability of UAS graduates enabled them to perform R&D in the
first place.
Our assessments of e↵ect heterogeneity suggest that establishments belonging to firms
with 5 to 9 employees and those belonging to firms with 5,000 employees or more, as well
as establishments belonging to firms in the “manufacture of goods” and “other community,
social, and personal service activities” sectors drive our main results. Furthermore, firms
starting to engage in R&D contribute to these results. However, as the SFSO changed the
sampling procedure for the ESS with the 2002 survey, and as firms in some of the subsamples
might be underrpresented before 2002, our assessments of e↵ect heterogeneity should be
interpreted with some caution. Nonetheless, they contribute to a better understanding of
where the overall treatment e↵ect might come from.
17 When examining UAS campuses in STEM, we do not expect any treatment e↵ects for non-STEM
sectors. For an analysis of the e↵ect of UASs on establishments in sectors such as “education” or
“health, veterinary, and social work”, campuses in other fields would have to be considered. Our main
results in Table 2 are not sensitive to excluding these establishments (results available upon request).
22
5.3. Robustness Check
To test the robustness of our DiD estimation results, we use a quasi-panel to apply
a fixed e↵ects (FE) estimation. As the ESS data has the structure of repeated cross-
sections, i.e., firms and their establishments cannot be tracked over time, we group18 the
establishment-level observations by MS region, industry sector (on 2-digit level of NOGA
2002 classification), and self-reported firm size (grouped into the ten categories we use
for our e↵ect heterogeneity analysis in section 5.2) to obtain an unbalanced quasi-panel
consisting of observations of each establishment group q at di↵erent points in time. We then
calculate the yearly averages of the dependent variables percentage of R&D personnel and
percentage of R&D wages for each establishment group. The quasi-panel FE estimation
accounts for any unobserved group-specific heterogeneity, thereby helping to overcome any
violation of the parallel trends assumption that our tests in section 4.3 did not detect.
Table 6: Quasi-panel Estimation Results
RDP pct RDW pct
(1) (2)
Treatment (UASq,t 3) 0.1834⇤⇤ 0.1625⇤⇤
(0.0774) (0.0801)
Year dummies Yes⇤⇤⇤ Yes⇤⇤⇤
Sample mean of dep. var. 1.1992 1.2794
N 76,193 76,193
Adj. R2 0.0007 0.0007
Source: Authors’ calculations with data from the ESS.
Notes: Robust standard errors in parentheses. Coe cients,
standard errors, and sample mean of dep. var. are multiplied
by 100 to represent percentage point changes. ⇤ p < 0.10, ⇤⇤
p < 0.05, ⇤⇤⇤p < 0.01.
The quasi-panel FE estimations yield a treatment e↵ect of 0.18 percentage points on
percentage of R&D personnel (table 6, column 1), which is statistically significant at the
five percent level. Considering the slightly larger quasi-panel sample mean of 1.20, the size
18 On average, a group consists of 3.05 establishments per year.
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of this e↵ect equals the e↵ect we obtain from the DiD specification in section 5.1. For the
percentage of R&D wages, the quasi-panel treatment e↵ect also equals the DiD treatment
e↵ect in size with a 0.16 percentage points increase and a sample mean of 1.28. We
conclude from the FE estimation results that unobserved group-specific heterogeneity does
not explain the DiD estimation results in section 5.1, implying that the DiD estimation
results identify the true treatment e↵ect.
6. Conclusion
In this paper, we investigate how an exogenous increase in R&D-specific labor supply
resulting from the introduction of UASs in Switzerland influences the employment of
R&D personnel in private firms, in terms of both employment and wages paid to R&D
personnel. We focus on the openings of UAS campuses in STEM. Firms located near a
UAS campus teaching STEM experience an R&D-specific labor supply shock in the form
of UAS graduates in STEM entering the regional labor markets.
Applying a DiD design that exploits the quasi-natural variation in the location and
the timing of UAS campus openings, we find that the percentage of R&D personnel
relative to total personnel (i.e., the percentage of employees with R&D as their main job
activity) in treated establishments increases significantly. Moreover, we find that treated
establishments spend a higher percentage of their total wage sum for R&D personnel,
measured as the percentage of R&D wages (the sum of wages paid to R&D personnel
relative to the total wage sum).
An analysis examining the probability of a firm’s conducting R&D suggests that firms’
newly starting to engage in R&D is one determinant of the e↵ects we find. In addition,
our assessments of e↵ect heterogeneity show that both very small firms (particularly those
with five to nine employees and thus possibly start-up firms) and very large firms (with
5,000 or more employees) drive these e↵ects. Furthermore, firms in the “manufacture of
goods” and “other community, social, and personal service activities” industry sectors
conduct more R&D, thereby positively contributing to the overall e↵ects.
Our findings suggest that the policy reform of introducing UASs provided firms with
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R&D personnel, thus laying the foundation for increasing innovative activities of treated
firms. The availability of R&D-specific skills to all firms and the resulting incentives
for engaging in R&D foster firms’ innovation activities. In light of the study by Pfister
et al. (2018), who find that the introduction of UASs in Switzerland increased regional
patenting activities both quantitatively and qualitatively, firms’ using the R&D-specific
skill resources of UAS graduates for their R&D purposes constitutes one of the mechanisms
leading to the increase in patenting activities.
Therefore, policy reforms aimed at increasing firms’ innovative activities through
education, along the lines of the UASs in Switzerland, should emphasize the particular
combination of sound practical professional knowledge and applied research skills to do so.
UAS graduates possess skills that are tailored particularly towards the requirements for
the R&D activities of small firms and firms starting to engage in R&D.
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Appendices
Appendix A. Definition of Outcome Variables
We calculate the outcome variable percentage of R&D personnel (RDP pct, equation A1)
in the following way:
RDP pcti =
NiX
j=1
rdjlj
,
NiX
j=1
lj (A1)
with i as the establishment, j as the employee, N as the number of employee observations,
rd as the binary indicator of R&D as main job activity, and l as the individual employment
level (0 < l  1).19 As equation A1 shows, we adjust the variable to full-time equivalents
by weighting each employee observation with the individual employment level, thereby
avoiding potential biases caused by part-time employment.
For our wage outcome variable percentage of R&D wages (RDW pct, equation A2), we
proceed similarly:20
RDW pcti =
NiX
j=1
wjrdj
,
NiX
j=1
wj (A2)
with w as the monthly wage.21
19 For individuals with l > 1 we set l = 1.
20 Before aggregating at the establishment level, we deflate every wage observation in
the dataset to 2010 prices according to the Consumer Price Index provided by the
SFSO. See https://www.bfs.admin.ch/bfs/en/home/statistics/catalogues-databases.assetdetail.cc-d-
05.02.08.html (last retrieved on September 6, 2018).
21 Firms report wages in October of each survey year. To avoid any bias, we use the base salary, with no
extra earnings such as overtime or bonus payments.
26
Appendix B. Descriptive Statistics for Dependent Variables
Table B1: Descriptive Statistics for Percentage of R&D Personnel
(RDP pct)
Control group Treatment group
Year N Mean SD N Mean SD
1994 3,633 0.7527 6.5974 6,736 1.1173 8.0830
1996 2,992 0.7302 6.3712 5,694 1.0192 7.6657
1998 3,433 0.5987 5.0684 6,036 0.8164 6.4293
2000 3,362 1.0154 7.6288 6,062 0.9246 7.3344
2002 14,155 0.6998 5.4891 22,710 1.0006 7.2864
2004 14,300 0.7582 6.1145 24,471 1.1355 8.0657
2006 14,415 0.6995 5.6897 24,790 1.0975 7.7750
2008 14,606 0.7229 5.9207 24,505 1.1335 7.9606
2010 14,815 1.0835 7.6433 25,513 1.5207 9.4716
Total 85,711 0.7914 6.2707 146,517 1.1477 8.0493
Source: Authors’ calculations with data from the ESS.
Note: Variable values multiplied by 100 to represent percentages.
27
Table B2: Descriptive Statistics for Percentage of R&D Wages
(RDW pct)
Control group Treatment group
Year N Mean SD N Mean SD
1994 3,633 0.8025 6.6631 6,736 1.1874 8.3027
1996 2,992 0.7633 6.3960 5,694 1.0898 7.8981
1998 3,433 0.6464 5.3022 6,036 0.8669 6.6173
2000 3,362 1.0843 7.8421 6,062 0.9655 7.4311
2002 14,155 0.7722 5.8050 22,710 1.0616 7.4723
2004 14,300 0.8210 6.3302 24,471 1.1833 8.1587
2006 14,415 0.7646 5.9435 24,790 1.1335 7.8260
2008 14,606 0.7806 6.1474 24,505 1.1838 8.0589
2010 14,815 1.1601 7.8864 25,513 1.5829 9.6020
Total 85,711 0.8557 6.5000 146,517 1.2002 8.1711
Source: Authors’ calculations with data from the ESS.
Note: Variable values multiplied by 100 to represent percentages.
28
Table B3: Descriptive Statistics for Probability to Conduct R&D
(RDbin)
Control group Treatment group
Year N Mean SD N Mean SD
1994 3,633 3.7985 19.1187 6,736 4.7654 21.3050
1996 2,992 3.6430 18.7390 5,694 4.7243 21.2176
1998 3,433 3.2916 17.8442 6,036 4.0921 19.8124
2000 3,362 4.6104 20.9740 6,062 4.2230 20.1131
2002 14,155 4.0763 19.7748 22,710 4.7160 21.1985
2004 14,300 4.2308 20.1297 24,471 4.7035 21.1719
2006 14,415 4.1762 20.0052 24,790 4.6269 21.0071
2008 14,606 4.0052 19.6088 24,505 4.7052 21.1754
2010 14,815 5.0894 21.9789 25,513 5.6795 23.1454
Total 85,711 4.2445 20.1603 146,517 4.8213 21.4216
Source: Authors’ calculations with data from the ESS.
Note: Variable values multiplied by 100 to represent percentages.
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Appendix C. R&D Employee Wage at the Individual Level
Figure C1: Development of Average R&D Employee Wage at the Individual Level (in
Swiss Francs)
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Source: Authors’ illustrations based on data from the ESS. Calculations at the individual employee level.
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Appendix D. NOGA 2002 Categories of Industry Sector
Table D1: NOGA 2002 Categories of Industry Sector
Category Title
A Agriculture and forestry
B Fishing and fish farming
C Mining and quarrying
D Manufacture of goods
E Electricity, gas, and water supply
F Construction
G Wholesale and retail trade; repair of motor vehicles and consumer durables
H Hotels and restaurants
I Transport, storage, and communication
J Financial intermediation; insurance (excluding compulsory social security)
K Real estate, renting, and related activities; other business activities
L Public administration and defence; compulsory social security
M Education
N Health, veterinary, and social work
O Other community, social, and personal service activities
P Private household
Q Extra-territorial organizations and bodies
Source: SFSO (2002)
Notes: Categories B, P, and Q not included in the ESS sample we use for our estimations. Category L
excluded because it does not contain private firms.
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