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a b s t r a c t
The development of bio-electronic prostheses, hybrid human-electronics devices and bionic robots has
been the aim of many researchers. Although neurophysiologic processes have been widely investigated
and bio-electronics has developed rapidly, the dynamics of a biological neuronal network that receive
sensory inputs, store and control information is not yet understood. Toward this end, we have taken an
interdisciplinary approach to study the learning and response of biological neural networks to complex
stimulation patterns. This paper describes the design, execution, and results of several experiments per-
formed in order to investigate the behavior of complex interconnected structures found in biological
neural networks.
The experimental design consisted of biological human neurons stimulated by parallel signal patterns
intended to simulate complex perceptions. The response patterns were analyzed with an innovative arti-
ﬁcial neural network (ANN), called ITSOM (Inductive Tracing Self Organizing Map). This system allowed
us to decode the complex neural responses from a mixture of different stimulations and learned memory
patterns inherent in the cell colonies. In the experiment described in this work, neurons derived from
human neural stem cells were connected to a robotic actuator through the ANN analyzer to demonstrate
our ability to produce useful control from simulated perceptions stimulating the cells.
Preliminary results showed that in vitrohumanneuron colonies can learn to reply selectively to different
stimulation patterns and that response signals can effectively be decoded to operate a minirobot. Lastly
the fascinating performance of the hybrid system is evaluated quantitatively and potential future work is
discussed.
© 2008 Elsevier Ireland Ltd. All rights reserved.
1. Introduction
In order to further the development of prosthetic biological
interface through the expanded understanding of neurological sig-
nalsweareperusing the in vitro investigationofbiological networks
based upon the assumption that such networks process com-
plex spacio-temporal signal patterns as total integrated structures
rather than serial neural pulse trains. A review of prior work, sum-
marized in the following sections, showed us that we have little
or no a priori knowledge of the neural processing or information
content of the electronic activity observed in neural cell colonies.
We have therefore connected biological neural network to an elec-
tronic artiﬁcial neural network (ANN) as two matched black boxes.
Our goal was to show how the self-organizing properties of the
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latter can be used to adapt and extract information from the for-
mer. Our success suggests such a combination can be engineered
into the architecture prosthetic interfaces and our knowledge of
the electronic network, though complex, is tractable enough to
provide insight into the workings of its complementary biologi-
cal partner. After a brief summary of related work, we will present
our experimental conﬁguration, results, and preliminary insights
in the following sections.
1.1. Background
An interest in developing a direct interface between electronics
and neural cells began in the early 1990s with work by Fromherz
et al. (1991), Fromherz et al. (1993), Fromherz and Schaden (1994),
Weis et al. (1996), Jenkner and Fromherz (1997), and Schatzthauer
and Fromherz (1998)). After these pioneering experiments, many
laboratories investigated this ﬁeld with the aim of developing
future bio-electronic prostheses, hybridhuman-electronics devices
and bionic robots. Advances in neurophysiology were made by
experiments with multi-electrode stimulation of animal neurons
0303-2647/$ – see front matter © 2008 Elsevier Ireland Ltd. All rights reserved.
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(Akin et al., 1994; Wilson et al., 1994; Bove et al., 1996; Canepari
et al., 1997; Borkholder et al., 1997; Maher et al., 1999; Jimbo and
Robinson, 2000; Egert et al., 2002). Using chaos theory, the Georgia
Tech group (Schiff et al., 1994; Lindner and Ditto, 1996; Garcia et
al., 2003) managed the chaotic electrical responses of interacting
neurons extrapolating correct answers to simple computations.
In 2005 the group at the Trieste’s International School for
Advanced Studies (Ruaro et al., 2005) investigated the possibility
of using neurons on Micro Electrode Arrays (MEAs) as “neuro-
computers” able to ﬁlter digital images. While the Fromherz’s
group focused on ever more highly evolved chip–neuron junctions
(Jenkner et al., 2001; Zeck and Fromherz, 2001; Bels and Fromherz,
2002; Bonifazi and Fromherz, 2002; Fromherz, 2002), theﬁrst steps
in developing hybrid creatures formed by animal neurons con-
nected to robotic arms or virtual animals were undertaken (Chapin
et al., 1999; Reger et al., 2000; Taylor et al., 2002). In 2003 the group
at Duke University (Carmena et al., 2003) inserted 320 microelec-
trodes into a monkey brain and the animal learned how to move a
robotic arm. Potter’s group at Georgia Tech (Potter, 2001; DeMarse
et al., 2001; Wagenaar et al., 2001; De Marse et al., 2002) created
a hybrid creature made of rat cortex neurons and this creature
was able to learn from the environment. More recently, several
groups including ours have designed closed-loop studies with
natural–artiﬁcial hybrid systems (hybrots–neurobots): Kositsky et
al. (2003), Wagenaar and Potter (2004), Martinoia et al. (2004),
Potter et al. (2005). In Bakkum et al. (2004), under the control
of a neural network cultured on MEA, a Koala 6-wheeled rover
approached another randomly operated robot to demonstrate a
rendezvous maneuver. The hybrid system encoded/decoded infor-
mation on the base of the size of the neural interspike interval
(ISI).
Nonetheless, the dynamics of neuronal networks that receive
sensory inputs, store memories and control movement and behav-
ior is not fully understood. The current methods are based on the
detection and analysis of spike trains (Rieke et al., 1997; Borst and
Theunissen, 1999; Paninski et al., 2004; Pillow et al., 2005), with
interesting but inconclusive results.
Our group used a different approach. We started with the
assumption that the neural signal has richer information content
then what is contained in spike trains alone. Therefore it could
be important to analyze such signals in toto. Such analysis would
have to consider not only the spike frequencies but also the wide-
ranging frequency variations and amplitudes of the whole signal.
To achieve our aim, we developed a hybrid (biological–electronic)
system composed of a network of human neurons connected to
an ANN, which was in turn connected to a minirobot. A training
sequence of simulated perceptions, in form of electrical stimula-
tions, was used to stimulate the biological network. The output of
the biological neurons was input of the ANN. This device was able
to self-organize and classify the signals, by using the time series
of the whole neural signal. As we will describe below, this allowed
our hybrid electronic-neuronal system to learn simulated percep-
tions and to react correctly to an ensuing presentation of learned
patterns.
1.2. Past Experiments
In the past experiments (Pizzi et al., 2004) cells were cultured
on MEA connection sites and eight input channels taken from eight
electrodes were connected to each other as a Hopﬁeld network
(Hopﬁeld, 1984; Tank and Hopﬁeld, 1989). In the Hopﬁeld model,
the output channels coincided with the input channels and there-
fore a short relaxation time (around 10ms) was introduced, after
disconnecting the stimulation circuit, before the output signals
were collected from the same electrodes. The biological neurons
were stimulated by electrical pulses ranging from 1.25 to 25ms
using a variety of frequencies and voltages (30–100mV, suitable
for neuron stimulation).
Our analyses, described in detail in Pizzi et al. (2007), high-
lighted the result that equal or similar stimulation patterns (i.e.,
many replications of the same pattern differing only by small
variations attributed to noise) generated electrical signals with
similar amplitudeandshape, anddifferentpatternsgeneratedwell-
diversiﬁed electrical signals. We also analyzed them qualitatively
using Recurrence Quantiﬁcation Analysis (RQA) (Takens, 1981;
Zbilut and Webber, 1992; Kononov, 1996; Zbilut et al., 2002), eval-
uating the organization state of the biological networks before and
after the training procedure. The result of this analysis indicated an
increase of the response signal organization, i.e. an increase in their
information content, as a consequence of the repeated stimulation.
This lead us to the conclusion that repeated stimuli were modify-
ing the network structure and both increasing and maintaining its
information content suggesting a form of learning and memoriza-
tion was occurring that could be measured and quantiﬁed.
1.3. Present Experiment
On the basis of these results we extended our research in order
to improve our knowledge about neurophysiologic learning and
memory functions and evaluate the feasibility of non-invasive neu-
rological prostheses to substitute damaged brain functions. A new
set of experiments was initiated with the aim of decoding the sig-
nals emitted from a biological neural network.We used a computer
based artiﬁcial neural network, we call ITSOM, to provide a quan-
titative measure of learning occurring as the result of organized
stimulation of a neuron culture. In the following sections we will
describe the materials, electronic conﬁguration, experiment oper-
ations, analysis, and results of these experiments. This is followed
by a discussion of the signiﬁcance of our ﬁndings and our plans for
additional work we hope to conduct in the future.
2. Materials
2.1. The MEAs
Our system was based on the Microelectrode Array technology. A MEA is a glass
Petri dishwith small electrodes inserted. The cultured biological human neural cells
adhere directly to these electrodes. Each electrode is connected by an isolated track
to a pad suitable for an external connection. MEAs allow the recording of the simul-
taneous activity of many cells on different channels for an extended period without
damaging the cultures.
Our Panasonic MEAs had 64 indium tin oxide (ITO)–platinum microelectrodes.
Themicroelectrode sizewas50m, the interpolardistance150m.Their low, 10k
impedance was critical to achieve a good signal-to-noise ratio necessary to investi-
gate the dynamic behavior of a whole neural network.
2.2. The Human Neural Cells
In our experiments we used human fetal neural stem cells isolated in house
in 1999 from the diencephalic/telencephalic area of human fetuses, spontaneously
aborted at the tenth week of gestation (Vescovi et al., 1999), as a source of neurons.
The stem cells can be isolated and subcultured in vitro. They have the ability to
divide andunlimitedly proliferate in the formof neurospheres by using the signaling
of the ﬁbroblast growth factor (FGF2) and the epidermal growth factor (EGF). After
mechanical dissociation of the neurospheres, the resulting single stem cells can be
plated on matrigel (an adhesion molecule derived by a mouse sarcoma, liquid state
at 4 ◦C, gel state after 20min at 37 ◦C) and if suitably stimulated they can differen-
tiate and become neurons, astrocytes and oligodendrocytes (McKay, 1997; Gritti et
al., 1999, 2000, 2001; Galli et al., 2003). The neural cell maturation takes 18 days.
Since stem cells are able to proliferate exponentially without requiring the use of
multiple animal dissections and have the adaptability to grow in several different
environments they are optimal candidates for possible future bionic implants.
The use of stem cells was suggested by the fact that this kind of cell has a dis-
cernible adaptability to adhere and differentiate on particular devices such as the
MEAs. However it was important to verify that differentiated stem-derived cells
would have appropriate electrophysiological properties required for our experi-
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Fig. 1. Human fetal neural stem cells are able to mature on the MEA electrodes and
become neural cells. Bright ﬁeld, 10×.
ments. The literature (Hiroki et al., 2000; Song et al., 2002) reported that adult
neural stem cells isolated from a rat hippocampus, differentiated and stimulated
by the brain-derived neurotrophic factor (BDNF), develop functional synapses in
vitro. Human fetal neural stem cells with excitable properties were also observed
in Gritti et al. (2000). In addition, the existence of in vitro synapses has also been
demonstrated on the basis of morphological appearance (see Fig. 1).
Furthermore the increase of the current amplitude in the Na channels and the
appearance of action potentials suggested that the channel functionalities grow
gradually during neural cell maturation. We thus concluded that the existence of
functional synapses in cultures of neural cells derived from adult neural stem cells
has been experimentally proven and therefore were suitable candidates for our
experiments.
2.3. The Neural Cell Procedures
Several technical procedures must be mentioned that are required to properly
utilize the stem cell derived neurons and assure their proper functioning in the
experiments.
MEAsmust be thoroughlywashed before use, because they are assembled using
silicon, which could cause neurotoxicity. The electrodes must be perfectly clean
to properly conduct the electrical signals. The washing protocol included 48h of
rinsing with distilled water and 70% ethanol, then an overnight exposure to UV light
(254nm) and a ﬁnal sterile drying. The UV light treatment was performed on the
MEAs without the presence of cells.
After the washing procedure, matrigel could be applied to the MEAs, however,
we found that if cells were also added at this time the matrigel detached from the
MEA after 2–3 days of culture and caused cell death (see Fig. 2).
This problem was solved by applying the matrigel on the MEA overnight before
adding the cells. This protocol variation allowed good cell adhesion during the 25
Fig. 2. Matrigel detachment leads to cell death. The MEA coating with matrigel
proved to be a critical step because the gel was unable to adhere to the MEA for the
total culturing time. Coating the MEA with matrigel overnight, however, solved the
problem. Bright ﬁeld, 5×.
days needed for cellmaturation. Once theMEAswere coated, the neurosphereswere
mechanically dissociated and 50,000 single stem cells were plated and exposed to
basic ﬁbroblast growth factor (FGF2) and other neural growth factors such as brain
derivedneurotrophic factor (BDNF) for eighteendaysbefore the learningexperiment
(Vescovi et al., 1993; Riaz et al., 2004). On the 19th day the MEAs were put inside a
thermally controlled experimentation box at 37 ◦C.
To avoid electromagnetic noise the thermal resistorswere carbon-basedandDC-
supplied. In order to ensure a good electromagnetical shielding, the plexiglass box
wascoatedwitha tight-knit (1mm)brassmeshnet.However, the thermo-controlled
box did not insure a suitable atmosphere (oxygen 20%, CO2 5%) for cell survival. Thus
we exposed the cells to a made in-house Tyrode buffer (134mM NaCl, 3mM KCl,
1mM CaCl2, 1mM MgCl2, 35mM glucose) which helps maintain the correct pH (pH
7.4) and glucose levels. Addition of the Tyrode buffer to the cell medium resulted in
two hours of cell survival, sufﬁcient time for us to complete the experiments to be
described in Section 3.
It is worth mentioning that in order to guarantee cells were vital throughout
the experiment we treated cells with TTX (Tetrodotoxin) at the end of the experi-
ment and performed one last recording. TTX is a potent neurotoxin extracted from
the Tetraodontiformes family (which includes the pufferﬁsh). It selectively blocks
sodium ion transport through the membrane, thereby modifying excitability and
inhibiting action potential.
As expected, after adding TTX to the cell culture, the voltage values were atten-
uated signiﬁcantly until reaching a noise-level signal. This procedure demonstrates
two important characteristics. First it shows that the recorded signals actually came
from functional neuronal activity since such activity couldbemanipulatedbyneuro-
toxins, and second, it showed that the cells were active during the experiment, prior
to the last recording. After all recording was completed, the cells were harvested
from the MEAs and a viability assay was performed using Trypan Blue (a vital stain
used to selectively color dead tissues or cells in blue). Though somewhat redundant
this last test ensured that the cells, from which we were recording, had been alive
during the experiment.
2.4. The Hardware
As described in previous works (Pizzi et al., 2004, 2007), our technique con-
sisted of stimulating the cells with simulated perceptions in form of digital patterns
consisting of organized bursts of multichannel electrical stimulations and then ana-
lyzing their response with an artiﬁcial neural network in order to command a robot.
A block diagram of the hardware conﬁguration used is shown in Fig. 3.
Stimulation patterns could be preset by a computer program that controlled a
custom preampliﬁer circuit shown in Fig. 4. A custom device was required because
whenmeasuring lowvoltage signals frombiological components caremust be taken
to avoid electromagnetic contamination fromall external sources. To eliminatenoise
all the circuitswere isolated and contained in a thickmetal box connected to ground.
The input and output signals were completely isolated by special Texas Instruments
ISO124 chip that eliminates electromagnetic coupling.
In addition the output signals stimulating the MEA were uncoupled from the
internal circuit by photocouplers. In this way the MEA electrodes were never in
electrical contact with the outside. Four Li-ion batteries supplied a “clean” voltage,
and the entire system was connected to ground.
The cells received electrical stimulations through eight shielded cables con-
nected to the MEA and the same cables collected the electrical reactions of the cells
to the simulated perceptions. The controller with the eight cables connected to the
MEA inside the brass box is shown in Fig. 5.
After ampliﬁcation, the signals generated by the cells were acquired by a
NI6052E National Instruments DAQ with the following speciﬁcations: 333kS/s, 16
bits, 16 analog inputs, 2 analog outputs, 8 digital I/O lines.
The digital data streamwas then analyzed by theANN software,which “learned”
to classify the MEA response patterns into four possible commands and also gen-
erated classiﬁcation conﬁdence levels. When conﬁdence levels exceeded preset
thresholds the identiﬁed command could be sent to the robot. Thus in principle
the robot would execute movements controlled by the response of the biological
neural network to sensory stimulation. Our goal was less to demonstrate motor
control than to further our understanding of complex signal environments in neu-
ral colonies. Further discussion of the signals, analysis and experimental results are
provided in the next section.
3. Experiment Protocol
The basic experiment protocol consisted of a learning phase
during which the neuron culture was stimulated with one of four
patterns 10 times and the response used to tune the ITSOM ANN.
The learning phase was followed by a test phase during which the
culturewas stimulatedwith a randomsequenceof the fourpatterns
and its response analyzed by the ITSOM ANN. The number of cor-
rect stimulation pattern identiﬁcations is then used to quantify the
Author's personal copy
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Fig. 3. Block diagram of the system.
amount of adaptation, i.e. learning in the culture. By repeating this
basic experiment protocol with mature neurons, undifferentiated
cells, and an untrained ITSOM ANN we hoped to show a signiﬁcant
statistical difference in the number of correct classiﬁcations and
measure the learning capacity of the culture being tested.
The simulated perceptions took the formof four digital patterns.
Each pattern consisted of a matrix of 8×8 bits shown as light and
dark dots in Fig. 6. The rows represented the eight connected chan-
nels while the columns represented eight time intervals. A light
colored bit meant the channel was activated a dark colored bit
meant no electronic stimulation was sent on that channel at that
time. An active stimulation consisted of a 433Hz signal at 100mVof
amplitude lasting 300ms. The stimulations were generated simul-
taneously on all the channels and yielded the whole pattern one
row at a time. So for example the ﬁrst and eighth MEA electrode on
Fig. 4. The eight separated circuits of the custom preampliﬁer/controller.
Fig. 5. The thermocontrolled Faraday cage containing the MEAs connected to the
preampliﬁer/controller.
the Up arrow (left most) stimulation pattern would only be stim-
ulated for 300ms on the fourth and ﬁfth time interval while the
neurons attached to the fourth electrodes were stimulated for the
entire 2.4 s required to complete the pattern.
It should be pointed out that the arrow-shaped bitmaps had
no direct relationship with the electronics that operates the robot.
They merely show a symbolic correspondence between pattern
shape and robot direction. The arrow-shaped patterns were chosen
because they are sufﬁciently complex and sufﬁciently distinct from
one to another to support pattern classiﬁcation in our experiment.
Any four patterns with similar characteristics could be used.
During the training phase the patterns described above were
used to stimulate the human neural cells for 2.4 s for each pat-
tern. Each stimulation was followed by a 1 s pause and repeated
10 times. At the end of the tenth stimulation, the reactions of the
human cells, collected after disconnecting the stimulation circuit
and a 10ms relaxation time, were recorded and sent to an artiﬁ-
Fig. 6. The four arrow-shaped patterns: Forward, Backwards, Left, Right.
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cial neural network to be classiﬁed. From different off-line tests we
observed that only the ﬁrst 400ms portion of the response signals
contained information sufﬁcient for correct classiﬁcation. After this
time interval the neural signal returns to random noise that has no
further classiﬁcation value and can be terminated.
Once the training sequence for one pattern was completed
a new pattern was then selected and the sequence of ten pat-
tern stimulations was repeated. Altogether 40 stimulation patterns
were applied lasting approximately 100 s. We developed a Labview
graphical interface that allowed us to choose the commands both
on an orderly basis (for training) and a random basis (for testing).
After the completion of the training phase the test phase was
initiated. This consisted of a new sequence of 25 stimulations. Each
of these individual stimulations had the shape of one of the four
2.4 s patterns described above. In contrast to the training phase the
pattern sequence of the new individual stimulations was chosen
randomly. Also in contrast to the training phase this time the elec-
tronics switched from stimulation to recording and the biological
neuron response was presented to the ITSOM ANN after each of the
25 stimulations. The ANN thus performed 25 classiﬁcation calcu-
lations outputting one of three results: either the ANN identiﬁed
the correct stimulation pattern, or it identiﬁed the wrong stimula-
tion pattern, or it did not converge to any identiﬁcation in the time
provided. Before presenting the results and discussing its signiﬁ-
cance we would like to describe the ITSOM ANN used to perform
the classiﬁcation in our experiment.
3.1. The ITSOM Artiﬁcial Neural Network
At ﬁrst glance the response signals from neuron cultures look
completely random and a robust mechanism is required to extract
their inherent organization, if any, and classify such signals. To per-
formthis functionanovelANNarchitecture called ITSOM(Inductive
Tracing Self OrganizingMap), was selected. A self-organizing archi-
tecturewas necessary becausewe lacked a set of training examples.
Furthermore the ITSOM network model is especially well suited
for identifying structures in temporal series. The ITSOM has been
shown to accurately show the organized structures of electrophys-
iological signals (Pizzi et al., 2002). The Self-Organizing Map (SOM)
(Saarinen and Kohonen, 1985; Kohonen, 1990) features are well
known. Also well known are its limits in classifying topologically
entangled input structures.
To overcome these limits we developed the ITSOM architecture
based on the following observation: even though the SOM win-
ning weights vary at any given presentation epoch, their temporal
sequence tends to repeat itself. The dynamical properties of the
SOM have been investigated (Ritter and Schulten, 1986; Ritter and
Schulten, 1988; Ermentrout, 1992) and show periodic oscillations
and limit cycles. In particular the sequence of winning weights
constitutes chaotic attractors that univocally characterize the input
element that has determined them. Thus these sequences make it
possible to ﬁnely classify the corresponding input value. A detailed
description of the ITSOM’s architecture is reported in (Pizzi, 1997;
Pizzi et al., 2007).
After stimulation an electronic switch connects the MEA to the
ITSOM, which begins to process the input signal. From off-line tests
on recordedportionsof these signals,weobserved thatonly theﬁrst
400ms contains sufﬁcient information for correct classiﬁcation. It
should be emphasized that the crucial feature of the ITSOM is that
the network does not need to converge because the cyclic conﬁg-
urations stabilize within a small number of epochs. The extremely
low processing time makes this model very effective for real-time
applications. Therefore the ITSOM processing cycle can be safely
interrupted after few tenths of epochs and the winning sequences
read out.
Once these sequences were available, an algorithm was needed
to codify the obtained chaotic conﬁgurations of winning weights
into a small set of outputs. To this end the cumulative scores related
to each input were normalized following the distribution of the
standardized variable z given by
z = x − 

(1)
where  is the average of the scores on all the competitive layer
weights and  is the rootmean squared deviation. Once a threshold
is ﬁxed: 0 <  ≤1, we have
z = 1 when z > , (2)
z = 0 when z ≤ . (3)
In this way every winning conﬁguration is represented by a
binarynumber, or z-scores,with as the samenumberof bits as there
are competitive layer weights. Due to the existence of a threshold,
these z-scores coincide whenever the series of winning sequences
are approximately similar. Then the task of comparing z-scores
becomes straightforward and allows us to identify similar or iden-
tical inputs.
In our experiment the ITSOM must memorize the four states
representing the movement of the robot by acquiring the sig-
nals generated by the cells during training. The network acquires
such information by means of a matrix of ﬂoating point values
(10,000×8 for each directional pattern).
We utilized a series of off-line trials to optimized the ITSOM
for this task with the following parameters: 500 input neurons, 12
competitive layer neurons, Learning rate of 0.003, Forgetting rate
of 0.001, and  =0. After ﬁnishing the training phase, the ITSOM
knows the z-scores of the four patterns. During the testing phase
we sent the neurons 25 stimulations, corresponding to one of the
four patterns, in a randomorder. The ITSOMgenerates new z-scores
and compares them to the ones stored after the training phase in
order to produce the desired classiﬁcation output.
4. Results
The basic experiment protocol was run on non-differentiated
cells, mature neurons with the ITSOM not tuned and mature neu-
rons with the ITSOM tuned as discussed in the last section. Three
results types were recorded for each trial. When the one of the
random test stimulation patterns was correctly identiﬁed by the
ITSOM a Correct answer was noted. When a different pattern was
identiﬁed it was considered a Wrong answer. When no pattern was
identiﬁed it was marked as a Not Classiﬁed answer.
The behavior of the non-differentiated cells proved to be
random. Analogous random results were obtained in a testing pro-
cedure carried out before the training phase. Experiments with
mature neurons the following results were obtained.
A non-tuned ITSOM we collected 8 out of 25 Correct answers,
13 out of 25 Wrong answers, and 4 Not classiﬁed patterns. These
results are graphically depicted in Fig. 7. The x-axis represents the
robot answers. The long bars describe the correctly classiﬁed pat-
terns, the short bars the non-classiﬁed patterns, the absence of the
bar indicates wrongly classiﬁed patterns.
With a tuned ITSOMusing the above-mentionedparameters,we
obtained the following results (Fig. 8): 15 out of 25 Correct answers,
7 out of 25 Wrong answers, and 3 Not classiﬁed patterns.
We can immediately observe that classiﬁcation of the last sam-
ples was less effective. 85.7% of wrong answers happened in the
last 9 samples. We believe this bias and the low number of samples
obtained are due to the inadequate lifetime of the human neu-
ral stem cells that were in a less-than-optimal atmosphere and
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Fig. 7. Histogram of the classiﬁcation performed by the non-tuned ITSOM.
Fig. 8. Histogram of the classiﬁcation performed by the ITSOM after tuning.
exposed to electrical stimulations. In fact, before the 25 random
stimulations, the cells were subjected to 40 previous stimulations
(10 for each command) needed for the training. We believe that
aftermore than 60 electrical stimulations the cellsmight have been
damaged. Alternatively the stimulation of a large number of ran-
dom patterns may have erased the memory organization imposed
during the training sessions.
Further analysis of the results is shown in Tables 1 and 2. Table 1
shows the classiﬁcationpercentageof the “F” and “B”patterns reach
Table 1
Robot performances.
Input Directions Total
Pattern F Pattern B Pattern L Pattern R
Correct classiﬁcation 4 5 3 3 15
Wrong classiﬁcation 1 0 3 3 7
No classiﬁcation 0 1 1 1 3
Yielded patterns 5 6 7 7 25
% Classiﬁed 100 83.33 85.71 85.71 88
% Correctly classiﬁed 80 83.33 42.86 42.86 60
Table 2
Classiﬁcation percentage.
Table 3
Confusion matrixes of the model.
Table 4
Total sensitivity and speciﬁcity.
Pattern F Pattern B Pattern L Pattern R Total
Sensitivity 100% 45.45% 75% 100% 80.11%
Speciﬁcity 94.44% 100% 83.33% 84.21% 90.50%
high values (80% and 83.33%). The B pattern is recognized with a
100% percentage. All the values are quite far from the random value
(25%). This is the value calculated from a simple one in four proba-
bility calculation. It should be pointed out that the networkmakes a
choice among countless non-classiﬁable z-scores. This is due both
to the ITSOM’s effectiveness and the correct information content
of the biological signals. This is also conﬁrmed by the fact that z-
score results for random non-differentiated cell trials show almost
no correct answers.
In order to estimate the quality of this classiﬁcation we calcu-
lated two-class confusionmatrixes. Four signiﬁcant parameters can
be deﬁned for each confusion matrix: False Positive (FP), False Neg-
ative (FN), True Positive (TP), True Negative (TN). Once we deﬁned
the sensitivity and speciﬁcity of a test by the following formulas,
where TPs are the true positive classiﬁcations, TN the true negative,
FN the false negative and FP the false positive:
Sensitivity = TP
TP + FN × 100 (4)
Speciﬁcity = TN
TN + FP × 100 (5)
for the four patterns we obtained the results described in Table 3.
Lastly in the summary (Table 4), the evaluation of the proposed
model presents an accuracy of 80.11% and a precision of 90.50%.
These results indicate the reasonably satisfactory effectiveness
of our hybrid classiﬁer.
5. Discussion and Conclusions
The aim of our research is twofold: to improve our knowl-
edge of neurophysiologic learning and memory functions and
evaluate the feasibility of biological computation or non-invasive
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neurological prostheses that can improve or substitute dam-
aged brain functions. To achieve our goal we developed a hybrid
(biological–electronic) system composed of a network of human
neurons derived from human fetal neural stem cells connected to
an ANN and a minirobot.3 Such a system allows us to analyze neu-
ral signal for information content that is richer than the content
formed only by spike trains.
Despite the lack of a detailed physiological interpretation of the
neural signals, the ANN worked as a black box and managed to
decode the information hidden in the neural response using the
whole signal samples. In fact the hybrid system, testedwith 25 ran-
dom patterns, obtained a correct classiﬁcation of the four patterns
with percentages of 80%, 83.33%, 42.86%, and 42.86% respectively.
The evaluation of the proposed model presents an accuracy of
80.11% and a precision of 90.50%. Since trials with undifferentiated
cells gave completely random results and random results were also
obtained when the testing procedure was carried out before the
training phase, we believe it is fair to conclude that in vitro learning
and memory has been quantitatively measured and a methodology
for such measurements established with our experiments.
Furthermore we observed that correct classiﬁcation depends
heavily on thedegreeof vitality andmaturity of theneural cells, and
consequently on their ability to self-organize and memorize pat-
terns. We have also seen that a well-tuned ANN provides increased
performance than a non-tuned one, but the ANN alone cannot clas-
sify the neural signals unless they originate from trained biological
cells.
Thewrong classiﬁcations of somepatternsmaybedue to several
factors:
• an attenuated viability of the cells
Although tests described in Section 2.3 do largely eliminate the
possibility of cell death or even cell fatigue this possibility must
be considered and tests improved to determine the exact viability
of connecting cells during experimentation.
• a suboptimal ITSOM tuning
We already showed that the improvement of the ITSOM tuning
changes dramatically the system performances. Thus a further
work on tuning may lead to even better classiﬁcation.
• an intrinsic limit of its classiﬁcation algorithm
Other algorithms are under study, in particular a fuzzy algo-
rithm that substitutes the z-score method in order to better
identify similar chaotic attractors in signals.
• suboptimal electrical stimulation parameters
The choice of physiological stimulation parameters is a
well-known issue that is constantly under study in all the neuro-
physiology research groups.
• forgetting effect in fatigued cells
If organized stimulationcan train cells randomstimulationmay
dilute the training effect. The extent to which learning is long
term, or effected by fatigue, must be investigated if such training
is to be used for control device interfaces.
In future experiments we hope to improve the stimulation
parameters by evaluating different waveforms and polariza-
tion/depolarization times, amplitudes, frequencies and length of
stimulation.
We will also study the behavior of different cell cultures sub-
mitted to repeated differential sampling of the training and testing
3 In honor of our town, Crema, we called our hybrid creature “Cremino”. We con-
sider “Cremino” the ﬁrst hybrid creature endowed with a small human “brain”. An
excerpt of its movements during the described experiment can be found in Pizzi
(2006).
data, in order to compare and evaluate their resulting signals. A
better tuning of the ANN is ongoing and a new algorithm that
substitutes the z-score procedure is also being studied.
The newalgorithm searches for a set ofmaximallywinning neu-
rons within a restricted set of epochs: in fact, the ITSOM shows a
global preference towards a series of neurons speciﬁc to each pat-
tern. During an off-line experiment the new procedure achieved
better performances in the classiﬁcation of the proposed patterns.
The satisfactory results obtained up to now are encouraging us to
improve the complexity of our hybrid system.
A new hardware controller handling 64 electrodes has been
developedand tested thatwill enabledesignofmuchmorecomplex
patterns and a sharp increase of the number of connections. Using
the new controller we will develop a system that can receive real
perceptions from suitable sensors and react autonomously to envi-
ronmental stimulations, exhibiting closed-loop performances. We
will start adopting a controlled environment and low-resolution
sensors.
We hope that new progress will lead us step by step to a better
understanding of the neural code and the learning process, that in
the future could be applied to technological devices such as brain
implants and bionic systems.
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