The energy balance of a partially molten rocky planet can be expressed as a nonlinear diffusion equation using mixing length theory to quantify heat transport by both convection and mixing of the melt and solid phases. Crucially, in this formulation the effective or eddy diffusivity depends on the entropy gradient, ∂S/∂r, as well as entropy itself. First we present a simplified model with semianalytical solutions that highlights the large dynamic range of ∂S/∂r-around 12 orders of magnitude-for physically-relevant parameters. It also elucidates the thermal structure of a magma ocean during the earliest stage of crystal formation. This motivates the development of a simple yet stable numerical scheme able to capture the large dynamic range of ∂S/∂r and hence provide a flexible and robust method for time-integrating the energy equation.
Introduction
Modelling diffusion has broad applications in science and engineering, but there is a tendency for the published literature to focus on diffusive systems that either possess convenient mathematical properties or are weakly non-linear. Here, we are motivated by a physically-relevant and peculiar equation, similar to a non-linear diffusion equation, which arises from consideration of energy transport in a planetary interior. Our solution method for this equation has immediate applicability to Earth and planetary sciences research for developing multi-scale and multi-physics models of the interior dynamics of planets. Furthermore, the technique that we employ provides general insights for solving non-linear conservation laws and diffusion equations that extend to other disciplines.
Mixing length theory (MLT) enables energy transport by convection to be represented as a diffusive process, and this approach has been applied extensively to model the physics that governs the structure and evolution of stars (e.g., Kippenhahn et al., 2012) . The theory estimates the contribution of eddy motions to bulk energy transfer by considering the distance that a parcel of material travels before it thermally equilibrates with its surroundings. Often it is convenient to encapsulate this energy transfer within an "effective" or "eddy" diffusivity. MLT was later applied to interrogate the cooling of an initially molten planet (Abe, 1993) . As a molten planet cools from liquid to solid its viscosity increases by around 19 orders of magnitude and hence its dynamics transition from inviscid flow (liquid) to viscous creep (solid). To model this process the eddy diffusivity switches between an inviscid and viscous flow scaling law based on the local Reynolds number.
Large astronomical objects such as stars and planets are close to global hydrostatic equilibrium and therefore 1-D radial models are appropriate for capturing the first-order structure and evolution of the interior of these bodies. Modelling the radial structure is often the most scientifically informative approach, particularly when astrophysical data constraints are limited or model parameters poorly constrained. Using MLT, 1-D models can replicate the general results of 3-D models (e.g., Kamata et al., 2015) with significantly less calculation cost, thus permitting an extensive search of the parameter space. An MLT scheme allows physical properties to be determined locally which enables properties to vary substantially throughout the 1-D domain. In short, MLT remains a heavily utilised method for understanding planetary and stellar structure and also has applications in other fields.
The discovery of planets beyond the Solar System, so-called exoplanets, has thrust planet formation and evolution modelling to the forefront of planetary science. In particular, a large fraction of detected exoplanets are rocky (i.e., akin to Earth) and may have evolved from an initially molten state due to the heat generated by accretion, core formation, short-lived radioisotopes, and late-stage impacts (e.g., Stixrude, 2014) . Furthermore, some exoplanets are sufficiently close to their star that they retain a permanent magma ocean on their dayside. Hence, developing techniques and methods to model high melt fraction phenomena is crucial to advance modelling capabilities and enable us to bridge the dynamic timescale between melt (inviscid) and solid (viscous) processes. In particular, rocky exoplanets demand a flexible modelling strategy because their size-in terms of mass, radius, and internal pressure-can far exceed those of the terrestrial planets in the Solar System, and their composition may be strikingly different from Earth (e.g., Madhusudhan et al., 2012) .
Incorporating high melt fraction dynamics in existing 2-D geodynamic viscous flow codes is a recent development (e.g., Tackley et al., 2017) . For simplicity and ease, the dynamics are typically encapsulated using a constant eddy diffusivity to model the enhanced energy transport due to the advection of melt (e.g., Neumann et al., 2014) . Other energy transport mechanisms that operate during the high melt fraction regime, such as convective mixing, are often excluded. These simplifications are often a necessary compromise to limit the computational expense for models that are already teeming with physical and chemical complexity. Similarly, resolving the ultra-thin thermal boundary layer at the top of a magma ocean (∼ few cms) (e.g., Abe, 1993 ) is beyond the computational capabilities of 2-D models. Interestingly, even studies that use quasi 1-D dynamic interior models invoke similar simplifications, often because they are primarily concerned with the evolution of the atmosphere (e.g., Hamano et al., 2013; Lebrun et al., 2013; Hamano et al., 2015) .
Therefore, we are motivated to revisit the MLT formulation for a partially molten planet (Abe, 1993) and analyse the full functional form (without simplification) of the eddy diffusivity. The eddy diffusivity not only depends on material properties, which themselves are a function of the local thermodynamic state, but also on the local super-adiabatic temperature gradient or equivalently local entropy gradient. This gradient-dependence to the diffusivity introduces numerical precision challenges that are typically absent from simpler diffusive process models. The insights that we gain about the behaviour of the system enable us to devise a fast and flexible code that is amenable to large-scale simulation of high melt fraction dynamics in planetary bodies. The code can be used to explore parameter space, test modelling intuition, and compare with results from 2-D simulations. It further provides techniques for improving the stability, speed and precision of high melt fraction dynamics in high dimension (2-D+) simulations.
Physical model

Fundamental equations
The basic equations for modelling energy transport in a planetary interior are provided by Abe (1993 Abe ( , 1995 Abe ( , 1997 . These chart the evolution of a planet that is initially fully molten and during subsequent cooling evolves to a partially molten state where melt and solid crystals coexist. Here, we express the nonlinear conservation of thermal energy in integral form in terms of entropy:
where S is specific entropy, ρ density, T temperature, F heat flux vector, n outward unit normal to the bounding surface(s) A, H internal heat generation per unit mass, t time, and V volume. We formulate the problem using entropy because it is a natural coordinate for both convecting systems, which are near-adiabatic, and thermodynamic models of mantle melting (see Stolper and Asimow, 2007, for discussion) . Total heat flux is:
where F conv is the convective flux, F mix is the flux due to the mixing of melt and solid, F cond is the conductive flux, and F grav is the flux due to gravitational separation of melt and solid. For a 1-D system where radius r is the spatial coordinate:
where the eddy diffusivity κ h is estimated using the average mean free path of convective parcels:
where u is a characteristic velocity that is derived from force-balance considerations and mixing length theory, and l is the mixing length. We choose the mixing length to be the distance from the nearest thermal boundary layer so that the calculated heat flux fits experimental results (Fig. 3 in Abe, 1995; Stothers and Chin, 1997) . Therefore, in the simplest case of single layer convection, the mixing length at a given radius is the minimum distance from the top or bottom surface. Post-magma ocean crystallisation, viscous creep is the norm for planetary convection where the rise and fall of convective parcels is primarily resisted by viscous drag. Therefore, the Stokes settling velocity of convective parcels is (e.g., Sasaki and Nakazawa, 1986) :
where α is the thermal expansion coefficient, c specific heat capacity, g gravity (negative by convention), and ν = η/ρ kinematic viscosity. The dynamic viscosity η of the aggregate is given by Eq. 14. Here, Eq. 5b stipulates that the adiabatic temperature gradient must be exceeded for convection to occur. The Reynolds number is:
In highly turbulent systems, such as a fully molten magma ocean, dynamic pressure rather than viscous drag is the dominant force resisting the vertical transport of convective parcels. This gives rise to a characteristic inviscid flow velocity (Vitense, 1953) :
By defining a critical Reynolds number Re crit = 9/8 (e.g., Abe, 1995) we can construct a piecewise function for κ h that switches between the viscous and inviscid velocity scaling depending on the local Reynolds number 1 . Note the strong non-linear sensitivity of κ h to l; for Re crit < Re it scales as l 2 and otherwise as l 4 :
Convective mixing is described using Fick's law and quantifies latent heat transport as crystals form and remelt as they are displaced quasi-adiabatically by convective flow 2 :
where ∆S fus = S liq − S sol is the entropy of fusion and S liq and S sol are the liquidus and solidus, respectively. Melt fraction φ is:
Conduction is determined by Fourier's law:
where κ is the thermal diffusivity and (∂T /∂r) S is the adiabatic temperature gradient. Gravitational separation occurs by permeable flow of melt in the solid 1 We prefer this representation of κ h using Re due to its physical insight but the formulation is identical to Eq. 15 in Abe (1993) and Eq. 6 in Abe (1997) . Eq. 47 in Abe (1995) also gives the same κ h , although Eq. 47c erroneously has ρCp inside the square root.
2 Eq. 9 in Abe (1997) should include ρ as in Eq. 14 in Abe (1993) and Eq. 56 in Abe (1995) matrix at small melt fraction and crystal settling or floatation at large melt fraction:
where a is the grain size, η m melt viscosity, and subscripts "liq" and "sol" denote that the quantity is evaluated at the liquidus and solidus, respectively. The flow mechanism factor ζ grav depends on the flow law and is a function of melt fraction 3 :
Eq. 13a is derived by considering the Stokes' velocity for spherical crystals. Eqs. 13b and 13c arise from permeability flow laws given by Rumpf-Gupte (Rumpf and Gupte, 1971 ) and Blake-Kozeny-Carman, respectively (see Abe, 1995, for discussion) . From Eq. 13 it is clear that gravitational separation only occurs in the mixed phase region, as expected, since F grav = 0 for φ = 0 or φ = 1. If melt is less dense than solid (ρ liq < ρ sol ) then F grav is positive and heat is transported upwards toward the top surface. But if a melt-solid density crossover exists in the mantle then F grav can be negative for certain radii (depths) and heat is carried down towards the core-mantle boundary. The formulation for the dynamic viscosity is designed to capture the rheological transition where the aggregate viscosity changes fairly abruptly between the melt and solid viscosity at a critical melt fraction. Our formulation captures the trend observed in the semi-empirical model of Costa et al. (2009) , although we use the end-member melt and solid viscosities in Abe (1993) . The viscosity of the aggregate η is:
where η m and η s are the melt and solid viscosity, respectively, and z is the transition function:
where φ c is the critical melt fraction and φ w is the transition width. We choose the planetary radius R 0 and a reference entropy S 0 , temperature T 0 , and density ρ 0 , to non-dimensionalise the equations. For convenience we choose reference values that correspond to the maximum of the liquidus in Stixrude et al. (2009) where dS liq /dr = 0. The primary scalings are given in Table 1 and others are straightforward to derive.
Pressure and material properties
The fundamental equations (Section 2.1) are expressed in terms of radius r and it is necessary to relate this to hydrostatic pressure P to interface the evolution with equations of state for planetary materials. We determine the hydrostatic pressure within a planet as a function of depth using an equation of state (EOS). An appropriate choice is the Adams-Williamson EOS, which assumes adiabatic compression of a chemically homogenous material:
where ρ r is a reference surface density, β is a measure of the compressibility of the material, and z is depth. For Earth, gravity is near constant throughout the mantle and we solve for ρ r and β using a least-squares fit to the density profile of the lower mantle (Dziewonski and Anderson, 1981) . We use a thermodynamic description for a mantle composed of MgSiO 3 , which can exist as a melt (S > S liq ), solid (S < S sol ), or partially molten aggregate (S sol ≤ S ≤ S liq ). Solid and melt thermophysical properties are determined by Mosenfelder et al. (2009) and Wolf and Bower (2017) , respectively. The melt-solid density contrast is on average -5% in the lower mantle and since we only consider a single component there is no density crossover and the melt is less dense than the solid everywhere. Order-of-magnitude estimates for the thermophysical properties of the aggregate are derived by considering an ideal solution that assumes linear additivity (e.g., Solomatov, 2007) . It is advantageous to pre-calculate lookup tables of material properties that can subsequently be queried during the evolution of a model, although analytical expressions could also be used if available. This ensures the model retains flexibility to incorporate any dataset of material properties and eliminates computational overhead associated with Gibb's free energy minimisation that would otherwise be required to compute chemical and phase equilibria. Therefore, from the perspective of the numerical scheme that we subsequently develop (Section 4), we treat thermodynamic quantities (including temperature) as lookup quantities that are a function of entropy S and pressure P .
For the full model (Section 5) we use lookup tables for melt and solid properties with an approximate resolution of 23 Jkg −1 K −1 in entropy and 2 GPa in pressure. The resolution is chosen according to the smoothness of the data, but since it is difficult to predict the influence of the input data in a non-linear model we run three additional cases with coarser lookup tables and compare the output (see supplementary material). In fact, thermodynamic considerations may result in discontinuous material properties across S liq and S sol and this is typically the source of the largest gradients in material properties. For this reason we use the transition function (Eq. 15a) to ensure properties vary smoothly across the liquidus and solidus to avoid numerical difficulties. It is further used to smoothly introduce the convective mixing flux F mix as the system cools below the liquidus and enters the mixed phase region. The smoothing is formulated akin to the viscosity transition (Eq. 15) where now φ is the generalised melt fraction (Eq. 10b), φ c is 1 and 0 for smoothing across the liquidus and solidus, respectively, and the smoothing width φ w = 0.01 which corresponds to ≈ 8 Jkg −1 K −1 in the lower mantle. See supplementary material for discussion on the sensitivity of our results to the smoothing width.
Boundary conditions
Our objective is to devise a flexible framework to probe a variety of planetary cooling scenarios and therefore it is useful to consider both linear and non-linear boundary conditions. For the top surface, an isothermal boundary condition is appropriate for a planet in radiative equilibrium where the surface temperature is dictated by incoming solar radiation rather than interior heat. Another simple choice is a constant heat flux boundary condition. However, for the earliest stage of planetary cooling the surface radiates as a grey-body (e.g., Elkins-Tanton, 2008) :
where F surf and T surf are surface heat flux and temperature, respectively, ǫ the emissivity which is unity in the absence of atmospheric effects, and σ the StefanBoltzmann constant. T eq is the radiative equilibrium temperature of the planet, which is approximately 273 K for Earth. Both mixing length and boundary layer theory predict that a magma ocean has an ultra-thin thermal boundary layer at the top surface with a thickness of a few centimetres. The temperature drop across the boundary layer ∆T bl is parameterised (e.g., Solomatov, 2000; Reese and Solomatov, 2006) :
For the bottom surface, which corresponds to the core-mantle boundary (CMB), we consider the energy balance for the core, neglecting the energy contribution from growth of the inner core and internal heat sources:
where m core and c core are the mass and heat capacity of the core, respectively, T core is the mass-weighted effective temperature of the core, r cmb is the planetary radius at the CMB, and F cmb is the CMB heat flux. Note that the core and mantle are thermally coupled which is why we must consider temperature rather than entropy in the formulation of this boundary condition. It is convenient to relate the bulk temperature of the core to the temperature at the CMB:
whereT core is a constant that accounts for the thermal profile of the core, and T cmb is the CMB temperature, which formally is the foot temperature of the core adiabat. We deriveT core by assuming the core is isentropic (i.e., vigorously convecting) with Grüneisen parameter γ = 1.3 (Stacey, 1994; Labrosse et al., 2001) . Changes in the mass distribution of the core due to cooling are negligible compared to changes in temperature. Therefore, the core density profile (time-independent) is given by the Preliminary Reference Earth Model (Dziewonski and Anderson, 1981) which we modify to exclude the compositional variation of the inner core. These considerations result in a thermal structure correction factor ofT core = 1.147 and the boundary condition becomes:
Simplified model
Physical description
We present a simplified model, derived from the fundamental equations (Section 2.1), which captures key aspects of the full system and highlights the relationship between the non-linear conservation law and non-linear diffusion. The insights gained from this analysis guide our selection of the numerical method that we implement to solve the full model. The strong form of the conservation law (Eq. 1) is:
Assuming that F is a purely radial function (along with ρ, T ) and excluding internal heat sources (H = 0), implies that in spherical coordinates:
We neglect variations in ρT and assume that the domain of interest has sufficiently little variation in radius to ignore the spherical geometric terms such that the problem is locally 1-D:
We further restrict our interest to the centre of a partially molten mantle just below the liquidus and away from thermal boundary layers. Here, gravitational separation is insignificant due to efficient mixing at high Rayleigh number and conduction is negligible in comparison to convection. Therefore, the total flux is dominated by convection (Eq. 3) and mixing (Eq. 9).
In Eq. 25c, ∂φ/dr reduces to a simple expression of ∆S fus , ∂S/∂r and dS liq /dr using Eq. 10 and then we apply the approximation that φ = 1 near the liquidus. Flow is inviscid close to the liquidus so the eddy diffusivity κ h is:
For Earth, the (non-dimensional) mixing length l ≈ 1/4 since the core and mantle thickness are both approximately half of the planetary radius. This gives the prefactor of 1/64 when combined with the 1/16 constant inside the square root in Eq. 7a. The non-linear diffusion coefficient κ h depends on ∂S/∂r via a squareroot non-linearity (Eq. 26a); for small ∂S/∂r, this has the effect of strongly amplifying any error in ∂S/∂r.
In the full set of equations it also depends on S and r through its dependence on material parameters (Eqs. 5a, 7a). Crucially, κ h enforces a strong asymmetry because non-trivial solutions-defined by non-zero convective and mixing flux-are only admissible when ∂S/∂r < 0.
Steady-state analysis
Inspection of the flux (Eq. 25) reveals a solution space where F can either be positive (radially outward), negative (radially inward), or zero:
dS liq dr and ∂S ∂r < 0 (27a)
For dS liq /dr < 0 both negative and positive fluxes are admissible since Eq. 27a and 27b can both be satisfied for a different ∂S/∂r.
For dS liq /dr > 0, however, only a positive flux is permitted since Eq. 27b can otherwise never be satisfied. This asymmetry arises because F conv is always positive regardless of the sign of dS liq /dr, but the total flux F can be negative if mixing overwhelms convection, with | F mix | > | F conv | and dS liq /dr < 0. In this situation, mixing enables heat to be buried deep in the interior by transfer of latent heat. However, the capacity to transport energy downwards towards the CMB is restricted by the availability of latent heat. In this simplified model, latent heat is manifest through the relative difference between the entropy profile (∂S/∂r) and the liquidus (dS liq /dr). We compute the derivative of F (Eq. 25a) with respect to ∂S/∂r and determine a minimum (i.e., largest negative) flux:
In essence, a small negative entropy gradient can drive a net negative flux, but once the magnitude of ∂S/∂r becomes large then convective heat transport dominates and the net flux reverts to positive. Note that there is no maximum (largest positive) flux because increasing the magnitude of ∂S/∂r can increase the (positive) flux without bound. We plot the solution space for F as a function of dS liq /dr and ∂S/∂r and mark the regions defined by Eqs. 27 and 28 (Fig. 1) . We then compute steadystate solutions to Eq. 24 (∂S/∂t = 0) for constant positive and negative fluxes. For F min < F < 0 there are multiple solutions-for a given dS liq /dr a negative flux can be accommodated by either a small or large negative ∂S/∂r. However, the physical relevance of F < 0 is questionable and this region can likely be excluded from further consideration for two reasons. Firstly, a cooling molten planet radiates as a grey body and thus has a positive heat flux boundary condition at the surface. Secondly, only F > 0 provides a globally continuous steady state solution for all dS liq /dr.
As previously mentioned, the simplified model does not inherently apply an upper limit to the (positive) flux that a magma ocean can transport. This is evident in Fig. 1 (Eq. 27b), white is F > 0 (Eq. 27a), black dashed line is F = 0 (Eq. 27c), and grey dotted line is F = F min (Eq. 28). Positive (10 6 , 10 9 , 10 12 ) and negative (-10 6 , -10 9 , -10 12 ) fluxes (Wm −2 ) are offset from the asymptote (black dashed line) for visual clarity. Axes are arcsinh transformed to capture both negative and positive values and the large dynamic range of the solutions.
a comparatively large ∂S/∂r. For dS liq /dr < 0, positive flux is always accommodated by ∂S/∂r that is less than half the gradient of the liquidus. Crucially, this constrains the dynamic range of ∂S/∂r within about 4 orders of magnitude regardless of the magnitude of F . For dS liq /dr > 0, however, latent heat transport is sufficiently large and positive that the system can only accommodate reduced fluxes by driving ∂S/∂r toward zero to minimise κ h (Eq. 26) and hence the total flux. This is important because the total flux is therefore limited by the efficiency of radiative heat transfer to space. An appropriate estimate is 10 6 Wm −2 , corresponding to a black body temperature of 2050 K which is compatible with the expected surface temperature of a magma ocean. This flux predicts a large dynamic range of ∂S/∂r of about 12 orders of magnitude.
To elucidate this behaviour further it is useful to restrict the subsequent analysis to a range of dS liq /dr that is physically reasonable. The liquidus S liq controls the pressure at which crystals first form in a magma ocean. For the stan- dard "bottom-up" crystallisation scenario, dS liq /dr remains everywhere negative. In contrast, a "middle-out" crystallisation scenario-recently proposed for the early Earth (Stixrude et al., 2009 )-results from a liquidus overturn where the sign of the gradient changes at around 75 GPa (Fig. 2d) . Using this liquidus we solve the simplified model for a heat flux of 10 6 Wm −2 (Fig. 2) . In addition to again revealing the large dynamic range of ∂S/∂r (Fig. 2b) , we see that heat is dominantly transported by mixing where dS liq /dr > 0 (Fig. 2c) . For dS liq /dr < 0, however, both convection and mixing flux have large magnitude (∼10 12 Wm −2 ) and opposite signs that largely cancel to result in a smaller positive flux of 10 6 Wm −2 (Fig. 2a,c) . This analysis provides crucial insight for devising a suitable numerical method for the full system of equations. Importantly, we must ensure the numerical method is both accurate and stable when ∂S/∂r varies over 12 orders of magnitude. Furthermore, ∂S/∂r appears inside a non-linear term (square root) which can amplify errors when computing fluxes. This is because the square root function has a vertical tangent line at the origin, so as ∂S/∂r → 0 a proportionally small change of ∂S/∂r results in a large relative change of flux. The total error can be further compounded if component fluxes are computed individually and differenced to obtain the total flux; this is because for dS liq /dr < 0 the total flux arises from the combination of a positive convective flux and a negative mixing flux, yielding F ∼ 10 6 Wm −2 , which is around 6 orders of magnitude less than both F conv and F mix (Fig. 2c,d ). However, in this part of the domain the entropy gradient is comparatively large which will help to mitigate large fluctuations in flux due to small changes of ∂S/∂r. For dS liq /dr > 0, the total flux is dominantly carried by mixing and hence there is less concern that differencing the convective and mixing flux will introduce significant error or loss of precision. However, it is important to retain precision in the estimate of ∂S/∂r since the entropy gradient is generally small throughout convecting systems (Fig. 2b) .
Numerical method
Auxiliary variable approach
We use the finite volume method (FVM) on a fixed grid to formulate a numerical solution to the full model because it is naturally energy conserving, intuitive, and flexible. It is straightforward to compute fluxes of arbitrary algebraic complexity in a FVM which is important because the fluxes are non-linear and depend on material parameters. Furthermore, a FVM can easily accommodate additional fluxes with minor modifications to ensure our method remains customisable. There are also fully dynamic mantle convection codes that use the FVM (e.g, Tackley, 2008 ) and hence we can readily port components of our model to other codes.
The simplified model (Section 3) reveals a large dynamic range for ∂S/∂r of around 12 orders of magnitude (Figs. 1, 2) . Therefore, controlling numerical errors in ∂S/∂r is important for computing an accurate and robust numerical solution. For this reason we solve for the time-dependence of an auxiliary variable q = ∂S/∂r, rather than S as would typically be done, since this eliminates the need to compute a finite difference estimate of ∂S/∂r using S. This is advantageous because S is defined pointwise on a numerical mesh and near-identical neighbouring values are expected in regions where dS liq /dr > 0 (Fig. 2) . In these regions the finite precision representation of floating point numbers can result in catastrophic cancellation and amplify numerical noise. However, we do not eliminate finite difference operations entirely from the numerical method as they are still implicitly used to obtain a numerical estimate of ∂q/∂t (Eq. 32a) and explicitly used to compute an approximate Jacobian (Section 4.3). Using the auxiliary variable q = ∂S/∂r and equivalence of mixed partial derivatives (assuming S is sufficiently smooth), it follows that:
Assuming radial symmetry and substituting this expression into Eq. 23 gives the continuous form:
However, we actually formulate and solve the problem using the integral form (Eq. 1) to determine ∂S/∂t and subsequently calculate q using Eq. 29. Both the continuous and integral solution approaches require an additional equation to relate q and S:
Eq. 31 requires that the entropy is known at radius r 0 along the entropy profile (S 1 2 ) in order to unambiguously recover S(r, t) using q; this is facilitated by Eq. 1. The index of 1 2 in Eq. 31 is arbitrary but has been chosen for consistency with the semi-discrete equations that are presented in Section 4.2.
Semi-discretisation
We solve the energy transport equations (Eqs. 1, 29, 31) with sphericallysymmetric geometry using the FVM to compute S(r, t). It is natural to employ a staggered grid where fluxes are defined at basic nodes at cell boundaries and quantities that are integrated over a control volume (cell) are associated with staggered nodes, which are defined as equidistant between neighbouring basic nodes. We discretise the spatial coordinate (radius) using a piecewise constant reconstruction and evaluate integrals using the midpoint rule. The energy balance (Eq. 1) can then be expressed as a non-linear system of equations to solve for ∂q/∂t (Eq. 29) at the basic nodes:
and ∂S/∂t at the uppermost staggered node:
where i is a mesh index that is zero at the top surface (a basic node) and p at the bottom surface, C i = ρ i T i V i is the capacitance term on the LHS of Eq. 1, and F is the numerical flux which is an approximation to the true flux F (Eq. 2). The discrete radial increment ∆r i = r i+ 1 2
is negative by convention because the mesh index increases as radius decreases. Eq. 32b is recognised as a central finite difference of fluxes evaluated at cell boundaries (basic nodes) that are weighted by capacitances determined at cell centres (staggered nodes). Since we solve for q at the basic nodes we avoid a finite difference approximation for ∂S/∂r using S at neighbouring staggered nodes. This limits our scheme to just one finite difference operation acting on fluxes which also helps to retain overall numerical precision. By tracking the entropy at the uppermost staggered node (Eq. 33) we can integrate q to obtain entropy S(r, t) and therefore evaluate material properties at the basic and staggered nodes for F and C, respectively (Eq. 31). This integration is a numerically stable operation, and furthermore S is used to return material quantities from smoothly-varying lookup tables (Section 2.2). Therefore errors in S are not amplified like errors in ∂S/∂r.
We implement the boundary conditions (Section 2.3) in our semi-discrete system of equations as follows. The radiative surface boundary condition (Eq. 17) is:
and using Eq. 18:
We can solve for T 0 by finding the root of the cubic equation (Eq. 35) since T 1 2 is known at the current time and b is constant. The CMB condition (Eq. 21) is cast into an alternative form. Recall that it is natural to formulate this condition using temperature as opposed to entropy since the core and mantle are thermally coupled. We determine the thermal energy balance of the cell that neighbours the core:
The lowermost cell is at the CMB temperature (T p− 1 2 = T cmb ) so we substitute in Eq. 21 and rearrange to determine the CMB heat flux:
F p−1 is evaluated using Eq. 2 since it is a basic node within the magma ocean solution domain. Note that ρ p−1/2 and c p−1/2 depend on entropy and pressure and hence are time-dependent. Cast in this form it is readily apparent that the boundary condition provides no restriction on the heat flux that the core provides the mantle. It effectively enables the (unmodelled) ultra-thin thermal boundary layer at the base of the mantle to instantaneously adjust its thickness to accommodate the magma ocean heat flux.
Time integration
We formulate the numerical problem using C and PETSc (Balay et al., 2016) and solve the resulting system of equations using SUNDIALS (Hindmarsh et al., 2005; Hindmarsh and Serban, 2015) . SUNDIALS's and PETSc's interfaces are customised to facilitate quadruple precision ( float128 from GCC libquadmath) calculations and to use CVODE's direct sequential linear solver. We use the stiff ODE solver (CVODE) in the SUNDIALS package, based on backward differentiation formulae. This implicit timestepping approach is warranted because the system is stiff owing to the large difference in timescales between inviscid and viscous flow. We configure the ODE solver to use a 5th order method with dynamic time stepping and automatic order reduction if the solution becomes unstable.
Since the problem has low dimensionality, we use a direct solve within the Newton iteration, rather than an iterative approach, thus avoiding introducing additional error in the form of a convergence tolerance. We opt to compute a finite-difference Jacobian, due to the non-trivial nature of the fluxes that depend on gradients and also material properties obtained from lookup tables; in practice these are often obtained from opaque third-party software which does not provide derivatives.
Results
We demonstrate our numerical method by investigating two crystallisation scenarios for Earth that are dictated by the shape of the liquidus and solidus. The liquidus in case "MO" (middle-out) is derived from Stixrude et al. (2009) and has a characteristic overturn in the middle of the domain and hence dS liq /dr changes sign from negative to positive as pressure increases (Fig. 3a) . In contrast, case "BU" (bottom-up) uses the liquidus from Andrault et al. (2011) where crucially dS liq /dr < 0 everywhere (Fig. 6a) . These archetypal cases demonstrate the role of dS liq /dr in dictating the necessary numerical precision to obtain a satisfactory solution. All other physical parameters are identical (Table 2) For case MO we use quadruple precision calculations with a relative and absolute timestepper tolerance of 10 −18 . The mantle cools along approximate adiabats (constant S) until the adiabat intercepts the liquidus around 75 GPa (Fig. 3a) . Then ∂S/∂r proceeds to decrease by 12 orders of magnitude below the liquidus as a consequence of dS liq /dr switching sign from negative to positive. Note the excellent agreement between the simplified and full models near the liquidus (compare Fig. 2b and Fig. 5c, 0.4 kyr) . The large dynamic range of ∂S/∂r is the fundamental reason why quadruple precision is necessary for this case. Where dS liq /dr > 0, ∂S/∂r is driven to a small value (≈ −10 −13 ) to reduce the eddy diffusivity (Fig. 5a ) and hence the convective flux (Fig. 4a) . This is because the majority of the total flux is accommodated by mixing (Eq. 9, Fig. 4c ) since ∂φ/∂r < 0 in this region (κ h > 0). This behaviour adheres to the insight gained from the simplified model (Section 3) where small negative ∂S/∂r is expected for dS liq /dr > 0. Despite the large variation in convective and mixing fluxes across the mantle, the total flux is near-constant and decreases steadily with time (Fig. 4d) . For case BU, ∂S/∂r remains relatively large (negative) and crucially has a reduced dynamic range in comparison to MO (Fig. 8c) . As the mantle cools, the liquidus is first intercepted by the adiabat at the bottom of the domain (Fig. 6a) . The simplified model reveals that ∂S/∂r is always less than half of dS liq /dr (Eq. 27a), which restricts the dynamic range of ∂S/∂r. This ensures that the system is resolvable using double precision calculations and we set the relative and absolute tolerance of the time-stepper to 10 −10 . Prior to 1.2 kyr, convection (Fig. 7a) and mixing (Fig. 7c) have comparable magnitude but opposite sign, which drives a net flux of around 10 6 Wm −2 (Fig. 7d) . At later time (1.8 kyr), however, the mixing flux changes sign in the deepest part of the mantle (Fig. 7c) . This is because ∂φ/∂r switches sign as a consequence of the cooling profile lying over the rheological transition. Note that this sign change does not occur for MO because ∂φ/∂r < 0 is already established in the lower mantle (Fig. 3c) . The total variation of the mixing flux for BU is not as large as for MO (compare Fig. 4c and Fig. 7c ). But most importantly, ∂S/∂r remains relatively large for BU yet varies over about 12 orders of magnitude for MO (compare Fig. 5c and Fig. 8c ). This again emphasises the fundamental difference between the cases and the requirement for extended numerical precision for case MO.
Discussion
Our equations are based on Abe (1993 Abe ( , 1995 Abe ( , 1997 (Hereinafter "Abe") which uses mixing length theory (MLT) to formulate the convective flux in terms of an eddy diffusivity that is a function of the local super-adiabatic temperature gradient (Eq. 8). This follows a classic approach in stellar structure modelling where the mixing length explicitly appears in the equations and scales the gradient of entropy or temperature (e.g., Spiegel, 1971) , introducing the dependence of eddy diffusivity on ∂S/∂r. Furthermore, Abe's are the only studies (prior to this work) that consider convection, conduction, mixing, and gravitational separation-other studies typically just model the convective flux. Abe uses a finite difference scheme with a modified Euler backward method of time stepping. However, because he investigates bottom-up crystallisation (dS liq /dr < 0 everywhere) he is not exposed to the numerical precision challenges that we uncover when the liquidus exhibits an overturn (case MO). In fact, all previous work has focussed on bottom-up crystallisation similar to case BU where dS liq /dr ≪ 0 everywhere in the domain (e.g., Abe, 1993 Abe, , 1997 Lebrun et al., 2013; Monteux et al., 2016 ).
An alternative approach to formulate the convective flux, as opposed to MLT, uses boundary layer theory (BLT). Formally, BLT is a simplified variant of MLT (Siggia, 1994; Kraichnan, 1962) but for clarity we distinguish it separately to avoid confusion with our formulation based on Abe. Analysis of boundary layer stability in Rayleigh-Bénard convection provides the classical result that the non-dimensional heat flux (Nusselt number) scales with the Rayleigh number to the power of one-third (e.g., Siggia, 1994) . In this case the length scale of convection is encapsulated within the Rayleigh number rather than a mixing length parameter. The one-third scaling law is in reasonable agreement with experiments (e.g., Table 1 in Grossmann and Detlef, 2000) and MLT (see Fig.  3 in Abe, 1995) . Solomatov and Stevenson (1993) popularised BLT for application to magma oceans. Subsequent studies that focus on understanding the energetic coupling and volatile exchange between a magma ocean and an atmosphere use BLT to quantify the convective heat transport in the interior (Lebrun et al., 2013; Hamano et al., 2013 Hamano et al., , 2015 . But since these studies focus on the role of the atmosphere, they implement a simple model of interior dynamics. For example, they solve a single equation that describes the evolution of the mantle potential temperature, which involves calculating an effective heat capacity for the entire planet by using the mantle potential temperature to reconstruct the temperature profile as a function of depth. This requires additional assumptions, most commonly that the mantle is adiabatic and predefining a path of crystallisation (e.g., bottom-up in the case of Lebrun et al. (2013) ).
Whilst the aforementioned quasi 1-D interior models inform about the bulk cooling of a planet, they provide limited information about the depth-dependence of the evolving interior. This is where a local description of energy transfer within an interior is advantageous (this study, Abe, 1993; Monteux et al., 2016) , since the evolving energy balance can be determined self-consistently with thermodynamic models of mantle materials (e.g., Wolf and Bower, 2017) . For example, both case MO and BU demonstrate that the thermal structure in a crystallising magma ocean is not strictly adiabatic due to the latent heat transport associated with convective mixing. A local description also provides flexibility to include additional energy fluxes and accommodate arbitrary liquidus and solidus curves. This provides crucial infrastructure to investigate magma ocean crystallisation for rocky planets in general where cooling could be markedly different from Earth depending on planet composition, core size, atmospheric composition and dynamics, etc.
The convective flux determined by BLT can be used to compute an eddy diffusivity and may be formulated piecewise to account for regime changes such as a transition from soft to hard turbulence (Neumann et al., 2014; Monteux et al., 2016) . Since in BLT the convective flux is a power law of the Rayleigh number, the latter of which contains a difference of two temperatures, the functional complexity of the eddy diffusivity is considerably reduced for BLT in comparison to MLT. This is because both the flux and hence eddy diffusivity do not depend on local gradients, which therefore reduces the requirement for precise numerical estimates of derivative quantities. Monteux et al. (2016) determine a local Rayleigh number based on the difference between the temperature profile of the magma ocean and a reference adiabat, the latter of which is computed with a potential temperature corresponding to the surface temperature. Hence although the flux is determined locally at each depth in the magma ocean, it is computed relative to a somewhat arbitrary reference adiabat-it is not apparent how physically reasonable this approach is. They also ignore convective mixing and consider only bottom-up crystallisation, which alleviates any potential difficulties relating to the numerical precision of their finite difference scheme.
We choose the mixing length to be the distance to the nearest material boundary (e.g. Stothers and Chin, 1997) , although alternative formulations exist (see supplementary material). This formally means that during magma ocean crystallisation, whether from the bottom-up or middle-out, thermal boundary layers exist at the top and bottom of the mantle and hence single layer convection ensues. The model thus presumes that crystal growth is sufficiently disrupted by turbulent flow that the magma ocean does not partition into multiple convecting domains. Future work should investigate how to relax this requirement despite several physical and numerical challenges. Imposing an abrupt change in the mixing length during crystallisation to allow formation of an additional boundary layer will likely produce artefacts that hinder physical interpretation of the model. Furthermore, boundary layers in the magma ocean may only be a few centimetres thick and will migrate as crystallisation proceeds -models with both high mesh resolution and a moving mesh may be required to address this scenario.
The angular momentum of the Earth-Moon system constrains the rotation rate of the early Earth to a few hours following the formation of the Moon. Furthermore, accretion simulations predict that Earth-mass planets may initially rotate even faster, within about 30% or less of their rotational stability limit (e.g., Kokubo and Genda, 2010) . This raises the question of how rotational effects can influence the subsequent cooling and crystallisation of a magma ocean. In our modelling framework, the interaction of rotation and convection can be accommodated by modifying the mixing length. Käpylä et al. (2005) show that increasing the rotation rate reduces the spatial scale of convection and the efficiency of convective energy transport. The mixing length decreases by a factor of 2 to 3 as the Rossby number decreases from 10 to 0.1. These authors also find that the superadiabaticity increases as a function of latitude.
Conclusions
We present an intuitive and flexible method for solving a non-linear conservation law relevant to the interior dynamics of partially molten planets. The numerical scheme solves the mixing length theory (MLT) representation of the energy balance. In a single formulation (i.e., one solution domain with a fixed grid), our model captures both inviscid flow (high melt fraction) and viscous flow (low melt fraction) and thus can chart the cooling trajectory of an initially molten planet as it solidifies. This encapsulates a viscosity range of 19 orders of magnitude. Using the finite volume method we formulate a local description of the dynamics and consider heat transport due to conduction, convection, mixing (i.e., latent heat transport), and gravitational separation. Our models are not constrained by a priori assumptions that the magma ocean is necessarily convecting or that it will follow a particular crystallisation sequence (e.g., bottom-up). It is straightforward to introduce additional energy transfer mechanisms within the finite volume framework. The model interfaces with equations of state for melt and solid phases to ensure thermodynamic self-consistency for each phase and can additionally accommodate arbitrary melting curves.
Through a simplified MLT model, we reveal the requirement for extended numerical precision where the liquidus exhibits an overturn-a scenario which may be applicable to Earth. In this case, it is necessary to resolve entropy gradients spanning 12 orders of magnitude. We subsequently demonstrate the ability of the numerical scheme to handle this scenario using a full model which includes all four of the aforementioned energy fluxes, in addition to material properties obtained from lookup tables. In contrast, the dynamic range of the entropy gradient is significantly less for a case where the liquidus monotonically increases with pressure, which explains why all previous modelling studies did not encounter the same technical challenge that we uncover. Both the simplified and full model reveal cooling profiles that depart from adiabatic as a consequence of latent heat transport associated with convective mixing. This emphasises the importance of considering latent heat transport in a magma ocean since this energy flux is frequently omitted in dynamic studies.
Finally, we expect the analysis and numerical scheme we propose to be of broad interest to other fields of science and engineering due to the prevalence of systems that are modelled by non-linear conservation laws. In particular, we offer a simple and robust approach to accommodate a diffusion coefficient that is sensitive to a local gradient. Compressibility parameter β 1.112 × 10
Material properties (from lookup) Adiabatic temperature gradient (dT /dP ) S f (S, P ) K Pa
Heat capacity c f (S, P ) J kg Our numerical solution scheme uses the finite volume method (FVM) with an auxiliary variable to enable greater numerical precision to be achieved. In this regard, there is extensive discussion in the literature on the accuracy and convergence behaviour of the FVM (e.g., Droniou, 2014; LeVeque, 2002) ; we note that our introduction of an auxiliary variable can be seen simply as change of variables for the semi-discretised system. Nevertheless, given the unusual nature of our system, particularly the dependence of a diffusion coefficient on a gradient, we provide numerical demonstrations of the convergence behaviour of our scheme here. An estimate of the tightest upper bound of the total error incurred in a central finite difference is on the order of 10 −11 using double precision calculations (e.g., Nocedal and Wright, 2006) . Hence this is the error we can expect when we evaluate ∂q i /∂t using Eq. 32 for models that use double precision such as case BU. Therefore, this constrains the tightest tolerance for the accuracy of the timestepper to also be around 10 −11 , on the basis that this is the maximum total accuracy we can expect to achieve.
To demonstrate convergence, we thus rerun case BU with the absolute and relative tolerances of the timestepper ranging from 10 −1 to 10 −11 for mesh sizes (number of basic nodes) of p =25, 50, 100, and 200. The nominal case BU in the main manuscript has a tolerance of 10 −10 and p = 200. For each p we compute the Euclidean norm of the difference between the solution vector for a given tolerance and the vector for the tightest tolerance (10 −11 ) at four output times that roughly correspond to 25%, 50%, 75% and 100% of the total integration time. The results are summarised in Fig. A.9 . Importantly, the norm generally decreases as the timestepper tolerance decreases for all mesh sizes considered, which is consistent with a convergent scheme. The scheme contains several complicating factors, in addition to its inherent nonlinearities, including nonlinear boundary conditions and smoothing parameters (as discussed in the following section); thus, even though exact benchmark solutions or rigorous convergence analysis are not available, we are confident in the convergence of our scheme to a physically meaningful solution.
Sensitivity analysis
Resolution of lookup tables
Melt and solid thermophysical properties are stored in lookup tables that are accessed as the model timesteps. For case BU in the main manuscript the lookup tables have a resolution of approximately 23 Jkg −1 K −1 in entropy and 2 GPa in pressure. We test the sensitivity of our result to this resolution by running an additional three cases that have the same parameters as BU and coarser lookup table resolutions: (1) Pressure data coarsened by a factor of two, (2) Entropy data coarsened by a factor of two, (3) Both pressure and entropy data coarsened by a factor of two. In all three of these cases the difference relative to BU is visually imperceptible (Fig. 6 ) which suggests that the lookup tables have sufficient resolution to not influence our results.
Smoothing width φ w
The lookup tables contain smooth data and the bilinear interpolation scheme in the code effectively provides additional smoothing. Therefore, the only smoothing parameter that we implement is to ensure that material properties vary smoothly across the liquidus and solidus; a smoothing width φ w and Eq. 15 are utilised for this cause. Smoothing is required to ensure a stable numerical solution and it is important to note that the smoothing width does not correspond to a physical parameter. In cases BU and MO in the main manuscript the smoothing width φ w = 0.01 is 1% of the width of the mixed phase region in (non-dimensional) units of melt fraction; clearly, φ w should always be much smaller than the width of the mixed phase region. To test the sensitivity of our result to this choice we rerun BU using a smoothing width 5 times larger (φ w = 0.05) and 5 times smaller (φ w = 0.002) than the nominal case. The results of these two cases are near-visually identical to BU (Fig. 6 ) and are therefore omitted from this supplementary material. Nevertheless, this analysis shows that the model results are robust for smoothing widths ranging by more than an order of magnitude.
Mixing length
In the main manuscript we choose the mixing length to be the distance to the nearest material boundary (e.g. Stothers and Chin, 1997) . However, to test the sensitivity of our result to this formulation we modify case BU to use a constant mixing length whilst retaining all other parameters to be identical (case BUM). In BUM, the mixing length is set to the 1/4 of the mantle thickness which corresponds to the average mixing length in BU. The results for BUM are shown in Figs. A.10, A.11, A.12 and can be directly compared with Figs. 6, 7, 8, respectively. The results for BU and BUM are qualitatively very similar. In fact, the evolution of BU and BUM during the earliest times before the rheological transition is reached (∼ 1.6 kyr) is often visually indistinguishable (compare Fig. 6 and Fig. A.10 ). During these times, the eddy diffusivity of the two cases is clearly different (Fig. 8a and Fig. A.12a ) because the eddy diffusivity is a strong function of the mixing length (Eq. 8). This affects the partitioning of the total flux between convective and mixing fluxes (Fig. 7a,c and Fig. A.11a ,c) but does not strongly dictate the overall cooling behaviour. This is because in both cases the eddy diffusivity is sufficiently large to enable efficient heat transport to the surface where the cooling rate is imposed by the ability of the planet to radiate heat. This suggests that the high melt fraction dynamic regime of our model is not sensitive to the choice of the mixing length.
BU and BUM exhibit some differences in behaviour as the rheological transition is reached at 1.8 kyr. In BU, the entropy is slightly higher at the base of the mantle compared to BUM (Fig. 6a and Fig. A.10a ). This is reasonable to expect given that the capacity to advect heat is partly controlled by the mixing length and the mixing length is larger at the base of the mantle in BUM than BU. This is consistent with the total heat flux which is less in the deep mantle for BU compared to BUM (Fig. 7d and Fig. A.11d) . For BUM, a higher cooling rate in the deep mantle also enables the melt fraction to remain a monotonically increasing function with increasing radius throughout the evolution of the model. Therefore, because the melt fraction gradient has the same sign (positive with respect to radius), the mixing flux also retains the same sign (negative) in the mixed phase region (Fig. A.11c) . In contrast, for BU the slower cooling at the base of the mantle gives rise to a melt fraction minimum around 90 GPa (Fig. 6c) and hence for pressures greater than this the mixing flux switches sign from negative to positive (Fig. 7c) . This analysis reveals that the cooling behaviour once the rheological transition is reached is more sensitive to the formulation of the mixing length than the earliest phase of rapid cooling due to liquid convection. (Fig. A.10 ) to compare with case BU (Fig. 8) .
(a) Eddy diffusivity, (b) Density, (c) Entropy gradient, (d) Thermal expansion coefficient, (e) Heat capacity, and (f) Adiabatic temperature gradient.
