Guarded fragments of rst-order logic were recently introduced by Andr eka, van Benthem and N emeti; they consist of relational rst-order formulae whose quanti ers are appropriately relativized by atoms. These fragments are interesting because they extend in a natural way many propositional modal logics, because they have useful model-theoretic properties and especially because they are decidable classes that avoid the usual syntactic restrictions (on the arity of relation symbols, the quanti er pattern or the number of variables) of almost all other known decidable fragments of rst-order logic.
Introduction
At the beginning of this century, Hilbert formulated the classical decision problem for rstorder logic: Find an algorithm which, given any rst-order sentence, determines whether it is satis able. This was an essential part of his formalist programme for the foundations of mathematics and he considered it to be the central problem of mathematical logic. Early results, by L owenheim, Behmann, Skolem, Ackermann, Bernays, Sch on nkel, G odel and others showed that decision algorithms do indeed exist for certain fragments of rst-order logic, such as the monadic class or formula classes that satisfy certain restrictions on the occurrences of quanti ers. However, in the 1930's, Church and Turing proved that the classical decision problem is algorithmically unsolvable. The classical decision problem was then transformed into a classi cation problem: which formula classes are decidable for satis ability and which are not? Traditionally most attention has been given to fragments of Mathematische Grundlagen der Informatik, RWTH Aachen, D-52056 Aachen, graedel@informatik.rwthaachen. de It has turned out that the modal fragment has very interesting and useful algorithmic and model-theoretic properties (see 4] ).
On the other side, the modal fragment is a rather small part of rst-order logic. First of all, it is properly contained in FO 2 , relational rst-order logic with only two variables. But although FO 2 is decidable and has the nite model property (see 25, 11] ), it lacks the nice model-theoretic properties 1, 15] and, in particular, the robust decidability properties of modal logics 28] . Indeed modal logics (and its syntactic variants such as for instance description logics 9]) can be extended by a number of important features like path quanti cation, transitive closure operators, counting quanti ers, least and greatest xed points etc. and these extensions are still decidable, algorithmically manageable and indeed of considerable practical importance. On the other side, most of the corresponding extensions of FO 2 are highly undecidable (see 12, 13] ). The embedding in FO 2 therefore does not explain the good properties of modal logic. Also algorithmically, modal logic is much simpler than FO 2 : while the satis ablility problem for modal logic is Pspace-complete 24] , the satis ability problem for FO 2 is Nexptime- complete 11] .
Note that in the translation of modal formulae into rst-order formulae, the quanti ers are used only in a very restricted way. To explain and generalize the nice properties of modal logic, Andr eka, van Benthem and N emeti 1] de ned the guarded fragment of rstorder logic. They dropped the restriction to use only two variables and only monadic and binary predicates, but imposed that all quanti ers must be relativized by atomic formulae. This means that quanti ers appear only in the form 9y( (x; y)^ (x; y)) or 8y( (x; y) ! (x; y)):
Thus quanti ers may range over a tuple y of variables, but are`guarded' by an atom that contains all the free variables of .
The guarded fragment GF extends the modal fragment and turns out to have interesting properties 1]:
(1) The satis ability problem for GF is decidable. (2) GF has the nite model property, i.e. every satis able formula in the guarded fragment also has a nite model. (3) Many important model theoretic properties (like the interpolation property, the Beth de niability property, the Los-Tarski property etc.) which hold for rst-order logic and modal logic, but not, say, for the bounded-variable fragments FO k , do hold also for the guarded fragment. (4) The notion of equivalence under guarded formulae can be characterized by a straightforward generalization of bisimulation or, equivalently, by a variant of the EhrenfeuchtFra ss e game. In a further paper, van Benthem 6] generalized the guarded fragment to the loosely guarded fragment (LGF) where quanti ers are guarded by conjunctions of atomic formulae of certain forms. (Details will be given in the next section.) The loosely guarded fragments has very similar properties as the guarded fragment (although it is still open whether LGF has the nite model property).
An advantage of the guarded fragments with respect to other decidable fragments of rst-order logic is that the usual restrictions of the latter on the number and arity of the relation symbols or on the quanti er pattern are avoided. We believe that due to these nice syntactic, model-theoretic and algorithmic properties, the guarded fragments will be very useful in many di erent areas of applications.
It thus is interesting to determine the power of the guarded fragment, or to put it di erently: how much do the guards restrict expressiveness? One answer to this has already been given by Andr eka, van Benthem and N emeti who described the expressive power of GF via an appropriate generalization of bisimulation, called guarded bisimulation. But expressiveness also has a complexity theoretic aspect, and in this paper, we give a complexity theoretic answer by showing that the satis ability problems for the guarded fragment and the loosely guarded fragment are complete for deterministic double exponential time. This is rather unusual: most of the previously known decidable fragments of rst-order logic are in Nexptime, i.e. are decidable nondeterministically in (single) exponential time (see 8]). The upper complexity bound follows from a new decidability proof, which is based on extension properties of atomic types. This proof also establishes a tree model property for the guarded fragments, saying that every satis able loosely guarded formula has a model whose tree width is bounded by the number of variables in the formula. The lower bound proof is based on the construction of a family of polynomial-size guarded formulae that force their models to contain a binary tree of double exponential depth. We also show that the subfragments of GF and LGF with a bounded number of variables or bounded arity of predicates have deterministic exponential time complexity.
In the last part of the paper, we investigate some modest extensions of the guarded fragment and show that, unfortunately, these extensions lead to undecidable systems. This also proves certain limitations of the expressive power of the guarded fragment: for instance it cannot express functionality or transitivity.
Guarded fragments of rst-order logic
In this paper, rst-order logic (FO) means relational rst-order logic with equality and constants, i.e. FO-formulae may contain relation symbols of arbitrary arity and constant symbols, but no function symbols of positive arity.
De nition 2.1. The guarded fragment GF of rst-order logic is de ned by induction as follows:
(1) Every atomic formula belongs to GF.
(2) GF is closed under propositional connectives :,^, _, ! and $.
(3) If x; y are tuples of variables, (x; y) is atomic and (x; y) is a formula in GF such that free( ) free( ) = fx; yg, then the formulae 9y( (x; y)^ (x; y)) 8y( (x; y) ! (x; y)) belong to GF. Here, as usual, free( ) means the set of free variables of . An atom (x; y) that relativizes a quanti er as in rule (3) is the guard of the quanti er. Notice that the guard must contain all the free variables of the formula in the scope of the quanti er.
Obviously, GF is a fragment of rst-order logic. Formulae in GF are called guarded formulae. Further, for k 2 N, we denote by FO k the fragment of FO that consists of the formulae all whose variables (free or bound) are among x 1 ; : : : ; x k ; let GF k := GF \ FO k , the guarded fragment with only k variables.
While the guarded fragment clearly contains the modal fragment of rst-order logic, it seems not to be able to express all of temporal logic over (N; <). Indeed the straightforward translation of ( until ') into rst-order logic is 9y(x y^'(y)^8z((x z^z < y) ! (z)) which not guarded in the sense of De nition 2.1. However, the quanti er 8z in this formula is guarded in a weaker sense, which lead van Benthem 6] to the following generalization of GF.
De nition 2.2. The loosely guarded fragment LGF is is de ned similarly to GF, but the quanti er-rule is relaxed as follows: (3)' If (x; y) is in LGF, and (x; y) = 1^ ^ m is a conjunction of atoms, then 9y(( 1^ ^ m )^ (x; y)) 8y(( 1^ ^ m ) ! (x; y)) belong to LGF, provided that free( ) free( ) = fx; yg and for every quanti ed variable y i and every other variable z 2 fx; yg there is at least one atom j that contains both y i and z.
In the translation of ( until ') described above, the quanti er 8z is loosely guarded by (x z^z < y) since z coexists with both x and y in some conjunct of the guard. On the other side, the transitivity axiom 8xyz(Exy^Eyz ! Exz) is not in LGF. The conjunction Exy^Eyz is not a proper guard of 8xyz since x and z do not coexist in any conjunct. We will see later that indeed there is no way to express transitivity in LGF.
Notation. We will use the notation (9y : ) and (8y : ) for relativized quanti ers, i.e. we write guarded formulae in the form (9y : ) (x; y) and (8y : ) (x; y). When this notation is used, then it is always understood that is indeed a proper guard as speci ed by condition (3) or (3)'.
Elimination of constants. As mentioned above, we admit relation symbols of arbitrary arity and constant symbols in guarded formulae (but no function symbols of positive arity). We now show that, as far as the satis ability problem is concerned, we can do away with the constants. 3 Tree model property, nite model property and decidability
In this section, we prove the decidability and the tree model property for the guarded fragment and the loosely guarded fragment. Further, we establish the nite model property of the guarded fragment. The decidability results are due to Andr eka, van Benthem and N emeti 1, 5] . The proof presented here is di erent, although some of the ideas are adapted from the original decidability proofs and from a paper by Andr eka, Hodkinson and N emeti 2]. This new proof establishes the tree model property and, as we will show in the following section, leads to an essentially optimal upper complexity bound for both GF and LGF. We start our analysis by establishing a normal form for guarded formulae, which is similar to the Scott normal form for FO 2 (see e.g. 8, 11] ); this will allow us to simplify the model construction. We will then describe an abstract criterion, in terms of extension properties of atomic types, for the satis ability of any loosely guarded sentence in normal form. It will be easy to see that this criterion is necessary for satis ability, and we will prove that the criterion is in fact su cient for the existence of a tree model for the given sentence, and, at least in the case of the guarded fragment, also for the existence of a nite model.
It is well-known that many modal logics have a tree model property, and this has been identi ed as one of the main reasons for the robust decidability properties of modal logics (see e.g. 28]). We believe that also in the case of the guarded fragments, the tree model property may become of crucial importance for decidability results of extended logics and for the design of practical (e.g. automata-based) algorithms. where i (x), i (x; y) and j (x) are guards 1 , ' i and j are quanti er-free and the following conditions hold.
A normal form
(i) j = 9x'.
(ii) Every model for ' can be expanded to a model of .
(iii) j j = O(j'j) and the translation from ' to is computable in polynomial time.
Proof. We rst treat the case of guarded formulae; in a second step we then describe the necessary modi cations for the case of loosely guarded formulae.
We start by transforming the given formula '(x) 2 GF in such a way that every formula 9y#, which is a proper subformula of ', has at least one free variable (equivalently: that ' has no proper subsentences). If this is not already the case for ', then we increment the arity of every predicate by one, choose a new variable symbol z and replace every atom Ru in ' by Ruz. The resulting formula ' 0 (x; z) is guarded and is satis able if and only if '(x) is satis able.
We can thus assume that the given formula '(x) has no proper subsentences; it is therefore either quanti er-free or contains a subformula (z) := (9y : )#(y; z) with guard (y; z) and quanti er-free #(y; z). Let ' =R ] be the formula obtained by replacing (z) in ' by the atom R z (where R is a new relation symbol). Now, the formula'
is guarded and is satis able over the same domains as '(x). This transformation step is repeated until a formula ' 00 (x)^ is obtained where ' 00 (x) is quanti er-free and is a conjunction of guarded sentences of form (8x : )9y #(x; y) or (8x : )#(x) with quanti er-free #. Now, choose a new relation symbol C and let := 9xCx^(8x : Cx)' 00 (x)^ :
Obviously is a guarded sentence with the required properties (i), (ii) and (iii) .
Suppose now that the originally given formula is loosely guarded. The only problem that may arise when we eliminate a subformula (z) = (9y : )#(y; z) as above concerns the conjunct (8yz : )(#(y; z) ! R z). Although (y; z) guards the quanti er 9y, it need not be a proper guard for the quanti er 8yz since there may be variables z i ; z j that do not coexist in any conjunct of . We take care of this problem as follows: each time when we have such a situation, we select a new relation symbol G and add to (y; z) the conjunct Gz i z j . At the end we thus obtain a sentence which is loosely guarded, but contains a number of new atoms of form Gz i z j that need to be axiomatized. For each such Gz i z j we look where z i ; z j came from.
There are two possible cases.
1 Here x and y stand for tuples of distinct variable symbols. The lengths of these tuples may change for di erent i and j.
In the rst case, both variables are free in the original formula '(x), i.e. z i ; z j are components of x. In this case we add to the conjunct (8x : Cx)Gz i z j .
In the second case, (z) originally was in the scope of a quanti er that binds at least one of z i ; z j , i.e. (z) is a subformula of (9u : ) where z i belongs to u and z j either occurs free in this formula or also belongs to u. But since guards the quanti er 9u, it must contain a conjunct 0 (v) such that both z i ; z j belong to v. In this case we add to the conjunct (8v : 0 )Gz i z j .
The modi ed sentence is loosely guarded and satis es the required properties.
Remark. Note that the conjuncts of form (8x : )'(x) can be seen as special cases of the conjuncts (8x : )(9y : )'(x; y). Further, for satis ablity it doesn't really make a di erence whether the existential quanti ers are guarded. Indeed a formula (8x : )9y'(x; y) with unguarded existential quanti er is satis able if and only if the properly guarded sentence (8x : )9y Rxy^(8xy : Rxy)'(x; y) is satis able. We will therefore restrict attention to sentences of the form := 9xCx^î 2I (8x : i )9y i (x; y) with i quanti er-free.
A criterion for satis ability
We will describe an abstract criterion, in terms of extension properties of atomic types, for the satis ability of loosely guarded sentences in normal form. It will be easy to see that this criterion is necessary for satis ability. In the following sections, we will show that the criterion is in fact su cient for to admit a tree model and, at least in the case of the guarded fragment, for the existence of a a nite model. We thus establish the tree model property, the nite model property and the decidability of the loosely guarded fragment.
De nition 3.2. An (atomic) k-type of the relational vocabulary is a maximal consistent set of -literals (i.e. atoms and negated atoms) in the variables x 1 ; : : : ; x k . 2 Given a structure A and and a tuple a 2 A k , we write atp A (a) for the uniquely determined k-type t with A j = t(a). A k-type t is realized in A if A j = t(a) for some tuple a. The size of a k-type t is the number of distinct components in any tuple that realizes it; the size of t may be smaller than k since t may contain equalities x i = x j for i 6 = j. A Only atomic types will be used in this paper, so we simply call them types.
and let m be the number of distinct variables in . A witness for the satis ability of consists of P; t 0 and (ext i ) i2I where
, where each P 
The tree model
We now want to prove that every satis able sentence in the loosely guarded fragment has a tree-like model. Since, contrary to the case of propositional modal logics, the guarded fragments are not restricted to unary and binary predicates, we rst have to make precise the notion of a tree-like model that is appropriate for our context. De nition 3.5. A structure B (with universe B and arbitrary vocabulary ) is a k-tree if there exists a tree (i.e. an acyclic, connected graph) T = (V; E) and a function F : V ! fX B : jXj kg, assigning to every node v of T a set F(v) of at most k elements of B, such that the following two conditions hold. Further, we say that B has nite (resp. bounded) degree if for every node of T, the number of its neighbours is nite (resp. bounded by some xed k 2 N).
Remark. Readers familiar with the notion of tree width in graph theory and the notion of the Gaifman graph of a structure will notice that a structure B is a k-tree if and only the Gaifman graph of B has tree width at most k. De with m variables, and that has a witness hP; t 0 ; (ext i ) i2I i.
The tree model that we construct for is based on a nitely branching, directed tree T; with every node v of T we associate a set of at most m elements F(v); some of them are old elements at v, which means that they already belong to F(u) for some predecessor u of v in T. The others are the new elements which rst come into the model at node v. The universe of the tree model B to be constructed is B := S v2T F(v). We will present a simultaneous inductive construction of the tree T, the sets F(v) for each node v, and the substructure F(v) B induced by F(v). This will give us a partial structure, in the sense that atomic types are speci ed only for tuples which are entirely contained in some set F(v). This will then be extended in the`minimal' possible way to give a tree model for .
For the root of T we set F( ) = f 1 ; : : : ; r g where r is the arity of C and set Remark. It is not known whether Theorem 3.10 also holds for the loosely guarded fragment.
It is not di cult to formulate a stronger version of Herwig's Theorem that would imply the nite model property of LGF, but the status of this stronger version seems to be open. 4 The complexity of the guarded fragments
We prove in this section that the satis ability problems for GF and LGF are complete for deterministic double exponential time. In fact we will treat both the upper and lower complexity bound in terms of alternating space complexity and use the correspondence between alternating space and deterministic time complexity classes.
Deterministic and alternating complexity classes
Let us brie y recall some basic de nitions and results on deterministic and alternating complexity classes.
De nition 4.1. For any function t : N ! N, Dtime(t) is the class of all decision problems that can be solved by a deterministic Turing machine in time t(n), where n is the length of the input. We denote by 2Exptime the union, taken over all polynomials p(n), of the classes Dtime(2 2 p(n) ). A problem B is 2Exptime-complete if it is in 2Exptime and, moreover, every problem A 2 2Exptime can be reduced to B by a polynomial-time algorithm.
Alternating Turing machines are de ned as nondeterministic Turing machines whose states are partitioned into four classes: existential, universal, accepting and rejecting states.
This induces a partitioning of the con gurations (instantenous descriptions) of M into existential, universal, accepting and rejecting con gurations. With every alternating Turing machine M and every input x, we associate the computation tree T (M; x); its root is the input con guration of M on x, and the children of each node C are the immediate successor con gurations of C. Thus, a computation of M on x corresponds to a path through T (M; x) from the root to a leaf. We can assume that existential and universal con gurations have at least one successor con guration, so that the leaves of the tree are the accepting and rejecting con gurations.
The acceptance condition of M on an input x is best described by a game, played by two players 9 and 8 on the tree T (M; x). The game starts at the root, and as the game proceeds, the players de ne a path through the tree from the root to a leaf. At existential con gurations C, Player 9 selects a successor con guration of C and at universal con gurations, Player 8 makes a similar move. Player 9 wins at accepting con gurations and looses at rejecting con gurations. We say that M accepts x if and only if Player 9 has a winning strategy for the game on T (M; x).
Any strategy S for 9 (winning or not) corresponds to a subtree T(S) of T (M; x) containing all nodes that are reachable if Player 9 moves according to strategy S and Player 8 moves arbitrarily. Thus T(S) contains with each universal node also all its children, and with each existential con guration precisely one child of it. The strategy S is a winning strategy for Player 9 if all leaves in the associated subtree T(S) are accepting; in this case we call T(S) an accepting subtree of T (M; x). De nition 4.2. For functions s; t : N ! N, we denote by Atime(t) and Aspace(s) be the classes of those decision problems B for which there exists an alternating Turing machine M which accepts precisly the inputs x 2 B and such that every computation of M on an input of length n accepts or reject within t(n) steps (resp. using at most s(n) tape cells).
It is known (see 3, Chapter 3]) that for all functions s(n) log n,
Dtime(2 ds(n) ):
In particular Aexpspace = 2Exptime (where Aexpspace is the union, over all polynomials p(n), of the classes Aspace(2 p(n) )).
The upper bound
The upper complexity bound for the satis ability problem of LGF (and hence also of GF) can be extracted from the decidability proof given in the previous section.
Theorem 4.3. The satis ability problem for LGF is in 2Exptime.
Proof. Given a guarded sentence with vocabulary and m variables, let N( ) be the total number of atomic types of vocabulary in at most m variables. If has r predicates of maximal arity`, then N( ) 2 O(rm`) . Hence, if the number of variables and the number and arities of the relation symbols are bounded by n, then N( ) = 2 2 O(n log n) and each atomic type can be represented by a binary string of length 2 O(n log n) .
We present an alternating exponentially space-bounded satis ability test for loosely guarded sentences in normal form. Since alternating exponential space coincides with deterministic double exponential time, this yields the desired result.
In the description of alternating algorithms, it is common practice to describe moves by the existential player as guesses, and moves by the universal player as universal choices. It should be obvious that each computation of the satis ability test on requires no more than exponential space: the data to be stored are the current values of s; t and of the counter j up to N( ).
Alternating Satis ability Test for LGF
Suppose that is satis able: Then has a witness hP; t 0 ; (ext i ) i2I i. By making the existential guesses as given by this witness, the satis ability test accepts .
Conversely, suppose that the test accepts , i.e. that Player 9 has a winning strategy on input . This strategy de nes the guesses of 9 during the computation. We can assume that these guesses of Player 9 are consistent, in the sense that if she has to guess at several times an extension for the same s and i then she always guesses the same extension t. It su ces to prove that we can extract a witness hP; t 0 ; (ext i ) i2I i for from such a winning strategy.
Let P be the set of all types that are assumed by the variables s and t in the accepting subtree associated with the winning strategy. Further, let t 0 be the type that is guessed at the beginning of the computation, and for any s and i, let ext i (s) be the extension t, that is guessed by Player 9 for s and i. Since the strategy leads to acceptance, t j = i ! ' i for every such t, so it only remains to show that ext i is de ned for all s 2 P (k) , (for the appropriate k as given by i). But this is clear since on every computation, N( ) + 1 types t are guessed; this means that at least one type appears twice, i.e. the computation loops.
Completeness
We will now prove that the upper bound that we just proved is essentially optimal: the satis ability problem for GF (and hence for LGF) is in fact complete for deterministic double exponential time.
Theorem 4.4. The satis ability problem for the guarded fragment is 2Exptime-hard.
Proof. Let A be a problem in 2Exptime, and let M be an alternating procedure, deciding A using exponential space. We can assume that M is a one-tape machine, that every computation of M accepts or rejects in at most double exponential time, and that every non-nal con guration of M has precisely two successor con gurations.
We rst construct a family of guarded sentences ' n such that every model A j = ' n encodes a binary tree T of double exponential depth. Every node of T is represented by a pair (a; b) of elements of A, and the depth of (a; b) (i.e. its distance from the root) is encoded by the truth-values of an n-ary predicate D on fa; bg. Note that there are 2 n n-tuples over fa; bg; if we put a < b then every x 2 fa; bg n corresponds to a number r(x) < 2 n , namely the rank of x in the lexicographical order on fa; Uxab is true (at least) for all x 2 fa; bg n , where (a; b) represents a node of the tree;
D is the n-ary relation which, on every node (a; b), encodes its depth D(a; b) as described above; S 1 abcd (resp. S 2 abcd) means that (c; d) represents the rst (resp. second) successor node of (a; b). Let ' n be the conjunction of the sentences There are 4n substitutions in R, so the length of is O(n log n). It should be obvious that enforces the required properties for E.
We thus have proved that every model A j = ' n contains a binary tree T(A) of depth 2 2 n . The rest of the proof is a fairly straightforward application of the usual techniques for encoding computations by formulae (see 8] for a detailed exposition of the method and numerous applications).
Given any input w for M, we construct a guarded sentence ACCEPT M;w which is satis able if and only if M accepts w. For (Note that we do not require that A j = :P uab for those and u 2 fa; bg n for which the symbol of y at position r(u) is di erent from . It thus may well be the case that A imposes more than one con guration at a node (a; b). Nevertheless the construction ensures that every model of ACCEPT M;w encodes an accepting computation tree of M on w.)
Assume that q 0 is the initial state, that is the blank symbol and that the input is w = w 0 w n?1 . For i = 0; : : : ; n ? 1, let i 2 fa; bg n be the tuple that represents i (in the sense that r(i) = i). We can then express that the con guration at node (a; b) is the input con guration on input w by the formula The formulae EXIST, UNIV and REJECT are just disjunctions of the form W Q i ab over, respectively, the existential, the universal and the rejecting states q i . Finally, the formulae NEXT i (a; b; c; d) ensures that if C is imposed at node (a; b), then the i-the successor con guration of C is imposed at node (c; d). To We have thus proved that every problem solvable in alternating exponential space, hence every problem solvable in deterministic double exponential time, is polynomial-time reducible to the satis ability problem for GF.
Elimination of equality. Note that equality is not really needed in this proof. Indeed we can introduce a new predicate N, replace the inequality a 6 = b in the second conjunct of ' n by Na^:Nb and replace in the formulae all equalities x i = a or x i = c by Nx i and all equalities x i = b or x i = d by :Nx i . Thus, even the satis ablity problem for GF without equality is complete for deterministic double exponential time.
Together with the upper bound proved before, we have thus determined the complexity of the guarded fragment and the loosely guarded fragment of rst-order logic.
Corollary 4.5. The satis ability problems for GFand LGF(with or without equality) are complete for 2Exptime.
Subfragments that are in EXPTIME. For the subfragments of GF and LGF with bounded number of variables or with relations of bounded arity, the complexity is one exponential lower. Indeed, the satis ability problem for sentences with only k variables can easily be reduced to the case where all relation symbols have arity at most k. But if the arity of all relation symbols is bounded then the number N( ) of relevant atomic types of a sentence of length n is bounded by 2 p(n) for some polynomial p. We can hence use precisely the same arguments as above to show that the satis ability problem for LGF with bounded number of variables or with relations of bounded arity is decidable in alternating polynomial space and hence in deterministic exponential time. For the completeness proof, the arguments are even simpler than in the case of GF. A con guration of a linearly space bounded alternating Turing machine is encoded by the truth values of n monadic predicates, and the same ideas as in the completeness proof for GF are used to represent an accepting computation tree. Corollary 4.6. Let k 2 and let X be any of the following formula classes:
(1) the set of all guarded (or loosely guarded) formulae with at most k variables; (2) the set of all guarded (or loosely guarded) formulae with predicates of arity at most k. Then the satis ability problem for X is Exptime-complete. In particular, for any nite vocabulary , the satis ability problem for loosely guarded sentences of vocabuary is in Exptime.
Undecidable extensions of the guarded fragment
In the last section of this paper we show that some natural, modest extensions of the guarded fragment are undecidable for both satis ability and nite satis ability.
Recursive inseparability, conservative reduction classes and domino problems
A stronger variant of the unsolvability of the classical decision problem for rst-order logic is Trakhtenbrot's Inseparability Theorem 27], which uses the concept of recursive inseparability.
De nition 5.1. Two disjoint sets X; Y are called recursively inseparable if there is no recursive set R such that X R and R \ Y = ?. In particular, neither X nor Y can then be decidable.
Let X be a class of formulae. We write sat(X) for the the set of 2 X that are satis able; n-sat(X) for the set of 2 X that have a nite model; inf-axioms(X) for sat(X) ? n-sat(X), the in nity axioms of X; non-sat(X) for the set of unsatis able 2 X. Theorem 5.2 (Trakhtenbrot) A formula class X is a conservative reduction class if there exists a conservative reduction from the set of all rst-order formulae to X. By Trakhtenbrot's Theorem, the sets non-sat(X), n-sat(X), and inf-axioms(X) are pairwise recursively inseparable for every conservative reduction class X. Moreover it follows that n-sat(X) and non-sat(X) are hard for the r.e. sets while sat(X) and inf-axioms(X) are hard for the co-r.e. sets. In particular, all these problems are undecidable and a conservative reduction class necessarily has in nity axioms.
In the case that X is a recursive fragment of rst-order logic, it actually su ces to nd a semi-conservative reduction, i.e. a reduction from FO to X which maps nitely satis able formulae to nitely satis able ones and unsatis able formulae to unsatis able ones. A general recursion-theoretic argument then implies that X is a conservative reduction class (see 8, p.37f] for details).
Dominoes. Domino or tiling problems provide a simple and powerful method for proving undecidability results. They were introduced in the early 1960s by Wang as a tool to show the unsolvability of the 898-pre x class in the pure predicate calculus. In the last thirty years they have been used to establish many undecidability results and lower complexity bounds for various systems of propositional logic, for subclasses of rst-order logic and for decision problems in mathematical theories (see e.g. 8, 10, 18, 23] ).
The original,`unconstrained' version of a domino problem is given by a nite set of dominoes or tiles, each of them an oriented unit square with coloured edges; the question is whether it is possible to cover the rst quadrant in the Cartesian plane by copies of these tiles, without holes and overlaps, such that adjacent dominoes have matching colours on their common edge. The set of tiles is nite, but there are in nitely many copies of each tile available; rotation of the tiles is not allowed. Variants of this problem require that certain places (e.g. the origin, the bottom row or the diagonal) are tiled by speci c tiles. A slightly more convenient de nition is the following. In the context of conservative reductions classes we are also interested in periodic solutions of domino problems.
De nition 5.5. A domino system D is said to admit a periodic tiling of any of the spaces S above, if there is a tiling of S by D which has a horizontal and a vertical period s; t > 0 respectively. This means that for all points (x; y) 2 S we have that (x; y) = (x + s; y) = (x; y + t):
A periodic tiling with periods s; t may be pictured as a tiling of a torus Z=sZ Z=tZ obtained from gluing an s t rectangle along the edges. In particular D admits a periodic tiling of N N i it admits a tiling of some Z=sZ Z=tZ. Berger 7] proved that the domino problem is undecidable. Gurevich and Koryakov 17] strengthened this to an inseparability result. For a new proof of this theorem we refer to 8, Appendix A]. The proof shows that one can e ectively associate with every rst-order sentence a domino system D which tiles N N periodically if has a nite model, and which admits no tiling of N N if is unsatis able. Together with Gurevich's Theorem on semi-conservative reductions we obtain a simple and powerful method to establish strong forms of undecidability results. To establish that an extension X of GF is a conservative reduction class, it su ces to characterize grids by an axiom in X, in the sense given by the following Lemma.
Lemma 5.7. Let X FO be a recursive class of sentences that is closed under conjunction with GF 2 -sentences (i.e., if 2 X and ' 2 GF 2 then ^' 2 X). To establish that X is a conservative reduction class, it su ces to exhibit a sentence ' By Theorem 5.6 it follows that X is a conservative reduction class. Now suppose that F is not functional; then either F 0 or F 1 are not functional since no point has outgoing edges of both kinds. So suppose that F 0 ab and F 0 ac hold for b 6 = c.
Clearly b and c are also distinct from a and neither F 0 bc nor F 0 cb holds (otherwise the structure would contain two successive F 0 -edges). Since E 0 is the re exive and symmetric closure of F 0 the atoms E 0 ba and E 0 ac are true, but not the atom E 0 bc. But this contradicts the transitivity of E 0 . Thus F has to be functional. Now one can proceed in the same way as in the proof of Theorem 5.8.
