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a b s t r a c t
We study the exponential functional equation f (x + y) = f (x)f (y) on spheres in real
normed linear spaces. Regardless of the solutions of this equation, which are already
known, we investigate its stability and consider the pexiderized version of it.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Alsina and Garcia-Roig [1] considered the conditional functional equation
f (x+ y) = f (x)+ f (y) whenever ‖x‖ = ‖y‖ (1)
with a continuous function f : X → Y mapping a real inner product space (X, 〈·, ·〉) with dim X ≥ 2 into a real topological
vector space Y . In [2], Szabó solved (1) in case where (X, ‖ · ‖) is a real normed linear space with dim X ≥ 3 and (Y ,+) is
an Abelian group.
In [3], Ger and the author proceededwith the study of (1)with the norm replaced by an abstract function fulfilling suitable
conditions. We dealt also with more general structures than those considered in [1,2].
Ziółkowski [4] obtained analogous results for the general conditional form of the Jensen functional equation and in [5]
the author studied, among others, the pexiderized version of (1). For some further generalizations the reader is sent to [16,
5].
In the present paperwe consider analogous problems for the exponential equation. Namely, next to recalling someknown
results concerning such an equation considered on spheres we give some new results on the pexiderized version of it. We
will see that the class of solutions is considerably larger than this one of its unconditional form. A part of the paper is
devoted to the studies of the stability of the above mentioned equations. Namely, we will investigate whether a function
which approximately satisfies a functional equation (i.e., an equation is satisfied with a small error term) must be close to
the exact solution of this equation. In the case of an affirmative answer, we tell that such an equation is stable (see [6,7] for
the origin of the problem and, e.g., [8,9] for more comprehensive studies).
Assume that (X, ‖ · ‖) is a real normed space and (Y , ·) is a semigroup with a neutral element. We consider a function
f : X → Y satisfying the conditional functional equation of the form
f (x+ y) = f (x)f (y) whenever ‖x‖ = ‖y‖. (2)
In case the target space is a group (not necessarily commutative) the form of solutions of (2) is already known (see [1–3,
10]). Namely, such a solution has to satisfy (under some assumption about the dimension of X) the equation
f (x+ y) = f (x)f (y), x, y ∈ X (3)
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unconditionally. An additional assumption allows us to solve this equation for functions with values in semigroups. This
result will be preceded by the following.
Proposition 1. Let (X, ‖·‖) be a real normed linear spacewith dim X ≥ 2, (Y , ·) be an Abelian semigroupwith a neutral element
and let I ⊂ Y denote the subgroup of all invertible elements of Y . If f : X → Y satisfies (2), then either f (X) ⊂ I or f (X)∩ I = ∅.
Proof. Using similar ideas as in [11, Lemma 2] one can prove that
f (x) ∈ I implies f (−x) ∈ I (4)
for all x ∈ X . Suppose f (x0) ∈ I for some x0 ∈ X . Then by (2) and (4), f (0) ∈ I and, consequently, the condition
f (0) = f (x)f (−x) for all x ∈ X yields f (X) ⊂ I . 
Proposition 2. Let (X, ‖ · ‖) be a real normed linear space with dim X ≥ 2, (Y , ·) be an Abelian semigroup with a neutral
element. Assume that f : X → Y is a solution of (2) and there exists an x0 ∈ X such that f (x0) ∈ I (f (x0) is invertible). If one of
the following two conditions is valid:
(i) X is an inner product space,
(ii) dim X ≥ 3,
then f satisfies (3).
Proof. By Proposition 1 we derive that f (X) ⊂ I , so we can use the results from [1–3] for functions with values in groups
whence, it follows that f satisfies (3). 
Remark 1. The following modification of the example from [10] shows that Proposition 2 is not valid in case dim X = 1.
Namely, we can consider f :R→ R defined by
f (x) =

1, if x = 0,
a2
n
, if x ∈ (2n, 2n+1] and n ∈ N,
f (−x)−1, if x < 0,
with an arbitrary a > 0 and a 6= 1, which satisfies (2) but not (3). The case where dim X = 2 and the norm in X does not
come from any inner product remains open.
The next result concerns the stability of (2). The form of the inequalities appearing in the assumption of the forthcoming
theorem has been motivated by the approach to the stability suggested by Ger in [12] and the studying of the system of
conditional inequalities (for the case of the Gołąb–Schinzel equation) was proposed by Chudziak in [13]. Below we join the
ideas of these two approaches.
Theorem 1. Let (X, ‖ · ‖) be a real normed linear space with dim X ≥ 2. If f : X → K, where K ∈ {R,C}, satisfies∣∣∣∣ f (x+ y)f (x)f (y) − 1
∣∣∣∣ ≤ ε whenever ‖x‖ = ‖y‖, f (x)f (y) 6= 0 (5)
and ∣∣∣∣ f (x)f (y)f (x+ y) − 1
∣∣∣∣ ≤ ε whenever ‖x‖ = ‖y‖, f (x+ y) 6= 0 (6)
for some nonnegative ε < 1 and f does not vanish on X, then there exists exactly one g: X → (0,∞) such that for all x, y ∈ X,
g(x+ y) = g(x)g(y) whenever ‖x‖ = ‖y‖,




∣∣∣∣ ≤ 1+ ε. (7)
Moreover, if K = R, then for all x ∈ X,∣∣∣∣ f (x)g(x) − 1
∣∣∣∣ ≤ ε and ∣∣∣∣g(x)f (x) − 1
∣∣∣∣ ≤ ε.
Proof. The results follow immediately from [14, Theorem 3] with γ = ‖ · ‖. 
Remark 2. If we assume that X is an inner product space or dim X ≥ 3, then g in Theorem 1 is unconditionally exponential,
i.e., satisfies (3).
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2. Main results
In this section we give results concerning the pexiderized version of the conditional exponential equation, namely
f1(x+ y) = f2(x)f3(y) whenever ‖x‖ = ‖y‖. (8)
Assume that (X, ‖ · ‖) is a real normed linear space with dim X ≥ 2. Before stating Theorem 2we give an auxiliary result.
Lemma 1. If ω: X → R satisfies for all x, y ∈ X the condition
ω(x+ y) = ω(2x)ω(2y) whenever ‖x‖ = ‖y‖, (9)
then either ω(X) = {0} or 0 6∈ ω(X).
Proof. Substituting y := −x in (9), since X is a normed linear space, we get ω(0) = ω(x)ω(−x) for all x ∈ X . So, if ω(0) 6= 0
then 0 6∈ ω(X).
Assume ω(0) = 0, then
ω(x)ω(−x) = 0, x ∈ X . (10)
Fix x ∈ X . There exists a y ∈ X such that ‖x‖ = ‖y‖ and ∥∥ x+y2 ∥∥ = ∥∥ x−y2 ∥∥, and so by means of (9) and (10) we have
ω(x) = ω(x+ y)ω(x− y) = ω(2x)ω(2y)ω(2x)ω(−2y) = 0.
Consequently, ω(X) = {0}. 
Theorem 2. Let (Y , ·) be a uniquely 2-divisible Abelian semigroup with a neutral element. Assume that f1, f2, f3: X → Y are
solutions of (8) and there exists an x0 ∈ X such that f1(x0) is invertible in Y (f1(x0) ∈ I). If one of the following two conditions is
valid:
(i) X is an inner product space,
(ii) dim X ≥ 3,
then there exist exactly one exponential function g: X → I (i.e., g satisfies (3)), an even function δ: X → I constant on spheres
(i.e., δ(x) = δ(y) whenever ‖x‖ = ‖y‖) and constants α, β ∈ I such that
f1 = αβg, f2 = αgδ, f3 = βgδ−1.
Proof. Define function ω: X → R by the formula
ω(x) :=
{
1, if f1(x) ∈ I
0, if f1(x) 6∈ I. (11)
We will show that ω satisfies (9). Take x, y ∈ X with ‖x‖ = ‖y‖; then
ω(x+ y) = 1 ⇔ f1(x+ y) ∈ I ⇔ f2(x)f3(y) ∈ I and f2(y)f3(x) ∈ I ⇔ f2(x)f3(y)f2(y)f3(x) ∈ I
⇔ f1(2x)f1(2y) ∈ I ⇔ f1(2x) ∈ I and f1(2y) ∈ I ⇔ ω(2x)ω(2y) = 1.
This completes the proof of (9).
Since ω(x0) = 1, by Lemma 1 we have ω(X) = {1}. As a result, we get f1(X) ⊂ I and in view of
f2(x)f3(−x) = f1(0) ∈ I, x ∈ X
we also obtain f2(X) ⊂ I and f3(X) ⊂ I .
The rest follows from [5, Theorem 3.1], where the solutions for groups are given. 
Studying the stability of (8) for f1, f2, f3: X → K, we consider the conditions∣∣∣∣ f1(x+ y)f2(x)f3(y) − 1
∣∣∣∣ ≤ ε whenever ‖x‖ = ‖y‖, f2(x)f3(y) 6= 0 (12)
and ∣∣∣∣ f2(x)f3(y)f1(x+ y) − 1
∣∣∣∣ ≤ ε whenever ‖x‖ = ‖y‖, f1(x+ y) 6= 0 (13)
for some ε ≥ 0.
We start by the following.
Proposition 3. If f1, f2, f3: X → K satisfy conditions (12) and (13) for some nonnegative ε < 1, then either f1(X) = {0}, or
0 6∈ f1(X).
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Proof. On account of (12) and (13) we derive that for all x, y ∈ X with ‖x‖ = ‖y‖,
f1(x+ y) = 0⇔ f2(x)f3(y) = 0.
Define ω: X → R by the formula
ω(x) :=
{
1, if f1(x) 6= 0
0, if f1(x) = 0. (14)
Analogously as in the proof of Theorem 2 one shows that ω satisfies (9), which in view of Lemma 1 means that either
ω(X) = {0} or ω(X) = {1}, and the proof is completed. 
Theorem 3. Let f1, f2, f3: X → K satisfy (12) and (13) for some nonnegative ε < 1 and let f1 do not vanish on X. If one of the
following two conditions is valid:
(i) X is an inner product space,
(ii) dim X ≥ 3,
then there exist functions g1, g2, g3: X → (0,∞) and positive constants c1, c2, c3 such that for all x, y ∈ X,
g1(x+ y) = g2(x)g3(y) whenever ‖x‖ = ‖y‖,




∣∣∣∣ ≤ (1+ ε)ci . (15)
In particular, there exist an additive function a: X → R and an even mapping δ: X → R, constant on spheres and vanishing
at zero and real constants A, B such that for all x ∈ X,
g1(x) = exp
(
A+ B+ a(x)), g2(x) = exp(A+ a(x)+ δ(x)), g3(x) = exp(B+ a(x)− δ(x)). (16)
Moreover, if K = R, then f1 has constant sign, and for all x ∈ X,∣∣∣∣µf1(x)g1(x) − 1
∣∣∣∣ ≤ (1+ ε)c1 − 1 and ∣∣∣∣ g1(x)µf1(x) − 1
∣∣∣∣ ≤ (1+ ε)c1 − 1
with some µ ∈ {−1, 1}.




∣∣∣∣ ≤ 1+ ε whenever ‖x‖ = ‖y‖.
Define hi(x) := log |fi(x)|, x ∈ X, i ∈ {1, 2, 3}. Then
|h1(x+ y)− h2(x)− h3(y)| ≤ log(1+ ε) whenever ‖x‖ = ‖y‖.
Using [5, Theorem 4.1], we get the existence of mappings k1, k2, k3: X → R,
k1(x) = h1(0)+ a(x), k2(x) = h2(0)+ a(x)+ δ(x), k3(x) = h3(0)+ a(x)− δ(x), x ∈ X
with uniquely determined additive function a: X → R and an even mapping δ: X → R, constant on spheres, vanishing at
zero, and such that
|hi(x)− ki(x)| ≤ c˜i log(1+ ε), x ∈ X, i ∈ {1, 2, 3}
for some real c˜i > 0. It is easy to observe that li := ki + h1(0)− h2(0)− h3(0) for i ∈ {1, 2, 3} satisfy
l1(x+ y) = l2(x)+ l3(y) whenever ‖x‖ = ‖y‖.
Define mappings gi := exp ◦ li for i ∈ {1, 2, 3}. Then gi(X) ⊂ (0,∞), i ∈ {1, 2, 3},
g1(x+ y) = g2(x)g3(y) whenever ‖x‖ = ‖y‖
and ∣∣∣∣log |fi(x)|gi(x)
∣∣∣∣ ≤ ci log(1+ ε), x ∈ X, i ∈ {1, 2, 3},
with ci := c˜i + 1 for i ∈ {1, 2, 3}, which yields (15). Defining A := h1(0)− h3(0), B := h1(0)− h2(0)we obtain (16).
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Assume that K = R. Write ωi(x) := sgn fi(x) for x ∈ X , i ∈ {1, 2, 3}. It is easily seen that 0 6∈ ωi(X) for i ∈ {1, 2, 3}, and
ω1(x+ y) = ω2(x)ω3(y) whenever ‖x‖ = ‖y‖.
Hence, by Theorem 2, there exist exactly one exponential function φ: X → R\ {0}, an evenmapping σ : X → R, constant on
spheres and vanishing at zero and constants α, β ∈ R \ {0} such that ω1 = αβφ, ω2 = αφσ and ω3 = βφσ−1. It is easily
seen that φ > 0. Then sgnφ(x) = 1 for all x ∈ X , ω1 is constant. This and (15) yield the statement in the case K = R. 
Remark 3. From (15) we derive∣∣∣∣ fi(x)gi(x) − 1
∣∣∣∣ ≤ ∣∣∣∣ fi(x)gi(x)
∣∣∣∣+ 1 ≤ (1+ ε)ci + 1, x ∈ X, i ∈ {1, 2, 3},
which means that the approximating constant tends to 2 while ε is tending to zero (cf. also (7)).
In case (X,+) is a cancellative Abelian semigroup and f : X → C \ {0} satisfies (5) and (6) unconditionally, Ger and
Šemrl [15] showed that the expression
∣∣∣ f (x)g(x) − 1∣∣∣ can be approximated by a constantwith the property that if it is considered
as a function of the variable ε, it tends to zero, while ε is tending to zero.
It remains open whether the same is true in our cases (Theorems 1 and 3).
References
[1] C. Alsina, J.-L. Garcia-Roig, On a conditional Cauchy equation on rhombuses, in: J.M. Rassias (Ed.), Functional Analysis, Approximation Theory and
Numerical Analysis, World Scientific, 1994.
[2] Gy. Szabó, A conditional Cauchy equation on normed spaces, Publ. Math. Debrecen 42 (1993) 256–271.
[3] R. Ger, J. Sikorska, On the Cauchy equation on spheres, Ann. Math. Sil. 11 (1997) 89–99.
[4] M. Ziółkowski, On conditional Jensen equation, Demonstratio Math. 34 (2001) 809–818.
[5] J. Sikorska, On two conditional Pexider functional equations and their stabilities, Nonlinear Anal. 70 (2009) 2673–2684.
[6] D.H. Hyers, On the stability of the linear functional equation, Proc. Natl. Acad. Sci. USA 27 (1941) 222–224.
[7] S.M. Ulam, A Collection of the Mathematical Problems, Interscience Publ., New York, 1960.
[8] D.H. Hyers, G. Isac, Th.M. Rassias, Stability of Functional Equations in Several Variables, Birkhäuser, Boston, 1998.
[9] Z. Moszner, On the stability of functional equations, Aequationes Math. 77 (2009) 33–88.
[10] J. Brzdęk, On the Cauchy difference on normed spaces, Abh. Math. Sem. Univ. Hamburg 66 (1996) 143–150.
[11] J. Brzdęk, On the isosceles orthogonally exponential mappings, Acta Math. Hungar. 87 (1–2) (2000) 147–152.
[12] R. Ger, Superstabitity is not natural, Rocznik Nauk.-Dydakt. Prace Mat. 159 (1993) 109–123.
[13] J. Chudziak, Approximate solutions of the Gołąb–Schinzel functional equation, J. Approx. Theory 136 (2005) 21–25.
[14] J. Sikorska, On a pexiderized conditional exponential functional equation, Acta Math. Hungar. (2009) doi:10.1007/s10474-009-9019-8.
[15] R. Ger, P. Šemrl, The stability of the exponential function, Proc. Amer. Math. Soc. 124 (1996) 779–787.
[16] J. Sikorska, Generalized stability of the Cauchy and Jensen functional equations on spheres, J. Math. Anal. Appl. 345 (2008) 650–660.
