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Kapitel 1
Einleitung
In der Natur beobachten wir selbstorganisierte Strukturen wie Wolken in Streifenfor-
mationen am Himmel, Sandwellen in der Wu¨ste oder die Muster von Fischen. Wie
kommt es, dass solch komplexe Systeme derart regula¨re Muster ausbilden? Dem
Studium dieser Naturpha¨nomene sind Grenzen gesetzt, aber Physiker untersuchen
seit langem einfachere Systeme, die denselben Gesetzma¨ßigkeiten unterliegen und
fast ebenso faszinierend sind. Das bekannteste ist sicherlich das Rayleigh–Be´nard–
Experiment: Heizt man eine du¨nne Flu¨ssigkeitsschicht von unten, bleibt die Flu¨s-
sigkeit bei einem kleinen Temperaturgradienten in Ruhe, die Energie wird durch
Wa¨rmeleitung transportiert. Erho¨ht man die Temperaturdifferenz, setzt bei einem
bestimmten Wert plo¨tzlich Konvektion ein, und es entstehen geordnete Strukturen
wie Rollen oder Hexagone.
In geda¨mpften Systemen ko¨nnen sich Nichtgleichgewichtsstrukturen nur durch sta¨n-
dige Energiezufuhr ausbilden. Dabei ist der homogene Zustand bei kleinem trei-
bendem Feld stabil. Eine qualitative A¨nderung des Zustands tritt nicht allma¨hlich,
sondern plo¨tzlich bei einem kritischen Parameter auf. Das System geht in einen
geordneten, selbstorganisierten Zustand mit geringerer Symmetrie u¨ber, der meist
ra¨umlich oder zeitlich periodisch ist. Dieser kann bei Erho¨hung des Feldes selbst
wieder instabil werden: Durch weitere Symmetriebrechung ko¨nnen kompliziertere
Zusta¨nde entstehen, eventuell sogar Turbulenz.
Magnetische Systeme sind ein klassisches Beispiel fu¨r Gleichgewichtsstrukturbil-
dung: Die Dipol–Dipol–Wechselwirkung destabilisiert homogene Zusta¨nde, so dass
sich Weißsche Bezirke ausbilden ko¨nnen. Seit den fru¨hen Arbeiten von Suhl, der
die Schwelle bestimmte, bei der die homogene Magnetisierung eine Instabilita¨t ge-
gen homogen treibende Felder aufweist [Suhl57], wird aber auch die Nichtgleich-
gewichtsstrukturbildung erforscht. Obwohl magnetische Systeme auf Grund ihrer
intrinsischen starken Nichtlinearita¨t ein Paradebeispiel der Nichtlinearen Dynamik
darstellen, sind diese Strukturen noch weitgehend unverstanden, zumal sie experi-
mentell nur schwer detektiert werden ko¨nnen [CrHo].
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In dieser Arbeit wird die Strukturbildung in dissipativen, parametrisch getriebenen
ferromagnetischen Filmen untersucht. Die Dynamik der Magnetisierungsdichte wird
durch die Landau–Lifshitz–Gleichung beschrieben, die in Kapitel 2 mit allen Beitra¨-
gen des effektiven Feldes vorgestellt wird. Dabei beru¨cksichtigen wir insbesondere
den Einfluss der langreichweitigen Dipolarwechselwirkung, die zu ra¨umlich nichtlo-
kalen Beitra¨gen in der Bewegungsgleichung fu¨hrt. In magnetostatischer Na¨herung
kann das Dipolarfeld als der Gradient eines Potentials beschrieben werden.
Die Dipolarwechselwirkung spielt schon fu¨r die statischen Strukturen ferromagneti-
scher Filme eine entscheidende Rolle, da allein durch die kurzreichweitige Austausch-
wechselwirkung in zweidimensionalen Systemen keine langreichweitige magnetische
Ordnung erreicht werden kann. Auch mikroskopische Spinwellenspektren werden
durch das Dipolarfeld qualitativ stark beeinflusst [DMW].
Wir analysieren die Nichtgleichgewichtsstrukturbildung nach einem Schema, das
durch das universelle Verhalten unterschiedlicher Systeme, die durch vo¨llig verschie-
dene mikroskopische Gleichungen beschrieben werden, vorgegeben ist: Der triviale
Zustand wird gegen ra¨umlich inhomogene Sto¨rungen mit einer kritischen Wellen-
zahl linear instabil. Oberhalb der Schwelle treten durch die Seitenba¨nder langsame
Modulationen auf, die durch Amplitudengleichungen beschrieben werden ko¨nnen.
Zur Bestimmung der linearen Instabilita¨t der homogenen stationa¨ren Lo¨sung muss
in Kapitel 3 ein explizit zeitabha¨ngiges partielles Differentialgleichungssystem unter
Beru¨cksichtung der zusa¨tzlichen Potentialgleichung gelo¨st werden. Fu¨r die Bestim-
mung der ra¨umlichen Eigenmoden in Richtung der Filmdicke werden bei isotroper
Austauschwechselwirkung neben den Maxwellschen Stetigkeitsbedingungen zusa¨tzli-
che Randbedingungen fu¨r die Magnetisierung beno¨tigt. Da die exakten Moden eine
sehr komplizierte Form haben, diskutieren wir zum einen gena¨herte Moden, zum
andern betrachten wir den Fall, bei dem die Austauschwechselwirkung nur in der
Ebene wirkt, so dass keine zusa¨tzlichen Randbedingungen beno¨tigt werden. Die Po-
tentialgleichung kann mit Hilfe Greenscher Funktionen integriert werden. Fu¨r kleine
treibende Felder und kleine Da¨mpfung wird mittels Floquetscher Sto¨rungstheorie
die Instabilita¨tsschwelle bestimmt. Dabei hat der kritische Wellenvektor durch das
Zusammenwirken von Anisotropie und Dipolarwechselwirkung eine ausgezeichnete
Richtung.
In ra¨umlich ausgedehnten Systemen gibt es leicht oberhalb der Schwelle nicht nur
eine instabile Wellenzahl, sondern es existiert ein ganzes Band kritischer Moden. Da
diese von der kritischen aber nur sehr leicht abweichen, macht sich ihr Einfluss erst
auf großen ra¨umlichen Skalen bemerkbar. Die schnellen Variationen sind also von
einer Amplitude u¨berlagert, die langsam ra¨umlich und zeitlich variiert. Eine Bewe-
gungsgleichung fu¨r diese Amplitude ist geeignet, das System oberhalb der Schwelle
zu beschreiben: Sie entha¨lt mehr Informationen als das lineare System, ist aber
einfacher als die komplette Gleichung.
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Die Elimination der schnellen Variablen erfolgt in einer Sto¨rungsentwicklung durch
eine Separation der Skalen. Durch die Vermeidung von sa¨kularen, d. h. linear anwach-
senden Termen ergeben sich Amplitudengleichungen zur Beschreibung der raum–
zeitlichen Dynamik oberhalb der Schwelle. Diese Gleichungen haben eine universelle
Struktur, das spezielle System macht sich nur in den Koeffizienten bemerkbar.
Amplitudengleichungen wurden zum ersten Mal von Newell und Whitehead [NeWh]
zur Beschreibung der Strukturbildung bei Rayleigh–Be´nard–Konvektion abgeleitet
und seitdem auf sehr verschiedenartige Systeme wie hydrodynamische und Reak-
tions–Diffusions–Systeme, aber auch bei Flu¨ssigkristallen und optischen und sogar
biologischen Systeme angewendet [CrHo]. Dabei wurde im Laufe der Jahre der For-
malismus immer mehr verallgemeinert und erweitert und so auf gro¨ßere Klassen von
Systemen anwendbar.
Kuramoto und Tsuzuki [KuTs] leiteten fu¨r ein zweikomponentiges Reaktions–Dif-
fusionssystem eine Ginzburg–Landau–Gleichung mit Koeffizienten ab. Unter Ver-
wendung eines a¨hnlichen Formalismus bezogen Haken und Wunderlin [Hake, WuHa]
die Reduktion auf die zentrale Mannigfaltigkeit mit ein und beru¨cksichtigten zu-
sa¨tzlich eine stochastische Kraft. Elmer [El88] leitete aus allgemeinen Gleichungen
mit Integralterm eine nichtlokale Amplitudengleichung ab. Außerdem beschrieb er
ideale Musterbildungsprozesse schwach oberhalb der Schwelle in ferromagnetischen
Filmen [El93, El96]. Just [JustW] stellte einen Ableitung bereit, mit der sich fu¨r ganz
allgemeine Bewegungsgleichungen und Instabilita¨ten inklusive der Beru¨cksichtigung
einer expliziten Zeitabha¨ngigkeit die Koeffizienten der Amplitudengleichung erge-
ben. Der verwendete Formalismus machte es mo¨glich, auch Instabilita¨ten ho¨herer
Kodimension zu analysieren: So untersuchten Mattha¨us und Sauermann [MaSa] ei-
ne Turing–Hopf–Bifurkation, die durch das Zusammentreffen einer Soft–Mode– mit
einer Hard–Mode–Linie gekennzeichnet ist. In [JMS] wurde fu¨r eine entartete Soft–
Mode–Instabilita¨t eine Amplitudengleichung abgeleitet, die den U¨bergang von sub–
zu superkritischem Verhalten beschreiben. Kugler untersucht das Aufeinandertreffen
einer Soft–Mode– und einer Sattel-Knoten–Bifurkation [Kugl].
In hydrodynamischen Systemen treten wie in magnetischen Systemen langreich-
weitige Wechselwirkungen auf: Auf Grund der Inkompressibilita¨t der Flu¨ssigkeit
kann der Druck auch durch eine Potentialgleichung beschrieben werden. Je nach
Form der Randbedingungen treten entweder gekoppelte dynamische Gleichungen
auf [SiZi, ZiSi], oder es werden ra¨umlich nichtlokale Beitra¨ge ohne eigene zeitliche
Dynamik hervorgerufen [Cr83]. In ra¨umlich isotropen Systemen sind diese sogenann-
ten Mean–Drift–Terme fu¨r neue sekunda¨re Instabilita¨ten verantwortlich und ko¨nnen
sogar den Weg zu turbulentem Verhalten weisen. Wir wollen in dieser Arbeit ver-
stehen, welche nichtlokalen Effekte durch die Dipolarwechselwirkung entstehen.
Dazu soll in Kapitel 4 zuna¨chst der allgemeine Amplitudengleichungsformalismus
auf Systeme mit einer großen Ausdehnung in der Ebene und einer beschra¨nkten
Dicke in der dritten Richtung erweitert werden, bei denen das System neben den
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dynamischen Bewegungsgleichungen eine verallgemeinerte Potentialgleichung ent-
ha¨lt, die die ra¨umlichen Variationen einer zusa¨tzlichen Gro¨ße ohne eigene zeitliche
Dynamik beschreibt. Dies ist zum Beispiel bei ferromagnetischen Filmen das ma-
gnetostatische Potential oder bei hydrodynamischen Systemen der Druck (zumindest
unter gewissen Na¨herungen). Durch die allgemein gehaltenen Bewegungsgleichungen
werden Amplitudengleichungen abgeleitet, die auch auf andere Systeme anwendbar
sind, deren Bewegungsgleichungen der Struktur nach denen des ferromagnetischen
Problems entsprechen.
Mit der abgeleiteten allgemeinen Amplitudengleichung lassen sich dann in Kapitel 5
die Koeffizienten fu¨r den ferromagnetischen Film unter Verwendung der Ergebnisse
der linearen Instabilita¨t aus Kapitel 3 berechnen. Bei der Bestimmung der konkreten
nichtlinearen Terme fa¨llt dabei auf, das Beitra¨ge der nichtlokalen Kopplung zur
Fouriermode k = 0 singula¨r werden ko¨nnen. Dies ist ein erstes Indiz fu¨r das Auftreten
nichtlokaler Beitra¨ge.
Wenn eine schnelle Tra¨gerwelle fehlt, ko¨nnen sich Beitra¨ge der langreichweitigen
Dipolarwechselwirkung u¨ber große Distanzen bemerkbar machen. Auch wenn der
Film auf eine endliche Dicke beschra¨nkt ist, wird durch langsame ra¨umliche Va-
riationen der Magnetisierung im Außenraum ein Feld induziert, das sich in allen
Richtungen langsam a¨ndert, also auch langsame Skalen senkrecht zum Film entha¨lt.
Diese langreichweitigen Variationen beeinflussen wiederum den Innenraum und fu¨h-
ren dadurch zu nichtlokalen Beitra¨gen des magnetostatischen Potentials, die wir in
Kapitel 6 ableiten. In der dynamischen Gleichung ergeben sich nichtlokale Effekte
natu¨rlicherweise durch die Ankopplung an das Potential. Daher muss die dynamische
Gleichung bis zu der Ordnung entwickelt werden, in der sich die Effekte bemerkbar
machen. Die Sa¨kularbedingung liefert in vierter Ordnung eine nichtlokale Amplitu-
dengleichung, die fu¨r neuartige Stukturbildungsprozesse verantwortlich ist.
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Kapitel 2
Das System
2.1 Bewegungsgleichung
In dieser Arbeit wird die raum–zeitliche Dynamik ferromagnetischer Filme unter-
sucht. Da die La¨ngenskalen der auftretenden Strukturen groß gegen die atomaren
Absta¨nde sind, ist die relevante Observable die makroskopische lokale Magnetisie-
rungsdichte M(r, t). Ihre Dynamik wird durch die Landau–Lifshitz–Gleichung
∂tM = −M×Heff − ΓM× (M×Heff ) (2.1)
bestimmt. Dabei beschreibt der erste Term eine Pra¨zession der Magnetisierung um
das lokale effektive Feld Heff , wa¨hrend der zweite, dissipative Term fu¨r eine Re-
laxation der Magnetisierung in Richtung des effektiven Feldes verantwortlich ist.
Dieser 1935 von Landau und Lifshitz [LaLi] pha¨nomenologisch eingefu¨hrte Da¨mp-
fungsterm erha¨lt den Betrag der Magnetisierung. In neueren Arbeiten [Gara, Plef]
konnte durch eine mikroskopische Ableitung der Gleichung (2.1) gezeigt werden,
dass diese Form fu¨r typische Ferromagneten unterhalb der Curie–Temperatur den
dominierenden Anteil der Magnetisierungsdynamik entha¨lt. Dagegen spielen Bloch–
artige Da¨mpfungsterme, die den Betrag der Magnetisierung reduzieren, bei tiefen
Temperaturen keine Rolle.
Wir verwenden die Gleichung (2.1) hier in dimensionsloser Form, bei der die Sa¨tti-
gungsmagnetisierung |M0| und das gyromagnetische Verha¨ltnis herausskaliert wur-
den.
Geometrie
Wir betrachten einen Film, der in zwei Raumrichtungen (x, y–Ebene) eine große
Ausdehnung besitzt, wa¨hrend er in der dritten Raumrichtung (z) auf die Dicke d
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beschra¨nkt ist. Diese liegt bei experimentell verwendeten ferromagnetischen Filmen
typischerweise in der Gro¨ßenordnung von 1µm.
2.2 Das effektive Feld
Um die Bewegungsgleichung zu vervollsta¨ndigen, beno¨tigen wir noch die Beitra¨ge
des effektiven Feldes Heff (r, t). Diese bestehen zum einen aus externen Feldern, zum
andern aus internen Wechselwirkungen:
Heff =
(
H0 + h(t)
)
ez + aMxex + bMzez + Jik∂xi∂xkM+ hdip (2.2)
Das statische Feld H0 gibt die Richtung fu¨r einen Zustand homogener Magnetisie-
rung des Systems vor. Wir setzen voraus, dass diese Lo¨sung ohne treibendes Feld
stabil ist, d. h. H0 muss so groß sein, dass keine Doma¨nen auftreten. Um diesen Zu-
stand zu destabilisieren, wirkt auf das System zusa¨tzlich ein periodisch treibendes
Magnetfeld (d. h. h(t) = h(t + T )), das hier in dieselbe Richtung wie das statische
Feld weist.
Als interne Wechselwirkungen werden das kurzreichweitige Austauschfeld, das allge-
mein die Form Jik∂xi∂xkM hat, und das langreichweitige Dipolarfeld hdip beru¨cksich-
tigt. Der Austauschterm resultiert aus der elektrostatischen Coulomb–Wechselwir-
kung, wobei die zweiten Ableitungen aus einer Na¨chste–Nachbar–Wechselwirkung im
Kontinuumslimes entstehen [Akhi]. Konkret werden hier die beiden Extremfa¨lle ei-
ner isotropen (Jik = Jδik) und einer XY –Austauschwechselwirkung (J11 = J22 = J ,
Jik = 0 sonst) behandelt. Das Dipolarfeld kann in magnetostatischer Na¨herung
1 als
der Gradient eines Potentials dargestellt werden:
hdip = −∇ΦM (2.3)
Mit
∇·b = 0, b = hdip + 4piM (2.4)
erha¨lt man fu¨r dieses magnetostatische Potential eine zusa¨tzliche Differentialglei-
chung:
∆ΦM =
{
4pi∇ ·M fu¨r |z| ≤ d
2
0 fu¨r |z| > d
2
. (2.5)
Fu¨r das magnetostatische Potential ergeben sich an den Ra¨ndern Stetigkeitsbedin-
gungen, die aus den Maxwellschen Gleichungen folgen:
1Wenn die elektromagnetische Wellenla¨nge groß im Vergleich zur typischen La¨ngenskala der ma-
gnetischen Strukturen ist, kann die Lichtgeschwindigkeit als unendlich betrachtet werden [Suhl94].
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• Wegen der Stetigkeit der Tangentialkomponente von hmuss auch das Potential
an den Ra¨ndern stetig sein:
ΦM,i = ΦM,a fu¨r z = ±
d
2
. (2.6)
• Aus der Stetigkeit der Normalkomponente von b folgt
4piMz − ∂zΦM,i = −∂zΦM,a fu¨r z = ±
d
2
. (2.7)
• Damit das Feld im Unendlichen verschwindet, muss fu¨r das Potential
∂zΦM,a → 0 fu¨r |z| → ∞ (2.8)
gelten.
Das System weist eine biaxiale Anisotropie auf, deren Sta¨rke durch die Parame-
ter a und b bestimmt wird. Anisotropien entstehen durch die Wechselwirkung der
magnetischen Momente mit dem elektrischen Feld des Kristallgitters [Akhi]. Das
Anisotropiefeld in x–Richtung bricht in Kombination mit der den Orts– und Spin-
raum koppelnden Dipolarwechselwirkung die Rotationsinvarianz in der Ebene.
2.3 Randbedingungen
Da im allgemeinen durch die Austauschwechselwirkung in der Bewegungsgleichung
(2.1) zweite Ableitungen ∂2zM auftreten, sind die Maxwellschen Stetigkeitsbedin-
gungen nicht ausreichend, um das Eigenwertproblem zu definieren. Fu¨r das lineare
Problem werden zur Festlegung der beiden Komponenten der Magnetisierung jeweils
noch zwei Randbedingungen beno¨tigt. Diese lassen sich in linearer Na¨herung aus ei-
ner Grenzfla¨chenbetrachtung ableiten [Keff]. Bei isotroper Austauschwechselwirkung
erha¨lt man fu¨r die gewa¨hlte Geometrie2
∂zMx/y ± ζMx/y = 0 fu¨r z = ±
d
2
. (2.9)
Dabei ist der Parameter ζ proportional zur Oberfla¨chenanisotropiekonstante. In den
Grenzfa¨llen ζ → ∞ bzw. ζ → 0, bei denen also entweder die Magnetisierung oder
ihre Normalableitung am Rand verschwindet, spricht man von gepinnten bzw. un-
gepinnten Spins.
Im Fall derXY –Austauschwechselwirkung sind keine zusa¨tzlichen Randbedingungen
fu¨r die Magnetisierung notwendig.
2Dabei wurde schon beru¨cksichtigt, dass die homogene stationa¨re Lo¨sung in z–Richtung weist.
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Kapitel 3
Die Instabilita¨t
In ferromagnetischen Systemen weist die homogene stationa¨re Magnetisierung, deren
Richtung durch das statische Feld vorgegeben wird, eine Instabilita¨t gegen homogen
treibende Felder auf. Das kritische treibende Feld wurde zum ersten Mal von Suhl
berechnet [Suhl57].
Zur Berechnung der linearen Instabilita¨t muss ein explizit zeitabha¨ngiges partiel-
les Differentialgleichungssytem mit zusa¨tzlicher Gleichung fu¨r das magnetostatische
Potential gelo¨st werden. Dazu werden zuna¨chst Lo¨sungsmethoden zur Bestimmung
der Floquet–Exponenten entwickelt und dann die Eigenmoden entlang der Filmdicke
bestimmt, wobei die Potentialgleichung mit Hilfe der zugeho¨rigen Greenschen Funk-
tion gelo¨st wird. Mit diesen Kenntnissen kann dann die Schwelle mit zugeho¨rigem
kritischem Wellenvektor bestimmt werden.
3.1 Stationa¨re Lo¨sung
Wie man an der Bewegungsgleichung (2.1) und der Form des effektiven Feldes (2.2)
leicht erkennt, ist eine stationa¨re, homogene Lo¨sung des Systems durch
Mst = ez ΦM ,st =
{
4piz |z| ≤ d
2
const. |z| > d
2
(3.1)
gegeben. Sie ist ohne treibendes Feld fu¨r
H0 > 4pi − b+ a (3.2)
stabil: Der homogene Anteil des Dipolarfelds, das entmagnetisierende Feld, wirkt ei-
ner homogenen Magnetisierung entgegen; dagegen ha¨ngt die stabilisierende Wirkung
der Anisotropien vom Vorzeichen der Parameter a und b ab.
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3.2 Entwicklung um die stationa¨re Lo¨sung
Wir entwickeln das System mit
M = ez +m ΦM = ΦM ,st + Φ (3.3)
um die stationa¨re Lo¨sung. Wegen der Betragserhaltung der Magnetisierung sind nur
zwei Komponenten unabha¨ngig. Da die stationa¨re Lo¨sung in z–Richtung weist und
die lineare Abweichung somit keine mz–Komponente hat, ist es hier am geschicktes-
ten, die Betragserhaltung durch die Elimination von mz fu¨r die ho¨heren Ordnungen
mit einer Entwicklung nach m⊥
mz = −
1
2
m2⊥ +O(4) mit m⊥ =
(
mx
my
)
(3.4)
auszunutzen. Fu¨r die Entwicklung der Landau–Lifshitz–Gleichung (2.1) bis zur drit-
ten Ordnung1 erha¨lt man somit bei isotroper Austauschwechselwirkung (fu¨r das
XY –Modell fallen bei den Beitra¨gen mit J die z–Ableitungen weg)
m˙⊥ =
(
−Γ(H(t)− a) −H(t)
H(t)− a −ΓH(t)
)
m⊥ +
(
Γ 1
−1 Γ
)
J∆m⊥ +
(
−Γ∂x − ∂y
∂x − Γ∂y
)
Φ
+
(
Γmx +my
Γmy −mx
)
∂zΦ
+
b
2
m2⊥
(
my
−mx
)
+
a
2
m2⊥
(
0
mx
)
+
Γ
2
(
(H(t) + b)m2⊥ − 2am
2
x
)(mx
my
)
+ J
(
(∇mx)
2 + (∇my)
2
)(my + Γmx
Γmy −mx
)
+
J
2
m2⊥∆
(
−my
mx
)
+ Jmxmy∆
(
mx
−my
)
+O(4) (3.5)
=:Lam⊥ + LbΦ +N2[m⊥,Φ] +N3[m⊥] +O(4) , (3.6)
wobei die Abku¨rzung
H(t) = H0 + h(t)− 4pi + b (3.7)
verwendet wurde undN2 quadratische bzw.N3 kubische Terme inm⊥ und Φ entha¨lt.
Fu¨r die vollsta¨ndige Potentialgleichung erha¨lt man mit der Entwicklung (3.2)
∆Φ =
{
4pi (∇⊥ ·m⊥ + ∂zmz) fu¨r |z| ≤
d
2
0 fu¨r |z| > d
2
(3.8)
1In diesem Kapitel untersuchen wir nur die Linearisierung, die Terme in zweiter und dritter
Ordnung werden dann fu¨r die Berechnung des nichtlinearen Koeffizienten der Amplitudengleichung
beno¨tigt. Die in (3.6) eingefu¨hrten Operatoren ko¨nnen spa¨ter mit den allgemeinen Ausdru¨cken in
Kapitel 4 identifiziert werden.
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mit den Randbedingungen (2.7), (2.8)
lim
|z|→∞
∂zΦ = 0 (3.9)
[∂zΦj − ∂zΦa]z=± d
2
= 4pimz|z=± d
2
. (3.10)
Um zu untersuchen, wann das lineare System gegen ra¨umlich inhomogene Sto¨rungen
instabil wird, entwickeln wir m und Φ nach ebenen Wellen:2
m⊥mz
Φ

 (r, z, t) =∑
k

µ⊥kµzk
Ψk

 (z, t)eikr + c.c. (3.11)
mit
r = xex + yey k = kxex + kyey . (3.12)
Damit erha¨lt man die linearisierten Gleichungen
µ˙⊥k =
(
−Γ(Wk(t)− a) −Wk(t)
Wk(t)− a −ΓWk(t)
)
µ⊥k + i
(
ky − Γkx
kx − Γky
)
Ψk (3.13)
=: Lakµ⊥k + LbkΨk (3.14)
mit
Wk(t) = H(t) + J(k
2 − ∂2z ) (3.15)
und
(∂2z − k
2)Ψk =
{
4piik·µ⊥k fu¨r |z| ≤
d
2
0 fu¨r |z| > d
2
(3.16)
mit den zugeho¨rigen Randbedingungen (3.9) und (3.10), die wegen der Linearita¨t
auch fu¨r die einzelnen Fourier–Moden gelten. Bei isotropem Austausch werden wegen
der z–Ableitung in (3.15) zusa¨tzlich die Randbedingungen (2.9) beno¨tigt. Im Fall
der XY –Austauschwechselwirkung fa¨llt die Ableitung nach z in (3.15) weg.
3.3 Floquet–Problem
Die Potentialgleichung in Fourier–Moden (3.16) la¨sst sich, wie wir in Abschnitt 3.4.1
sehen werden, mit Hilfe der zugeho¨rigen Greenschen Funktion integrieren; daher
2Die Entwicklung von mz wird spa¨ter beno¨tigt.
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reicht es, fu¨r Lo¨sungsverfahren zur Bestimmung der Floquet–Exponenten die dyna-
mische Gleichung (3.13) zu beru¨cksichtigen, wobei man sich Ψk in Abha¨ngigkeit von
µ⊥k eingesetzt vorstellen kann.
Das Differentialgleichungssystem mit zeitlich periodischen Koeffizienten kann, selbst
losgelo¨st vom Problem der Bestimmung der ra¨umlichen Eigenmoden, im allgemeinen
nur numerisch gelo¨st werden. Die folgenden beiden Spezialfa¨lle sind aber auch einer
analytischen Rechnung zuga¨nglich.
3.3.1 Stu¨ckweise konstantes treibendes Feld
Hat das treibende Feld die spezielle Form
h(t) =
{
+h0 fu¨r nT ≤ t < (n+ 1)
T
2
−h0 fu¨r (n+ 1)
T
2
≤ t < (n+ 1)T
, (3.17)
kann man die Differentialgleichungssysteme fu¨r die beiden Halbperioden lo¨sen, da
sie zeitlich konstante Koeffizienten haben. Mit diesen Lo¨sungen la¨sst sich eine Ab-
bildung A(T ) konstruieren, die das System vom Zeitpunkt t auf eine Periodendau-
er spa¨ter t + T abbildet. Die Eigenwerte dieser Abbildung entsprechen dann den
Floquet–Multiplikatoren Λ, die die Stabilita¨t des Systems bestimmen [Arno].
Mit den Eigenwerten der linearen, zeitunabha¨ngigen Operatoren L
j
fu¨r die beiden
Halbperioden
λj± = −γj ± iωj, ωj =
√
(1 + Γ2)ω20j − γ
2
j (3.18)
(wobei ω0j die Eigenwerte des ungeda¨mpften Systems bezeichnet) sind die Abbil-
dungen der beiden Halbperioden durch
A
j
(t) = φ
j
(t)φ−1
j
(0) = e−γjt(S
j
sinωjt+ Cj cosωjt) (3.19)
gegeben, wobei φ
j
(t) die Fundamentalsysteme der beiden Halbperioden bezeichnet.
Durch Hintereinanderanwendung der beiden Abbildungen A
j
(T
2
) ergibt sich die Ab-
bildung fu¨r eine Periode. Diese la¨sst sich fu¨r das ferromagnetische System in einen
Da¨mpfungsbeitrag und eine fla¨chenerhaltende Abbildung zerlegen:
A(T ) = A
2
(T
2
)A
1
(T
2
) =: e−(γ1+γ2)
T
2 A˜(T ), wobei DetA˜(T ) = 1 (3.20)
Fu¨r hinreichend kleine Anisotropien a (andernfalls ist die homogene Lo¨sung aber
schon ohne treibendes Feld instabil, vgl. (3.2)) ko¨nnen nur Instabilita¨ten fu¨r Λ = ±1
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auftreten3. Als Schwellbedingung fu¨r die Sta¨rke des treibenden Feldes h erha¨lt man
somit eine implizite Gleichung der Form
SpA˜ = ±2 cosh(γ1 + γ2)
T
2
. (3.21)
Weicht man von der symmetrischen Zeitabha¨ngigkeit (3.17) des treibenden Feldes
ab, ko¨nnen auch weitere Instabilita¨ten auftreten: C. Just untersucht einen Ferro-
magneten, der durch ein stu¨ckweise konstantes Feld getrieben wird, das innerhalb
einer Periode T nicht symmetrisch ist. Dieses System weist zusa¨tzlich Hard–Mode–
Instabilita¨ten auf [JustC].
In dieser Arbeit werden die Instabilita¨ten in stu¨ckweise konstant getriebenen Syste-
men jedoch nicht weiter untersucht; stattdessen wa¨hlen wir den folgenden sto¨rungs-
theoretischen Zugang.
3.3.2 Sto¨rungstheorie fu¨r kleine treibende Felder und kleine
Da¨mpfung
Untersucht man den Einfluss kleiner treibender Felder, la¨sst sich die Instabilita¨t sto¨-
rungstheoretisch bestimmen: Tritt in der niedrigsten Ordnung kein treibendes Feld
auf, ist die Bewegungsgleichung in dieser Ordnung explizit zeitunabha¨ngig und kann
exakt gelo¨st werden. Eine kleine Sto¨rung kann dann eine Instabilita¨t verursachen,
wenn auch die Da¨mpfung klein ist. Das treibende Feld fu¨hrt zu einer Instabilita¨t in
parametrischer Resonanz.
Die Floquetsche Sto¨rungstheorie ist in Anhang A durchgefu¨hrt; fu¨r ein treibendes
Feld mit der Zeitabha¨ngigkeit cosΩt tritt eine Instabilita¨t mit dem kritischen Ex-
ponenten ωc =
Ω
2
auf, wenn die Instabilita¨tsbedingung
∣∣∣〈v+|L10u+〉
∣∣∣2 = ∣∣∣〈v+|L11u−〉
∣∣∣2 (3.22)
erfu¨llt ist. Dabei entha¨lt L
10
die Da¨mpfung und L
11
das treibende Feld (vgl. (A.3));
v∗±, u± (A.5) bezeichnen die Eigenvektoren des ungesto¨rten Systems.
3.4 Eigenmoden in Richtung der Filmdicke
Zur Bestimmung der Instabilita¨tsschwelle beno¨tigt man sowohl fu¨r die sto¨rungstheo-
retische Behandlung als auch fu¨r Systeme mit stu¨ckweise konstantem treibendem
3Das entspricht Floquet–Exponenten λ = inΩ2 .
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Feld die Eigenvektoren des ungetriebenen linearisierten Systems4. Dazu mu¨ssen wir
noch deren ra¨umliche Abha¨ngigkeit in Richtung der Filmdicke bestimmen.
Wegen der zweiten Ableitungen, die im linearen System (3.13), (3.16) bei isotroper
Austauschwechselwirkung auftreten, beno¨tigt man zur vollsta¨ndigen Bestimmung
des Randwertproblems zusa¨tzlich zu den Maxwellschen Stetigkeitsbedingungen auch
Randbedingungen fu¨r die Magnetisierung, die in Kapitel 2.3 aufgefu¨hrt sind. Da die
Lo¨sungen aber neben der ra¨umlichen auch noch eine zeitliche Abha¨ngigkeit enthal-
ten, muss die Bestimmung der Eigenwerte und –moden kombiniert erfolgen. Mit
dem ra¨umlichen und zeitlichen Ansatz(
µ⊥k
Ψk
)
(z, t) ∼ eiqzeλt (3.23)
ergibt sich aus dem linearen System als Dispersionsrelation ein Polynom dritten Gra-
des in q2(λ). Die Eigenfunktionen bestehen also aus einem Satz von sechs Moden mit
den zugeho¨rigen Wellenzahlen q(ν). Es werden also sechs Randbedingungen beno¨tigt,
die gerade durch die Randbedingungen des Potentials (3.10) und der Magnetisierung
am oberen und unteren Filmrand (2.9) gegeben sind. Dadurch ergibt sich eine tran-
szendente Gleichung, die zusammen mit der Dispersionsrelation die Eigenwerte λ
und Wellenzahlen q festlegt. Nach diesem Verfahren ko¨nnen die Eigenmoden be-
stimmt werden, aber es ist technisch sehr aufwendig, und die Moden haben auch
eine sehr komplizierte Form5. Daher ist man auf einfachere Lo¨sungen angewiesen:
Zum einen wollen wir den Spezialfall der XY –Austauschwechselwirkung behandeln,
bei dem die Eigenmoden allein durch die Maxwellschen Randbedingungen festgelegt
sind, und zum andern gena¨herte Moden fu¨r isotropen Austausch verwenden. In bei-
den Fa¨llen wird die Eigenmode dann durch eine einzige Wellenzahl q charakterisiert.
Zur Bestimmung dieser Eigenmoden ist es vorteilhaft, zuna¨chst unter Beru¨cksich-
tigung der Randbedingungen mit Hilfe der zugeho¨rigen Greenschen Funktion eine
Integralform des Potentials zu gewinnen.
3.4.1 Integration der Gleichung fu¨r das magnetostatische
Potential
Die magnetostatische Potentialgleichung (3.8) mit den Randbedingungen (3.9) und
(3.10) la¨sst sich unter der Verwendung Greenscher Funktion lo¨sen. Dazu mu¨ssen
4Mit der Ersetzung H˜0 = H±h0 sind dies auch die Eigenmoden der Halbperioden bei stu¨ckweise
konstantem treibendem Feld. Fu¨r die sto¨rungstheoretische Behandlung muss man zusa¨tzlich Γ = 0
setzen, damit das System in niedrigster Ordnung ungeda¨mpft ist.
5Da die Eigenmoden von der Sta¨rke des Feldes H˜0 abha¨ngen, sind sie bei stu¨ckweise konstantem
treibendem Feld fu¨r die beiden Halbperioden verschieden. Die Abbildung A(T ) (3.20) wu¨rde damit
∞–dimensional.
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wir aber voraussetzen, dass das homogene Randwertproblem nur die triviale Lo¨sung
besitzt, d. h. wir mu¨ssen uns auf den Fall k 6= 0 beschra¨nken. Fu¨r eine Fouriermode
ergibt sich die Differentialgleichung
(∂2z − k
2)Ψk = gk(z) (3.24)
mit der Inhomogenita¨t6
gk =
{
4pi(ik·µ⊥k + ∂zµzk) fu¨r |z| ≤
d
2
0 fu¨r |z| > d
2
. (3.25)
Berechnet man zuna¨chst das Potential im Außenraum, ergibt sich durch Einsetzen
in (3.10) eine Randbedingung fu¨r das Potential im Innenraum. Mit Hilfe der zugeho¨-
rigen Greenschen Funktion erha¨lt man eine Lo¨sung des Potentials in Abha¨ngigkeit
von der Magnetisierung, die fu¨r den gesamten Raum gilt.
Außenraum
Fu¨r den Außenraum verschwindet die Inhomogenita¨t. Unter Beru¨cksichtigung der
Randbedingung im Unendlichen (3.9) erha¨lt man fu¨r z > d
2
bzw. z < −d
2
die Lo¨sun-
gen
Ψka±(z) = Ψˆka±e
−k|z| . (3.26)
Aus der Stetigkeitsbedingung (2.6) des Potentials
Ψka±
(
±d
2
)
= Ψki
(
±d
2
)
(3.27)
ergibt sich fu¨r die Integrationskonstante
Ψˆka± = Ψki
(
±d
2
)
e
kd
2 . (3.28)
Innenraum
Setzt man die Lo¨sung fu¨r den Außenraum in (3.10) ein, erha¨lt man fu¨r die Randbe-
dingungen bei ±d
2
in Fouriermoden[
∂zΨk ± kΨk
]
z=± d
2
= 4piµzk
∣∣∣∣
z=± d
2
. (3.29)
6Wir integrieren hier die gesamte entwickelte Potentialgleichung inklusive µzk, da dies spa¨ter
fu¨r die nichtlineare Analyse nu¨tzlich sein wird.
16
Die Differentialgleichung (3.24) la¨sst sich lo¨sen, indem man die zu den homogenen
Randbedingungen geho¨rende Greensche Funktion bestimmt. Man erha¨lt
Gk(z, z
′) =
1
2k
e−k|z−z
′| . (3.30)
Die gesamte Lo¨sung setzt sich dann aus der Lo¨sung der inhomogenen Differentialglei-
chung mit homogenen Randbedingungen und der Lo¨sung der homogenen Gleichung
mit inhomogenen Randbedingungen zusammen:
Ψk(z) = c1e
kz + c2e
−kz −
∫ d
2
− d
2
Gk(z, z
′)gk(z
′)dz′ . (3.31)
Dabei bestimmen sich die Konstanten c1 und c2 aus den Randbedingungen (3.29).
Man erha¨lt mit Einsetzen von (3.30) und (3.25)
Ψk(z) =
2pi
k
(
µzk(
d
2
)ek(z−
d
2
) − µzk(−
d
2
)e−k(z+
d
2
) −
∫ d
2
− d
2
e−k|z−z
′|(ik·µ⊥k + ∂z′µzk)dz
′
)
.
(3.32)
Durch partielle Integration ergibt sich
Ψk(z) =
2pi
k
∫ d
2
− d
2
e−k|z−z
′|
(
−ik·µ⊥k(z
′) + kµzk(z
′)sgn(z − z′)
)
dz′ (3.33)
=: J ⊥kµ⊥k + Jzkµzk . (3.34)
Diese Lo¨sung gilt fu¨r den gesamten Raum.
3.4.2 XY –Modell
Betrachtet man den Spezialfall eines Systems, bei dem die Austauschwechselwirkung
nur in der xy–Ebene wirkt, d. h. J∆ → J(∂2x + ∂
2
y), werden keine zusa¨tzlichen
Randbedingungen fu¨r die Magnetisierung beno¨tigt, da die Ableitungen nach z in
(3.13) wegfallen. Man muss also nur noch gewa¨hrleisten, dass ein gewa¨hlter Ansatz
fu¨r die z–Abha¨ngigkeit eine Eigenmode des Potentials liefert. Setzt man(
µ⊥k
Ψk
)
(z, t) =
(
µˆ⊥k
Ψˆk
)
(t)
{
cos qz
sin qz
(3.35)
in Ψk (3.33) ein (wobei in linearer Ordnung µzk = 0 ist), ergibt sich fu¨r das Integral
u¨ber die Filmdicke∫ d
2
− d
2
e−k|z−z
′|
{
cos qz
sin qz
}
dz′ =
2k
k2 + q2
{
cos qz
sin qz
}
− 2
e−
kd
2
k2 + q2
{
(k cos qd
2
− q sin qd
2
) cosh kz
(k sin qd
2
+ q cos qd
2
) sinh kz
. (3.36)
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Da die Randbedingungen fu¨r das Potential schon enthalten sind, liefert der An-
satz (3.35) also genau dann Eigenfunktionen des gesamten linearen Systems (3.13),
(3.16), wenn der zweite Beitrag der Integration verschwindet. Dazu muss q die trans-
zendente Gleichung
cot
qd
2
=
q
k
(3.37)
fu¨r den oberen bzw.
tan
qd
2
= −
q
k
(3.38)
fu¨r den unteren Fall erfu¨llen. Damit erha¨lt man abza¨hlbar unendlich viele Lo¨sungen
q(ν)(k) mit
(ν − 1)
pi
d
≤ q(ν) < ν
pi
d
, ν ≥ 1 , (3.39)
wobei ungerade ν zu Lo¨sungen von (3.37), gerade ν zu Lo¨sungen von (3.38) geho¨ren.
Die Eigenfunktionen bilden einen vollsta¨ndigen orthogonalen Satz.
Fu¨r die Amplitude des magnetostatischen Potentials ergibt sich also
Ψˆk = −
4piik·µˆ⊥k
k2 + q2
. (3.40)
Somit erha¨lt man mit dem Ansatz (3.35) aus der Linearisierung (3.13) eine gewo¨hn-
liche lineare zweidimensionale Differentialgleichung fu¨r µˆ⊥k, deren Eigenwerte und
–vektoren zuna¨chst ohne treibendes Feld sowie dann sto¨rungstheoretisch fu¨r den
getriebenen Fall bestimmt werden ko¨nnen.
3.4.3 Gena¨herte Moden fu¨r isotropen Austausch
Beru¨cksichtigt man den vollen isotropen Austausch, werden, wie oben geschildert,
zur Festlegung des linearen Randwertproblems zusa¨tzlich Randbedingungen fu¨r die
Magnetisierung beno¨tigt. Da die exakten Eigenmoden des ungetriebenen Systems
in z–Richtung recht kompliziert sind, werden oft gena¨herte Moden verwendet [El96,
Kali]7. Dabei wird die Dipolarwechselwirkung als Sto¨rung behandelt. Die Eigenmo-
den des ungesto¨rten Systems ergeben sich mit den zugeho¨rigen Randbedingungen
fu¨r die Magnetisierung (2.9), die wegen der Austauschwechselwirkung in z–Richtung
notwendig sind. In erster Ordnung Sto¨rungstheorie liefert das magnetostatische Po-
tential einen Beitrag, der sich durch die Projektion auf die entsprechende Eigenmode
ergibt.
7Auch bei Rayleigh–Be´nard–Konvektion, wo sich fu¨r feste Randbedingungen ebenfalls ein Po-
lynom dritten Grades in q2 ergibt, sind solche Na¨herungsverfahren u¨blich [Chan].
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Wir betrachten hier den allgemeinen Fall gemischter Randbedingungen[
∂zµ⊥k ± ζµ⊥k
]
z=± d
2
= 0 , (3.41)
die Eigenmoden ohne Parita¨t hervorrufen. Damit liefert der Ansatz
µ⊥k(z) = µˆ⊥kf
(ν)(z), (3.42)
f (ν)(z) = a(ν) cos q(ν)z + b(ν) sin q(ν)z (3.43)
ein homogenes Gleichungssystem zur Bestimmung der Koeffizienten a(ν), b(ν); daraus
ergibt sich wiederum eine implizite Gleichung zur Bestimmung von q(ν):
sin q(ν)d =
2q(ν)ζ
(q(ν))2 + ζ2
fu¨r ζ > 0 (3.44)
Diese Gleichung liefert unendlich viele Lo¨sungen fu¨r q, die aber anders als beim
XY –Modell nicht vom Wellevektor k, sondern nur vom fest gewa¨hlten Wert von ζ
abha¨ngen. Mit den berechneten Koeffizienten a(ν) und b(ν) lauten die Eigenfunktio-
nen fu¨r gemischte Randbedingungen
f (ν)(z) = 2q(ν)ζ cos q(ν)z +
(
ζ2 − (q(ν))2
)
sin q(ν)z . (3.45)
Die Projektion des Potentials (3.33) in linearer Ordnung auf eine Eigenfunktion
fu¨hrt zu einem Beitrag
Ψ
(ν)
k (z) = −4piik · µ
(ν)
⊥k(z)
1 +R
(ν)
k
k2 + (q(ν))2
(3.46)
mit
R
(ν)
k = e
− kd
2
(
2q(ν) ζ
(
q(ν)
k
sin
q(ν)d
2
− cos
q(ν)d
2
) (
f (ν)(z)| cosh kz
)
(f (ν)(z)|f (ν)(z))
+((q(ν))2 − ζ2)
(
sin
q(ν)d
2
+
q(ν)
k
cos
q(ν)d
2
) (
f (ν)(z)| sinh kz
)
(f (ν)(z)|f (ν)(z))
)
, (3.47)
wobei die auftretenden Skalarprodukte durch
(a(z)|b(z)) =
1
d
∫ d
2
− d
2
a(z) b(z) dz (3.48)
gegeben sind.
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3.5 Bestimmung der Schwelle
Treibt man den ferromagentischen Film mit dem periodischen Magnetfeld
h(t) = 2h0 cosΩt , (3.49)
la¨sst sich auf der Grundlage der vorangegangenen Abschnitte die kritische Ampli-
tude hc bestimmen, bei der die homogene stationa¨re Lo¨sung (3.1) gegen ra¨umlich
inhomogene Sto¨rungen mit dem Wellenvektor kc instabil wird. Skaliert man den
Da¨mpfungsparameter Γ und die Sta¨rke des treibendes Feldes h0 mit dem Kleinheits-
parameter η, ergibt sich aus (3.13) mit den aus dem vorigen Abschnitt bekannten
ra¨umlichen Eigenmoden eine Differentialgleichung der Form (A.1):
∂t µˆ
(ν)
⊥k = L0(k, q
(ν))µˆ
(ν)
⊥k + ηL1(k, q
(ν))µˆ
(ν)
⊥k +O(η
2) , (3.50)
wobei die konkreten Ausdru¨cke fu¨r L
0
, L
1
unten aufgefu¨hrt werden. Damit la¨sst sich
die in Anhang A bereitgestellte Sto¨rungstheorie zur Berechnung der Instabilita¨ts-
schwelle anwenden.
3.5.1 Instabilita¨t des XY –Modells
Ungetriebenes System
Mit dem Ansatz (3.23) und der Amplitude des Potentials (3.40) ergibt sich aus
der Linearisierung (3.13) fu¨r das ungeda¨mpfte und ungetriebene System der lineare
Operator
L
0
(k, q(ν)) =
(
− 4pikxky
k2+q(ν)2
−(H + Jk2 +
4pik2y
k2+q(ν)2
)
H − a+ 4pik
2
x
k2+q(ν)2
4pikxky
k2+q(ν)2
)
(3.51)
mit der Abku¨rzung
H = H0 − 4pi + b . (3.52)
Der Operator besitzt die zugeho¨rigen Eigenwerte und Eigenvektoren
ω
(ν)2
k =
(
H + Jk2
)(
H − a+ Jk2 +
4pik2
k2 + q(ν)2
)
−
4piak2y
k2 + q(ν)2
(3.53)
u
(ν)
k± =
(
±iω(ν)k −
4pikxky
k2+q(ν)2
H − a+ Jk2 + 4pik
2
x
k2+q(ν)2
)
(3.54)
v
∗(ν)
k± =
(
±iω(ν)k −
4pikxky
k2 + q(ν)2
,−
(
H + Jk2 +
4pik2y
k2 + q(ν)2
))
. (3.55)
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Wie man am Eigenwertspektrum (3.53) erkennt, nehmen die Moden fu¨r XY –Aus-
tauschwechselwirkung einen Zwischenstatus ein zwischen den Grenzfa¨llen der ma-
gnetostatischen und Austausch–dominierten Moden [CoSl]: Wa¨hrend fu¨r k → 0
wie bei magnetostatischen Moden alle Eigenwerte ω
(ν)
0 entartet sind, entspricht das
Verhalten fu¨r k→∞ dem der Austausch–Moden.
Weiterhin la¨sst sich an (3.53) erkennen, dass die Rotationsinvarianz des Systems
gebrochen ist, denn wegen der Anisotropie in Mx–Richtung tra¨gt das Dipolarfeld,
das Spin– und Ortsraum koppelt, einen Term bei, der explizit die Richtung des
Wellenvektors entha¨lt.
Sto¨rung durch treibendes Feld und Da¨mpfung
In der Ordnung η erzeugt das treibende Feld eine Sto¨rung, die zu einer Instabilita¨t
des Systems fu¨hrt. Mit h(t) (3.49) la¨sst sich der Operator L
1
gema¨ß (A.3) in die
Anteile der Da¨mpfung und des treibenden Feldes zerlegen:
L
10
= −Γ
(
H − a+ Jk2 0
0 H + Jk2
)
− Γ
4pi
k2 + q(ν)2
(
k2x kxky
kxky k
2
y
)
(3.56)
L
11
= h0
(
0 −1
1 0
)
(3.57)
Eine Instabilita¨t tritt in der Resonanz auf, d. h. fu¨r ein treibendes Feld mit der Fre-
quenz Ω = 2ωk. Mit (A.28) ergibt sich unter Verwendung der Rechts– und Linksei-
genvektoren des ungesto¨rten Systems (3.54) und (3.55) fu¨r die Eigenwerte in erster
Ordnung
λ1± = −Γ
(
H + Jk2 −
a
2
+
2pik2
k2 + q(ν)2
)
±
h0
2ω
(ν)
k
√(
4pik2
k2 + q(ν)2
+ a
)2
−
16piak2x
k2 + q(ν)2
.
(3.58)
Daraus la¨sst sich fu¨r λ1+ = 0 eine Instabilita¨t gegen ra¨umlich inhomogene Sto¨rungen
mit dem Wellenvektor k ableiten, die bei einem treibenden Feld mit der Amplitude
h0(k) = 2Γω
(ν)
k
H + Jk2 − a
2
+ 2pik
2
k2+q(ν)2√(
4pik2
k2+q(ν)2
+ a
)2
− 16piak
2
x
k2+q(ν)2
. (3.59)
auftritt. Die Sta¨rke des treibenden Feldes ist demnach wegen der kombinierten Wir-
kung der Anisotropie und des Dipolarfeld wie die Eigenwerte von der Richtung von
k abha¨ngig. Die niedrigste Instabilita¨t tritt bei dem kritischen Wellenvektor auf, fu¨r
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den h0 minimal wird. Wie aus (3.59) unmittelbar folgt, ergibt sich dieses Minimum
im Fall a > 0 fu¨r kx = 0, ky = kc. Dabei berechnet sich kc aus der Bedingung
∂Reλ1+
∂ky
∣∣∣∣
kx=0
= 0 bzw.
∂h0
∂ky
∣∣∣∣
kx=0
= 0 . (3.60)
Außerdem kann man sich anhand der Abha¨ngigkeit des treibenden Feldes von q
davon u¨berzeugen, dass die niedrigste Instabilita¨t fu¨r die Eigenmode in z–Richtung
auftritt, fu¨r die qc := q
(1)(kc) gilt.
Damit erha¨lt man fu¨r das kritische treibende Feld8
hc = 2Γωc
H + Jk2c −
a
2
+ 2pik
2
c
k2c+q
2
c
4pik2c
k2c+q
2
c
+ a
, (3.61)
das bei einer Frequenz Ωc = 2ωc eine Instabilita¨t verursacht. Die kritischen Para-
meter des treibenden Feldes und die kritischen Wellenzahlen sind in Abbildung 3.1
dargestellt.
Im Fall a < 0 tritt entsprechend die niedrigste Instabilita¨t auf, wenn fu¨r den kriti-
schen Wellenvektor ky = 0 gilt und die Bedingung
∂h0
∂kx
∣∣∣
ky=0
= 0 erfu¨llt ist.
3.5.2 Gena¨herte Instabilita¨t bei isotropem Austausch
Fu¨r die gena¨herten Eigenmoden des Systems mit isotropem Austausch sind die li-
nearen Operatoren gegenu¨ber dem XY –Modell leicht modifiziert; sie ergeben sich
mit den Ersetzungen
Jk2 → J(k2 + (q(ν))2) und
4pi
k2 + (q(ν))2
→
4pi
k2 + (q(ν))2
(1 +R
(ν)
k ) . (3.62)
Ungetriebenes System
Man erha¨lt unter Beru¨cksichtigung von (3.62) fu¨r die Eigenwerte
ω
(ν)2
k =
(
H + J
(
k2 + (q(ν))2
))(
H − a+ J
(
k2 + (q(ν))2
)
+
4pik2
k2 + (q(ν))2
(1 +R
(ν)
k )
)
−
4piak2y(1 +R
(ν)
k )
k2 + (q(ν))2
(3.63)
8Der Index c gibt an, dass jeweils k = kc eingesetzt wurde.
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Abbildung 3.1: Instabilita¨tsschwelle des XY –Modells. Dargestellt sind die Sta¨rke hc und
die Frequenz Ωc des kritischen treibenden Feldes sowie die kritischen Wellenzahlen kc und
qc in Abha¨ngigkeit von H (3.52). Fu¨r die Parameter a und J werden exemplarisch a = 0.12
und J = 2.5 · 10−6 angenommen. Damit die Wellenzahlen von der Gro¨ßenordnung 1 sind,
wodurch die gekoppelten impliziten Gleichungen (3.37) und (3.60) einfacher gelo¨st werden
ko¨nnen, wurde als Dicke d˜ = 0.1 gewa¨hlt, was durch eine entsprechende Umskalierung der
Austauschkonstante und des magnetostatischen Potentials immer mo¨glich ist.
sowie analoge Ausdru¨cke fu¨r die ungesto¨rten Rechts– und Linkseigenvektoren (vgl.
(3.54) und (3.55)).
Das gena¨herte Eigenwertspektrum weist im Gegensatz zum XY –Modell auf Grund
der Austauschwechselwirkung in z–Richtung eine Aufspaltung fu¨r k → 0 auf9. Es
zeigt eine gute U¨bereinstimmung mit den exakten Eigenmoden bei isotroper Aus-
tauschwechselwirkung [Kali].
Getriebenes System
Analog zum XY –Modell ergibt sich in der Resonanz unter Beru¨cksichtigung von
(3.62) ein entsprechender Ausdruck fu¨r λ1. Die niedrigste Instabilita¨t tritt fu¨r a > 0
wieder dann auf, wenn kc = kcey gilt und fu¨r Eigenmode in z–Richtung ν = 1 ist.
9Da die Instabilita¨t bei kc 6= 0 auftritt, ist dieses Pha¨nomen hier aber nicht essentiell.
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Mit q(1) =: qc liegt die Instabilita¨tsschwelle bei
10
hc = 2Γωc
H + J(k2c + q
2
c )−
a
2
+ 2pik
2
c
k2c+q
2
c
(1 +Rc)
4pik2c
k2c+q
2
c
(1 +Rc) + a
, (3.64)
wobei kc durch die Bedingung (3.60) festgelegt wird und die kritische Frequenz
wieder durch Ωc = 2ωc gegeben ist. Die Ergebnisse der linearen Stabilita¨tsanalyse
fu¨r die gena¨herten Moden bei isotropem Austausch sind in Abbildung 3.5.2 graphisch
dargestellt.
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Abbildung 3.2: Gena¨herte Instabilita¨t bei isotropem Austausch mit gemischten Rand-
bedingungen (ζ = 1). Die Darstellung erfolgt analog zu Abbildung 3.1, wobei die kritische
Eigenmode qc nicht von k abha¨ngt. Im Vergleich zu der Instabilita¨t beim XY –Modell er-
kennt man, dass die kritische Wellenzahl zwar sta¨rker anwa¨chst, dies aber auf Grund der
k–unabha¨ngigen Eigenmode in z–Richtung zu einer fast identischen Instabilita¨tsschwelle
fu¨hrt. Fu¨r die lineare Instabilita¨t scheint es also kaum eine Rolle zu spielen, ob man die
Austauschwechselwirkung in z–Richtung vernachla¨ssigt oder sie gena¨hert beru¨cksichtigt.
10Die Eigenmode in Richtung der Filmdicke wird hier nicht von der Gro¨ße der kritischen Wel-
lenzahl beeinflusst.
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Kapitel 4
Ableitung der allgemeinen
Amplitudengleichung
In diesem Kapitel sollen fu¨r allgemeine dynamische Systeme, die in ihrer Struktur
dem ferromagnetischen Film entsprechen, Amplitudengleichungen abgeleitet werden,
die die raum–zeitliche Dynamik schwach oberhalb der Instabilita¨tsschwelle einer ho-
mogenen stationa¨ren Lo¨sung beschreiben. Dazu muss der allgemeine Formalismus
[JustW] auf Systeme erweitert werden, bei denen zur vollsta¨ndigen Beschreibung
neben der dynamischen Bewegungsgleichung zusa¨tzlich eine verallgemeinerte Poten-
tialgleichung notwendig ist. Wir stellen zuna¨chst die zugrunde liegenden allgemeinen
Bewegungsgleichungen in einer geeigneten Notation bereit und formulieren die Vor-
aussetzungen an die Instabilita¨t. In einer Multiple–Scale–Analyse ergibt sich in jeder
Ordnung statt der urspru¨nglichen nichtlinearen eine inhomogene lineare Gleichung.
Dabei gehen wir insbesondere auf die Modifikationen durch die zusa¨tzliche verall-
gemeinerte Potentialgleichung ein. Aus der Sa¨kularbedingung ergibt sich in dritter
Ordnung eine komplexe Ginzburg–Landau–Gleichung fu¨r die Dynamik der Ampli-
tude. Die berechneten Koeffizienten dieser Gleichung ko¨nnen dann fu¨r ein konkretes
System ausgewertet werden.
Bei der Separation der Ordnungen tritt in der zweiten Ordnung bei der Integrati-
on der Potentialgleichung (4.52) der Integraloperator JL0 auf, der hier als regula¨r
vorausgesetzt wird. Wie wir aber bei der Berechnung der Koeffizienten fu¨r den ferro-
magnetischen Film in Kapitel 5 sehen werden, wird dieser beim magnetostatischen
Potential singula¨r. Dies hat zwar auf Grund der Potentialeigenschaft in der niedrigs-
ten Ordnung keine Auswirkung auf die Amplitudengleichung, fu¨hrt aber durch eine
Entwicklung bis zur relevanten Ordnung auf nichtlokale Beitra¨ge, die in Kapitel 6
analysiert werden.
Die Ableitung bezieht sich auf anisotrope Systeme, bei denen der kritische Wellen-
vektor eine ausgezeichnete Richtung aufweist; bei isotropen Systemen wird na¨mlich
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ein ganzer Kreis von Wellenvektoren instabil, und es existiert keine Ableitung ober-
halb der Schwelle, die es ermo¨glicht, dieses Kontinuum zu beru¨cksichtigen. Bei der
Beschra¨nkung auf einen kritischen Wellenvektor in einer festgelegten Richtung mu¨s-
sen parallel und senkrecht zu dieser Richtung langsame Ortsskalen verschiedener
Ordnung gewa¨hlt werden. Dabei ist es bei einer Instabilita¨t gegen laufende Wellen
nicht mo¨glich, sich auf eine relevante Ortsskala in jeder Dimension zu beschra¨nken
[BLN]1. Bei der Analyse von Mean–Drift–Effekten fu¨hrt die unterschiedliche Ska-
lierung der beiden Raumrichtungen zu Beitra¨gen der Amplitudengleichung, die von
verschiedener Ordnung des Kleinheitsparameters sind [ZiSi].
4.1 Bewegungsgleichungen
Dynamische Gleichung
Wir untersuchen die allgemeine partielle Differentialgleichung der Form
∂tm = Lam+ LbΦ +N [m,Φ] mit m ∈ RN1 ,Φ ∈ RN2 . (4.1)
Die Geometrie entspreche einem Film, das heißt das System hat in der x, y–Ebene
eine große Ausdehnung, wa¨hrend m in der z–Richtung auf eine kleine Dicke d be-
schra¨nkt ist. Die Bezeichnungen sind in Anlehnung an das ferromagnetische System
gewa¨hlt, ko¨nnen aber auch beliebige andere Observable repra¨sentieren.
Das System habe o. B. d. A.2 die homogene stationa¨re Lo¨sung m = 0. Die linea-
ren und nichtlinearen Operatoren ko¨nnen Differentialoperatoren beliebiger Ordnung
enthalten, und ihre Koeffizienten sind explizit zeitabha¨ngig mit der Periode T. Die
linearen Operatoren haben also die Form
La/b =
∑
αβγ
∂αx∂
β
y ∂
γ
zL
(αβγ)
a/b
. (4.2)
Der nichtlineare Operator entha¨lt bis zur dritten Ordnung die Beitra¨ge3
N [m,Φ] = N 2a[m,m] +N 2b[m,Φ]+N 3a[m,m,m] +N 3b[m,m,Φ]+O(4) , (4.3)
1Dort wird in der Amplitudengleichung zwar nur jeweils eine Ortsskala x, y aufgefu¨hrt; man
sieht aber sofort, dass die Terme von verschiedener Gro¨ßenordnung sind, was unterschiedlichen
Skalen entspricht.
2Dies kann fu¨r homogene Lo¨sungen durch eine Koordinatentransformation m→ m−m0 immer
erreicht werden.
3Wir nehmen an, dass kein Beitrag N 3c[m,Φ,Φ] auftritt; er ko¨nnte aber ohne Schwierigkeiten
beru¨cksichtigt werden.
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die sich folgendermaßen darstellen lassen:
N 2a/b[f, g] =
∑
αjβjγj
B
(αjβjγj)
a/b
{
∂α1x ∂
β1
y ∂
γ1
z f, ∂
α2
x ∂
β2
y ∂
γ2
z g
}
(4.4)
N 3a/b[f, g, h] =
∑
αjβjγj
D
(αjβjγj)
a/b
{
∂α1x ∂
β1
y ∂
γ1
z f, ∂
α2
x ∂
β2
y ∂
γ2
z g, ∂
α3
x ∂
β3
y ∂
γ3
z h
}
(4.5)
Die explizit zeitabha¨ngigen Koeffizienten der Bi– bzw. Trilinearformen lassen sich
wie folgt entwickeln: (
B
(αjβjγj)
a/b {u, v}
)
k
:=
∑
lm
b
(αjβjγj)
a/b,k,lmulvm (4.6)(
D
(αjβjγj)
a/b {u, v, w}
)
k
:=
∑
lmn
d
(αjβjγj)
a/b,k,lmnulvmwn (4.7)
Die Koeffizienten der nichtlinearen Beitra¨ge, die mehrfach m enthalten, sind sym-
metrisch bezu¨glich einer Vertauschung der betreffenden Indizes; es gilt also zum
Beispiel
b
(α1α2β1β2γ1γ2)
a,k,lm = b
(α2α1β2β1γ2γ1)
a,k,ml . (4.8)
Verallgemeinerte Potentialgleichung
Zur vollsta¨ndigen Beschreibung des Systems beno¨tigt man zusa¨tzlich zu der dyna-
mischen Gleichung (4.1) eine verallgemeinerte Potentialgleichung, die die folgende
Form haben soll:
`aΦ = `bm+ n[m] . (4.9)
Diese lineare inhomogene Differentialgleichung beschreibt die ra¨umlichen Variatio-
nen von Φ, besitzt aber keine eigene zeitliche Dynamik, sondern folgt instantan
der von m vorgegebenen. Die beno¨tigten Randbedingungen und die Beschra¨nkung
von m auf die Filmdicke sollen dabei auf der rechten Seite in der Inhomogenita¨t
automatisch enthalten sein4. Ohne diese Forderung ist es nicht mo¨glich, eine zusa¨tz-
liche Gleichung in der allgemeinen Form (4.9) zu beru¨cksichtigen, da Φ andernfalls
in jeder Ordnung mit den speziellen zugeho¨rigen Randbedingungen des jeweiligen
Problems integriert werden mu¨sste. Die Operatoren ko¨nnen also wie bei der dyna-
mischen Gleichungen beliebige ra¨umliche Ableitungen enthalten, zusa¨tzlich lassen
wir aber auf der rechten Seite noch eine z–Abha¨ngigkeit der Koeffizienten zu, die
4Diese Technik wird in der Regel nicht angewendet, obwohl sie natu¨rlich immer eine alternative
Behandlung von Randwertproblemen darstellt. Fu¨r eine allgemeine Ableitung der Amplitudenglei-
chung ist sie hier aber zwingend notwendig.
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geeignete Funktionen zur Beru¨cksichtigung dieser Bedingungen repra¨sentiert. Damit
haben die linearen Operatoren die Form
`a =
∑
αβγ
l(αβγ)
a
∂αx∂
β
y ∂
γ
z (4.10)
`b =
∑
αβγ
l(αβγ)
b
(z)∂αx∂
β
y ∂
γ
z . (4.11)
Der nichtlineare Term entha¨lt beispielsweise beim magnetostatischen Potential den
entwickelten Beitrag von mz (vgl. (3.4)) und lautet einschließlich der dritten Ord-
nung
n[m] = n2[m,m] + n3[m,m,m] +O(4) . (4.12)
Analog zur dynamischen Gleichung gilt dabei
n2[f, g] =
∑
αjβjγj
F (αjβjγj)(z)
{
∂α1x ∂
β1
y ∂
γ1
z f, ∂
α2
x ∂
β2
y ∂
γ2
z g
}
(4.13)
n3[f, g, h] =
∑
αjβjγj
G(αjβjγj)(z)
{
∂α1x ∂
β1
y ∂
γ1
z f, ∂
α2
x ∂
β2
y ∂
γ2
z g, ∂
α3
x ∂
β3
y ∂
γ3
z h
}
, (4.14)
wobei die zugeho¨rigen Koeffizienten von F (αjβjγj)(z) und G(αjβjγj)(z) analog zu (4.6)
bzw. (4.7) definiert sind.
Wir setzen voraus, dass die vollsta¨ndige Lo¨sung von (4.9) bekannt ist und sich mit
den zugeho¨rigen Integraloperatoren5 durch
Φ = JLm+ JNn[m] (4.15)
darstellen la¨sst.
Spektraldarstellungen
Da Instabilita¨ten bezu¨glich der ebenen Wellen eikr untersucht werden, beno¨tigt man
im folgenden die Spektraldarstellungen der linearen Operatoren, die sich aus (4.2)
bzw. (4.10) und (4.11) durch Anwendung der Differentialoperatoren auf eine Fou-
riermode ergeben:
La/buke
ikr =
∑
αβγ
(ikx)
α(iky)
β∂γzL
(αβγ)
a/b
uke
ikr =: La/bkuke
ikr (4.16)
`a/bψke
ikr =
∑
αβγ
(ikx)
α(iky)
β∂γz l
(αβγ)
a/b
uke
ikr =: `a/bkψke
ikr (4.17)
5Dabei gilt JL = JN `b.
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Die Nichtlinearita¨ten treten in der Ableitung immer fu¨r Beitra¨ge mit Exponenti-
alanteilen der Form einkcr auf. Daher ist es praktisch, die folgenden Abku¨rzungen
einzufu¨hren:
B
(mn)
a/b (u, v) :=
∑
αjβjγj
(imkcx)
α1(imkcy)
β1∂γ1z (inkcx)
α2(inkcy)
β2∂γ2z B
(αjβjγj)
a/b {u, v}
(4.18)
D
(lmn)
a/b (u, v, w) :=
∑
αjβjγj
(ilkcx)
α1(ilkcy)
β1∂γ1z (imkcx)
α2(imkcy)
β2∂γ2z
· (inkcx)
α3(inkcy)
β3∂γ3z D
(αjβjγj)
a/b {u, v, w} (4.19)
F (mn)(u, v) :=
∑
αjβjγj
(imkcx)
α1(imkcy)
β1∂γ1z (inkcx)
α2(inkcy)
β2∂γ2z F
(αjβjγj){u, v}
(4.20)
G(lmn)(u, v, w) :=
∑
αjβjγj
(ilkcx)
α1(ilkcy)
β1∂γ1z (imkcx)
α2(imkcy)
β2∂γ2z
· (inkcx)
α3(inkcy)
β3∂γ3z G
(αjβjγj){u, v, w} (4.21)
4.2 Die Instabilita¨tsschwelle
Floquet–Problem
Zur Klassifizierung der Instabilita¨t sollen zuna¨chst die Voraussetzungen fu¨r das
Floquet–Problem festgelegt werden, das sich auf Grund der expliziten Zeitabha¨n-
gigkeit der dynamischen Gleichung ergibt. Setzt man die lineare Lo¨sung von (4.9)
in die lineare dynamische Gleichung ein:
∂tm = (La + LbJl)m =: L˜m , (4.22)
erha¨lt man ein lineares, explizit zeitabha¨ngiges System fu¨r m mit dem Integro–
Differentialoperator L˜. Bezu¨glich der Instabilita¨t gegen ra¨umlich inhomogene Sto¨-
rungen ergibt sich also das Floquet–Problem des explizit zeitabha¨ngigen linearen
Operators
L˜k := Lak + LbkJLk , (4.23)
wobei JLk die Fouriertransformierte von JL bezeichnet.
Nach dem Floquet–Theorem setzt sich die Lo¨sung von (4.22) aus einem periodi-
schen Anteil uk(z, t) und einer Exponentialfunktion mit dem Floquet–Exponenten
λk zusammen. Fu¨r die Rechtseigenvektoren gilt
λ
(µν)
k u
(µν)
k (z, t) + u˙
(µν)
k (z, t) = L˜k(t)u
(µν)
k (z, t) (4.24)
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und fu¨r die Linkseigenvektoren analog
v
(µν)∗
k (z, t)λ
(µν)
k − v˙
(µν)∗
k (z, t) = v
(µν)∗
k (z, t)L˜k(t) . (4.25)
Dabei bezeichnet der Index µ die Eigenmode in z–Richtung, wa¨hrend ν die N1
verschiedenen Eigenwertzweige durchnummeriert. Wegen der T–Periodizita¨t la¨sst
sich der Imagina¨rteil des Floquet–Exponenten auf den Bereich
Im λ
(µν)
k ∈
[
−
Ω
2
,
Ω
2
]
(4.26)
beschra¨nken.
Das System soll bei k = kc und ω = ωc eine Instabilita¨t gegen eine laufende Welle
aufweisen6. Dazu muss das Floquet–Problem folgende Voraussetzungen erfu¨llen:
• Es existiert ein kritischer Floquet–Exponent λ(µcνc)kc =: λc = iωc mit verschwin-
dendem Realteil, wa¨hrend fu¨r alle anderen (µν) Reλ
(µν)
k < 0 gelten soll.
• Fu¨r den kritischen Wellenvektor kc soll der kritische Eigenwert ein Maximum
des Spektrums aufweisen, somit gilt7
Re∇kλc = 0 . (4.27)
• Wegen der Eigenschaft λk = λ
∗
−k, die fu¨r reelle Systeme immer gilt, ist −iωc
kritischer Exponent zum Wellenvektor −kc.
Der kritische Floqueteigenvektor uc(z, t) hat mit µc eine festgelegte z–Abha¨ngigkeit,
charakterisiert durch Wellenzahlen qc, die auch vom kritischen Wellenvektor kc in
der Ebene abha¨ngen ko¨nnen.
Prinzipiell kann auch eine zweite gegenla¨ufige Welle8 auftreten, falls ω(kc) = ω(−kc)
ist. Hier wollen wir uns jedoch auf die Ableitung einer Amplitudengleichung fu¨r eine
instabile Welle in nur einer Richtung beschra¨nken.
6Die Spezialfa¨lle der Soft–Mode–Instabilita¨t (ωc = 0) und der Hard–Mode–Instabilita¨t (kc = 0)
sind darin automatisch enthalten.
7Fu¨r eine Ableitung an der Stelle des kritischen Eigenvektors ∇kak|k=kc wird immer die ab-
ku¨rzende Schreibweise ∇kac verwendet.
8Bei gegenla¨ufigen Wellen treten nichtlokale Kopplungsterme auf [KnLu].
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Abstand zur Schwelle
Nach dieser Festlegung der Instabilita¨t definieren wir den Abstand zur Schwelle
durch die Zerlegung der Operatoren in
La/b = L
(0)
a/b + ε
2L(2)a/b (4.28)
Na/b = N
(0)
a/b + ε
2N (2)a/b . (4.29)
Demzufolge gilt natu¨rlich auch
L˜ = L˜(0) + ε2L˜(2) . (4.30)
Dabei beschreiben die Operatoren in nullter Ordnung also gerade das System mit
den kritischen Parametern, die die Instabilita¨t verursachen. Bei einer Entwicklung
bis zur dritten Ordnung tritt fu¨r den nichtlinearen Anteil nur der Beitrag N (0)a/b auf;
daher wird der Index hier im folgenden weggelassen. Fu¨r die nichtlokale Kopplung
wird vorausgesetzt, dass sie keine Parameter entha¨lt, die die Instabilita¨t betreffen.9
4.3 Multiple–Scale–Entwicklung
Zur sto¨rungstheoretischen Behandlung des Systems (4.1), (4.9) oberhalb der Schwelle
werden m und Φ gema¨ß
m = εm(1) + ε2m(2) + ε3m(3) + ... (4.31)
Φ = εΦ(1) + ε2Φ(2) + ε3Φ(3) + ... (4.32)
entwickelt. Zur Beru¨cksichtigung langsamer ra¨umlicher und zeitlicher Variationen
fu¨hren wir zusa¨tzlich die Skalen
rn =
(
xn
yn
)
= εn
(
x
y
)
, tn = ε
nt (4.33)
mit n ≥ 1 ein.
4.4 Sa¨kularbedingung
Bei der Separation der Ordnungen in Abschnitt 4.5 erhalten wir statt der nichtli-
nearen dynamischen Gleichung nach der Integration der zusa¨tzlichen Gleichung in
9Diese Voraussetzung wird der Einfachheit halber gemacht, ist aber nicht notwendig.
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jeder Ordnung n eine inhomogene lineare Differentialgleichung der Form
∂tm
(n) = L˜(0)m(n) +
∑
k
w
(n)
k (z, t)e
ikr . (4.34)
Dabei entha¨lt die Inhomogenita¨t Beitra¨ge der niedrigeren Ordnungen; die darin ent-
haltenen langsamen Skalen werden als fest betrachtet. Die allgemeine Lo¨sung dieser
Gleichung lautet mit den Voraussetzungen fu¨r das Floquet–Problem aus Abschnitt
4.2
m(n)(r, z, t) = An(rj, tj)uc(z, t)e
i(kcr+ωct)+
∑
k
∫ t
0
dt′Uk(t, t−t
′)w
(n)
k (z, t−t
′)eikr+ . . .
(4.35)
Dabei ist An die Integrationskonstante der homogenen Lo¨sung, die von langsamen
Orts– und Zeitskalen abha¨ngen kann, und ... steht fu¨r den transienten Anteil der
Lo¨sung. Der Zeitentwicklungsoperator Uk(t, t
′) ist durch die Differentialgleichung
∂t Uk(t, t
′) = L˜(0)k (t)Uk(t, t
′) mit Uk(t
′, t′) = 1 (4.36)
gegeben; man erha¨lt mit der Spektralzerlegung von L˜(0)k
Uk(t, t
′) =
∑
µν
∣∣∣u(µν)k (z, t)) eλ(µν)k (t−t′) (v(µν)k (z, t′)∣∣∣(
v
(µν)
k (z, t)|u
(µν)
k (z, t)
) . (4.37)
Die auftretenden Skalarprodukte sind durch
(a(z)|b(z)) :=
1
d
∫ d
2
− d
2
〈a(z)|b(z)〉dz (4.38)
definiert, wobei 〈a(z)|b(z)〉 das u¨bliche Skalarprodukt im Cn darstellt.
Fu¨r k 6= kc haben die Eigenwerte einen negativen Realteil, so dass der inhomogene
Anteil von (4.35) exponentiell mit der Zeit abfa¨llt. Der kritische Eigenwert λc ist
aber rein imagina¨r; daher ko¨nnten fu¨r k = kc linear in der Zeit anwachsende Terme
entstehen. Zur Vermeidung solcher Sa¨kularterme muss man also fordern, dass die
Inhomogenita¨t wk(z, t) keine resonanten Terme entha¨lt, d. h. die Bedingung
lim
Θ→∞
1
Θ
∫ Θ
0
e−iωct
′
(
vc(z, t
′)|w(n)kc (z, t
′)
)
dt′ = 0 (4.39)
muss erfu¨llt sein.
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Die Lo¨sung im stationa¨ren Zustand erha¨lt man dann, wenn die obere Integrations-
grenze in (4.35) gegen unendlich geht.10
4.5 Separation der Ordnungen
Mit dem Multiple–Scale–Ansatz (4.31), (4.32) werden die Bewegungsgleichungen
(4.1) und (4.9) in die verschiedenen Ordnungen getrennt. In jeder Ordnung muss
zuna¨chst die zusa¨tzliche Gleichung integriert werden.11 Mit dieser Lo¨sung liefern
dann die verschiedenen Beitra¨ge zur dynamischen Gleichung eine inhomogene Diffe-
rentialgleichung (4.34). Die Sa¨kularbedingung (4.39) liefert in der dritten Ordnung
eine komplexe Ginzburg–Landau–Gleichung zur Beschreibung der raum–zeitlichen
Dynamik schwach oberhalb der Schwelle.
Ordnung ε
Die zusa¨tzliche Gleichung (4.9) in erster Ordnung
`aΦ
(1) = `bm
(1) (4.41)
hat mit (4.15) die Lo¨sung
Φ(1) = JLm
(1). (4.42)
Setzt man diese in die erste Ordnung der dynamischen Gleichung (4.1)
∂tm
(1) = L(0)a m
(1) + L(0)b Φ
(1) (4.43)
ein:
∂tm
(1) = L(0)a m
(1) + L(0)b JLm
(1) = L˜(0)m(1), (4.44)
10Fu¨r explizit zeitunabha¨ngige Systeme vereinfacht sich (4.35) zu
m(n)(r, z, t) = An(rj , tj)uc(z)e
i(kcr+ωct) +
∑
k
∫ t
0
dt′eL˜
(0)
k
t′w
(n)
k (z, t− t
′)eikr + ... , (4.40)
die Sa¨kularbedingung ergibt sich analog zu (4.39), wobei der kritische Linkseigenvektor nicht
von der Zeit abha¨ngt. Die stationa¨re Lo¨sung von (4.40) erha¨lt man wieder, wenn die obere Inte-
grationsgrenze gegen unendlich geht.
11Alternativ kann auch die gesamte Lo¨sung mit Integraloperatoren (4.15) vor der Separation der
Ordnungen in die dynamische Gleichung (4.1) eingesetzt werden. Eine kurze Schilderung dieses
Zugangs erfolgt bei der Ableitung der nichtlokalen Terme in Kapitel 6.1.
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ergibt sich gerade das Floquet–Problem (4.24). Da nach Voraussetzung ein kritischer
Eigenwert λc = iωc bei k = kc existiert, wa¨hrend alle anderen Eigenwerte kleiner
als Null sind, erha¨lt man die Lo¨sung(
m(1)
Φ(1)
)
= A1(rn, tn)
(
uc(z, t)
ψ
c
(z, t)
)
ei(kcr+ωct) + c.c.+ . . . , (4.45)
wobei die Abku¨rzung
ψ
c
= JLcuc (4.46)
eingefu¨hrt wurde und . . . fu¨r transiente Terme der stabilen Eigenwertzweige steht,
die fu¨r große Zeiten vernachla¨ssigbar sind. Die schnelle Tra¨gerwelle wird also mit
langsamen ra¨umlichen und zeitlichen Modulationen versehen, die den Beitrag des
Bandes instabiler Wellenvektoren oberhalb der Schwelle beru¨cksichtigen und in der
Dynamik der Amplitude A1 enthalten sind.
Ordnung ε2
Die verallgemeinerte Potentialgleichung (4.9) entha¨lt in zweiter Ordnung verschie-
denartige Beitra¨ge:
`aΦ
(2) =
(
`bm
(2)
)[0]
+
(
`bm
(1)
)[1]
−
(
`aΦ
(1)
)[1]
+
(
n[m]
)(2)
. (4.47)
Dabei bedeutet (. . . )[n] die Anwendung der Differentialoperatoren in der n–ten Ord-
nung: Wa¨hrend der erste Beitrag auf der rechten Seite schon durch m(2) von zweiter
Ordnung ist, enthalten der zweite und dritte Term langsame ra¨umliche Ableitungen,
die auf die Lo¨sung der ersten Ordnung (4.45) wirken. Mit den in Anhang B aufge-
fu¨hrten Ableitungen der linearen Spektraloperatoren lauten diese linearen Beitra¨ge
(
`bm
(1)
)[1]
= (−i)(∇k ·∇1)A1`bcuce
i(kcr+ωct) + c.c. (4.48)(
`aΦ
(1)
)[1]
= (−i)(∇k ·∇1)A1`acJLcuce
i(kcr+ωct) + c.c. (4.49)
mit12.
∇k =
(
∂kx
∂ky
)
und ∇n =
(
∂xn
∂yn
)
. (4.50)
12∇k wirkt hier stets auf den ersten folgenden Spektraloperator, wa¨hrend sich ∇n immer auf die
jeweiligen Amplituden auswirkt.
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Der letzte, nichtlineare Term ergibt sich einfach durch Einsetzen der Lo¨sung aus der
ersten Ordnung (4.45) in n2 (4.13):(
n[m]
)(2)
= 2F (11¯)(uc, u
∗
c)|A1|
2 + F (11)(uc, uc)A
2
1e
2i(kcr+ωct) + c.c. (4.51)
Dabei wurde die Symmetrie der Koeffizienten beru¨cksichtigt (vgl. (A.32)), und es
gilt n¯ = −n.
Die Gleichung (4.47) kann mit den bekannten Integraloperatoren aus (4.15) integriert
werden. Dabei wird aber nicht ersichtlich, welche Bedeutung die Beitra¨ge (4.49) und
(4.48) haben. Beachtet man aber die in Anhang C angegebenen Ableitungsrelationen
der zusa¨tzlichen Gleichung, liefert die Integration gerade (C.10). Dieser Beitrag ist
fu¨r die Integration der dynamischen Gleichung wichtig. Damit ergibt sich fu¨r die
Lo¨sung der zusa¨tzlichen Gleichung (4.9) in zweiter Ordnung
Φ(2) = JLm
(2) + (−i)(∇k ·∇1)JLcucA1e
i(kcr+ωct) + c.c. (4.52)
+ 2JN0F
(11¯)(uc, u
∗
c)|A1|
2 + JN2kcF
(11)(uc, uc)A
2
1e
2i(kcr+ωct) + c.c.
Die dynamische Gleichung (4.1) lautet in zweiter Ordnung
∂tm
(2) + ∂t1m
(1) =
(
L(0)a m
(2)
)[0]
+
(
L(0)b Φ
(2)
)[0]
+
(
L(0)a m
(1)
)[1]
+
(
L(0)b Φ
(1)
)[1]
+
(
N 2a[m,m]
)(2)
+
(
N 2b[m,Φ]
)(2)
, (4.53)
wobei sich die einzelnen Beitra¨ge durch Einsetzen der Lo¨sung der ersten Ordnung
(4.45) und der Lo¨sung Φ(2) (4.52) ergeben. Fu¨r den zweiten Term auf der linken
Seite erha¨lt man also
∂t1m
(1) = uce
i(kcr+ωct)∂t1A1 + c.c. (4.54)
Die Beitra¨ge der linearen Terme auf der rechten Seite lauten
(
L(0)b Φ
(2)
)[0]
= L(0)b JLm
(2) + (−i)L(0)bc (∇k ·∇1)JLcucA1e
i(kcr+ωct) + c.c.
+ 2L(0)b0 JN0F
(11¯)(uc, u
∗
c)|A1|
2
+ L(0)b2kcJN2kcF
(11)(uc, uc)A
2
1e
2i(kcr+ωct) + c.c. (4.55)(
L(0)a m
(1)
)[1]
= (−i)(∇k ·∇1)A1L
(0)
ac uce
i(kcr+ωct) + c.c. (4.56)(
L(0)b Φ
(1)
)[1]
= (−i)(∇k ·∇1)A1L
(0)
bc Jlcuce
i(kcr+ωct) + c.c. (4.57)
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Dabei ergeben sich die ho¨heren Beitra¨ge der linearen Operatoren wieder mit (B.2).
Fasst man alle Ableitungsterme mit Ortsableitungen der Ordnung ε zusammen,
ergibt sich gerade
(−i)(∇k ·∇1)L˜
(0)
c A1uce
i(kcr+ωct) + c.c. (4.58)
In der Regel ha¨ngt u
(νc)
k natu¨rlich von k ab, so dass uc kein Eigenvektor von ∂kiL˜c ist.
Wie in Anhang D skizziert wird, kann man diese Unabha¨ngigkeit aber immer durch
eine Transformation erreichen, ohne dass die Gu¨ltigkeit der Ergebnisse eingeschra¨nkt
wird.13 Geht man also von k–unabha¨ngigen kritischen Eigenvektoren aus, gilt mit
(4.27)
∇kL˜
(0)
c uc = i∇k ωcuc . (4.59)
Aus den Nichtlinearita¨ten ergeben sich mit der Lo¨sung der ersten Ordnung (4.45)
die Beitra¨ge
(
N 2a[m,m]
)[2]
= B(11)a (uc, uc)A
2
1e
2i(kcr+ωct) + c.c.+ 2B(11¯)a (uc, u
∗
c)|A1|
2 (4.60)(
N 2b[m,Φ]
)[2]
= B
(11)
b (uc, ψc)A
2
1e
2i(kcr+ωct) + c.c.+B
(11¯)
b (uc, ψ
∗
c
)|A1|
2 + c.c. ,
(4.61)
die alle nicht resonant sind. Fasst man die nichtlinearen Beitra¨ge der Fouriermoden
0 und 2kc noch mit den nichtresonanten Beitra¨gen aus (4.55) zusammen:
B2kc(z, t) := B
(11)
a (uc, uc) +B
(11)
b (uc, ψc) + L
(0)
b2kc
JN2kcF
(11)(uc, uc) (4.62)
B0(z, t) := 2B
(11¯)
a (uc, u
∗
c) +B
(11¯)
b (uc, ψ
∗
c
) + c.c.+ 2L(0)b0 JN0F
(11¯)(uc, u
∗
c) , (4.63)
erha¨lt man also in zweiter Ordnung
∂tm
(2) =
(
L˜(0)m(2)
)[0]
+ (∇k ωc ·∇1)A1uce
i(kcr+ωct) + c.c.
+B2kcA
2
1e
2i(kcr+ωct) + c.c.+B0|A1|
2 − ∂t1A1uce
i(kcr+ωct) − c.c. (4.64)
Zur Vermeidung von Sa¨kulartermen muss die Bedingung (4.39) erfu¨llt werden. Da
die Nichtlinearita¨t in dieser Ordnung nur nichtresonante Beitra¨ge liefert, erha¨lt man
die Bedingung14 ∫ T
0
(∂t1 −∇k ωc ·∇1)A1dt = 0 . (4.65)
13Diese Bedingung ist keineswegs notwendig, vereinfacht die Rechnung aber wesentlich.
14Wegen der Periodizita¨t der Inhomogenita¨t genu¨gt es immer, u¨ber eine Periode zu integrieren.
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Wird weiterhin beru¨cksichtigt, dass der Integrand nicht von der Zeit abha¨ngt, ergibt
sich als Sa¨kularbedingung
(∂t1 − vg ·∇1)A1 = 0 (4.66)
mit der Gruppengeschwindigkeit
vg := ∇k ωc . (4.67)
Die Integration von (4.53) liefert
m(2) = A2(rn, tn)uce
i(kcr+ωct) + Γ2kcA
2
1e
2i(kcr+ωct) + Γ0|A1|
2 + c.c. , (4.68)
wobei die Abku¨rzungen
Γ2kc(z, t) =
∫ ∞
0
U2kc(t, t− t
′)B2kc(z, t− t
′)dt′ (4.69)
Γ0(z, t) =
∫ ∞
0
U0(t, t− t
′)B0(z, t− t
′)dt′ (4.70)
verwendet wurden.15 Setzt man m(2) aus (4.68) in (4.52) ein, ergibt sich schließlich
fu¨r die verallgemeinerte Potentialgleichung in zweiter Ordnung
Φ(2) = A2JLcuce
i(kcr+ωct) + c.c.+ (−i)(∇k ·∇1)JLcucA1e
i(kcr+ωct) + c.c.
+ ψ
0
|A1|
2 + ψ
2kc
A21e
2i(kcr+ωct) + c.c. (4.74)
mit den Abku¨rzungen
ψ
0
:= JN0F
(11¯)(uc, u
∗
c) + JL0Γ0 (4.75)
ψ
2kc
:= JN2kcF
(11)(uc, uc) + JL2kcΓ2kc . (4.76)
An dieser Stelle wird vorausgesetzt, dass die Integraloperatoren fu¨r k → 0 regula¨r
sind. Wie wir spa¨ter sehen werden, sind Singularita¨ten der Integraloperatoren fu¨r
nichtlokale Beitra¨ge verantwortlich.
15Ist das System nicht explizit zeitabha¨ngig, vereinfachen sich die Koeffizienten zu
Γ2kc(z) = −
1
L˜2kc − 2iωc1
B2kc(z) (4.71)
Γ0(z) = −
1
L˜
(0)
0
B0(z) (4.72)
mit den formal invertierten Operatoren
1
L˜
(0)
k − iω1
=
∑
µν
1
λ
(µν)
k − iω
∣∣∣u(µν)k (z))(v(µν)k (z)∣∣∣(
v
(µν)
k (z)|u
(µν)
k (z)
) . (4.73)
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Ordnung ε3
In dritter Ordnung lautet die zusa¨tzliche Gleichung (4.9)
`aΦ
(3) =
(
`bm
(3)
)[0]
+
(
`bm
(2)
)[1]
+
(
`bm
(1)
)[2]
−
(
`aΦ
(2)
)[1]
−
(
`aΦ
(1)
)[2]
+
(
n2[m]
)(3)(
n3[m]
)(3)
. (4.77)
Da sich in dieser Ordnung bereits die Amplitudengleichung ergeben wird, genu¨gt es,
die resonanten Beitra¨ge der Inhomogenita¨t aufzufu¨hren, die fu¨r die Sa¨kularbedin-
gung wichtig sind. Die linearen Anteile mit Differentialoperatoren erster Ordnung
ko¨nnen analog zur Ordnung ε2 unter Beru¨cksichtigung von (B.2) ermittelt werden;
die Wirkung der Differentialoperatoren in zweiter Ordnung ist ebenfalls in Anhang
B aufgefu¨hrt und liefert (B.4). Damit ergibt sich also fu¨r die linearen Beitra¨ge der
nichtlokalen Kopplung
(
`bm
(2)
)[1]
= (−i)(∇k ·∇1)`bcucA2e
i(kcr+ωct) + c.c. (4.78)(
`bm
(1)
)[2]
= (−i)(∇k ·∇2)`bcucA1e
i(kcr+ωct) + c.c.
+ (−1
2
)(∇k ·∇1)
2`bcucA1e
i(kcr+ωct) + c.c. (4.79)(
`aΦ
(2)
)[1]
= (−i)(∇k ·∇1)`acJLcucA2e
i(kcr+ωct) + c.c.
+ (−i)(∇k ·∇1)`ac(∇k ·∇1)JLcucA2e
i(kcr+ωct) + c.c. (4.80)(
`aΦ
(1)
)[2]
= (−i)(∇k ·∇1)`acJLcucA1e
i(kcr+ωct) + c.c.
+ (−1
2
)(∇k ·∇1)
2`acJLcucA1e
i(kcr+ωct) + c.c. (4.81)
Im nichtlinearen Anteil mu¨ssen alle mo¨glichen Kombinationen der niedrigeren Ord-
nungen beru¨cksichtigt werden, die zu resonanten Termen fu¨hren16. Unter Ausnut-
zung der Symmetrie der Koeffizienten lauten diese
(
n2[m]
)(2)
=
(
2F (01)(Γ0, uc) + 2F
(21¯)(Γ2kc , u
∗
c)
)
|A1|
2A1e
i(kcr+ωct) + c.c. (4.82)(
n3[m]
)(2)
= 3G(111¯)(uc, uc, u
∗
c)|A1|
2A1e
i(kcr+ωct) + c.c. (4.83)
16Terme aus n2[m
(1),m(1)] mit langsamen Ortsableitungen sind beispielsweise nicht resonant.
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Fasst man alle resonanten Beitra¨ge zusammen, wird aus (4.77)
`aΦ
(3) = `bm
(3) + (−i)(∇k ·∇1)(`bcuc − `acJLcuc)A2e
i(kcr+ωct) + c.c.
+ (−i)(∇k ·∇2)(`bcuc − `acJLcuc)A1e
i(kcr+ωct) + c.c.
+ (−1
2
)(∇k ·∇1)
2 (`bcuc − `acJLcuc)A1e
i(kcr+ωct) + c.c.
− (∇k ·∇1)`ac(∇k ·∇1)A1JLcuce
i(kcr+ωct) − c.c.
+
(
2F (01)(Γ0, uc) + 2F
(21¯)(Γ2kc , u
∗
c)
+3G(111¯)(uc, uc, u
∗
c)
)
|A1|
2A1e
i(kcr+ωct) + c.c. (4.84)
Die inhomogenen Anteile der ersten und zweiten Zeile liefern analog zur Ordnung
ε2 Terme der Form (C.10). Fu¨r die dritte und vierte Zeile werden die Ableitungsre-
lationen der nichtlokalen Kopplung beno¨tigt, die sich aus den zweiten Ableitungen
ergeben; wie in Anhang C gezeigt wird, erha¨lt man damit die Lo¨sung (C.12). Damit
liefert die Integration von (4.84)
Φ(3) = JLm
(3) + (−i)(∇k ·∇1)JLcucA2e
i(kcr+ωct) + c.c.
+ (−i)(∇k ·∇2)JLcucA1e
i(kcr+ωct) + c.c.
− 1
2
(∇k ·∇1)
2JLcucA1e
i(kcr+ωct) − c.c. (4.85)
+ 2JNc
(
F (01)(Γ0, uc) + F
(21¯)(Γ2kc , u
∗
c)
)
|A1|
2A1e
i(kcr+ωct) + c.c.
+ 3JNcG
(111¯)(uc, uc, u
∗
c)|A1|
2A1e
i(kcr+ωct) + c.c.
Die dynamische Gleichung (4.1) lautet in der dritten Ordnung
∂tm
(3)+∂t1m
(2)+∂t2m
(1) =
(
L(0)a m
(3)
)[0]
+
(
L(0)b Φ
(3)
)[0]
+
(
L(0)a m
(2)
)[1]
+
(
L(0)b Φ
(2)
)[1]
+
(
L(0)a m
(1)
)[2]
+
(
L(0)b Φ
(1)
)[2]
+
(
N 2a[m,m]
)(3)
+
(
N 2b[m,Φ]
)(3)
+
(
N 3a[m,m,m]
)(3)
+
(
N 3b[m,m,Φ]
)(3)
+
(
L(2)a m
(1)
)[0]
+
(
L(2)b Φ
(1)
)[0]
. (4.86)
Die resonanten Beitra¨ge der linken Seite ergeben
∂t1m
(2) =uc∂t1A2e
i(kcr+ωct) + c.c. (4.87)
∂t2m
(1) =uc∂t2A1e
i(kcr+ωct) + c.c. (4.88)
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Fu¨r die linearen Operatoren der nullten Ordnung erha¨lt man die resonanten Beitra¨ge
(
L(0)b Φ
(3)
)[0]
= L(0)b JLm
(3) + (−i)L(0)bc (∇k ·∇1)JLcucA2e
i(kcr+ωct) + c.c.
+ (−i)L(0)bc (∇k ·∇2)JLcucA1e
i(kcr+ωct) + c.c.
− 1
2
L(0)bc (∇k ·∇1)
2JLcucA1e
i(kcr+ωct) − c.c. (4.89)
+ 2L(0)bc JNc
(
F (01)(Γ0, uc) + F
(21¯)(Γ2kc , u
∗
c)
)
|A1|
2A1e
i(kcr+ωct) + c.c.
+ 3L(0)bc JNcG
(111¯)(uc, uc, u
∗
c)|A1|
2A1e
i(kcr+ωct) + c.c.(
L(0)a m
(2)
)[1]
= −i(∇k ·∇1)L
(0)
ac ucA2e
i(kcr+ωct) + c.c. (4.90)(
L(0)b Φ
(2)
)[1]
= (−i)(∇k ·∇1)L
(0)
bc A2JLcuce
i(kcr+ωct) + c.c.
− (∇k ·∇1)L
(0)
bc (∇k ·∇1)A1Jlcuce
i(kcr+ωct) − c.c. (4.91)(
L(0)a m
(1)
)[2]
=
(
(−i)(∇k ·∇2)−
1
2
(∇k ·∇1)
2
)
L(0)ac ucA1e
i(kcr+ωct) + c.c. (4.92)(
L(0)b Φ
(1)
)[2]
=
(
(−i)(∇k ·∇2)−
1
2
(∇k ·∇1)
2
)
L(0)bc JlcucA1e
i(kcr+ωct) + c.c. (4.93)
Dabei erha¨lt man (4.89) durch Einsetzen von Φ3 (4.85), und (4.90) und (4.91) er-
geben sich analog zu den Beitra¨gen in der Ordnung ε2 mit (B.2). In (4.92) und
(4.93) mu¨ssen die Differentialoperatoren entsprechend in zweiter Ordnung angewen-
det werden (vgl. Anhang B); die Beitra¨ge ergeben sich mit (B.4).
Wie in der Ordnung ε2 lassen sich auch hier die ersten Ableitungen gema¨ß
(−i)(∇k ·∇1)L˜
(0)
c A2uc bzw. (−i)(∇k ·∇2)L˜
(0)
c A1uc (4.94)
zusammenfassen. Alle Beitra¨ge mit zweiten Ortsableitungen liefern zusammen gera-
de
−1
2
(∇k ·∇1)
2L˜(0)c ucA1 . (4.95)
Wegen der k–Unabha¨ngigkeit der Eigenvektoren gilt fu¨r die ersten Ableitungen die
Beziehung (4.59) und fu¨r die zweiten
(∇k ·∇1)
2L˜(0)c ucA1 = (∇k ·∇1)
2λcucA1 . (4.96)
Die Nichtlinearita¨ten enthalten mit den Lo¨sungen der niedrigeren Ordnungen die
40
resonanten Beitra¨ge(
N 2a[m,m]
)(3)
=
(
2B(21¯)a (Γ2kc , u
∗
c) + 2B
(01)
a (Γ0, uc)
)
|A1|
2A1e
i(kcr+ωct) + c.c.
(4.97)(
N 2b[m,Φ]
)(3)
=
(
B
(21¯)
b (Γ2kc , ψ
∗
c
) +B
(01)
b (Γ0, ψc) +B
(1¯2)
b (u
∗
c , ψ2kc)
+ B
(10)
b (uc, ψ0)
)
|A1|
2A1e
i(kcr+ωct) + c.c. (4.98)(
N 3a[m,m,m]
)(3)
= 3D(111¯)a (uc, uc, u
∗
c)|A1|
2A1e
i(kcr+ωct) + c.c. (4.99)(
N 3b[m,m,Φ]
)(3)
=
(
D
(111¯)
b (uc, uc, ψ
∗
c
) + 2D
(11¯1)
b (uc, u
∗
c , ψc)
)
|A1|
2A1e
i(kcr+ωct) + c.c.
(4.100)
Beru¨cksichtigt man noch die nichtlinearen Beitra¨ge aus (4.89), lassen sich die qua-
dratischen und kubischen Terme durch die Abku¨rzungen
Bc(z, t) := 2B
(21¯)
a (Γ2kc , u
∗
c) + 2B
(01)
a (Γ0, uc) +B
(21¯)
b (Γ2kc , ψ
∗
c
) +B
(01)
b (Γ0, ψc)
+B
(1¯2)
b (u
∗
c , ψ2kc) +B
(10)
b (uc, ψ0) (4.101)
+ 2L(0)bc JNc
(
F (01)(Γ0, uc) + F
(21¯)(Γ2kc , u
∗
c)
)
Dc(z, t) := 3D
(111¯)
a (uc, uc, u
∗
c) +D
(111¯)
b (uc, uc, ψ
∗
c
) + 2D
(11¯1)
b (uc, u
∗
c , ψc)
+ 3L(0)bc JNcG
(111¯)(uc, uc, u
∗
c) (4.102)
zusammenfassen. Schließlich treten noch Beitra¨ge der linearen Operatoren der zwei-
ten Ordnung auf: (
L(2)a m
(1)
)[0]
= L(2)ac ucA1e
i(kcr+ωct) + c.c. (4.103)(
L(2)b Φ
(1)
)[0]
= L(2)bc JLcucA1e
i(kcr+ωct) + c.c. (4.104)
Diese ko¨nnen mit der Definition (4.22) zu
L˜(2)c ucA1e
i(kcr+ωct) + c.c. (4.105)
zusammengefasst werden. Mit all diesen Beitra¨gen lautet die Differentialgleichung
(4.86)
∂tm
(3) =
(
L˜(0)m3
)[0]
+
(
(vg ·∇1)A2 + (vg ·∇2)A1 −
1
2
(∇k ·∇1)
2L˜(0)c ucA1
+ L˜(2)c ucA1+(Bc +Dc)|A1|
2A1
)
ei(kcr+ωct) + c.c.
− (∂t1A2 + ∂t2A1)uce
i(kcr+ωct) + c.c.+ nr. T. (4.106)
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Zur Vermeidung von zeitlich anwachsenden Termen erha¨lt man die Sa¨kularbedin-
gung
∫ T
0
(vc|uc) (∂t1A2 + ∂t2A1) dt =
∫ T
0
{
vg ·(∇1A2 +∇2A1)
−1
2
(∇k ·∇1)λc(vc|uc)A1 +
(
vc|L˜
(2)
c uc
)
+ (vc|Bc +Dc) |A1|
2A1
}
dt . (4.107)
Nach der Differentiation mit (∂t1 − vg · ∇1) und unter Einbeziehung der Sa¨kularbe-
dingung in Ordnung ε2 (4.65) fallen alle Beitra¨ge von A1 heraus, und man erha¨lt fu¨r
A2 die Gleichung
(∂t1 − vg ·∇1)
2A2 = 0 . (4.108)
deren allgemeine Lo¨sung die folgende Form hat:
A2 = a2(r1 + vgt1) + (r1 + vgt1)b2(r1 + vgt1) (4.109)
Damit die Lo¨sung fu¨r A2 keine Sa¨kularterme entha¨lt, muss b2 ≡ 0 sein, und somit
muss auch A2 die Sa¨kularbedingung
(∂t1 − vg ·∇1)A2 = 0 (4.110)
erfu¨llen. Mit diesen Voraussetzungen erha¨lt man schließlich als Amplitudengleichung
eine komplexe Ginzburg–Landau–Gleichung
(∂t2 − vg ·∇2)A1 = µA1 + 〈∇1|D∇1〉A1 + r|A1|
2A1 (4.111)
mit den Koeffizienten vg aus (4.67) und
µ =
∫ T
0
(
vc|L˜
(2)
c uc
)
dt∫ T
0
(vc|uc)dt
(4.112)
D = −
1
2
|∇k〉〈∇k|λc (4.113)
r =
∫ T
0
(vc|Bc +Dc) dt∫ T
0
(vc|uc)dt
. (4.114)
Der lineare Koeffizient µ gibt also den Abstand zur Schwelle an, wa¨hrend die Diffusi-
onsmatrixD durch die Kru¨mmung des Spektrums des kritischen Eigenwerts gegeben
ist. Diese beiden Koeffizienten lassen sich also aus dem linearen System bestimmen.
Der Koeffizient r dagegen entha¨lt alle resonanten Beitra¨ge aus der nichtlinearen
Entwicklung um die stationa¨re Lo¨sung, die in Bc (4.101) und Dc (4.102) enthalten
sind.
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Zur Beschreibung der Dynamik schwach oberhalb der Schwelle ergibt sich also eine
Amplitudengleichung, die auch fu¨r Systeme ohne die zusa¨tzliche Gleichung (4.9) gilt.
Obwohl die komplexe Ginzburg–Landau–Gleichung wohlbekannt ist und vielfa¨ltige
Beitra¨ge beispielsweise zu ihrem Lo¨sungsverhalten und sekunda¨ren Instabilita¨ten
erbracht wurden, ist sie immer noch Gegenstand aktueller Forschung. Eine U¨ber-
sicht u¨ber die Arbeiten zur Ginzburg–Landau–Gleichung findet sich zum Beispiel in
[ArKr].
Die Modifikationen, die sich hier durch das verallgemeinerte Potential ergeben, sind
wichtig zur Bestimmung der Koeffizienten: Entscheidend sind bei der Integration
in den einzelnen Ordnungen die Identifikationen mit den Ableitungsrelationen, die
schließlich zur Diffusionsmatrix D (4.113) fu¨hren. In den Ableitungen des kritischen
Eigenwerts ist der Anteil der verallgemeinerten Potentialgleichung automatisch ent-
halten, wa¨hrend im linearen Koeffizienten µ (4.112) ein Beitrag in L˜(2)c (4.22) auftritt.
Im nichtlinearen Koeffizienten r (4.114) ist das verallgemeinerte Potential in viel-
fa¨ltiger Weise enthalten: Zum einen kommt es in den Beitra¨gen (4.98) und (4.100)
mit dem Index b vor, zum andern treten in (4.89) auch die nichtlinearen Beitra¨ge
der zusa¨tzlichen Gleichung auf. Hinzu kommen noch die resonanten Terme in dritter
Ordnung, die die nichtresonanten Beitra¨ge Γ2kc (4.69) und Γ0 (4.70) aus der zweiten
Ordnung enthalten, in der das Potential analog auftritt.
Die Amplitudengleichung gilt auch fu¨r die Spezialfa¨lle der Soft–Mode– und Hard–
Mode–Instabilita¨t (ωc = 0 bzw. kc = 0) und natu¨rlich auch fu¨r Systeme ohne
explizite Zeitabha¨ngigkeit; fu¨r diese fallen die Integrale u¨ber eine Periode in den
Definitionen fu¨r die Koeffizienten weg. Der zweite Term auf der linken Seite kann
durch einen U¨bergang in das mitbewegte Bezugssystem immer wegtransformiert
werden.
Die Beitra¨ge der verallgemeinerten Potentialgleichung machen sich also bei der ex-
pliziten Berechnung der Koeffizienten bemerkbar, aber die resultierende Gleichung
hat dieselbe Struktur wie die fu¨r Systeme ohne diese Kopplung, wenn man voraus-
setzt, dass alle Beitra¨ge der Integraloperatoren regula¨r sind. Die Ableitung ist nicht
mehr gu¨ltig, wenn fu¨r k = 0 Singularita¨ten auftreten. Um dies zu erkennen, mu¨ssen
jedoch zuna¨chst die Koeffizienten fu¨r das magnetische System konkret ausgewertet
werden.
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Kapitel 5
Amplitudengleichung fu¨r
ferromagnetischen Film
Mit der allgemeinen Ableitung der Amplitudengleichung ko¨nnen in diesem Kapitel
die Koeffizienten berechnet werden, die sich fu¨r den ferromagnetischen Film schwach
oberhalb der Instabilita¨tsschwelle der homogenen stationa¨ren Lo¨sung ergeben. Da-
bei gehen wir insbesondere auf die Behandlung der magnetostatischen Potentialglei-
chung ein. Wa¨hrend sich die linearen Koeffizienten mit den Ergebnissen der linearen
Stabilita¨tsanalyse aus Kapitel 3 ergeben, mu¨ssen fu¨r den nichtlinearen Koeffizienten
auch alle beno¨tigten Beitra¨ge der zweiten und dritten Ordnung bestimmt werden,
die in r (4.114) enthalten sind. Die Verla¨ufe der linearen und nichtlinearen Koeffi-
zienten werden sowohl fu¨r das XY –Modell als auch fu¨r den gena¨herten isotropen
Austausch angegeben.
5.1 Instabilita¨t
Wie wir in Kapitel 3.5 festgestellt haben, tritt die niedrigste Instabilita¨t der homo-
genen Lo¨sung fu¨r den Fall a > 0 bei kc = kcey und ωc =
Ω
2
auf, wobei das kritische
treibende Feld durch (3.61) fu¨r das XY –Modell bzw. durch den gena¨herten Wert
(3.64) fu¨r isotropen Austausch bestimmt ist. Wegen der Inversionssymmetrie ist
auch ω(−kc) ein kritischer Floquet–Exponent, es kann also auch eine gegenla¨ufi-
ge Welle auftreten. Wir beschra¨nken uns hier jedoch auf die Strukturen, die durch
die Modulationen einer laufenden Welle entstehen; diese werden durch die in Ka-
pitel 4 abgeleitete Amplitudengleichung beschrieben. Aufgrund der parametrischen
Resonanz entspricht der Imagina¨rteil des kritischen Eigenwerts gerade der halben
Frequenz des treibenden Feldes. Da die kritische Wellenzahl aber von Null verschie-
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den ist, treten keine starken Resonanzen auf.1 Die Eigenvektoren sind in niedrigster
Ordnung nur fu¨r k = kc explizit zeitabha¨ngig. Sie ergeben sich mit (A.23) und
(A.32) aus der Floquetschen Sto¨rungstheorie.
Zur Berechnung der Instabilita¨t wurde eine Sto¨rungstheorie fu¨r η ¿ 1 durchgefu¨hrt.
Die Multiple–Scale–Analyse zur Ableitung der Amplitudengleichung ist ebenfalls
eine Sto¨rungstheorie fu¨r ε¿ 1. Zur Trennung dieser beiden Skalen nehmen wir an,
dass
ε¿ η ¿ 1 (5.1)
gilt. Dann tritt die Instabilita¨t in der niedrigsten Ordnung der nichtlinearen Analyse
auf.
5.2 Bewegungsgleichungen fu¨r magnetischen Film
Erhaltungsgro¨ße
Wegen der Betragserhaltung der Magnetisierung la¨sst sich die Komponente Mz im-
mer durch Mx und My ausdru¨cken. Fu¨r die Entwicklung um die stationa¨re Lo¨sung,
die ja nur eine z–Komponente aufweist, verwendet man also, wie in Kapitel 3 schon
angeben wurde,
mz = −
1
2
m2⊥ +O(4). (5.2)
Die dynamische Gleichung hat mit dieser Ersetzung also nur zwei Komponenten,
und mz liefert nichtlineare Beitra¨ge.
Dynamische Gleichung
In Kapitel 3 wurde die Landau–Lifshitz–Gleichung bereits bis zur dritten Ordnung
um die stationa¨re Lo¨sung entwickelt. Mit (3.5) und (3.6) lassen sich daher die kon-
kreten Koeffizienten der linearen und nichtlinearen Operatoren direkt ablesen. Dabei
haben die Differentialoperatoren ∇ und ∆ fu¨r isotropen Austausch drei Komponen-
ten, wa¨hrend fu¨r das XY –Modell dort noch ein Index (⊥) eingefu¨hrt werden muss.
Man erkennt, dass nur die nichtlinearen Beitra¨ge N 2b und N 3a auftreten.
1Im Fall der starken Resonanzen bei verschwindender Wellenzahl ergeben sich andere Am-
plitudengleichungen. Eine allgemeine Ableitung findet man in [JustW], die Anwendung auf ein
eindimensionales ferromagnetisches System in [JustC].
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Potentialgleichung
Fu¨r die Potentialgleichung lautet der lineare Operator der homogenen Gleichung
`a = ∆. (5.3)
Fu¨r die Inhomogenita¨t stellen wir die Operatoren in der in (4.11) bzw. (4.13) gefor-
derten Form dar, so dass sie automatisch die Randbedingungen und die Beschra¨n-
kung der Magnetisierung auf die Filmdicke enthalten:
`b =Θ(
d
2
− |z|)4pi∇⊥ (5.4)
n2[m,m] =Θ(
d
2
− |z|)4pi∂zmz + 4pi
(
δ(z − d
2
)− δ(z + d
2
)
)
mz (5.5)
Dabei fu¨hrt mz wegen (5.2) zu einer quadratischen Nichtlinearita¨t. Diese Form der
nichtlokalen Kopplung ohne zusa¨tzliche Randbedingungen hatte bei der allgemeinen
Ableitung den Vorteil, dass man die ho¨heren Ordnungen direkt durch Identifikation
mit den Ableitungsrelationen integrieren konnte und es nicht no¨tig war, in jeder
Ordnung neue Randbedingungen durch den Beitrag des Außenraums zu beru¨cksich-
tigen. In Kenntnis der allgemeinen Lo¨sung kann man in (5.4) und (5.5) die Θ– und
δ–Funktionen auch wieder weglassen und direkt die Integraloperatoren
JLk=ˆJ⊥k, JNk=ˆJzk (5.6)
identifizieren2.
z–Abha¨ngigkeit
Die z–Abha¨ngigkeit des Systems muss bei der Integration der Gleichung in jeder
Ordnung beachtet werden. Der Zeitentwicklunsoperator entha¨lt in der Spektraldar-
stellung (4.37) jeweils alle linearen Eigenmoden zum Wellenvektor k.
• XY –Modell:
Die Eigenmoden in z–Richtung, die durch die Wellenzahl q(ν) festgelegt werden,
unterscheiden sich wegen der transzendenten Bestimmungsgleichungen (3.37)
bzw. (3.38) fu¨r verschiedene Wellenvektoren k. Da der Zeitentwicklungsopera-
tor Uk (4.37) alle Eigenmoden zum jeweiligen Wellenvektor k entha¨lt, ko¨nnen
sich bei der Integration der inhomogenen Gleichung (4.35) also Summen u¨ber
diese unendlich vielen Eigenmoden ergeben. Diese kann man dann zur explizi-
ten Berechnung aber schnell abbrechen, da die Koeffizienten fu¨r gro¨ßere ν sehr
schnell klein werden.
2Fu¨r die Berechnung der Koeffizienten werden nur die Fouriertransformierten der Integralope-
ratoren beno¨tigt.
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• Gena¨herte Moden fu¨r isotropen Austausch:
Bei den isotropen Austauschmoden (3.45) besteht die Na¨herung gerade darin,
dass man vom vollsta¨ndigen Satz der Moden, die die Randbedingungen erfu¨l-
len, nur eine Mode beru¨cksichtigt; diese Na¨herung muss man dann natu¨rlich in
jeder Ordnung beibehalten. Da die Moden insbesondere nicht von k abha¨ngen,
treten aufgrund der Projektion keine Summen auf.
5.3 Bestimmung der Koeffizienten
Linearer Koeffizient:
Der lineare Koeffizient µ entha¨lt den linearen Operator L˜(2)c , der gerade durch den
Abstand zur Schwelle definiert war (4.28). Da die Instabilita¨t durch das treibende
Feld h hervorgerufen wird, entspricht (4.112) gerade der Ableitung des kritischen
Eigenwerts nach dem treibenden Feld:
µ = ∂hλc . (5.7)
Man erha¨lt den Koeffizienten µ also durch Ableiten des kritischen Eigenwerts λ1+
(3.58) fu¨r das XY –Modell bzw. dem durch (3.62) modifizierten Ausdruck fu¨r die
gena¨herten Moden nach dem treibenden Feld. µ ist also von der Ordnung η und rein
rell; in der niedrigsten Ordnung ha¨ngt der Eigenwert natu¨rlich nicht von h ab.
Gruppengeschwindigkeit:
Da kx im Imagina¨rteil des kritischen Eigenwerts ωc nur quadratisch auftritt, hat vg
wegen kc = kcey nur eine y–Komponente. vgy ergibt sich also aus der Ableitung von
(3.53) bzw. (3.63) nach ky, wobei der kritische Wellenvektor eingesetzt werden muss.
Diffusionsmatrix:
Da die gemischten zweiten Ableitungen des kritischen Eigenwertes verschwinden,
ist D orthogonal. In der Amplitudengleichung treten also keine gemischten zweiten
Ableitungen auf. Fu¨r die Diagonalelemente erha¨lt man
ReDx/y = −
1
2
∂2kx/yλ1+
∣∣∣
k=kc
bzw. ImDx/y = −
1
2
∂2kx/yωk
∣∣∣
k=kc
(5.8)
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Abbildung 5.1: Koeffizienten der Amplitudengleichung (5.9) fu¨r das XY –Modell. Die
Gruppengeschwindigkeit vgy und die Imagina¨rteile der Diffusionskoeffizienten ImDx und
ImDy sind von der Gro¨ßenordnung 1, wa¨hrend die u¨brigen Koeffizienten von der Gro¨-
ßenordnung η sind. Die Parameter sind identisch zur linearen Stabilita¨tsanalyse gewa¨hlt,
zusa¨tzlich gilt b = 0.07 und Γ = 1. Fu¨r H → 0 divergieren die linearen Koeffizienten, da
die homogene Lo¨sung instabil wird. Dies la¨sst sich an den Diffusionskoeffizienten schon
erkennen, wa¨hrend es fu¨r die anderen Koeffizienten erst fu¨r noch kleinere Werte von H
ersichtlich wird.
Nichtlinearer Koeffizient:
Da die Eigenvektoren fu¨r k 6= kc außerhalb der Resonanz und somit nicht explizit
zeitabha¨ngig sind (vgl. (A.16)), kann hier die Integration gema¨ß (4.40) erfolgen; nur
die Inhomogenita¨t ist explizit zeitabha¨ngig. Der Realteil λ1 der Eigenwerte wird fu¨r
die Integration beno¨tigt, damit die Integrale konvergieren; hinterher kann er dann
aber fu¨r die niedrigste Ordnung vernachla¨ssigt werden.3 Konsequenterweise werden
auch die Anteile der Da¨mpfung und des treibenden Feldes vernachla¨ssigt. Daher ist
r in niedrigster Ordnung rein imagina¨r.
Fu¨r die Bestimmung des Imagina¨rteils von r mu¨ssen also alle resonanten Beitra¨ge
aus Bc (4.101) und Dc (4.102) bestimmt werden, die sich fu¨r den ferromagnetischen
Film in der Ordnung η0 ergeben.
3Ansonsten muss man auch die erste Ordnung der Eigenvektoren beru¨cksichtigen.
48
01
2
3
4
5
6
H
0.5 1.0 1.5 2.0 2.5 3.0
vgy
µ
-0.01
0
0.01
0.02
H
0.5 1.0 1.5 2.0 2.5 3.0
Im(D )
x
Re(D )x
0
10
20
30
40
50
H
0.5 1.0 1.5 2.0 2.5 3.0
Im(D )y
Re(D )y
0
 50
100
150
200
250
300
Im(r)
H
0.5 1.0 1.5 2.0 2.5 3.0
Abbildung 5.2: Koeffizienten der Amplitudengleichung (5.9) fu¨r das gena¨herte System
mit isotropem Austausch. Es gelten die gleichen Bemerkungen wie zu Abbildung 5.1. Die
Ergebnisse unterscheiden sich wesentlich sta¨rker von denen des XY –Modells, als dies bei
der linearen Stabilita¨tsanalyse der Fall war.
Damit erha¨lt man fu¨r die Amplitudengleichung fu¨r den ferromagnetischen Film
(∂t2 − vgy∂y2)A1 = µA1 + (Dx∂
2
x1
+Dy∂
2
y1
)A1 + r|A1|
2A1 , (5.9)
wobei die Koeffizientenverla¨ufe fu¨r das System mitXY –Austauschwechselwirkung in
Abbildung 5.1 und fu¨r die gena¨herten Moden bei isotropem Austausch in Abbildung
5.2 dargestellt sind. Sie wurden mit einem Programm fu¨r symbolische Mathematik
bestimmt [Wolf].
5.4 Nichtlokaler Beitrag
Bei der Bestimmung der nichtlinearen resonanten Beitra¨ge tritt in (4.101) der Bei-
trag B
(10)
b (uc, ψ0) auf, der wegen ψ0 (4.75) den Integraloperator Jl0 entha¨lt. Dieser
wird aber fu¨r den ferromagnetischen Film singula¨r. Um herauszufinden, welchen Ein-
fluss diese Singularita¨t auf die Dynamik des Films oberhalb der Schwelle hat, sollen
im na¨chsten Kapitel die Beitra¨ge des Potentials fu¨r Inhomogenita¨ten mit k = 0 de-
tailliert untersucht werden. Wie wir sehen werden, spielt dieser nichtlokale Beitrag
in der Ordnung ε3 keine Rolle, da er homogen in z ist und deshalb in N 2b (3.6)
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herausfa¨llt. Die Amplitudengleichung (5.9) ist also bis zu dieser Ordnung korrekt.
In vierter Ordnung Sto¨rungstheorie wird aber durch die langreichweitige Dipolar-
wechselwirkung ein zusa¨tzlicher, nichtlokaler Term
A1〈∇1|G∇1〉
∫
dr′1
|A1(r
′
1)|
2
|r1 − r′1|
(5.10)
hervorgerufen. Dieser prinzipiell neue Beitrag soll im na¨chsten Kapitel abgeleitet
werden.
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Kapitel 6
Nichtlokale
Amplitudengleichungen
In diesem Kapitel sollen nichtlokale Beitra¨ge der Amplitudengleichung fu¨r den ferro-
magnetischen Film abgeleitet werden. Der Ausgangspunkt ist dabei eine Instabilita¨t
mit kc 6= 0; fu¨r Hard–Mode–Instabilita¨ten treten andere nichtlokale Beitra¨ge auf.
Wir diskutieren zuna¨chst den Einfluss der Singularita¨t auf das Potential und bestim-
men dann den nichtlokalen Beitrag, der sich dadurch in der Amplitudengleichung
ergibt. Dieser tritt erst in der vierten Ordnung auf, da die dynamische Gleichung
nur den Gradienten des Potentials entha¨lt, spielt aber auf Grund seiner prinzipiell
neuen Struktur fu¨r die Dynamik der Magnetisierung oberhalb der Schwelle trotzdem
eine wichtige Rolle.
Anschaulich ist es einsichtig, dass die langreichweitige Dipolarwechselwirkung fu¨r
k → 0 nichtlokale Beitra¨ge zur Dynamik der Magnetisierung liefert: Wenn eine
schnelle Tra¨gerwelle fehlt, machen sich langsame ra¨umliche Sto¨rungen auf großen
Skalen bemerkbar. Die Analyse kann auf zwei verschiedene Weisen erfolgen:
Der erste Zugang besteht darin, direkt fu¨r den Integraloperator Jk den Grenzu¨ber-
gang k → 0 zu untersuchen; die Lo¨sung des Potentials ergibt sich dann u¨ber eine
Fouriertransformation. Dieser Weg ist am kompaktesten, weicht aber etwas von dem
vorher verwendeten Schema ab.
Zum anderen kann man das magnetostatische Potential in jeder Ordnung fu¨r Bei-
tra¨ge der Inhomogenita¨t mit k = 0 integrieren, denn die Ableitung der Greenschen
Funktion aus Abschnitt 3.4.1 gilt fu¨r diesen Fall nicht. Dass hier neue Beitra¨ge eine
Rolle spielen, erkennt man formal an der Lo¨sung der Potentialgleichung in jeder
Ordnung: Da fu¨r k = 0 nur die Ableitung des Potentials durch die Randbedingung
festgelegt wird, entha¨lt die Lo¨sung eine additive Integrationskonstante C (n), die ge-
nau wie die Amplitude A von den langsamen ra¨umliche Skalen rn abha¨ngen kann.
Die Potentialgleichung produziert hier also einen zusa¨tzlichen Beitrag, der eigene
ra¨umliche Strukturen aufweist, wa¨hrend die zeitliche Dynamik aber instantan der
dynamischen Magnetisierung folgt. Die Bestimmungsgleichungen fu¨r die Integrati-
51
onskonstanten C(n) ergeben sich jeweils in ho¨heren Ordnungen durch die Randbedin-
gungen, denn bei Neumannschen Randbedingungen existiert immer eine Bedingung
an die Inhomogenita¨t. Musste fu¨r die dynamische Amplitude immer eine Bedingung
zur Vermeidung von zeitlich anwachsenden Terme erfu¨llt sein, treten hier ra¨umliche
Bedingungsgleichungen auf.
Eine entscheidende Rolle spielt dabei das Potential außerhalb des Films: Da es auch
in der z–Richtung unbeschra¨nkt ist, sind zusa¨tzlich langsame Skalen zn notwendig.
1
Mit diesen neu eingefu¨hrten Skalen muss in jeder Ordnung zuna¨chst das Potential
im Außenraum bestimmt werden; a¨hnlich wie bei der Bestimmung der Greenschen
Funktion fu¨r k 6= 0 legt die Lo¨sung im Außenraum dann die Randbedingung fu¨r den
Innenraum fest.
Bei Lo¨sungen des Potentials ohne Sto¨rungsentwicklung spielt eine additive Integra-
tionskonstante keine Rolle, da die dynamische Gleichung nur das Dipolarfeld, also
den Gradienten des Potentials entha¨lt. Auf Grund der Sto¨rungsentwicklung sind die
Integrationskonstanten C(n)(rn) aber zwingend notwendig, da die Randbedingungen
bzw. die Bedingungen an die Inhomogenita¨t sonst nicht erfu¨llt werden ko¨nnen.
Obwohl sich dieses durch die nichtlokale Dipolarwechselwirkung induzierte Pha¨no-
men durch den Einfluss des Außenraums wesentlich von nichtlokalen Mean–Drift–
Effekten in der Hydrodynamik unterscheidet, die auf Grund der Inkompressibilita¨t
der Flu¨ssigkeit auftreten, la¨sst sich an der Ableitung fu¨r das magnetische System
auch die prinzipielle Struktur der Amplituden– und Mean–Drift–Gleichungen fu¨r
hydrodynamische Systeme ablesen.
Da wir das Auftreten nichtlokaler Beitra¨ge mo¨glichst genau verstehen wollen, werden
hier beide Wege parallel vorgestellt; beide bieten Vorteile fu¨r das Versta¨ndnis, und
natu¨rlich liefern sie dieselbe Lo¨sung.
6.1 Integralformulierung
Da die Fouriertransformierte des Integraloperators J ⊥k fu¨r k → 0 singula¨r wird,
erscheint es lohnend, direkt die Grenzu¨berga¨nge der Integraloperatoren fu¨r den fer-
romagnetischen Film zu betrachten. Dazu gehen wir von der allgemeinen Lo¨sung
der Potentialgleichung in der Ortsdarstellung
Φ = J ⊥m⊥ + Jzmz (6.1)
zu einer Darstellung u¨ber, die die Fouriertransformierten der Integraloperatoren ent-
ha¨lt. Dann kann direkt der Grenzu¨bergang k→ 0 durchgefu¨hrt werden. Betrachtet
1Fu¨r k 6= 0 spielen diese Skalen keine Rolle, da durch die schnelle Tra¨gerwelle eine Kompensation
auf kurzen Skalen stattfindet; das Potential fa¨llt exponentiell ab.
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man eine Fouriermode der Magnetisierung bezu¨glich der schnellen Ortsskala
m⊥ = µ⊥k(z, r1, ...)e
ikr, mz = µzk(z, r1, ...)e
ikr, (6.2)
muss man diese fu¨r die Beru¨cksichtigung langsamer ra¨umlicher Variationen auch be-
zu¨glich der langsamen Skalen rn fouriertransformieren, wobei hier die erste Ordnung
ausreichend ist:
m⊥ =
1
(2pi)2
∫
dq µˆ⊥kq(z, r2, ...)e
i(kr+qr1) =
1
(2pi)2
∫
dq µˆ⊥kq(z, r2, ...)e
i(k+εq)r
(6.3)
mz =
1
(2pi)2
∫
dq µˆzkq(z, r2, ...)e
i(k+εq)r (6.4)
Mit dieser vorgegebenen Magnetisierung erha¨lt man fu¨r das Potential
Φ =
1
(2pi)2
∫
dq
(
J ⊥(k+εq)µˆ⊥kq(z, r2, ...) + Jz(k+εq)µˆzkq(z, r2, ...)
)
ei(k+εq)r. (6.5)
Fu¨r eine Separation der Ordnungen entwickelt man die Integraloperatoren um k:
J ⊥(k+εq) = J ⊥k + ε∇k J ⊥(k+εq)
∣∣
q=0
·q+O(ε2) , (6.6)
die Entwicklung von Jz(k+εq) ergibt sich analog. Durch Einsetzen in (6.5) erha¨lt man
fu¨r den ersten Beitrag
Φ =
1
(2pi)2
J ⊥k
∫
dq µˆ⊥kqe
i(k+εq)r + ε∇kJ ⊥k ·
∫
dq q µˆ⊥kqe
i(k+εq)r + . . .
=J ⊥kµ⊥k(z, r1, ...)e
ikr + ε(−i)(∇k ·∇1)J ⊥k ·µ⊥k(z, r1, ...)e
ikr + . . . (6.7)
und fu¨r den zweiten Beitrag die analogen Terme mit Jzk. Fu¨r die Ordnung ε ergibt
sich also einfach ein Ableitungsterm, der ja aus der allgemeinen Ableitung in Kapitel
4 schon bekannt ist.2
Fu¨r k = 0 ist J ⊥0 aber singula¨r, weil der Grenzwert von
k
k
fu¨r k→ 0 nicht definiert
ist, und auch der Gradient ∇kJz0 ist singula¨r. Daher sind direkt die Entwicklun-
gen von J ⊥εq und Jzεq erforderlich. Mit (3.34) erha¨lt man durch Entwicklung der
2Die Beru¨cksichtigung der Potentialgleichung bei der Ableitung der Amplitudengleichung ko¨nn-
te also alternativ auch auf diese Weise erfolgen.
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Greenschen Funktion
J ⊥εqµˆ⊥0q = −
i
2pi
q
q
·
∫ d
2
− d
2
µˆ⊥0q(z
′, r2, ...)dz
′
+ ε
i
2pi
∫ d
2
− d
2
|z − z′|µˆ⊥0q(z
′, r2, ...)dz
′ +O(ε2) (6.8)
Jzεqµz0q =
1
2pi
∫ d
2
− d
2
sgn(z − z′)µˆz0q(z
′, r2, ...)dz
′
−
ε
2pi
|q|
∫ d
2
− d
2
(z − z′)µˆz0q(z
′, r2, ...)dz
′ +O(ε2) . (6.9)
Wa¨hrend der zweite Term in (6.8) und der erste Term in (6.9) zu lokalen Termen
fu¨hren, da q gar nicht mehr enthalten ist, sind die anderen beiden fu¨r nichtlokale
Beitra¨ge verantwortlich.
Die Magnetisierung liefert in der Ordnung ε2 den ersten Beitrag zur Fouriermode
k = 0:
µ
(2)
⊥0 = Γ0(z, t)|A1(rn, tn)|
2, µ
(2)
z0 = −|uc(z, t)|
2|A1(rn, tn)|
2 (6.10)
Dabei ist µ
(2)
⊥0 gerade die Fouriermode 0 von m
(2) (4.68), und µz0 ergibt sich mit
(5.2).3 Setzt man die Fouriertransformierte
µˆ
(2)
⊥0q(z, r2, ...) = Γ0(z, t)|Aˆ1|
2(q, r2, ...) (6.11)
in (6.8) ein, ergibt sich fu¨r die k = 0–Mode des Potentials in zweiter Ordnung
innerhalb des Films
Ψ
(2)
0i = −
i
2pi
∫ d
2
− d
2
Γ0(z
′, t)dz′ ·
∫
dq
q
q
|Aˆ1|
2(q, r2, ...)e
iqr1 + . . . , (6.12)
wobei . . . fu¨r weitere Terme steht, die lokale Beitra¨ge liefern. Durch Fourierru¨ck-
transformation, die in Anhang E.2 ausgefu¨hrt ist, ergibt sich
Ψ
(2)
0i = −
∫ d
2
− d
2
Γ0(z
′, t)dz′ ·∇1
∫
dr′1
|A1(r
′
1, ...)|
2
|r1 − r′1|
+ . . . (6.13)
Der zweite Anteil von (6.9) liefert mit der Fouriertransformierten von µz0
µˆz0q(z, r2, ...) = −|uc(z, t)|
2|Aˆ1|
2(q, r2, ...) (6.14)
3Die fett dargestellten Vektoren beziehen sich auf die konkreten zwei– und dreidimensionalen
Gro¨ßen des Systems, die unterstrichenen Vektoren stammen aus der allgemeinen Ableitung, bei
der das System eine beliebige Dimension haben konnte.
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in dritter Ordnung den nichtlokalen Beitrag
Ψ
(3)
0i =
1
2pi
∫ d
2
− d
2
(z − z′)|uc(z
′, t)|2dz′
∫
dq|q||Aˆ1|
2(q, r2, ...)e
iqr1 + . . . (6.15)
Durch Fourierru¨cktransformation, die in Anhang E.1.2 durchgefu¨hrt ist, ergibt sich
schließlich
Ψ
(3)
0i = −
∫ d
2
− d
2
(z − z′)|uc(z
′, t)|2dz′∆1
∫
dr′1
|A1(r
′
1, ...)|
2
|r1 − r′1|
+ . . . (6.16)
Auf diese Weise erha¨lt man sehr kompakt die nichtlokalen Beitra¨ge des Potentials.
Um insbesondere die Bedeutung des Außenraums klarer herauszustellen, sollen sie
im na¨chsten Abschnitt aber noch einmal auf eine andere Weise abgeleitet werden, die
dem allgemeinen Vorgehen bei der Ableitung der Amplitudengleichung in Kapitel 4
entspricht.
6.2 Integration der magnetostatischen Potential-
gleichung fu¨r die Fouriermode k = 0
In diesem Abschnitt sollen die nichtlokalen Beitra¨ge noch einmal durch die Integra-
tion der Potentialgleichung in jeder Ordnung hergeleitet werden. Im Unterschied zu
Kapitel 4 mu¨ssen wir hier direkt die Gleichung fu¨r das magnetostatisches Potential
untersuchen: Die spezielle Form der Inhomogenita¨t und der Randbedingungen ist
wichtig, und die Lo¨sung ist daher auch nicht sofort verallgemeinerbar.
Da die homogene Potentialgleichung linear ist, la¨sst sich die Lo¨sung in die verschie-
denen Beitra¨ge der Inhomogenita¨t zerlegen. Fu¨r k 6= 0 bestimmen die Fouriermo-
den, die in der Inhomogenita¨t auftreten, welche Fouriermoden das Potential entha¨lt,
da die homogene Lo¨sung die triviale Lo¨sung ist. Die Lo¨sung fu¨r die in der Inho-
mogenita¨t auftretenden Fouriermoden ist vollsta¨ndig durch (3.33) bestimmt. Die
Entwicklung der Gleichung fu¨r Inhomogenita¨ten mit k 6= 0 ist schon aus der allge-
meinen Ableitung bekannt. Fu¨r k = 0 sind aber die Voraussetzungen zur Ableitung
der Greenschen Funktion in Abschnitt 3.4.1 nicht erfu¨llt. Wegen der Neumannschen
Randbedingungen entha¨lt die homogene Lo¨sung na¨mlich in jeder Ordnung eine In-
tegrationskonstante. Daher muss die Lo¨sung im Innen– und Außenraum separat fu¨r
jede Ordnung bestimmt werden.
Wir betrachten also die magnetostatische Potentialgleichung fu¨r Beitra¨ge mit Fou-
riermoden k = 0
∆Ψ0 =
{
4pi∇⊥ ·µ⊥0 + ∂zµz0 |z| ≤
d
2
0 |z| > d
2
, (6.17)
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wobei µ⊥0, µz0 und Ψ0 gema¨ß (3.11) definiert sind. Die zugeho¨rigen Randbedingun-
gen sind durch
∂zΨ0i − ∂zΨ0a = 4piµz0 fu¨r z = ±
d
2
(6.18)
∂zΨ0a → 0 fu¨r z →∞ (6.19)
gegeben, und zusa¨tzlich muss das Potential am Filmrand stetig sein:
Ψ0i = Ψ0a fu¨r z = ±
d
2
. (6.20)
Separiert man in (6.17) die Ordnungen, treten bei der Integration in jeder Ordnung
sowohl im Innen– als auch im Außenraum die Integrationskonstanten C
(n)
i bzw. C
(n)
a±
auf, wobei das obere Vorzeichen fu¨r z > d
2
, das untere Vorzeichen fu¨r z < −d
2
steht.
Sie ko¨nnen wie die Amplitude A von langsamen Ortsskalen rn abha¨ngen
4. Da der
Außenraum in allen Richtungen unbeschra¨nkt ist, kann C
(n)
a± zusa¨tzlich in der dritten
Raumrichtung von langsamen Skalen zn abha¨ngen, die hier unter Beru¨cksichtigung
der Filmdicke durch
zn± := ε
n(z ∓ d
2
), n ≥ 1 (6.21)
definiert sind. Innerhalb des Films sind diese langsamen Skalen zn wegen der Be-
schra¨nkung auf die Filmdicke nicht no¨tig. Bei der Berechnung der k = 0–Mode des
Potentials bis zur dritten Ordnung erha¨lt man fu¨r den Innenraum5
Ψ0i =εC
(1)
i + ε
2
(
4piµ˜
(2)
z0 (rn, z) + b
(2)
i (rn)z + C
(2)
i (rn)
)
+ ε3
(
4pi∇1 · ˜˜µ
(2)
⊥0(rn, z) + 4piµ˜
(3)
z0 (rn, z)−
1
2
∆1C
(1)
i (rn)z
2 + b
(3)
i (rn)z + C
(3)
i (rn)
)
+O(ε4) , (6.22)
wa¨hrend die Lo¨sung fu¨r den Außenraum nur aus einer Summe der Integrationskon-
stanten εnC
(n)
a± besteht. Der Beitrag in der Ordnung ε
2 in (6.22) ist also das Pendant
zu dem k = 0–Beitrag ψ
0
|A1|
2 in Φ(2) (4.52) bei der allgemeinen Ableitung; in der
Ordnung ε3 wurden dort nur resonante Terme bestimmt. Der erste Term in zweiter
Ordnung hier entspricht dem Beitrag JN0F
(11¯)(uc, u
∗
c) der allgemeinen Ableitung,
und die ersten beiden Terme in dritter Ordnung wu¨rden sich auch aus einer allge-
meinen Ableitung wie in Kapitel 4 ergeben. Sie liefern also schon bekannte lokale
Beitra¨ge.
4Wie wir spa¨ter bei der Bestimmung der Integrationskonstanten sehen werden, weisen die Inte-
grationskonstanten auch schnelle und langsame zeitliche Variationen auf, die von der Magnetisie-
rung diktiert werden. Da dies aber nur versklavte Abha¨ngigkeiten sind, die hier nicht unmittelbar
ersichtlich sind, werden sie zuna¨chst weggelassen und erst bei der Bestimmung der Koeffizienten
diskutiert.
5Um die Notation der vorangegangen Kapitel beizubehalten, bezieht sich ∇n hier weiterhin nur
auf die langsamen Ableitungen in der Ebene (vgl. (4.50)).
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Die ra¨umlichen Variationen der Integrationskonstanten werden durch die Rand– und
Stetigkeitsbedingungen (6.18)-(6.20) bestimmt, die sich in den einzelnen Ordnungen
ergeben. Da aber nicht bei allen Bedingungen sofort ersichtlich ist, auf welche Wei-
se sie die Integrationskonstanten bestimmen, geben wir vor der Durchfu¨hrung der
Multiple–Scale–Analyse zuna¨chst die Differentialgleichungen und Randbedingungen
fu¨r die Integrationskonstanten an:
Fu¨r C
(1)
a± ergibt sich die Differentialgleichung(
∆1 + ∂
2
z1±
)
C
(1)
a±(rn, zn±) = 0 , (6.23)
die unter Verwendung der Randbedingung
C
(1)
a±(rn, 0) = C
(1)
i (rn) (6.24)
gelo¨st werden kann. Durch Einsetzen der Lo¨sung in
∂z1+C
(1)
a+(rn, 0) = ∂z1−C
(1)
a−(rn, 0) (6.25)
wird dann C
(1)
i festgelegt. Fu¨r die Bestimmung der Integrationskonstanten in zweiter
Ordnung erha¨lt man analog die Differentialgleichung(
∆1 + ∂
2
z1±
)
C
(2)
a±(rn, zn±) + 2
(
∇1 ·∇2 + ∂z1±∂z2±
)
C
(1)
a±(rn, zn±) = 0 , (6.26)
die mit der Lo¨sung fu¨r C
(1)
a± und der Randbedingung
C
(2)
a±(rn, 0) = C
(2)
i (rn)± b
(2)
i (rn)
d
2
+ 4piµ˜
(2)
z0
(
rn,±
d
2
)
(6.27)
die Integrationskonstante C
(2)
a± festlegt. C
(2)
i wird dann durch
∆1C
(1)
i (rn) +
4pi
d
∇1 ·
∫ d
2
− d
2
µ
(2)
⊥0(rn, z
′)dz′ +
1
d
(
∂z1+C
(2)
a+(rn, 0)
− ∂z1−C
(2)
a−(rn, 0) +∂z2+C
(1)
a+(rn, 0)− ∂z2−C
(1)
a−(rn, 0)
)
= 0 (6.28)
bestimmt, wa¨hrend sich b
(2)
i aus
b
(2)
i (rn) = ∂z1+C
(0)
a+(rn, 0) (6.29)
ergibt. In dritter Ordnung ist b
(3)
i durch
b
(3)
i (rn) =
1
2
(
∂z1+C
(2)
a+(rn, 0) + ∂z1−C
(2)
a−(rn, 0) + ∂z2+C
(1)
a+(rn, 0) + ∂z2−C
(1)
a−(rn, 0)
)
− 2pi∇1 ·
(
µ˜
(2)
⊥0(rn,
d
2
) + µ˜
(2)
⊥0(rn,−
d
2
)
)
(6.30)
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festgelegt. Die Integrationskonstante C
(3)
i ist der Vollsta¨ndigkeit halber in (6.22) auf-
gefu¨hrt, wird aber nicht mehr bestimmt, da sie keine schnellen Ortsabha¨ngigkeiten
entha¨lt und daher im Gegensatz zu dem Term b
(3)
i z fu¨r die niedrigste Ordnung der
nichtlokalen Amplitudengleichung keine Rolle spielt. Bevor wir die Integrationskon-
stanten durch die aufgelisteten Gleichungen (6.23)-(6.30) im einzelnen bestimmen,
sollen diese durch Integration des magnetostatischen Potentials in den einzelnen
Ordnungen abgeleitet werden.
Ordnung ε
Im Außenraum lautet die Potentialgleichung
∂2zΨ
(1)
0a = 0 . (6.31)
Wegen der Randbedingung im Unendlichen (6.19) darf das Potential keine linear in
z ansteigenden Terme enthalten; daher ergibt sich die Lo¨sung
Ψ
(1)
0a = C
(1)
a±(rn, zn±) . (6.32)
mit den in (6.21) definierten Skalen. Da die Magnetisierung bei einer Instabilita¨t mit
kc 6= 0 in niedrigster Ordnung keinen k = 0–Beitrag liefert, ist auch die Gleichung
fu¨r den Innenraum homogen:
∂2zΨ
(1)
0i = 0 . (6.33)
Die erste Integration liefert eine Integrationskonstante, die aber wegen der Bedin-
gung fu¨r den Filmrand (6.18) verschwinden muss:
∂zΨ
(1)
0i = b
(1)
i (rn) = 0 (6.34)
Durch eine weitere Integration ergibt sich als Lo¨sung wie im Außenraum eine In-
tegrationskonstante, die aber wegen der Beschra¨nkung auf die Filmdicke nur von
langsamen Ortsskalen in der Ebene abha¨ngt:
Ψ
(1)
0i = C
(1)
i (rn) (6.35)
Wegen der Stetigkeit (6.20) des Potentials gilt am Filmrand fu¨r die Integrationskon-
stanten innen und außen der Zusammenhang (6.24).
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Ordnung ε2
Fu¨r den Außenraum erha¨lt man mit (6.17) wieder eine homogene Differentialglei-
chung
∂2zΨ
(2)
0a = 0 , (6.36)
die analog zur ersten Ordnung
Ψ
(2)
0a = C
(2)
a±(rn, zn±) (6.37)
liefert. Da die Magnetisierung in zweiter Ordnung durch den Einfluss der Nichtlinea-
rita¨ten auch Beitra¨ge der Fouriermode k = 0 hat6, entha¨lt die Potentialgleichung
fu¨r den Innenraum eine Inhomogenita¨t:
∂2zΨ
(2)
0i = 4pi∂zµ
(2)
z0 (rn, z) . (6.38)
Der Anteil von µ
(2)
⊥0 verschwindet dagegen bei der Divergenzbildung. Durch Integra-
tion erha¨lt man
∂zΨ
(2)
0i = 4piµ
(2)
z0 (rn, z) + b
(2)
i (rn) . (6.39)
Mit (6.18) liefern die Randbedingungen in zweiter Ordnung die beiden Gleichungen
4piµ
(2)
z0 (rn,±
d
2
) + b
(2)
i (rn) = ∂z1±C
(1)
a±(rn, 0) + 4piµ
(2)
z0 (rn,±
d
2
) . (6.40)
Da sich der erste Term auf der linken Seite und der letzte Term auf der rechten Seite
aufheben, muss die Bedingung (6.25) erfu¨llt sein, die C
(1)
i bestimmt, wie wir spa¨ter
sehen werden. Durch Integration erha¨lt man
Ψ
(2)
0i = 4piµ˜
(2)
z0 (rn, z) + b
(2)
i (rn)z + C
(2)
i (rn) (6.41)
mit
µ˜
(2)
z0 (rn, z) :=
∫ z
0
µ
(2)
z0 (rn, z
′)dz′ . (6.42)
b
(2)
i ist dabei durch (6.29) festgelegt ist. Wegen der Stetigkeit am Filmrand (6.20)
muss außerdem der Zusammenhang (6.27) gelten.
6Dies sind gerade die Beitra¨ge (6.10); wir verwenden hier aber zuna¨chst die allgemeinen Formen.
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Ordnung ε3
Mit der Lo¨sung (6.32) lautet die Differentialgleichung fu¨r den Außenraum
∂2zΨ
(3)
0a = −
(
∆1 + ∂
2
z1±
)
Ψ
(1)
0a = −
(
∆1 + ∂
2
z1±
)
C
(1)
a±(rn, z1±) . (6.43)
Da diese Inhomogenita¨t, die nicht von der schnellen Variablen z abha¨ngt, bei der
Integration anwachsende Terme liefern wu¨rde, mu¨ssen wir zur Erfu¨llung der Rand-
bedingung (6.19) fordern, dass sie verschwindet. Also erhalten wir zur Bestimmung
von C
(1)
a± die Differentialgleichung (6.26). Damit ist (6.43) homogen, und die Lo¨sung
lautet analog zu den niedrigeren Ordnungen
Ψ
(3)
0a = C
(3)
a±(rn, zn±) . (6.44)
Zur Inhomogenita¨t im Innenraum liefern jetzt sowohl µ
(3)
z0 als auch µ
(2)
⊥0 einen Beitrag.
Hinzu kommt eine weitere Inhomogenita¨t durch die langsamen Ortsableitungen des
Potentials in erster Ordnung. Setzt man Ψ
(1)
0i (6.35) gleich ein, folgt
∂2zΨ
(3)
0i = 4pi∇1 ·µ
(2)
⊥0(rn, z) + 4pi∂zµ
(3)
z0 (rn, z)−∆1C
(1)
i . (6.45)
Durch Integration ergibt sich
∂zΨ
(3)
0i = 4pi∇1 ·µ˜
(2)
⊥0(rn, z) + 4piµ
(3)
z0 (rn, z)−∆1C
(1)
i (rn)z + b
(3)
i (rn) (6.46)
mit
µ˜
(2)
⊥0(rn, z) :=
∫ z
0
µ
(2)
⊥0(rn, z
′)dz′ . (6.47)
Die Randbedingungen (6.18) lauten in dritter Ordnung
4pi∇1 ·µ˜
(2)
⊥0(rn,±
d
2
) + b
(3)
i (rn)∓∆1C
(1)
i (rn)
d
2
= ∂z1±C
(2)
a±(rn, 0) + ∂z2±C
(1)
a±(rn, 0) .
(6.48)
Durch Addition der beiden Gleichungen wird die Integrationskonstante b
(3)
i be-
stimmt, wa¨hrend das Ergebnis der Subtraktion die Bedingungsgleichung (6.28) ist,
die zur Bestimmung von C
(2)
i dienen wird. Durch Integration von (6.46) erha¨lt man
in der dritten Ordnung fu¨r das Potential im Innenraum
Ψ
(3)
0i = 4pi∇1·˜˜µ
(2)
⊥0(rn, z)+4piµ˜
(3)
z0 (rn, z)−
1
2
∆1C
(1)
i (rn)z
2+b
(3)
i (rn)z+C
(3)
i (rn) (6.49)
mit
˜˜µ
(2)
⊥0(rn, z) :=
∫ z
0
µ˜
(2)
⊥0(rn, z
′)dz′ (6.50)
µ˜
(3)
z0 (rn, z) :=
∫ z
0
µ
(3)
z0 (rn, z
′)dz′ . (6.51)
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Ordnung ε4
Aus der Differentialgleichung fu¨r den Außenraum
∂2zΨ
(4)
0a = −
(
∆1 + ∂
2
z1±
)
C
(2)
a±(rn, zn±)− 2
(
∇1 ·∇2 + ∂z1±∂z2±
)
C
(1)
a±(rn, zn±) (6.52)
ergibt sich wie in dritter Ordnung aus der Randbedingung (6.19) die Forderung,
dass die Inhomogenita¨t verschwinden muss. Diese Bedingung liefert die Differential-
gleichung (6.26) zur Bestimmung von C
(2)
a± .
Damit haben wir alle Gleichungen (6.23)-(6.30) zur Bestimmung der relevanten Inte-
grationskonstanten erhalten. Die Lo¨sung der Potentialgleichung in vierter Ordnung
wird fu¨r die Bestimmung nichtlokaler Terme der Amplitudengleichung in der nied-
rigsten relevanten Ordnung nicht mehr beno¨tigt.
Zur vollsta¨ndigen Ermittlung der Lo¨sung (6.22) mu¨ssen nun noch die gewonnenen
Differentialgleichungen gelo¨st und damit die Integrationskonstanten C
(n)
i und b
(n)
i
bestimmt werden.
6.2.1 Bestimmung der Integrationskonstanten
Wir haben fu¨r C
(n)
a± jeweils in der Ordnung ε
n+2 eine Differentialgleichung fu¨r den
Außenraum und zusa¨tzlich durch die Stetigkeitsbedingung in der Ordnung εn Rand-
bedingungen an den Stellen zn± = 0 erhalten. In jeder Ordnung ergibt sich also ein
Dirichletsches Randwertproblem, das mit der zugeho¨rigen Greenschen Funktion fu¨r
einen Halbraum gelo¨st werden kann.
Damit erha¨lt man C
(n)
a± in Abha¨ngigkeit von C
(n)
i sowie Beitra¨gen der Magnetisie-
rung. Durch die Bedingungen am Filmrand in der Ordnung εn+1 ergeben sich mit
dieser Kenntnis b
(n+1)
i und eine Bestimmungsgleichung fu¨r C
(n)
i .
Ordnung ε
C
(1)
a± ist durch die Differentialgleichung (6.23) mit der Randbedingung (6.24) fest-
gelegt. Zu lo¨sen ist also eine dreidimensionale Laplace–Gleichung ∆ξ(R) = 0 mit
vorgegebenem Randwert ξ(r, 0).
Mit der Greenschen Funktion der Poisson-Gleichung mit Dirichletschen Randbedin-
gungen fu¨r den Halbraum z ≥ 0
GD(R,R
′) =
1
4pi
(
1
|R−R′|
−
1
|R− R˜′|
)
, R =
(
r
z
)
, R˜ =
(
r
−z
)
(6.53)
61
lautet ihre Lo¨sung [Bart]
ξ(R) =
∫
dr′ξ(r′, 0)∂z′GD(R,R
′)|z′=0 . (6.54)
Damit erha¨lt man7
C
(1)
a±(rn, zn±) = ±
1
2pi
∫
dr′1
z1±C
(1)
i (r
′
n)[
(r1 − r′1)
2 + z21±
] 3
2
. (6.56)
Wird diese Lo¨sung in die Randbedingung (6.28) eingesetzt, ergibt sich
C
(1)
i (rn) = 0 . (6.57)
Damit gilt wegen (6.56) auch
C
(1)
a± = 0 . (6.58)
Ordnung ε2
Da C
(1)
a± verschwindet, ist wegen (6.29) auch
b
(2)
i (rn) = 0 . (6.59)
Außerdem verschwindet in (6.26) der zweite Term; die Differentialgleichung fu¨r C
(2)
a±
ist also auch homogen: (
∆1 + ∂
2
z1±
)
C
(2)
a±(rn, zn±) = 0 (6.60)
und kann daher mit Hilfe derselben Greenschen Funktion (6.53) gelo¨st werden wie
in der Ordnung ε. Mit der Randbedingung (6.27) erha¨lt man die Lo¨sung
C
(2)
a±(rn, zn±) = ±
1
2pi
∫
dr′1
z1±
(
C
(2)
i (r
′
n) + 4piµ˜
(2)
z0
(
r′n,±
d
2
))
[
(r1 − r′1)
2 + z21±
] 3
2
. (6.61)
7Fu¨r z1± → 0 muss sich hier also eine Darstellung der δ–Funktion ergeben. Fu¨r das analoge
zweidimensionale Problem mit der Ableitung der analogen Greenschen Funktion
∂z′G
(2)
D (x, x
′, z, z′)
∣∣∣
z′=0
=
1
pi
z
(x− x′)2 + z2
(6.55)
la¨sst sich leicht erkennen, dass sich fu¨r z → 0 die eindimensionale δ–Funktion δ(x− x′) ergibt; fu¨r
den obigen Ausdruck la¨sst sich in der Tat verifizieren, dass es sich hier um eine Darstellung der
zweidimensionalen δ–Funktion handelt.
62
Bildet man die Ableitung nach z1± und setzt sie in die Bestimmungsgleichung (6.28)
ein, resultiert eine Integralgleichung fu¨r C
(2)
i :∫
dr′1
(
C
(2)
i (r
′
n) + 4pi
(
µ˜
(2)
z0 (r
′
n,
d
2
) + µ˜
(2)
z0 (r
′
n,−
d
2
)
))
K(r1, r
′
1)
= 4pi∇1 ·
∫ d
2
− d
2
µ
(2)
⊥0(rn, z
′)dz′ (6.62)
mit dem Kern
K(r1, r
′
1) =
1
pi
lim
z1±→0

 1[
(r1 − r′1)
2 + z21±
] 3
2
−
3z21±[
(r1 − r′1)
2 + z21±
] 5
2

 (6.63)
=
1
pi
∆1
1
|r1 − r′1|
. (6.64)
Lo¨sung der Integralgleichung
Setzt man µ
(2)
⊥0 (6.10) in (6.62) ein, la¨sst sich die Integralgleichung mit Hilfe von
Fouriertransformationen lo¨sen (siehe Anhang E.2). Man erha¨lt fu¨r den nichtlokalen
Anteil
C
(2)
i = d(t)·∇1
∫
|A1(r
′
1, r2, ..., tn)|
2
|r1 − r′1|
dr′1 + . . . (6.65)
mit
d(t) = −
∫ d
2
− d
2
Γ0(z, t)dz . (6.66)
Bei der Lo¨sung wurden lokale Beitra¨ge weggelassen, da sie, wie wir unten sehen
werden, vernachla¨ssigt werden ko¨nnen.
Ordnung ε3
Mit (6.58) und (6.61) folgt aus (6.30)
b
(3)
i (rn) = pi
∫
dr′1K(r1, r
′
1)
∫ d
2
− d
2
µ
(2)
z0 (r
′
n, z
′)dz′ − 2pi∇1 ·
(
µ˜
(2)
⊥0(rn,
d
2
) + µ˜
(2)
⊥0(rn,−
d
2
)
)
.
(6.67)
Durch Einsetzen von µ
(2)
z0 (6.10) ergibt sich fu¨r den nichtlokalen Anteil
b
(3)
i = e(t)∆1
∫
dr′1
|A1(r
′
1, r2, ..., tn)|
2
|r1 − r′1|
(6.68)
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mit
e(t) = −
∫ d
2
− d
2
|uc(z
′, t)|2dz′ . (6.69)
Mit den nun bestimmten Integrationskonstanten erha¨lt man fu¨r das Potential im
Innenraum einschließlich der Ordnung ε3
Ψ0i =ε
2
(
4piµ˜
(2)
z0 (rn, z) + C
(2)
i (rn)
)
(6.70)
+ ε3
(
4pi∇1 · ˜˜µ
(2)
⊥0(rn, z) + 4piµ˜
(3)
z0 (rn, z) + b
(3)
i (rn)z + C
(3)
i (rn)
)
+O(ε4) .
Vergleichen wir dieses Ergebnis mit denen aus Abschnitt 6.1, entspricht der nicht-
lokale Anteil von C
(2)
i (6.65) mit d (6.66) genau dem dort berechneten nichtlokalen
Beitrag Ψ
(2)
0i (6.13). Der nichtlokale Anteil des Terms b
(3)
i z entspricht mit (6.67)
und (6.69) gerade dem Anteil proportional zu z in (6.16), wa¨hrend der Anteil ohne
z–Abha¨ngigkeit hier in C
(3)
i enthalten ist. Diese Integrationskonstante wurde aber
gar nicht mehr bestimmt, denn fu¨r die Amplitudengleichung spielt sie in der nied-
rigsten relevanten Ordnung keine Rolle, da sie auf Grund der Potentialeigenschaft
herausfa¨llt.
6.3 Amplitudengleichung
In Kenntnis der Lo¨sung der Potentialgleichung wollen wir nun untersuchen, welche
Auswirkungen sich durch die nichtlokalen Beitra¨ge auf die Multiple–Scale–Analyse
der dynamischen Gleichung und damit auf eine Amplitudengleichung zur Beschrei-
bung der Modulationsstrukturen oberhalb der Schwelle ergeben. Sie selbst sind nicht
resonant und ko¨nnen also nur u¨ber nichtlineare Beitra¨ge in der Sa¨kularbedingung
auftreten.
Die nichtlokale Kopplung Φ ist hier im Gegensatz zur allgemeinen Ableitung in Kapi-
tel 4 explizit eindimensional8, weil die auftretenden Terme dann einfacher und besser
versta¨ndlich sind, aber die Formulierung wird mo¨glichst allgemein gehalten, weil da-
durch beispielsweise ein Bezug zu hydrodynamischen Systemen mo¨glich wird. Die
einzige Voraussetzung besteht darin, dass es sich bei der zeitlich versklavten Varia-
blen Φ auf jeden Fall um ein Potential handelt, d. h. in der dynamischen Gleichung
tritt nur der Gradient von Φ auf (die Operatoren Lb und N b enthalten also nur
Terme mit Ableitungen bezu¨glich Φ).
8Fu¨r die allgemeine Ableitung spielt es keine Rolle, welche Dimension die nichtlokale Kopplung
hat. Ist sie ein Skalar, fallen entsprechend die Summen u¨ber die Komponenten der Vektoren bei
den Koeffizienten der Bewegungsgleichungen weg.
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Wir untersuchen also zuna¨chst allgemein, wie die Beitra¨ge des Potentials ε2C
(2)
i +
ε3b
(3)
i z an die allgemeine dynamische Gleichung ankoppeln, ohne von den konkre-
ten Beitra¨gen fu¨r den ferromagnetischen Film Gebrauch zu machen. Die expliziten
Koeffizienten fu¨r den Film werden dann im Anschluss berechnet.
Wie man an (6.65) und (6.68) erkennt, enthalten C
(2)
i und b
(3)
i eine durch die Ma-
gnetisierung aufgepra¨gte Zeitabha¨ngigkeit. Diese macht sich mittels d (6.66) und e
(6.69) auf schnellen und u¨ber die Amplitude A1 auf langsamen Skalen bemerkbar.
Da die schnelle, periodische Zeitabha¨ngigkeit9 entscheidet, ob ein resonanter Term
auftritt, spalten wir sie hier von den langsamen Skalen ab:
C
(2)
i (t, rn, tn) =:
∑
n
einΩtC
(2)
in (rn, tn) (6.71)
b
(3)
i (t, rn, tn) =:
∑
n
einΩtb
(3)
in (rn, tn) . (6.72)
Der niedrigste nichtlokale Beitrag des Potentials tritt mit C
(2)
i in der Ordnung ε
2
auf. Dieser tritt aber im linearen Anteil in der Amplitudengleichung in zweiter Ord-
nung nicht auf, da wir vorausgesetzt haben, dass die dynamische Gleichung nur den
Gradienten des Potentials entha¨lt, C
(2)
i aber nicht von schnellen Ortsskalen abha¨ngt.
Aus demselben Grund gibt es in der dynamischen Gleichung auch keinen nichtloka-
len nichtlinearen Beitrag in der Ordnung ε3. Die Amplitudengleichung entha¨lt also
in der niedrigsten Ordnung keine nichtlokalen Terme, daher mu¨ssen wir fu¨r diese
Effekte bis zur Ordnung ε4 entwickeln.
Bei der Entwicklung werden im folgenden nur diejenigen Terme beru¨cksichtigt, die
die nichtlokalen Terme des Potentials enthalten. Terme, die nur die Amplituden
A(n) oder ihre ra¨umlichen Ableitungen enthalten, werden weggelassen: Sie dienen in
vierter Ordnung nur zur Resummation der bereits existierenden Terme, liefern aber
keine qualitativ neuen Effekte und sind daher gegenu¨ber Termen in dritter Ordnung
vernachla¨ssigbar. Aus diesem Grund werden auch alle lokalen Beitra¨ge zu C
(2)
i und
b
(3)
i nicht weiter beru¨cksichtigt.
Erst in der Ordnung ε3 treten also in (4.86) die nichtlokalen Beitra¨ge des Potentials
(
L(0)b Ψ
(2)
0i
)[1]
= (−i)(∇k ·∇1)Lb0C
(2)
i + . . . (6.73)(
L(0)b Ψ
(3)
0i
)[0]
= Lb0b
(3)
i z + . . . (6.74)
auf, wobei . . . hier fu¨r zusa¨tzliche lokale Terme steht. Dadurch entha¨lt die Lo¨sung
9Die Periodizita¨t ergibt sich durch die periodischen Koeffizienten der Magnetisierung
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fu¨r m(3) die nichtresonanten Terme10
m(3) =
∑
n
(
γ
0xn
∂x1C
(2)
in + γ0yn∂y1C
(2)
in + γ0bnb
(3)
in
)
+ . . . (6.75)
mit
γ
0xn
=− i
∫ ∞
0
U0(t, t− t
′)L
(100)
b0 e
inΩ(t−t′)dt′ (6.76)
γ
0yn
=− i
∫ ∞
0
U0(t, t− t
′)L
(010)
b0 e
inΩ(t−t′)dt′ (6.77)
γ
0bn
=
∫ ∞
0
U0(t, t− t
′)L
(001)
b0 e
inΩ(t−t′)dt′, (6.78)
wobei beru¨cksichtigt wurde, dass nur die Anteile von Lb mit ersten Ableitungen von
Null verschiedene Beitra¨ge liefern.
In der Ordnung ε4 ko¨nnen wegen der Nichtlinearita¨ten der dynamischen Gleichung
bzw. der nichtlokalen Kopplung folgende resonante Terme auftreten, die C
(2)
i oder
b
(3)
i enthalten:(
N 2a[m,m]
)(4)
=
∑
n
(
A1B
(10)
a (uc, γ0xn)∂x1C
(2)
in e
i(kcr+ωct)
+ A1B
(10)
a (uc, γ0yn)∂y1C
(2)
in e
i(kcr+ωct) (6.79)
+A1B
(10)
a (uc, γ0bn)b
(3)
in e
i(kcr+ωct)
)
+ . . .(
N 2b[m,Φ]
)(4)
=
∑
n
(
A1B˜
(10)
b,x (uc, e
inΩt)∂x1C
(2)
in e
i(kcr+ωct)
+ A1B
(10)
b,y (uc, e
inΩt)∂y1C
(2)
in e
i(kcr+ωct) (6.80)
+A1B˜
(10)
b (uc, e
inΩt)b
(3)
in e
i(kcr+ωct)
)
+ . . .(
L(0)b Φ
(4)
)[0]
=
∑
n
(
(−i)A1∂kxLbcJNcF
(10)(uc, γ0xn)∂x1C
(2)
in e
i(kcr+ωct)
+ (−i)A1∂kyLbcJNcF
(10)(uc, γ0yn)∂y1C
(2)
in e
i(kcr+ωct) (6.81)
+A1LbcJNcF
(10)(uc, γ0bn)b
(3)
in e
i(kcr+ωct)
)
+ . . .
Der erste Term (6.79) entha¨lt den nichtresonanten Beitrag m(3) (6.75), wa¨hrend sich
(6.80) durch Beitra¨ge der Differentialoperatoren der Ordnung ε ergibt, die in (4.29)
10In Kapitel 4 wurde die Lo¨sung fu¨r m(3) nicht mehr beno¨tigt, da die dritte Ordnung bereits die
Amplitudengleichung lieferte.
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auftreten, wobei fu¨r die Koeffizienten die Abku¨rzungen
B˜
(10)
b,x (uc, e
inΩt) := i
∑
α1β1γ1
(ikcx)
α1(ikcy)
β1∂γ1z B
(α11β10γ10)
a/b {uc, e
inΩt} (6.82)
B˜
(10)
b,y (uc, e
inΩt) := i
∑
α1β1γ1
(ikcx)
α1(ikcy)
β1∂γ1z B
(α10β11γ10)
a/b {uc, e
inΩt} (6.83)
B˜
(10)
b (uc, e
inΩt) :=
∑
α1β1γ1
(ikcx)
α1(ikcy)
β1∂γ1z B
(α10β10γ11)
a/b {uc, e
inΩt}. (6.84)
verwendet wurden. Die Nichtlinearita¨t der Potentialgleichung liefert in der vierten
Ordnung einen resonanten nichtlokalen Beitrag, der in der dynamischen Gleichung zu
dem Term (6.81) fu¨hrt. N 3b liefert in dieser Ordnung keine resonanten Terme, und
Beitra¨ge anderer Nichtlinearita¨ten sind von ho¨herer Ordnung; insbesondere reicht
die Entwicklung der Bewegungsgleichung bis zur dritten Ordnung aus.
Durch diese resonanten Beitra¨ge ergeben sich wegen der Sa¨kularbedingung (4.39) in
der Ordnung ε4 fu¨r die Amplitudengleichung (4.111) die zusa¨tzlichen Terme
∑
n
(
A1gn ·∇1C
(2)
in + hnA1b
(3)
in
)
(6.85)
mit den Koeffizienten
gx/yn =
∫ T
0
(
vc|Hx/yn
)
dt∫ T
0
(vc|uc)dt
(6.86)
hn =
∫ T
0
(vc|Hbn) dt∫ T
0
(vc|uc)dt
. (6.87)
Dabei fassen die Abku¨rzungen
Hx/yn(z, t) := B
(10)
a (uc, γ0x/yn) + B˜
(10)
b,x/y(uc, e
inΩt) + LbcJNcF
(10)(uc, γ0x/yn) (6.88)
Hbn(z, t) := B
(10)
a (uc, γ0bn) + B˜
(10)
b (uc, e
inΩt) + LbcJNcF
(10)(uc, γ0bn) (6.89)
die Beitra¨ge der quadratischen Nichtlinearita¨ten zusammen.
6.3.1 Ferromagnetischer Film
Um die nichtlokalen Beitra¨ge C
(2)
i aus (6.65) und b
(3)
i aus (6.67) in (6.85) einsetzen
zu ko¨nnen, mu¨ssen die Koeffizienten d und e gema¨ß (6.71) und (6.72) zerlegt werden.
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Damit erha¨lt man fu¨r den ferromagnetischen Film also die nichtlokale Amplituden-
gleichung
(∂t2 − vgy∂y2)A1 = µA1 + (Dx∂
2
x1
+Dy∂
2
y1
)A1 + r|A1|
2A1
+ εA1〈∇1|G∇1〉
∫
dr′1
|A1(r
′
1)|
2
|r1 − r′1|
, (6.90)
wobei sich der Koeffizient des nichtlokalen Terms aus dem dyadischen Produkt der
Koeffizienten gn (6.86) und hn (6.87) mit den Fourierkomponenten dn und en ergibt:
G =
∑
n
(
|gn〉〈dn|+ hnen1
)
. (6.91)
Der nichtlokale Term ist formal von ho¨herer Ordnung als die anderen Beitra¨ge. Er
ergibt sich aber natu¨rlicherweise durch den Einfluss des Potentials und liefert im
Gegensatz zu lokalen Korrekturen, die sich in vierter Ordnung ergeben wu¨rden und
gegenu¨ber Termen in dritter Ordnung vernachla¨ssigt werden ko¨nnen, einen qualitativ
neuen Beitrag. Fu¨r die Dynamik oberhalb der Instabilita¨tsschwelle spielt er deshalb
eine wichtige Rolle.11
6.3.2 Koeffizientenverlauf
Fu¨r den ferromagnetischen Film verschwinden die Beitra¨ge von Ba, da keine quadra-
tische Nichtlinearita¨t allein im m⊥ vorhanden ist, wie man an der Entwicklung der
dynamischen Gleichung (3.5) sieht. Außerdem gilt γ
0b
= 0, da der lineare Operator
Lb keine z–Ableitung entha¨lt (vgl. (3.6)). Zu gn und hn tragen also nur
Hx/yn(z, t) = LbcJNcF
(10)(uc, γ0x/yn) bzw. Hbn(z, t) = B˜
(10)
b (uc, e
inΩt) (6.92)
bei. Der erste Term von G ergibt sich also mit der Nichtlinearita¨t der Potentialglei-
chung, wa¨hrend der zweite Term aus der Nichtlinearita¨t der dynamischen Gleichung
stammt. Die zeitliche Abha¨ngigkeit der Koeffizienten d (6.66) und e (6.69) ergibt
sich aus der Zeitabha¨ngigkeit der kritischen Eigenvektoren, die aus der sto¨rungs-
theoretischen Behandlung in Kapitel 3 bzw. Anhang A bekannt sind.
Fu¨r die symmetrischen Moden desXY –Modells verschwindet der Koeffizient d durch
die Integration u¨ber die Filmdicke, G ist also orthogonal. Dagegen treten fu¨r die ge-
na¨herten Moden bei isotropem Austausch ohne Parita¨t auch Nichtdiagonalelemente
auf. Die Koeffizienten ko¨nnen mit einem Programm fu¨r symbolische Mathematik
[Wolf] berechnet werden (siehe Abbildung 6.1).
11Im Rayleigh–Be´nard–System treten bei festen Randbedingungen nichtlokale Effekte auch erst
in der vierten Ordnung auf; dies hat allerdings andere Ursachen, die in Abschnitt 6.4 diskutiert
werden.
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Abbildung 6.1: Koeffizienten des nichtlokalen Terms in der niedrigsten Ordnung η0. Die
Matrixelemente fu¨r den isotropen Austausch sind durchgezogen dargestellt. Gxx und Gyy
bezeichnen die Imagina¨rteile der Diagonalemente, die Nichtdiagonalelemente Gxy und Gyx
sind dagegen reell. Bei anisotropem XY –Austausch ergibt sich nur der eine gestrichelte
Koeffizient G˜, der wie die Diagonalelemente bei isotropem Austausch rein imagina¨r ist. Ein
Realteil wu¨rde sich wie beim nichtlinearen Koeffizienten r erst in der Ordnung η ergeben.
6.4 Vergleich mit hydrodynamischem Mean Drift
Bei der Strukturbildung in hydrodynamischen Systemen ko¨nnen durch langreich-
weitige Wechselwirkungen sogenannte Mean–Drift–Beitra¨ge hervorgerufen werden.
Diese treten beispielsweise bei Rayleigh–Be´nard–Konvektion [SiZi, ZiSi] mit freien
Randbedingungen auf: Formal erha¨lt man durch einen zusa¨tzlichen Nulleigenvektor,
der auf Grund der Galilei–Invarianz in der Ebene existiert, zwei gekoppelte dyna-
mische Gleichungen zur Beschreibung der Dynamik oberhalb der Schwelle.
In anderen Systemen, z. B. bei Rayleigh–Be´nard–Konvektion mit festen Randbedin-
gungen [Cr83] oder in ozeanischen Ekman–Schichten [HaLe], existiert kein zusa¨tz-
licher Nulleigenvektor, aber durch die Inkompressibilita¨t der Flu¨ssigkeit sorgt der
Druck fu¨r langreichweitige Wechselwirkungen. Die dort auftretenden nichtlokalen
Effekte ko¨nnen fu¨r den anisotropen Fall im Rahmen unserer Analyse des ferroma-
gnetischen Systems hier qualitativ verstanden werden: Da die Bewegungsgleichung
fu¨r die Geschwindigkeit auch nur den Gradienten des Drucks entha¨lt, spielt dieser
die Rolle des Potentials.
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Aus der Bewegungsgleichung fu¨r die Geschwindigkeit erha¨lt man wegen der Inkom-
pressibilita¨tsbedingung durch Divergenzbildung eine Potentialgleichung fu¨r p:
∆p = g(r, z), |z| ≤
d
2
. (6.93)
Dabei ha¨ngt die spezielle Form der Inhomogenita¨t g(r, z) vom jeweils betrachteten
konkreten System ab. Die Randbedingungen fu¨r den Druck lauten bei Rayleigh–
Be´nard–Konvektion
∂zp|z=± d
2
= 0 ; (6.94)
im Fall der Ekman–Schicht hat man nur fu¨r den einen Rand eine Neumannsche
Randbedingung. Der entscheidende Unterschied zum magnetostatischen Potential
besteht darin, dass es keinen Einfluss des Außenraums auf die Randbedingungen
gibt.
Fu¨r k 6= 0 kann diese Potentialgleichung (6.93) allgemein wie in Kapitel 4 behan-
delt werden, doch genau wie im magnetischen Fall tritt wegen der Neumannschen
Randbedingungen (6.94) eine additive Integrationskonstante auf. Fu¨r diese ergibt
sich analog zur Integration des magnetostatischen Potentials in Abschnitt 6.2 aus
der Randbedingung in dritter Ordnung fu¨r anisotrope Systeme eine Bedingungsglei-
chung der Form12
∆1C
(1)
i +
∫ d
2
− d
2
g
(3)
0 (rn, z
′) dz′ = 0. (6.95)
Dies kann man qualitativ direkt an der Bedingungsgleichung fu¨r das magnetosta-
tische Potential in dritter Ordnung (6.28) erkennen: Im magnetischen Fall wurde
durch diese Gleichung C
(2)
i festgelegt, aber im hydrodynamischen System fa¨llt der
Anteil von C
(2)
a± weg, da der Druck im Außenraum keinen Beitrag liefert. Damit erha¨lt
man Gleichung (6.95), wobei der Beitrag der Magnetisierung durch eine allgemeinere
Inhomogenita¨t g
(3)
0 ersetzt werden muss. Es la¨sst sich zeigen, dass unabha¨ngig von
der speziellen Form der Inhomogenita¨t nur ein mo¨glicher Term auftreten kann, der
proportional zu ∇1|A1|
2 ist13. Damit ergibt sich also statt der Integralgleichung fu¨r
C
(2)
i (6.62) eine Mean–Drift–Gleichung der Form
∆1C
(1)
i + d˜·∇1|A1|
2 = 0. (6.96)
Die Ableitung der Amplitudengleichung aus dem vorigen Abschnitt gilt hier im
Prinzip auch, weil dort kein Gebrauch von der expliziten Form von Ci gemacht
12Der Index i ist hier eigentlich nicht erforderlich, da keine Integrationskonstanten fu¨r den Au-
ßenraum auftreten; er wird aber fu¨r den Vergleich mit den Gleichungen des magnetostatischen
Potentials beibehalten.
13Terme proportional zu A1A
∗
2+ c.c. mu¨ssen verschwinden, da die Inhomogenita¨t sonst schon in
zweiter Ordnung die Randbedingungen nicht erfu¨llen wu¨rde.
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wurde, allerdings treten alle Terme schon eine Ordnung vorher auf, da C
(1)
i nicht
verschwindet. Der nichtlokale Anteil von b
(3)
i tritt wegen der fehlenden Wirkung des
Außenraums nicht auf (vgl. (6.30)).
Fu¨r Systeme mit unsymmetrischen Eigenmoden in z–Richtung treten also Mean–
Drift–Effekte in dritter Ordnung auf [HaLe], wa¨hrend fu¨r symmetrische Eigenmoden,
also zum Beispiel bei Rayleigh–Be´nard–Konvektion, der Koeffizient d˜ verschwinden
kann, so wie d im magnetischen Fall. Dann machen sich die Effekte erst in der vierten
Ordnung auf analoge Weise bemerkbar. Der nichtlokale Beitrag unterscheidet sich
aber von dem fu¨r ferromagnetische Filme, wie (6.96) verdeutlicht, da der Einfluss
langsamer Skalen zn nicht vorhanden ist.
Fu¨r isotrope Systeme ergeben sich kompliziertere Gleichungen, da die Richtungen
senkrecht und parallel zum kritischen Eigenvektor mit verschiedenen Potenzen von
ε skaliert werden mu¨ssen. Dagegen ist aber der Laplace–Operator in der Potential-
gleichung fu¨r den Druck (6.93) bzw. in der Gleichung fu¨r C
(1)
i (6.95) isotrop. Um den
Variationen in beiden Richtungen Rechnung zu tragen, werden daher meist Terme
verschiedener Gro¨ßenordnung vermischt [Cr83].
In isotropen Systemen sind Mean–Drift–Effekte fu¨r das Auftreten einer neuen sekun-
da¨ren Instabilita¨t verantwortlich: Die Skew–Varicose–Instabilita¨t macht sich wie die
Eckhaus–und die Zig–Zag–Instabilita¨t zuerst fu¨r langwellige Sto¨rungen bemerkbar,
tritt aber im Gegensatz zu diesen weder parallel noch normal zum urspru¨nglichen
Muster auf. Sie spielt fu¨r kleine Prandtl–Zahlen eine wesentliche Rolle beim U¨ber-
gang zur Turbulenz.
Mean–Drift–Effekte werden auch in Phasengleichungen untersucht [CrNe, NPS].
Dort kann eine weitere neue Instabilita¨t detektiert werden, die Fokus–Instabilita¨t,
die zwar nicht die Stabilita¨t von ebenen Rollen betrifft, aber einen großen Einfluss
beim Einsetzen von Zeitabha¨ngigkeit im System haben kann. Außerdem sind Mean–
Drift–Terme bei Defektbildungen beteiligt.
6.5 Ausblick
Wir haben durch die langreichweitige Wechselwirkung in ferromagnetischen Syste-
men eine Amplitudengleichung mit nichtlokalem Beitrag (6.90) erhalten. Eine sich
daran direkt anschließende Frage besteht natu¨rlich darin, welches Lo¨sungsverhalten
diese Gleichung zeigt. Man sieht leicht, dass laufende Wellen
A1(r1, t2) = Aˆ1e
i(K1r1+Ω2t2) (6.97)
ebenso wie bei der komplexen Ginzburg–Landau–Gleichung stationa¨re Lo¨sungen von
(6.90) sind, da der nichtlokale Term beim Einsetzen von (6.97) verschwindet. Auf die
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Stabilita¨t dieser Lo¨sungen hat der Integralterm aber auf jeden Fall einen wichtigen
Einfluss, wie man an den neuen sekunda¨ren Instabilita¨ten beim Auftreten von Mean–
Drift–Termen in der Hydrodynamik sieht. Es erscheint also lohnend, zuku¨nftig diese
sekunda¨ren Instabilita¨ten der Lo¨sungen (6.97) fu¨r den ferromagnetischen Film zu
untersuchen. Außerdem stellt sich die Frage nach weiteren Lo¨sungen der nichtlokalen
Amplitudengleichung.
Durch den teilweise schon verwendeten allgemeinen Formalismus bietet sich die Mo¨g-
lichkeit, den allgemeinen Einfluss langreichweitiger Wechselwirkungen auf die Nicht-
gleichgewichtsstrukturbildung zu erforschen. Dazu wird es notwendig sein, den Ein-
fluss der Randbedingungen und des Außenraums, der hier nur fu¨r konkrete Systeme
analysiert werden konnte, allgemein zu erfassen.
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Kapitel 7
Zusammenfassung
In dieser Arbeit haben wir uns mit der Frage bescha¨ftigt, welchen Einfluss die lang-
reichweitige Dipolarwechselwirkung auf die Nichtgleichgewichtsstrukturbildung in
ferromagnetischen Filmen hat. Der Ausgangspunkt der Arbeit war die dissipative
Landau–Lifshitz–Gleichung, die die raum–zeitliche Magnetisierungsdynamik eines
getriebenen ferromagnetischen Films beschreibt. Neben dem statischen und dem
treibenden Feld und einer biaxialen Anisotropie wurden die kurzreichweitige Aus-
tauschwechselwirkung und insbesondere das nichtlokale Dipolarfeld beru¨cksichtigt.
Dieses la¨sst sich in magnetostatischer Na¨herung als der Gradient eines Potentials
beschreiben, fu¨r das man eine zusa¨tzliche Differentialgleichung erha¨lt. Mit den zu-
geho¨rigen Randbedingungen, die sich aus den Maxwellschen Stetigkeitsbedingungen
ergeben, lassen sich die Fouriermoden des Potentials fu¨r k 6= 0 mittels Greenscher
Funktionen integrieren.
Durch das statische Feld wird eine Richtung der homogenen Magnetisierung aus-
gezeichnet. Diese stationa¨re Lo¨sung kann, wie von Suhl fu¨r homogen getriebene
ferromagnetische Systeme zum ersten Mal gezeigt wurde [Suhl57], durch treibende
Felder destabilisiert werden. Da das System explizit zeitabha¨ngig ist, kann das li-
neare Floquet–Problem zur Bestimmung der Instabilita¨tsschwelle in der Regel nur
numerisch gelo¨st werden. Im Spezialfall kleiner treibender Felder und kleiner Da¨mp-
fung ist aber auch ein sto¨rungstheoretischer Zugang mo¨glich. In erster Ordnung Sto¨-
rungstheorie tritt eine Instabilita¨t auf, wenn die Eigenwerte des ungesto¨rten Systems
gerade der halben treibenden Frequenz entsprechen. Zur Berechnung der Instabili-
ta¨tsschwelle werden dabei die ra¨umlichen Eigenmoden des ungetriebenen Systems
beno¨tigt. Im Fall einer anisotropen XY –Austauschwechselwirkung konnten diese
leicht bestimmt werden, wa¨hrend die exakten Eigenmoden bei isotroper Austausch-
wechselwirkung wegen der zusa¨tzlich beno¨tigten Randbedingungen fu¨r die Magneti-
sierung recht kompliziert sind. Daher haben wir hier gena¨herte Moden fu¨r den Fall
gemischter Randbedingungen verwendet.
Mit diesen Eigenmoden ergeben sich die Schwellwerte des treibenden Feldes, bei
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denen die stationa¨re Lo¨sung instabil wird. Die niedrigste Instabilita¨t tritt bei ei-
nem kritischen Wellenvektor auf, dessen Richtung durch das Zusammenwirken von
Anisotropie und Orts– und Spinraum koppelnder Dipolarwechselwirkung festgelegt
wird.
In Kenntnis dieser Instabilita¨t haben wir uns der schwach nichtlinearen Analyse der
raum–zeitlichen Dynamik des Systems zugewandt. Dazu haben wir zuna¨chst all-
gemeine Amplitudengleichungen fu¨r Systeme mit nichtlokaler Kopplung abgeleitet.
Unter Beachtung der Ableitungsrelationen fu¨r die zusa¨tzliche Gleichung ergab sich
die bekannte komplexe Ginzburg–Landau–Gleichung. Die Wirkung der nichtlokalen
Kopplung machte sich dabei in den Eigenschaften des linearen Spektrums und in den
Beitra¨gen des nichtlinearen Koeffizienten bemerkbar. Zur Ableitung der Gleichung
musste aber die Voraussetzung erfu¨llt sein, dass alle Beitra¨ge der zusa¨tzlichen Glei-
chung insbesondere fu¨r k→ 0 regula¨r sind. Damit entha¨lt die Amplitudengleichung
keine nichtlokalen Terme.
Unter Beru¨cksichtigung der Ergebnisse aus der linearen Stabilita¨tsanalyse konn-
ten zuna¨chst die Koeffizienten fu¨r eine Amplitudengleichung berechnet werden, die
Strukturen ohne nichtlokale Beitra¨ge beschreibt. Durch die lineare Floquetsche Sto¨-
rungstheorie ergibt sich in der niedrigsten Ordnung ein imagina¨rer kubischer Koeffi-
zient, wa¨hrend sich fu¨r den Diffusionsterm sowohl der Real– als auch der Imagina¨rteil
bestimmen lassen. U¨ber das Vorzeichen des Realteils des nichtlinearen Koeffizienten
la¨sst sich erst mit der Bestimmung der kritischen Eigenvektoren in erster Ordnung
eine Aussage machen.
Bei der Berechnung der konkreten Beitra¨ge des magnetostatischen Potentials fiel
aber auf, dass singula¨re Terme auftreten. Dies macht sich in der Sa¨kularbedingung,
aus der sich die allgemeine Amplitudengleichung ergab, nicht bemerkbar, fu¨hrt aber
in der na¨chsten Ordnung zu nichtlokalen Effekten. Durch die Fouriermoden der Ma-
gnetisierung mit k = 0 aus der zweiten Ordnung ergeben sich langreichweitige Bei-
tra¨ge des Potentials, die insbesondere im Außenraum zu langsamen Variationen in
allen Raumrichtungen fu¨hren. Formal ko¨nnen diese nichtlokalen Beitra¨ge entweder
u¨ber die Randbedingungen der Potentialgleichung abgeleitet oder direkt aus einem
Grenzu¨bergang der spektralen Integraloperatoren gewonnen werden. Auf Grund der
Potentialeigenschaft treten in der dritten Ordnung in der dynamischen Gleichung
keine resonanten nichtlokalen Beitra¨ge auf; erst in vierter Ordnung ergibt sich eine
Amplitudengleichung mit einem zusa¨tzlichen Integralterm, dessen Koeffizienten so-
wohl fu¨r dieXY –Moden als auch fu¨r die gena¨herten Moden bei isotropem Austausch
berechnet wurden.
Damit haben wir eine Gleichung abgeleitet, die nichtlokale Effekte der Dipolarwech-
selwirkung beru¨cksichtigt. Um eine Kenntnis u¨ber die Lo¨sungseigenschaften dieser
neuen Gleichung zu gewinnen, bietet es sich nun an, sekunda¨re Instabilita¨ten lau-
fender Wellen zu untersuchen, die eine stationa¨re Lo¨sung der gewonnenen Amplitu-
dengleichung sind. Der Vergleich mit Mean drift–Effekten in der Hydrodynamik legt
74
es nahe, dass diese durch den Integralterm entscheidend beeinflusst werden.
Die hier bereits dargestelle teilweise Formalisierung der Sto¨rungsentwicklung bietet
einen Ausgangspunkt, um den Einfluss ra¨umlich nichtlokaler Wechselwirkungen auf
die Strukturbildung im Rahmen der schwach nichtlinearen Analyse systematisch und
modellunabha¨ngig zu untersuchen. Damit wa¨re es mo¨glich, Gemeinsamkeiten und
Unterschiede langreichweitiger Kopplungen (wie sie zum Beispiel in der Hydrodyda-
mik u¨ber den Druck, in magnetischen Systemen durch die Dipolarwechselwirkung
oder in gravitativen Systemen bei der Sternentstehung oder Galaxienbildung durch
die Gravitationswechselwirkung vermittelt werden) herauszuarbeiten und ihren Ein-
fluss auf die Nichtgleichgewichtsstrukturbildung in universeller Weise zu erfassen.
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Anhang A
Floquetsche Sto¨rungstheorie
Wir untersuchen eine lineare Differentialgleichung der Form1
φ˙ = L
0
φ+ ηL
1
(t)φ , η ¿ 1, φ ∈ R2 , (A.1)
wobei L
0
konstante Koeffizienten hat und L
1
die Da¨mpfung und das treibende Feld
entha¨lt. Dieses soll periodisch von der Zeit abha¨ngen, d. h. fu¨r den Operator L
1
gilt
L
1
(t+ T ) = L
1
(t) mit T =
2pi
Ω
. (A.2)
Er la¨sst sich also immer nach periodischen Funktionen entwickeln:
L
1
(t) =
∑
n
L
1n
einΩt , (A.3)
wobei die Koeffizienten von L
1n
zeitlich konstant sind. Fu¨r reelle Systeme muss dabei
L
1n
= L∗
1n¯
mit n¯ := −n (A.4)
erfu¨llt sein.
Ungesto¨rtes System (η = 0):
Damit sto¨rungstheoretisch u¨berhaupt eine Instabilita¨t auftreten kann, muss L
0
rein
imagina¨re Eigenwerte besitzen. Mit den zugeho¨rigen Rechts– bzw. Linkseigenvekto-
ren gelten also die Eigenwertgleichungen
L
0
u± = ±iω0u± bzw. v
∗
±L0 = ±iω0v
∗
± . (A.5)
1Der Einfachheit halber beschra¨nken wir uns auf ein zweidimensionales System, das ja hier auch
vorliegt. Die Verallgemeinerung auf ho¨herdimensionale Systeme bereitet aber keine prinzipiellen
Schwierigkeiten.
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Dabei gilt fu¨r die Eigenvektoren bei reellem L
0
v∗− = v+ bzw. u
∗
− = u+ . (A.6)
Bei einem negativen Realteil der Ordnung 1 ko¨nnte eine kleine Sto¨rung der Ord-
nung η na¨mlich keine Instabilita¨t hervorrufen; daher muss die Da¨mpfung, wie oben
gefordert, in L
1
enthalten sein.
Getriebenes System:
Ein explizit zeitabha¨ngiges lineares Differentialgleichungssystem mit periodischen
Koeffizienten la¨sst sich nach dem Floquet–Theorem durch den Ansatz
φ(t) = p(t)eλt (A.7)
lo¨sen [GuHo], wobei p(t) periodisch in der Zeit ist:
p(t+ T ) = p(t) . (A.8)
Dabei bestimmt der Floquet–Exponent λ die Stabilita¨t des Systems; wegen der
Abspaltung des periodischen Anteils p kann man den Imagina¨rteil dabei auf eine
Brillouin–Zone beschra¨nken:
Imλ ∈
[
−
Ω
2
,
Ω
2
]
(A.9)
Durch Einsetzen des Floquet–Ansatzes (A.7) in die Differentialgleichung (A.1) erha¨lt
man
λp+ p˙ =
(
L
0
+ ηL
1
(t)
)
p . (A.10)
Entwickelt man p und λ nach dem Kleinheitsparameter η:
p = p0 + ηp1 + . . . , λ = λ0 + ηλ1 + . . . , (A.11)
la¨sst sich (A.10) durch eine Sto¨rungsentwicklung lo¨sen. Dabei wird fu¨r das Auftreten
einer Instabilita¨t entscheidend sein, ob die Frequenz des treibenden Feldes resonant,
d. h. ob Ω = 2ω0
n
ist.
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Außerhalb der Resonanz
Nullte Ordnung:
Mit der Entwicklung der Lo¨sung (A.11) lautet die nullte Ordnung von (A.10)
λ0p0 + p˙0 = L0p0 . (A.12)
Diese la¨sst sich durch Multiplikation mit dem Linkseigenvektor v∗+ von L0 lo¨sen: Mit
d
dt
〈v+|p0〉 = (iω0 − λ0)〈v+|p0〉 (A.13)
ergibt sich fu¨r den projizierten Anteil die Lo¨sung
〈v+|p0〉(t) = e
(iω0−λ0)t〈v+|p0〉(0) . (A.14)
Wegen der zeitlichen Periodizita¨t von p (A.8) muss e(iω0−λ0)T = 1 sein; damit erha¨lt
man fu¨r den Floquet–Exponenten
λ0 = iω0 + inΩ, n ∈ Z . (A.15)
Wegen (A.9) kann man sich aber auf eine Lo¨sung beschra¨nken:
λ0 = iω0, p0 = u+. (A.16)
Analog ergibt sich durch Multiplikation mit dem Linksfloqueteigenvektor v∗− die
zweite, linear unabha¨ngige Lo¨sung
λ0 = −iω0, p0 = u− . (A.17)
Erste Ordnung:
In erster Ordnung lautet die Differentialgleichung fu¨r p1
λ0p1 + λ1p0 + p˙1 = L0p1 + L1(t)p0 . (A.18)
Durch Multiplikation mit den Linkseigenvektoren v∗± von L0 folgt unter Beru¨cksich-
tigung der Lo¨sung aus der nullten Ordnung
d
dt
〈v±|p1〉 = (±iω0 − λ0)〈v±|p1〉 − λ1〈v±|p0〉+ 〈v±|L1(t)p0〉 . (A.19)
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Die Integration liefert
〈v±|p1〉(t) = e
(±iω0−λ0)t〈v±|p1〉(0)
+
∫ t
0
e(±iω0−λ0)(t−t
′)
(
〈v±|L1(t
′)p0〉 − λ1〈v±|p0〉
)
dt′ . (A.20)
Wegen der T–Periodizita¨t von p (A.8) muss fu¨r das obere Vorzeichen die Bedingung
∫ T
0
(
〈v+|L1(t
′)p0〉 − λ1〈v+|p0〉
)
dt′ = 0 (A.21)
erfu¨llt sein. Setzt man p0 ein und beru¨cksichtigt die Zerlegung von L1 (A.3), ergibt
sich nach der Integration u¨ber eine Periode
λ1 =
〈v+|L10u+〉
〈v+|u+〉
. (A.22)
Fu¨r das untere Vorzeichen von (A.21) erha¨lt man wegen (A.6) und (A.4) denselben
Eigenwert λ1. Da L10 den Da¨mpfungsanteil der Sto¨rung darstellt, gilt λ1 < 0; es
tritt also außerhalb der Resonanz in der ersten Ordnung keine Instabilita¨t auf.
In der Resonanz: ω0 =
nΩ
2
Nullte Ordnung:
Analog zum Fall außerhalb der Resonanz erha¨lt man in niedrigster Ordnung aus
(A.13) fu¨r den Floquet–Exponenten λ0 = i
nΩ
2
, aber wegen der Periodizita¨t (A.8)
hat der zugeho¨rige Eigenvektor p0 einen zusa¨tzlichen Beitrag
2:
λ0 = i
nΩ
2
, p0 = αu+ + βe
−inΩtu− . (A.23)
Fu¨r den zweiten Exponenten λ0 = −i
nΩ
2
ergibt sich dieselbe Lo¨sung φ0, die beiden
Zusta¨nde sind also entartet. Die Koeffizienten α, β sind in dieser Ordnung unbe-
stimmt, erst das treibende Feld in erster Ordnung legt die der Sto¨rung angepassten
Eigenvektoren fest.
2Wegen (A.9) ko¨nnte man den Floquet–Exponenten auf den Bereich einer Periode (d. h. n = 1)
beschra¨nken und p0 entsprechend modifizieren; fu¨r die weitere Rechnung ist es aber bequemer, die
Lo¨sung in nullter Ordnung in dieser Form zu verwenden.
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Erste Ordnung:
Mit p0 in der Resonanz (A.23) ergeben sich durch die Integration (A.20) nun zwei
verschiedene Bedingungsgleichungen fu¨r die Periodizita¨t von p1:∫ T
0
(
〈v+|L1(t
′)p0〉 − λ1〈v+|p0〉
)
dt′ = 0 (A.24)∫ T
0
eiΩt
′
(
〈v−|L1(t
′)p0〉 − λ1〈v−|p0〉
)
dt′ = 0 . (A.25)
Setzt man p0 (A.23) und (A.3) ein, ergibt sich nach der Integration u¨ber ein Periode
α〈v+|L10u+〉+ β〈v+|L1nu−〉+ αλ1〈v+|u+〉 = 0
α〈v−|L1n¯u+〉+ β〈v−|(L10u−〉 − βλ1〈v−|u−〉 = 0 . (A.26)
Man erha¨lt also fu¨r λ1 eine Eigenwertgleichung
B
(
α
β
)
= λ1
(
α
β
)
(A.27)
mit den Lo¨sungen
λ1± =
1
2
(
SpB ±
√
(SpB)2 − 4DetB
)
. (A.28)
Beru¨cksichtigt man noch (A.6) und (A.4), folgt aus (A.26)
SpB = 2Re
〈v+|L10u+〉
〈v+|u+〉
(A.29)
DetB =
∣∣∣〈v+|L10u+〉
∣∣∣2 − ∣∣∣〈v+|L1nu−〉
∣∣∣2
|〈v+|u+〉|
2 . (A.30)
Ein Eigenwert λ1+ = 0 tritt fu¨r DetB = 0 auf;
3 das System wird also dann instabil,
wenn die Bedingung ∣∣∣〈v+|L10u+〉
∣∣∣2 = ∣∣∣〈v+|L1nu−〉
∣∣∣2 (A.31)
erfu¨llt ist. Mit λ1 = 0 erha¨lt man aus (A.26) die Beziehung
〈v+|L10u+〉α + 〈v+|L1nu−〉β = 0 (A.32)
3Komplex konjugierte Eigenwerte mit verschwindendem Realteil gibt es nicht, da das treibende
Feld in SpB nicht auftritt.
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und damit die der Sto¨rung angepassten Eigenvektoren in niedrigster Ordnung.
Die Instabilita¨t bei ω0 =
nΩ
2
tritt also nur dann auf, wenn die Sto¨rung L
1
(t) die
entsprechende Mode L˜
1n
einΩt entha¨lt. Wird das System beispielsweise durch ein
treibendes Feld mit der Zeitabha¨ngigkeit cosΩt getrieben, tritt also nur eine In-
stabilita¨t fu¨r ω0 =
Ω
2
auf. Um ho¨here Instabilita¨ten mit n > 1 zu erhalten, muss
die Da¨mpfung mit einer ho¨heren Potenz von η skaliert werden; das entspricht also
sta¨rkeren treibenden Feldern.
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Anhang B
Entwicklung der linearen
Operatoren
Zur Ableitung der allgemeinen Amplitudengleichung werden die Beitra¨ge der li-
nearen Operatoren (4.2) bzw. (4.10) und (4.11) beno¨tigt, die durch die ho¨heren
Ordnungen der Differentialoperatoren auftreten. Mit
(
∂αx∂
β
y
)[1]
= α∂α−1x ∂x1∂
β
y + β∂
α
x∂
β−1
y ∂y1 (B.1)
erha¨lt man unter Beru¨cksichtigung der Spektraldarstellungen (4.16), (4.17) fu¨r die
erste Ordnung
(
Luke
ikrA
)[1]
=
∑
αβγ
(
α(ikx)
α−1(iky)
β∂γzL
(αβγ)uke
ikr∂x1A
+β(ikx)
α(iky)
β−1∂γzL
(αβγ)uke
ikr∂y1A
)
=(−i)(∇k ·∇1)Lkuke
ikrA . (B.2)
Analog ergibt sich mit
(
∂αx∂
β
y
)[2]
=
α(α− 1)
2
∂α−2x ∂
2
x1
∂βy +
β(β − 1)
2
∂αx∂
β−2
y ∂
2
y1
+ αβ∂α−1x ∂x1∂
β−1
y ∂y1
+ α∂α−1x ∂x2∂
β
y + β∂
α
x∂
β−1
y ∂y2 (B.3)
fu¨r die zweite Ordnung
(
Luke
ikrA
)[2]
=
(−i)2
2
(∇k ·∇1)
2Lkuke
ikrA+ (−i)(∇k ·∇2)Lkuke
ikrA . (B.4)
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Anhang C
Ableitungsrelationen der
zusa¨tzlichen Gleichung
Fu¨r die Integration der zusa¨tzlichen Gleichung beno¨tigt man die Ableitungsrelatio-
nen der Spektraldarstellung. Die Inhomogenita¨ten der Gleichungen, die sich daraus
ergeben, lassen sich mit den Beitra¨gen der linearen Operatoren in den ho¨heren Ord-
nungen identifizieren. Dazu genu¨gt es, die lineare Gleichung
`akρk = `bkr (C.1)
zu betrachten, die mit dem zugeho¨rigen Integraloperator die Lo¨sung
ρk = Jkr (C.2)
hat.
Erste Ableitungen
Die Differentiation von Gleichung (C.1) nach ki (wobei i = x, y)liefert nach Einsetzen
von (C.2)
`ak∂kiρk = ∂ki`bkr − ∂ki`akρk = ∂ki`bkr − ∂ki`akJkr . (C.3)
Differenziert man andererseits die Lo¨sung (C.2) nach ki:
∂kiρk = ∂kiJkr , (C.4)
muss dies gerade die Lo¨sung der differenzierten Gleichung sein. Mit σk := ∂kiρk
ergibt sich also die A¨quivalenz
`akσk = ∂ki`bkr − ∂ki`akJkr ⇔ σk = ∂kiJkr . (C.5)
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Zweite Ableitungen
Durch nochmaliges Ableiten und Einsetzen von σk folgt
`ak∂kjσk = ∂ki∂kj`bkr − ∂ki∂kj`akσk − ∂ki`ak∂kjσk
= ∂ki∂kj`bkr − ∂ki∂kj`akJkr − ∂ki`ak∂kjJkr, (C.6)
wa¨hrend die Ableitung der Lo¨sung
∂kjσk = ∂ki∂kjJkr (C.7)
liefert. Mit τk := ∂kjσk ergibt sich also hier die A¨quivalenz
`akτk = ∂ki∂kj`bkr − ∂ki∂kj`akJkr − ∂ki`ak∂kjJkr ⇔ τk = ∂ki∂kjJkr . (C.8)
Beitra¨ge der entwickelten zusa¨tzlichen Gleichung
Identifiziert man die Beitra¨ge (4.49) und (4.48), die bei der verallgemeinerten Po-
tentialgleichung in der Ordnung ε2 auftreten:
(−i)(∇k · ∇1) (`bcuc − `acJcuc)A1 (C.9)
gerade mit der Inhomogenita¨t in (C.3), fu¨hren sie mit der A¨quivalenz (C.5) zu der
Lo¨sung
(−i)(∇k · ∇1)A1Jcuc . (C.10)
Analog liefern die Beitra¨ge in der Ordnung ε3 aus (4.79)-(4.81)
−
1
2
(∇k · ∇1)
2 (`bcuc − `acJcuc)A1 − (∇k · ∇1)`ac(∇k · ∇1)A1Jcuc (C.11)
mit (C.8) die Lo¨sung
−
1
2
(∇k · ∇1)
2A1Jcuc . (C.12)
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Anhang D
Transformationseigenschaften
Fu¨r den Fall, dass u
(νc)
k von k abha¨ngt, kann man eine T–periodische Transformation
R(k, t) einfu¨hren, die in der Umgebung von kc mit
R(k, t)u
(νc)
k (z, t) = uc(z, t), R(kc, t) = 1 (D.1)
eine Unabha¨ngigkeit der kritischen Eigenvektoren von k erreicht. Diese Transfor-
mation soll auf die Bewegungsgleichung (4.1) angewendet werden. Im Ortsraum
transformieren sich mit dem Operator
R := R(−i∇⊥, t) (D.2)
die Felder gema¨ß
mˆ = Rm (D.3)
Φˆ = RΦ = RJLR
−1Rm+RJNR
−1Rn2[R
−1m] + . . .
=: JˆLmˆ+ JˆN nˆ[mˆ] . (D.4)
Setzt man Φˆ ein, erha¨lt man fu¨r die transformierte Bewegungsgleichung
∂tmˆ =
ˆ˜Lmˆ+ Nˆ [mˆ, Φˆ] (D.5)
mit den Operatoren
ˆ˜L = RL˜R−1 + R˙R−1 (D.6)
Nˆ 2[mˆ, Φˆ] = RN [R
−1m,R−1Φ] . (D.7)
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Mit der Spektraldarstellung ˆ˜Lk ergibt sich fu¨r den transformierten Zeitentwicklungs-
operator gerade
Uˆk(t, t
′) = R(k, t)Uk(t, t
′)R−1(k, t′) . (D.8)
Fu¨r die transformierte Gleichung (D.5) gilt die Ableitung der Amplitudengleichung
aus Kapitel 4, da der transformierte Eigenvektor uˆ
(νc)
k von
ˆ˜Lk nicht von k abha¨ngt.
Damit ha¨ngen aber die Koeffizienten von den transformierten Gro¨ßen ab. Man muss
also zeigen, dass die Transformation aus den Ausdru¨cken fu¨r die Koeffizienten her-
ausfa¨llt und die Ableitung der Amplitudengleichung auch fu¨r die urspru¨nglichen
Bewegungsgleichungen gilt. Dies ist letztendlich deshalb mo¨glich, weil alle auftre-
tenden Koeffizienten Skalare sind.
Da die kritischen Eigenvektoren fu¨r kc unabha¨ngig von der Transformation sind,
tritt diese in den Koeffizienten vg (4.67) und D (5.8) nicht auf. Die neue Amplitude
Aˆ1 der transformierten Felder stimmt bis zur Ordnung ε mit A1 u¨berein. Setzt man
die Definition des transformierten linearen Operators (D.6) in das Matrixelement fu¨r
den linearen Koeffizienten µ (4.112) ein, fa¨llt die Transformation bei der Integration
u¨ber eine Periode heraus.
Um die Unabha¨ngigkeit des nichtlinearen Koeffizienten r (4.114) zu zeigen, muss man
alle Beitra¨ge aus zweiter und dritter Ordnung u¨berpru¨fen, die einen Beitrag leisten.
Man kann sich durch sukzessives Einsetzen davon u¨berzeugen, dass Bc (4.101) und
Dc (4.102) im transformierten und urspru¨nglichen System identisch sind und somit
auch rˆ = r gilt.
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Anhang E
Fouriertransformationen
Die in Kapitel 6.1 beno¨tigten Fourierru¨cktransformationen werden beide auf a¨hn-
liche Weise durchgefu¨hrt; sie sind hier der Vollsta¨ndigkeit halber angegeben. Die
Integralgleichung in Kapitel 6.2.1 kann auch durch eine Fouriertransformation ge-
lo¨st werden.
E.1 Fourierru¨cktransformationen
E.1.1 Beitrag von J⊥
Durch Fourierru¨cktransformation der Amplitude ergibt sich fu¨r das zweite Integral
in (6.12)∫
dq
q
q
|Aˆ1|
2(q, r2, ...)e
iqr1 =
∫
dr′1|A1(r
′
1, ...)|
2
∫
dq
q
q
eiq(r1−r
′
1) . (E.1)
Das zweite Integral kann mit dem U¨bergang auf Polarkoordinaten und durch an-
schließende partielle Integration gelo¨st werden:∫
dq
q
q
eiq(r1−r
′
1) =
∫
dq dφ
(
q cosφ
q sinφ
)
ei(q cosφ(x1−x
′
1)+k sinφ(y1−y
′
1))
=− i∇1
∫
dq dφ
(
q cosφ
q sinφ
)
eiq|r1−r
′
1| sin(φ+φˆ) (E.2)
=− 2pii∇1
∫
dq J0 (q|r1 − r
′
1|)
=− 2pii∇1
1
|r1 − r′1|
. (E.3)
87
Damit erha¨lt man fu¨r den nichtlokalen Beitrag in zweiter Ordnung
Ψ
(2)
0i = −
∫ d
2
− d
2
Γ0(z
′, t) dz′ ·∇1
∫
dr′1
|A1(r
′
1, ...)|
2
|r1 − r′1|
+ . . . (E.4)
E.1.2 Beitrag von Jz
Fu¨r die Bestimmung des Beitrags von Jz ist analog zu E.1.1 auch eine Fourierru¨ck-
transformation durchzufu¨hren:∫
dq |q||Aˆ1|
2(q, r2, ...)e
iqr =
∫
dr′1|A1(r
′)|2
∫
dq |q|eiq(r1−r
′
1) . (E.5)
Fu¨r das zweite Integral ergibt sich, ebenfalls mit dem U¨bergang auf Polarkoordinaten
und hier durch zweifache partielle Integration,∫
dq |q| eiq(r1−r
′
1) =
∫
dq dφ q2ei(q cosφ(x1−x
′
1)+q sinφ(y1−y
′
1))
= −∆1
∫
dq dφ eiq|r1−r
′
1| sin(φ+φˆ) . (E.6)
Man erha¨lt hier dasselbe Integral wie in (E.2). Damit lautet der nichtlokale Beitrag
des Potentials in dritter Ordnung
Ψ
(3)
0i = −
∫ d
2
− d
2
(z − z′)|uc(z
′, t)|2dz′∆1
∫
dr′1
|A1(r
′
1, ...)|
2
|r1 − r′1|
+ . . . (E.7)
E.2 Lo¨sung der Integralgleichung
Fu¨r die Bestimmung von C
(2)
i ergibt sich eine Integralgleichung der Form∫
C
(2)
i (r
′
1, ...)K(r1, r
′
1)dr
′
1 = −4pid·∇1|A1(r1, ...)|
2 (E.8)
mit dem Kern (6.64). Diese la¨sst sich mittels Fouriertransformation lo¨sen. Fu¨r die
linke Seite erha¨lt man∫
dr1e
−iqr
∫
C
(2)
i (r
′
1, ...)K(r1, r
′
1)dr
′
1
=
∫
dr′1C
(2)
i (r
′
1, ...)e
−iqr′1
∫
dr1e
−iq(r1−r′1)K(r1, r
′
1)
= Cˆ
(2)
i (q, r2, ...)Kˆ(q) . (E.9)
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Dabei ergibt sich die Fouriertransformierte des Kerns mittels zweifacher partieller
Integration, der Substitution r′′1 = r
′
1−r1 und der Einfu¨hrung von Polarkoordinaten:
Kˆ(q) =
∫
dr1 e
iq(r1−r′1)K(r1 − r
′
1) =
1
pi
∫
dr1 e
iq(r1−r′1)∆
1
|r1 − r′1|
= −
q2
pi
∫
dr′′1 e
−iqr′′1
1
r′′1
= −
q2
pi
∫
dr′′1dφ e
−ikr′′1 cosφ (E.10)
= −2q2
∫ ∞
0
J0(qr
′′) = −2q .
Fu¨r die rechte Seite erha¨lt man
−
∫
dr′14pid·∇|A1(r
′
1, ...)|
2e−iqr
′
1 = 4piid·q
∫
dr′1|A1(r
′
1, ...)|
2e−iqr
′
1
= 4piid·q|Aˆ1|
2(q, r2, ...) . (E.11)
Damit ergibt sich aus (E.8) fu¨r die Fouriertransformierte von C
(2)
i
Cˆ
(2)
i (q, r2, ...) =
2piid·q
q
|Aˆ1|
2(q, r2, ...) . (E.12)
Eine Fourierru¨cktransformation von Cˆ
(2)
i fu¨hrt zu
C
(2)
i (r1, ...) =
i
2pi
∫
dqd·
q
q
|Aˆ1|
2(q, r2, ...) . (E.13)
Das entspricht genau dem Beitrag Ψ
(2)
0i (6.12) bei der Integralformulierung; es ergibt
sich also als Lo¨sung auch hier (E.4).
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