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Введение
В настоящее время география станций лидар
ного зондирования атмосферы (ЛЗА) заметно рас
ширяется. До настоящего времени лидарные стан
ции являются надежным поставщиком регулярных
сведений о процессах, происходящих в верхней ат
мосфере (50...100 км). В сотрудничестве с ИОА СО
РАН (г. Томск) создаются станции ЛЗА в г. Якутске,
на Камчатке, проводятся измерения в ходе мор
ских экспедиций (г. Владивосток) [1].
Данные ЛЗА, полученные в различных геогра
фических точках, позволяют полнее изучить атмо
сферные процессы и апробировать существующие
алгоритмы обработки данных применительно к но
вым условиям и оборудованию. Создание станции
ЛЗА требует больших усилий по настройке и под
держке оборудования, а также высокой квалифи
кации исследователя при обработке и интерпрета
ции данных. Во многих науках достаточно остро
стоит проблема совместного использования и об
работки экспериментальных данных, получаемых в
различных организациях, удаленных иногда на
значительные расстояния друг от друга (например,
в разных странах). Важнейшими здесь являются
вопросы накопления и предоставления доступа к
банкам данных, а также распространение и под
держка соответствующего программного обеспече
ния.
В настоящее время на станциях ЛЗА, как прави
ло, разрабатывается уникальное программное
обеспечение, которое настраивается под конкрет
ную реализацию аппаратуры лидара. С одной сто
роны, эти программы позволяют получить надеж
ный результат, а с другой стороны, при сравнении с
результатами других лидарных станций, изменении
условий измерений, будет происходить и измене
ние самого результата. Для решения этой пробле
мы нами предлагается проводить обработку лидар
ных данных одной или нескольких лидарных стан
ций при помощи одной программы. Способ реали
зации предлагается в виде клиентсерверного при
ложения.
Для организации оперативного обмена и обра
ботки данных ЛЗА в Томском государственном
университете систем управления и радиоэлектро
ники (ТУСУР) совместно с ИОА СО РАН создает
ся распределенная информационная система.
Система предполагает наличие в г. Томске серве
ра приложений, позволяющего удаленно обрабаты
вать данные ЛЗА с целью восстановления профилей
концентрации озона, отношения аэрозольного рас
сеяния, температуры. Предполагается создание
клиентского программного обеспечения, реали
зующего отдельные алгоритмы обработки само
стоятельно, без обращения к центральному узлу –
серверу. Но в случае необходимости с помощью
вебинтерфейса можно будет осуществить полный
цикл обработки только с помощью главного узла
системы. Сервер также предоставляет возможности
пополнения банка экспериментальной информа
ции и обновления клиентского программного обес
печения. Данная статья посвящена описанию
структуры, возможностей и реализации распреде
ленной информационной системы.
Описание распределенной информационной системы
Практические особенности обработки лидарных
данных являются однотипными для разных лидар
ных станций, где применяется один метод измере
ний. Так, например, метод дифференциального по
глощения одинаково реализуется как в видимой, так
и в ИК областях спектра. Отличие наблюдается лишь
в способе измерений, типе детектора, величине шу
мов и фонового сигнала и др., но не в основе метода
измерений. В этом случае типичная блоксхема ци
кла «измерениеобработка» представлена на рис. 1.
Рис. 1. Блок%схема цикла измерение%обработка
На большинстве лидарных станций результат из
мерений обрабатывается непосредственно в момент
поступления или через некоторое время, путем счи
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Приводится описание распределенной информационной системы, предназначенной для удаленной обработки данных лидар%
ного зондирования таких параметров атмосферы, как профиль концентрации озона, температуры и отношения рассеяния. Ра%
спределенная система построена по принципу клиент%сервер, где сервер работает как накапливающий и обрабатывающий
центр, а в задачи клиента входят функции приема%передачи данных и результатов обработки, а также визуализация. Показыва%
ются возможности системы при организации сети лидарных станций.
зультаты обработки (профили концентрации газов,
температуры или отношения рассеяния) накаплива
ются в соответствующей базе данных. При сравне
нии результатов работы нескольких лидарных стан
ций, как правило, сравниваются результаты обра
ботки данных измерений без тщательного анализа
алгоритмов обработки. Алгоритмы обработки могут
вносить некоторые систематические погрешности,
которые могут, в принципе, повлиять на результат
сравнения или сделанный вывод. Базы данных ре
зультатов измерений в редких случаях передаются и
обрабатываются сторонними алгоритмами.
Ранее, нами были разработаны программные
системы [2, 3], которые полностью соответствова
ли режиму измерений, показанному на рис. 1. Од
нако, современное состояние и распространен
ность Интернеттехнологий позволяет выйти на
другой уровень обработки, накопления и анализа
данных измерений.
Нами предлагается подход, основанный на совре
менных Интернеттехнологиях, позволяющий свя
зать несколько лидарных станций в один узел, иметь
однотипные обрабатывающие алгоритмы, проводить
одновременные компании измерений и др.
Как видно из рис. 2, структура разрабатываемой
распределенной информационной системы являет
ся простой. Каждая станция ЛЗА имеет программу
клиент, которая обладает некоторыми функциями,
которые делегированы ей программойсервером.
Программасервер обладает максимальными функ
циональными возможностями по накоплению, об
работке, сравнению данных измерений. Програм
маклиент имеет доступ к результатам, которые воз
никают на стороне программысервера. Програм
маклиент, в принципе, является независимой, од
нако ее наполнение функциональными возможно
стями определяется программойсервером.
Рис. 2. Структура разрабатываемой распределенной инфор%
мационной системы
Методики восстановления профилей концентрации
озона, температуры и отношения рассеяния
Определение вертикального профиля содержа
ния газа из лидарных эхосигналов, полученных с
помощью двухволнового лидара, сводится к задаче
дифференцирования функции f(z) [2–4]:
(1)
где NON, NOFF – зарегистрированные с высоты z эхо
сигналы на длинах волн λON и λOFF; и βON, βOFF – коэф
фициенты обратного рассеяния на соответствую
щих длинах волн; τON, τOFF – оптические толщи моле
кулярного рассеяния и аэрозольного ослабления.
В выражении (1) предполагается, что величины
NON, NOFF очищены от сигналов фонового излучения
атмосферы. Функция Ψ(z) задается из модельных
представлений, либо определяется из независимо
го эксперимента. При посылке импульсов излуче
ния в узкой спектральной области, занимаемой от
дельной колебательновращательной линией,
функцию Ψ(z) можно положить равной нулю.
Концентрация газа ρ(z) определяется из выра
жения:
где ϕ(z) – регуляризованный аналог производной
функции f(z); ΔK=KON–KOFF – дифференциальное
сечение поглощения исследуемого газа.
Плотность атмосферы ρa(z) связана с объемным
коэффициентом молекулярного рассеяния α(z) со
отношением:
α(z)=σ .ρa(z),
где σ – коэффициент молекулярного рассеяния.
Таким образом, измеряя лидарные сигналы N(z)
мы можем восстановить коэффициент молекуляр
ного рассеяния, и, затем, плотность воздуха ρa(z).
Разумеется, область высот, в которой мы желаем
получить ρa(z) по оптическим рассеивающим свой
ствам, полностью определяется отношением аэро
зольного и молекулярного рассеяния.
Для того, чтобы получить формулы для расчета
давления Р(z), температуры Т(z) и плотности возду
ха ρa(z) по измеренному объемным коэффициенту
молекулярного рассеяния α(z), необходимо вос
пользоваться двумя уравнениями – статики и со
стояния идеального газа (см., например [3, 4]):
из которого следует
и в заключение имеем:
(4)
где ρ(z0)=ρ0 – плотность воздуха в точке калибров
ки, R – универсальная газовая постоянная; μ – мо
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где g0=980,616 cм.c–2 – ускорение силы тяжести на
широте 45 град, Rz=6370 км – средний радиус Зе
мли; ϕ – широта места и а1=0,0026.
При решении обратной задачи лидарного зон
дирования профиля концентрации озона, наличие
аэрозольных образований (слоев) существенно мо
жет повлияет на точность восстановления. Поэто
му необходимо знать состояние аэрозольной атмо
сферы в момент зондирования. Сведения об аэро
зольном наполнении можно получить из тех же
данных лидарного зондирования, путем расчета от
ношения аэрозольного рассеяния. Из данных об
отношении рассеяния можно определить аэро
зольные слои, которые сопоставляются со структу
рой слоев профиля концентрации озона, что по
зволит явно разделить физически обусловленную
структуру от случайных слоев.
Отношение рассеяния определяется формулой:
(2)
где βa(z), βm(z) – коэффициенты рассеяния назад
аэрозольного и молекулярного рассеяния.
Из (2) видно, что отношение рассеяния показы
вает вклад аэрозольной составляющей в общее рас
сеяние. В стратосфере вклад молекулярной соста
вляющей более существенен, и поэтому только
слои аэрозоля могут приводить к отклонению ве
личины R от единицы.
Вычисление отношения рассеяния проводится
по ниже приведенному выражению:





ная система представляет собой две взаимодей
ствующие части: приложениесервер и приложе
ниеклиент. Все вычислительные возможности,
требуемые для обработки данных, заключены в
сервере. Приложениеклиент может обращаться к
возможностям сервера посредством сети, а также
имеет возможность сбора данных измерений с раз
личных станций ЛЗА в общее хранилище данных
на стороне сервера. Приложениесервер предста
вляет собой вычислительную систему, состоящую
из нескольких логических частей. Хранилище дан
ных – позволяет хранить и накапливать данные из
мерений ЛЗА, промежуточные и конечные резуль
таты обработки этих данных. Управляющий модуль
– обеспечивает координированную работу осталь
ных частей. У него имеется общая информация по
всей системе, что позволяет ему распределять вы
числительные задачи. Он обеспечивает взаимодей
ствие с приложениямиклиентами и сохраняет из
меряемые данные и результаты обработки в храни
лище. Вычислительные модули, получая задания и
данные от управляющего модуля, непосредственно
производят требуемые вычисления. Схема приве
дена на рис. 3.
Рис. 3. Архитектура сервера системы
Такая реализация системы требует четкого опи
сания всех моделей и данных, так как сервер может
предоставлять доступ только к полностью описан
ным вычислительным возможностям. Пользова
тель системы выбирает модель, в ней задачу, и затем
параметры задачи. После этого система определяет
порядок необходимых вычислений и отправляет их
на исполнение. Затем полученный результат сохра
няется в хранилище, рис. 4.
Рис. 4. Схема порядка работы системы при работе с пользо%
вателем
Реализованы приложениеклиент и приложе
ниесервер на языке программирования JAVA.
Описание модели проводится на языке XML. Вы
числительные модули могут быть реализованы на
различных языках программирования, но преобла
дающее количество написано на языке FORTRAN.
В таком исполнении система может работать под
большим количеством операционных систем.
На рис. 5 приведен образ разработанного про
граммного клиента. Как видно из рисунка, клиент
обладает базами данных измерений и обработан
ных значений, настройками соединений и процес
са обработки. На данном рисунке в графическом
окне показан исходный лидарный сигнал и сигнал
после нескольких преобразований, которые для
пользователя выполняются автоматически.
Заключение
При организации системы в виде клиентсер
верного приложения появляется возможность гиб
кого масштабирования как вычислительных ресур
сов, так и количества поддерживаемых задач. На
ращивание производительности может быть про
изведено за счет увеличения числа вычислитель
ных машин, а также за счет оптимизации вычисли
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ра программного обеспечения для решения указан
ных выше задач изначально формировалась так,
что добавление новых функций не вызовет карди
нальных изменений работы системы в целом.
Предлагаемая вниманию система проходит все
стороннее тестирование (в первой версии сервер
находится в ТУСУРе, а клиент в ИОА СО РАН,
г. Томск).
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Рис. 5. Образ клиентского окна
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