One method of viral marketing involves seeding certain consumers within a population to encourage faster adoption of the product throughout the entire population. However, determining how many and which consumers within a particular social network should be seeded to maximize adoption is challenging. We define a strategy space for consumer seeding by weighting a combination of network characteristics such as average path length, clustering coefficient, and degree. We measure strategy effectiveness by simulating adoption on a Bass-like agent-based model, with five different social network structures: four classic theoretical models (random, lattice, small-world, and preferential attachment) and one empirical (extracted from Twitter friendship data). To discover good seeding strategies, we have developed a new tool, called BehaviorSearch, which uses genetic algorithms to search through the parameter-space of agent-based models. This evolutionary search also provides insight into the interaction between strategies and network structure. Our results show that one simple strategy (ranking by node degree) is near-optimal for the four theoretical networks, but that a more nuanced strategy performs significantly better on the empirical Twitter-based network. We also find a correlation between the optimal seeding budget for a network, and the inequality of the degree distribution. 
more powerful than traditional advertising. One way to encourage positive word-of-mouth is by distributing reduced or free products to target consumers who will then discuss the product with their friends and encourage those friends to buy the product. However, whom to seed with these initial products in order to maximize the amount and rate of product adoption is not obvious. Given an arbitrary social network and a limited seeding budget, choosing the optimal seeding locations has been shown to be an NP-Hard problem [16] . Furthermore, it is not clear what the proper seeding budget should be for a particular network. Assuming that the product is beneficial and that seeded consumers are inclined to speak positively about it, seeding more consumers will increase the speed of product adoption. However, giving away more free products increases the overall expense of the promotional campaign. In addition, seeded consumers are removed from the pool of potential customers, which may decrease total revenue for the product. Thus, it is important to choose both the correct target consumers to seed and correct seeding budget to maximize adoption.
This problem has direct implications for real-world marketing managers. The growth of YouTube, Twitter, Facebook, and other digital social media capabilities, has given marketing managers a new platform by which to advertise and market their products to consumers. The compelling aspect of these platforms is that they encourage consumers to develop online social networks which provide a formalization of the social interactions of individuals. However, despite the power of this new media it has been difficult for marketing managers to use this platform successfully [2] . In many cases, due to privacy considerations, the full network described by these social media applications is not known, so advertisers are forced to rely on third party information about the consumers they are targeting.
To account for the challenges that marketers face, we propose a version of the general viral marketing problem, which we call the local viral marketing problem or LVMP. We will first overview related research, then formally define the LVMP, and discuss the agent-based model we use for simulating adoption and the five networks we will test it on. We propose a range of strategies to solve the LVMP, then discuss experimental results from exploring this strategic space using a new evolutionary tool (BehaviorSearch), and conclude with recommendations for future work.
RELATED WORK
Recently there has been work on viral marketing from two different disciplines, computer scientists, and marketing researchers. Originally introduced to computer science by Domingos and Richardson [8] , the problem was formalized by Kempe, Kleinberg, and Tardos [16] who described the problem as selecting the correct individuals to seed with a product in an arbitrary network given a fixed marketing budget. They showed that their formalization of this problem is in fact NP-hard, but presented some heuristic solutions to the problem, with some provable approximation guarantees. However, their best approximation algorithm requires global knowledge of the network; in other words, in order to be implemented the marketing manager would need to know every node in the network and how it is connected to every other node; unfortunately, this is an unrealistic requirement in many real-world cases.
Leskovec, Adamic, and Huberman [17] , on the other hand, take a descriptive approach to viral marketing. Similarly within marketing research, Goldenberg, Libai and Muller [13] use a cellular automata model to describe adoption processes and characterize which individuals have the greatest effect on adoption. Goldenberg and others have also examined the role of hubs (individuals with a high number of friends) in the adoption process [11] . Other marketing researchers have explored how innovations diffuse across a variety of different topologies [23] , and how word-of-mouth affects product adoption [6, 22] . In contrast to this previous work, our goal is to make prescriptive suggestions for seeding within viral marketing campaigns, but at a knowledge level that could be available to marketing managers.
To accomplish this task, we use a genetic algorithm (GA) [14] to search for optimal (or high-performing) strategies in the space of possible consumer seeding strategies. Our task is equivalent to the problem of optimizing the parameters of a multi-agent simulation, where the parameters control the seeding strategy. In a different context, one of the earliest uses of a GA was to characterize the parameters of a cell simulation [30] . Later, Miller proposed the the use of nonlinear optimization techniques for a variety of model exploration and testing tasks, dubbed as "active nonlinear testing" or ANT [20] . Calvez and Hutzler used a genetic algorithm for several parameter search/calibration tasks in an agent-based model of ant food foraging [4] . Within the marketing domain, Midgley, Marks, and Kunchamwar [19] have used a genetic algorithm to examine agent-based models in a consumer retail environment. Building on this research, we have constructed a general tool, which we call BehaviorSearch [24] , for using evolutionary computation to explore the parameters of agent-based models created using the NetLogo agent-based modeling toolkit [31] .
LOCAL VIRAL MARKETING PROBLEM
The global viral marketing problem (GVMP) consists of selecting a group of individuals who will be seeded with a product in order to encourage their friends to adopt a product at a quicker rate than they normally would have. The problem assumes that there is a graph G, of vertices and edges, where each vertex is a consumer in the network and each edge represents a social connection between two vertices. In addition to the social network, there is also an adoption function, fi(t), which specifies the likelihood that a vertex, i, will adopt a product at time t, given the adoption state of its immediate neighbors. For the purposes of the results presented herein, the adoption function fi(t) is assumed to be the same for all individuals, so we will use the notation f (t).
In order to simultaneously consider both the amount and rate of adoption, we will use the notion of the net present value (N P V ) of an adoption network [12] . Intuitively, the NPV measure accounts for the fact that it is worth more to a company if people buy its product now, rather than several months from now, especially since new competing products may enter the marketplace. The N P V , given an adoption function (f (t)), social network (G), and seeded vertices (S), is the sum of vertices that adopt the product multiplied by the profit from the product and a discount factor for time of adoption, specifically:
where a(t) is the number of adopters at time t, p is the profit for adoption of a product, and λ is the discount factor. In our experimental results, we chose a 10% discount rate (λ = 0.9), which has previously been used in related marketing literature [12, 18] . This discount rate represents the cumulative effect of several factors, including the opportunity cost of not having the money earlier and the potential necessity to lower prices over time to stay competitive.
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The fully specified GVMP is to identify a set of vertices S that will maximize the network's NPV, given that |S|×c ≤ b, where c is the cost of seeding one vertex, and b is a specified budgetary constraint.
The local viral marketing problem (LVMP) is similar to the GVMP, except that we remove knowledge of the structure of the global network (G), instead offering only characteristics of each vertex which provide summary statistics about the vertex and its role in the network. There are many different network measures that could be chosen [26] ; in Section 4.3 we will describe the specific measures we used, but one example measure is the vertex degree (i.e., the number of neighbors). Specifically, the problem is to find a weighting function, w(i), that determines where to place vertex i in a priority queue for seeding. Once the queue has been created, vertices to be seeded are chosen in rank order, until the budget (b) is exhausted. Also, in contrast to the GVMP, in our formulation of the LVMP we allow b to be varied as part of the strategy, which includes finding an optimal budget amount as part of the problem definition. Thus, we define a seeding strategy, S, to be a weighting function w(i) together with a specified budget, b, as this is sufficient information to seed an arbitrary network.
Our examination of the LVMP is arguably more relevant to the real-world than the GVMP for a number of reasons. As discussed in Section 1, often the best budgetary value to use for viral marketing seeding is unknown. Moreover, in many real-world cases the global social network is also unknown. In face-to-face interactions, no one knows the full network of any reasonably sized market, and even in the case of social networking web sites, privacy constraints may prevent access to the whole network (e.g., Facebook), or data collection limitations may be prohibitive (e.g., Twitter). Even in cases where data is available, running simulations on the entire network to determine the optimal seeding strategies would be computationally difficult, if not impossible. Solving the LVMP for realistic networks of moderate size could provide marketing managers with a way to specify solutions that are not reliant on global network knowledge. Moreover, since the LVMP strategies are specified in a generalizable way that is not dependent on a particular network structure, they may facilitate learning of solutions that perform well across a variety of network architectures. Finally, solutions to the LVMP could be used to drive new business models. If the role of an individual in diffusion is known, then social media platforms, such as Facebook, or intermediaries who work with these platforms, such as a third-party advertising firm, could charge different premiums to brands for advertising to different types of consumers, based on the consumers network characteristics. For instance, they might charge more for an advertising campaign targeting well-connected users than for a campaign using random sampling. Solutions to the LVMP would provide a way to quantify the differential utility, and appropriately price these campaigns.
In this paper, we specifically address these questions: How do different social networks affect the optimal seeding budget and strategy? Does providing a complex strategy space yield better solutions than simple strategies? How robust are LVMP strategies to different adoption "virality" levels?
THE MODEL
In order to investigate the LVMP, we must specify a model for the diffusion of products throughout the network. Specifically we must describe an adoption function, f (t), the network structure, G, and the strategy space, S.
Adoption Function
There are at least two classes of product adoption function that have been examined, Bass-like models [21, 13] (sometimes called "cascade" models), and "threshold" models [27, 28] . In the Bass-like model (so-called because of its resemblance to the aggregate-level Bass model [3] ), the adoption decision consists of two factors, whether to adopt due to individual innovation, and whether to adopt due to peer imitation. In a "threshold" model, each individual adopts only if the fraction of their neighbors that has adopted is above a certain threshold. We will use a Bass-like adoption function that is the most immediate translation of the aggregate Bass model to an individual level and is an example of an independent interaction model that has been previously examined in similar forms [11, 28, 23, 25] . In our model, the heuristic for adoption of individual i can be written as,
) where p is the effect of external influences on adoption, q is the effect of social influences on adoption, n is the number of neighbors of i, and na(t) is the number of neighboring vertices who have already adopted the product at time t. This adoption function has previously been shown to validate well against empirical data [21] .
In the present work, we examine two different diffusion scenarios: a 'medium virality' scenario (p = 0.01535 and q = 0.455) and a 'high virality' scenario (p = 0.0007 and q = 0.53), which are at the middle and extremes (respectively) of empirically observed values [5] . We do not examine a 'low virality' scenario (high p and low q), since the dominance of individual adoption over peer-based word-ofmouth minimizes the network-effects that interest us, and viral marketing does not significantly affect adoption. Different values of p and q may be seen to represent different types of products. A product which has a high p relative to other products is one that consumers will naturally adopt on their own; this could represent a product which is just clearly useful, such as a refrigerator. A product which has a high q relative to other products is one which consumers are more likely to adopt if many of their friends have adopted; this could represent a product with considerable network efforts, such as a fax machine, or a product which encourages social discussions, such as the Flixster Facebook app for sharing movie recommendations.
The Networks
In the experimental results below, we investigate four abstract networks created using network generation routines from the social network literature, along with one empirically derived network. In all five cases, the number of nodes 2 in the network is exactly 1000. For the generated networks, we also chose parameters that would yield a similar 3 edge density to that of the empirically derived network. Specifically, the networks are:
1. random -an Erdös-Renyi random graph [9] , with a uniform probability ρ of an edge being present between any two vertices (ρ = 0.26712 in the results below).
2. lattice -a regular network, where each node in the network is located on a circle and connected to a particular number of neighbors (26 in the results below) on either side of them.
3. small-world (sw) -this network is generated by starting with a lattice network, and randomly rewiring some of the edges as described in [29] (in the results below, we used a degree of 26 and a rewiring probability of 0.01).
4. preferential attachment (pa) -this network is generated with the preferential attachment mechanism described in [1] . Nodes are incrementally added to the network and connect in a way that is preferentially biased toward individuals who already have many connections (in the results below, 14 connections created per added node).
5. twitter -this network (shown in Figure 1 ) was extracted from data available via the public Twitter API. It represents a small connected subgraph of the complete Twitter social network. Starting with a random Twitter UID between 1 and 10 million, we used breadth-first search to add the 999 nodes closest to our starting node, and all friendship links (13, 343 in this case) between these nodes. (Note: we define A and B as friends when A "follows" B and B "follows" A).
The lattice and random networks are not realistic social networks, but they are used for comparison purposes, as well-studied examples of extreme order and disorder (respectively). The small-world (sw ) and preferential attachment (pa) networks have been shown to model certain types of social and constructed networks fairly well [1, 29] . The sw network has a high level of clustering, while maintaining a short average path length. The pa network exhibits a power law (or scale-free) relationship between the degree of nodes and their frequency of occurrence. The twitter network provides an example from a real digital social network. It displays a more skewed degree distribution than even the pa network, indicating that a very small number of individuals have a disproportionately large number of social connections. 
Strategies
In order to evolve solutions for the LV M P , we need to define the search space for optimal strategies. In Section 3, we define a strategy to consist of two elements: the budget b, which we will operationalize as the fraction of the total network to be seeded, fs, and a priority weighting function w(i). For the experiments presented here, we will assume no additional cost c for seeding a node beyond the loss in potential profit p that would otherwise have been gained from a node if it had adopted, thus the budget cost b is reflected in the ineligibility to adopt the product of the initial fs × n seeded nodes (where n is the size of the network). This is a generally optimistic view of seeding costs, but may be realistic for digital media products, where after the sunk development costs, the marginal production cost is near 0. A useful weighting function for determining seeding priority requires information about individuals. In this work, we will assume knowledge is available about several characteristics of nodes in the network, illustrated by the following five simple weighting functions:
1. degree -the number of neighbors of the target node normalized by the maximum possible value, i.e., w d (i) = degree(i) max (degree) . Higher degree nodes influence more neighbors, directly encouraging more adoption.
2. twostep -a measure corresponding to the number of nodes that are reachable within two steps of the given Degree distribution by network type . An extension to the degree measure. . Nodes with lower average path length are better connected to the entire graph, potentially encouraging adoption. . The lower the clustering coefficient of a node, the less overlap there is among its neighbors, encouraging wider adoption more quickly.
5. random -the priority of an individual is determined randomly, i.e., wr
(Note that each weighting function is normalized so that values fall within the range of [0, 1], and higher values of w(i) will correspond to a better ranking in the priority queue, and that ties will be broken randomly.) In past work on the GVMP, the degree and apl have been shown to be important factors, while random seeding performs poorly [16] . We hypothesize that better solutions (using the same available information) than these 5 simple strategies may be possible if the strategies are employed together. Thus we consider weighting functions that use a linear combination of the strategies above:
where the α's express the normalized weights assigned to each of these various characteristics of the node. Finally, a linear combination might still not be expressive enough; what if it were better to alternate seeding between two different strategies? For instance, first seed the highest degree node, then the node with the lowest normalized path length, and back and forth until the budget is exhausted. Therefore we expand our space to include "mixed strategies", consisting of two sub-strategies, along with an additional parameter for how often each substrategy should be used. This gives us our final w(i) function, which is:
where w comb,1 and w comb,2 are both of the form described in Equation 1 with their own α's, x is a random variable drawn 5 from U [0, 1], and p is the parameter which specifies the probability with which w combined,1 is to be used. Without loss of generality, we restrict p > 0.5, meaning that w comb,1 will always be the primary sub-strategy and w comb,2 is the secondary sub-strategy (chosen less often for seeding). Given this space, we can now describe an individual in the population of our genetic algorithm. Each individual will specify weights for all the α values described above (ten different values, five for each of the two strategies), a p which is the probability with which the first strategy is used, and fs which is the fraction of the population to seed. This results in 12 real-valued genes for each individual, which is not especially many, yet the search space is too large for a bruteforce approach. Also, given the complexity and stochasticity of the fitness function, we speculate that the space will be highly nonlinear, and there will be noise in the fitness determination (discussed below). These factors motivate our choice of genetic algorithms for exploring this problem.
IMPLEMENTATION
In order to explore the LVMP, we constructed an agentbased model of it using NetLogo [31] . In the model, we first create a number of agents (1000 for the experiments presented herein), and then we connect them according to one of the social network topologies described in Section 4.2. Then we take the strategy currently being investigated, and we sort the list of all agents using Equation 2. After this we select the fraction of agents at the top of this priority queue using the fs specified by the strategy, and we seed each of these agents with the product (setting their adoption state to true). Then at each time step of the model, every agent who has not adopted the product runs the decision rule described in Section 4.1 to decide if they will adopt the product. Once all the agents have decided whether to adopt the product in a particular time step, we record the total number of consumers who have adopted and we begin the next time step. In our experiments, we make the simplifying assumption that the product has some appeal to every agent in the population, thus the simulation ends once all agents have adopted, and we calculate the NPV of the current run. Since the adoption heuristic is stochastic and the seeding strategy may be stochastic, we run the simulation multiple times to more accurately calculate the expected NPV for a given strategy. Specifically, an individual's fitness is the average NPV from 10 simulations (with different random seeds). While this Monte Carlo averaging cannot eliminate noise, in practice we found that using 5 x is only drawn once per seeding choice 10 replicates sufficiently reduced the noise so the GA could progress toward good solutions. Moreover, GAs are often successful despite the presence of noise or uncertainty [15] .
To automate the process of exploration, we have created a tool called BehaviorSearch [24] that interfaces with NetLogo, and which can run a genetic algorithm over the parameters of any NetLogo simulation. In this case, the parameters of our model correspond to the seeding strategy to be evaluated. The genetic algorithm used is reasonably simple: we generate an initial population consisting of 50 random individual strategies, each containing 12 different genes as described in Section 4.3. The numeric values that make up a strategy are discretized at a resolution of 0.01, and encoded as a binary string, using a Gray code 6 . The fitness of each individual is evaluated by decoding the binary string into the 12 strategy parameters, initializing the agent-based model with these parameters, and observing the mean N P V from 10 independent replications of the simulation. Using these fitness values, BehaviorSearch performs a standard generational GA [14] evolution step (70% one-point crossover, 1% mutation rate, tournament selection with tournament size 3) on the population. This process is repeated for 200 generations. For both the 'medium' and 'high' virality scenarios, we used BehaviorSearch to conduct multiple instances (30) of these searches on each of the five different networks (Section 4.2); this resulted in a total of 2 scenarios × 5 networks × 30 searches × 50 individuals × 200 generations = 3 million f itness evaluations. As each fitness evaluation requires averaging 10 runs, the grand total is 30 million simulation runs, which took approximately 11, 000 hours (or 462 days 7 ) of compute time.
RESULTS AND DISCUSSION
The first result we will examine is the GA's performance across the different networks types. Figure 3 shows the bestof-run performance for the GA on each network topology, for the 'medium virality' scenario (performance trends for the 'high virality' scenario were very similar, and are omitted due to space constraints). The GA finds fairly good solutions for each topology early on and then the rate of improvement slows after that. The effect of noisy fitness evaluation is observable, in that the actual NPV values (dotted lines in the figure, approximated by the average NPV from 1000 simulation runs with the GA's best individual) are considerably lower than the best-of-run fitness values the GA reports (solid lines). This is because the GA only averages 10 simulation runs to determine fitness, and then it chooses the best from the population, so the noise causes an overlyoptimistic estimate of the best individual's fitness. However, individuals with the highest noisy fitness are likely to also have highest actual NPV, and the correlation between the increase in fitness and the increase in the actual NPV confirms that the GA does make real progress despite the noisy environment. Figure 3 also demonstrates that there are different maximum NPV values achievable for each social network. In fact, there is substantial variability in the capacity of these different networks to transmit/diffuse information which directly affects NPV. In general higher NPV values were possible on the networks with degree distributions that were more skewed, or inequitably distributed (in particular, the pa and twitter networks). The NPV values have a theoretical maximum of 1000 (unattainable), which would correspond to every person spontaneously deciding to adopt the product immediately, without any seeded individuals. Before examining the evolved strategies, we will discuss results for the seeding budgets (seeding fraction, fs) discovered by the GA. In all of the 30 search replications, the chosen fs was always centered tightly around a specific value, which indicates a high degree of confidence that the seeding fraction values that were found are indeed optimal. However, the specific value of fs varied substantially between network types, and also slightly based on the virality scenario (see Figure 4) . In general, fs was lower for those networks with degree distributions that were skewed such that a small number of nodes had a disproportionately large number of connections. Figure 4 displays this relationship quantitatively by plotting the optimal seeding budgets (as discovered by the GA) against the Gini coefficient [10] of the network's degree distributions, which is a standard measure of distributional inequality ranging from 0.0 (flat equal distribution) to 1.0 (all connections concentrated in a single individual). This relationship also mirrors how the maximum achievable NPV varies by network type: essentially networks with uneven degree distributions have lower optimal seeding budgets, and a higher payoff in terms of adoption (NPV). This result is sensible, given that degree (w d ) turns out to be very important component of seeding strategies for all of the networks, as we will discuss below.
The next question we investigated was what the best strategies discovered by the GA looked like. For each of the 5 network types, in each of the 2 virality scenarios, BehaviorSearch provides us with the best strategies found in each of 30 GA searches. Due to space constraints, we present only the results for the twitter network (which proved to be the most interesting case) on the 'medium virality' scenario (see Figure 5 ). As shown, there is a fair amount of Optimal seeding budgets by network type Figure 4 : The best seeding budgets found by the GA for each network type. These are plotted against (on the x-axis) the Gini coefficient of the degree distributions. The regression lines are not intended to propose a linear relationship, but merely to illustrate the correlation.
variation among the GA's best strategies. This is likely due to large plateau areas in the landscape resulting in neutral evolution among a variety of different strategies, though it could also indicate non-convexities in the space that make it difficult to search. It is worth mentioning that the weight given to the "random" strategy (αr) was very low in all the best strategies found by the GA (except for in the lattice network, where no LVMP strategy outperforms random because all nodes have identical characteristics), which shows that choosing an informed strategy for seeding is important. Our next inquiry was whether the GA's best strategies gave better performance than using very simple strategies with the same available information. For each set of 30 strategies generated by the evolutionary search, we determined the "best strategy" by testing them with an additional independent 1000 simulation runs, and choosing the one with the highest average NPV. As a baseline for comparison, for each network, we also determined an NPV value by seeding using each of the basic component weighting functions individually: degree (w d ), two-step neighbors (wt), averagepath-length (wa), clustering-coefficient (wc), and random (wr). On each of the five network types, w d proved to be the best basic strategy of the five basic strategies. On four of the five networks, the best strategies found by the GA were either only very marginally better, or not significantly different than w d , with the notable exception being the twitter network, where the GA found a strategy that outperformed w d by more than 19 NPV units, or 2.5% (p < 0.01 significance), in both the 'medium' and 'high' virality scenarios. A performance comparison is shown in Figure 6 , and the GA's best strategies for the twitter network are displayed in Figure 7 . Further testing showed that in the best strategy for the 'high virality' scenario, the 1% use of a secondary strategy had no impact, and in both 'medium' and 'high' scenarios, the small amount of αa (apl) weighting included in these strategies was not significant in affecting performance. Thus, the key strategic ingredient turned out to be the combination of high degree (α d ) with low clustering- GA's 30 best strategies for 'twitter' (medium virality) 
coefficient (αc)
. This is interesting, since using wc (cc) alone as a weighting strategy performs worse than random seeding on the twitter network. The poor performance of wc comes from a sizable number of degree one nodes (only a single friend) in the twitter network, which (trivially) have clustering coefficients of 0, but make poor choices for seeding. These findings beg the question: what is special/different about the twitter network, that was not captured in any of the 4 abstract generated social networks, which makes clustering coefficient information important for seeding? Our hypothesis is that many of the highest degree nodes (hubs) in this twitter network are closely linked with one another, but that there are some important individuals in the network that are further away from the central hubs, and serve as "brokers" to individuals or groups that are not directly connected to the hub. The visualization of seed choices within the twitter network ( Figure 8 ) supports this explanation. Logically, it makes sense to seed individuals that are both reasonably high degree, and also play the role of brokers in the network -and yet, the 
high virality
Best primary strategies for twitter network Figure 7 : Components of the best primary substrategies the GA found for the twitter network. Secondary sub-strategies were basically unused: p1 = 1.00 ('medium') and p1 = 0.99% ('high').
advantages over pure (single) linear-combination strategies.
In our current results we do not see any benefit, as the GA was only able to find a strategy that outperformed the simple w d degree strategy in the twitter network, and that turned out to be a pure strategy as well, only requiring a combination of w d and wc to succeed. However, this does not rule out the possibility that a mixed strategy could be useful with a different network from the 5 investigated here, or with a different set of available network characteristics. All evidence so far suggests that LVMP strategies are robust across different "virality" levels. In particular, the simple w d strategy performed fairly well across the board, and the improved w d + wc combination strategy for the twitter network was very consistent between the 'medium' and 'high' virality scenarios. This is a hopeful sign for marketing managers, in that results may be generalizable across different types of products, and (to a lesser extent) across different social network structures.
FUTURE WORK AND CONCLUSIONS
In this particular paper we have only explored one potential adoption heuristic, but a wide range of adoption heuristics exists within the space of contagion/adoption models [7] . The Bass-like model investigated here may be the best validated of extant viral marketing models, but it could be useful to look at others, especially since the applicability of adoption heuristics may vary according to product types, e.g., consumer durables vs. software.
In our seeding cost we have assumed that every node costs the same amount to be seeded, but it may be more expensive to seed an individual with more friends. Influentials are influentials because people respect their advice, and thus they are not as easily swayed by promotions. The landscape of best possible strategies will alter when different cost functions for seeding are used, especially those that take into account the underlying network characteristics, which are the same features used by the seeding strategies.
While we attempted to choose a representative set of social networks that covered a range of network types, we found that our results were substantially different for our single empirically-based network (twitter ) than for the theoreticallybased networks. This reminds us that it is important to work with empirical network data in addition to abstract theoretical models. It would be worthwhile to explore alternative network structures, with different degree distributions and different topologies, and most importantly, other empirical networks should be gathered and examined. Also, it is unclear how well LVMP strategies generalize from a sampled sub-network to the whole network. Future work should include examining how well the strategy derived for our small twitter network might apply to the whole Twitter network, or to successively larger subgraphs, to see if the results scale.
In conclusion, we have presented a novel problem, called the local viral marketing problem, and have shown that evolutionary computation provides a useful method for exploring this space, and discovering unexpected features of the problem and the social networks being investigated.
