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Abstract
In this paper we present the Koopman-von Neumann (KvN) formulation of classical non-
Abelian gauge field theories. In particular we shall explore the functional (or classical
path integral) counterpart of the KvN method. In the quantum path integral quantization
of Yang-Mills theories concepts like gauge-fixing and Faddeev-Popov determinant appear
in a quite natural way. We will prove that these same objects are needed also in this
classical path integral formulation for Yang-Mills theories. We shall also explore the
classical path integral counterpart of the BFV formalism and build all the associated
universal and gauge charges. These last are quite different from the analog quantum ones
and we shall show the relation between the two. This paper lays the foundation of this
formalism which, due to the many auxiliary fields present, is rather heavy. Applications
to specific topics outlined in the paper will appear in later publications.
1 Introduction
In 1931, soon after the appearance of quantum mechanics (QM) in its operatorial formulation,
Koopman and von Neumann (KvN) proposed [1] an operatorial version also for classical
mechanics (CM). It is well known that, given any operatorial formalism, it is always possible
to build an associated path integral, like Feynman did in 1942 for QM. The same was done
in 1989 [2] for the KvN operatorial formalism of CM. We will indicate this path integral with
the acronym CPI for Classical Path Integral in order to distinguish it from the Feynman’s
one associated to QM which we will indicate with QPI for Quantum Path Integral. For a
brief review of the CPI of a point particle we refer the interested reader to Ref. [2] and later
papers [3]. In this section we want to briefly review the extension of the CPI to the case of
a system with an infinite number of degrees of freedom, i.e. the scalar field theory with a ϕ4
1
interaction already introduced in [4]-[5]. This case is free from the technical complications
due to the constraints present in a field theory with gauge invariance. The Lagrangian density
describing a scalar field ϕ with a ϕ4 self-interaction is given by:
L = 1
2
(∂µϕ)(∂
µϕ)− 1
2
m2ϕ2 − 1
24
gϕ4. (1.1)
Indicating with π the conjugate momentum of ϕ we can build from the Lagrangian (1.1) the
following Hamiltonian:
H =
∫
dx
[
1
2
π2 +
1
2
(∂rϕ)
2 +
1
2
m2ϕ2 +
1
24
gϕ4
]
,
where dx means the integration over all the space variables and ∂rϕ ≡ ∂ϕ
∂xr
stands for the
space derivative of the field ϕ. The equations of motion of the system, which are
∂µ∂
µϕ+m2ϕ2 +
1
6
g ϕ3 = 0
can be written as a couple of first order equations in terms of the Hamiltonian H as follows:
ϕ˙(x) =
∂H
∂π(x)
, π˙(x) = − ∂H
∂ϕ(x)
, (1.2)
where ∂ indicates a functional derivative and x collects together all the space-time variables
x ≡ (t,x). Using the compact notation ξa = (ϕ, π), a = 1, 2 and the 2× 2 symplectic matrix
ωab we can write (1.2) as:
ξ˙a = ωab
∂H
∂ξb
. (1.3)
We shall now implement the standard steps of the CPI procedure [2]. Let us ask ourselves, if
we start from an initial field ξai at time ti, which is the probability amplitude of finding the
system in ξa at time t? This probability amplitude is one if the field ξa lies on the solutions
of the classical equations of motion and zero otherwise. To write this probability amplitude
as a path integral we must integrate over all the paths in phase space with a weight which is
given by a functional Dirac delta:
K(ξa(x), t|ξai (x), ti) =
∫
Dξa δ [ξa(x)− ξacl(x; ξai (x), ti)] , (1.4)
where ξacl(x; ξ
a
i (x), ti) is the solution of the equations of motion (1.3) with initial condition
ξa(ti,x) = ξ
a
i (x). The functional Dirac delta on the solutions of the equations of motion can
be converted into a functional Dirac delta on the associated equations, provided we introduce
also a suitable functional determinant
δ [ξa(x)− ξacl(x; ξai (x), ti)] = δ
[
ξ˙a − ωab∂bH
]
det
[
δ(x− y)δac ∂t − ωab
∂2H
∂ξb(x)∂ξc(y)
]
. (1.5)
If we use the integral representation of the Dirac delta we can rewrite the Dirac delta on the
RHS of (1.5) as:
δ
[
ξ˙a − ωab∂bH
]
=
∫
Dλa exp
[
i
∫
dxλa(x)
[
ξ˙a(x)− ωab∂bH(ξ)
]]
.
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The functional determinant in (1.5) can be exponentiated via suitable Grassmann fields ca(x)
and ca(x) using the formula
det
[
δ(x − y)δac ∂t − ωab
∂2H
∂ξb(x)∂ξc(y)
]
=
∫
DcDc exp
[
i
∫
dx ca(x)
[
δac∂t − ωab∂b∂cH(ξ)
]
cc(x)
]
.
The final result of these formal manipulations is that the probability amplitude (1.4) can be
rewritten as the following path integral over an extended phase space given not only by the
fields ξ but also by the auxiliary fields (λ, c, c):
K(ξa, t|ξai , ti) =
∫
DξDλDcDc exp
[
i
∫
dx L˜
]
, (1.6)
where L˜ = λaξ˙a + icac˙a − H˜ and H˜ is the following Hamiltonian density:
H˜ = λaωab∂bH + icaωab∂b∂dHcd. (1.7)
From a formal point of view the kernel of propagation (1.6) is identical to the one given in [2]
for a point particle. The main differences are due to the fact that a field is a system with an
infinite number of degrees of freedom. This implies that the derivatives ∂b must be intended
as functional derivatives and that in the weight of the path integral the Lagrangian density
L˜ is integrated over all the space-time variables x. Another difference is in the functional
measure: for example in the expression Dξa = ∏k,x dξa(k,x), besides a slicing in t, there is
also a slicing in the space variables x. The CPI for the point particle has been thoroughly
studied [2]-[3]-[6] from a geometrical point of view and contact has been made both with the
KvN formalism and the differential geometry approach to CM. In particular, H˜ turns out to
be the Lie derivative [7] of the Hamiltonian flow associated to H.
The reader may wonder why we want to do the CPI for a field theory. The reasons are
basically two: the first one is that some classical solutions [8] (solitons, instantons, monopoles,
etc.) seem to play an important role in several non-perturbative aspects of quantum field
theory, like confinement, phase transitions in the early universe and similar [9]. So a formalism
like the CPI, which is classical but formally quite similar to the QPI, may help in unveiling
further connections between classical solutions and quantum effects. The second reason for
the CPI is that classical field theory seems to play a central role in heavy-ion collisions [10].
The reason is that in these collisions quantum effects are damped, due to the very high
occupation numbers. People [11]-[12] have realized that even the perturbation theory to be
used in heavy-ion collisions should be the classical and not the quantum one. Clearly the
best tool to use in order to derive the Feynman diagrams for classical field theory is the CPI.
This CPI perturbative approach was first pioneered in Ref. [12] for a ϕ4 scalar field theory.
Of course the classical fields involved in heavy-ion collisions are gauge and fermion fields. So
a CPI version of these fields should be developed. For fermions things were done in Ref. [5],
while for gauge fields we shall work things out in this paper, where we will concentrate on
the more formal aspects of the CPI for YM. In particular, we will study the role that the
gauge-fixing and the Faddeev-Popov determinant play even at the classical level both in the
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Faddeev-Popov (FP) and in the Batalin-Fradkin-Vilkovisky (BFV) [13] approach. Like in
the standard CPI for the point particle we have, due to the many auxiliary variables, a lot
of symmetries (like supersymmetry, ghost charge invariance etc.) which are universal in the
sense that they are present for every Hamiltonian H entering (1.7). In the CPI for Yang-Mills
(YM) theories these symmetries will be even more numerous, due to the gauge invariance of
the theory. These formal tools will be developed in this first paper. In a second one [14] we
will implement the perturbation theory both at the scalar field theory [12] and at the YM
level. In particular, thanks to the supersymmetry [2] that we will work out in this first paper,
we shall show [14] that the complicated [12] perturbation theory of the CPI can be simplified
using the analog of the superfields studied in [15]. This perturbation theory will turn out
to be very similar to the quantum one because, once we replace fields with superfields, the
QPI goes into the CPI [15]. We hope this simplified perturbation theory can help the nuclear
physicists [12] who are exploring the quark-gluon phase in the heavy-ion collisions.
The supersymmetry studied in this first paper will be the central tool which we shall use
also in the third paper [16] of this series which we hope to dedicate to the topological field
theory aspects of the CPI for YM. It was in fact proved in [6] that any CPI can be turned
into a topological field theory by properly choosing the boundary conditions. There [6] it
was shown that the “topological” phase of the CPI helps in building objects like the Euler
number of the phase space or the Maslov index of the Lagrangian Grassmannian associated
with the phase space. In the CPI for YM the analog of the phase space will be the space
of gauge orbits, so the associated topological field theory will help in building the analog of
the Euler number or Maslov index of the space of gauge orbits. These indices will help in
unveiling some of the geometrical features of the space of gauge orbits which are known to
be at the heart of many important non-perturbative aspects of gauge theories.
Before concluding this Introduction, we should also remind the reader of the lot of work
which has been done since the early 1970’s [17] on classical field theory. In those papers the
classical tools of symplectic differential geometry were put at work for classical field theory.
Those tools are the same which enter our CPI. It was in fact shown in [2]-[3] that all the
several auxiliary variables of the CPI have a nice geometrical meaning. For example, some of
the Grassmann variables can be interpreted as differential forms, the charge [2] associated to
one of our universal symmetries turns out to be the exterior derivative and the Hamiltonian
H˜ associated to L˜ is basically, as we already said, the Lie derivative [7] of the Hamiltonian
flow. These common tools can help the reader familiar with [7] to easily understand the CPI
[3] and vice versa.
The paper is organized as follows. In Sec. 2 we review the YM formalism from the
constraints point of view and build the associated CPI. This first version of the CPI will be
called the “natural” one because it arises in a very natural manner from simple considerations.
In Sec. 3 we review the BFV method [13] and build the associated CPI. In Sec. 4 we prove
the equivalence between the “natural” CPI introduced in Sec. 2 and the BFV one of Sec. 3.
In Sec. 5 we derive all the universal symmetries present in any CPI but now adapted to YM.
We also build the charges related to the gauge invariances which have a different expression
than in the quantum case because of the many auxiliary fields present. In Sec. 6 we build the
universal supersymmetry present in this formalism and put forward some ideas for further
developments which will appear in Ref. [16]. Several calculational details are confined to
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few appendices. Because of the nature of this Journal we have tried to present things in a
review form reviewing some topics which are somehow scattered in the literature. We have
also presented the calculations in details because this first paper should contain many of the
technical tools which will be used in further development [14]-[16] of this project.
2 Yang-Mills Theories
As we have seen in the previous section, the implementation of the CPI for a classical scalar
field theory is straightforward. Things become much more difficult when we study YM
theories because of the presence of constraints. First of all, let us review some aspects of
YM theories, just to fix the notation we will use later on. YM theories generalize quantum
electrodynamics to systems endowed with a non-Abelian gauge invariance. The generators
of the symmetry transformations form a Lie group G, so they obey a well-defined algebra.
If with Ta, a = 1, . . . , n we indicate the basis elements of this Lie algebra, we will write the
composition law among them as:
i[Ta, Tb] = −C cabTc,
where C cab are the so called structure constants. The antisymmetry and the Jacobi identity
of the commutator imply that also the structure constants are antisymmetric and satisfy the
Jacobi identity:
C cab = −C cba , C eabC dec + C ebc C dea +C ecaC deb = 0.
Next we can define the second rank tensor gab = C
e
adC
d
be , which can be used to raise and
lower the color indices. Another convention that we must specify is related with the choice
of the space-time metric. We will use the following one:
ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

to raise and lower the position of the space indices. For example, on the four vector and on
the space-time derivatives the action of the metric tensor is the following:
xµ = (t,x) =⇒ xµ = ηµνxν = (−t,x),
∂µ =
(
− ∂
∂t
,
∂
∂x
)
=⇒ ∂µ = ηµν∂ν =
(
∂
∂t
,
∂
∂x
)
.
The gauge transformation on the field A has the following form:
δAµa(x) = A
′µ
a (x)−Aµa(x) = C bca ǫb(x)Aµc (x) +
1
g
∂ǫa(x)
∂xµ
, (2.1)
where g is the coupling constant, which, from now on, we shall put equal to one. If we define
the antisymmetric field strength:
Fµνa ≡ ∂µAνa − ∂νAµa − gC bca AµbAνc
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we can deduce immediately from Eq. (2.1) that the gauge transformations of this field are
δFµνa = C bca ǫbF
µν
c . The standard gauge invariant Lagrangian density is:
L = −1
4
Fµνa F
a
µν .
From L we can derive the following YM equations:
∂νF
µν
a − CbacFµνb Acν = 0
which can be written in terms of the covariant derivative Dbaν ≡ δba∂ν − CbacAcν as follows:
DbaνF
µν
b = 0. (2.2)
It is interesting to rewrite Eq. (2.2) in components: the component µ = 0 becomes:
∂kE
k
a − CbacEkbAck = 0, (2.3)
where we have defined the analog of the electric field Eka ≡ F 0ka . Eq. (2.3) is the analog of
the Gauss law for electromagnetism. Since they do not contain time derivatives, Eqs. (2.3)
are just constraints1. The space components of Eq. (2.2) are instead real equations of motion
and are given by:
− ∂
∂t
~Ea + ~∇× ~Ba +Cbac ~EbAc0 + Cbac ~Bb × ~Ac = 0,
where ~B is the analog of the magnetic field and its components are defined as Bia ≡
1
2
ǫijkF jka .
Like for the scalar field theory, in order to implement the CPI we need to build from
the gauge invariant Lagrangian density L = −1
4
Fµνa F
a
µν the associated Hamiltonian. In this
case we must take into account the constraints of the theory. According to the calculations
presented in Appendix A, the canonical action is given by [13]:
Sc =
∫
dx
{
~˙Aa · ~πa − 1
2
~πa · ~πa − 1
2
~Ba · ~Ba −Aa0 (−~∇ · ~πa + Cbac~πb · ~Ac)
}
, (2.4)
where πka = −F 0ka and the arrows above indicates the space components of the fields. In
the previous formula, all the scalar products involve only the space components of the fields.
From (2.4) we identify immediately the following YM Hamiltonian density:
H0YM ≡
1
2
(
~πa · ~πa + ~Ba · ~Ba
)
and the constraints:
σa ≡ −~∇ · ~πa + Cbac~πb · ~Ac ≈ 0. (2.5)
Note that the Aa0 in (2.4) act as Lagrange multipliers which will be indicated later on with
λa. The constraints σ form a closed algebra, i.e.:
{σa(t,x), σb(t,x′)} = Ccabσc(t,x)δ(x − x′).
1As we will prove in Appendix A, they are the equations of the secondary constraints.
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The above equation tells us that the Poisson brackets among the constraints are zero on
the constraint surface, which implies that, according to the definitions of Dirac [18], the
constraints are first class. With similar techniques it is easy to prove that the YM Hamiltonian
has zero Poisson brackets with the constraints:{
σa(t,x
′),
∫
dxH0YM(t,x)
}
= 0.
This means that the σa are automatically conserved in time and no other constraint is gen-
erated.
From the canonical action (2.4) we can derive the equations of motion. By considering the
variation with respect to Aak we get:
δSc
δAak
= 0 =⇒ π˙ka = −∂iF kia − λdCbdaπkb + CbacAciF kib . (2.6)
Similarly, considering the variation with respect to πka , we get the equation of motion for A
a
k:
A˙ak = π
a
k + ∂kλ
a + Cadcλ
dAck. (2.7)
Now, if we identify from the canonical action the following Hamiltonian:
H =
∫
dx
{
1
2
~πa · ~πa + 1
2
~Ba · ~Ba + λa(−~∇ · ~πa + Cbac~πb · ~Ac)
}
we can rewrite the equations of motion (2.6) and (2.7) as:
~˙Aa =
∂H
∂~πa
, ~˙πa = − ∂H
∂ ~Aa
. (2.8)
Collecting together all the fields in the variables φA ≡ ( ~Aa, ~πa), and introducing the symplectic
matrix ωAB =
(
0 1
−1 0
)
, the equations of motion (2.8) can be written in a compact form as:
φ˙A = ωAB∂BH,
where ∂B stands for the functional derivative w.r.t. φ
B.
Let us now proceed to implement the CPI. In order to do that we must have a one-to-
one correspondence between the equations of motion and their solutions, once the initial
conditions are given. This is clear from formula (1.5). Its RHS is equivalent to the LHS only
if, given some initial conditions, a unique solution can be found for the equations of motion
appearing in the Dirac delta on the RHS of (1.5). If the solutions or the “zeros” of the
equations of motion of the RHS of (1.5) were more than one, one should use the functional
analog of the following formula: ∑
i
δ(x − xi)∣∣∣∣∂f∂x
∣∣∣∣
x=xi
= δ[f(x)], (2.9)
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where the sum on the LHS is over all the zeros xi of the function f(x). The sum present
on the LHS in (2.9) does not allow us to bring the determinant
∣∣∣∣∂f∂x
∣∣∣∣
x=xi
to the RHS, as it
is needed in order to implement the CPI. A similar problem has already been faced in the
case of the point particle with reparametrization invariance [19]. In the case of a theory with
gauge invariance, like YM theories described by the action (2.4), the number of solutions of
the equations of motion with the same initial conditions is more than one. In fact, since the
Lagrangian multipliers λa = Aa0 are undetermined, when we solve the equations of motion
we get an entire family of solutions depending on the parameters λa, even if we fix the initial
conditions. This is the reason why we cannot write the path integral, using the same formal
expression of the scalar field (1.5), as:
ZYMCPI =
∫
DφAδ(φA−φAcl) =
∫
DφAδ(φ˙A−ωAB∂BH)det
[
δ(x − y)δAB∂t − ωAC
∂2H
∂φC(x)∂φB(y)
]
.
(2.10)
Before passing from the Dirac delta of the solutions to the one of the equations of motions,
we need to determine the Lagrange multipliers. This is possible by fixing the gauge [18]-[19].
Suppose we choose the Lorentz gauge −∂µAaµ = 0. To implement it we can use the standard
procedure [20] which consists in multiplying ZYMCPI by “one” and in rewriting this “one” as:
1 =
∫
DA0 δ[−∂µAµ]∆FP(A),
where ∆FP(A) is the FP determinant associated with the gauge-fixing −∂µAµ = 0. In this
way, Eq. (2.10) becomes:
ZYMCPI =
∫
DφADA0 δ[−∂µAaµ]∆FP[A] δ(φ˙A − ωAB∂BH) ·
·det
[
δ(x− y)δAB∂t − ωAC
∂2H
∂φC(x)∂φB(y)
]
. (2.11)
The appearance of the FP determinant in a classical context is not a surprise: in fact,
it is possible to prove that such a determinant can be reduced, via a suitable canonical
transformation, to the determinant appearing in the Dirac procedure for classical systems
with constraints, see for example [18] or [21].
Following [22], we want to find the explicit form for the FP determinant associated with the
choice of the Lorentz gauge. First of all, according to (2.1), the generic gauge transformation
of the field A is given by:
δAµa = C
bc
a ǫbA
µ
c + ∂
µǫa
which, for a gauge transformation in a neighborhood of the identity, implies that the gauge-
transformed −∂µAaµ is given by:[−∂µAaµ]′ = −∂µAaµ + ∂(−∂µAaµ)∂Abν δAbν = −∂µDbaµ ǫb.
From this expression we get that the FP determinant is given by:
∆FP[A] ∼ det[−∂µDbaµ ].
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This determinant can be exponentiated via a couple of Grassmann variables ψa, ηa:
∆FP[A] =
∫
DψaDηa exp
[∫
dx ∂µψaD
ba
µ ηb
]
.
We can exponentiate also the gauge-fixing via an auxiliary variable2 πa:
δ(−∂µAaµ) =
∫
Dπa exp
[
−i
∫
dxπa∂
µAaµ
]
.
Like in the standard CPI procedure, also in this case the Dirac delta of the equations of
motion, which appears on the RHS of (2.11), can be Fourier transformed via some bosonic
auxiliary variables ΛA. The associated functional determinant can be exponentiated via a
couple of Grassmann variables ΓA and ΓA. The final result is:
ZYM(NAT)CPI =
∫
Dµ exp
[
i
∫
dx L˜NAT
]
, (2.12)
where the functional measure Dµ is given by:
Dµ ≡ DφADΛADΓADΓADAa0DπaDψaDηa, (2.13)
while the Lagrangian L˜NAT is:
L˜NAT = −πa∂µAaµ − i∂µψaDbaµ ηb + ΛA(φ˙A − ωAB∂BH) + iΓA(δAB∂t − ωAC∂B∂CH)ΓB. (2.14)
What we have done up to now is the first, more natural procedure to derive a path integral
for a classical field theory with a non-Abelian gauge invariance. This is the reason why we
have put an acronym “NAT” (for Natural) everywhere in the previous formulae.
We want to conclude this section by underlying again that, in order to implement the CPI,
it was crucial to fix the gauge and as a consequence to introduce the FP determinant. So a
gauge-fixing procedure is needed even at the classical level and not just in the quantum case.
In quantum mechanics the gauge-fixing was needed in order to get the quantum propagator, or
equivalently to be able to invert the operator in the kinetic part of the Lagrangian. Somehow
also at the classical level we need the gauge-fixing for a similar reason, i.e. to “propagate”
the initial conditions in a well defined manner, by choosing only one of the many different
trajectories. Even the FP determinant enters the CPI for reasons identical to the quantum
case. This is very clear in our formalism while in the usual Dirac [18] procedure, the FP
determinant makes its appearance via the “C” matrix [18] needed to build the Dirac brackets
from the Poisson ones.
In the next section, we will implement another path integral for classical YM theories,
which consists in starting from the so called BFV Lagrangian and in exponentiating the
associated classical equations of motion. Even if they seem to be completely different, the
two CPIs, the one analyzed previously and the BFV one which we will study in the next
section, are instead totally equivalent, as we shall show later.
2The πa should not be confused with the ~πa appearing in (2.4) which carry a space index π
i
a.
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3 BFV Method
In the FP method analyzed in the previous section we seem to lose the original gauge in-
variance of the theory because of the gauge-fixing procedure. Nevertheless, the functional
integral maintain a symmetry, which carries the memory of the original gauge invariance of
the theory, and which is called BRST symmetry, see for example [13]. This symmetry is
crucial because it guarantees that nothing observable depends on which gauge-fixing we have
used. At the end of the Seventies, an alternative approach to the FP procedure was developed
by Batalin, Fradkin and Vilkovisky (BFV). Their method gives automatically a gauge-fixed
action with all the extra terms of the “FP type” plus the BRST symmetry mentioned above
[13].
In what follows we briefly review the BFV method, following Refs. [13], [23]. The nice
feature of this method is that it is entirely classical even if it is mostly used at the quantum
level. It is classical in the sense that it basically produces in an automatized way a gauge-
fixing (GF) and the extra terms of the FP type which are things that are needed even at the
classical level, as shown in the previous section. The BFV method starts by associating a
couple of auxiliary variables Pa and Pa to each first class constraint σ˜a and by defining the
Poisson brackets among them: {
Pa,Pb
}
=
{
Pb,Pa
}
= −δba.
All the Poisson brackets between the Grassmannian odd variables (P ,P) and the original
phase space variables are instead identically equal to zero. We will assign to the Grassmannian
odd variables a grading factor, called ghost number: in particular Pa will be assigned ghost
number +1, while Pa will be assigned ghost number −1. Furthermore, the Lagrangian
multipliers λa = Aa0 which enter the definition of the canonical action (2.4) must be considered
as dynamical variables, so we associate to each of them a bosonic conjugate momentum πa,
which satisfies the following Poisson brackets:{
πa, λ
b
}
= −δba. (3.1)
Of course, if we do not want to change the dynamical content of the theory, these momenta πa
must be zero and this happens if λ˙a does not appear in the Lagrangian. To summarize, if we
indicate with zA the canonical variables describing the original gauge fields, the full extended
BFV space is given by (zA, λ
a, πa,Pa,Pa). It is possible to prove that in this enlarged BFV
space there exists a real Grassmannian odd charge Ω, which satisfies the following properties:
ghost number of Ω = +1 (3.2)
∂
∂PaΩP
a
=Pa=0
= σ˜a
{Ω,Ω} = 0.
The charge which satisfies the previous properties is the so called BRST charge:
Ω =
∫
dx
[
Paσ˜a − 1
2
PbPcCacbPa
]
.
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In Dirac’s theory of constraints the observables are those functions of the original phase space
which have zero Poisson brackets with the constraints, once we sit on the constraint surface.
This means that the Poisson brackets of an observable O with every constraint σ˜a must be a
linear combination of the constraints themselves: {O, σ˜a} =W ba σ˜b ≈ 0. We call “observables”
the O because they remain invariant under the gauge transformations generated by the first
class constraints σ˜a. Furthermore, two observables O and O
′ are equivalent if their difference
is just an arbitrary linear combination of the constraints σ˜a, i.e. O
′ = O + kaσ˜a. Let us see
which is the analog of these definitions in the BFV method. First of all, a function is an
observable if it commutes with the BRST charge. The procedure to construct the observables
is to extend the functions O to functions O¯ of the BFV space by requiring that:
• the functions O¯ reduce to O when the ghosts Pa and the antighosts Pa are put equal
to zero;
• the functions O¯ have ghost number zero;
• O¯ are real and Grassmannian even.
• O¯ are BRST invariant.
Now, if O¯ is an extension of the function O which commutes with the BRST charge and sat-
isfies the previous properties, it is possible to consider an entire class of equivalent extensions
O¯θ which differ from O¯ by a pure BRST variation: O¯θ = O¯ − {θ,Ω}. Since the Hamiltonian
itself is a particular observable, it also admits an entire family of BRST invariant extensions:
Hθ = H − {θ,Ω}. (3.3)
The function θ is somehow related to the gauge freedom of the theory: fixing the gauge means
choosing a particular function θ and consequently a particular Hamiltonian among the Hθ
of Eq. (3.3). Clearly, all the physical quantities must be independent of the choice of this
function θ and this is guaranteed by the so called Fradkin and Vilkovisky theorem.
Let us now apply the BFV method to the case of YM theories. As we already said before,
the Lagrange multipliers λa can be identified with the time components of the fields Aaµ, i.e.,
Aa0 , so the associated conjugate momenta must be identified with the time components of the
momenta πµ. The equal-time Poisson brackets are:
{πb(t,x), λa(t,y)} = −δab δ(x − y). (3.4)
From the canonical action (2.4) we get the following constraints πa ≈ 0, a = 1, . . . n. We
know from Appendix A that they are the primary constraints of the theory. From their
consistency, i.e. the requirement that their time evolution leaves them invariant, we get just
the n secondary constraints of Eq. (2.5), so the total number of constraints is 2n. We will
indicate them as
σ˜a = (πb, σb), a = 1, . . . , 2n; b = 1, . . . n. (3.5)
Following the BFV procedure, we shall associate to these constraints the ghosts Pa and Pa.
All these auxiliary variables are Grassmannian odd and, as we have seen, they are conjugated
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in the sense that: {Pa,Pb} = −δba. These ghosts can be divided in two blocks according to
the type of constraints (3.5) they refer to:
Pa = (−iP b, Cb), Pa = (iCb, P b)
and their Poisson brackets are given by:
{P a, Cb} = −δba = {P b, Ca}.
Since the only non-zero structure constants are the ones among the secondary constraints,
the BRST charge for the Yang-Mills theories becomes:
Ω =
∫
dx
[
Paψa − 1
2
PbPcCacbPa
]
=
∫
dx
[
σaC
a − iP aπa + 1
2
P aC
a
bcC
bCc
]
. (3.6)
The gauge freedom of the theory is entirely contained in the function θ which appears in
(3.3). Usually this arbitrariness is moved to a new function χ according to the definition:
θ ≡ iCaχa + P aλa.
This function χ plays the role of the GF [13]. For example, the analog of the Coulomb gauge
can be obtained by choosing χa = ~∇ · ~Aa. With all these ingredients in our hands, we can
now proceed to build the BFV action in the form given in Ref. [13]:
SBFV =
∫
dx
[
~˙Aa · ~πa + λ˙aπa + P˙ aCa + C˙aP a −H0YM + {θ,Ω}
]
,
where if θ is built out of the χ function associated with the “Coulomb-like” gauge mentioned
above then the commutator {θ,Ω} is given by:
{θ,Ω} =
∫
dx
[
−πa~∇ · ~Aa − λaσa − iP aP a
+λaP bC
b
acC
c + iCa~∇ · (~∇Ca + Cabc ~AcCb)
]
. (3.7)
With this choice the specific form of SBFV is:
SBFV =
∫
dx
{
~˙Aa · ~πa + λ˙aπa + P˙ aCa + C˙aP a − 1
2
~πa · ~πa − 1
4
F ija F
a
ij − πa~∇ · ~Aa + λa~∇ · ~πa
−λaCbac~πb · ~Ac − iP aP a + λaP bCbacCc + iCa~∇ · (~∇Ca + Cabc ~AcCb)
}
. (3.8)
The previous expression is BRST invariant and from it we can read out the following BFV
Hamiltonian:
HBFV =
∫
dx
{
1
2
~πa · ~πa + 1
4
F ija F
a
ij + πa
~∇ · ~Aa − λa~∇ · ~πa + λaCbac~πb · ~Ac
+iP aP
a − λaP bCbacCc − iCa~∇ · (~∇Ca + Cabc ~AcCb)
}
. (3.9)
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From the BFV action (3.8) we can derive, by variation with respect to all the fields of the
theory, the following equations of motion:
~˙πa = −(~∇× ~Ba)− Cbac( ~Bb × ~Ac) + ~∇πa − λcCbca~πb − iCdba(~∇Cd)Cb
~˙Aa = ~πa + ~∇λa + Cadcλd ~Ac
π˙a = ~∇ · ~πa − Cbac~πb · ~Ac + P bCbacCc
λ˙a = ~∇ · ~Aa (3.10)
C˙a = iP a
P˙ a = i~∇[(~∇δab − C acb ~Ac)Cb]
P˙ a = −λbP cCcba − i~∇ · ~∇Ca + iCdac(~∇Cd) · ~Ac
C˙a = Cabcλ
bCc − iP a.
If we introduce a compact notation indicating with ξA all the fields above
ξA ≡ ( ~Aa, λa, ~πa, πa, P a, Ca, Ca, P a),
then Eqs. (3.10) can be written in the following form3:
ξ˙A = ωAB
−→
∂ BH
BFV(ξ), (3.11)
where the index A in ξA runs over all the fields of the theory, and we have used the symplectic
matrix ωAB, which has the following expression:
ωAB =

~Aa λa ~πa πa P
a Ca Ca P a
~Aa 0 0 1 0 0 0 0 0
λa 0 0 0 1 0 0 0 0
~πa −1 0 0 0 0 0 0 0
πa 0 −1 0 0 0 0 0 0
P a 0 0 0 0 0 0 −1 0
Ca 0 0 0 0 0 0 0 −1
Ca 0 0 0 0 −1 0 0 0
P a 0 0 0 0 0 −1 0 0

.
The matrix above has an antisymmetric block associated with the commuting fields, and a
symmetric one associated with the BFV Grassmannian odd fields. So the symmetry proper-
ties of the matrix ω are: ωAB = −(−)[A][B]ωBA, where [A] indicates the Grassmannian parity
of the field associated to ξA.
Indicating with ωAB the inverse matrix of ω
AB we can write in a compact way also the
kinetic part of the BFV action. In fact, up to surface terms, we get:
1
2
ξAωAB ξ˙
B =
1
2
(
− ~Aa · ~˙πa − λaπ˙a + ~πa · ~˙Aa + πaλ˙a − P aC˙a − CaP˙ a − CaP˙ a − P aC˙a
)
≃ ~˙Aa · ~πa + λ˙aπa + P˙ aCa + C˙aP a.
3In the equation of motion (3.11), which involves also Grassmannian odd fields, it is important to distinguish
between right
−→
∂ and left
←−
∂ derivatives. If we want to pass from right to left derivatives and vice versa, we
have to use the following formula:
−→
∂ BF = (−)
[B]+[B][F ]F
←−
∂ B.
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Using the previous formula, the BFV action becomes:
SBFV =
∫
dx
(
1
2
ξAωAB ξ˙
B −HBFV[ξ]
)
.
As we said previously, and as it is clear from Ref. [13], this BFV procedure is a classical
construction (and not necessarily a quantum one), which has automatically generated the GF
and the analog of the FP terms. Because it is classical, we can think of using its equations
of motion in the construction of the CPI. In this case, as the BFV action contains already
the GF, we can explicitly solve the equations of motion without encountering the problem of
the previous section. This means that we get one solution out of a definite initial condition,
so the CPI procedure can go through without having to add the GF and FP in the measure
as we had to do in the ZYM(NAT)CPI of the previous section.
So let us implement the CPI associated with the BFV action SBFV. As usual, the initial
expression is given by a functional Dirac delta over the classical solutions of the equations of
motion:
ZYM(BFV)CPI =
∫
DξA δ(ξA − ξAcl). (3.12)
In the next step we have to pass from (3.12) to the Dirac deltas containing the equations of
motion. In doing that, we must take into account that we have both Grassmannian even (x)
and Grassmann odd variables (θ) among the fields ξA. Let us consider a generic change of
variables (
x
θ
)
=
(
A B
C D
)(
x′
θ′
)
where A =
∂x
∂x′
, B =
∂x
∂θ′
, C =
∂θ
∂x′
, D =
∂θ
∂θ′
. The blocks A and D are Grassmannian
even, while the blocks B and C are Grassmannian odd. The result of this change of variables
in the integration measure is the following [24]:∫ ∏
dxi
∏
dθµ =
∫ ∏
dx′i
∏
dθ′µ sdet
(
A B
C D
)
. (3.13)
The expression sdet means “superdeterminant” [24] and its definition is given by
sdet
(
A B
C D
)
≡ det(A−BD−1C)det−1(D).
Let us notice that, when only Grassmannian even variables are present, the superdeterminant
reduces to an ordinary determinant while, in presence of only Grassmannian odd variables,
the superdeterminant becomes, as usual, the inverse of a determinant. In the case of our
CPI we can say that, in going from the Dirac delta of the solutions to the Dirac delta of the
equations of motion, a functional superdeterminant appears:
δ (ξA − ξAcl) = δ
(
ξ˙A − ωAB−→∂ BHBFV(ξ)
)
sdet
[
δ(x − y)δAB∂t − ωAC
−→
∂
∂ξC(x)
HBFV
←−
∂
∂ξB(y)
]
.
(3.14)
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The next step is to exponentiate the equations of motion and the superdeterminant. The
equations of motion can be exponentiated by using the following formula:
δ˜
(
ξ˙A − ωAB−→∂ BHBFV
)
=
∫
DΛ exp
[
i
∫
dxΛA
(
ξ˙A − ωAB−→∂ BHBFV
)]
, (3.15)
where Λ is a field with the same Grassmann parity of the field it refers to: [ΛA] = [ξ
A] = [A].
Also the superdeterminant can be exponentiated by using a generalized Gaussian integral,
see Appendix B for details:
sdet
[
δ(x− y)δAB∂t − ωAC
−→
∂
∂ξC(x)
HBFV
←−
∂
∂ξB(y)
]
=
∫
DΓADΓA exp
[
−
∫
dxΓA(∂tδ
A
B − ωAC
−→
∂ CH
←−
∂ B)Γ
B
]
. (3.16)
The auxiliary fields Γ and Γ have a Grassmann parity which is opposite w.r.t. the one of the
fields they refer to: [ΓA] = [ΓA] = [ξ
A] + 1 = [A] + 1.
Collecting all the terms in (3.12), (3.14), (3.15) and (3.16), we get:
ZYM(BFV)CPI =
∫
DΛADξADΓADΓA exp
[
i
∫
dx L˜BFV
]
, (3.17)
where the Lagrangian density is given by:
L˜BFV = ΛA
[
ξ˙A − ωAB−→∂ BH
]
+ iΓA
(
∂tδ
A
B − ωAC
−→
∂ CH
←−
∂ B
)
ΓB. (3.18)
Since the previous Lagrangian density contains only first order time derivatives, we can
immediately obtain the following Hamiltonian density:
H˜BFV = ΛAωAB−→∂ BH + iΓAωAC−→∂ CH←−∂ BΓB. (3.19)
From L˜BFV of (3.18) we can derive the following equation for the fields Γ:(
∂tδ
A
B − ωAC
−→
∂ CH
←−
∂ B
)
ΓB = 0. (3.20)
Like for the point particle [2], also in the case of YM theories (3.20) is the equation of evolution
of the Jacobi fields, i.e. the equation of evolution of the first variations of the theory, as we
will prove in Appendix C.
The BFV Lagrangian density L˜BFV and Hamiltonian density H˜BFV assume a particularly
simple form if we combine all the fields of our theory in a set of real superfields:
ΞA ≡ ξA + (−)[A]θΓA + (−)[A]θ¯ωABΓB + i(−)[A]θ¯θωABΛB, (3.21)
where θ and θ¯ are two anticommuting parameters and (−)[A] indicates the Grassmannian
parity of the field ξA. The fact that such Grassmannian parity appears means that, differently
from the point particle case, we have to distinguish between the even superfields defined as:
ΞAeven ≡ ξA + θΓA + θ¯ωABΓB + iθ¯θωABΛB
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and the odd superfields defined as:
ΞAodd ≡ ξA − θΓA − θ¯ωABΓB − iθ¯θωABΛB.
Let us notice that each ΞA has the same Grassmann parity of the field ξA it is associated
with. Using the definition (3.21) we can derive (up to surface terms for the Lagrangian) the
following relations:∫
dx H˜BFV = i
∫
dθdθ¯HBFV(Ξ),
∫
dx L˜BFV = i
∫
dθdθ¯LBFV(Ξ). (3.22)
The derivation of these formulae is not presented here in details because it is the same,
modulo some grading factors, as the one contained in Ref. [15] for the point particle. So,
in order to pass from the BFV Hamiltonian HBFV of Eq. (3.9) and Lagrangian LBFV of Eq.
(3.8) to H˜BFV and L˜BFV respectively, it is sufficient to replace in HBFV and LBFV the fields ξA
with the superfields ΞA and then perform the Grassmann integration i
∫
dθdθ¯.
Since we will make an intensive use of these superfields later on, it can be useful to write
their explicit form using the following symbols:
A˜ak ≡ Aak + θΓA
a
k + θ¯Γpika + iθ¯θΛpika
π˜ka ≡ πka + θΓpi
k
a − θ¯ΓAa
k
− iθ¯θΛAa
k
λ˜a ≡ λa + θΓλa + θ¯Γpia + iθ¯θΛpia
π˜a ≡ πa + θΓpia − θ¯Γλa − iθ¯θΛλa (3.23)
C˜a ≡ Ca − θΓCa + θ¯ΓPa + iθ¯θΛPa
C˜a ≡ Ca − θΓCa + θ¯ΓP a + iθ¯θΛP a
P˜ a ≡ P a − θΓP a + θ¯ΓCa + iθ¯θΛCa
P˜ a ≡ P a − θΓPa + θ¯ΓCa + iθ¯θΛCa .
4 Equivalence of the CPIs for Yang-Mills theories
In the two previous sections we have implemented two different CPIs for YM theories, the
“natural” and the BFV one. The presence of more than one path integral both at the
classical and at the quantum level is due to the fact that in field theories there exist different
procedures to fix the gauge, like the BFV and the FP ones. In this section we want to
convince the reader that the two different functional integrals that we have obtained for the
CPI are equivalent.
First of all, let us prove that the equations of motion that can be derived from the standard
FP effective action4 and from the BFV action are basically the same. If we choose the Lorentz
gauge −∂µAaµ = 0, the FP effective action becomes [13], [22]:
LFP = −1
4
F aµνF
µν
a − πa∂µAaµ − i∂µψa∂µηa + i∂µψaCabcηcAbµ, (4.1)
4We call “FP effective action” the full action, with GF terms and FP ghosts that one gets in the quantum
path integral if one uses the FP procedure [13],[22].
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where πa are the auxiliary variables used to exponentiate the GF, ψa and η
a are the Grass-
mannian odd variables used to exponentiate the FP determinant and Cabc are the structure
constants of the gauge group under which −14F aµνFµνa is invariant. In the previous section we
have written the BFV equations of motion in a symplectic form and, if we want to compare
the two procedures, i.e. the FP and the BFV one, we should write also the equations of
motion that can be derived from (4.1) in a symplectic form. To do this, we must derive from
(4.1) the associated Hamiltonian. We can start from the definition of the energy-momentum
tensor containing both Grassmannian even and odd variables:
Θµν = − ∂L
FP
∂(∂µAaλ)
∂νAaλ +
∂LFP
∂(∂µψa)
∂νψa +
∂LFP
∂(∂µηa)
∂νηa + ηµνLFP.
In particular, the 00 component gives:
Θ00 = ~πa · ~˙Aa − iη˙aψ˙a + 1
4
F aµνF
µν
a
+πa~∇ · ~Aa + i~∇ψa · ~∇ηa − i~∇ψa · ~AbCabcηc. (4.2)
From the definition of the conjugate momenta ~πa =
∂LFP
∂ ~˙Aa
we get the following equations of
motion for ~A:
~˙Aa = −~∇A0a + C bca Ab0 ~Ac + ~πa. (4.3)
Similarly, the momentum conjugated to Aa0 is given by:
πa =
∂LFP
∂A˙a0
. (4.4)
Furthermore, by construction:
1
4
F aµνF
µν
a =
1
4
F aijF
ij
a −
1
2
~πa · ~πa. (4.5)
For what concerns the momenta conjugated to the Grassmann variables, we have:
πψa ≡
∂LFP
∂ψ˙a
, πηa ≡ ∂L
FP
∂η˙a
from which we easily derive the equations of motion for ηa and ψa:
η˙a = −iπψa + CabcAb0ηc, ψ˙a = iπηa . (4.6)
From the previous equations we note that the FP ghosts evolve just as the BFV ghosts:
C˙a = −iP a + CabcλbCc, C˙a = iP a,
so we can make the following identifications:
C ↔ η, C ↔ ψ. (4.7)
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Consequently, the variables P and P , which appear in the BFV formalism, can be identified
with the momenta conjugated to the FP ghosts:
P ↔ πψ, P ↔ πη. (4.8)
Replacing (4.3)-(4.6) into (4.2), we have:
Θ00 = ~πa · ~∇λa + Cabcλb~πa · ~Ac + ~πa · ~πa +
1
4
F aijF
ij
a −
1
2
~πa · ~πa + πa~∇ · ~Aa
−(iπψa −Cabcλbηc)πηa + i~∇ψa · ~∇ηa − i~∇ψa · ~AbCabcηc.
Up to surface terms, we can identify the previous expression with the following FP Hamilto-
nian density:
HFP =
1
2
~πa · ~πa + 1
4
F aijF
ij
a − λa~∇ · ~πa + λaCbac~πb · ~Ac + πa~∇ · ~Aa
−iπψaπηa + λaCbacηcπηb − iψa~∇ ·
[
(~∇δab +Cabc ~Ac)ηb
]
,
which coincides with the BFV Hamiltonian of Eq. (3.9) if we use the identifications (4.7)-
(4.8). This immediately implies that from the action
S =
∫
dx
[
~˙Aa · ~πa + λ˙aπa + ψ˙aπψa + η˙aπηa −HFP
]
we can derive, by variation with respect to the fields, the same equations of motion (3.10)
that we got via the BFV method. So we can say that the BFV method is somehow a
canonical version of the FP method. In fact, either starting from the BFV or the effective FP
Lagrangian, we get the same equations of motion in the symplectic form. As a consequence
from their “exponentiation” we will get the same weight for the CPI, i.e., L˜BFV = L˜FP. Note
that L˜FP is not the weight that appears in ZYM(NAT)CPI of Eq. (2.12) because this last CPI was
obtained not from the FP effective action but from the standard YM action.
Finally, we want to prove that the CPI implemented using the BFV procedure
ZYM(BFV)CPI =
∫
Dµ′ exp
[
i
∫
dx L˜BFV
]
, (4.9)
and the one obtained using the “natural procedure” ZYM(NAT)CPI are equivalent. First of all, we
shall prove in Appendix D that
LBFV = LFP. (4.10)
In this proof we made use of the equations of motion because in the CPI the system is always
“sitting” on the classical trajectories. Eq. (4.10) can help us in giving a further proof of
L˜BFV = L˜FP. In fact, using the superfields Ξ of Eq. (3.21), we can pass from the usual BFV
Lagrangian density LBFV to the one which appears in the weight of the BFV classical path
integral L˜BFV according to the following equation:
L˜BFV = i
∫
dθdθ¯ LBFV(Ξ). (4.11)
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The same holds for the FP effective action:
L˜FP = i
∫
dθdθ¯ LFP(Ξ). (4.12)
So from LBFV = LFP and Eqs. (4.11) and (4.12) we get again that L˜BFV = L˜FP. This L˜FP
appears in the weight of ZYM(FP)CPI :
ZYM(FP)CPI =
∫
Dµ′ exp
[
i
∫
dx L˜FP
]
, (4.13)
where Dµ′ means the functional integral over all the fields present in the Lagrangian density
L˜FP. Since L˜BFV = L˜FP and since the fields in the measures can be identified, as done in (4.7),
(4.8), we can say that ZYM(BFV)CPI = Z
YM(FP)
CPI . Because of this, if we now want to show that the
BFV classical path integral ZYM(BFV)CPI is equivalent to the “natural” one Z
YM(NAT)
CPI it will be
sufficient to prove that the functional integral ZYM(FP)CPI in (4.9) is equivalent to the one given
by Eq. (2.12):
ZYM(NAT)CPI =
∫
Dµ exp
[
i
∫
dx L˜NAT
]
. (4.14)
The comparison is easier if we divide the weight of the FP classical path integral in three
parts: the GF, the ghost and the bosonic part:
L˜FP = L˜FPgf + L˜FPgh + L˜FPbos.
The three parts can be written in terms of the superfields as:
L˜FPgf = i
∫
dθdθ¯
{
−π˜a∂µA˜aµ
}
L˜FPgh = i
∫
dθdθ¯
{
−i∂µC˜aD˜baµ C˜b
}
(4.15)
L˜FPbos = i
∫
dθdθ¯
{
−1
4
F˜ aµν F˜
µν
a
}
.
As usual, we have indicated with a tilde sign the superfields of Eq. (3.23). Similarly, we can
divide the natural Lagrangian in the following three parts:
L˜NATgf = −πa∂µAaµ
L˜NATgh = −i∂µψaDbaµ ηb
L˜NATbos = ΛA(φ˙A − ωAB∂BH) + iΓA(δAB∂t − ωAC∂B∂CH)ΓB.
The main obstacle in proving that the two functional integrals (4.13) and (4.14) are equivalent
is that the number of variables in L˜FP is larger than the number of variables in L˜NAT, in
particular for what concerns the GF and the ghost parts. For example, the generating
functional ZYM(NAT)CPI lacks all the functional integrals over the CPI ghosts Γ, Γ and Λ associated
with the BFV ghosts. However it is possible to prove that all the extra fields present in ZYM(FP)CPI
can be integrated away to get just ZYM(NAT)CPI . Since the proof is rather long, we have confined
it in Appendix E.
So we can conclude this section by saying that the two different CPIs for YM theories that
we have implemented in the previous sections, the BFV and the “natural” one, are equivalent.
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5 Universal symmetries of the CPI for Yang-Mills theories
In the previous section, we have proved that the CPIs derived using the “natural” and the
BFV procedures are equivalent, so in the study of the symmetries of the YM CPI we can
concentrate ourselves on (3.17), which was obtained by implementing the BFV method. First
of all, let us derive from (3.17) the graded commutators of the theory. To do that we use
the standard method developed by Feynman [25] for the standard commutators of quantum
mechanics. In our case from (3.17) we get:
[ξB(t,x),ΛA(t,y)] = iδ
B
Aδ(x− y),
[
ΓB(t,x),ΓA(t,y)
]
= δBAδ(x − y).
All the other commutators are zero. In particular, the commutator among the fields ξ is zero:
[ξA, ξB] = 0. We know that the CPI involves a number of fields which is larger than the one
needed to describe the system, so, as it emerges from [2], this redundancy in the description
of the system implies the presence of a certain number of symmetries. We can immediately
generalize those symmetries from the CPI of the point particle to the one for YM theories.
For example, the BRS charge, derived in [2] for the point particle, becomes:
Q(t) = i
∫
dxΓA(t,x)ΛA(t,x). (5.1)
As usual, Q is Grassmannian odd and nilpotent and this is the reason why we called it a BRS
charge. In spite of its name, it has nothing to do with the BRS charges [26] of gauge theories.
In fact the BRS charge of the CPI made its appearance even in the point particle case [2]
where no gauge field was present. There [2] we showed that the CPI-BRS charge could be
identified with the exterior derivative [7] on the phase space. In the case of YM theories the
phase space is built out of the whole ξA variables (which include the gauge ghosts besides
the gauge fields), so the BRS charge (5.1) becomes the exterior derivative on this enlarged
space5. In the point particle case there was another Grassmannian odd and nilpotent charge
which was called [2] the anti-BRS charge and that in the CPI for YM theories becomes:
Q(t) = −i
∫
dxΛA(t,x)ω
ABΓB(t,x). (5.2)
The charges Q and Q anticommute among themselves and commute with the Hamiltonian∫
dx H˜BFV, i.e. they are conserved charges.
In the CPI for a point particle there were three further conserved charges K, K¯, Qf, which
were bilinear in the ghosts and that together with Q and Q¯ made an ISp(2) algebra. What
can we say in the case of YM theories? The expression [2] of those charges must be slightly
modified in the gauge case in order to preserve the ISp(2) algebra. They are:
K = −
∫
dx
1
2
ΓAωBAΓ
B, K =
∫
dx
1
2
ΓAω
ABΓB, Qf = −
∫
dxΓAΓ
A. (5.3)
These three charges, modulo central charges, close on the Sp(2) algebra:
[Qf,K] = 2K, [Qf,K] = −2K, [K,K ] = Qf (5.4)
5We will later show that in the case of the CPI for YM we have, besides this universal BRS charge, another
one related to gauge theories (see Sec. 5.1).
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and they are all conserved. Furthermore, their graded commutators with the BRS and anti-
BRS charges reproduce the inhomogeneous part of the ISp(2) algebra:
[Qf, Q] = Q, [Qf, Q] = −Q, [K,Q] = 0,
[K,Q] = Q, [K,Q] = Q, [K,Q] = 0. (5.5)
Like for the point particle, also in the YM case the symmetry transformations generated by
the previous charges can be represented in a very compact way by introducing the superfield
formalism. As we have seen in Eq. (3.21), the superfield associated with ξA is given by:
ΞA ≡ ξA + (−)[A]θΓA + (−)[A]θ¯ωABΓB + i(−)[A]θ¯θωABΛB. (5.6)
Besides connecting the weights of the classical and quantum path integrals according to Eq.
(3.22), the definition of the superfields (5.6) allows us to represent the generators of the
ISp(2) algebra in terms of differential operators [2] which act on the superspace (t, θ, θ¯) in
the following way:
Qˆ = − ∂
∂θ
, Qˆ =
∂
∂θ¯
, Kˆ = θ¯
∂
∂θ
, Kˆ = θ
∂
∂θ¯
, Qˆf = θ¯
∂
∂θ¯
− θ ∂
∂θ
. (5.7)
The previous operators generate the correct transformations according to the standard rule:
δΞA = −ǫΩˆΞA,
where Ωˆ is one of the operators of Eq. (5.7). These operators satisfy the same algebra of the
associated charges. Before going on, let us notice that the operatorial representation of the
ISp(2) charges on the superspace in the YM case is the same as the one of the original point
particle formalism [2], provided we change the definition of the superfields by introducing the
suitable grading factors of Eq. (5.6).
5.1 The BRS-BFV charge
In the previous sections we have used the superfield formalism to derive in a simple and
elegant way H˜BFV and L˜BFV from HBFV and LBFV, see Eq. (3.22), and to write in a compact
way an operatorial representation for the generators of the ISp(2) algebra, see Eq. (5.7). The
superfields have also a third useful property: they allow us to write immediately a second
conserved BRS charge. This charge is very different from the universal charges (5.1)-(5.3)
that we have considered up to now. It is in fact related to the original gauge invariance of
the theory and it exists only for the CPI of gauge theories.
As we have already mentioned, even after the gauge-fixing procedure, in the quantum field
theory a memory of the original gauge invariance still remains under the form of a symmetry
generated by a gauge BRS charge [26]. This invariance is present at the QM level to guarantee
that the theory is independent of the particular choice of the gauge-fixing we may have made.
Something similar should happen also at the CPI level because also there we have a GF but
at the same time we want everything physical be independent of which form of the GF we
choose. To derive the form of the gauge BRS charge in the CPI formalism, let us remember
21
Eq. (3.22): there we have constructed the BFV-CPI Hamiltonian6 H˜ out of H by replacing
the fields with the superfields and performing the integration over the Grassmann partners of
time θ and θ¯. Applying the same procedure to the charge Ω of Eq. (3.6), we get the following
charge in the enlarged space of the CPI:
Ω˜ = i
∫
dθdθ¯ Ω(Ξ).
With a calculation identical to the one performed for the Hamiltonian, we get:
Ω˜ = ΛAω
AB
−→
∂ BΩ− iΓAωAC−→∂ CΩ←−∂ BΓB. (5.8)
Let us notice that, due to the Grassmannian odd character of Ω, in (5.8) there appears a
minus relative sign in the second piece.
Now, let us consider two different generic functions, O1 and O2, of the standard BFV
phase space ξA with Poisson brackets7 {O1, O2}pb = O3. As we will prove in Appendix F, the
associated functions in the enlarged space of the CPI [15]:
O˜i = ΛAω
AB
−→
∂ BOi + iΓAω
AB
−→
∂ BOi
←−
∂ CΓ
C(−1)[Oi] (5.9)
satisfy the commutator [
O˜1, O˜2
]
= iO˜3. (5.10)
These functions O˜i are nothing else [2]-[3] than the Lie derivative [7] of the Hamiltonian flow
generated by Oi. The procedure to pass from Oi to O˜i is analog to the momentum map [17]
or its inverse. As a particular case, let us come back to the BRS-BFV charge Ω of Eq. (3.6).
It is conserved in the standard BFV space because {Ω,H} = 0. From (5.10) this immediately
implies that the commutator between the associated Lie derivatives is zero:[
Ω˜, H˜] = 0.
Since H˜ generates the time evolution in the extended CPI space, we can conclude that Ω˜ is
a conserved charge. With similar calculations, the nilpotency of Ω implies the nilpotency of
Ω˜: {
Ω,Ω
}
= 0 ⇒
[
Ω˜, Ω˜
]
= 0.
Ω˜ will be indicated as the BRS-BFV charge, to distinguish it from the other BRS charges,
like Q, Q¯, present in the CPI of every model. We would like to stress that, without using the
superfield formalism, it would have been very difficult to find complicated charges like (5.8)
and to understand that they are symmetries for the Hamiltonian H˜.
It is a long but straightforward calculation to prove that the graded commutator of Ω˜ with
the ISp(2) charges Q,Q,K,K,Qf is zero. In particular, Q commutes with Ω˜. This is crucial
because [2] Q can be interpreted as an exterior derivative and we know that the exterior
6From now on, we shall not indicate the dependence of the fields on x and the integral over x. We will
also omit the index BFV on H and H˜.
7The Poisson brackets are defined as: {O1, O2}pb = O1
←−
∂
∂ξA
ω
AB
−→
∂
∂ξB
O2.
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derivative is coordinate free, so it must be also gauge invariant. This is guaranteed just by
the commutator
[
Q, Ω˜
]
= 0. The main steps of the proof are given in Appendix G.
Before going on, we want to study the different physical meaning of the two symmetry
charges Q and Ω˜. If we write in a table all the fields of the CPI obtained implementing the
BFV method we get:
Ω˜
Aak π
k
a λ
a πa C
a C¯a Pa P¯a
Q ΓA
a
k Γpi
k
a Γλa Γpia ΓC
a
ΓC¯aΓPa ΓP¯a
Γ¯Aak Γ¯pika Γ¯λa Γ¯pia Γ¯Ca Γ¯C¯aΓ¯Pa Γ¯P¯a
Λ¯Aak Λ¯pika Λ¯λa Λ¯pia Λ¯Ca Λ¯C¯aΛ¯Pa Λ¯P¯a
The action of the extended BRS-BFV charge Ω˜ on the fields of the first row via the CPI
commutators is identical to the action of the charge Ω via the BFV Poisson brackets. In fact,
they both generate the gauge-BRS transformations which mix only the fields which appear
in the first row of the table. The other BRS charge Q instead turns the fields of the first row
into the associated Jacobi fields Γ, which are placed in the second row of the table, and the
fields of the third row into those of the 4th. The anti-BRS Q¯ instead turns the variables of
the first row into those of the third row and the variables of the second row into those of the
fourth. So if the charge Ω˜ allows us to move horizontally throughout the table, the charge
Q moves us only in the vertical direction. We want to stress again that, even if we indicated
both charges as BRS charges, the physical meaning of Ω˜ and Q is completely different: one
comes from the gauge invariance, while the other comes from the pure CPI construction. In
the original BFV theory [27] there were other conserved charges besides Ω. By “original BFV
theory” we mean the phase space ξA and the Hamiltonian HBFV with its associated Poisson
brackets. Those charges were an anti BRS-BFV charge:
Ω = iP aπa + σaCa +
1
2
CaCbC
ab
c P
c − P bCbacCcCa + πaC acb λbCc, (5.11)
a ghost BFV charge
Ωg = iP
aCa + iC
aP a, (5.12)
and the analog of K and K which are given by:
K = −iP dCd + 1
2
C def λdC
eCf , K = −iP dCd − 1
2
CefdλdCfCe. (5.13)
The five charges of Eqs. (3.6), (5.11)-(5.13) satisfy another ISp(2) algebra. Out of these five
charges we can build the associated CPI charges defined via Eq. (5.9), let us call them Ω˜, Ω˜,
Ω˜g, K˜ and K˜. It is clear from Eq. (5.10) that these five charges close on an ISp(2) algebra
in the enlarged space of the CPI and that they are conserved under the H˜ of Eq. (3.19). In
Ref. [16], in connection with the topological field theory, we will also work out the various
cohomologies associated to our Q and Ω˜ charges.
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6 Supersymmetry in classical mechanics
In the second paper of Ref. [2] it was proved that in the CPI for the point particle, besides
the universal symmetries we presented so far, there was also a N = 2 supersymmetry [28].
The charges associated to this supersymmetry depend explicitly on H, differently than the
ones in Eq. (5.5). We want to prove that it is possible to find the analog of these charges for
YM theory provided we introduce suitable grading factors. First of all, let us notice that the
following two quantities:
N ≡ ΓA−→∂ AH(−)[A], N ≡ ΓB ωBC−→∂ CH
are conserved because they commute with H˜.
Let us now build the following linear combinations of N and N with the BRS and anti-BRS
charges Q and Q of Eqs. (5.1)-(5.2):
QH = Q− βN, QH = Q+ βN, (6.1)
where β is an arbitrary parameter. Being linear combination of conserved charges, QH and
QH turn out to be also conserved. If β is infinitesimal QH and QH can be written in terms
of Q and Q as:
QH = e
βH Qe−βH , QH = e
−βH QeβH .
What is more important is that they satisfy the following anticommutator
[
QH , QH
]
= 2iβH˜,
so they can be considered as generators of non-relativistic supersymmetry transformations.
Once we apply them on the Lagrangian, they generate the following transformations:
δQH L˜ = −iǫβ
d
dt
N, δQH
L˜ = −iǫ¯ d
dt
Q
and, as the Lagrangian changes by a total derivative, we can say that QH and QH generate
symmetries for the action S˜ =
∫
dt L˜. Finally, it is possible to prove that QH and QH are
nilpotent: [QH , QH ] = [QH, QH] = 0.
As we did before with the BRS charges, we can give to these charges a differential operator
representation in the superspace. Their action is defined via the equation δ ΞA = −ǫΩˆΞA,
where ΞA is the YM superfield of Eq. (3.21). The result is [28]:
QˆH = − ∂
∂θ
− βθ¯ ∂
∂t
, QˆH =
∂
∂θ¯
+ βθ
∂
∂t
.
With the previous choice we have the following anticommutator [QˆH , QˆH ] = −2β
∂
∂t
, i.e. the
operators QˆH and QˆH close on
∂
∂t
, which is the operatorial representation of the Hamiltonian
in the superspace.
Every supersymmetric field theory is characterized by the number N of the independent
supersymmetry charges whose square reproduces the Hamiltonian
Q2i = H˜, i = 1, · · · , N.
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We want to prove that in the CPI such number is given by N = 2 [28]. First of all, let us
consider again the four charges
Q = iΓAΛA, Q = −iΛAωABΓB,
N = ΓA
−→
∂ AH(−)[A], N = ΓAωAB−→∂ BH.
Using their algebra:
[Q,N ] = [Q,N ] = 0, [Q,N ] = iH˜, [Q,N ] = −iH˜
we can easily construct the “square roots” of the Hamiltonian H˜, which must have one of the
following forms:
Qα,β = αQ+ βN, Qα¯,β¯ = α¯Q+ β¯N,
where α β, α¯ and β¯ are arbitrary parameters, which will be fixed in a while. Qα,β and Qα¯,β¯
anticommute and satisfy:
[Qα,β, Qα,β ] = 2αβiH˜,
[
Qα¯,β¯, Qα¯,β¯
]
= −2α¯β¯iH˜. (6.2)
On the RHSs of (6.2) we get just the Hamiltonian H˜ only if αβ = − i2 and α¯β¯ = i2 . Each of
the previous equations can fix only one of the two parameters, so we have infinite possible
square roots of the Hamiltonian. If we require that the charges commute with each other, we
can extract the following four operators in the superspace:
Dˆ1 =
1√
2
{
− ∂
∂θ
− iθ ∂
∂t
}
, Qˆ1 =
i√
2
{
− ∂
∂θ
+ iθ
∂
∂t
}
,
Dˆ2 =
1√
2
{
∂
∂θ¯
+ iθ¯
∂
∂t
}
, Qˆ2 =
i√
2
{
∂
∂θ¯
− iθ¯ ∂
∂t
}
.
They are all conserved since they commute with the Hamiltonian. Furthermore, they com-
mute among themselves and they can be considered as square roots of the Hamiltonian, in
the sense that [Qˆi, Qˆi] = 2Qˆ
2
i =
ˆ˜H. This implies that our supersymmetry is a N = 2 super-
symmetry, where Qˆ1 and Qˆ2 can be identified with the supercharges and Dˆ1 and Dˆ2 with
the covariant derivatives [29].
It is also possible to find the covariant derivatives associated with the original supersym-
metry charges QH e QH . In analogy with what we have seen before, we can define:
DˆH ≡ ∂
∂θ
− βθ¯ ∂
∂t
, DˆH ≡ − ∂
∂θ¯
+ βθ
∂
∂t
.
The previous operators commute with the supersymmetry operators QˆH e QˆH, so they can
be considered as covariant derivatives.
In supersymmetric field theories it is possible to associate with each covariant derivative
a chiral superfield which is the one annihilated by the covariant derivative. Also in our case
we can define a chiral superfield Ξach such that: DˆHΞ
a
ch = 0. From the previous equation we
immediately get:
ΞAch = ξ
A + (−)[A]ωAB θ¯ΓB − θ¯θβξ˙A. (6.3)
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An antichiral superfield Ξ¯ach is instead defined by the following equation: DˆHΞ¯
a
ch = 0, which
is satisfied by
Ξ
A
ch = ξ
A + (−)[A]θΓA + θ¯θβξ˙A.
The chiral and the antichiral superfield depend only on two types of fields. If we require
that a superfield is both chiral and antichiral we get: ΞA = ξA, i.e., we reduce ourselves to
consider only the fields ξA of the standard BFV phase space.
It is easy to show that if we apply a supersymmetry transformation on a chiral superfield,
we get another chiral superfield. In fact let us indicate with Qi a supersymmetry charge,
with Di the covariant derivative and with Ξ
i
ch the associated chiral superfield. Then under a
supersymmetry transformation the chiral superfield changes as follows:
Ξ′ich = (1− ǫQi)Ξich,
with ǫ anticommuting parameter. If we apply Di to the transformed chiral superfield and we
use the fact that [Qi,Di] = 0, we get:
DiΞ
′i
ch = DiΞ
i
ch − ǫQiDiΞich = 0,
i.e. also Ξ′ich is a chiral superfield. This means the space of chiral superfields carry a repre-
sentation of the supersymmetry. Chiral superfields are important because they are made of
fewer components than the standard superfields. This means that they carry a representation
of supersymmetry of lower dimension than the one carried by the superfields. Moreover, it
is possible to prove that their representation is an irreducible one [30].
The supersymmetry charges, as most of the elements present in the CPI, have a nice
geometrical interpretation. It was proven in [28] that, like the BRS is an exterior derivative
on phase space, the supersymmetry charges are equivariant exterior derivatives. We will
not dwell here on this issue which has been thoroughly explored in Ref. [28]. The same
geometrical meaning is for sure valid in the gauge case and this issue will be further explored
in Ref. [16], in connection to topological field theory.
The supersymmetry that we have found in the CPI of any field theory is a universal
one. It strongly indicates that from any non-supersymmetric field theory one can build, via
the CPI, a supersymmetric one. So somehow supersymmetry seems to be a feature not of
particular systems but of any system. Unfortunately this supersymmetry is non-relativistic.
Why is so? We feel that this is due to the fact that, to build the CPI, we started from the
Hamiltonian version of the equations of motion, which is intrinsecally non-covariant. One
idea we would like to explore in [16] is to start from that covariant version of the equations of
motion, known as the de Donder-Weyl formalism, for a review see [31]. We feel that the CPI
which can be derived from it should have a relativistic supersymmetry stemming from the
covariance of the original formalism. It would be very nice if this happens because it would
indicate that the relativistic supersymmetry is a universal phenomenon. Moreover, because
of the geometrical meaning of the QH mentioned before, it would also indicate that the
supersymmetry is present because of some deep geometrical reason. This reason is because
we basically wanted to reformulate the original field theory in a coordinate-free form, like
the Lie derivative is. This may also explain why the partner Dirac fermions, which in the de
Donder-Weyl formalism may turn out to be the differential forms Γ of the CPI for bosonic
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field theories, are not fundamental fields but objects derived from the original fields of the
theory. This may also explain why we do not see them in nature as independent degrees of
freedom. The same trick would apply if we start from a fermionic theory and do its associated
CPI. The forms would be bosonic and we would not see them because they are just differential
forms.
7 Conclusions
In this paper we have extended the CPI formalism from the point particle [2] to a gauge field
theory. We have shown in details that, like in the quantum case, a gauge-fixing and a FP
determinant are needed also in the CPI . We have also proven that this approach to the CPI
is equivalent to a different one built out of the BFV formalism. In this first paper we have
concentrated in building rigorously the formalism and the various universal charges that are
present. In later works [14]-[16] we will apply the formalism in the directions outlined in the
Introduction and in Sec. 6. We have preferred to divide the project in this way because the
formalism of the CPI for YM is rather heavy and we could have run easily into problems if we
had tried to do too many things without having laid the foundations properly. Last, but not
least, the reader may wonder of what happens in the CPI to the “minimal coupling” scheme
which was needed at the quantum level to couple particle degrees of freedom to gauge fields.
This issue has already been thoroughly worked out in Ref. [32] to which we refer the reader
for details.
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Appendices
A Construction of the canonical action of Eq. (2.4)
In this Appendix we want to derive in detail the “canonical action” (2.4) from the Lagrangian
density L = −1
4
Fµνa F
a
µν . First of all, from L we construct the energy-momentum tensor:
Θµν = − ∂L
∂(∂µAaλ)
∂νAaλ + η
µνL
= Fµλa ∂
νAaλ −
1
4
ηµνF ρσb F
b
ρσ.
The Hamiltonian is the integral over the space variables of the component Θ00 of such tensor,
which is given by:
Θ00 = F 0λa (∂
0Aaλ) +
1
4
F ρσb F
b
ρσ
= ~πa · ~˙Aa − 1
2
~πa · ~πa + 1
2
~Ba · ~Ba, (A1)
where we have used the definition of the conjugate momentum πka = −F 0ka and of the “mag-
netic field” Bia =
1
2
ǫijkF jka . So we get the following expression for the Hamiltonian:
Hc =
∫
dxΘ00 =
∫
dx
(
~πa · ~˙Aa − 1
2
~πa · ~πa + 1
2
~Ba · ~Ba
)
. (A2)
Taking into account the definition of the momentum:
πµa = −F 0µa = A˙µa + ∂µA0a + C bca A0bAµc (A3)
we can easily derive the equations of motion for ~Aa:
~˙Aa = ~πa − ~∇A0a +C bca ~AbA0c . (A4)
Using the previous equation into (A2) we get:
Hc =
∫
dx
(
1
2
~πa · ~πa + 1
2
~Ba · ~Ba − ~πa · ~∇A0a +Cabc~πa · ~AbA0c
)
.
The canonical Hamiltonian Hc is not uniquely determined because of the constraints derived
from the gauge invariance of the theory. First of all, from (A3) we have that the antisymmetry
of the tensor Fµνa and the definition itself of conjugate momenta imply that
π0a = 0, a = 1, ..., n. (A5)
This means that we have a number of primary constraints, equal to the number of generators
of the Lie algebra that we are considering. It is clear that we can add to Hc an arbitrary
linear combination of the constraints and consider the following function:
H ′ =
∫
dx
(
Hc + v
a
1π
0
a
)
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as generator of the time evolution. The equation of evolution of the primary constraints
produces the following relation:
π˙0a(x) = {π0a(x),H ′} = ~∇ · ~πa − Cbac~πb · ~Ac. (A6)
From the consistency condition, i.e., the requirement that the primary constraints are con-
served in time, we get that the RHS of (A6) must be put equal to zero:
σa = −~∇ · ~πa + Cbac~πb · ~Ac ≈ 0. (A7)
The n secondary constraints (A7), together with the n primary constraints (A5), which we
have obtained before, form a set of 2n first class constraints.8 An arbitrary combination of
the secondary constraints can be added to H ′ to get the following total Hamiltonian [18]:
HT =
∫
dx
(
1
2
~πa · ~πa + 1
2
~Ba · ~Ba + (~∇ · ~πa)A0a + Cabc~πa · ~AbA0c + va1π0a − va2σa
)
=
∫
dx
(
1
2
~πa · ~πa + 1
2
~Ba · ~Ba + va1π0a + (A0a + va2)(~∇ · ~πa + Cbca~πb · ~Ac)
)
.
(A8)
Starting from HT we can derive the equations of motion for the field A(x): A˙
0
b(x) =
{
A0b(x),HT
}
= −v1b(x)
~˙Ab = ~πb + C
c
ab
(
A0a + va2
)
~Ac − ~∇
(
A0b + v2b
)
.
Comparing the result with (A4) we can put v2a=0. Replacing this result into (A8) we get:
HT =
∫
dx
(
1
2
~πa · ~πa + 1
2
~Ba · ~Ba − A˙0aπ0a +A0a
(
~∇ · ~πa − Cbac~πb · ~Ac
))
from which we derive [13] the canonical action of Eq. (2.4):
Sc =
∫
dx
(
A˙µaπ
a
µ −HT
)
=
∫
dx
[
~˙Aa · ~πa − 1
2
~πa · ~πa − 1
2
~Ba · ~Ba −Aa0
(
−~∇ · ~πa + Cbac~πb · ~Ac
)]
.
8“First class” basically means that the Poisson brackets of two constraints produce a linear combination
of the constraints themselves, so this combination is zero on the constraints surface.
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B Proof of Eq. (3.16)
As we have seen in Sec. 3, in the case of YM theories we deal with mixed variables, so we
have to consider the superdeterminant of the Jacobian of the transformation that brings us
from the solutions of the equations of motion to the equations of motion themselves. How
can we exponentiate such a superdeterminant? In the case of purely Grassmannian even
variables one considers the Jacobian of the transformation, which can be exponentiated via
a pair of Grassmannian odd variables:
det−1Kab =
∫
DπaDξb exp
[
−πaKabξb
]
.
In the case of purely Grassmannian odd variables one considers instead the inverse of the
Jacobian of the transformation, which can be exponentiated via a pair of Grassmannian even
variables according to the following rule:
detMab =
∫
Dθ¯aDθb exp
[
−θ¯aMabθb
]
.
It is quite natural to think about the possibility of exponentiating the superdeterminant via
a generalized Gaussian integral. In particular, we expect to have a number of Grassmannian
even auxiliary variables which is twice the number of the Grassmannian odd equations of
motion and a number of Grassmannian odd auxiliary variables which is twice the number of
the Grassmannian even equations of motion. In this Appendix we want to prove the previous
statement, i.e:
sdet
(
A B
C D
)
=
∫
dθ¯dθdx¯dx exp
[
−(θ¯tx¯t)
(
A B
C D
)(
θ
x
)]
, (B1)
where θ and θ¯ are Grassmannian odd variables while x and x¯ are Grassmannian even variables.
Let us define the following quantities:
a = θ¯tAθ, b = θ¯tBx, c = x¯tCθ, d = x¯tDx,
which are Grassmannian even, since the blocks B and C are Grassmannian odd, while A e
D are even. At this point we can expand the exponential of Eq. (B1) as follows:
exp [−(a+ b+ c+ d)] =
∑
m
(−)m
m!
(a+ b+ c+ d)m
and use the “multinomial formula”:
(a+ b+ c+ d)m =
∑
i3≤i2≤i1≤m
m!
(m− i1)!(i1 − i2)!(i2 − i3)!i3!a
m−i1bi1−i2ci2−i3di3 .
Because of the presence of Grassmannian odd variables, a lot of the previous terms turn
out to be zero. Let us indicate with n the number of variables θ which are needed for the
exponentiation. For n = 2 the only terms which are non zero and give a contribution to the
integral (B1) are a2, abc, b2c2, for n = 3 the only terms which survive are a3, a2bc, ab2c2,
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b3c3 and so on. On the other side d can have an arbitrary exponent, since it is made up by
purely Grassmannian even terms, so we can write:
I =
∫
dθ¯dθdx¯dx exp [−(a+ b+ c+ d)] =
∫
dθ¯dθdx¯dx
{
e−d + (−a+ bc)e−d
+
[
1
2!
(
2!
2!
a2
)
− 1
3!
(
3!
1!1!1!
abc
)
+
1
4!
(
4!
2!2!
b2c2
)]
e−d
+
[
− 1
3!
(
3!
3!
a3
)
+
1
4!
(
4!
2!1!1!
a2bc
)
− 1
5!
(
5!
2!2!
ab2c2
)
+
1
6!
(
6!
3!3!
b3c3
)]
e−d + · · ·
}
.
When we perform the Grassamnnian integrals, the only non-zero contribution comes from
the terms which contain n variables θ and n variables θ¯. Such terms include:[
(−)n
n!
(
n!
n!
an
)
+
(−)n+1
(n+ 1)!
(
(n+ 1)!
(n− 1)!1!1!a
n−1bc
)
+ ...
+
(−)2n−1
(2n− 1)!
(
(2n − 1)!
1!(n − 1)!(n − 1)!ab
n−1cn−1
)
+
(−)2n
(2n)!
(
(2n)!
n!n!
bncn
)]
e−d
=
(−)n
n!
[
an − n!
(n − 1)!a
n−1bc+
n!
(n− 2)!2!2!a
n−2b2c2 + ...
+(−)n−1 n!
(n− 1)!(n − 1)!ab
n−1cn−1 + (−)n n!
n!n!
bncn
]
e−d.
From the definitions of a, b and c we get:
I =
∫
dθ¯dθdx¯dx
(−)n
n!
[
(θ¯tAθ)n − n!
(n− 1)! (θ¯
tAθ)n−1(θ¯tBxx¯tCθ) + · · ·
+(−)n−1 n!
(n− 1)!(n − 1)! (θ¯
tAθ)(θ¯tBxx¯tCθ)n−1 + (−)n n!
n!n!
(θ¯tBxx¯tCθ)n
]
e−x¯
tDx.
Now we have to evaluate all the integrals. First of all, let us consider:
(θ¯tBxx¯tCθ)n = θ¯i1Bi1j1xj1x¯m1Cm1o1θo1 · · · θ¯inBinjnxjnx¯mnCmnonθon .
Since B, C, θ and θ¯ are all Grassmannian odd, every block which appears in the previous
expression is Grassmannian even. This means that we can first of all fix the indices of the
variables θ¯ and then sum over all the permutations (even) of n Grassmannian even blocks:
(θ¯tBxx¯tCθ)n = n!θ¯1B1j1xj1x¯m1Cm1o1θo1 · · · θ¯nBnjnxjnx¯mnCmnonθon .
Then, if we want to put in ascending order also the indices of θ, we have to change some of
the anticommuting parameters and give the right sign to each permutation:
(θ¯tBxx¯tCθ)n = n!θ¯1θ1 · · · θ¯nθn
∑
σ
|σ|(Bxx¯tC)1σ(1) · · · (Bxx¯tC)nσ(n).
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Let us suppose we have brought D to a diagonal form (we can always do it via a unitary
transformation), and consider the bosonic integral:∫ ∏
i
dx¯idxi
∑
σ
|σ|B1i1xi1 x¯j1Cj1σ(1) · · ·Bninxin x¯jnCjnσ(n) exp
[
−
∑
k
x¯kDkkx
k
]
. (B2)
Let us perform the following change of variables:
xj = tj + ivj , x¯j = tj − ivj .
The integration measure in (B2) becomes:
∏
j
2dtjdvj , while the exponential takes the form:
exp
[
−∑j(t2j + v2j )Djj]. These expressions are both symmetric for the exchange t↔ v. This
means that, to give a non zero contribution to the integral, the coefficients of the exponential
in (B2) must also be symmetric for this exchange which is equivalent to the following one
between the original variables:
xj → ix¯j , x¯j → −ixj .
From these considerations we deduce that only the terms of the type:
∏
i
(xix¯i)
ni exp
[
−
∑
k
x¯kDkkx
k
]
can give a non zero contribution to the integral (B2). The associated integrals can be solved
in the following way: ∫ ∏
j
dx¯jdxj
∏
i
(xix¯i)
ni exp
[
−
∑
k
x¯kDkkx
k
]
=
∏
i
(
− d
dDii
)ni ( 1
Dii
)
=
∏
i
ni!
Dniii
det(D−1).
Let us notice that if D is a diagonal matrix then the following sum:
B1i1D
−1
i1j1
Cj1σ(1)B2i2D
−1
i2j2
Cj2σ(2) · · · det(D−1)
contains terms which are proportional to:∏
i
ni!
Dniii
det(D−1),
where ni is the number of eigenvalues Dii of the matrix D. This is just the result of the
integration (B3). So we can write:∫
dx¯dx(θ¯tBxx¯tCθ)ne−x¯
tDx = n!det(D−1)(θ¯tBD−1Cθ)n.
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Similarly we have:∫
dx¯dx(θ¯tAθ)n1(θ¯tBxx¯tCθ)n2e−x¯
tDx = n2!det(D
−1)(θ¯tAθ)n1(θ¯tBD−1Cθ)n2
Finally, collecting all these results, our integral is given by:
I =
∫
dθ¯dθ
(−)n
n!
[
(θ¯tAθ)n − n!
(n− 1)! (θ¯
tAθ)n−1(θ¯tBD−1Cθ) + · · ·
+(−)n−1 n!
(n− 1)! (θ¯
tAθ)(θ¯tBD−1Cθ)n−1 + (−)nn!
n!
(θ¯tBD−1Cθ)n
]
det(D−1)
=
∫
dθ¯dθ
(−)n
n!
(θ¯t(A−BD−1C)θ)ndet(D−1).
Remembering the standard rule of exponentiation of the determinant we get:
I = det(A−BD−1C)det(D−1).
The last expression is just the definition of the superdeterminant. This completes our proof
of Eq. (3.16).
33
C Equations of the Jacobi fields
In this Appendix we would like to prove that Eqs. (3.20) are identical to the equations of
evolution of the first variations δξA of the fields ξA, i.e. to the equations of the Jacobi fields
[2]. For convenience, we will split ξA in two sets and we will indicate the anticommuting
variables with lower capital Latin indices and the commuting ones with Greek indices. The
first variation of the action is:
δS =
∫
dx
[
1
2
δξµωµν ξ˙
ν +
1
2
ξµωµνδξ˙
ν − δξµ∂µH + 1
2
δξaωabξ˙
b +
1
2
ξaωabδξ˙
b − δξa ∂aH
]
.
Modulo some integrations by parts, we get that the second variation of the action is given
by:
δ2S =
∫
dx
[
δ2ξµ
(
ωµν ξ˙
ν − ∂µH
)
+ δ2ξa
(
ωabξ˙
b − ∂aH
)
+δξµ
(
ωµνδξ˙
ν − δξa∂µ∂aH − δξν∂µ∂νH
)
+δξa
(
ωabδξ˙
b − δξµ∂a∂µH + δξb∂a∂bH
)]
,
which gives the following equations for the Jacobi fields δξA:{
ωµνδξ˙
ν − δξa∂µ∂aH − δξν∂µ∂νH = 0,
ωabδξ˙
b − δξµ∂a∂µH + δξb∂a∂bH = 0.
Multiplying the first equation by ωρµ and the second one by ωca we get the following equation
for the first variations δξ:{
δξ˙ρ = ωρµ∂µ∂νHδξ
ν − ωρµ∂µ∂aHδξa,
δξ˙c = ωca∂a∂µHδξ
µ − ωca∂a∂bHδξb.
In the previous equations all the derivatives are right derivatives. Using the relations:
−→
∂ aH = −H←−∂ a, −→∂ µH = H←−∂ µ,
we can rewrite the equations of motion for δξ as: δξ˙
ρ = ωρµ
−→
∂ µH
←−
∂ ν δξ
ν + ωρµ
−→
∂ µH
←−
∂ b δξ
b
δξ˙c = ωca
−→
∂ aH
←−
∂ ν δξ
ν + ωca
−→
∂ aH
←−
∂ b δξ
b.
By comparing this equation with (3.20) we can conclude that also for YM theories the fields
Γ evolve in time just like the Jacobi fields δξ.
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D Proof of Eq. (4.10)
In this Appendix, making explicit use of the equations of motion, we want to prove in detail
that LBFV = LFP, Eq. (4.10), i.e. that:
−πa~∇ · ~Aa + λ˙aπa + ~˙Aa · ~πa − 1
2
~πa · πa − 1
2
~Ba · ~Ba − λaσa + P˙ aCa + C˙aP a
+iCa∂
kD akb C
b − iP aP a + λaP bCbacCc
= −πa∂µAaµ − 14F aµνFµνa − i∂µCaD aµb Cb.
(D1)
First of all, let us consider the gauge-fixing (GF) parts. From the LHS of (D1) we have that
the GF part of LBFV is given by: −πa~∇· ~Aa+ λ˙aπa. So, using our conventions ∂µ = (−∂t, ~∇),
this GF part of the BFV Lagrangian density can be rewritten as:
− πa~∇ · ~Aa + λ˙aπa = −πa~∇ · ~Aa + πa∂tAa0
= −πa∂µAaµ, (D2)
where we have used the fact that the Lagrange multipliers λa are the time components of the
fields Aa. What we have obtained as last term of (D2) is just the GF term of the RHS of Eq.
(D1). Now let us compare the terms of the Lagrangian densities, LBFV and LFP, associated
with the bosonic fields. Here we can use the equations of motion of the fields ~Aa:
~˙Aa = ~πa + ~∇λa + Cadcλd ~Ac
and the definition of the secondary constraints:
σa = −~∇ · ~πa + Cbac~πb · ~Ac
to get
~˙Aa · ~πa − 1
2
~πa · ~πa − 1
2
~Ba · ~Ba − λaσa = ~πa · ~πa + ~∇λa · ~πa + Cadcλd ~Ac · ~πa
−1
2
~πa · ~πa − 1
2
~Ba · ~Ba + λa~∇ · ~πa − λaCbac~πb · ~Ac.
Up to surface terms, the previous identity becomes:
~˙Aa · ~πa − 1
2
~πa · ~πa − 1
2
~Ba · ~Ba − λaσa = 1
2
(
~πa · ~πa − ~Ba · ~Ba
)
. (D3)
From the definition of the generalized magnetic field Bka we have
Bka =
1
2
ǫkijF ija =⇒ −
1
2
~Ba · ~Ba = −1
4
F ija F
a
ij . (D4)
Similarly, from the definition of the conjugate momentum we get:
πka = −F 0ka ⇒
1
2
~πa · ~πa = −1
2
F 0ka F
a
0k (D5)
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Collecting together (D4) and (D5) we have:
1
2
(
~πa · ~πak − ~Ba · ~Ba
)
= −1
4
Fµνa F
a
µν ,
which, once it is replaced in (D3), gives:
~˙Aa · ~πa − 1
2
~πa · ~πa − 1
2
~Ba · ~Ba − λaσa = −1
4
Fµνa F
a
µν .
This proves that the terms associated with the bosonic variables on the LHS and on the RHS
of Eq. (D1) are the same.
Finally, we have to prove that the terms which refer to the Grassmannian odd variables of
LBFV and LFP are the same. Here we need the equations of motion of C and the definition of
the covariant derivative, i.e.
C˙a = iP a, D
a
bν = δ
a
b ∂ν − CacbAcν .
Using them in the LFP density we get for the Grassmannian odd part of LFP:
−i∂µCaD aµb Cb = iC˙aC˙a − iC˙aCabcCcAb0 − i∂kCaD akb Cb. (D6)
Up to surface terms, the correspondent terms in the LBFV of Eq. (3.8) are given by:
iCa∂
kD akb C
b − iP aP a + λbP aCabcCc + P˙ aCa + C˙aP a
= −i∂kCaD akb Cb − iP aP a + λbP aCabcCc − P aC˙a + C˙aP a
= iC˙aC˙
a − iλbC˙aCabcCc − i∂kCaD akb Cb. (D7)
Expressions (D6) and (D7) are equal. So, since we have proved that also the terms which
refer to the Grassmannian odd fields are equal, we can conclude that on shell the BFV and
the FP Lagrangian densities are equivalent:
LBFV = LFP.
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E Equivalence of the FP and the natural CPIs
In this Appendix we want to show that it is possible to integrate away the extra fields present
in ZYM(FP)CPI to get just Z
YM(NAT)
CPI and this proves the equivalence of the two approaches. As
we announced in the paper, we will divide the proof in three parts, showing separately the
equivalence of the GF, the ghost and the bosonic parts.
E.1 The ghost part
First of all, we want to compare the ghost parts. By making explicitly the Grassmann
integrations over θ and θ¯ in (4.15) we get the following dependence of L˜FPgh on the fields of
the theory:
L˜FPgh = i∂µCaDbaµ ΛP b + ∂
µCaC
a
cbΓ
AcµΓP b + ∂
µCaC
a
cbΓpiµc Γ
Cb + i∂µCaC
a
cbΛpiµc C
b
+∂µΓCaDbaµ ΓP b − ∂
µΓCaCacbΓpiµc C
b − ∂µΓP aDbaµ ΓC
b
(E1)
−∂µΓP aCacbΓA
c
µCb + i∂µΛP aD
ba
µ C
b.
Going to the functional integral, we have that its ghost part is given by:
ZYM(FP)gh =
∫
DCDΛPDCDΛPDΓCDΓCDΓPDΓP exp
[
i
∫
dx L˜FPgh
]
. (E2)
For the “natural” CPI of Eq. (2.12) the ghost part is instead given by:
ZYM(NAT)gh =
∫
DψDη exp
[∫
dx∂µψaD
ba
µ ηb
]
. (E3)
We already know from (4.7) that ψ can be identified with C; if we identify ΛP with η, we
get: ∫
DψDη exp
[∫
dx ∂µψaD
ba
µ ηb
]
=
∫
DCDΛP exp
[
i
∫
dx i∂µCaD
ba
µ ΛP b
]
. (E4)
It is clear that in the path integral ZYM(FP)gh of (E2) there are six other functional integrals,
in the variables C, ΛP , Γ
C , ΓC, ΓP , ΓP , which are not present in the associated “natural”
path integral of Eq. (E3). In what follows we want to show that, performing explicitly these
integrations, we get a quantity which is independent of the fields of the theory. Let us start
by evaluating the integral (E4) over ΛP :
T =
∫
DΛP exp
{∫
dx (−∂µΛP a∂µCa + ∂µΛP aCacbAcµCb)
}
.
After an integration by parts we get:
T =
∫
DΛP exp
{∫
dx
[
ΛPa
(
∂µ∂µC
a − Cacb∂µ(AcµCb)
)]}
∼ δ
(
(∂µ∂µδ
a
b − Cacb∂µAcµ − CacbAcµ∂µ)Cb
)
.
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Using the gauge-fixing condition ∂µAµ = 0 and the properties of the Dirac deltas, we can
write
T ∼ δ(Cb) det(∂µ∂µδab − CacbAcµ∂µ). (E5)
The Dirac delta δ(Cb) allows us to perform immediately the integral over C, putting C = 0
in all the terms appearing in (E1). Next we have only four other functional integrations to
perform:
det(∂µ∂µδ
a
b − CacbAcµ∂µ)
∫
DΓCDΓCDΓPDΓP exp
∫
dx
(
i∂µCaC
a
cbΓ
AcµΓP b
+i∂µCaC
a
cbΓpiµc Γ
Cb + i∂µΓCaDbaµ ΓP b − i∂
µΓP aD
ba
µ Γ
Cb
)
. (E6)
Using the definition of covariant derivative and integrating by parts, we can rewrite one of
the terms appearing in the weight of (E6) as follows:∫
dx ∂µΓCaDbaµ ΓP b =
∫
dx
(
∂µΓCa∂µΓP a − ∂µΓCaCacbAcµΓP b
)
= −
∫
dx ΓCa
(
∂µ∂µδ
a
b − Cacb∂µAcµ − CacbAcµ∂µ
)
ΓP b .
Note that also the integral over ΓCa produces a Dirac delta:
δ
[
(∂µ∂µδ
a
b − CacbAcµ∂µ)ΓP b
]
= det−1
(
∂µ∂µδ
a
b − CacbAcµ∂µ
)
δ(ΓP b). (E7)
The presence of the inverse of a determinant is due to the fact that the CPI variables Γ
associated with the BFV ghosts are bosonic. The Dirac delta δ(ΓP b) present in (E7) allows
us to perform the integral over ΓP b . The result is that we can put everywhere: ΓP = 0 in
(E6). The two determinants of Eqs. (E5)-(E7) cancel each other and the result is:∫
DΓCDΓP exp
{
i
∫
dx
(
∂µCaC
a
cbΓpiµc Γ
Cb − ∂µΓP a∂µΓCa + ∂µΓPaCacbAcµΓC
b
)}
= det−1(∂µ∂
µδab − CacbAcµ∂µ). (E8)
So the only difference between ZYM(FP)gh and Z
YM(NAT)
gh is given by the determinant in (E8).
We want to prove that such determinant does not depend on the fields Acµ. A functional
determinant must be considered as derived from a matrix which depends on the space-time
variables x:
D ≡ det−1 (∂µ∂µδab δ(x− x′)− Cacbδ(x − x′)Acµ∂µ) .
Using the relation δ(x− x′) = ∂µθ(x− x′), we get:
D = det−1(∂µ)det
−1
[
δab δ(x − x′)− Cacbθ(x− x′)Acµ
]
det−1(∂µ).
The terms det−1(∂µ) and det
−1(∂µ) are independent of the fields A. So it remains only to
prove the independence of the term:
det−1
[
δab δ(x− x′)− Cacbθ(x− x′)Acµ
]
= exp−1Tr ln(1−A)
= exp−1Tr
[−A−A2/2 · · · ] , (E9)
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where A = Cacbθ(x−x′)Acµ. On the RHS of (E9) we have only performed standard manipula-
tions. The trace in (E9) is zero, thanks to the antisymmetry of the structure constants Cabc.
Consequently, the determinant appearing in (E8) is independent of the fields of the theory.
This completes the proof that the ghost terms of the two functionals ZYM(NAT) and ZYM(FP)
are equivalent.
E.2 The bosonic parts
The equivalence of the bosonic parts is much easier to prove. In fact from Eq. (2.14) we have
L˜NATbos = ΛA(φ˙A − ωAB∂BH) + iΓA(δAB∂t − ωAC∂B∂CH)ΓB.
The previous Lagrangian was obtained by exponentiating the equations of motion derived
from the canonical Lagrangian (2.4):
L = ~˙Aa · ~πa − 1
2
~πa · ~πa − 1
4
F ijb F
b
ij − λa(−~∇ · ~πa + Cbac~πb · ~Ac). (E10)
Using in (E10) the equations of motion:
~˙Aa = ~πa + ~∇λa + Cadcλd ~Ac
we get
L =
1
2
~πa · ~πa − 1
4
F ijb F
b
ij = −
1
4
F aµνF
µν
a ,
i.e., just the original Lagrangian for YM theories. Using this result and the usual connection
with the superfields we can write, up to surface terms
L˜NATbos = ΛA(φ˙A − ωAB∂BH) + iΓA(δAB∂t − ωAC∂B∂CH)ΓB = i
∫
dθdθ¯
(
−1
4
F˜ aµν F˜
µν
a
)
.
Note that the RHS of this equation is also the bosonic part we would get in ZYM(FP)CPI . So this
proves that the bosonic parts of ZYM(FP)CPI and Z
YM(NAT)
CPI are the same.
E.3 The gauge-fixing parts
Finally, we have to prove that the two gauge-fixing parts are equivalent. In L˜NATgf we have
only one term: −πa∂µAaµ, while, using the standard superfields, the gauge-fixing part of L˜FP
is given by:
L˜FPgf = i
∫
dθdθ¯[−π˜a∂µA˜aµ]
= πa∂
µΛpiµa + iΓ
pia∂µΓpiµa − iΓλa∂µΓA
a
µ + Λλa∂
µAaµ. (E11)
We can now formally identify the fields πa, which appear in L˜NATgf , with the fields Λλa , which
appear in (E11). Then, integrating ZYM(FP)gf over πa, Γ
pia and Γλa , we get a term proportional
to:
δ(∂µΛpiµa )δ(∂
µΓpiµa )δ(∂
µΓA
a
µ) = det(∂µδab )δ(Λpiµ
b
)δ(Γpiµ
b
)δ(ΓA
b
µ). (E12)
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The reason why we obtain a determinant and not an inverse of a determinant in (E12) is
because there are two anticommuting fields Γpiµ
b
and ΓA
b
µ for each bosonic field Λpiµ
b
. The
deltas which appear in (E12) are not totally painless to work out since they contain fields
which enter the expression of L˜FPbos. In particular, these Dirac deltas make L˜FPbos = 0. This
could have been foreseen: in fact, our approach is on-shell and, using the equations of motion,
we have:
L˜FPbos = ΛA(φ˙A − ωAB∂BH) + iΓA(δAB∂t − ωAC∂B∂CH)ΓB = 0.
This tells us that the Dirac deltas of Eq. (E12) are somehow superfluous. For example, let
us consider the Dirac delta over ΓA
b
µ . In the bosonic part of the natural Yang-Mills CPI
ZYM(NAT)bos the terms depending on Γ
Abµ are the following ones:∫
DΓAµDΓAµ exp
[
−
∫
dxΓAaµ
(
δab ∂t − ωac
∂
∂Abν
∂
∂Acµ
H
)
ΓA
b
ν
]
∼
∫
DΓAµ δ
(
Γ˙A
a
µ − ωac ∂
∂Abν
∂
∂Acµ
HΓA
b
ν
)
.
(E13)
If we call ΓAµ ≡ y then the integral in (E13) can be written in a compact form as
∫
dy δ[f(y)],
with f(y) = 0 at y = 0. As we have seen in (E12), the GF part produces another Dirac delta
δ(y). This Dirac delta is superfluous if the following equation holds:∫
dy δ[f(y)]δ(y) ∼
∫
dy δ[f(y)]. (E14)
The “∼” sign means that the only difference between the LHS and the RHS of (E14) is given
by terms independent of the fields.
Using the following properties of the Dirac deltas:
δ(y − a)δ(y − b) = δ(y − a)δ(a − b),
∫
dy δ[f(y)] =
∫
dy
δ(y)
df(y)
dy

y=0
we can write: ∫
dy δ[f(y)]δ(y) =
∫
dy
δ(y)δ(y)
df(y)
dy

y=0
= δ(0)
∫
dy
δ(y)
df(y)
dy

y=0
= δ(0)
∫
dy δ[f(y)].
So δ[f(y)]δ(y) and δ[f(y)] differ by a δ(0), which is independent of the gauge fields. This
concludes our proof.
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F Proof of (5.10)
In this Appendix we want to prove that if two functions O1 and O2 have zero Poisson brackets
in the standard phase space then the associated
O˜i ≡ ΛAωAB
−→
∂ BOi + iΓAω
AB
−→
∂ BOi
←−
∂ CΓ
C(−1)[Oi] (F1)
commute in the extended Hilbert space underlying the CPI. More generally, we will prove
that if {O1, O2}pb = O3, then, using the commutators of the CPI and the definitions (F1), we
have [O˜1, O˜2] = iO˜3.
Since each O˜i is the sum of two different terms, the commutator between O˜1 and O˜2 will
be given by the sum of four different commutators. Let us analyze them one by one. The
one between the first terms is:[
ΛAω
AB
−→
∂ BO1,ΛCω
CD
−→
∂ DO2
]
= iΛAω
AB
−→
∂ BO1
←−
∂ Dω
DE
−→
∂ EO2
−iΛDωDE−→∂ A−→∂ EO2−→∂ BO1ωAB(−)BO2+O1O2+AD+A, (F2)
where each letter in the exponent of the minus sign indicates the Grassmannian parity that we
have to introduce to take into account the fact that the CPI fields have mixed Grassmannian
parity. The term on the RHS of (F2) must be compared with the Liouvillian associated with
the standard Poisson brackets between O1 and O2:
ΛAω
AB
−→
∂ B
[
O1
←−
∂ Cω
CD
−→
∂ DO2
]
= ΛAω
AB
−→
∂ BO1
←−
∂ Dω
DE
−→
∂ EO2 + ΛAω
ABO1
←−
∂ Cω
CD
−→
∂ B
−→
∂ DO2(−)(O1+C)B
= −i ·
(
iΛAω
AB
−→
∂ BO1
←−
∂ Dω
DE
−→
∂ EO2 − iΛDωDE−→∂ A−→∂ EO2−→∂ BO1ωAB(−)BO2+O1O2+AD+A
)
,
which is just −i times the RHS of (F2). Similar relations hold also for the terms coming from
the other commutators, i.e.:[
ΛAω
AB
−→
∂ BO1, iΓD ω
DE
−→
∂ EO2
←−
∂ FΓ
F
]
(−)O2
= ΓDω
DE
−→
∂ A
−→
∂ EO2
←−
∂ FΓ
FωAB
−→
∂ BO1(−)AD+O2+O2B+O2O1 ; (F3)[
iΓAω
AB
−→
∂ BO1
←−
∂ CΓ
C,ΛD ω
DE
−→
∂ EO2
]
(−)O1
= −ΓAωAB−→∂ BO1←−∂ C←−∂ DωDE−→∂ EO2ΓC(−)O2(C+1)+O1 ; (F4)[
iΓAω
AB
−→
∂ BO1
←−
∂ CΓ
C, iΓDω
DE
−→
∂ EO2
←−
∂ FΓ
F
]
(−)O1+O2
= −ΓAωAB−→∂ BO1←−∂ C ωCE−→∂ EO2←−∂ FΓF (−)O1+O2 (F5)
+ΓDω
DE
−→
∂ EO2
←−
∂ Aω
AB
−→
∂ BO1
←−
∂ CΓ
C(−)O2O1+O1+O2.
Let us consider the second term coming from the definition of O˜3, i.e.
iΓA ω
AB
−→
∂ B
[
O1
←−
∂ C ω
CD
−→
∂ DO2
]←−
∂ EΓ
E(−)O1+O2 .
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From this equation we get four different terms because the derivatives w.r.t. ξB and ξE can
be applied on both O1 and O2. Let us write explicitly these four terms with the correct
grading factors. By applying
−→
∂ B over O1 and
←−
∂ E over O2 we get:
iΓAω
AB
−→
∂ BO1
←−
∂ C ω
CD
−→
∂ DO2
←−
∂ EΓ
E(−)O1+O2
which, modulo a factor i, is just the first term on the RHS of (F5). By applying the derivatives
w.r.t. ξE and ξB over O2 we get
−iΓD ωDE−→∂ A−→∂ EO2←−∂ FΓFωAB−→∂ BO1(−)AD+O2+O2B+O2O1 ,
which is just the RHS of Eq. (F3) multiplied by −i. If we apply both the derivatives over
O1 we get:
iΓAω
AB
−→
∂ BO1
←−
∂ C
←−
∂ D ω
DE
−→
∂ EO2Γ
C(−)O2(C+1)+O1 ,
which is −i times the RHS of Eq. (F4). Finally, if we apply the derivative w.r.t. ξE over O1
and the derivative w.r.t. ξB over O2 we get:
iΓDω
DE
−→
∂ EO2
←−
∂ Aω
AB
−→
∂ BO1
←−
∂ CΓ
C(−)O2O1+O1+O2+1,
which is −i times the second term on the RHS of (F5). In this way we have proved that if
{O1, O2}pb = O3 then the associated Lie derivatives O˜1 and O˜2 satisfy
[
O˜1, O˜2
]
= iO˜3.
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G Proof that
[
Q, Ω˜
]
= 0
In this section we want to prove that the two BRS charges, the universal Q of the CPI and
the one Ω˜, due to the gauge invariance of the theory, commute. First of all we need the
explicit expression of the BRS-BFV charge, which from Eq. (5.8), is:
Ω˜ = (∂kπ
k
a)ΛP a − i(∂kΓpi
k
a)ΓPa + i(∂kΓA
a
k
)ΓC
a − (∂kΛAak)Ca
−CbacπkbAckΛP a + iCbacπkbΓA
c
kΓP a + iC
b
acπ
k
bΓpikc Γ
Ca −CbacπkbΛpikcCa
+iCbacΓ
pikbAckΓP a + iC
b
acΓ
pikbΓpikcC
a − iCbacΓAb
k
AckΓ
Ca + iCbacΓAb
k
ΓA
c
kCa
+CbacΛAb
k
AckC
a − iP aΛλa − ΓP aΓλa + ΓCaΓpi
a
+ iΛCaπa +
1
2
iP aC
a
bcΓ
CbΓP c
−1
2
iP aC
a
bcΓP bΓ
Cc − 1
2
iΓPaCabcC
bΓP c +
1
2
iΓPaCabcΓP bC
c +
1
2
iΓCaC
a
bcC
bΓC
c
−1
2
iΓCaC
a
bcΓ
CbCc − 1
2
ΛCaC
a
bcC
bCc − 1
2
P aC
a
bcΛP bC
c − 1
2
P aC
a
bcC
bΛP c .
The expression of the CPI BRS charge is much more simpler (5.1):
Q = iΓAΛA = iΓ
AakΛAa
k
+ iΓpi
k
aΛpika + iΓ
λaΛλa + iΓ
piaΛpia
+iΓC
a
ΛCa + iΓ
P aΛP a + iΓ
CaΛCa + iΓ
P aΛP a. (G1)
The non zero commutators of the theory are:
[ξB,ΛA] = iδ
B
A ,
[
ΓB,ΓA
]
= δBA .
Let us start by rewriting the non zero commutators of the first four terms of Ω˜ with Q:[(
∂kπ
k
a
)
ΛPa , iΓ
pi
j
bΛ
pi
j
b
]
=
(
∂jΓ
pi
j
b
)
ΛP b[
−i
(
∂kΓ
pika
)
ΓPa , iΓ
P bΛP b
]
= −
(
∂kΓ
pika
)
ΛP a[
i
(
∂kΓAak
)
ΓC
a
, iΓA
b
jΛAbj
]
= −ΓCa (∂kΛAak)[
− (∂kΛAak)Ca, iΓCbΛCb] = (∂kΛAak)ΓCa .
The first and the second commutator are opposite, as well as the third and the fourth.
Something similar happens for all the other commutators. A first set is the following:[
−CbacπkbAckΛP a , iΓpi
j
dΛ
pi
j
d
+ iΓA
d
jΛAdj
]
= −CbacΓpi
j
bAcjΛP a − Cbacπ
j
bΓ
AcjΛP a ,[
iCbacπ
k
bΓ
AckΓPa , iΓ
P dΛPd + iΓ
pi
j
dΛ
pi
j
d
]
= Cbacπ
k
bΓ
AckΛP a + iC
b
acΓ
pi
j
bΓA
c
jΓP a ,[
iCbacπ
k
bΓpikcΓ
Ca, iΓpi
j
dΛ
pi
j
d
]
= iΓpi
j
bΓ
pi
j
c
ΓC
a
Cbac − CbacπkbΓC
a
Λpikc ,[
−CbacπkbΛpikcCa, iΓC
d
ΛCd + iΓ
pi
j
dΛ
pi
j
d
]
= Cbacπ
k
bΛpikcΓ
Ca − CbacΓpi
j
bΛ
pi
j
c
Ca,[
iCbacΓ
pikbAckΓP a , iΓ
P dΛP d + iΓ
AdjΛAdj
]
= CbacΓ
pikbAckΛP a − iCbacΓpi
k
bΓA
c
kΓPa ,[
iCbacΓ
pikbΓpikcC
a, iΓpi
j
dΛ
pi
j
d
+ iΓC
d
ΛCd
]
= CbacΓ
pikbCaΛpikc − iCbacΓpi
k
bΓpikcΓ
Ca .
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In the previous formula each commutator appears together with its opposite, so they do not
give any contribution to the commutator [Ω˜, Q]. Let us go on with other commutators:[
−iCbacΓAb
k
AckΓ
Ca , iΓA
d
jΛAdj
]
= CbacA
c
kΓ
CaΛAb
k
+ iCbacΓAb
k
ΓA
c
kΓC
a
,[
iCbacΓAb
k
ΓA
c
kCa, iΓA
d
jΛAdj
+ iΓC
d
ΛCd
]
= −CbacΓA
c
kCaΛAb
k
− iCbacΓAb
k
ΓA
c
kΓC
a
, (G2)[
CbacΛAb
k
AckC
a, iΓC
d
ΛCd + iΓ
AdjΛAdj
]
= −CbacΛAb
k
AckΓ
Ca + CbacΛAb
k
ΓA
c
kCa.
Also this block of three commutators gives a zero contribution to the commutator [Ω˜, Q] since
all the terms in the RHSs of Eq. (G2) are one the opposite of the other. Let us consider the
next block of four commutators:[
−iP aΛλa , iΓP bΛP b
]
= iΓP
a
Λλa ,
[
−ΓP aΓλa , iΓλbΛλb
]
= −iΓP aΛλa[
ΓCaΓ
pia , iΓCbΛCb
]
= −iΓpiaΛCa ,
[
iΛCaπa, iΓ
pibΛpib
]
= iΓpiaΛCa .
Finally, we have the last block of three blocks of three commutators:[
1
2
iP aC
a
bcΓ
CbΓP c , iΓ
P dΛP d
]
= −1
2
iCabcΓ
PaΓC
b
ΓP c −
1
2
CabcP aΓ
CbΛP c[
−1
2
iCabcΓ
P aCbΓP c , iΓ
P dΛP d + iΓ
CdΛCd
]
= −1
2
CabcΓ
P aCbΛP c +
1
2
iCabcΓ
PaΓP cΓ
Cb[
−1
2
P aC
a
bcC
bΛP c , iΓ
P dΛP d + iΓ
CdΛCd
]
=
1
2
CabcΓ
PaCbΛP c +
1
2
CabcP aΓ
CbΛP c
[
−1
2
iP aC
a
bcΓP bΓ
Cc , iΓP dΛPd
]
=
1
2
iCabcΓ
P aΓP bΓ
Cc − 1
2
CabcP aΓ
CcΛP b[
1
2
iΓP aCabcΓP bC
c, iΓP dΛPd + iΓ
CdΛCd
]
=
1
2
ΓPaCabcC
cΛP b −
1
2
iCabcΓ
PaΓP bΓ
Cc[
−1
2
P aC
a
bcΛP bC
c, iΓP dΛPd + iΓ
CdΛCd
]
=
1
2
CabcΓ
PaΛP bC
c +
1
2
CabcP aΛP bΓ
Cc
[
1
2
iΓCaC
a
bcC
bΓC
c
, iΓC
d
ΛCd
]
=
1
2
CabcC
bΓC
c
ΛCa − 1
2
iCabcΓCaΓ
CcΓC
b
[
−1
2
iΓCaC
a
bcΓ
CbCc, iΓC
d
ΛCd
]
= −1
2
CabcΓ
CbCcΛCa +
1
2
iCabcΓCaΓ
CbΓC
c
[
−1
2
ΛCaC
a
bcC
bCc, iΓC
d
ΛCd
]
= −1
2
ΛCaC
a
bcΓ
CbCc +
1
2
ΛCaC
a
bcΓ
CcCb.
It is easy to realize that the RHSs of each of the three blocks of commutators contain terms
which are one the opposite of the other. This means that the contributions to the commutator
[Ω˜, Q] of each of the three blocks above are zero. This concludes our proof that
[
Q, Ω˜
]
= 0.
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