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Abstract 
 
In this thesis, we use log-polar transform to solve object tracking.  Object tracking in 
video sequences is a fundamental problem in computer vision. Even though object 
tracking is being studied extensively, still some challenges need to be addressed, such as 
appearance variations, large scale and rotation variations, and occlusion. We 
implemented a novel tracking algorithm which works robustly in the presence of large 
scale changes, rotation, occlusion, illumination changes, perspective transformations and 
some appearance changes. Log-polar transformation is used to achieve robustness to 
scale and rotation. Our object tracking approach is based on template matching technique.    
Template matching is based on extracting an example image, template, of an 
object in first frame, and then finding the region which best suites this template in the 
subsequent frames. In template matching, we implemented a fixed template algorithm 
and a template update algorithm. In the fixed template algorithm we use same template 
for the entire image sequence, where as in the template update algorithm the template is 
updated according to the changes in object image. The fixed template algorithm is faster; 
the template update algorithm is more robust to appearance changes in the object being 
tracked. The proposed object tracking is highly robust to scale, rotation, illumination 
changes and occlusion with good implementation speed. 
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Chapter 1: Introduction 
 
Image and video processing have many applications in robotics, machine vision, 
industrial applications, medical imaging, law enforcement and entertainment. Object 
tracking is important because it enables several important applications such as: Security 
and surveillance - to recognize people, to provide better sense of security using visual 
information; Medical therapy - to improve the quality of life for physical therapy patients 
and disabled people; Traffic management - to analyze flow, to detect accidents; Video 
editing - to eliminate cumbersome human-operator interaction, to design futuristic video 
effects. 
1.1 Introduction to Problem 
 
The objective of object tracking is to keep track of a   particular object in video sequence. 
The object can move in any direction from the light source and camera. The moving of 
the object towards or away from the camera creates scaling of the object. In the video the 
object may turn or tilt, this creates object rotation and perspective projection. Since 
videos are taken in real time situation, many times foreign objects might come in the path 
of the object which is being tracked, this creates occlusion. So scale, rotation and 
occlusion are important problems which need to be addressed. As mentioned above, if the 
object moves towards or away from light source there will be always an illumination 
change. Finally, as the object keeps moving there might be always some appearance 
change due to deformation, partial occlusion and change in viewpoint. The challenge is to 
track the object irrespective of scale, rotation, perspective projection, occlusion, 
illumination changes and appearance changes. 
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1.2 Motivation 
To address some of these issues, we proposed the use of log-polar transformation for 
object tracking. The earlier methods are not designed specifically to deal with scale 
rotation and occlusion. So in order to handle scale, rotation and scaling they use 
complicated methods and often not very robust. This motivated us to use log-polar 
transforms which made our algorithms immune to scale and rotation. Another important 
issue in tracking is occlusion. Log-polar transforms provide robustness to occlusion too 
since in log-polar domain, resolution of a log-polar image is maximum at the center and 
low at periphery. 
1.3 Challenges and Contributions 
Scaling and Rotation: Scaling and Rotation are very common in videos. We handled it 
using log-polar transforms. In log-polar domain scaling and rotation is pure translation. 
Our Tracking algorithms work excellently with any amount of scale and rotation. 
Occlusion: Handling occlusion is an important problem in object tracking. We had solved 
this problem by using two models single template and a two template model (a smaller 
one and larger one). The idea is, log-polar transform of a template has high resolution at 
the center compared to the periphery. Our Tracking algorithms using log-polar 
transformation handled occlusion quite well. 
Appearance changes: Appearance change is another important problem which needs to be 
addressed at least to some extent. We handled this problem by using good threshold limit 
and the way the template is handled. Our Tracking algorithm handled appearance change 
to large extent. 
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1.4 Thesis Outline 
This thesis deals with object tracking. Chapter 2 provides background concepts for object 
tracking. Chapter 3 deals with object tracking introduction, review of various current 
research methods for object tracking. Chapter 4 deals with algorithms which we 
implemented for object tracking, provides a detailed description of results and analysis 
followed by bibliography.  
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Chapter 2: Background 
 
This chapter describes how log-polar transformation is obtained, how it is useful in our 
tracking algorithm. Then we explain how Fourier transforms are used to find translational 
parameters between two images using phase correlation.  
2.1 Log-Polar Transformation 
 
The log-polar image geometry is motivated because of the fact that scaling and rotation in 
Cartesian domain corresponds to pure translation in Log-polar domain. The polar 
coordinates ( , )ρ θ  correspond to radial distance from the center and angle from the 
center respectively. Taking logarithm of radial distance ρ  we get log-polar coordinates. 
In log-polar domain the coordinate log( )ρ corresponds to the logarithmic distance from 
the center of the image to a given point,θ  corresponds to the angle of the point with the 
center. The log-polar transformation is a conformal mapping from the points on the 
Cartesian plane (x,y) to points in the log-polar plane (log( ), )ρ θ  (See Figure 2.1) 
 
Figure 2.1 Shows the Cartesian image mapped into a log-polar domain  [29]. 
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In the above Figure 2.1 ( , )ρ θ  which refer to radial distance and angular distance are 
calculated as follows: 
 
2 2( ) ( ) ;c cx x y yρ = − + −       (2.1) 
 
    1 ( )tan ( )
( )
c
c
y y
x x
θ − −= − ;         (2.2) 
        
Where ( , )c cx y is the center of the log-polar image. 
 
Mapping an image from Cartesian to Log-polar Domain 
Start with an image to be transformed, and the size of log-polar image. Size of log-polar 
image  ( ),N Nρ θ  tells about how many radius levels we have from the center and how 
many angle values. At the center of the image we leave some pixels and from there we 
measure the radii and angle values. This is because if we do not leave any pixels, when 
we calculate the logarithm of radial distance log( )ρ  at the center it will be log(0) which 
is undefined. To avoid this problem we need to leave few pixels at the center and then 
calculate log( )ρ  and θ .In our calculation we left one pixel and then started from there, 
but it is arbitrary and we can leave few more pixels also. Then we need to know the 
radius for the log-polar image. This radius divided by the ( Nρ ) gives the sampling rate in 
Y direction, 360 divided by ( Nθ ) gives the sampling in x direction. Figure 2.2b is an 
example log-polar frame image. The center of each circle here corresponds to a pixel in 
the log-polar image. This log-polar frame is obtained using Nρ  and Nθ . The number of 
circular circumferences from the center is equal to Nρ . The number of circles in each 
circular circumference corresponds to Nθ .  
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• It has a polar structure: Taking the center as the origin the position of each circle can be 
represented using the angle (θ ) and the distance from the origin.  
• The distance between neighboring photosites increases linearly with eccentricity and is 
smallest in the center of the structure where eccentricity is one. 
 
  
Figure 2.2 a,b. Input image and log-polar image frame [30]. 
 
Now superimpose the log-polar frame on the image and take just one value for each 
circle (this is the center of circle). The result is a space variant image whose resolution is 
highest in the center and decreases with eccentricity. 
 
 Figure 2.3 Log-polar image [30]. 
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The log-polar representation of the image can be mapped into a Cartesian one in the way 
shown here in Figure 2.4 a, b for just a part of the image. This is the log-polar 
representation of the given Cartesian image. 
 
   
Figure 2.4 a,b. Cartesian image,  Log-polar images [30]. 
 
Size of Log-polar Image 
Let the size of log-polar image be of size ( Nρ , Nθ ) i.e. Nρ  rows and Nθ  columns. We 
can choose the size of ( Nρ , Nθ ) to some values and then we shall have sampling in θ  
and ρ  .Suppose we have a size of (400,360) be size of log-polar image. Then every 
column corresponds to 1 degree of angle and sampling here is 1. If there is a translation 
amount of ‘n’ in height in log-polar domain, it corresponds to ‘n’ degree rotation in 
Cartesian domain. Regarding scaling for any translation ‘m’ in width in log-polar 
domain, corresponds to scale factor of ‘exp (log (400) *m)’ in Cartesian domain.  
Suppose the size be (200,180) be size of log-polar image. Then every column 
corresponds to 2 degree of angle and sampling here is 2 (360/180). If there is a translation 
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amount of ‘n’ in height in log-polar domain, it corresponds to 2*n degree rotation in 
Cartesian domain. Regarding scaling for any translation ‘m’ in width in log-polar 
domain, corresponds to scale factor of ‘exp( log(200) *m)’   in Cartesian domain. 
2.2 Fast Fourier Transform and Phase Correlation 
 
Fourier Transforms are very commonly used to find the translation amount between the 
images. They are fast and very easy to compute. Translation in Cartesian domain has its 
counterpart in the Fourier domain as phase difference. Using phase correlation technique 
in Fourier domain we can easily find the translation parameters. 
 
Let 1,f  and  2f  are the two images that differ only by a displacement ( , )o ox y  i.e., 
 
2 1 0( , ) ( , )of x y f x x y y= − −     (2.3) 
 
Their corresponding Fourier transforms 1F  and 2F  will be related by 
 
2 ( )
2 1( , ) * ( , )o o
j x yF e Fπ ξ ηξ η ξ η− +=       (2.4) 
 
The cross-power spectrum of two images f  and 'f with Fourier transforms F  and 'F  is  
 
defined as 
 
'*
2 ( )
'
( , ) ( , )
| ( , ) ( , ) |
o oj x yF F e
F F
π ξ ηξ η ξ η
ξ η ξ η
+=     (2.5) 
 
 
Where *F  is the complex conjugate of F  , the shift theorem guarantees that the phase of 
the cross-power spectrum is equivalent to the phase difference between the images. By 
taking inverse Fourier transform of the representation in the frequency domain, we will 
have a function that is an impulse; that is, it is approximately zero everywhere except at 
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the displacement that is needed to optimally register the two images. The displacement 
gives us the translation parameters.  
 
Any amount of scaling and rotation in Cartesian domain will be pure translation in log-
polar domain. We can find out any amount of scale and rotation between images by first 
converting them into log-polar images and then apply FFT based cross correlation. This 
is explained as follows. 
Consider a point ( , )x y in Cartesian coordinate system. In polar coordinate system, 
( , )x y   is represented by radial distance ρ  and angleθ . Let ( , )c cx y  be the center of 
the polar transformation, then the relationship between Cartesian and polar coordinates 
can be written as mentioned in equations 2.1 and 2.2. 
        
By taking the logarithm of the radial distance ρ , log polar representation  (log( ), )ρ θ  
of an image is obtained. Apparently, rotation in Cartesian domain corresponds to 
translation in log-polar domain. Scaling also becomes a translation in log-polar domain. 
(If  s is a scale factor, then log( ) log( ) log( )s sρ ρ= + .)     (2.6) 
 Now apply FFT based phase correlation to the log-polar images to estimate the 
translation parameters between two images. This whole process is shown below in 
Figures 2.5 and 2.6. 
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(a) Cartesian domain 
 
 
(b) Log-polar domain 
Figure 2.5 Two images are shown in Cartesian and log-polar coordinates. (a) The image 
on the left is scaled by 1.2 and rotated by 30o  to obtain the image on the right. (b) In log-
polar coordinates, scaling and rotation become translation. Phase correlation could be 
utilized to find the translation amounts. 
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Figure 2.6. The phase correlation of the log-polar mapped images in Figure 2.5 is found 
using the Fast Fourier Transform. The correlation surface peaks at the exact location of 
scale and rotation between the images. 
 
Thus finding where the peak cross correlation value in the above Figure 2.6 gives us the 
translation parameters between the two log-polar images. As explained above, this 
translation is scale and rotation in Cartesian domain. Hence finally, we can find out any 
amount of scale and rotation between images. 
 
 
 
 
 12
Chapter 3: Object Tracking Overview 
This chapter gives a detailed explanation about object tracking and various methods used 
for tracking. 
3.1 Introduction 
Object tracking is to monitor an object’s spatial and temporal changes during a video 
sequence, including its position, size, shape, etc. Although object tracking has been 
studied extensively, there are still challenges that need to be addressed, such as 
appearance variations, illumination changes, large scale and rotation variations, and 
occlusion. Object tracking is important because it enables several important applications 
such as: Security and surveillance - to recognize people, to provide better sense of 
security using visual information; Medical therapy - to improve the quality of life for 
physical therapy patients and disabled people; Traffic management - to analyze flow, to 
detect accidents; Video editing - to eliminate cumbersome human-operator interaction, to 
design futuristic video effects.  
Even though object tracking has been studied for long time, it remains an open 
research problem. The difficulty level of this problem depends upon variations in the 
lighting source, the appearance changes of the object (size, rotation and shape) and 
occlusion. If only a few visual features, such as a specific color, are used as 
representation of an object, it is fairly easy to identify all pixels with same color as the 
object. On the other hand, an object with lot of texture and information is difficult to 
track due to object deformation, scaling and rotation changes, illumination changes and 
occlusions. Most challenges arise from the image variability of video because video 
objects generally are moving objects. As an object moves through the field of view of a 
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camera, the images of the object may change dramatically. This variability comes from 
three principle sources: variation in size or target deformations, variation in illumination, 
and partial or full occlusion of the target [1]. Some important methods in tracking are 
using visual features (such as color and shape) and template based tracking.  
3.2 Literature Review  
3.2.1 Feature-based Object Tracking 
 In feature-based object tracking, image features are extracted from the image sequences 
and then motion parameters are estimated from the extracted features. Various features 
such as shape, contours, corners and color have been used. Features extracted in present 
image are matched with features extracted from previous image and motion is estimated 
.Lucas Kanade algorithm [28] is commonly used to find the optical flow between the 
feature points extracted in current and target images. This optical flow is used for object 
tracking. Features detected from present and previous image may sometimes be 
unreliable due to noise and occlusion. To overcome this problem some researchers used 
Kalman filtering [6] and condensation algorithm [11]. Both these techniques predict the 
location of features in the next frame, use the difference between predicted and actual 
location to update their predictive model. 
 3.2.1.1 Shape-based Approaches 
Shape-based object detection is one of the hardest problems due to the difficulty of 
segmenting objects of interest in the images. In order to detect and determine the border 
of an object, an image needs to be preprocessed. The preprocessing algorithm or filter 
depends on the application. Different object types such as persons, flowers, and airplanes 
may require different algorithms. The detection and shape characterization of the objects 
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becomes more difficult for complex scenes [2]. For more complex scenes, noise removal 
and transformations invariant to scale and rotation may be needed.  Once the object is 
detected and located, its boundary can be found by edge detection and boundary-
following algorithms.   
3.2.1.2 Snakes 
Snake is a deformable contours used for boundary tracking which was originally 
introduced by [23].Snakes are used for object shape modeling, segmentation in single 
images, and for tracking in image sequences. Snake is defined as an energy minimizing 
spline - the snake's energy depends on its shape and location within the image.  To find 
the best fit between a snake and an object's shape is to minimize the energy function. The 
energy functional which is minimized is a weighted combination of internal and external 
forces. The internal forces come from the shape of the snake, while the external forces 
come from the image and/or from higher level image understanding processes. The 
snakes are usually parameterized and are initialized to a predefined shape. So this method 
requires an accurate initialization since the initial contour converges iteratively toward 
the solution to fit an object perfectly. 
The use of the object motion history and first order statistical measurements of object 
motion, provided the information for the extraction of uncertainty regions [24]. To handle 
background complexity and partial occlusion cases, [24] introduced two rules, according 
to which the moving object region is correctly separated from the background, whereas 
the occluded boundaries are estimated according to the object's expected shape. 
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3.2.1.3 Color-based Approaches 
 Color is an important visual feature for tracking non-rigid objects in real time. Color of 
an object is relatively constant with respect to viewpoint and illumination changes 
compared to shape of the object. Color of an object is very easy to acquire. Even though 
color is not always appropriate feature to track object, the low computational cost of the 
algorithms makes color a desirable feature [3].Using color also provides some robustness 
to occlusion. [3] developed an algorithm to detect and track vehicles or pedestrians in 
real-time using color histogram based technique. They created a Gaussian Mixture Model 
to describe the color distribution within the sequence of images. They used this color 
model to segment the image into background and objects using low threshold. Object 
occlusion was handled using an occlusion buffer. When part of an object is occluded the 
algorithm reads the object from buffer rather than the camera image. The main 
assumption in this method is that the object color is fairly distinct with the background 
color. [23] performs very fast tracking based on exclusively color information. This color 
based tracking algorithm can track multiple objects based on similar normalized color 
from frame to frame. This tracking algorithm is capable of tracking multiple objects in 
real time at full frame size and frame rates. Occlusion is handled using explicit 
hypothesis tree model. 
3.2.2 Template-based Object Tracking 
A template describes a specific object to be tracked. Object tracking becomes a process 
of matching the template and best matching region in the subsequent image sequences 
under analysis. Object tracking is done with highest correlation match between template  
and image sequence under analysis. Two possible matching criteria are  
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Image subtraction: In this technique, the template position is determined from minimizing 
the distance function between the template and various positions in the image. Although 
image subtraction techniques require less computation time than the following correlation 
techniques, they perform well in restricted environments where imaging conditions, such 
as image intensity and viewing angles between the template and images containing this 
template are the same.  
 Correlation: Matching by correlation utilizes the position of the normalized cross-
correlation peak between a template and an image to locate the best match. This 
technique is generally immune to noise and illumination effects in the images, but suffers 
from high computational complexity caused by summations over the entire template. 
Point correlation can reduce the computational complexity to a small set of carefully 
chosen points for the summations. 
There are two types of object template matching, fixed and updated template matching.  
3.2.2.1 Fixed Template Matching 
Simple template-based tracking algorithms use a fixed template over the entire image 
sequence. Fixed templates are useful when object shapes do not change with respect to 
the viewing angle of the camera [5]. There should not be much occlusion either. 
Illumination changes will also be a problem in fixed template matching as the initial 
template may differ a lot from image sequences in the video. Fixed template algorithm 
implementation time can be improved using a technique called difference decomposition.  
 Difference Decomposition 
 Difference decomposition was introduced by [4] to solve registration problem in 
tracking. The tracking problem is posed as the problem of finding the best set of 
registration parameters describing the motion and deformation of the target frame 
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through the image sequence. The difference images are generated by adding small shift to 
the initial template. In this method, parameter variations are written as a linear function of 
a difference image (the difference between the reference target image and the current 
image). This approach is very efficient as motion can be easily deduced from the 
difference images and the target frame. 
3.2.2.2 Template Update Matching 
An Underlying assumption with fixed template matching is that the object remains 
unchanged. This assumption is reasonable for a certain period of time, but eventually the 
template is no longer an accurate model of the appearance of the object. In order to 
account for appearance changes, illumination changes, occlusion in the video, the 
template is updated through out the video sequence [5]. The question is when to update 
the template. One approach to this problem is to update the template every frame (or 
every n frames) with a new template extracted from the current image at the current 
location of the template. The problem with this algorithm is that the template drifts. Each 
time the template is updated, small errors are introduced in the location of the template. 
A better approach would be updating the template, only when it satisfies certain 
predetermined conditions. Usually the template update is based on threshold value [5], 
when the matching correlation value is greater than a threshold value template is updated. 
Choosing an appropriate value for threshold is very important. The template update 
algorithm is more robust to appearance changes, illumination changes compared to fixed 
template matching.  
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3.2.3 Object Detection 
Detecting moving objects, has very important significance in video object detection and 
tracking. First step in object detection is to go beyond the pixel level i.e. to think in terms 
of the objects in the scene. The next step is to obtain a relation between detected objects, 
how the objects are moving with respect to reach other in the scene. This process of 
detecting objects and finding a relation between the objects constitutes object tracking. 
Object detection in image sequences can be classified into segmentation/thresholding 
techniques and background removal-foreground extraction techniques. 
3.2.3.1 Segmentation and Thresholding Technique  
The segmentation algorithm starts with computing the histogram of image sequences. 
Local minima of the histogram derivative is calculated, applying threshold to this local 
minima yields various objects in the scene. Objects are defined as regions that are greater 
than the threshold in one of the color segments. This simple technique is not immune to 
illumination changes. An improved technique computes the histogram based upon 
regions of the image with high gradients, in an attempt to find thresholds based on object 
edges. 
3.2.3.2 Background Removal 
Background removal is a classic problem in computer vision. The main idea is to classify 
each pixel of the scene into either the foreground or the background. Background 
removal is a hard problem for two main reasons. The color properties of foreground and 
background of the scene are not always distinct enough to separate them. And, over time 
the background might undergo some appearance changes hence requiring some adaptable 
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model which could change over time. A number of statistical learning algorithms have 
been developed for background removal. [27] models each pixel as a mixture of 
Gaussians and uses an on-line approximation to update the model. Based on the 
persistence and the variance of each of the Gaussians of the mixture, they determine 
which Gaussians may correspond to background colors. Pixel values that do not fit the 
background distributions are considered foreground when there is a Gaussian that 
includes them with sufficient evidence. [27] is an adaptable model, works efficiently even  
with lighting changes, repetitive motion of scene elements, tracks through cluttered 
regions. 
3.2.4 Object Tracking Using Motion Information 
This method uses information from whole frame and evaluates the motion vectors, rather 
than just detecting objects and finding the motion between them. Motion vectors are used 
to predict changes in the scene between two or more video frames. This provides useful 
information for object tracking. In object tracking, there is a need to interpret the 
information given by the motion vectors. Grouping or some kind of association of the 
motion vectors into a meaningful scene representation is the primary goal of motion 
detection for object tracking [25]. One commonly used approach is region based 
approach.  This approach relies on information provided by the entire region such as 
texture and motion-based properties using a motion estimation technique. In this case, the 
estimation of the target's velocity is based on the correspondence between the associated 
target regions at different frames. This operation is usually time consuming (a point-to-
point correspondence is required within the whole region) and is accelerated by the use of 
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parametric motion models that describe the target motion with a small set of parameters. 
The use of these models introduces the difficulty of tracking the real object boundaries in 
cases with non-rigid movements/objects, but increases robustness due to the fact that 
information provided by the whole region is exploited. 
Optical flow is one of the widely used methods in this category [7][26]. In this 
method, the apparent velocity and direction of every pixel in the frame have to be 
computed. It is an effective method but time consuming. Background of the image can be 
easily calculated using optic flow. Then, independent motion is detected from residual 
flow, the flow in the direction of the image gradient that is not predicted by the 
background motion. This method is very attractive in detecting and tracking objects in 
video with moving background or shot by a moving camera. 
3.3 Template-based Object Tracking 
 
The idea of template matching is to extract an example image, a template, of the object in 
the first frame, and then finding the region which best matches this template in the 
subsequent frames. The maximum correlation value between the pixel blocks in current 
and target frame gives the best template match. The simplest template-based tracking 
algorithms use a fixed template over the entire image sequence. This strategy could work 
as long as the appearance of the object does not change. In a typical application, 
appearance may change due to changes in the viewpoint, changes in illumination, 
changes in shape (such as deformations), and partial occlusion of the object. Therefore, a 
successful tracking algorithm should adapt to changes in appearance [9]. One solution to 
this problem is to update the template throughout the video: the best matching region in 
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the current video frame could be assigned as the new template for the next video frame. 
An important problem here is how to update the template over time so that it remains a 
good model of the object being tracked. If the template is not updated properly there will 
be a small mismatch between the pixel blocks and this error will be accumulated as we 
keep tracking the video and finally there will be a drift problem. So it’s very important to 
update the template that avoids the "drifting" problem of the naive update algorithm. The 
template update algorithm works well except for large appearance changes. 
 An alternative to the template update algorithm is to model the appearance of the object 
in a linear subspace. The subspace is obtained by applying Principal Component Analysis 
(PCA) to a set of training images. When the object (itself or its class) is available before 
tracking, appearances under different viewpoints [10] or illumination conditions could be 
used to create a linear subspace off-line. When there is no prior information about the 
object to be tracked, a linear subspace could be updated on-line [11]. Incremental 
singular value decomposition, application of the Gramm-Schmidt orthogonalization to a 
subset of images in the sequence [12], and active appearance models [5] are recently 
developed methods of on-line template updating. 
3.4 Challenges in Template Matching 
Appearance Changes 
As an object moves through the field of view of a camera, the images of the object may 
change dramatically. In a typical application, appearance may change due to changes in 
the viewpoint, changes in illumination, changes in shape (such as deformations), and 
partial occlusion of the object. So it is important to keep track of appearance changes 
[12]. 
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Scale and Rotation  
Robustness to appearance variation is only one aspect of the object tracking problem 
[13]. Robustness to scale and rotation variations is another important challenge. If the 
object of interest is moving towards the camera or away from it, the size of the object 
changes tremendously in the video. If the camera rotates or the object is rotated then the 
orientation of the object of interest also changes. So best matching region could be 
searched for different scale and rotation parameters for each frame, either exhaustively or 
using a gradient-descent technique. Due to computational limitations, typically only a 
small portion of the scale-rotation space is searched. As we check for different scale and 
rotation parameters for each frame since we do not know beforehand which frame has 
scaling, rotation and which does not, this will be a huge computational overhead for each 
frame. Even after spending lot of time large scale and rotation changes result in losing 
track of the object. So this is a serious problem which should be addressed. 
Occlusion 
Occlusion is another important practical problem. Occlusion is defined as the covering of 
the object partly or fully by its surroundings [10]. Since we have a template defined, if 
the object is occluded, when we try to match the occluded object and template there will 
be a mismatch. If the occlusion persists for a while, there is a problem of permanently 
loosing track of the tracking object. So occlusion is a serious problem which needs to be 
solved for efficient object tracking. 
Illumination Changes 
As an object moves through the light source, the brightness of the images and object 
change a lot. In a typical application, illumination changes due to the movement of object 
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towards or away from light source. So it’s important to track objects in the presence of 
illumination changes. 
3.5 Log Polar Approach 
We investigate the use of log-polar transformation to achieve robustness to scale and 
rotation variations. Since scale and rotation in Cartesian coordinates correspond to 
translation in log-polar domain, we will be able to extract even large scale and rotation 
changes effectively and efficiently. In addition, we will improve efficiency by pre-
computing log-polar transformation under different translation amounts. Also investigate 
the use of log polar transform to deal occlusion problem. 
Consider a point ( , )x y in Cartesian coordinate system. In polar coordinate 
system, ( , )x y   is represented by radial distance ρ  and angle θ . Let ( , )c cx y  be the 
center of the polar transformation, then the relationship between Cartesian and polar 
coordinates can be written as equations 2.1 and 2.2 mentioned in chapter 2. 
 
 By taking the logarithm of the radial distance ρ , log polar representation  
(log( ), )ρ θ  of an image is obtained. Apparently, rotation in Cartesian domain 
corresponds to translation in log-polar domain. Scaling also becomes a translation in log-
polar domain. (If  s is a scale factor, then log( ) log( ) log( )s sρ ρ= + .)   
Since log-polar transformation converts scaling and rotation into translation, we can 
easily deal with any angle of rotation and very large scaling in the log-polar domain A 
clear illustration of this is clearly shown in Figure 2.5 and Figure 2.6 in Chapter2.  
 Log-polar transformation has been used in space-variant active vision systems [14], [15], 
[16]. Motion estimation techniques in log-polar mapped images include gradient descent 
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type optimization [17], using optical flow equation in log-polar domain [18], [19], the use 
of complex wavelet transforms [20], and exhaustive search [21]. 
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Chapter 4: Object Tracking Implementation 
In this chapter we describe our tracking algorithms using log-polar transformation. We 
then show results from our tracking algorithms, followed by computational complexity 
and comparison of our algorithm to a spatial domain brute force algorithm. Finally we 
finish the chapter with conclusion and future work. 
4.1 Algorithms (Tracking Using Log-polar Transformation) 
 
We will consider two scenarios. In the first scenario we have tracking algorithm with no 
template update and difference decomposition algorithm.  In the second approach we 
have tracking algorithm with template update approach.  
4.1.1 Tracking with no Template Update 
 
This section is about tracking using first scenario, there is no template update during the 
tracking process. The template matching strategy will be based on exhaustive search. Let 
( , )T x y  be the initial template with (x,y) as the center of template. We initialize the 
template in the first frame. For a new target frame and for all center locations 
( , )x x y y+ ∆ + ∆  within a search window,  
(i) log-polar transformation will be applied to initial template ( , )T x y  and  local 
regions in target frame ( , )I x x y y+ ∆ + ∆  where  ( , )x y∆ ∆  determines the search 
window.  
(ii) Let 
~
( , )T x y and
~
( , )I x x y y+ ∆ + ∆ be the log-polar images of initial template and 
object regions in target frames respectively. Fast Fourier Transform (FFT) based 
phase correlation is applied between 
~
( , )T x y  and different  
~
( , )I x x y y+ ∆ + ∆  , the 
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one with maximum phase correlation value is the correct object center in the 
target frame.  
(iii) The center gives the tracking position for our object and translational 
parameters(for log polar images) from FFT phase correlation gives the scale and 
rotation of the object in spatial domain. 
 
 
Fig 4.1(a).Frame (b) Template 
 
Figure 4.1(c) Target Frame (d)(e)(f) Object blocks. 
 
Figure 4.1. 4.1(a) is the Frame,4.1(b) is the object template. The Red dot is the center of 
the template. 4.1(c) is the target frame. Figure 4.1(d)(e)(f) are object blocks with different 
centers from target frame. 
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Figure 4.2(a).Green Pixel as Center         4.2 (b) Blue Pixel As Center 
 
 
 
4.2 (c).Red Pixel as Center 
Figure 4.2(c),(d),(e) are the correlation graphs with green, blue and red pixels in target 
frame as centers. 
 
As shown in the above figure, we search for the right center in the target frame by 
comparing the log-polar transforms of bunch of pixels as centers in target frame with log-
polar transform of given template. The log-polar transform with right center in target 
frame gives the highest correlation value as it is the best match with our given template. 
This can be clearly see in the above figure, the red pixel as center results in the best 
correlation value compared to green and blue pixels as centers. Even if there is a scale 
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and rotation in the target frame, there is no need to check for scale and rotation explicitly. 
The algorithm is built to handle scale and rotation with out any special computations used 
by some spatial domain template matching algorithms. The FFT based phase correlation 
of log-polar images gives the translation amount between the image blocks. The 
translation is nothing but rotation and scale in spatial domain, so there is no explicit 
computation for evaluating scale and rotation.  
 
This tracking with exhaustive search is computationally intensive as we need to compute 
log-polar transforms for each block ( , )I x x y y+ ∆ + ∆  (where  ( , )x y∆ ∆  determines the 
search window for exhaustive search around a center in target frame) and compare it to 
the initial template for each frame being tracked. Inspired by the difference 
decomposition idea [4], [8], we speed up the tracking process using difference 
decomposition method discussed below. 
4.1.2 Difference Decomposition 
This section is about tracking using first scenario, here we describe difference 
decomposition algorithm where there is no template update. In the difference 
decomposition, we define a set of images generated by adding small changes to the initial 
template. We take an initial template with fixed height, width, and center. The set of 
difference decomposition images are generated from initial template with centers being 
the neighboring pixels (shifted in X, Y directions) of the initial template center, 
dimensions being same as that of initial template. This can be illustrated by figure 4.3 as 
follows. 
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Figure 4.3 a-i, 4.3a is the initial template image, 4.3b-4.3i are the difference 
decomposition images obtained by shifting the template centers by small amount in X,Y 
directions. 
 
So instead of one single template we have a set of images which differ by little amount 
with the initial template. These images look similar to the template subjected to motion in 
all directions in real video. This is the idea behind using multiple images instead of a 
single template in tracking. Difference Decomposition works as follows, log-polar 
transformation for all these images are computed and saved. For each target frame, only 
one log-polar transformation of the object image is computed. To find the motion, FFT-
based phase correlation is used, log-polar image of the object image is compared to the 
set of pre-computed log-polar transform images. The pre-computed log-polar image 
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which has maximum correlation is chosen, motion vector is calculated from the distance 
between the centers of this  pre-computed log-polar image and the initial template. Scale 
and rotation are obtained from FFT-phase correlation. This method is faster as we 
compute only one log-polar image of the object for every target frame, since we have pre-
computed log-polar images of the initial template. The algorithm is summarized as 
follows 
(i)Given the initial template with its center ( , )c cx y  and radius ρ  specified, 
compute log-polar transformation images  
~
( , )c cT x x y y+ ∆ + ∆  with centers  
( , )c cx x y y+ ∆ + ∆  , where ( , )x y∆ ∆  takes values within search window. 
(ii) For the next frame, compute the log-polar transformation 
~
( , )c cI x y with center 
( , )c cx y   and radius ρ  . 
(iii) Apply phase correlation between 
~
( , )c cT x x y y+ ∆ + ∆  and 
~
( , )c cI x y to 
determine ( , )x y∆ ∆  with the maximum correlation. Determine scale and rotation 
from the location of the peak. 
(iv)Update center location ( , )c cx y  and radius ρ , and go to Step 2. 
 This algorithm is robust to large scale and rotation changes. If there is scale in the video, 
the block size is target frame (which is compared with template) is increased or decreased 
accordingly. So even if the object increases or decreases its size in video, it is tracked 
accordingly and highlighted with a white circle in the output video.  This algorithm is 
robust to occlusion too. As long as the object is partially occluded, it works. In log polar 
domain occlusion is handled well than spatial domain since in log-polar domain 
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resolution is maximum at the center and low at edges. Usually occlusion occurs from 
object borders and then spreads onto the object interiors. So even if the object is occluded 
to some extent it works. This algorithm is robust to large scale, rotation changes, 
occlusion, but not for large appearance changes. Therefore we investigated updating 
template under certain conditions to achieve robustness to appearance variations. This is 
explained in the next section. 
4.1.3 Tracking with Template Update 
 
This section is about tracking using second scenario, here we describe tracking algorithm 
using template update approach. The opposite end of no template update is to update the 
template at each frame. The location of the phase correlation peak gives scale and 
rotation amount, from which we could set a new template. The problem associated with 
updating template at each frame is the “drift problem.” Small errors in the estimation of 
rotation, scale, and center location could result in losing the original object. To eliminate 
drift, the present template is updated only when it is close to the first template. We could 
alleviate this problem by updating the template if certain conditions are satisfied. These 
conditions should be set such that rotation, scale, and center parameters are highly likely 
to be estimated correctly. In our experiments, we noticed the maximum value of phase 
correlation is low when the parameters are not accurately estimated. Therefore, the 
template will be updated when the maximum phase correlation with the initial template is 
above a threshold and when the rotation, scaling are zero. This tracking algorithm is very 
robust for any amount of scale, and rotation, illumination changes and appearance 
changes. It works well even with occlusion, when the object deforms to a certain extent 
and undergoes lighting changes. 
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Tracking Algorithm with Template Update  
 
(i) Initialize the object template by specifying its center ( , )c cx y  and radius ρ . 
(ii) For the next frame, compute log-polar transformations 
~
( , )c cI x x y y+ ∆ + ∆  for 
centers  ( , )c cx x y y+ ∆ + ∆  , where ( , )x y∆ ∆  takes values within search window. 
The radius for the log-polar transformation is ρ  . 
(iii) Compute the phase correlation between the current object template, initial object 
template and each of these log-polar images. Determine a center in ( , )x y∆ ∆  with 
the maximum correlation. Determine scale and rotation from the location of the 
peak. 
(iv)Update center location ( , )c cx y  and radius ρ  . 
(v) If the maximum correlation with initial object template is above a threshold, no 
scale and rotation, update the template, else keep the current template. 
(vi) Go to Step 2. 
 
4.2 Computational Complexity Analysis 
 The computational complexity is of the order of number of frames tracked in the video. 
Another important factor which affects the speed is the search range in target frame. 
Usually the search window is of size 11 x 11, can be reduced also. In template update 
algorithm, for each center in search window, log-polar transformation images of the 
object in target frame are evaluated. Later for every frame being tracked, FFT phase 
correlation is applied between all the log-polar images and log-polar template image. For 
search window size of m x m, we need to compute m^2  log-polar images , and m^2 FFT 
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based phase correlation comparisons. So search window size is an important parameter 
which affects the speed. In fixed template difference decomposition algorithm, only for 
the initial template, log-polar transformations for each center in search window are 
calculated. For every frame being tracked, all these pre computed   images are compared 
with log polar image of target frame using FFT based phase correlation. So in difference 
decomposition algorithm, we avoid calculating log-polar images for all centers in search 
window for every frame tracked. For search window size of m x m, we compute only one 
log-polar image , and do m^2 FFT based phase correlation comparisons. This improves 
the speed of difference decomposition algorithm over template update algorithm. The 
shape of the object being tracked also has an impact on the computational complexity. 
We can track circular and elliptical objects. Tracking circular objects take less time, since 
it’s simpler and to calculate the log-polar transform of a circular object. In case of 
evaluating log-polar transform of an elliptical object, is more complicated than circular 
object. The radius of the ellipse varies at each point as per the equation (3.4) and needs to 
be calculated at every instant unlike circle which is constant. 
In the video, if the object to be tracked moves fast then we might loose track of it. 
The factor which will be helpful is, increasing the search window size. For tracking 
objects which undergo appearance changes and occlusion, increasing the search window 
size helps. This is because as we are selecting the center with best correlation match, 
even for an appearance change and occlusion the chance of tracking it right will be more 
if the search window size is more. Typically we track every alternate frame and search 
window size is 11 x 11. To generalize, two most important factors which affect the speed 
and efficiency are number of frames tracked and size of search window. 
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4.3 Experiments 
Analysis with Scale and Rotation 
 
                  Both the template update and the fixed template algorithms work well for 
scaling and rotation. When there is a scaling in the object video, we can easily track it. 
This is evident from the output video. The object of interest is enclosed in a circle or an 
ellipse. As there is scaling, we can clearly see the enclosed circle or ellipse growing with 
the object.  
Template Update Algorithm Outputs 
 
 
Figure 4.4: 4.4a first frame, 4.4b 90th frame object is scaled, 4.4c last frame object is 
scaled and rotated. 
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Above figures we can clearly see how the object is enclosed in circle is always tracked 
irrespective of the scale and rotation. These figures are with the template update 
algorithm. 
Difference Decomposition Algorithm 
 
Now lets see how the fixed template algorithm works for scale and rotation.  
 
 
Figure 4.5: 4.5a first frame, 4.5b 90th frame object is scaled, 4.5c last frame object is 
scaled and rotated. 
 
We can clearly see that the fixed template algorithm (difference decomposition 
algorithm) works pretty good and its same as template update algorithm. Its completely 
immune to scaling and rotation. 
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Tracking Objects of Different Shapes 
Not all objects can be enclosed in circle. Some objects can be of rectangular shape 
and it’s not possible to fit such objects in a circle and track them. So we used an ellipse to 
fit rectangular objects and track them. In general, more or less almost all objects can be 
fit by a circle or an ellipse. For an ellipse, the geometry is very different from that of a 
circle as the radius varies at each point in an ellipse. The radius of an ellipse varies as a 
function of its major and minor axis radii. 
 
Figure 4.6: Ellipse 
where radius of ellipse is given as follows 
2 2
2 2 2 2cos sin
b ar
b aθ θ= +       (4.1) 
where r is radius, 
 b is minor axis radius 
 a is major axis radius 
 and θ  is the angle. 
 
Now this radius is used to evaluate the log-polar image and rest of the tracking 
algorithm is same. The computation of log-polar image differs as the radius of an ellipse 
varies at each point give by the above equation (4.1). The template is updated in a similar 
way as that of a circular template, and the threshold value used for updating is also same. 
In case of any scale, the template (elliptical object) is increased or decreased by same 
amounts in both dimensions (minor and major axis radii).For difference decomposition 
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algorithm, multiple templates for the initial elliptical object are evaluated and the whole 
algorithm is same as that of a circular template. The computational complexity for 
tracking elliptical object is higher than tracking circular object. This is because of the 
increased computation time for evaluating the log-polar transform of an elliptical object. 
As the radius is not fixed like a circle, radius at every point in the ellipse has to be 
evaluated. For every frame as log-polar images are calculated for many centers in target 
frame, even a small increase in computational time of a single log-polar image increases 
the overall computational time. 
 
 
Figure 4.7: 4.7a first frame, 4.7b 115th frame object is scaled and rotated, 4.7c last frame 
object is scaled and rotated. 
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These above figures show tracking an object enclosed in an ellipse. Picture clearly shows 
scaling and rotation are handled well. 
Appearance Changes 
 
Appearance change in object tracking is an important issue. In real time, appearance 
changes are highly probable to happen. As time passes, there will be always some 
appearance change in the object which is tracked due to change in viewpoint, 
illumination changes or due to some change in object shape. So it’s very important to 
handle appearance changes in tracking. We used the template update algorithm to address 
this problem, the key factor to handle appearance change is Threshold. When there is an 
appearance change we update the template more frequently using lower threshold, we can 
handle the problem to a large extent. When the object is changing its appearance, as we 
have lower threshold the template gets updated. When there is a further appearance 
change in the object from initial appearance, we shall be able to track it as we compare 
the current object to updated template. But when the object appearance changes 
completely or very fast and then the algorithm fails. 
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Figure 4.8: 4.8a first frame, 4.8b 180th frame object changing appearance, 4.8c last frame 
object appearance changed.  
 
In the above figures we can see appearance change in the face being tracked. The 
template update algorithm can handle appearance change well, this is evident from above 
Figure. The fixed template algorithm and difference decomposition algorithm will fail for 
appearance change as the initial template is fixed. Even when there is an appearance 
change in the object, the current object will be still compared to the initial fixed template 
which is very different from the current object. So the correlation value is very less and it 
slowly drifts away from the object. In case of further appearance change, it might 
completely loose track of the object. This is evident from the images below. 
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Figure 4.9: 4.9a first frame, 4.9b 180th frame object changing appearance loosing track, 
4.9c last frame object appearance changed not tracked perfectly.  
 
   
4.10(a),(b) Fixed Template 
  
4.10(c),(d) Template Update 
 41
 
4.10.(e)(f) Correlation Graphs 
Figure 4.10: (a)(b) show the initial template and target for no template update algorithm; 
4.10(c),(d) show the updated template and target for template update algorithm. 
 4.10(e),(f) are the correlation graphs with no template update and template update 
algorithms respectively. 
 
From the above Figure 4.10 (c,d ), we can see how the updated template is close to the 
object in target frame; this is because of updating the template to some appearance 
change initially. In contrast the initial template differs a lot from the object in target 
frame, as we never update our template. So the correlation value for fixed template 
algorithm is very less (Figure 4.10(e)) and there is a drift in the tracking object (Figure 
4.9b,c). In case of template update algorithm, there is a good match between the updated 
template and target shown in Figure 4.10 (f). It is clearly evident from the correlation 
graphs that template update algorithm works better in appearance changes then fixed 
template algorithm. 
Handling Occlusion 
Occlusion is another important problem in object tracking which is to be addressed. 
Occlusion means the object tracked being covered by surrounding. It can be partial or 
sometimes the whole object maybe covered by its surroundings. Since it always occurs 
from the circumference and spreads into the center of object, we handled occlusion using 
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two templates enclosing the object. The first template is smaller and it encloses the inner 
part of the object and second template is big, and sometimes it might surpass the object 
also. We use different weights for the two templates, the smaller template is given more 
importance than the larger one. We assign weights to their threshold values such that the 
smaller template has larger weight than the bigger template. The final threshold value is 
calculated using the two individual threshold values and their weights. The weight factor 
for the inner template is more than the outer template, this is because usually the outer 
surface is more occluded. Another important reason is in log-polar images the resolution 
is maximum at the center and low at the periphery. Since usually occlusion occurs from 
borders and spreads into object interiors, the inner template will be more robust to 
occlusion due to high resolution and hence has a larger weight factor for its threshold. 
This is clearly illustrated in Figure 4.14. 
  The computational complexity increases as we have two templates and we need to 
evaluate the thresholds for both the templates. This step takes twice the amount of time 
than the regular algorithm where we have a single template and single threshold. 
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Figure 4.11: 4.11a first frame, 4.11b 220th frame object occluded by the book, 4.11c last 
frame object tracked successful after occlusion.  
 
 
 
Figure 4.12: 4.12a first frame, 4.12b 150th frame object occluded by surrounding, 4.12c 
last frame object tracked successful after occlusion. 
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Above Figures 4.11 show the initial object, then occluded by its surroundings and the 
final frame. We can see that the occlusion didn’t affect the tracking process. And in 
Figure. 4.12  occluded images, the surroundings is completely different the object. The 
surrounding that occludes the object is much brighter than the object. Even the occluded 
surrounding is much different from the object, still it performs well and tracks accurately. 
 
   
4.13 (a)(b) Two templates ,smaller and larger. 
 
         
4.13(c)(d) Target Templates , smaller and larger. 
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4.13(e)(f) Correlation Values of Smaller Template and Larger Template respectively. 
 
Above figures we can see that the smaller template has better correlation value when 
compared to the larger template. From figures 4.12 (c)(d) it is evident that there is less 
occlusion in smaller template when compared to the larger template as the larger template 
has more circumference. For this reason we use larger weight factor for smaller template 
and smaller weight factor for the larger template. Another important reason as we 
mentioned earlier is log-polar image has high resolution at the center and less resolution 
at the periphery. This can be clearly shown in the below Figure 4.14. We take a template 
and create two more templates with noise in them. The second template has noise in the 
periphery and the other template has noise at its center. The noise in both these templates 
is same, the only difference is it’s distributed in different places. We take the log-polar 
transformation of these images and compare them with the first template. As the 
resolution for log-polar image is higher at the center and low at periphery, the second 
template with noise at its periphery has higher correlation value than the third template 
which has noise at its center. 
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Figure 4.14:(a)(b)(c) 
 
 
Figure 4.14: (d)(e) Correlation Graphs. 
Figure 4.14: 4.14 (a)First Template, 4.14 (b) Template with Noise at periphery ,4.14 (c) 
Template with Noise at center. 4.14(d) Correlation graph for 4.14 (a) and (b). 4.14(e) 
Correlation graph for 4.14 (a) and (c).  
 
We implemented a simple spatial domain template based object tracking to compare with 
our log-polar object tracking algorithm. The spatial domain template based algorithm 
does not have any special logic for occlusion handling. Lets look at some tracked outputs. 
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Figure 4.15: 4.15a first frame, 4.15b 150th frame object occluded by surrounding looses 
track, 4.15c last frame object lost track completely. 
 
From the above Figure 4.15, it is seen that the spatial domain template based tracking 
algorithm looses track of the object. The algorithm is not implicitly designed like our log-
polar based approach to handle occlusion. Some additional computational logic needs to 
be added to it to handle occlusion which might increase the computational cost a lot.  
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Illumination Changes 
 
 
 
Figure 4.16: 4.16a first frame, 4.16b 150th frame object appearance changes with 
illumination, 4.16c last frame object tracked successful with illumination change. 
 
In the above images we can see some illumination change in the frames. Compared to 
first frame the second image is brighter and the last image is darkest of all. The 
algorithms are immune to illumination changes and you can see the robust performance.  
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Perspective Projection 
 
 
Figure 4.17: 4.17a first frame, 4.17b 150th frame object subjected to perspective 
projection, 4.17c last frame object tracked successful with perspective projection. 
 
In the above images there is some perspective transformation in the object. The second 
image undergoes perspective transformation, still it is tracked correctly. The algorithms 
work fine for perspective transformation also in addition to affine transformations.  
4.4 Comparison 
The Log-polar Object tracking algorithm performs very well when compared to spatial 
domain template matching with exhaustive search for rotation and scale. Our log-polar 
object tracking algorithm was implemented using Matlab on Intel Pentium 4 3.2 Ghz 
machine, takes about 1.5 seconds for each frame with fixed template difference 
decomposition algorithm and 2.5 seconds for each frame with template update algorithm. 
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The fixed template update algorithm can take any amount of rotation and scale, works 
well for appearance changes to certain extent and some occlusion. To compare the 
efficiency of this, we implemented a spatial domain template matching algorithm which 
exhaustively searches for rotation and scale. Since it exhaustively searches for rotation 
angle and scale it is computationally very intensive. Spatial domain object tracking 
doesn’t do well with occlusion also. When an object is occluded, the algorithm 
immediately looses track of the object. It takes about 10 seconds per frame, and since we 
cannot search exhaustively for all rotation and scale changes its not very accurate. 
 Algorithm Tracking Circular 
Object 
Tracking 
Elliptical Object 
1. Fixed Template Difference 
Decomposition Algorithm 
1.5 sec/frame 1.7 sec/frame 
2. Template Update Algorithm 2.5 sec/frame 4 sec/frame 
3. Occlusion Handling with two 
template 
3.5 sec/frame 5 sec/frame 
4. Spatial Domain Template 
Matching Exhaustive search 2 
angles, 2 scale factors 
10 sec/frame 10.5 sec/frame 
5 Spatial Domain Template 
Matching Exhaustive search 5 
angles, 5 scale factors 
22 sec/frame 24 sec/frame 
Table 4.1 Comparison between tracking methods. 
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Log-polar Occlusion algorithm is computationally more intensive than the regular 
template update algorithm. It takes more time since it has two templates and does some 
extra calculations for evaluating threshold. Thus log-polar object tracking model is far 
superior to spatial domain exhaustive object tracking method. 
For changes in illumination changes we observe template update and fixed template 
algorithms are more robust compared to spatial domain object tracking algorithm. For 
appearance changes, the template update algorithm works fine to an extent. As we keep 
updating the template more often with a lower threshold, it works for appearance 
changes. The fixed template algorithm fails to handle appearance change as the template 
is fixed and is never updated. The spatial domain object tracking algorithm also fails for 
appearance changes.  
4.5 Conclusions 
A log-polar domain based object tracking algorithm is implemented. Robustness to 
rotation and scale is achieved. Once the center with maximum correlation value in search 
window is determined, scale and rotation parameters are estimated. With the estimated 
scale and rotation parameters the object is scaled and rotated accordingly, so in the output 
video the object is always covered by enclosed boundary. The algorithms can track 
objects of any shape circular or elliptical, making it more general. The Template Update 
algorithm is immune to appearance changes to large extent. The threshold for updating 
template is chosen after conducting lot of experiments. For appearance change the 
threshold value is reduced, the template is updated more frequently to handle appearance 
changes. The log-polar occlusion algorithm works robustly to occlusion also. It has two 
templates, with same center and different radii. Using different weights for those 
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templates it achieves robustness to occlusion. The algorithms are immune to illumination 
changes and perspective motion of the object also. 
4.6 Future Work 
We could do several things to improve the algorithm further. Using multiple templates or 
using a linear subspace of appearances could be used to improve robustness against any 
appearance variation. The subspace is obtained by applying Principal Component 
Analysis (PCA) to a set of training images. When the object (itself or its class) is 
available before tracking, appearances under different viewpoints or illumination 
conditions could be used to create a linear subspace off-line. The template could be 
covered with occlusion masks, applied before phase correlation and learn how occlusion 
masks work in log-polar domain. 
Additional work can be done in investigating the use of hierarchical search 
strategy to reduce the computational complexity. In addition to this, we will investigate 
the use of gradient descent type of search strategies. We expect the matching error 
surface to be convex around the optimum point. Therefore, by updating the location, 
scale, and rotation parameters iteratively in the reverse direction of the gradient of the 
matching error, optimum parameters could be found.  
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