We address important issues in diffusion tensor magnetic resonance imaging, namely, post-processing tasks like denoising and inpainting of diffusion tensor images. Therefore, we work with a derivative-free, non-local variational regularization method recently introduced in [11]. We extend the established analysis by a uniqueness result and validate our model in numerical examples of synthetic and real data.
Introduction
In this paper we investigate denoising and inpainting of diffusion tensor (magnetic resonance) images (DTMRI) with a derivative-free, non-local variational regularization technique proposed, implemented and analyzed first in [11] . The technique is based on fundamental analytical work of J. Bourgain, H. Brézis, and P. Mironescu. "Another Look at Sobolev Spaces". In: Optimal Control and Partial Differential Equations-Innovations & Applications: In honor of Professor Alain Bensoussan's 60th anniversary. Ed. by J.L. Menaldi, E. Rofman, and A. Sulem. Amsterdam: IOS press, 2001, pp. 439-455 and follow up work [13, 29] , which provide a derivative-free representation of Sobolev norms. The beauty of this representation is that it allows for a straight forward definition of energies of manifold-valued data (see [11] ); we talk here about energies, and not of norms, since the manifold-valued functions do not necessarily form a linear space.
Diffusion tensor images are considered to be representable as functions from an image domain Ω ⊂ R n , with n = 2, 3, respectively, into the manifold of symmetric, positive definite matrices in R m×m , denoted by K in the following -for DTMRI images m = 3. Therefore, they are ideal objects to check the efficiency of the proposed techniques.
Estimation of a diffusion tensor is often noisy in real applications and post-processing steps for noise removal are important. Due to the noise it is possible that negative eigenvalues appear which, depending on the software used, are set to zero. Hence, denoising of diffusion tensor images as well as inpainting are important tasks.
Variational regularization of vector, matrix, manifold-valued functions has been considered before, for instance in [36, 4, 7, 12, 37, 25] An overview of diffusion and regularization techniques for vector-, and matrix-valued data is given in [36] .
Variational methods for denoising and inpainting attempt to find a good compromise between matching some given noisy, tensor-valued data w δ : Ω → K and prior information on the desired solution w 0 : Ω → K, also called noise free or ideal solution. The choice of prior knowledge on w 0 is that (i) it is an element of the set W s,p (Ω; K), which is a subset of the fractional Sobolev space W s,p (Ω; R m×m ), with s ∈ (0, 1) and p ∈ (1, ∞), and (ii) that is relatively small. The function ρ is a non-negative and radially symmetric mollifier with an on-off indicator l ∈ {0, 1} indicating whether the mollifier is used or not. Note, that in case that d = d R m×m arXiv:2004.01585v1 [math.OC] 3 Apr 2020
is the Euclidean metric and if we choose in addition l = 0 Φ 0 [d R m×m ] becomes the fractional Sobolev semi-norm.
The compromise of approximating w δ with a function in W s,p (Ω; K) with a small energy term Φ l [d] (w) is achieved by minimization of the functional
where the parameter α > 0 determines the preference of staying close to the given function w δ in Ω \ D and a small energy Φ l The paper is organised as follows: In Section 2 we constitute our notation and setting used to analyze variational methods for DTMRI data processing. We review regularization results from [11] in Section 3.
In Section 4 we verify that these results from Section 3 are applicable in the context of diffusion tensor imaging, meaning that we show that the functional F α,w δ [d] defined in Equation 1.2 attains a minimizer and fulfills a stability as well as a convergence result. Furthermore we extend the analysis and give a uniqueness result using differential geometric properties of symmetric, positive definite matrices, where it is of particular importance, that these matrices endowed with the log-Euclidean metric form a flat Hadamard manifold. In Section 5 we present an embedded regularization functional needed for the numerical implementation. In the last Section 6 we show numerical results for denoising and inpainting problems of synthetic and real DTMRI data.
Notation and Setting
In the beginning we summarize basic notation and assumptions used throughout the paper. In the theoretical part we work with general dimensions n, m ∈ N while we consider the particular case n = 2, m = 3, that is 2-dimensional slices of a 3-dimensional DTMRI image, in the numerical examples in Section 6. (ii) p ∈ (1, ∞), s ∈ (0, 1) and l ∈ {0, 1}.
(iii) K ⊆ R m×m is a nonempty and closed subset of R m×m . 
Moreover, we need the definition of a mollifier which appears in the regularizer of the functional in Equation 1.2.
• ρ is a non-negative, radially symmetric function,
• R n ρ(x)dx = 1 and
• there exists some 0 < τ < ρ L ∞ (R n ;R) and η := η τ > 0 such that {z ∈ R n : ρ(z) ≥ τ } = {z ∈ R n : |z| ≤ η}.
The last condition holds for instance if ρ is radially decreasing satisfying ρ(0) > 0.
Diffusion tensors.
It is commonly assumed that the recorded diffusion tensor images are functions with values which are symmetric, positive definite matrices. Hence we make the assumption that
where SPD(m) is the set of symmetric, positive definite, real m × m matrices defined below in Equation 2.2. When working with data from MRI measurements m = 3.
In the following definition we summarize sets of matrices and associated norms on the sets:
• Additionally, we define set of symmetric, positive definite m × m matrices
• The set of symmetric, positive definite matrices with bounded spectrum
where spec denotes the spectrum of a given matrix. For diffusion tensors the spectrum is real.
• The set of symmetric, positive definite matrices with bounded logarithm
where Log is the matrix logarithm defined later in Definition 4.2 item (ii) and · F denotes the Frobenius norm defined as
When working with DTMRI data, in particular in Section 6, we will chose K = SPD Log z (3). In the general theory stated in the next Section 3 any nonempty and bounded set can be taken. • We denote by L p (Ω; R m×m ) the Lebesgue space of matrix-valued functions.
• The Sobolev space W 1,p (Ω; R m×m ) consists of all weakly differentiable functions in L p (Ω; R m×m ) for which
where ∇w is the Jacobian of w and |w| W 1,p (Ω;R m×m ) := Ω ∇w(x) The Lebesgue set with data in K is defined as
Note that L p (Ω; K) and W s,p (Ω; K) are sets and not linear spaces because summation of elements in K is typically not closed in K.
Metric double integral regularization on closed subsets
We start this section by stating conditions under which the regularization functional in Equation 1.2 attains a minimizer and fulfills a stability as well as a convergence result. Therefore we recall results established in [11] . There the authors define a regularization functional inspired by the work of Bourgain, Brézis, and Mironescu [8, 29, 13] . The analysis in turn is based on [30] . We apply these results to diffusion tensor image denoising and inpainting in the next section.
We start by stating general conditions on the exact data w 0 , the noisy data w δ and the functional F α,w δ [d] , defined in Equation 1.2.
Assumption 3.1 Let Assumption 2.1 hold. Moreover, let w 0 , w δ ∈ L p (Ω; K) and let ρ be a mollifier as defined in Definition 2.2. We assume that (i) For every t > 0 and α > 0 the level sets
are weakly sequentially pre-compact in W s,p (Ω; R m×m ).
(ii) There existst > 0 such that level(F α,w 0 [d] ;t) is nonempty. [11] ).
According to [11] we now have the following result giving existence of a minimizer of the functional in Equation 1.2 as well as a stability and convergence result: 
has a converging subsequence with respect to the weak topology of W s,p (Ω; R m×m ). The limitw of every such converging subsequence (w kj ) j∈N is a minimizer of
Convergence: Let α : (0, ∞) → (0, ∞) be a function satisfying α(δ) → 0 and δ p α(δ) → 0 for δ → 0.
Let (δ k ) k∈N be a sequence of positive real numbers converging to 0. Moreover, let (v k ) k∈N be a sequence in L p (Ω; K) with w 0 − v k L p (Ω;K) ≤ δ k and set α k := α(δ k ). Then every sequence (w k ) k∈N defined as
has a weakly converging subsequence w kj w 0 as j → ∞ (with respect to the topology of W s,p (Ω; R m×m )). In addition,
. Moreover, it follows that even w k w 0 weakly (with respect to the topology of W s,p (Ω; R m×m )) and
In the next section we apply Theorem 3.3 to diffusion tensor images, i.e. when choosing K as a closed subset of the symmetric, positive definite matrices. In addition to what follows from the general theory from [11] in a straight forward manner we present a uniqueness result for the minimizer of the regularization functional.
Diffusion tensor regularization
We begin by defining needed concepts from matrix calculus. 4.1. Matrix calculus. We start this section by repeating basic definitions known from matrix calculus (see for instance [24] ). Especially the matrix logarithm is needed to define the log-Euclidean metric on the symmetric, positive definite matrices.
where U ∈ R m×m is the orthonormal matrix whose i-th column consists of the i-th normalized eigenvector of A. Hence we have that U U T = 1 m , where 1 m denotes the identity matrix in R m×m . Λ is the diagonal matrix whose diagonal entries are the corresponding eigenvalues, Λ = diag(λ 1 , . . . λ m ).
Next we state the definitions of the matrix exponential and logarithm, see in particular [27, 17] . (i) Exponential map: The exponential map is defined as
It holds that Exp(Λ A ) = diag(e λ1 , . . . , e λm ),
where e : R → R ≥0 denotes the (scalar) exponential function. Exp : SYM → SPD is a diffeomorphism [17, Thm. 2.8].
(ii) Logarithm: If Exp(A) = B, then A is the matrix logarithm of B. It is defined as
where log : R ≥0 → R is the (scalar) natural logarithm, i.e. log := log e . When restricting to symmetric, positive definite matrices Log :
The previous Definition 4.2 shows that the exponential and logarithm of a symmetric (positive definite) matrix can be computed easily due to the eigendecomposition (see Lemma 4.1) by calculating the scalar exponential map and logarithm of the eigenvalues. 
Proof: The proof of the first item is straightforward by using the definition of · F in Equation 2.5. The second item follows directly by considering the trace representation of the Frobenius norm [38] : The last lemma of this subsection deals with the set SPD spec [ε,ε] , the set of symmetric, positive definite matrices with bounded spectrum in the interval [ε,ε], defined in Equation 2.3. We need this result later in the numerical implementation for defining a suitable projection:
Given an arbitrary matrix A ∈ R m×m there always exists a unique matrix M ∈ SPD spec [ε,ε] which is closest in the Frobenius norm, i.e.
The minimizing matrix M can be computed explicitly as stated in the following lemma. The proof is done in a similar way as in [19, Theorem 2.1] and included here for completeness.
as the symmetric and skew-symmetric parts of A, respectively. Let (λ i ) m i=1 be the eigenvalues of B which can be decomposed into B = ZΛZ T , where Z is a unitary matrix, i.e. ZZ T = Z T Z = 1 m , and Λ = diag(λ 1 , . . . , λ m ). Then
is the unique minimizer of
6)
where SPD spec [ε,ε] is defined in Equation 2.3.
Proof: By definition of B and C we can write A = B + C and thus 
The matrix B is symmetric and thus we can write B = ZΛZ T , where Z ∈ R m×m is a unitary matrix whose columns are the eigenvectors of B and Λ ∈ R m×m is a diagonal matrix whose entries are the eigenvalues of
Then we obtain by using Equation 4.3
Thus the lower bound is uniquely attained for Y := diag(d i ) with We start by defining and reviewing some properties of the log-Euclidean metric. Lemma 4.7 The log-Euclidean metric satisfies the metric axioms on SPD.
Proof: This follows directly because · F is a norm and Log restricted to SPD is a diffeomorphism.
The reasons for choosing this measure of distance is stated in the following remark.
Remark 4.8 The log-Euclidean metric arises when considering SPD not just as convex cone in the vector space of matrices but as a Riemannian manifold. Thus it can be endowed with a Riemannian metric defined by an inner product on the tangent space, see for example [15, 27, 17] . Two widely used geodesic distances are the affine-invariant metric 8) and the log-Euclidean metric as stated above. These measures of dissimilariy are more adequate in DTMRI as pointed out in [17] because zero or negative eigenvalues induce an infinite distance.
The affine-invariant distance measure is computationally much more demanding which is a mayor drawback. This is not the case for the log-Euclidean distance, which leads to Euclidean distance computations in the matrix logarithmic domain. [26] .
The log-Euclidean metric has some nice invariance properties. • Scale invariance: Let c > 0 and A, B ∈ SPD and denote by 1 m the identity matrix in R m×m . Then
• Invariance under inversion: These properties transfer to our regularizer
the standard Euclidean distance the first two properties do not hold true in contrast to the unitary invariance which is also valid. Although we only work with fractional derivatives of order s ∈ (0, 1) we consider for comparison purposes the regularization functional (see also Equation 6.1 in Section 6)
None of the invariances above, i.e. scale invariance, invariance under inversion and unitary invaiance, is valid for Θ.
for some constant matrix C ∈ R m×m , i.e. it is translation and reflection invariant. This, in turn, does not hold (or is not even well-defined) for our regularizer Φ l [d] with the log-Euclidean metric but as well when considering the standard Euclidean distance, i.e. it does hold for Φ l [d R m×m ] . A comparison is shown in Figure 1 . In order to show that Theorem 3.3 is applicable for F α,w δ .7 we have to show that Assumption 3.1 and therefore Assumption 2.1, in particular the equivalence stated in item (v), is valid. In order to prove that we need the following corollary. for the definition of latter set see Equation 2 .3).
Note that the reverse embedding in the previous lemma does not hold true.
Now we can prove that the Euclidean and the log-Euclidean metric are equivalent on SPD Log z .
(4.10)
Proof: Since A and B are symmetric and positive definite they can be factorized using their eigendecomposition, see Lemma 4.1 item (i). Hence, we can write
where U, V ∈ R m×m are unitary matrices and Λ A , Λ B are diagonal matrices whose entries are the corresponding positive eigenvalues (λ 1 , . . . , λ m ) of A and (µ 1 , . . . , µ m ) of B, respectively. By Corollary 4.11 it holds that λ i , µ i ∈ [e −z , e z ] for all i = 1, . . . m.
We consider two cases:
We assume that all eigenvalues of A and B are equal, i.e. they have the same one-dimensional spectrum spec(A) = spec(B) = {λ}, meaning that Λ := λ1 m := Λ A = Λ B . This in turn gives that 
Case 2:
We now assume that there exists at least two different eigenvalues λ i = µ j , i, j ∈ {1, . . . , m} of A and B.
We show the lower inequality 1 e z A − B 
where C := V T U . Using the definition of the Frobenius norm in Equation 2.5 we obtain further that
(4.13) Indices (i, j) ∈ {1, . . . , m} for which λ j = µ i do not contribute to the sum in Equation 4.13 (and do not change the following calculation) so we define I := {(i, j) ∈ {1, . . . , m} : λ j = µ i } as the set of such indices (i, j) ∈ {1, . . . , m} for which we have λ j = µ i . From the mean value theorem it follows that for every (i, j) ∈ I there exists some
(4.14)
Further we can write 
which finishes the proof.
The previous Lemma 4.12 proves that Assumption 2.1 item (v) is valid. This together with Remark 3.2 proves the following theorem: .7 attains a minimizer. In this subsection we prove that the minimum is unique. To this end we consider the symmetric, positive definite matrices from a differential geometric point of view.
The following lemma can be found in [17] and also [28] . In other words (SP D, d) is a flat Hadamard manifold and therefore in particular a Hadamard space. The last property guarantees that the metric d is geodesically convex [33, Cor. 2.5], i.e. let γ, η : [0, 1] → SPD be two geodesics, then 
The following result states that connecting geodesics between two points in SPD Log z stay in this set. Proof: We split the proof into two parts. First we show that γ t maps indeed into SPD Log z . Afterwards we prove that it actually lies in W s,p (Ω; SPD Log z ). γ t is a geodesic connecting γ 0 (x) = w * (x) and γ 1 (x) = w (x) for x ∈ Ω. Therefore ([35, Chapter 3.5] and [17] ) it can be written as
which is equivalent to Log(γ t (x)) = tLog(w (x)) + (1 − t)Log(w * (x)).
Taking the Frobenius norm yields
In the last inequality we used that w * , w ∈ W s,p (Ω; SPD Log z ), i.e. Log(w * (x)) F ≤ z and Log(w (x)) F ≤ z for x ∈ Ω, respectively. This shows that γ t maps into SPD Log z . Next need to prove that actually γ t ∈ W s,p (Ω; SPD Log z ), i.e. that
We denote by 1 m the identity matrix of size m × m and obtain by Jensen's inequality that
Using Equation 4.10 it follows that 
The last expression is finite because of the assumption that w * , w ∈ W s,p (Ω; SPD Log z ).
Now we can state the uniqueness result. Now, let us assume that there exist two minimizers w * = w ∈ W s,p (Ω; SPD Log z ) of the functional F α,w δ [d] . Analogously as in Lemma 4.15 for a geodesic path γ : Ω × [0, 1] → SPD connecting w * and w we denote by γ t = γ(·, t) for t ∈ [0, 1]. Thus, in particular, w * (x) = γ 0 (x) and w (x) = γ 1 (x) for x ∈ Ω. Especially, γ t ∈ W s,p (Ω; SPD Log z ) (see Lemma 4.15) . Because w δ is fixed, d is strictly convex in one argument by Equation 4.17 and convex in both arguments by Equation 4.16 it follows that
Because w * and w are both minimizers we have that
In particular, for t = 1/2 we obtain by the above equality and by Equation 4 .18 that
which is a contradiction to the minimizing propery of w * (x) = γ 0 (x) and w (x) = γ 1 (x) for x ∈ Ω. Hence, γ 0 and γ 1 must be equal forcing equality in Equation 4.18 and thus giving that the minimum is unique.
Existence and uniqueness in the case sp > n. If sp > n then existence and uniqueness of the minimizer of the functional F α,w δ
[d]
even holds on the larger set W s,p (Ω; SPD) rather than on W s,p (Ω; SPD Log z ), where SPD is associated with the log-Euclidean distance d = d SPD as defined in Equation 4.7. Existence in Theorem 4.13 and uniqueness in Theorem 4.16 (with K = SPD Log z ) are based on the theory provided in [11] (see Theorem 3.3) where it is a necessary assumption that the set K is closed which is not the case for the set SPD.
Nevertheless it is possible to get existence and uniqueness on this set because for every minimizing sequence w k ∈ W s,p (Ω; SPD), k ∈ N, we automatically get that w k ∈ W s,p (Ω; SPD Log z ), so that it takes values on the closed subset SPD Log z . Then, existence of a unique minimizer on W s,p (Ω; SPD) follows by the proofs already given, see [11, Thm. 3.6] and Theorem 4.16. We now sketch the proof of the assertion. Throughout this sketch C denotes a finite generic constant which, however, can be different from line to line. so that we can assume that This and the fact that w δ ∈ L p (Ω; SPD) we get that is automatically a minimizing sequence in W s,p (Ω; SPD Log z ) .
Numerics
In this section we go into more detail on the minimization of the regularization functional F α,w δ : . We start this section by defining P , afterwards we prove the well-posedness of minimizingF α,w δ [d] . In the next Section 6 this analysis follows a description of the numerical implementation before we present concrete numerical results.
Projections.
We start with the definition of needed projection operators for symmetric matrices occuring in the embedded regularization functional. 
where Σ = diag(µ 1 , . . . , µ m ) with
Then the projection of M onto SPD Log z is given by
where λ = (λ 1 , . . . , λ m ) T and µ = (µ 1 , . . . , µ m ) T are the vectors containing all eigenvalues.
• Projection of SYM onto SPD Log z : Let M ∈ SYM be a symmetric matrix. We define its projection P(M ) onto SPD Log z as P : SYM → SPD Log z , M → P 2 (P 1 (M )). If M ∈ SPD spec [ε,∞) the projection P 2 scales the eigenvalues of M in such a way that it is guaranteed that
giving thatP 2 (M ) ∈ SPD Log z . The following lemma can be proven with elementary calculations. (ii) Let w ∈ W s,p (Ω; SPD spec [ε,∞) ). Then P 2 (w) ∈ W s,p (Ω; SPD Log z ).
(iii) Let w ∈ W s,p (Ω; SYM). Then P(w) ∈ W s,p (Ω; SPD Log z ). is well-defined on W s,p (Ω; SYM), i.e. it does not attain the value +∞.
Proof: (i) The statement holds true becauseF α,w δ
• P and the fact that Theorem 3.3 is valid
(see therefore Theorem 4.13).
(ii) If w ∈ W s,p (Ω; SPD Log z ) ⊂ W s,p (Ω; SYM) then P(w) = w which gives the assertion.
The next lemma shows that the embedded regularization functionalF α,w δ
attains a minimzer and that
are connected. is guaranteed by Theorem 4.13.
We need to prove that w * is also a minimizer ofF α,w δ [d] , i.e. w * ∈ argmin u∈W s,p (Ω;SYM)F α,w δ
[d] (u):
Because w * is minimal for F α,w δ [d] we have that
In particular because w * ∈ W s,p (Ω; SPD Log z ) it holds that
as stated in Lemma 5.3 item (ii). Now let u ∈ W s,p (Ω; SYM) be arbitrary and define its projection as w u := P(u) ∈ W s,p (Ω; SPD Log z ) (cf. Lemma 5.2 item (iii)). Then by using the fact thatF α,w δ
• P and by Equation 5.6 and Equation 5.7 we obtain that
The previous lemma shows that minimizingF α,w δ will be minimized.
Numerical experiments
In order to present and evaluate our numerical experiments, we need a method of comparison, which is outlined in Section 6.2 and a quality criterion, which is described in Section 6.3. We present experiments with synthetic and real data in Section 6.6. The generation of synthetic data is described in Section 6.4.
we follow the concept of discretize-then-optimize. So, in the text below, when we talk about numerical implementation the functional should always be considered as a discretized functional on a finite dimensional subspace of W s,p (Ω; SYM). Nevertheless, we write the functional as it is defined in the infinite dimensional setting.
The numerical results build up on the following parameter setting:
(i) In the concrete examples in Section 6.6 we take m = 3 and n = 2. This means that we manipulate (denoise and inpaint) a 2-dimensional slice of a 3-dimensional DTMRI image.
(ii) In the regularization term Φ l [d] , defined in Equation 1.1 we choose l = 1 in order to take advantage of the locally supported mollifier, see Definition 2.2. is equivalent to solving the original problem, that is optimizing F α,w δ [d] , defined in Equation 1.2, over K = SPD Log z (3) as we have shown in Section 5.2. The implementation is done in Matlab. The gradient step is performed by using Matlabs built-in function fminunc, where the gradient is approximated with a finite difference scheme (central differences in the interior and one-sided differences at the boundary). After each step we project the data back onto K = SPD Log z (3) by applying the projection P = P 2 • P 1 to each diffusion tensor. P 1 first projects onto the set SPD spec [ε,∞) (3). In the implementation we used ε = eps, where eps is the floating-point relative accuracy in Matlab. Then P 2 projects onto SPD Log z (3), where we used z = 36. This is due to the fact that if A ∈ SPD Log 36 (3) then its eigenvalues lie in the interval [e −36 , e 36 ] ≈ [eps, e 36 ], see Corollary 4.11, so that we are able to compute diffusion tensors close to zero without projecting them. A summary of parameters used is shown in Figure 4 .
The (discrete) mollifier ρ in Equation 5.1 (we choose l = 1) is defined such a way that it has non-zero support on either one, two or three neighboring pixels in each direction. The number of non-zero elements is denoted by n ρ and we refer to Figure 2 for an illustration. Figure 2 . Support of the discrete mollifier ρ with nρ = 1 (gray) and nρ = 2 (black) when centered at the unfilled point in the middle.
Comparison functional.
We compare the results with the ones obtained by optimizing the comparison functional F C defiend as [14, Cor 5.5] ). Here, the fidelity term consists of the L p -norm while the regularizer is the vectorial Sobolev semi-norm to the power p. In the implementation we project the data back onto K = SPD Log 36 (3) after each gradient step as described before.
6.3. Measure of quality. As a measure of quality we compute the signal-to-noise ratio (SNR) which is defined as
where w orig describes the ground truth and w rec the reconstructed data.
6.4. Noisy data generation. We consider a discretized version of Ω ⊂ R 2 as a quadratic grid of size N × N, N ∈ N with equally distributed pixels (p i,j ) N i,j=1 . On each p i,j a symmetric, positive definite diffusion tensor w i,j ∈ R 3×3 (with bounded logarithm) is located describing the underlying diffusion process in the biological tissue. In DTMRI the data that are actually measured are so-called diffusion weighted images (DWIs) (A [b,g] (p i,j )) N i,j=1 . They describe the diffusion in a direction g ∈ R 3 with given b-value b ∈ R at a pixel p i,j . The diffusion tensor and the DWIs are related by the Stejskal-Tanner equation [31, 32, 5] :
for all pixels p i,j , where we assume that A 0 ∈ R ≥0 is known. For more details and a survey on MRI see for example [20] .
To generate our noisy synthetic data (w δ ) i,j we computed 12 DWIs (A 1 [b,g] (p i,j ), . . . , A 12 [b,g] (p i,j )) from our initial (original) synthetic diffusion tensor (a symmetric, positive definite matrix with bounded logarithm) w i,j on each pixel p i,j via Equation 6.2. Then we imposed Rician noise on them ( [18, 6] ) with different values of σ 2 . We used a least squares fitting (as described shortly in [34] ) followed by the projection P to obtain a noisy diffusion tensor image on each pixel such that (w δ ) i,j ∈ SPD Log z (3) for i, j ∈ {1, . . . , N }. In the synthetic examples in subsubsection 6.6.1 and subsubsection 6.6.2 we chose A 0 = 1000 and b = 800 to generate the noisy data. The real data set in subsubsection 6.6.3 is freely accessible ([9] ) and provides corresponding values of A 0 and b. For an overview of parameters see Figure 4 . 6.5. Visualization. On each pixel (p i,j ) N i,j=1 the diffusion process is described by a a symmetric, positive definite diffusion tensor w i,j ∈ R 3×3 (with bounded logarithm). We visualize it by a 3D ellipsoid. Therefore we take the (normed) eigenvectors v i,j 1 , v i,j 2 , v i,j 3 and the corresponding eigenvalues λ i,j 1 , λ i,j 2 , λ i,j 3 and interpret the eigenvectors as axis of an ellipsoid with length λ 1 , λ 2 and λ 3 , respectively. We color the ellipsoids corresponding to the value of its fractional anisotropy FA defined as
Fractional anisotropy is an index between 0 and 1 for measuring the amount of anisotropy within a pixel. If there is no anisotropy, i.e. if the ellipsoid is sphere-shaped, then all eigenvalues are equal and the fractional anisotropy is zero, which we color black. The higher the value of F A within a pixel the lighter blue we color the ellipsoid. A colorscale is illustrated in Figure 3 . valid for the synthetic data sets; in the real data set in Figure 9 these values are provided.
Denoising of synthetic data
The first example is represented in Figure 5 and concerns denoising of a synthetic image in W s,p (Ω, SPD Log 36 (3)). The motivation of the choice z = 36 was explained in the previous Section 6.1.
The noisy image is obtained by adding Rician noise to the corresponding DWIs with σ 2 = 40 as described in Section 6.4.
The original image is shown in Figure 5(A) . In a column all ellipsoids have the same shape. In the first column the ellipsoids shown are sphere-shaped, i.e. all eigenvalues are equal with a value of 0.5 · 10 −3 . The fractional anisotropy (see Equation 6 .3) is zero and hence these ellipsoids are colored black, see Figure 3 . Going from the first column to the last one one eigenvalue is increasing from 0.5 · 10 −3 to 3.5 · 10 −3 while the other two stay constant. This leads to an increasing value of the fractional anisotropy and thus to a light blue coloring, see also Figure 3 . The averaged value (over the column) of the increasing eigenvalue is plotted in black in Figure 5 (F).
The results obtained by using our metric double integral regularization (see Equation 5 .1) can be seen in Figure 5 (C) while the results using Sobolev-semi-norm regularization (see Equation 6 .1) are illustrated in Figure 5 (D) and Figure 5 (E). Our method removes the noise while the size of the ellipsoids stays close to the size of them in the original image. This is in particular visible in Figure 5(F) , where the averaged size of the increasing eigenvalue is plotted in red. Choosing the parameter β in the Sobolev semi-norm regularization term too small results in a quite noisy image while a larger value of β smooths the whole image which can be seen particularly on the left-hand-side where the ellipsoids are quite tiny. The smoothing effect is even more visible in Figure 5 (F).
The second denoising example is shown in Figure 6 . It features one main direction of diffusion. The original image in W s,p (Ω, SPD Log 36 (3)) is presented in Figure 6 (A) while the noisy version of it (using σ 2 = 90) can be seen in Figure 6(B) . Again the size of the ellipsoids in each direction is as before around 10 −3 .
Using our regularization method, see Figure 6 (C), the noise in all areas is removed while the main direction of diffusion is recognizable. In contrast to this stands the result obtained by using the comparison functional in Equation 6.1, see Figure 6 (D). The main direction is barely visible and noise remains, in particular in regions with tiny ellipsoids. Because the size of the ellipsoids is rather small the main contribution in the Sobolev semi-norm regularization is due to the change of size between the larger and smaller diffusion tensors. This leads to the smoothing of the whole image. Furthermore, very tiny ellipsoids barely influence the regularization term which results in the remaining noise. Compared to that our functional using the log-Euclidean metric results in a completely different behavior. In particular, in this case changes between the small ellipsoids contribute even more than the change of size.
Inpainting of synthetic data
We now come to two examples of diffusion tensor inpainting for functions in W s,p (Ω, SPD Log 36 (3)). We thus minimize the functional Equation 5.1, with D = ∅, which denotes the inpainting domain.
The first example, where the ground truth is represented in Figure 7 (A) has one main diffusion direction. The noisy image in Figure 7 (B) is obtained as described in Section 6.4 with variance σ 2 = 90. The area D to be inpainted consists of the missing ellipsoids in the noisy data. As input data for our algorithm we use the incomplete noisy data (as shown in Figure 7 (B)) where we replaced the missing ellipsoids (described by the null matrix 0 n ) by its projection P(0 n ).
The result using our metric double integral regularization method can be seen in Figure 7 (C) . The main diffusion direction is recognizable even though the size of the ellipsoids near the kink is now approximately the same. Noise, which was in particular present in the tiny ellipsoids, is removed because of the use of the log-Euclidean metric in our functional. Small values thus gain a high contribution. The result using the comparison functional in Equation 6.1 is shown in Figure 7 (D). The noise is removed but it is barely possible to recognize the main diffusion direction. The whole image is smoothed. Choosing β even smaller the influence of the regularizer tends to zero yielding a result close to the starting image.
As second example we consider the data shown in Figure 8 . The original data is illustrated in Figure 8(A) , the noisy one using σ 2 = 40 in Figure 8(B) . This serves as initial data for our minimizing algorithm. The area to be inpainted, D, can be seen in Figure 8 Figure 8 (F). Our result is more balanced concerning noise removal and keeping the inpainted area, in particular the size of the ellipsoids, close to the ground truth data. This is also visible in the value of the SN R. When minimizing the comparison functional in Equation 6.1 with a small value of the regularization parameter β the size of the ellipsoids is matched well but noise remains. Increasing of β leads to a better noise removal with a simultaneous smoothing of the whole image. (E) Sobolev semi-norm regularization with β = 3, SN R = 6.92.
(F) Averaged eigenvalue comparison. Figure 5 . Denoising of a synthetic diffusion tensor image using p = 1.1, s = 0.5, nρ = 3 and different values of α and β.
Denoising of DTMRI data
In this last subsection we present an example for denoising of a real DTMRI image. The original data are taken from [9], which is freely accessible. In this example (parts of) the 39th slice are shown. Noise is added with σ 2 = 0.05.
In Figure 9 (C), Figure 9 (E) and Figure 9 (D), Figure 9 (F), respectively, parts of the whole image in Figure 9 (A) and Figure 9 (B), respectively, are shown. The denoised results using our regularization method can be seen in Figure 9 (G) and Figure 9 (H), respectively. In Figure 9 (G) we see that the structure and sizes of the ellipsoids are preserved. Nevertheless, noise is still visible in some parts. Increasing the regularization parameter α further leads to more noise removal accompanied by a swelling in particular of those ellipsoids in the middle of the image which have one eigenvalue close to zero. In Figure 9 (H) this effect is visible. Here noise is removed well and the main structures are preserved but there is a swelling of some ellipsoids. 6.7. Conclusion. The contribution of this paper is the application of recently developed derivative-free, metric double integral regularization methods for denoising of diffusion tensor imaging data. The analysis is based on recent work [11] but completed by a uniqueness result for the minimizer of the regularization functional. In order to derive the analytical result we require differential geometric results on sets of positive definite, symmetric matrices. We also demonstrate the effectiveness of the approach by some synthetic and DTMRI data. 
