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SOLUCIÓN EN SERIES PARA SISTEMAS DE ECUACIONES  DIFERENCIALES PARCIALES 
 
RESUMEN 
En este artículo se propone un procedimiento para hll r la solución en series 
para del problema diferencial  mixto del tipo 
( , ) ( ) ( , ) 0 ,t xxu x t A t u x t− = 0 , 0,x p t< < >
 
 (0 , ) ( , ) 0,u t u p t= =  
      ( ,0) ( ).u x f x=
  
Se considera que ( , ), ( ) mu x t f x ∈£  y ( ) .m mA t ×∈£  
 
PALABRAS CLAVES: Sistema de ecuaciones diferenciales parciales, series de 
fourier, norma logarítmica.  
 
ABSTRACT 
In this paper we construct an exact series solution of mixed problems of the type  
( , ) ( ) ( , ) 0 ,t xxu x t A t u x t− = 0 , 0,x p t< < >
 
 (0 , ) ( , ) 0,u t u p t= =  
      ( ,0) ( ).u x f x=    Here, ( , ), ( ) mu x t f x ∈£  and ( ) .m mA t ×∈£  
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En este artículo se propone un  procedimiento  para 
obtener la solución en series del siguiente sistema de 
ecuaciones diferenciales parciales 
( , ) ( ) ( , ) 0 ,t xxu x t A t u x t− =
 
0 , 0,x p t< < >
      
   (1) 
(0 , ) ( , ) 0u t u p t= =                               0,t >       (2) 
( ,0) ( ).u x f x=                          0 ,x p≤ ≤                         (3) 
donde 1 2( , , , )
T
mu u u u= K   y  ( )f x  son vectores en 
m£  
y ( ) m mA t ×∈£  es una matriz con derivada de segundo 
orden continua. 
Sistemas diferenciales de este tipo aparecen en algunos 
problemas de difusión. 
Métodos numéricos para resolver sistemas diferencial s 
parciales han sido ampliamente estudiados, sin embargo, l  
solución analítica de un sistema de ecuaciones 
diferenciales puede satisfacer propiedades físicas 
importantes que la solución numérica puede no satisfacer. 
Esto motiva la búsqueda de soluciones analíticas del 
sistema (1) - (3). 
 
 
2. SOLUCIÓN EN SERIES 
 
Siguiendo el procedimiento para hallar soluciones en eries 
de ecuaciones diferenciales parciales escalares, se 
considera el problema de valor inicial 
  ( ) ( ) ( ) 0,
n
T t A t T tn n
p
π′ + =  
 
 (0) ,T cn n=  0,t >       (4) 
donde nc  es el enésimo coeficiente de la serie de fourier 
en senos de ( ),f x  dado por 
2
0
1( ) ( ) , .
p
n x
n p pc f x sen dx n
π= ≥∫                              (5) 
Asumiendo que la matriz  ( )A t   satisface la condición 
1 2 2 1( ) ( ) ( ) ( )A t A t A t A t=  para   1 2 0,t t≥ ≥                 (6) 
se tiene que la solución de (4) esta dada por 
( )2
0
1( ) exp ( ) , 0, .
t
n
n npT t A s ds c t n
π = − ≥ ≥
  ∫  
La sucesión de funciones  
( ) ( )2
0
( , ) exp ( ) ,
t
n n x
n np pu x t A s ds c sen
π π = −
  ∫           (7) 
satisface la ecuación diferencial 






( , ) ( , )
( ) 0, 0 , 0,n n
u x t u x t
A t x p t
t x
∂ ∂− = < < >
∂ ∂
 (8) 
y la condición de frontera 
(0, ) ( , ) 0, 0,n nu t u p t t= = >                                    (9) 
Luego la serie   
1
( , ) ( , )n
n
u x t u x t
∞
=
=∑                                                  
          ( ) ( )2
0
1









  ∑ ∫   (10) 
satisface formalmente las condiciones (1) y (2). 
Puesto que  
 
1
( ,0) ( ,0)n
n










=∑                                
la condición inicial (3) se satisface si la función f puede 
ser expresada como una serie de fourier de senos. De  [3, 
pág. 57] y  [8, pág. 46], si f  es una función continua en  
[ ]0, p  tal que 0 0( ) ( )f f p= =  y tal que cada función 
componentes jf  para   1 j m≤ ≤  es suave a trozos 
entonces f  satisface la condición (3).  
Para probar que  ( , )u x t  definida por (10) es una 
solución rigurosa del problema (1)-(3) consideramos la 
norma logarítmica ( )Aµ   de la matriz A  definida en  











=  ,                            (11) 











⋅ la norma euclideana.  
Puesto que  
( ) ( )A Aµ α µ α=  para todo 0α ≥ ,   entonces, por [4], 
se tiene que 
( )2
0
( ) exp ( ( )) , 0.
t
n
n n pT t c A s ds t
π µ ≤ − ≥
  ∫   (12) 
Consideremos que ( )Aσ  es el conjunto de los valores 
propios de la matriz ( )A t  y que   0 10[ , ] [ , ]p t tΩ = × .  
Suponiendo que 0q >  es una cota inferior del 
conjunto ( )( ) ( )2 HA t A tσ + , donde ( )HA t   denota la 
transpuesta conjugada de ( )A t , sea   
( ){ }
0 1
( ) ( )
0 1 2[ , ] min :
HA t A t
t t t
d t t v v σ +
≤ ≤
= ∈ . 
Por propiedades de la norma logarítmica se tiene que 
( ( )) Re( )A t vµ ≥  para cada  ( ( ))v A tσ∈ , y por el 
teorema de Bendixson (ver [9] pág. 395) se tiene que  
0 1( ( )) [ , ]A t d t t qµ ≥ ≥  para  0 1t t t≤ ≤ .              (13)        
De (12) y  (13) se tiene que 
( )2( ) exp , 0.nn n pT t c t q tπ ≤ − ≥                  (14) 
Por el lema de Riemann-Lebesgue  la sucesión  nc es 
acotada lo cual implica la serie ( , )u x t  definida por (10) 
es absolutamente convergente en Ω . 
Derivando término a término con respecto a  t  la serie 
( , )u x t  y considerando que 
( )2 1,( ) ( ) ( ), 0,nn npT t A t T t t nπ′ = − ≥ ≥  















                ( ) ( )2
1
( ) ( )n n xnp p
n
A t T t senπ π
∞
=







= .  Entonces 
( ) ( )2 2
1 1
( , )








∂  ≤ −
  ∂∑ ∑
. 
Derivando dos veces la serie ( , )u x t  con respecto a  x  
se tiene que 






( )n n n xn np p
n n
u x t
























∂  ≤ −
  ∂∑ ∑
. 
Por [2] se tiene que la serie ( , )u x t  definida por (10) es 
continua, dos veces diferenciable con respecto a  x  y
una vez con respecto a t , lo cual implica que dicha serie 
es una solución rigurosa del problema diferencial (1)-(3) 
para cualquier función f  continua en  [ ]0, p  tal que 
0 0( ) ( )f f p= =  y tal que cada una de sus componentes 





Muchos sistemas físicos no pueden ser descritos 
mediante una ecuación diferencial simple sino que deben 
ser modelados por un sistema de ecuaciones diferenciales 
parciales. Tal situación aparece, por ejemplo, en 
problemas de difusión del calor.  La solución analítica de 
un sistema de ecuaciones diferenciales parciales puede 
mostrar propiedades físicas importantes que la solución 
numérica no exhibe, lo cual motiva la búsqueda de 
soluciones analíticas de tales sistemas. 
En este artículo se propone una solución formal en series 
del sistema (1)-(3) la cual, bajo las condiciones impuestas 
tanto a la matriz ( )A t  como a la función ( )f x , 
constituye una solución analítica de dicho sistema. 
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