We describe a new language translation framework (partial translation) and the application of one of its instances: the C-i cation of Binary Prolog.
Introduction
In an attempt to create portable implementations of logic programming languages, some translation based frameworks have recently been proposed 5, 6, 9, 15, 16, 17] , and have been compared 13] . A common characteristic of all these implementations is that portability is achieved through the use of C as target for the translation. By either using only standard constructs, or by generating code for a particular compiler (e.g., gcc), the generated code becomes platform-independent.
However, unlimited portability sometimes causes ine ciencies. Indeed, early attempts 9, 17] showed that a straightforward translation into (standard) C is not particularly e cient (long code and slow execution), with one important exception: the implementation of committed choices languages such as KL1 5] and Janus 7, 11, 15] . The major reason (besides the use of clever optimizations like call- forwarding 7] ) is that the semantic gap between committed choice logic programming languages and an imperative language such as C is relatively small. 1 When looking at the basic cause of ine ciency, it turns out that it is mostly due to a limited number of ine ciencies in the generated C-code such as the fact that there are only two ways to jump to an address that is not known at compile time: either by means of a function call, which is not particularly e cient, and also requires a function return, or by means of a huge switch statement, which is not e cient either. The latter solution is fully portable, but has two disadvantages: since the whole program has to be compiled as a single C-function, it does prohibit the implementation of modular compilation, and compilers sometimes get confused by the enormous C-function and therefore generate sub-optimal code. Furthermore, the time to compile a non-trivial Prolog application becomes unreasonably long.
When using one function per clause, or one function per Prolog procedure, the overhead caused by the function call and return is a major source of ine ciency 4, 9] and makes the implementation of last call optimization di cult. In WAMCC 6], a combination of assembler directives and tricks to mislead the compiler and to bypass the function calls, is used to obtain a high performance implementation of Prolog by means of translation. Unfortunately, this solution needs minor modi cations when being ported, and still su ers from code explosion. This paper advocates a completely new approach based on two observations: 1. C compilers produce their best code when compiling small function containing little or no control constructs. On the other hand, the implementation of head uni cation and backtracking requires much testing and jumping. 2. Prolog emulators are highly optimized toward the e cient implementation of the basic execution model. Many Prolog emulators do a much better job than the average C compiler would do for controlling the execution of a Prolog program. Therefore, instead of fully translating Prolog into C, we propose to only partially translate it. The parts that would give rise to complex or long code sequences are not translated. The compiler can decide at compile time whether or not to translate depending on the expected speedup of the translation.
An additional and important bene t of our approach is that there is no code explosion because the code that tends to explode most when translating to an imperative language is precisely the control part, not the data manipulation part.
The paper starts by explaining the basics of partial translation, followed by a fully worked out example (a recursive BinProlog clause on a Sparc architecture). The paper is concluded with some performance data and a comparison with related work and some directions for future work.
Partial Translation
Basic Principle. Figure 1 illustrates the basic principle of partial translation. We start from the (optimized) byte code stream generated for the emulator. In this byte code stream, we search for a contiguous sequence of instructions that is worth being translated. Subsequently, that instruction sequence is translated into a Cfunction and the original instruction sequence is replaced by a function call (new WAM instruction) to the newly generated C-function. The function is called with the following arguments: heap pointer H, the register set regs, and a pointer P to an argument list containing the symbol table entries of the symbols used by the C-function; as the symbol table is still managed by the emulator, the symbol table entries are not known at compile time and must therefore be passed explicitly to the C-function at run-time. An important characteristic of the partial translation scheme we propose is that the translated system has a strong operational equivalence with the emulated code, as both share exactly the same observables in the run-time system thanks to the principle of instruction-level compositionality: if every translated instruction has the same observable e ect on a (small) subset of the program state (registers and a few data areas) in emulated and translated mode, then arbitrary sequences of emulated and translated instructions are operationally equivalent. Speedup over emulated code. For partial translation to produce a speedup, the execution time of the byte code instruction sequence must be greater than the execution time for the C-function plus the extra overhead of the function call. Since the real execution times of the emulated and the translated code are generally not known, the compiler could rely on programmer declarations specifying for a given code slice (module, le, set of predicates, etc.) a threshold such that no sequence of instructions shorter then the threshold is C-i ed. Alternatively, execution pro ling can decide for each sequence of abstract machine instructions whether they should be C-i ed. Therefore, the performance of a partially translated Prolog system will always range between that of purely emulated systems, and native code implementations. The nal performance will depend on the amount of translation, and the resulting speedup 2 . Additional optimizations. The more e cient the C-function is, and the more interpretative overhead there is in the byte code, the bigger the speedup resulting from partial translation will be.
C-functions are executed most e ciently if they do not contain function calls. In that case they are compiled into e cient leaf routines that do not consume stack space. Hence, it is interesting not to C-ify instructions that do require function calls.
On the other hand, some emulator instructions bene t more from C-i cation than others. The ner the grain of the instruction, the higher the interpretative overhead, and the higher the speedups that can be obtained. As mentioned earlier, instructions that control the execution of the program will not be C-i ed as their expected speedup is too limited, and the generated code is too long and too complex. Putting it all together. In order to produce a working system, the generated Ccode must be combined with the partially C-i ed byte code. Therefore, the function addresses in the byte code must be resolved. This is easily done by translating the byte code into a huge C data structure 3 containing the symbolic names of the functions. Compilation re-generates the byte code le, and linking will resolve the function addresses (and generate error messages when functions are missing).
This executable can subsequently be linked either statically or dynamically with the emulator in order to produce a stand-alone executable (see Figure 2 ), another goody of translation into C. In the case of dynamic linking, the resulting executable is small as it does not contain the full emulator. Major bene ts of partial translation. The solution we propose e ectively solves the problems mentioned in the introduction.
The modularity problem is solved. Modules can be compiled separately, the common data areas such as the symbol table are being managed by the shared emulator. Code growth is limited by partial translation. Parts that can cause excessive code growth are not translated. Portability is obtained by generating standard C. The portability of a Prolog application further depends on the portability of the emulator. If it is written in standard C, practically unlimited portability is achieved. Good performance is guaranteed by the execution time estimates that make that the partially translated code is always faster than the non-translated code. So there is never a slowdown.
Example
In order to fully exploit the capabilities of partial translation, we need long sequences of ne grained instructions, preferably not containing control instructions. In WAM-based Prolog implementations, except for long sequences of built-in operation as for instance complex numeric operations, the only sequences of instructions that can be C-i ed are the instructions between two predicate calls, possibly including the inline predicates if they do not contain function calls. However, there is a subset of Prolog obtained through a transformation called binarization 4 , namely Binary Prolog. It often contains long sequences of ( ne grained) put-instructions to create heap-based continuations. Besides this property, the absence of call/return makes Binary Prolog particularly well suited for partial translation. As binarization can be applied as a preprocessing step to arbitrary Prolog code 12] this restriction does not a ect the generality of the approach. Arguably, some other program transformations (for instance unfolding) can also be used at source level to produce clauses with longer sequences of control-free instructions.
In order to make things clear, the binarization transformation is explained by means of an example program. The well-known Prolog procedure Every clause has now one extra argument, the so-called AND-continuation. The continuation is passed from the clause head to the clause body, except in the case of a fact where it is executed. Binarized clauses have only one call in their body, namely the rst goal of the original body. The remaining goals are passed as continuation. The continuation append(L1, X],R,Cont) is created on the heap before the body goal is called. This is achieved by a sequence of ne grained putinstructions.
The abstract machine (BinWAM) used to execute binarized clauses is simpler than the standard WAM, and is described in 20, 21, 22, 25] . The main di erence at code generation level between the WAM and the BinWAM is that in the latter (i) there is no return from predicate calls, and (ii) continuations have to be created explicitly. The creation of continuations is well suited to be C-i ed as it consists of long sequences of put-instructions. These sequences do neither contain control instructions, nor function calls. So they will be compiled into e cient leaf routines which do not consume stack space.
The remainder of this section is devoted to the full description of the C-i cation of the treesize/3 predicate.
Prolog version
We have chosen the following clause containing some duplicate symbols and numbers:
treesize(tree(Left,Right),S0,S) :-add(S0,1,S1), treesize(Left,S1,S2), treesize(Right,S2,S).
Binarized version
After binarization, our example becomes:
treesize(tree(Left,Right),S0,S,C) :-add(S0,1,S1, treesize(Left,S1,S2, treesize(Right,S2,S,C))).
Hence, the clause gets an extra argument that carries the continuation, i.e., the part of the program that is still to be executed. Before add/4 can be started, its continuation consisting of the nested treesize/4 terms is created on the heap. Note the presence of begin_c_chunk and end_c_chunk in the WAM-code. The var (7) comes from a compile-time logical variable which allows them to exchange information without an additional pass. In the generated code, end_c_chunk will know the heap o set (computed at compile time) it has to add to the heap pointer after the chunk returns. The C-function will be generated from the sequence of instructions between them, but only if this will give rise to a speedup, based on the length of the C-i ed sequence.
Basic BinWAM-code
Also note the term compression 25] that is used for the creation of the continuation. If a term has a last argument containing a functor, the tag-on-data 5 representation used in BinProlog can avoid the extra pointer from the last argument to the functor cell and simply make them collapse. Obviously the uni cation algorithm must take care of this case, but the space savings are important, especially in the case of lists which become contiguous vectors with their N-th element directly addressable at o set 2*sizeof(term)*N+1 bytes from the beginning of the list:
As a result of term compression the functors of the last arguments are created with write_constant instead of creating a pointer to the next contiguous cell.
Generating the C-function
Based upon the estimated execution times, the translator decides whether or not to translate the instructions between the begin_c_chunk and end_c_chunk to generate a new function (say xx_1). In the current implementation, the execution time is estimated by means of a number of instructions. Below a given number of instructions, there is no C-i cation.
The original byte code then becomes. As the C-function has unlimited access to the WAM registers, and as the function is currently never re-used (although it could in some cases), all information that is available at compile time can be used immediately in the C-function. Only run-time information such as symbol table entries 6 must be passed explicitly as parameters (e.g., treesize/4). The P register points to the argument vector when the C-function is executed. Hence, the C-function can easily access the arguments. Multiply occurring arguments are merged to save memory space and integers are directly embedded in the C-code.
The C-function itself (xx_1) is generated from a sequence of C-macros. Notice the presence of the xx_1 function name which will actually appear only when the macro begin_c_chunk(xx_1) will get expanded to a C-function by the Cpreprocessor. We had to choose synthetic function names as not all Prolog names boil down to valid C names. The put_structure and put_constant instruction get their source operand from the argument list of the call_chunk instruction (treesize/4). % Left write_variable (2, 5) % S1 write_variable (3, 9) % S2 write_constant(4,0) % treesize/4 write_value(5,6) % Right write_value (6, 9) % S2 write_value (7, 3) % S write_value (8, 4) % C put_integer(1,2) % 1 move_reg (3, 5) % S1 move_reg (4, 8) % continuation end_c_chunk(9,1) % update heap (H=H+9) and code (P=P+1) pointer 6 More precisely, functor cells also containing the arity and the tag.
After expansion of the macros, the C-function looks as follows: Prolog symbols that are used twice by the C-function are only generated once as argument in the P-code section. Re-using arguments saves program code (improves locality), and speeds up the execution of the function by loading a common symbol only once from the argument list, and writing it as many times as needed onto the heap. The multiple assignment of C (a=b=c) is used to express that a particular term should be re-used.
BinProlog uses a tag-on-data representation instead of the usual tagged pointer representation of classical WAMs. For instance, a functor is represented as:
ARITY SYMBOL-NUMBER TAG Copying a functor from the code area into the heap area can be done in one instruction H Offset1] = P Offset2], where P Offset2] contains the full representation of the functor, and with Offset1 and Offset2 known at compile time. The fact that symbol table information, tag and arity are melted into the same word makes the copying of a functor from the code area into the heap area very e cient. By choosing TAG=0 for variables and having only 2-bit tags 7 , every memory address (C pointer) looks like a logical variable. This gives a low overhead and less error-prone integration of C code in the engine and it has a positive impact on performance on architectures where base addressing is not for free.
The code could still be improved by either not using WAM-registers to store temporary data in the C-function but by de ning local C-variables for which the compiler might allocate hardware registers or by rescheduling the instruction sequence in such a way that the temporary registers become super uous. Registers regs 8], regs 5], and regs 9] are typical examples. The improved code looks then as: 7 Tags become 3 bits on 64 bits machines with the result that code will adjust to the larger word size automatically, i.e., this gives portability to 64 bits without any conditional code 
C-ifying the emulator
To be able to call a C-function from the emulator we have to know its address. Unfortunately, the nal address can only be determined by the linker. A simple and fully portable technique to plug the address of a C-function into the byte code is to C-ify the byte-code of the emulator into a huge C data structure, containing the names of the C-functions. After compilation the byte code le is re-generated, and after linking with the emulator, all the missing addresses will be resolved. The result will be a stand-alone Prolog application (see also Figure 2 ). The array of structures which represents the byte code starts with an entry containing the address of the C-function, followed by the symbol table entries needed by the C-function. Various emulated instructions are represented as a structure, containing:
an opcode a rst register number a second register number or an arity a string or a function pointer This regular format allows loading one word at a time and extracting various elds with fast register-only operations 8 .
During the execution of the function, the P-pointer is pointing to the rst argument. As the argument o sets w.r.t. the P-pointer are known at compile time, the function can access them with a single load operation at no extra cost, and an optimizing compiler can take full advantage of this information and generate the most e cient code for a particular sequence. Obviously, integers are passed as immediate operands, directly in the generated C-macro. There is no need for the C-function to directly access the Prolog symbol table. The argument list of the C-call is built only once by the loader of the emulator. Note that our symbol passing scheme from the emulator to the C-code is similar to argument passing in threaded code 1].
Assembly code
It is interesting to take a look at the actual assembly (Sparc, Solaris 2.x, gcc 2.6.3 -O2) listing, which shows clearly that our objective to have high quality code has been attained with minimal e ort (H is in %o0, regs is in %o1, and P is in %o2). It can be seen that the mapping to a sequence of load-store instructions with precomputed o sets gives e cient code, which can be reorganized quite freely by super-scalar schedulers. Since the C-functions do normally not contain calls to other procedures or functions, they will get compiled into e cient leaf routines which use a limited subset of the hardware registers, so that save/restore of the caller's registers is avoided. Calls and returns are therefore jump instructions with the return address kept in a xed register for use by the specialized retl instruction.
Lessons learned
The e ect of partial C-i cation as presented in this section is especially interesting in the presence of long sequences of ne grained WAM instructions. The interpretative overhead can be largely reduced at the expense of the generation of a limited amount of extra code. Partial evaluation of logic programs will especially bene t from it as it creates long bodies; a top-down compilation scheme, which takes advantage of base addressing with small immediate o sets that are for free on most RISC-architectures; optimal register allocation as some pseudo-registers in the emulator become real ones in C. Note that term compression 25] actually shortens instruction sequences in the body and as such it does not increase the relative speed-up of C-i ed code w.r.t emulated code, while contributing to an increased performance for both, as it simpli es data movements in the functions and reduces memory references. This implies that an even larger speed-up is possible for emulators using a conventional data representation.
Built-ins and anti-calls
We have shown in the previous example the C-i cation of put-sequences. This has been extended to frequently used inline operations which can be processed in Binary Prolog before calling the`real goal' in the body as described in 12]. Chunks containing small built-ins that do not require a procedure call will still generate leaf routines.
On the other hand large built-ins implemented as macros in the emulator would make code size explode. Implementing them as functions to be called from the C-function would require code duplication and it would destroy the leaf routine discipline which is particularly rewarding on Sparcs. We have chosen to implement them through an abstraction with a coroutining avor: anti-calls. Note that calling a built-in from a C-function is operationally equivalent to the following sequence:
return from the function, execute the built-in in the emulator (usually a macro), call a new leaf routine to resume the work left from the previous leaf routine. Overall, anti-calls can be seen as a form of coroutining (jumping back and forth) between native and emulated code. Anti-calls can be implemented with the directjump technique used in WAMCC 6] even more e ciently, although for portability reasons we have chosen a conventional return/call sequence, which is still fairly e cient as a return/call costs the same as a call/return. Moreover, this allows the functions to remain leaf routines, while delegating over ow and signal handling to the emulator. Note that excessively small functions created as result of anti-calls are removed by an optimizing step of the compiler with the net result that such code will be completely left to the emulator. This is of course more compact and provable to be not slower than its fully C-expanded alternative.
Performance evaluation
The speed-up clearly depends on the amount of C-i cation and on the statistical importance of C-i ed code in the execution pro le of a program (see Table 1 ). The benchmarks have been executed under Solaris 2.3 with the same C-compiler (gcc 2.6.3) and the same (-O2) level of optimization. For BinProlog, we have measured execution times for:
basic emulator with no instruction folding 9 and no C-i cation (emBP) optimized emulator with instruction folding (emBPo) basic emulator with C-i cation (C-BP) optimized emulator with C-i cation (C-BPo) C-BPo gives the best overall performance, due to the synergy between the two optimizations and has been retained as the default mode of execution for BinProlog 3.xx and 4.xx. A similar speed-up (43%) is observed over the basic emulator (see C-BP vs. emBP) as over the emulator with instruction folding (see C-BPo vs. emBPo). Partial translation is clearly superior to instruction folding (see C-BP vs. emBPo) but their combined e ect (C-BPo) is close to full C-translation (wamcc), although it is, as one might expect, slower than native code (natSP).
The main di erence is however, that our approach is still fully portable, whereas the native code generation for SICStus Prolog is bound to a particular machine architecture. It is also quite remarkable that, on the average, our partial translation framework in synergy with emulator optimizations (C-BPo), is only 12% slower than WAMCC (full C-translation) which is an integer-only system and uses platform speci c \asm" directives. 
Bmark/Version emBP emBPo C-BP C-

Fine-tuning the speed-size ratio
By allowing the programmer to specify that only sequences longer than a given threshold will get C-i ed, the speed/size ratio of the resulting code can be empirically ne-tuned. For various parts of a project various thresholds can be applied. A maximum threshold is also available to avoid C-ifying large and seldomly executed blocks. Table 2 shows some code-size/execution-speed variations with respect to the threshold for the SEMI3 and CAL benchmarks. Clearly, excessively small functions can in uence adversely not only on size but also on speed. Something like threshold=20, looks like a practical optimum for this program. Table 3 shows that code-sizes for C-i ed BinProlog executables (generated with a threshold of 20 for SEMI3 and 8 for CAL and dynamically linked on Sparcs with Solaris 2.3) are usually even smaller than`compact' SICStus code which uses classical instruction folding (a few hundreds of opcodes) to speed-up the emulator, and considerably smaller than in the case of WAMCC. 10 5. Further optimizations and extensions 5.1. Small self-recursive predicates
Small self-recursive predicates (like append/3) are a good target for full C-i cation for the deterministic case while the rarely used non-deterministic case can be left to the emulator. Applying this for the built-in append/3 of BinProlog gave performances about 2 times faster than native SICStus Prolog 2.1 9 on the naive reverse benchmark. Basically, a self-recursive predicate is transformed to a while loop which advances on its known input data until non-determinism or non-applicability of the selfrecursive clause is detected, when through continuation manipulation the function escapes back to the emulator.
Decision graph indexing and two stream head compilation
Optimization of indexing using decision graph for uni cation instruction is an important optimization we plan to implement. Separate read and write streams are not yet implemented for head-uni cation (as their bene ts are not very important for emulated code). However C-i ed code as any native code compilation scheme would bene t from them.
Modules
5.3.1. C-based modules The Figure 1 shows a modular compilation proposal taking into account our C-i cation process. A modular compilation scheme for C-translated Prolog is proposed in 9]. This can be applied quite naturally to 10 For emulated BinProlog and emulated and native SICStus, sizes are as reported by the compilers. For C-i ed BinProlog we have taken the size of the actual dynamically linked executable (a few K larger than the object le) and for WAMCC we have taken the size of the object le. Actual WAMCC les are about 200K larger as they are statically linked with the library. our translation mechanism as the mapping to C described in 9] is also based on binary prolog. Modules are linked together in a project data structure accessible from the emulator at compile-time. Each module consists of an array of emulator instructions and a set of C-functions de ned as local functions (i.e. declared static in C).
Source-level modules
Modularity can also easily obtained by making emulated code to support modular compilation. BinProlog 3.30 implements a simple, program transformation based source-level module system 23]. Tight integration with the emulator ensures that source-level modules are automatically inherited by C-i ed code. Future work is needed to add parametric modules and objects with a mapping to C++.
Related work
Simpler logic languages like Janus 15], KLIC 5] have been successfully compiled to C with speed which competes successfully with native code compilers.
The major di erence with Prolog is that these languages do not feature backtracking, making the run-time system much simpler. Surprisingly, for very high level logic languages like -Prolog good results have been obtained through compilation to C, 2] compared with previously used interpretative techniques. The resulting -Prolog MALI system 3, 19] supports C-based modules and typing. Although in terms of absolute performance the resulting code is still a few times slower than Prolog, due to the complexity of interpreted higherorder uni cations and the lack of indexing, using compilation to C has been shown as an important step forward, by making -Prolog a practical language.
On the other hand, most of the attempts for the C-translation of full Prolog have managed to get performance often slower than well-engineered emulators like Quintus or SICStus Prolog, while paying the price of very large code-size or machinespeci c non-portability 4, 17]. In 17], the Prolog to C compiler is built on top of a traditional WAM compiler. The WAM instructions are expanded in-line or they become function calls. The call sequence of the predicates is controlled by a dispatching loop.
A smart (but machine and gcc speci c) technique is used in the WAMCC system based on 6, 14] to avoid the dispatching loop by implementing global labels and direct jumps inside C-functions, by using asm directives. Speed is in the middle between emulated and native code for most programs, exceptionally good on arithmetics (with data validity checking o ) although on some programs like naive reverse or semi-ring the overall performances are signi cantly lower than emulated BinProlog. Arithmetics is usually much faster but this comes in part from the fact that WAMCC does not yet support oating point operations which in our case need extra function calls. The WAMCC approach needs new assembler directives for each machine. Its use of explicitly allocated global registers con icts with multi-threaded operating systems 11 like Solaris 2.x or Windows NT where performance scales for free through the use of multiple-CPU machines. For us this is a strong requirement with the multi-threaded execution model currently supported by BinProlog's Linda extension 8, 10] .
A promising approach attributed to R. Mayer in 26] was at least partially tried out in the (yet un nished) Half-Life compiler. The idea is to use C as a portable high level assembler (through a sequence of macros generating very simple C instructions). Although excellent for speed and portability, this is unlikely to avoid the code-size explosion problem.
Previous approaches have often circumvented the theoretically challenging problem of giving an e cient mapping from a non-deterministic logic programming language to C-like procedural languages`as they are', with relatively slow function calls, and their own way to handle recursion with absent or only partial last call optimization.
The approach described here is signi cantly di erent from previous work. We have started with the clear objective of partial translation from one of the fastest existing C-emulated Prologs (BinProlog) and have obtained overall performances comparable to the best full-translation schemes. The resulting code is portable and based on a non-trivial mapping from Prolog to C, through program transformation and continuation passing techniques. Our method, which needs very little implementation e ort, looks highly practical and general enough to be applied to other emulator based implementations of high level languages. Moreover our scheme is by its nature ne-tunable in terms of the amount of translation, giving to the programmer the opportunity to con gure it for a large spectrum of code-size/speed ratios.
Our scheme can be seen as a partial evaluation with respect to a known program, of the instruction-folding technique, often used to speed-up emulators.
The idea itself of partial translation has been advocated independently in 18] for purpose of hardware simulation, and prototyped for the Dhrystone program. Surprisingly, a lot of common techniques and motivations are shared between this work and ours, despite their very di erent objectives and implementation techniques.
Conclusion
We have presented a new technique called`partial translation' and studied its use for Prolog to C translation. The technique has allowed to control the amount of translation to C for an optimal speed/code-size ratio. Although our experiments have been described in the context of Prolog to C translation, the technique itself is general purpose. The technique gives performances in a range between emulated and native code with little implementation e ort and ensures portability through C.
