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Abstract
Recent work has indicated that, unlike humans, ImageNet-trained CNNs tend
to classify images by texture rather than by shape. How pervasive is this bias,
and where does it come from? We find that, when trained on datasets of images
with conflicting shape and texture, CNNs learn to classify by shape at least as
easily as by texture. What factors, then, produce the texture bias in CNNs trained
on ImageNet? Different unsupervised training objectives and different architec-
tures have small but significant and largely independent effects on the level of
texture bias. However, all objectives and architectures still lead to models that
make texture-based classification decisions a majority of the time, even if shape
information is decodable from their hidden representations. The effect of data
augmentation is much larger. By taking less aggressive random crops at training
time and applying simple, naturalistic augmentation (color distortion, noise, and
blur), we train models that classify ambiguous images by shape a majority of
the time, and outperform baselines on out-of-distribution test sets. Our results
indicate that apparent differences in the way humans and ImageNet-trained CNNs
process images may arise not from differences in their internal workings, but from
differences in the data that they see.
1 Introduction
Convolutional neural networks (CNNs) define state-of the-art-performance in many computer vision
tasks, such as image classification [57], object detection [83, 40], and segmentation [40]. Although
their performance in several of these tasks approaches that of humans, recent findings show that CNNs
differ in intriguing ways from human vision, indicating fundamental deficiencies in our understanding
of these models [87, 70, 32, 23, 76, 37, 3, 44, 46, 1, 48]. This paper focuses on one such result, namely
that CNNs appear to make classifications based on superficial textural features [36, 4] rather than on
the shape information preferentially used by humans [61, 60]. Building on a long tradition of work in
psychology and neuroscience documenting humans’ shape-based object classification, Geirhos et
al. [36] compared humans to ImageNet-trained CNNs on a dataset of images with conflicting shape
and texture information (e.g. an elephant-textured knife) and found that models tended to classify
according to texture (e.g. “elephant”), and humans according to shape (e.g. “knife”). Following their
terminology, we call a learner that prefers texture over shape texture-biased and one the prefers shape
over texture shape-biased.
From the point of view of computer vision, texture bias is an important phenomenon for several
reasons. First, it may be related to the vulnerability of CNNs to adversarial examples [87], which may
exploit features that carry information about the class label but are undetectable to the human visual
system [48]. Second, a CNN preference for texture could indicate an inductive bias different than that
of humans, making it difficult for models to learn human-relevant vision tasks in small-data regimes,
and to generalize to different distributions than the distribution on which the model is trained [35].
Preprint. Under review.
ar
X
iv
:1
91
1.
09
07
1v
2 
 [c
s.C
V]
  2
9 J
un
 20
20
In addition to these engineering considerations, texture bias raises important scientific questions.
ImageNet-trained CNNs have emerged as the model of choice in neuroscience for modeling elec-
trophysiological and neuroimaging data from primate visual cortex [101, 52, 15, 71, 7]. Evidence
that CNNs are preferentially driven by texture indicates a significant divergence from primate visual
processing, in which shape bias is well documented [61, 60, 38]. This mismatch raises an important
puzzle for human-machine comparison studies. As we show in Section 7, even models specifically
designed to match neural data exhibit a strong texture bias.
This paper explores the origins of texture bias in ImageNet-trained CNNs, looking at the effects
of data augmentation, training procedure, model architecture, and task. In Section 4, we show that
CNNs learn to classify the shape of ambiguous images at least as easily as they learn to classify the
texture. So what makes ImageNet-trained CNNs classify images by texture when humans do not?
While we find effects of all of the factors investigated, the most important factor is the data itself.
Our contributions are as follows:
• We find that naturalistic data augmentation involving color distortion, noise, and blur substantially
decreases texture bias, whereas random-crop augmentation increases texture bias. Combining
these observations, we train models that classify ambiguous images by shape a majority of the
time, without using the non-naturalistic style transfer augmentation of Geirhos et al. [36]. These
models also outperform baselines on out-of-distribution test sets that exemplify different notions
of shape (ImageNet-Sketch [96] and Stylized ImageNet [36]).
• We investigate the texture bias of networks trained with different self-supervised learning objectives.
While some objectives decrease texture bias relative to a supervised baseline, others increase it.
• We show that architectures that perform better on ImageNet generally exhibit lower texture bias,
but neither architectures designed to match the human visual system nor models that replace
convolution with self-attention have texture biases substantially different from ordinary CNNs.
• We separate the extent to which shape information is represented in an ImageNet-trained model
from how much it contributes to the model’s classification decisions. We find that it is possible
to extract more shape information from a CNN’s later layers than is reflected in the model’s
classifications, and study how this information loss occurs as data flows through a network.
2 Related work
Adversarial examples. Adversarial examples are small perturbations that cause inputs to be mis-
classified [87, 10, 70]. Adversarial perturbations are not entirely misaligned with human perception
[29, 106], and reflect true features of the training distribution [48]. State-of-the-art defenses on
ImageNet use adversarial training [87, 41, 66, 100] or randomized smoothing [17], and images
generated by optimizing class confidence under these models are more perceptually recognizable to
humans [80, 30, 93, 51]. Adversarial training can improve accuracy on out-of-distribution data [99].
However, models that are robust to adversarial examples generated with respect to the `p norm are
not necessarily robust to other forms of imperceptible perturbations [98, 92].
Data augmentation and robustness. Data augmentation is widely used to improve generalization
of CNNs on data drawn from the same distribution as the training data [62, 16, 8, 57, 22, 19, 64,
20, 103, 45]. Recent work has shown that data augmentation can also improve out-of-distribution
robustness [33, 102, 65, 45, 78]. However, most of these studies investigate robustness to simple
image corruptions, which may not be correlated with robustness to natural distribution shift [88].
As with adversarial training [93, 73], augmentation strategies that improve robustness can degrade
clean accuracy [65], and tradeoffs exist between robustness to different corruptions [102]. Hosseini
et al. [47] found that CNNs can learn to generalize to negative (reversed-brightness) images for a
held-out class if the training data is augmented with negative images for the other classes.
Sensitivity of CNNs to non-shape features. Our work builds on recent evidence for bias for texture
versus shape in neural networks based on classification behavior with ambiguous stimuli [36, 4]. Other
studies have shown that CNNs are sensitive to a wide range of other image manipulations that have
little effect on human judgments [32, 5, 23, 76, 37, 3, 44, 46, 1, 6]. Moreover, CNNs are relatively
insensitive to manipulations such as grid scrambling that make images nearly unrecognizable to
humans [11], and are far superior to humans at classifying ImageNet images where the foreground
object has been removed [107].
2
Figure 1: Example items from the three datasets labeled according to shape (top) and texture (bottom).
GST items reproduced with permission of [36, 91].
Similarity of human and CNN perceptual biases. Despite these differences, ImageNet-trained
CNNs appear to share some perceptual biases and representational characteristics with humans.
Previous studies found preferences for shape over color [77] and perceptual shape over physical
shape [58]. Euclidean distance in the representation space of CNN hidden layers correlates well
with human perceptual similarity [50, 105], although, when used to generate perceptual distortions,
simple biologically inspired models are a better match to human perception [9]. CNN representations
also provide an effective basis for modeling the activity of primate visual cortex [101, 52, 12], even
though CNNs’ image-level confusions differ from those of humans [74].
3 Methods
Datasets. In addition to using ImageNet ILSVRC-2012 [79], our experiments used datasets consisting
of colored 224 × 224 images with independent sets of shape and texture labels. Instead of adopting a
single parametric model (e.g. [43, 72, 28, 34]), we construe texture broadly to include natural textures
(e.g. dog fur), small units repeating across space, and surface-level noise patterns. Each dataset
(Figure 1) captures a possible interpretation of texture. See Appendix E.1.1 for additional discussion
of the datasets and their limitations, as well as Figure C.1.
Geirhos Style-Transfer (GST) dataset. Introduced by [36], this dataset contains images generated
using neural style transfer [34], which combines the content (shape) of one target natural image with
the style (texture) of another. The dataset consists of 1200 images rendered from 16 shape classes,
with 10 exemplars each, and 16 texture classes, with 3 exemplars each [91].
Navon dataset. Introduced by psychologist David Navon in the 1970s to study how people process
global versus local visual information [69], Navon figures consist of a large letter (“shape”) rendered
in small copies of another letter (“texture”). Unlike the GST stimuli, the primitives for shape and
texture are identical apart from scale, allowing for a more direct comparison of the two feature types.
We rendered each possible shape-texture combination (26 × 26 letters) at 5 positions, yielding a total
of 3250 items after excluding items with matching shape and texture. Each image was rotated with
an angle drawn from [-45, 45] degrees. In his experiments, Navon found that humans process the
shape of these stimuli more rapidly than texture.
ImageNet-C dataset. ImageNet-C [44] consists of ImageNet images corrupted by different kinds of
noise (e.g. shot noise, fog, motion blur). Here, we take noise type as “texture” and ImageNet class
as “shape”. The original dataset contains 19 textures each at 5 levels, with 1000 ImageNet classes
per level and 50 exemplars per class. To balance shape and texture, for each of 5 subsets of the data
(dataset “versions”), we subsampled 19 shapes, yielding a total of 90,250 items per version.
Shape bias evaluation. Following [36] we define the shape bias of a model as the percentage of
the time it classified images from the GST dataset according to shape, provided it classified either
shape or texture correctly (see Appendix E.2 for additional details). We call a model shape-biased
if its shape bias is > 50%, and texture-biased if it is < 50%. Throughout, shape match and texture
match indicate the percentage of the time the model chose the image’s correct shape or texture label,
respectively, as opposed to choosing some other label.
4 CNNs can learn shape as easily as texture
Do the texture-driven classifications documented by [36] come from the model, as an inherent
property of the CNN architecture or learning process, or from the data, as an accidentally useful
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Figure 2: Data efficiency (top row). Task performance of AlexNet (left panel) and ResNet-50
(right panel) models as a function of percentage of training data used. Performance is the maximum
classification accuracy for shape (blue) or texture (orange) over training. All plots show the mean ±
SD across 5 splits. Dashed line indicates chance performance. Learning dynamics (bottom row).
Accuracy over training time on 100% of the training data (GST: 716 items, Navon: 2875 items,
ImageNet-C: 80750 items).
regularity that CNNs can exploit? We compared the learning dynamics of models trained to classify
ambiguous non-ImageNet images according to either shape or texture: examining the number of
training epochs and amount of training data required for models to perform well on these tasks is
a way to determine whether shape or texture information is more easily exploited by CNNs. For
each of the Geirhos-Style Transfer, Navon, and ImageNet-C datasets, we trained AlexNet [57] and
ResNet-50 [42] models to classify images according to (a) shape, or (b) texture, using [5%, 10%,
20%, 30%, ..., 90%, 100%] of the training data. We compared validation accuracies for the two
tasks.1 For details, see Appendix E.1.3.
As shown in Figure 2, nothing prevents AlexNet and ResNet-50 from learning to classify ambiguous
images by their shape. We should be cautious in comparing shape and texture performance on GST
and ImageNet-C given the unknown in-principle recoverability of shape and texture from these
datasets. However, best-possible error rates are known and equal for the synthetic Navon tasks, and
we note that in that setting, both models learn to classify by shape at least as accurately as by texture,
and, in the case of AlexNet, do so with greater efficiency in time and data. Overall, then, the source of
texture bias seems to lie in training on ImageNet rather than on CNNs’ inductive biases; the remainder
of the paper attempts to determine which aspects of ImageNet training are most responsible.
5 The role of data augmentation in texture bias
Random-crop data augmentation increases texture bias. In their experiments showing a texture
bias in ImageNet-trained CNNs, Geirhos et al. [36] followed the standard practice of doing random-
crop augmentation: crop shapes are sampled as random proportions of the original image size
from [0.08, 1.0] with aspect ratio sampled from [0.75, 1.33], and then resized to 224× 224px [90].
We hypothesized that random-crop augmentation might remove global shape information from the
image, since for large central objects, randomly varying parts of the object’s shape may appear in
the crop, rendering shape a less reliable feature relative to texture. We tested whether this was the
case by comparing shape bias in random-crop and center-crop versions of AlexNet [57], VGG16
[86], ResNet-50 [42, 89, 49], and Inception-ResNet v2 [84]. We evaluated shape bias using the GST
images as described in Section 3 (see Appendix E.3 for details and additional discussion).
1Note that in the experiments detailed here, we trained models to classify ambiguous images, using either
shape or texture labels as targets. In the other experiments in the paper, we trained models on ordinary ImageNet
and evaluated shape bias on ambiguous images.
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Table 1: Random-crop augmentation biases models towards texture. Characteristics of ImageNet-
trained models with random-crop (Random) versus with center-crop (Center) preprocessing. For each
model and metric, the preprocessing that achieved a higher value is boldfaced.
Model Shape Bias Shape Match Texture Match ImageNet Top-1 Acc.
Random Center Random Center Random Center Random Center
AlexNet 28.2% 37.5% 16.4% 19.3% 41.8% 32.1% 56.4% 50.7%
VGG16 11.2% 15.8% 7.6% 10.7% 60.1% 57.1% 71.8% 62.5%
ResNet-50 19.5% 28.4% 11.7% 16.3% 48.4% 41.1% 76.6% 70.7%
Inception-ResNet v2 23.1% 27.9% 15.1% 19.8% 50.2% 51.2% 80.3% 77.3%
Table 2: Color distortion, Gaussian blur, Gaussian noise, and Sobel filtering reduce texture
bias. ResNet-50 models were trained on ImageNet with random crops for 90 epochs. Augmentations
were applied with 50% probability
.
Augmentation Shape Bias Shape Match Texture Match ImageNet Top-1 Acc.
Baseline 19.5% 11.7% 48.4% 76.6%
Rotate 90◦, 180◦, 270◦ 19.4% 10.8% 45.1% 75.7%
Cutout 21.4% 12.3% 45.2% 76.9%
Sobel filtering 24.8% 12.8% 38.9% 71.2%
Gaussian blur 25.2% 14.1% 41.7% 75.8%
Color distort. 25.8% 15.3% 44.2% 76.9%
Gaussian noise 30.7% 17.2% 38.8% 75.6%
Center-crop augmentation reduced texture bias relative to random-crop augmentation (Table 1),
and center-crop models had higher shape bias than random-crop models throughout the training
process (Appendix C.2). Further, texture bias decreased as minimum crop area used in random-crop
augmentation increased (Appendix B).
Appearance-modifying data augmentation reduces texture bias. The majority of photographs in
major computer vision datasets are taken in well-lit environments [94]. Humans encounter much
more varied illumination conditions. We hypothesized that the development of human-like shape
representations might require more diverse training data than what is present in ImageNet. Geirhos et
al. [91] previously showed that neural style transfer data augmentation induces a model to classify
images according to shape. Here, we tested whether a similar effect could be achieved with more
naturalistic forms of data augmentation that do not require training on stylized images, and that more
closely resemble the variation encountered by humans. Following [13], we tested six individual
augmentations as well as their compositions (see Appendix E.3 for details). We applied augmentations
to a randomly selected 50% of the total examples in each mini-batch.
We found that many simple augmentations decreased texture bias relative to baseline (Table 2), and
these effects were stronger when paired with center crops as opposed to random crops (Table D.1).
In addition, as shown in Table 3, the effect of augmentations that reduce texture bias was additive.
A model trained for 90 epochs with strong color distortion, Gaussian blur, Gaussian noise, and less
Table 3: The effect of augmentations that reduce texture bias is additive. ResNet-50 models
were trained on ImageNet for 90 epochs with random-crop augmentation and augmentation p = 0.5
unless noted. Augmentations are cumulative across the rows (e.g. the “+ Gaussian blur” model used
color distortion and Gaussian blur augmentation). “Stronger” augmentation used p = 0.75; “Longer”
training is 270 epochs. The final two models are shape-biased (>50% shape-based classifications).
Augmentation(s) Shape Bias Shape Match Texture Match ImageNet IN-Sketch SIN
top-1 top-5 top-1 top-5 top-1 top-5
Baseline 19.5% 11.7% 48.4% 76.6% 93.3% 22.4% 39.3% 7.7% 17.0%
+ Color distortion 25.8% 15.3% 44.2% 76.9% 93.3% 28.1% 46.6% 9.9% 20.5%
+ Gaussian blur 30.7% 17.2% 38.8% 76.8% 93.3% 29.0% 47.9% 11.1% 21.9%
+ Gaussian noise 36.1% 20.1% 35.5% 75.9% 92.8% 29.8% 48.9% 12.6% 24.3%
+ Min. crop of 64% 48.7% 29.1% 30.7% 73.5% 91.5% 30.9% 51.4% 14.5% 28.2%
+ Stronger augmentation 55.2% 33.3% 27.1% 72.0% 90.7% 30.4% 50.5% 15.1% 28.8%
+ Longer training 62.2% 38.3% 23.3% 71.1% 90.0% 30.5% 50.4% 14.9% 28.4%
5
aggressive random crop augmentation was actively shape-biased (55.2%), and one trained for longer
(270 epochs) was even more shape-biased (62.2%). These results show that it is possible to induce
a shape bias using naturalistic augmentation that does not include stylization. Augmentation that
reduced texture bias according to the GST dataset also improved accuracy on the ImageNet-Sketch
(IN-Sketch) [96] dataset, which consists of human-drawn sketches of each ImageNet class, and
Stylized ImageNet (SIN) [36], which was generated by processing the ImageNet test set with a style
transfer algorithm. These datasets privilege shape by ablating texture information in other ways.
In general, we observed a trade-off between ImageNet top-1 and shape bias (Figure 3). In Appendix A,
we show that manipulating learning rate and weight decay during training produced a similar trade-off.
6 Effect of training objective
Figure 3: Tradeoff between Ima-
geNet top-1 and shape bias for mod-
els trained with different augmenta-
tion. ResNet-50 models with naturalis-
tic data augmentation achieve comparable
tradeoffs to those from Geirhos et al. [36].
A hypothesis consistent with the results above is that
texture bias is driven by the joint image-label statistics
of the ImageNet dataset. To correctly label the many
dog breeds in the dataset, for instance, a model would
have to make texture-based distinctions between similarly
shaped objects. To test this hypothesis, we compared the
shape bias of models trained with standard supervised
learning to models trained with self-supervised objectives
different from supervised classification. To explore the
interaction of objective and model architecture, we used
each objective to train models with both AlexNet and
ResNet-50 base architectures.
Self-supervised losses. We paired each self-supervised
objective with up to two architecture backbones: AlexNet
and ResNet-50 v2 (Appendix E.4.1), allowing for compar-
ison with architecture-matched supervised counterparts.
Rotation classification. Input images are rotated 0, 90,
180, or 270 degrees, and the task is to predict which
rotation was applied (chance = 1/4) [39, 54]. In their
original presentation of this loss, Gidaris et al. [39] argued
that to do well on this task, a model must understand which objects are present in an image, along
with their location, pose, and semantic characteristics.
Exemplar. This objective, first introduced by [26], learns a representation where different augmen-
tations of the same image are close in the embedding space. Our implementation follows [54]. At
training time, each batch consists of 8 copies each of 512 dataset examples with different augmen-
tations (random crops from the original image, converted to grayscale with a probability of 2/3). A
triplet loss encourages distances between augmentations of the same example to be smaller than
distances to other examples.
BigBiGAN. The BiGAN framework [24, 27] jointly learns a generator G(z) that converts latent codes
z to images and an encoder E(x) that converts dataset images x to latent codes. At training time,
the encoder and generator are optimized adversarially with a discriminator. The discriminator is
optimized to distinguish pairs of sampled latents with their corresponding generator output (z,G(z))
from pairs of dataset images with their corresponding latents (E(x),x), whereas the generator and
encoder are optimized to minimize the discriminator’s performance. We use the representation from
the penultimate layer of a ResNet-50 v2 encoder [25].
SimCLR. This model learns representations by maximizing agreement between differently augmented
views of the same data example via a contrastive loss in the latent space. SimCLR uses a composition
of augmentations, namely random crop, color distortion, and Gaussian blur, and leverages a non-linear
transformation (projection head) to transform the representation before applying the contrastive loss
(based on softmax cross-entropy). We follow the same setting as in [13], using the ResNet-50 base
architecture, and training the model for 1000 epochs with a batch size of 4096. To test the contribution
of augmentation alone, we created a supervised baseline with the same augmentation and training
(“Supervised w/ SimCLR aug.” in Table 4). See also Appendix E.4.1.
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Table 4: Both objective and base architecture affect shape bias. We trained AlexNet and ResNet-
50 base architectures on five objectives (rows). For SimCLR, we additionally include a baseline
with the same augmentation. We froze the convolutional layers, reinitialized and retrained the fully
connected layers, and evaluated the models using the GST stimuli. Shape match is generally higher
for models with an AlexNet than ResNet-50 base architecture, while the reverse is true for texture.
Rank order of shape bias across tasks is largely preserved across base architectures.
Objective Shape Bias Shape Match Texture Match ImageNet Top-1 Acc.
AlexNet ResNet-50 AlexNet ResNet-50 AlexNet ResNet-50 AlexNet ResNet-50
Supervised 29.8% 21.9% 17.5% 13.5% 41.2% 48.2% 57.0% 75.8%
Rotation 47.0% 32.3% 21.6% 14.2% 24.3% 29.8% 44.8% 44.4%
Exemplar 29.9% 14.4% 12.6% 7.5% 29.5% 44.7% 37.2% 41.8%
BigBiGAN - 31.9% - 17.7% - 37.7% - 55.4%
SimCLR - 37.0% - 17.3% - 29.4% - 69.2%
Supervised w/
SimCLR aug. - 40.4% - 23.1% - 34.0% - 76.3%
Evaluation of shape bias. To facilitate comparison across supervised and self-supervised tasks, we
trained classifiers on top of the learned representations using the standard ImageNet dataset and
softmax cross-entropy objective, freezing all convolution layers and reinitializing and retraining later
layers. We provide full training details in Appendix E.4.2. See also Appendix Tables D.2 and D.3.
Results. We found effects of both objective and base architecture on texture bias (Table 4). The
rotation model had significantly lower texture bias than supervised models for both architectures;
this may be because rotationally-invariant texture features are not useful for performing the rotation
classification task. In general, shape match was higher for models with AlexNet than ResNet-50
architecture (log odds 1.04, 95% CI [0.83, 1.24], logistic regression; see Appendix E.4.3 for details),
whereas the reverse was true for texture match (log odds 0.78, 95% CI [0.67, 0.92]). The effects of
architecture and task appear to be largely independent: the rank order of shape bias across tasks was
similar for the two model architectures. Amongst the unsupervised ResNet-50 models, SimCLR had
the lowest texture bias. However, a supervised baseline with the same augmentation had a still-lower
texture bias, suggesting that augmentation rather than objective was the more important factor.
7 Effect of architecture
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Figure 4: Among high-performing ImageNet
models, shape bias and accuracy correlate with
ImageNet accuracy. p-values indicate signifi-
cance according to a t distribution. Blue line is
a least squares fit to the plotted points; shaded area
reflects 95% bootstrap confidence interval.
Shape bias and ImageNet accuracy. Figure 4
shows the shape bias, shape match, and texture
match of 16 high-performing ImageNet mod-
els trained with the same hyperparameters (Ap-
pendix E.5.1 for details). Both shape bias and
shape match correlated with ImageNet top-1 ac-
curacy, whereas texture match had no significant
relationship. These results suggest that models
selected for high ImageNet top-1 are more effec-
tive at extracting shape information. However,
the asymmetry with Figure 3 shows that models
selected for high shape bias do necessarily have
high ImageNet top-1.
Shape bias in neurally motivated models. Hu-
man visual judgments are well known to be
shape-biased. Would a model explicitly built
to match the primate visual system display lower texture bias than standard CNNs? We tested the
shape bias of the CORNet models introduced by Kubilius et al. These models have architectures
specifically designed to better match the primate ventral visual pathway both structurally (depth, pres-
ence of recurrent and skip connections, etc.) and functionally (behavioral and neural measurements)
[59]. We computed the shape bias of CORNet-Z, -R, and -S, using the publicly available trained
models [18]. The simplest of these models, CORNet-Z, had a shape bias of 14.9%, shape match of
9.2%, and texture match of 52.2%. CORNet-R, which incorporates recurrent connections, had a shape
bias of 36.7%, and shape and texture accuracies of 19.6% and 33.8%, respectively. CORNet-S, the
model with the highest BrainScore [81], had a shape bias of 20.3%, and shape and texture accuracies
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of 13.3% and 51.9%. Taken together, these models did not exhibit a greater shape bias than other
models we tested. Perhaps surprisingly, the texture match was in the high range of those we observed.
Shape bias of attention vs. convolution. We wondered whether convolution itself could be a cause
of texture bias. Ramachandran et al. [75] recently proposed a novel approach to image classification
that replaces every convolutional layer in ResNet-50 v1 with local attention, where attention weights
are determined based on both relative spatial position and content. We compared this model (with
spatial extent k = 7, and 8 attention heads) against a baseline ResNet-50 v1 model trained with the
same hyperparameters. The attention model had a shape bias of 20.2% (shape match: 12.8%; texture
match: 50.7%), similar to the baseline’s shape bias of 23.2% (shape match: 14.4%; texture match:
47.7%). Thus, use of attention in place of convolution appears to have little effect upon texture bias.
8 Degree of representation of shape and texture in ImageNet models
Standard ImageNet-trained CNNs are biased towards texture in their classification decisions, but this
does not rule out the possibility that shape information is still represented in layers of the model prior
to the output. We tested the extent to which it is possible to decode stimulus shape versus texture in the
final layers of AlexNet and ResNet-50. We trained linear multinomial logistic regression classifiers on
two classification tasks. Taking as input activations from a layer of a frozen, ImageNet-trained model,
the classifier predicted either (i) the shape of a GST image or (ii) its texture. We used center-crop
AlexNet and ResNet-50, considering AlexNet “pool3” (final convolutional layer, including the max
pool), “fc6” (first linear layer of the classifier, including the ReLU), and “fc7” (second linear layer),
and ResNet-50 “pre-pool” (output of the final bottleneck layer) and “post-pool” (following the global
average pool). See Section E.6 for additional details.
Figure 5: Both the shape and texture of ambigu-
ous images is decodable from the hidden repre-
sentations of texture-biased ImageNet-trained
models. Performance of linear classifiers trained
to classify shape (blue) or texture (orange) of the
GST stimuli given layer activations from frozen
ImageNet-trained AlexNet (left) and ResNet-50
(right). Performance is the maximum classifica-
tion accuracy over the training period (mean ± SD
across 5 splits). Chance is 6.25%. At the final con-
volutional layer, both models contain substantial
shape information, but it decreases subsequently.
Results. We found that, despite the high texture
bias of AlexNet and ResNet-50, shape could
nonetheless be decoded with high accuracy (Fig-
ure 5). In fact, it was possible to classify shape
(77.9%) more accurately than texture (65.6%)
from AlexNet pool3. In ResNet-50, while de-
coding accuracy for texture (80.9%) was higher
than for shape (66.2%) for pre-pool, shape accu-
racy was still high. Interestingly, shape accuracy
decreased through the fully-connected layers of
AlexNet’s classifier, and from ResNet pre-pool
to post-pool, suggesting that these models’ clas-
sification layers remove shape information.
9 Conclusion
From the perspective of the computer vision
practitioner, our results indicate that models that
prefer to classify images by shape rather than
texture outperform baselines on some out-of-
distribution test sets. We suggest practical ways
to reduce texture bias, for example using addi-
tive augmentation (color distortion, blur, noise)
and center crops. At the same time, we show
that there is often a trade-off between shape bias
and ImageNet top-1 accuracy.
On the scientific side, our findings flesh out the picture of how and why ImageNet-trained CNNs
may differ from human vision. While both architecture and training objective have an effect on the
level of texture bias in a model, the statistics of the training dataset are the most important factor.
Changing these statistics using data augmentations qualitatively similar to those induced by the
human visual system and visual environment is the most effective way to instill in CNNs shape-biased
representations like those documented in the human psychological literature.
8
10 Broader Impact
People who build and interact with tools for computer vision, especially those without extensive
training in machine learning, often have a mental model of computer vision models as similar to
human vision. If wrong, this view could cause users to make significant errors in anticipating and
reasoning about the behavior of computer vision systems. Our findings contribute to a body of work
delineating divergences between human and machine vision, and suggesting avenues for bringing
the two systems closer together. Allowing people from a wide range of backgrounds to make safe,
predictable, and equitable models requires vision systems to perform at least roughly in accordance
with their expectations. Making computer vision models that share the same inductive biases as
humans is an important step towards this goal. We also believe that work like ours can have a
beneficial impact on the internal sociology of the machine learning community. By identifying
connections to developmental psychology and neuroscience, we hope to enhance interdisciplinary
connections across fields, and to encourage people with a broader range of training and backgrounds
to participate in machine learning research.
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Supplementary Material for “The Origins and Prevalence of
Texture Bias in Convolutional Neural Networks”
A Hyperparameters that maximize accuracy do not maximize shape bias
Previous work has found that in addition to model architecture, training procedure details are an
important determiner of the representations a model ends up learning [31, 97, 55, 67, 63, 68, 102].
Extracting optimal performance from neural networks requires tuning hyperparameters for the specific
architecture and dataset. However, the hyperparameters that optimize performance on a held-out
validation set drawn from the same distribution do not necessarily optimize for either shape or
texture bias. In order to determine whether there were consistent patterns in the relationship between
hyperparameters and shape or texture match, we performed a hyperparameter sweep across a grid
of learning rate and weight decay settings. We trained ResNet-50 [2] networks on the 16 ImageNet
superclasses used by Geirhos et al. [36], taking 1000 images from each superclass, and computed
mean per-class accuracy on the corresponding ImageNet validation subset. We trained networks for
40,000 steps at a batch size of 256 using SGD with momentum of 0.9 with a cosine decay learning
rate schedule and standard random-crop preprocessing, and averaged results across 3 runs.
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Figure A.1: Higher learning rates produce greater shape bias. Plots show mean of 3 runs on
16-class ImageNet. Results for hyperparameter combinations achieving <70% accuracy are masked.
We plot weight decay × learning rate because it is more closely related to accuracy than weight
decay [56, 14].
As shown in Figure A.1, higher values of learning rate and weight decay were associated with greater
shape match and shape bias, whereas lower learning rates were associated with greater texture match.
We observed the highest shape match at the highest learning rate where the network could be reliably
trained and the highest texture match at the lowest learning rate tested. Mean per-class accuracy on
16-class ImageNet was sensitive to the value of the product of the weight decay and learning rate, but
relatively insensitive to the value of the learning rate itself.
We hypothesize that these hyperparameters may have a similar effect on training to the forms of
stochastic data augmentation investigated in Section 5. Training with higher learning rates introduces
more minibatch noise into the training process, which may have a similar effect to adding noise to
the input.
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B Increasing random crop area reduces texture bias
We found that random-crop augmentation biases models towards texture (Section 5). To further
understand the relationship between random-crop augmentation and texture bias, we varied the
proportion of the image covered by the random crops taken at training time. In standard ImageNet
data augmentation, the area of the random crop is sampled uniformly from [0.08, 1.0]. Here we
increased the minimum area to 0.16, 0.32, 0.48 and 0.64. With larger minimum area, the average crop
area increases. We did not change the aspect ratio or other data augmentation settings. We observed
that increasing the minimum crop area helps reduce texture bias but also reduces the ImageNet top-1
accuracy.
Figure B.1: Shape bias increases as a function of minimum crop area, while ImageNet top-1
accuracy decreases. Shape bias versus ImageNet top-1 for ResNet-50.
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C Supplemental Figures
Figure C.1: Networks with limited receptive fields learn texture more easily than shape. Data
efficiency (top row) and learning dynamics (bottom row) for BagNet-17, a model that makes classifica-
tions based on local (17×17 pixel) image patches without considering their spatial configuration [11],
achieved higher texture than shape accuracy on both the GST and Navon datasets.
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Figure C.2: Random-crop preprocessing results in greater texture bias throughout training.
Plot shows ImageNet top-1 validation accuracy, as well as shape match, texture match, and shape bias
on the GST dataset, for Inception-ResNet v2 models trained with random-crop (solid) and center-crop
(dashed) preprocessing. Although the model trained with center crops achieved substantially lower
peak ImageNet top-1 validation accuracy compared to the model trained with random crops (77.3%
vs. 80.3%), it achieved higher shape match at all stages of training. For both models, texture match
reached its peak very early in training and dropped as training continued.
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Figure C.3: Shape match, texture match, and shape bias by shape class (shape match, shape bias)
or texture class (texture match) label on the GST dataset for AlexNet (blue), VGG16 (orange), and
ResNet-50 (green) models trained on ImageNet with random-crop (top row) or center-crop (bottom
row) preprocessing.
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D Supplemental Tables
Table D.1: Color distortion, Gaussian blur, Gaussian noise, and Sobel filtering reduce texture
bias in center-crop models. ResNet-50 models were trained on ImageNet with center crops and
without random flips for 90 epochs. Augmentations were applied with 50% probability
.
Augmentation Shape Bias Shape Match Texture Match ImageNet Top-1 Acc.
Baseline 25.2% 15.2% 45.1% 69.7%
Rotate 90◦, 180◦, 270◦ 19.1% 11.3% 47.9% 70.7%
Cutout 20.3% 12.1% 47.4% 71.5%
Sobel filtering 25.1% 14.4% 42.9% 52.4%
Gaussian blur 29.6% 17.4% 41.5% 68.6%
Color distort. 33.3% 19.9% 39.9% 69.9%
Gaussian noise 42.2% 23.2% 31.7% 67.7%
Table D.2: Linear and nonlinear classifiers trained on self-supervised AlexNet representations
show similar shape bias. We trained multinomial logistic regression classifiers to classify ImageNet
based on the representation of the final AlexNet pooling layer (“pool3”). Although these classifiers
perform worse on ImageNet compared to freezing the convolutional layers and retraining the three
layer MLP at the end of the AlexNet architecture, performance on the GST dataset is similar.
Objective Shape Bias Shape Match Texture Match ImageNet Top-1 Acc.
pool3 MLP pool3 MLP pool3 MLP pool3 MLP
Supervised 33.2% 29.8% 18.2% 17.5% 36.5% 41.2% 53.1% 57.0%
Rotation 51.1% 47.0% 20.6% 21.6% 19.7% 24.3% 36.6% 44.8%
Exemplar 31.7% 29.9% 12.7% 12.6% 27.4% 29.5% 32.5% 37.2%
Table D.3: k-nearest neighbors evaluation of self-supervised representations. Following the
same procedure as described in section 8, we trained k-Nearest Neighbors classifiers (k=5 with
Euclidean distance; Sklearn implementation) to classify GST images from the layer activations of
ImageNet-trained models, using layer pool3 for AlexNet and the penultimate layer for ResNet-50
v2. To classify a given item (e.g. a knife-elephant), we relabeled each other item in the dataset as a
“shape match” (e.g. shape = knife), “texture match” (texture = elephant), “both match” (other images
of elephant-texture knives), or “other” (e.g. a cat-bottle). We excluded from this set of options items
that had been generated through the neural style transfer process using the same content and/or style
target images as the test item. Table values indicate the percentage of the dataset assigned each label
type.
Objective Shape Match Texture Match Both Match Other
AlexNet ResNet-50 AlexNet ResNet-50 AlexNet ResNet-50 AlexNet ResNet-50
Supervised 10.2% 4.3% 12.6% 60.5% 1.4% 2.2% 75.8% 33.0%
Rotation 13.4% 3.3% 10.2% 42.7% 1.8% 1.0% 74.7% 53.0%
Exemplar 3.6% 0.3% 30.6% 40.8% 1.6% 0.3% 64.3% 58.6%
BigBiGAN - 15.9% - 34.9% - 4.6% - 44.6%
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E Methods
E.1 Learning experiments
E.1.1 Dataset considerations
On their own, none of these datasets are unproblematic representations of texture. For the GST dataset,
for example, human subjects were unable to attain good performance on the style classification task
(mean accuracy = 14.2%, chance = 6.25%; analysis of data from [36] human experiment in which
subjects were given texture-biased instructions, originally presented in Fig 10b of [36] plotted by
shape class; data obtained from [91]). Further, the performance of the style transfer algorithm on
individual images introduces another source of variability, and the fact that style transfer itself relies
on ImageNet-trained CNN features means that the data were not generated independently of the
models being evaluated. The Navon stimuli, meanwhile, strongly deviate from the statistics of natural
images. Finally, the noise textures from ImageNet-C arguably deviate the farthest from what people
generally mean by the term. We hope that presenting results for all three datasets will dilute any
idiosyncracies of the datasets individually. In future work, we hope to create new datasets that
combine the controllability of the Navon stimuli with the naturalism of the GST and ImageNet-C
datasets.
As shown in Figure C.1, we found that BagNet-17, a model that makes classifications based on
local image patches without considering their spatial configuration [11], was able to classify shape
less well than texture for both the GST and Navon datasets, suggesting it is necessary to use global
features to classify shape for this dataset.
E.1.2 Dataset splits
Geirhos Style-Transfer (GST) dataset. We created 5 cross-validation splits of the data, using each cv
split for both classification tasks. To create a given split, we held out a single shape exemplar and a
single texture exemplar, and confirmed that no whole shape or texture classes were held out. During
the texture task, then, a model was required to generalize a given texture across exemplars of that
texture; during the shape task, it had to generalize a given shape across exemplars of that shape. The
mean validation size over cv splits was 483 items (40.3% of the data). Although the dataset contains
80 images where shape and texture match, [36] excluded these when computing shape and texture
bias, and we exclude these from our experiments.
Navon dataset. For the Navon dataset, we created 5 cv splits independently for each task. For the
shape task, we held out 3 texture classes (e.g. the letters “T”, “U”, “E”), and for the texture task, we
held out 3 shape classes. The validation size was 375 items (11.5% of the data).
ImageNet-C dataset. We split each version of the dataset separately for the shape and texture tasks.
For the shape task, we held out 2 texture classes (e.g. “snow”, “fog”); for the texture task, we held
out two shape classes (e.g. wnid’s “n01632777”, “n03188531”). The validation size was 9,500 items
(10.5% of the data).
E.1.3 Training
We trained AlexNet models with the output layer modified to reflect the number of classes present in
the dataset at hand (GST: 16, Navon: 26, ImageNet-C: 19). We additionally reduced the widths of
the fully connected layers in proportion to the reduction in number of output classes vs. ImageNet.
We preprocessed training and validation images by normalizing the pixel values by the mean and
standard deviation of the subset of data used for training. For the GST and ImageNet-C datasets, we
randomly horizontally flipped each training image with p = 0.5 during training.
In subsampling the training data, we enforced the condition that an instance of each shape and texture
class appear at least once. For the GST dataset, we held out one texture and one shape exemplar in
each split; for other datasets, we held out shape classes when training on texture and texture classes
when training on shape. We trained all models for 90 epochs using Adam [53] with a learning rate of
3× 10−4, weight decay of 10−4, and batch size of 64.
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E.2 Evaluation of shape bias, shape match, and texture match
To evaluate shape and texture match and shape bias in ImageNet-trained models, following [36], we
presented models with full, uncropped images from the GST dataset, collected the class probabilities
returned by the model, and mapped these to the 16 superclasses defined by [36] by summing over the
probabilities for the ImageNet classes belonging to each superclass. Shape match was the percentage
of the time a model correctly predicted probe items’ shapes, texture match was the percentage of the
time the model correctly predicted probe items’ textures, and shape bias was the percentage of the
time the model predicted shape for trials on which either shape or texture prediction was correct.
E.3 Data augmentation experiments
E.3.1 Models
AlexNet, VGG16. We used implementations available through torchvision (https://github.
com/pytorch/vision). We trained these models for 90 epochs using SGD with a momentum
of 0.9, an initial learning rate of 0.0025, and a batch size of 64, and with weight decay of 10−4. We
decayed the learning rate by a factor of 10 at epochs 30 and 60. We evaluated shape bias and shape
and texture match at the point over the training period corresponding to maximum classification
accuracy on the validation set.
ResNet-50. We used the ResNet-50 implementation available as part of the SimCLR [13] opensource
code [85]. We trained the model for 90 epochs using SGD with a momentum of 0.9 at a batch size of
4096. A cosine learning rate decay was used similar to [13].
Inception-ResNet v2. We used the implementation from TensorFlow-Slim (https://github.
com/tensorflow/models/tree/master/research/slim), trained as described in Sec-
tion E.5.1. To evaluate shape and texture match, we used the checkpoint that achieved the highest
accuracy on the ImageNet validation set, at 122 epochs with random crops and 58 epochs without
random crops.
Our results for AlexNet and VGG16 differ slightly from those in Geirhos et al. [36], which reported
shape biases of AlexNet (42.9%) and VGG16 (17.2%) models implemented in Caffe. Since pub-
lication of their paper, they have reported the shape biases for PyTorch implementations of these
models, with the random-crop preprocessing we have described, obtaining 25.3% for AlexNet, 9.2%
for VGG16, 22.1% for ResNet-50 [91]. Using the pretrained models available through PyTorch’s
model zoo, which uses random-crop preprocessing, we obtained comparable results to theirs: 26.9%
for AlexNet, 10% for VGG16, and 22.1% for ResNet-50; slight differences may be due differences in
random initialization. These models were trained with a batch size of 256, but the results we report in
Table 1 and Figure C.3 for our models trained at batch size 64 are within a few percentage-points of
the larger-batch-size models.
E.3.2 Augmentation operators
For all experiments presented in Section 5 (Tables 1, 2, 3; Figure 3), we used random-flip augmenta-
tion. In addition, we tested the effects of color distortion (color jitter with probability of 80% and
color drop with probability of 20%), rotation, cutout, Gaussian noise, Gaussian blur (kernel size was
10% of the image width/height), Gaussian noise, and Sobel filtering, all as specified by [13]. Unless
otherwise noted, we applied augmentations to each example with a probability of 50% (which is
equivalent to randomly selected roughly 50% of the total examples in each mini-batch of 4096 items).
An illustration of these augmentations, reproduced by permission of [13], appears in Figure E.1.
E.4 Self-supervised representation experiments
E.4.1 Self-supervised training
AlexNet. We trained AlexNet models from scratch using a modified version of the code provided
by Kolesnikov et al. [54]. Unlike AlexNet models used for other experiments, these models were
trained using TensorFlow rather than PyTorch, and thus the shape and texture bias of the base-
line supervised model are slightly different. As the base network, we used the AlexNet imple-
mentation from TensorFlow-Slim (https://github.com/tensorflow/models/tree/
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(a) Original (b) Crop, resize (and flip) (c) Color distort. (drop)
(d) Color distort. (jitter) (e) Rotate {90°, 180°, 270°} (f) Cutout
(g) Gaussian noise (h) Gaussian blur (i) Sobel filtering
Figure E.1: Illustrations of the studied data augmentation operators. Each augmentation can transform
data stochastically with some internal parameters (e.g. rotation degree, noise level). Reproduced by
author permission from [13], which contains detailed descriptions of augmentation operations.
master/research/slim). For consistency with the PyTorch AlexNet, we modified the first
convolutional layer of the TensorFlow-Slim network to use padding and trained at 224× 224 pixel
resolution. Unlike Gidaris et al. [39], we did not use batch normalization. We trained all AlexNet
models for 90 epochs using SGD with momentum of 0.9 at a batch size of 512 examples, with a
weight decay of 1e− 4 and an initial learning rate of 0.02. We decayed the learning rate by a factor of
10 at epochs 30 and 60. For all models, we used preprocessing consisting of random crops sampled
as random proportions of the original image size and random flips.
ResNet-50 v2. For rotation, exemplar, and supervised losses, we used ResNet-50 v2 models made
available as part of the Visual Task Adaptation Benchmark [104, 95]. For BigBiGAN, we used the
public model [21].
SimCLR and ResNet-50 w/ SimCLR augmentation. For SimCLR and ResNet-50 w/ SimCLR aug-
mentation (Table 4), we used models made available as part of the SimCLR [13] open-source code
[85].
E.4.2 Training supervised classifiers on self-supervised representations
We trained all classifiers using SGD with momentum of 0.9 with data augmentation consisting of
random flips and random crops obtained by resizing the image to 256 pixels on its shortest side and
cropping 224 × 224 regions. This less aggressive form of cropping was used for training classifiers
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on top of self-supervised representations in previous work [39, 54, 25], and we found it to be essential
to produce their results.
For fair comparison between supervised and self-supervised models, Table 4 presents supervised
AlexNet results where the network was first trained with aggressive random crops sampled as random
proportions of the original size and random flips, and then the convolutional layers were frozen and
the fully connected layers were retrained with the less aggressive cropping strategy described above,
thus replicating the training procedure for the self-supervised AlexNet models. However, the model
obtained by retraining the fully connected layers performed very similarly to the original model. Both
obtained ImageNet top-1 accuracies of 57.0%, and shape bias was also nearly identical (original
model: 30.6%; model with retrained fully connected layers: 29.9%).
Logistic regression on ResNet representations. We trained for 520 epochs at a batch size of 2048 and
an initial learning rate of 0.8 without weight decay, decaying the learning rate by a factor of 10 at 480
and 500 epochs.
AlexNet MLP training. When retraining the MLP at the end of AlexNet networks, we trained for 90
epochs at a batch size of 512 with an initial learning rate of 0.02. decayed by a factor of 10 at 30 and
90 epochs. We optimized weight decay by choosing the best value out of {10−3, 10−4, 10−5, 10−6}
on a held-out set of 50,046 examples, and then trained on the full ImageNet dataset. Optimal values
for weight decay were 10−3 for the supervised model, 10−4 for rotation, and 10−5 for the exemplar
loss.
Logistic regression on AlexNet pool3 layer. We trained for 600 epochs, decaying the learning rate by
a factor of 10 at 300, 400, and 500 epochs. As for AlexNet MLP training, we optimized weight decay
on a held out validation set. The optimal values did not change.
E.4.3 Statistical modeling
We performed statistical modeling of the effects of self-supervised loss and architecture using logistic
regression. We modeled the logit of the probability of correct shape/texture classification of each
example with each network as a linear combination of effects of architecture, loss, the individual
example, and an intercept term. This model is a generalization of repeated measures ANOVA where
the dependent variable is binary. We fit the model using iteratively reweighted least squares using
statsmodels [82]. We excluded examples that all networks classified correctly or incorrectly; these
do not affect the values of parameters corresponding to architecture or loss, but cause per-example
parameters to diverge during model fitting. Coefficients provided in the paper are maximum likelihood
estimates with Wald confidence intervals computed based on the corresponding standard errors from
the Fisher information matrix.
E.5 Architecture experiments
E.5.1 Training settings for comparison of ImageNet architectures
We trained at a batch size of 4096 using SGD with Nesterov momentum of 0.9 and weight decay
of 8× 10−5 and performed evaluation using an exponential moving average of the training weights
computed with decay factor 0.9999. The learning rate schedule consisted of 10 epochs of linear
warmup to a maximum learning rate of 1.6, followed by exponential decay at a rate of 0.975 per epoch.
For all conditions we randomly horizontally flipped images and performed standard Inception-style
color augmentation.
E.6 Decoding experiments
We decoded from the center-crop AlexNet that appears in Table 1, and from a center-crop ResNet-50
model implemented in torchvision (https://github.com/pytorch/vision) and trained
for 90 epochs using SGD with momentum of 0.9 at a batch size of 64 and with weight decay of 10−4.
The initial learning rate was 0.025, which we decayed by a factor of 10 at epochs 30 and 60. We
randomly horizontally flipped training images. This model had a shape bias of 25.9%, shape match
of 15.7%, texture match of 44.9%, and ImageNet top-1 accuracy of 70.6%.
We trained linear classifiers to classify either the shape or texture of the GST images given activations
from some model layer. For each model layer-task pair, we first found a learning rate that effectively
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optimized the classifier, then searched over weight decay settings. We evaluated the mean classifica-
tion accuracy for classifiers trained separately on each of the 5 splits of the data described in E.1.2.
We trained each classifier for 90 epochs using Adam [53] at batch size 64.
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