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Abstract—A consensus-control-based multi-level control
law named Multi-Level Power-Imbalance Allocation Control
(MLPIAC) is presented for a large-scale power system
partitioned into two or more areas. Centralized control
is implemented in each area while distributed control is
implemented at the coordination level of the areas. Besides
restoring nominal frequency with a minimal control cost,
MLPIAC can improve the transient performance of the system
through an accelerated convergence of the control inputs
without oscillations. At the coordination level of the control
areas, because the number of the areas is smaller than that
of nodes, MLPIAC is more effective to obtain the minimized
control cost than the purely distributed control law. At the level
of the control in each area, because the number of nodes is much
smaller than the total number of nodes in the whole network,
the overheads in the communications and the computations
are reduced compared to the pure centralized control. The
asymptotic stability of MLPIAC is proven using the Lyapunov
method and the performance is evaluated through simulations.
Index Terms—Economic Power Dispatch, Centralized Control,
Distributed Power-Imbalance Allocation Control, Multi-Level
control, Transient performance
I. INTRODUCTION
Power systems need to be controlled to provide alternating
current with nominal frequency, 60 Hz in the USA, and 50
Hz in the main parts of Europe and in Asia. The power
demand fluctuates continuously due to switching on or off
loads. Consequently, the frequency of the power systems also
fluctuates continuously. So the power grids must be controlled
to maintain the frequency as close as possible to the agreed
reference value.
There are three forms of control: primary, secondary, and
tertiary frequency control which are divided based on fast to
slow time-scales. Primary frequency control synchronizes the
frequencies of synchronous machines and balances the power
supply and demand of the power system at a small time-
scale. However, the synchronized frequency may deviate from
its nominal value. Secondary frequency control restores the
nominal frequency at a medium time-scale. With a prediction
of power demand, tertiary control calculates the operating
point stabilized by primary and secondary control at a large
time-scale, which concerns the security and economy of the
power system.
The focus of this paper is on secondary frequency control.
We consider power systems with lossless transmission lines,
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which comprise traditional synchronous machines, frequency
dependent devices, e.g., power inverters of renewable energy
or frequency dependent loads, and passive loads. The control
objectives can be described as: restore the frequency to its
nominal value and minimize the control cost of the power
system. The initial approach to control synthesis of secondary
frequency control is to apply centralized control [7], [32],
[41], where a central controller collects state information via
communication network and computes the control inputs for
the local actuators. The minimized control cost is achieved
by solving an economic power dispatch problem. In practice
today’s power systems are becoming so large that they can-
not be effectively controlled by a centralized controller. The
communication overhead and the control computations carried
out at the central controller take so much time that the control
objectives cannot be satisfactorily achieved. In addition, the
centralized control may also not satisfy the requirement of the
system integrated with a large amount of distributed power
sources.
Therefore, a form of distributed control is proposed for
control of power systems, which are either based on passivity
method [20], [37], [17], [30], [28], [26], [27] or primal-dual
method [42], [16], [43], [34]. In distributed control of a power
system, a number of controllers try to achieve the control
objectives of the entire network via coordination and coop-
eration. The state information and control inputs are collected
and computed by the local controller at each node. In order
to minimize the control cost, the controllers need to exchange
control information with their neighboring controllers via the
communication network. However, this suffers from a slow
convergence to the optimal steady state because of the large
scale of the power system.
In addition, these centralized and distributed control usually
focus on the steady state only. The transient performance
is seldom considered when designing the control algorithms.
During the transient phase, extra frequency oscillations or slow
convergence to the steady state may be introduced due to the
control algorithms [12], [9], [4], [41], which should be avoided
for a high quality power supply by the power systems with var-
ious disturbances. The traditional way to improve the transient
performance is to tune the control gain coefficients through
eigenvalue or H2/H∞ norm analysis [36], [5], [24]. However,
besides the complicated computations, these methods focus
on the linearized system only and the improvement of the
transient performance is still limited because it also depends
on the structure of the control algorithms. In order to improve
the transient performance, sliding mode based control laws,
e.g., [33], [18], and fuzzy control based control laws, e.g.,
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2[10], are proposed, which are able to shorten the transient
phase without the extra oscillations. However, those control
laws use either centralized control or decentralized control
without considering economic power dispatch.
The power system usually has a multi-level structure [15].
For example, the systems at the level of communities are
subsystems of the systems at the level of provinces, which
are further subsystems at a higher level of the states. Control
methods for this kind of multi-level power systems are seldom
considered.
In this paper, we aim to synthesize a multi-level control
law for secondary frequency control of large-scale power
systems with a multi-level structure, which is able to balance
the advantages and disadvantages of the centralized and dis-
tributed control, and eliminates the extra frequency oscillations
and the slow convergence problem. The control objectives
can be described as: restore the frequency to its nominal
value, prevent the extra frequency oscillations caused by the
controllers, and minimize the economic cost in the operation
of the power system.
The contributions of this paper include:
(i) a multi-level control law, Multi-Level Power-Imbalance
Allocation Control (MLPIAC), is proposed, which is not
only able to balance the advantages and disadvantages of
centralized and distributed control, but also suitable for
power systems with a multi-level structure.
(ii) the control cost is minimized and both the transient
performance of the frequency and of the control cost
can be improved by tuning three gain parameters in
MLPIAC.
(iii) the Lyapunov stability analysis and case study are pro-
vided to evaluate the asymptotic stability and perfor-
mance of MLPIAC.
Not discussed because of limitations of space are robustness
of the closed-loop system, the interaction between frequency
control and voltage control, and the time delays in the com-
munications and measurement of the frequency.
This paper is organized as follows. We describe the dynamic
model of the power network and formulate the problem in
Section II. We synthesize MLPIAC with transient performance
analysis in Section III. The asymptotic stability is analysed in
Section IV and the performance of MLPIAC is evaluated in
the case study in Section V. Concluding remarks are given in
Section VI.
II. DYNAMIC MODEL AND SECONDARY CONTROL
A power network is described by a graph G = (V, E) with
nodes V and edges E ⊆ V × V where a node represents
a bus and edge (i, j) represents the direct transmission line
connection between node i and j. The buses may connect
to synchronous machines, frequency dependent power sources
(e.g., power inverters of renewable energy) or loads, or passive
loads. The resistance of the transmission lines are neglected
and the susceptance is denoted by Bˆi j . Denote the set of
the buses of the synchronous machines, frequency dependent
power sources, passive loads byVM,VF,VP respectively, thus
V = VM ∪VF ∪VP .
The dynamic model of the power system is described by the
following Differential Algebraic Equations (DAEs), e.g.,[7],
Ûθi = ωi, i ∈ VM ∪VF, (1a)
Mi Ûωi = Pi − Diωi −
∑
j∈V
Bi j sin (θi − θ j) + ui, i ∈ VM, (1b)
0 = Pi − Diωi −
∑
j∈V
Bi j sin (θi − θ j) + ui, i ∈ VF, (1c)
0 = Pi −
∑
j∈V
Bi j sin (θi − θ j), i ∈ VP, (1d)
where θi is the phase angle at node i, ωi is the frequency
deviation from the nominal frequency, i.e., f ∗ = 50 or 60 Hz,
Mi > 0 is the moment of inertia of the synchronous machine,
Di is the droop control coefficient, Pi is the power generation
(or demand), Bi j = Bˆi jViVj is the effective susceptance matrix,
Vi is the voltage, ui is the secondary control input. We assume
that the nodes participating in secondary frequency control are
equipped with the primary controller. Denote the set of the
nodes equipped with the secondary controllers by VK , thus
VK = VM ∪ VF . Since the control of the voltage and the
frequency can be decoupled, we do not model the dynamics of
the voltages and assume the voltage of each bus is a constant
which can be derived from power flow calculation [15]. In
practice, the voltage can be well controlled by Automatic
Voltage Regulator (AVR). This model and the ones with
linearized sine function are widely studied, e.g.,[7], [8], [30],
[23], [26], [43], [16], in which the frequency dependent nodes
are usually used to model the renewable power inverters.
The system (1) synchronizes at an equilibrium state, called
synchronous state defined as follows [6].
Definition 2.1: A steady state of the power system (1) with
constant power loads (generation) yields,
ωi = ωsyn, i ∈ VM ∪VF (2a)
Ûωi = 0, i ∈ VM ∪VF, (2b)
θi = ωsynt + θ∗i , i ∈ V, (2c)
Ûθi = ωsyn, (2d)
where θ∗i is the phase angle of node i at the steady state,
ωsyn ∈ R is the synchronized frequency deviation.
Note that the angle differences {θ∗i j = θ∗i − θ∗j, i, j ∈ E} de-
termine the power flows in the transmission lines. Substituting
(2) into the system (1), we derive the explicit formula of the
synchronized frequency deviation as
ωsyn =
∑
i∈V Pi +
∑
i∈VK ui∑
i∈VM∪VF Di
. (3)
The power imbalance is defined as Ps =
∑
i∈V Pi . In order
to avoid damages to electrical devices in the system, the
frequency deviation should be zero, i.e., ωsyn = 0, for which
the necessary condition is
Ps +
∑
i∈VK
ui = 0,
which can be satisfied by the set {ui, i ∈ VK } of control
inputs determined by a control law. We aim to synthesize an
effective secondary frequency control law to control ωsyn to
3zero with a minimal control cost, that requires solving the
following economic power dispatch problem,
min
{ui ∈R,i∈VK }
∑
i∈VK
1
2
αiu2i , (4)
s.t. Ps +
∑
i∈VK
ui = 0,
where αi ∈ R is a positive constant and denotes the control
price of node i [35].
Regarding to the existence of a feasible solution of the
optimization problem (4), we make the following assumption.
Assumption 2.2: Consider the system (1) with the economic
power dispatch problem (4), assume
(i) the power supply and demand are constant in a small
time interval, thus Ps is a constant.
(ii) the power imbalance can be compensated by the control
inputs such that
−Ps ∈
[ ∑
i∈VK
ui,
∑
i∈VK
ui
]
In practice, the power demand is not constant but continuously
fluctuating due to the uncertain behaviour of consumers [40].
However, for the synthesis of the control laws, the power
demand is usually assumed as a constant [13] as in Assumption
2.2 (i). On the power supply side, tertiary control calculates
the operating point of Pi in a small time interval, which
is stabilized by secondary frequency control. In general, the
electricity demand can be satisfied. So Assumption 2.2 (ii) is
realistic.
A necessary condition for the optimal solution of (4) is
αiui = αju j = λ, i, j ∈ VK (5)
where αiui is the marginal cost of node i and λ is the nodal
price. With this condition, if the power-imbalance Ps is known,
the optimization problem (4) can be solved analytically. How-
ever, Ps is unknown in practice since the loads cannot be
predicted precisely in a short time interval.
After a disturbance, the state of the power system expe-
riences two phases: a transient phase and a steady phase.
In a centralized control law, e.g., [7], [41], the nodal price
estimated by the central controller is broadcast to the local
controllers which calculate the control inputs according to (5).
So the marginal costs are all identical during the transient
phase. However, the central controller suffers from the com-
munication overhead with the local controllers and intensive
computations. In distributed secondary frequency control, the
principle of consensus control is used to let the marginal
costs of all nodes achieve a consensus at the steady state [1].
Because the nodes communicate with their neighbours and
compute the control input locally, the communications and
computations are greatly reduced. However, this sacrifices the
performance of the marginal costs, i.e., they are not identical
during the transient phase leading to increase in the control
cost. Furthermore, the consensus speed decreases as the scale
of the network increases, which further increases the control
cost.
The existing control laws usually consider the steady state
only. Extra frequency oscillations or slow convergence to the
steady state may be introduced by the controllers due to the
control algorithms [12], [9], [4], which deteriorate the transient
performance of the system. The dynamics of actuators of the
power system may be included into the model (1) [31]. The
extra frequency oscillation may be reduced by having a slow
actuator dynamics but then the frequency deviation will be
large from the nominal value. If the actuator dynamics is very
fast then there is little difference from the case without actuator
dynamics. Therefore, the actuator dynamics does not eliminate
the extra oscillation and large frequency deviation which are
mainly due to the control algorithms.
In this paper, besides the optimization problem (4) for
secondary frequency control, we also focus on the transient
performance of the power system. We consider the following
problem.
Problem 2.3: Consider a large-scale power system described
by (1). Design a secondary frequency control law so as to
improve the transient performance with a minimal control
cost, i.e., eliminate the extra frequency oscillation caused
by the oscillations of the control inputs and accelerate the
convergence of the optimization of control cost.
In order to eliminate the extra frequency oscillation, a
centralized control law, Power-Imbalance Allocation Control
(PIAC) has been proposed in [41]. In the next Section,
we propose a multi-level control law which is a trade-off
between centralized and distributed control and thus solve
Problem 2.3. In order to solve the optimization problem (4), a
communication network connecting the controllers is required,
for which we make the following assumption.
Assumption 2.4: Consider the power system (1), assume all
the nodes in the set VK are connected by a communication
network.
III. MULTILEVEL CONTROL APPROACH
First, with respect to the transient performance of frequency,
we decompose the frequency deviation into two types, i.e.,
global frequency deviation and relative frequency deviation
between the nodes. The transient performance of relative
frequency deviation can be improved by primary control [21].
So we focus on improving the transient performance of the
global frequency deviation. It can be observed from (3) that
the global frequency deviation at the steady state is determined
by the power-imbalance and the total damping of the system.
Because of the heterogeneity of Mi and Di , it is hard to qualify
the performance of the global frequency deviation during the
transient phase. To treat the transient performance we define an
abstract frequency deviation to measure the global frequency
deviation as follows.
Definition 3.1: For the power system (1), define an abstract
frequency deviation ωs [41] as follows,
Ms Ûωs = Ps − Dsωs + us (6)
where Ms =
∑
i∈VM Mi denotes effective inertia, Ds =∑
i∈V Di denotes effective droop control coefficient, and us =∑
i∈VK ui denotes the total control input of the system.
4ωs(t) is different from ωi(t) and ωsyn(t). It can be easily
obtained that ω∗s = ωsyn = ωi at the steady state. The
dynamics of ωs involves the total inertias, droop control
coefficients and power-imbalance, so it is reasonable to use
ωs to study the transient performance of the global frequency
deviation.
Second, regarding to the distributed control, we partition the
network denoted by A into m areas such that
A = A1 ∪ · · · ∪ Ar ∪ · · · ∪ Am, Zm = {1, 2, · · · ,m}, (7a)
Ar ∩ Aq = ∅, r , q, r, q ∈ Zm. (7b)
There is an area controller in each area. Denote the set of
the nodes in area Ar by VAr , the nodes of the synchronous
machines by VMr , the nodes of the frequency dependent
power sources by VFr , the nodes with secondary controller
by VKr , the marginal cost of area Ar by λr , and the set of the
neighboring areas of Ar connected by communication line as
Zmr .
We refer to level 1 for the coordination control of all
areas, level 2 for the control of an area, and level 3 for the
primary control of a node. MLPIAC focuses on the secondary
frequency control at level 1 and 2. Fig. 1 illustrates the control
architecture of MLPIAC. At level 2 the control task of each
area controller is secondary frequency control for all nodes in
the area by centralized control. At level 1 the control task is
to reduce the overall control cost through coordination of the
area marginal costs by distributed control.
Level 1 D1 D2
Level 2 C1 C2
S11 S12 S21 S22
Fig. 1. Diagram of the multi-level control of power systems. The dashed lines
denote the communications and the solid lines denote the physical coupling
between the subsystems.
In the following two subsections, we define MLPIAC and
analyze its properties during the transient phase and at the
steady state.
A. Definition of MLPIAC
Definition 3.2 (MLPIAC): Consider a large-scale power sys-
tem (1) with Assumption (2.2) and (2.4), which is partitioned
as in (7). At level 2, the dynamic control law in area Ar is
described by the equations
Ûηr =
∑
i∈VMr ∪VFr
Diωi + k3vr, (8a)
Ûξr = −k1
( ∑
i∈VMr
Miωi + ηr
)
− k2ξr, (8b)
0 =
λr
αr
− k2ξr, (8c)
ui =
λr
αi
, i ∈ VKr , (8d)
1
αr
=
∑
i∈VKr
1
αi
(8e)
where ηr, ξr are state variables of the area controller, vr is
an algebraic variable, k1, k2, k3 ∈ (0,∞) are parameters, αr is
a constant defined as the control price of area Ar , ui is the
control input at node i in this area. At level 1, the coordination
for the area is an algebraic equation only
vr =
∑
q∈Zm
lrq(λr (t) − λq(t)) (9)
where {λr (t), r ∈ Zm} are inputs and {vr (t), r ∈ Zm} are
outputs of the coordinators, lrq ∈ [0,∞) is the weight of the
communication line connecting area Ar and Aq , which can be
chosen to accelerate the consensus of the marginal costs. lrq
defines a weighted undirected communication network with
Laplacian matrix (Lrq) ∈ Rm×m
Lrq =
{
−lrq, r , q,∑
k,i lrk, r = q,
(10)
In MLPIAC, at level 2, within area Ar , the area controller
collects the local frequency deviations {ωi, i ∈ VMr ∪ VFr }
and calculates the area control input k2ξr =
∑
i∈VKr ui by (8a,
8b), the marginal cost of the area λr by (8c) and the local
control input {ui, i ∈ VKr } by (8d). The total control input
of area Ar is denoted by ur = k2ξr .
In MLPIAC, at level 1, the area controllers exchange the
marginal costs in order to achieve a consensus, which is a
necessary condition for the global economic power dispatch
as stated in (5).
MLPIAC has two special cases. (1) If each area consists
of a single node, MLPIAC reduces to a distributed control
law, which is named Distributed Power-Imbalance Allocation
Control (DPIAC) and has the following form
Ûηi = Diωi + k3
∑
j∈V
li j(k2αiξi − k2αjξj), (11a)
Ûξi = −k1(Miωi + ηi) − k2ξi, (11b)
ui = k2ξi . (11c)
(2) If the entire network is controlled as a single area, then it
reduces to a centralized control law named Gather-Broadcast
Power-Imbalance Allocation Control (GBPIAC), which is de-
5scribed by
Ûηs =
∑
i∈VF
Diωi, (12a)
Ûξs = −k1(
∑
i∈VM
Miωi + ηs) − k2ξs, (12b)
ui =
αs
αi
k2ξs, i ∈ VK, (12c)
1
αs
=
∑
i∈VK
1
αi
, (12d)
where ηs, ξs are state variables of the central controller. In
the next subsection, it will be shown that MLPIAC includes a
trade-off between DPIAC and GBPIAC.
B. Properties of MLPIAC
In this section, we analyse the properties of MLPIAC in
the transient phase and steady state and verify whether it
solves Problem 2.3. The following proposition describes the
properties of MLPIAC during the transient phase.
Proposition 3.3: Consider a large-scale power system parti-
tioned as in (7), MLPIAC has the following properties during
the transient phase,
(a) at any time t ∈ T , the total control input us of the system
satisfies,
Ûυs = Ps + us, (13a)
Ûus = −k2
(
k1υs + us
)
, (13b)
where υs is an auxiliary variable. Furthermore, us con-
verges to −Ps directly without any extra oscillations if
k2 ≥ 4k1;
(b) at any time t ∈ T , within an area Ar , the inputs {ui, i ∈
VKr } of the local controllers solve the following economic
power dispatch problem
min
{ui ∈R,i∈VKr }
∑
i∈VKr
1
2
αiu2i (14)
s.t . − ur (t) +
∑
i∈VKr
ui(t) = 0.
Proof: (a) Because of the symmetry of the matrix (Lrq), we
derive from (9) that,∑
r ∈Zm
vr =
∑
r,q∈Zm
lrq(λr − λq) = 0. (15)
Summing all the equations in (1), we obtain∑
i∈VM
Mi Ûωi = Ps −∑i∈VM∪VF Diωi + us . (16)
Summing all the control inputs {ur, r ∈ Zm} with ur = k2ξr ,
we derive the total control input of the system as us =∑
r ∈Zm k2ξr . It follows from (15) and (8b) that
Ûus(t) = −k2
(
k1(
∑
i∈VM
Miωi + ηs) + us(t)
)
, (17)
where ηs =
∑
r ∈Zm ηr and following (8a) with derivative
Ûηs =
∑
i∈VM∪VF
Diωi (18)
Let υs(t) = ∑i∈VM Miωi + ηs , we derive (13a) from (16)
and (18), and (13b) from (17). Hence us satisfies (13). The
eigenvalues of the system (13) are
µ =
−k2 ±
√
k22 − 4k1k2
2
. (19)
To avoid the extra oscillation caused by the oscillations of
us , the second-order system (13) should be over-damped or
critical-damped, thus the eigenvalues in (19) must be real. This
needs k2 ≥ 4k1. Hence if k2 ≥ 4k1, us converges to −Ps
directly without any extra oscillations.
(b) Following (8d), we derive that at any time t ∈ T ,
αiui = αju j = αr k2ξr, i, j ∈ VKr .
So the necessary condition (5) for the optimization problem
(14) is satisfied. Furthermore, with
∑
i∈VKr ui(t) = ur (t), the
optimization problem (14) is solved at any time t. 
Remark 3.4: We use us to estimate the power-imbalance
−Ps in system (13) which can be seen as an observer of
−Ps . Similar to the high gain observer [14], there may be
overshoot in the initialization of the controllers due to the
initial condition of the state. To the best of our knowledge,
there do not seem general sufficient conditions on the system
which guarantee that for all initial conditions the behavior of
every state component is free of zero crossings and further
eliminate this kind of overshoot. In this paper, we treat the
case where the frequency trajectory fluctuates regularly and
analyse the overshoots of us caused by those fluctuations.
The marginal costs {λr, Ar ⊂ A} of the areas are different
during the transient phase, which will achieve a consensus
due to the principle of consensus control. The consensus
speed of these marginal costs and the convergence speed of
us determine convergence of the control cost to its optimal
solution. Because one objective of Problem 2.3 is to eliminate
the extra frequency oscillation, we set k2 ≥ 4k1 in this paper.
In order to further investigate how MLPIAC improves the
transient performance of the frequency and marginal cost,
we decompose the dynamics of the power system into the
following four subprocesses.
(i) the convergence of us to −Ps as in (13) with a speed
determined by k1,
(ii) the synchronization of the frequency deviation ωi(t) to
ωs(t) which is a physical characteristic of the power
system (1), and the synchronization speed is determined
by {ui(t), i ∈ VK } and {Di, i ∈ VM ∪VF };
(iii) the convergence of ωs to ωsyn which further converges
to zero as us(t) converges to −Ps . This can be directly
obtained from (3);
(iv) the consensus of the marginal costs {λr, Ar ⊂ A} with a
consensus speed determined by k3 and (Li j).
In GBPIAC, because the economic power dispatch problem
is solved in a centralized way, the marginal costs of all nodes
are identical.
In MLPIAC, the transient performance of the frequency
oscillation and marginal costs can be improved by tuning
the corresponding coefficients of the four subprocesses. The
convergence of ωsyn to zero can be accelerated by a fast
6convergence of us , which can be obtained with a large k1.
The synchronization process of ωi can be improved by tuning
{Di, i ∈ VK } which is the task of primary control. The cor-
responding actuators includes Power System Stabilizer (PSS)
systems embedded in the damping systems of the synchronous
machines [19]. The parameter Di can be set as in [8] or [21]
focusing on the control cost optimality and the small signal
stability respectively. The convergence of {ui, i ∈ VK } to their
optimal solution can be improved by tuning k3 or by a well
designed (Lrq).
Furthermore, for a system with multiple areas, the size of the
communication network with Laplacian matrix (Lrq) is much
smaller than the one in DPIAC, the speed of achieving a con-
sensus marginal cost of the areas is much faster in MLPIAC,
and the number of nodes in each area is smaller than the
total number of nodes, the communication and computations
of each area controller is reduced.
Before introducing Proposition 3.6 which describes the
properties of the steady state of the power system controlled
by MLPIAC, we introduce the closed-loop system as follows.
Ûθi = ωi, i ∈ VM ∪VF, (20a)
Mi Ûωi = Pi − Diωi −
∑
j∈V
Bi j sin θi j +
αr
αi
k2ξr, i ∈ VMr ⊂ VM,
(20b)
0 = Pi − Diωi −
∑
j∈V
Bi j sin θi j +
αr
αi
k2ξr, i ∈ VFr ⊂ VF,
(20c)
0 = Pi −
∑
j∈V
Bi j sin θi j, i ∈ VP, (20d)
Ûηr =
∑
i∈VMr ∪VFr
Diωi + k2k3
∑
q∈Zm
lrq(αr ξr − αqξq), r ∈ Zm,
(20e)
Ûξr = −k1(
∑
i∈VMr
Miωi + ηr ) − k2ξr, r ∈ Zm (20f)
where θi j = θi−θ j for (i, j) ∈ E, i and j are the node indices,
and r, q are the area indices.
As in the Kuramoto-model [6], the closed-loop system (20)
may not have a synchronous state if the power injections {Pi, ∈
V} are much larger that the line capacity {Bi j, (i, j) ∈ E}
[8] and [38]. We assume there exists a synchronous state for
the power system, which can be satisfied by reserving some
margin in the line capacity by tertiary control.
Assumption 3.5: There exists a synchronous state for the
closed-loop system (20) such that
θ∗ ∈ Θ =
{
θi ∈ R, ∀i ∈ V
|θi − θ j | < pi2 , ∀(i, j) ∈ E}
where θ∗ = col(θ∗i ) ∈ Rnt , nt is the total number of nodes inV. The condition θ∗ ∈ Θ is commonly referred to as a security
constraint [23] and restricts the equilibrium to desired power
flows.
Note that the equilibria with θ out of Θ usually leads to
undesired power flows which either have cyclic power flows
or are unstable [38].
For the synchronous state of the closed-loop system, we
have the following proposition.
Proposition 3.6: If the assumptions (2.2), (2.4) and (3.5)
hold, then there exists at most one synchronous state for the
closed-loop system (20) such that
θ∗i ∈ Θ, i ∈ V (21a)
ω∗i = 0,VM ∪VF, (21b)
Ps + k2
∑
r ∈Zm
ξ∗r = 0, (21c)
k1η∗r + k2ξ
∗
r = 0, r ∈ Zm, (21d)
αrξ
∗
r − αqξ∗q = 0, ∀ r, q ∈ Zm, (21e)
αiu∗i − k2αrξ∗r = 0, i ∈ VKr ⊂ VK . (21f)
Proof: From Proposition 3.3, the dynamics of us satisfies
(13), which yields that u∗s = −Ps at the synchronous state.
Thus (21c) is derived with us(t) = ∑r ∈Zm k2ξr (t). Following
(3), we further derive that ωsyn = 0, which yields (21b) with
the definition of the synchronous state (2). By (20f), ω∗i = 0
and Ûξ∗i = 0 for all i ∈ VK , we derive (21d). By (20e) and
ω∗i = 0, we obtain (21e). By (8c) and (8d), we arrive at (21f).
From (21e,21f) it follows that αiu∗i = αju
∗
j for all i, j ∈ VK ,
thus the necessary condition (5) is satisfied. Following (21c),
it yields P+
∑
i∈VK u
∗
i = 0 and the economic dispatch problem
(4) is solved subsequently. Accoding to [2], [29], there exists
at most one synchronous state such that θ∗ ∈ Θ. 
With the improved transient performance as stated in the
dynamics decomposition and the properties of the system at
the steady state as in Proposition 3.6, Problem 2.3 is solved.
Remark 3.7: MLPIAC actually includes proportional and
integral control input, which are the terms k1
∑
i∈VMr Miωi
and k1ηr respectively in (8b). In order to get a desired
performance, the parameters Mi and Di should be known. In
practice, they are known for traditional synchronous machines
[15]. However, they may not be known for the frequency
dependent nodes. In that case, the uncertainties from these
parameters can be added to the power-imbalance, which
becomes a time-varying value and can be compensated by
the controllers at the steady state because of the included
integral control input. Theoretical analysis on the robustness of
MLPIAC with these uncertainties needs to be further studied.
Remark 3.8: Through eigenvalue analysis or H2/H∞ norm
optimization, the existing control laws, e.g., the robust PI
control in [5], the distributed averaging PI control [8], [1], and
the distributed control law in [36], may also obtain the desired
transient performance as that of MLPIAC. However, intensive
computations are needed and the mechanism to improve the
transient performance is not as clear as in MLPIAC. In
addition, the multi-level control structure of MLPIAC has not
been considered in these methods.
IV. STABILITY ANALYSIS OF MLPIAC
In Proposition 2.3, we have proven that the total control in-
put converges to the power-imbalance directly when k2 ≥ 4k1,
which does not imply the state of the power system converges
to its steady state. In this section, we focus on the asymptotic
stability of MLPIAC.
The power flows {Bi j sin (θi j), (i, j) ∈ E} only depend on the
angle differences. As in [39], we choose a reference angle, e.g.,
7θ1 ∈ VM , and transform the system state into a new coordinate
system such that
ϕi = θi − θ1, i ∈ V .
which yields Ûϕi = ωi − ω1 for all i in VM ∪ VF . In the new
coordinate, the closed-loop system (20) becomes
Ûϕi = ωi − ω1, i ∈ VM ∪VF, (22a)
Mi Ûωi = Pi − Diωi −
∑
j∈V
Bi j sin ϕi j +
αr
αi
k2ξr, i ∈ VM, (22b)
Di Ûϕi = Pi − Diω1 −
∑
j∈V
Bi j sin ϕi j +
αr
αi
k2ξr, i ∈ VF, (22c)
0 = Pi −
∑
j∈V
Bi j sin ϕi j, i ∈ VP, (22d)
Ûηr =
∑
i∈VMr ∪VFr
Diωi + k2k3
∑
q∈Zm
lrq(αr ξr − αqξq), r ∈ Zm,
(22e)
Ûξr = −k1(
∑
i∈VMr
Miωi + ηr ) − k2ξr, r ∈ Zm (22f)
which can be written in the form of DAEs (66) of Appendix
B. Following Assumption (3.5), ϕ = col(ϕi) ∈ Rnt satisfies
ϕ ∈ Φ = {ϕi ∈ R, i ∈ V||ϕi − ϕj | ≤ pi2 , ∀(i, j) ∈ E, ϕ1 = 0}.
We make the following assumption that the control gain
coefficients k1, k2, k3 satisfy a certain condition (that will be
proven as a sufficient condition of the asymptotic stability of
MLPIAC).
Assumption 4.1: Assume the control gain coefficients,
k1, k2, k3, satisfy that
k2
k1
>
2(αD)max
(αD)min(1 + 2k3λmin)
where (αD)min = min{αiDi, i ∈ VK }, (αD)max =
max{αiDi, i ∈ VK } and λmin is the smallest nonzero eigen-
value of matrix LαR where L = (Lrq) ∈ Rm×m is defined in
(10) and αR = diag(αr ) ∈ Rm×m.
We rewrite the state and algebraic variables into a vector
form, (ϕ, ω, η, ξ) ∈ Rnt ×Rn×Rm×Rm. The following theorem
states the asymptotic stability of the equilibrium of MLPIAC.
Theorem 4.2: If assumptions (2.2,2.4,3.5) and (4.1) hold,
then for the closed-loop system (20),
(a) there exists an unique synchronous state z∗ =
(ϕ∗, ω∗, η∗, ξ∗) ∈ Ψ where Ψ = Φ × Rn × Rm × Rm.
(b) there exists a domain Ψd ⊂ Ψ such that starting at any
initial state z0 = (ϕ0, ω0, η0, ξ0) ∈ Ψd which satisfies the
algebraic equations (22d), the state trajectory converges to
the unique synchronous state z∗ ∈ Ψ.
Remark 4.3: In MLPIAC, Assumptions (2.2, 2.4, 3.5) and
(4.1) are both necessary and realistic at the same time. As-
sumptions (2.2) and (2.4) are necessary for the implementation
of MLPIAC to solve the economic power dispatch problem (4).
Assumptions (3.5) and (4.1) are general sufficient conditions
for the stability of MLPIAC. Assumption (2.2) and (3.5) can
be guaranteed by tertiary control and Assumption (2.4) by an
effective communication infrastructure.
Remark 4.4: The inverse of damping coefficient, 1Di can
be viewed as the control cost of primary control [8]. When
α = γD−1, γ ∈ R is a positive number, which indicates that the
cost of the secondary frequency control is proportional to the
primary control cost and leads to (αD)min = (αD)max, DPIAC
is asymptotically stable if k2 > 2k1. Specially, Assumption
(4.1) can be dropped in GBPIAC in the theoretical analysis as
will be explained in Remark (4.7). For DPIAC and MLPIAC,
our numerical simulations have shown that the control law is
asymptotically stable though assumption (4.1) is not satisfied,
which will be shown in section V.
In the following, we will prove Theorem (4.2). The closed-
loop system (22) is rewritten in a vector form as follows,
Û˜ϕ = ω − ω11n, (23a)
M Ûω = P − Dω − Pt + k2α−1RαRξ, (23b)
0 = P˜ − P˜t, (23c)
Ûη = RTDω + k2k3LαRξ, (23d)
Ûξ = −k1(RTMω + η) − k2ξ, (23e)
where ϕ˜ = col(ϕi) with i ∈ VM∪VF , P = col(Pi) ∈ Rn for i ∈
VM ∪VF , P˜ = col(Pj) ∈ Rnp for j ∈ VP , Pt = col(Pti ) ∈ Rn
with Pti =
∑
j∈V Bi j sin ϕi j for i ∈ VM ∪ VF , P˜t = col(P˜ti ) ∈
Rnp with P˜ti =
∑
j∈V Bi j sin ϕi j for i ∈ VP . Note that ϕ˜ only
includes the variables {ϕi, i ∈ VM ∪ VF } while ϕ includes
{ϕi, i ∈ V}. For the definitions of M,D, R, αR, we refer to
Appendix A.
We transform the state of the control law (23d,23e) to a
new coordinate as a preparation for the stability analysis of
MLPIAC. Following Theorem C.2 in Appendix C, let ρ =
Q−1η and σ = Q−1ξ. The vector form (23d,23e) becomes
Ûρ = Q−1RTDω + k2k3Λσ,
Ûσ = −k1Q−1RTMω − k1ρ − k2σ,
where all the components (ρi, σi) of (ρ, σ) are decoupled
from each other. When writing the dynamics of (ρi, σi)
separately, we derive
Ûρi = QTviRTDω + k2k3λiσi, (25a)
Ûσi = −k1QTviRTMω − k1ρi − k2σi, (25b)
where Q−1 is decomposed into vectors, i.e., Q−1 =
(Qv1,Qv2, · · · ,Qvn). In (25), the controller of component i
calculates the output σi with the input ω for the power system.
We investigate the dynamic behavior of the component (ρ1, σ1)
and {(ρi, σi), i = 2, · · · , n} of (ρ, σ) respectively.
For the first component (ρ1, σ1) of (ρ, σ), we have the
following lemma.
Lemma 4.5: The dynamics of (ρ1, σ1) described by (25) is
identical to that of (ηs, ξs) in (12).
Proof: By (25) and (65b), λ1 = 0 and Qvi = 1m from (70a),
we derive the dynamics of (ρ1, σ1) as follows
Ûρ1 = 1mRTDω =
∑
i∈VM∪VF
Diωi, (26a)
Ûσ1 = −k1(1mRTMω + ρ1) − k2σ1 (26b)
= −k1(
∑
i∈VM
Miωi + ρ1) − k2σ1. (26c)
In addition, by summing all the equations in (23b) for all
8i ∈ V, we derive∑
i∈VM
Mi Ûωi = Ps −
∑
i∈VM∪VF
Diωi + k21Tnα−1RαRξ
by (65)
= Ps −
∑
i∈VM∪VF
Diωi + k21Tmξ
by (69a)
= Ps −
∑
i∈VM∪VF
Diωi + k2σ1. (27)
So k2σ1 is the control input for the power system (1) as
k2ξs . Furthermore, the initial values of (ρ1, σ1) and (ηs, ξs)
are identical, which are both computed from {ωi(0), i ∈ VK },
so the dynamics of (ρ1, σ1) is identical to that of (ηs, ξs) in
(12) if under the same initial values. 
As described in Remark 3.7, the total control ipnut of
MLPIAC includes a proportional and an integral control input.
With the superposition principle, we decompose the dynamics
of (ρi, σi) for i = 2, · · · ,m for the proportional and the integral
input into the following two independent dynamics.
Ûρmi = k2k3λiσmi,
Ûσmi = −k1QTviRTMω − k1ρmi − k2σmi,
and
Ûρdi = QTviRTDω + k2k3λiσdi,
Ûσdi = −k1ρdi − k2σdi,
from which it can be easily derived that ρi = ρmi + ρdi and
σi = σmi + σdi .
In the coordinate of (ϕ, ω, ρ1, σ1, ρm, σm, ρd, σd), the
closed-loop system (23) becomes
Û˜ϕ = ω − ω11n, (30a)
M Ûω = P − Dω − Pt + k2α−1RαRQσ, (30b)
0 = P˜ − P˜t, (30c)
Ûρ1 = 1TmRTDω, (30d)
Ûσ1 = −k11TmRTMω − k1ρ1 − k2σ1, (30e)
Ûρm = k2k3Λσm, (30f)
Ûσm = −k1WT RTMω − k1ρm − k2σm, (30g)
Ûρd = WT RTDω + k2k3Λσd, (30h)
Ûσd = −k1ρd − k2σd, (30i)
where σ = col(ρi), ρi = ρmi + ρdi for i = 2, · · · ,m, W is
defined as in Theorem (C.2). Note that Λ ∈ R(m−1)×(m−1) only
includes the nonzero eigenvalues of LαR, which is different
from the one in Appendix A.
Following Proposition (3.6), for the closed-loop system (30)
we have the following Lemma on the equilibrium state.
Lemma 4.6: In the coordinate of
(ϕ, ω, ρ1, σ1, ρm, σm, ρd, σd), the unique equilibrium
state (θ∗, ω∗, η∗, ξ∗) of the closed-loop system (20)
proposed in Proposition (3.6) is equivalent to
(ϕ∗, ω∗, ρ∗1, σ∗1, ρ∗m, σ∗m, ρ∗d, σ∗d) ∈ Φ × Rn × R × R × Rm−1 ×
Rm−1 × Rm−1 × Rm−1 such that
ϕ∗ ∈ Φ = {ϕ ∈ Rnt | |ϕi − ϕj | < pi2 , ∀(i, j) ∈ E, ϕ1 = 0},
(31a)
ω∗i = 0, i ∈ VM ∪VF, (31b)
k1ρ∗1 + k2σ
∗
1 = 0, (31c)
k2σ∗1 + Ps = 0, (31d)
ρ∗mi = 0, i = 2, · · · , n, (31e)
σ∗mi = 0, i = 2, · · · , n, (31f)
ρ∗di = 0, i = 2, · · · , n, (31g)
σ∗di = 0, i = 2, · · · , n, (31h)
Proof: When mapping θ to ϕ, we can easily obtain ϕ ∈ Φ ={
ϕ ∈ Rnt | |ϕi − ϕj | < pi2 , ∀(i, j) ∈ E, ϕ1 = 0
}
, ω∗ = 0 can be
directly derived from Proposition (3.6).
By Lemma (4.5), we have (ρ∗1, σ∗1 ) = (η∗s, σ∗s ) at the steady
state, which yields (31c) and (31d).
By the dynamics (25) of (ρmi, σmi) and that of (ρdi, σdi),
we derive that (ρ∗mi, σ∗mi) = (0, 0) and (ρ∗di, σ∗di) = (0, 0) for all
i = 2, · · · , n, at the steady state, which lead to (31e)-(31h). 
In order to prove the asymptotic stability of the equilibrium
(θ∗, ω∗, η∗, ξ∗), we only need to prove the asymptotic stability
of the equilibrium (ϕ∗, ω∗, ρ∗1, σ∗1, ρ∗m, σ∗m, ρ∗d, σ∗d). We define
function
U(ϕ) =
∑
(i, j)∈E
Bi j(1 − cos (ϕi − ϕj)) (32)
and variable υs =
∑
i∈VM Miωi + ρ1. By (27) and (26), we
obtain dynamics of (υs, σ1),
Ûυs = Ps + k2σ1, (33a)
Ûσ1 = −k1υs − k2σ1, (33b)
with equilibrium state (υ∗s, σ∗1 ) = ( 1k1 Ps,− 1k2 Ps).
In the following, we prove the equilibrium
(θ∗, ω∗, ρ∗1, σ∗1, ρ∗m, σ∗m, ρ∗d, σ∗d). is locally asymptotically
stable following Lyapunov method.
Proof of Theorem (4.2): The existence and uniqueness of
the synchronous state in Ψ follows Proposition (3.6) directly.
Since the closed-loop system (20) is equivalent to (30), we
prove the equilibrium (ϕ∗, ω∗, ρ∗1, σ∗1, ρ∗m, σ∗m, ρ∗d, σ∗d) of (30)
is locally asymptotically stable. The proof follows Theorem
(B.3). It follows [39, Lemma 5.2] that the algebraic equa-
tions (22d) are regular. In addition, there exists an unique
equilibrium for the closed-loop system (30) following Lemma
(4.6), we only need to find a Lyapunov function V(x, y) as in
Theorem (B.3).
Before introducing the Lyapunov function candidate, we
define the following functions.
V0 = U(ϕ) −U(ϕ∗) − ∇ϕU(ϕ∗)(ϕ − ϕ∗) + 12ω
TMω,
V1 = (c1 + 1)
( 1
2k1
(k1υs − k1υ∗s)2 +
1
2k2
(k2σ1 − k2σ∗1 )2
)
+
1
2k2
(k2σ1 − k2σ∗1 )2 +
1
2k1
(k1υs + k2σ1)2,
where c1 ∈ R and k1υ∗s + k2σ∗1 = 0 has been used. Denote
xm = k1ρm, ym = k2σm, zm = k1ρm + k2σm, xd = k1ρd ,
9yd = k2σd , zd = k1ρd + k2σd and define
Vm =
βm
2
xTmCmxm +
(1 + βm)k1k3
2k2
yTmCmΛym +
1
2
zTmCmzm,
Vd =
βdcd
2
xTd xd +
(1 + βd)cdk1k3
2k2
yTdΛyd +
cd
2
zTd zd,
where βm ∈ R, βd ∈ R, cd ∈ R are positive and Cm =
diag(cmi) ∈ R(m−1)×(m−1) with all the diagonal elements
cmi > 0, and Λ ∈ R(m−1)×(m−1) is a diagonal matrix with
diagonal elements being the nonzero eigenvalues of LαR.
In the following, we focus on the derivatives of the functions
V0,V1,Vm,Vd . The derivative of V0 is
ÛV0 = −ωTDω + (k2σ − k2σ∗)TQTαRRTα−1ω
by Q = [Q1,Q2, · · · ,Qn] and S = [Q2, · · · ,Qn].
= −ωTDω + (k2σ1 − k2σ∗1 )QT1 αRRTα−1ω
+ (k2σ − k2σ∗)T STαRRTα−1ω
= −ωTDω + (k2σ1 − k2σ∗1 )QT1 αRRTα−1ω
+ (k2σm − k2σ∗m)T STαRRTα−1ω
+ (k2σd − k2σ∗d)T STαRRTα−1ω,
by STαR =WT , QT1 αR = Q
T
v1 , σ
∗
m = 0
= −ωTDω + (k2σ1 − k2σ∗1 )QTv1RTα−1ω
+ (k2σm)TWT RTα−1ω + (k2σd)TWT RTα−1ω
= −ωTDω + (k2σ1 − k2σ∗1 )QTv1RTα−1ω
+ yTmW
T RTα−1ω + yTdW
T RTα−1ω.
The derivative of V1 can be rewritten by adding and subtracting
a term
ÛV1 = −(c1 + 1)(k2σ1 − k2σ∗1 )2 −
k2
k1
(k1υ + k2σ1)2
= −(k2σ1 − k2σ∗1 )QTv1RTα−1ω
+ (k2σ1 − k2σ∗1 )QTv1RTα−1ω
− (c1 + 1)(k2σ1 − k2σ∗1 )2 −
k2
k1
(k1υ + k2σ1)2.
By inequalities
(k2σ1 − k2σ∗1 )QTv1RTα−1ω ≤
1
8
ωT Dω
+ 2(k2σ1 − k2σ∗1 )2QTv1RTα−2(D)−1RQv1,
we obtain
ÛV1 ≤ −(k2σ1 − k2σ∗1 )QTv1RTα−1ω +
1
8
ωT Dω
+ 2(k2σ1 − k2σ∗1 )2QTv1RTα−2(D)−1RQv1
− (c1 + 1)(k2σ1 − k2σ∗1 )2 −
k2
k1
(k1υs + k2σ1)2
let c1 = 2QTv1R
Tα−2(D)−1RQv1
= −(k2σ1 − k2σ∗1 )QTv1RTα−1ω +
1
8
ωT Dω
− (k2σ1 − k2σ∗1 )2 −
k2
k1
(k1υ + k2σ1)2.
The derivative of Vm is
ÛVm = −k2zTmCmzm − βmk1k3yTmCmΛym
− k1k2zTmCmWT RTMω
− (1 + βm)k21 k3yTmCmΛWT RTMω
= −yTmWT RTα−1ω + yTmWT RTα−1ω − k2zTmCmzm
− βmk1k3yTmCmΛym − k1k2zTmCmWT RTMω
− (1 + βm)k21 k3yTmCmΛWT RTMω
= −yTmWT RTα−1ω +
n∑
i=2
ymiQTviR
Tα−1ω − k2
n∑
i=2
cmi z2mi
− βmk1k3
n∑
i=2
cmiλi y2mi − k1k2
n∑
i=2
cmi zmiQTviR
TMω
− (1 + βm)k21 k3
n∑
i=2
(
cmiλi ymiQTviR
TMω
)
= −yTmWT RTα−1ω − k2
n∑
i=2
cmi z2mi − βmk1k3
n∑
i=2
cmiλi y2m
− k1k2
n∑
i=2
(
cmi zmiQTviR
TMω
)
+
n∑
i=2
ymi
(
QTviR
Tα−1 −QTvi(1 + βm)k21 k3cmiλiRTM
)
ω.
By the following inequalities
k1k2cmizmiQTviR
TMω ≤ ω
T Dω
8(n − 1) + rmz
2
mi,
where rz = 2(n − 1)(k1k2cmi)2QTviRT (D)−1M2RQvi , and
ymiQTviR
T (α−1 − (1 + βm)k21 k3cmiλiM )ω ≤ ωT Dω8(n − 1) + rz y2mi,
where
ry = 2(n − 1)QTviRT
((α−1 − (1 + βm)k21 k3cmiλiM )2(D)−1RQvi,
we obtain
ÛVm ≤ −yTmWT RTα−1ω +
1
4
ωT Dω −
n∑
i=2
z2mi(k2cmi − rz )
−
n∑
i=2
y2mi(βmk1k3cmiλi − ry).
The derivative of Vd is
ÛVd = −cdk2zTd zd − yTd (cdβdk1k3Λ)yd
+ zTd ((1 + βd)cdk1)WT RTDω
− yTd (βdcdk1In−1)WT RTDω
= −yTdWT RTα−1ω + yTdWT RTα−1ω − cdk2zTd zd
− yTd (cdβdk1k3Λ)yd + zTd ((1 + βd)cdk1)WT RTDω
− yTd (βdcdk1)WT RTDω
= −yTdWT RTα−1ω − cdk2zTd zd − yTd (cdβdk1k3Λ)yd
+ zTd ((1 + βd)cdk1)WT RTDω
+ yTdW
T RT (α−1 − βdcdk1D)ω.
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By λmin ≤ λi for all i = 2, · · · , n, and inequalities
zTdW
T RT ((1 + βd)cdk1)Dω ≤ 12ω
TDωT +
1
2
zTd Xz zd,
where Xz = WT RT ((1 + βd)cdk1αD)2D−1RW , and
yTdW
T RT (α−1 − βdcdk1D)ω ≤ 12ω
T (D − D)ω + 1
2
yTd Xy yd,
where Xy = WT RT (α−1−βdcdk1D)2(D−D)−1RW , we derive,
ÛVd ≤ −yTdWT RTα−1ω − cdk2zTd zd − cdβdk1k3λminyTd yd
+ zTdW
T RT ((1 + βd)cdk1)Dω
+ yTdW
T RT (α−1 − βdcdk1D)ω
≤ −yTdWT RTω + ωTDω −
1
2
ωT Dω
− zTd
(
cdk2 − 12Xz
)
zd − yTd
(
cdβdk1k3λmin − 12Xy
)
yd .
We consider the following Lyapunov function candidate,
V = V0 + V1 + Vm + Vd .
In the following, we prove that (i) ÛV ≤ 0, (ii) equilibrium
z∗ = (ϕ∗, ω∗, ρ∗1, σ∗1, ρ∗m, σ∗m, ρ∗d, σ∗d) is a strict minimum of V(·)
such that ∇V |z∗ = 0 and ∇2V |z∗ > 0, and (iii) z∗ is the only
isolated equilibrium in the invariant set {z ∈ Φ×Rn ×R×R×
Rm−1 ×Rm−1 ×Rm−1 ×Rm−1 | ÛV(z) = 0} according to Theorem
(B.3).
(i). V has derivative
ÛV ≤ G0 + G1 + Gm + Gd, (49)
where the terms G0,G1,Gm,Gd are mainly from ÛV0, ÛV1, ÛVm, ÛVd
respectively by leaving the negative terms −yTmWT RTα−1ω,
−yT
d
WT RTα−1ω. G0,G1,Gm,Gd have the following forms
G0 = −18ω
T Dω,
G1 = −(k2σ1 − k2σ∗1 )2 −
k2
k1
(k1υ + k2σ1)2,
Gm = −
n∑
i=2
z2mi(cmik2 − rz) −
n∑
i=2
y2mi(βmk1k3cmiλi − ry),
Gd = −zTd (cdk2 −
1
2
Xz)zd − yTd (cdβdk1k3λmin −
1
2
Xy)yd .
It is obvious that G0 ≤ 0 and G1 ≤ 0. In the following, we first
focus on Gm. If there exist cmi and βm such that cmik2−rz > 0
and βmk1k3cmiλi − ry > 0, we have Gm ≤ 0 for all zm and
ym. We verify that such cmi and βm do exist. By (65a) and
(70b), we have
QTviR
Tα−1RQvi = QTviα
−1
R Qvi = 1.
So we only need to prove there exist cmi and βm such that
QTviR
T (cmik2α−1)RQvi − rz > 0,
QTviR
T (βmk1k3cmiλiα−1)RQvi − ry > 0,
which yields
cmik2α
−1 > 2(n − 1)(cmik1k2M)2(D)−1, (53a)
(βmk1k3cmiλiα−1) > 2(n − 1)(α−1 − cmi (1 + βm)k1k3λiM)2(D)−1,
(53b)
From (53), we derive
cmi Im−1 <
D
2(n − 1)k21k2M2α
,
Im−1
2a + b +
√
4ab + b2
< cmi Im−1 <
2a + b +
√
4ab + b2
2a2
,
where a = (1+ βm)k21k3λiMα), b = βmk1k3αλiD2(n−1) . There exists
cmi > 0 satisfying (53) if( In−1
2a + b +
√
4ab + b2
)
max
<
( D
2(n − 1)k21k2M2α
)
min
which can be satisfied by choosing a large βm. This is because
lim
βm→∞
( 1
2a + b +
√
4ab + b2
)
max
= 0,
while the term
(
D
2(n−1)k21k2M2α
)
min
does not depend on βm.
Hence there exist cmi > 0 and βm > 0 satisfying (53) and
Gm ≤ 0 has been proven. Here (·)max and (·)min are as defined
in Assumption (4.1).
In the following, we focus on Gd . If there exist cd and βd
such that
cdk2Im−1 − 12Xz > 0,
cdβdk1k3λminIm−1 − 12Xy > 0,
then Gd ≤ 0. We prove such cd and βd do exist with
Assumption (4.1). By (65a) and (70b), we derive
WT RTα−1RW = WTα−1R W = Im−1.
So we only need to prove there exist cd and βd such that
WT RT (cdk2α−1)RW − 12Xz > 0,
WT RT (cdβdk1k3λmin)RW − 12Xy > 0,
which yields
cdk2α−1 >
1
2
(1 + βd)2(cdk1D)2D−1, (60a)
cdβdk1k3λminα−1 >
1
2
(α−1 − βdcdk1D)2(D − D)−1. (60b)
In the following, we prove that with assumption (4.1), there
exist cd and βd satisfying the above two inequalities (60). We
derive from (60) that
cd Im−1 <
2k2
(1 + βd)2k21αD
,
1
βdk1αDbd
< cd Im−1 <
bd
βdk1αD
,
where
bd = 1 + k3λmin(1 − ) +
√
k23λ
2
min(1 − )2 + 2k3λmin(1 − ).
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There exists a cd satisfying the two inequalities (60) if there
exists a βd such that
1
βdk1(αD)minbd <
2k2
(1 + βd)2k21(αD)max
. (62)
Since
lim
→0
bd() = 1 + k3λmin +
√
k23λ
2
min + 2k3λmin
> 1 + 2k3λmin,
there exists a small  > 0 such that bd() > 1 + 2k3λmin.
Subsequently (62) can be satisfied if
1
βdk1(αD)min(1 + 2k3λmin) <
2k2
(1 + βd)2k21(αD)max
. (64)
With assumption (4.1), we can obtain that there exist βd > 0
satisfying (64). Hence Gd < 0 is proven and ÛV ≤ 0
subsequently.
(ii). We prove that the equilibrium z∗ is a strict minimum
of V(·). It can be easily verified that V |z∗ = 0 and
∇V |z∗ = col(∇ϕV,∇z˜V)|z∗ = 0,
where z˜ = (ω, ρ1 − ρ∗1, σ1 −σ∗1, ρm, σm, ρd, σd). Here, we have
used (ω∗, ρ∗m, σ∗m, ρ∗d, σ∗d) = 0. The Hessian matrix of V at z∗
is
∇2V |z∗ = blkdiag(Lp,H),
where bkldiag denotes a block diagonal matrix, Lp is Hessian
matrix of V respect to ϕ with ϕ1 = 0 and H is the Hessian
matrix of V respect to z˜. It follows [39, Lemma 5.3] that L is
positive definite. Since the components in V related to z˜ are
all quadratic and positive definite, H is positive definite. Thus
∇2V |z∗ > 0.
(iii). The equilibrium is the only isolated one in the invariant
set {(ϕ, ω, ηm, ξm, ηd, ξd)| ÛV = 0}. Since ÛV = 0, it yields from
(49) that z˜ = 0. Hence ϕi are all constant. By Proposition
(3.6), it follows that z∗ is the only isolated equilibrium in the
invariant set.
In this case, z∗ is the only one equilibrium in the neigh-
borhood of z∗ such that Ψd = {(ϕ, z˜)|V(ϕ, z˜) ≤ c, ϕ ∈ Φ}
for some c > 0. Hence with any initial state z0 that satisfies
the algebraic equations (22d), the trajectory converges to the
equilibrium state z∗. 
Remark 4.7: In GBPIAC, the dynamics of (ρm, σm, ρd, σd)
vanish and the one of (ρ1, σ1) is left only. In the Lyapunov
function V(·), with Vm = 0 and Vd = 0, it can be proven that
the equilibrium of GBPIAC is locally asymptotically stable
without Assumption (4.1).
V. CASE STUDY
In this section, we evaluate the performance of MLPIAC
on the IEEE-39 buses system as shown in Fig. 2. We com-
pare MLPIAC to PIAC. For the comparison of PIAC to the
traditional integral control laws, we refer to [41]. In order
to study the trade-off between centralized and distributed
control, we also compare MLPIAC with its two special cases,
GBPIAC (12) and DPIAC (11). The performance of the sub-
processes identified in Section III will be observed to study
how the transient performance is improved in MLPIAC. The
data of the test system are from [3]. The system consists
of 10 generators, 39 buses, which serves a total load of
about 6 GW. The voltage at each bus is constant which is
derived by power flow calculation with the Power System
Analysis Toolbox (PSAT) [19]. There are 49 nodes in the
network including 10 nodes of generators and 39 nodes of
buses. In order to involve the frequency dependent power
sources, we change the buses which are not connected to
synchronous machines into frequency dependent loads. Hence
VM = {G1,G2,G3,G4,G5,G6,G7,G8,G9,G10}, VP =
{30, 31, 32, 33, 34, 35, 36, 37, 38, 39} and the other nodes are in
setVF . The nodes inVM∪VF are all equipped with secondary
frequency controllers such that VK = VM ∪ VF . We remark
that each synchronous machine is connected to a bus and its
phase angle is rigidly tied to the rotor angle of the bus if the
voltages of the system are constants [13]. Thus the angles of
the synchronous machine and the bus have the same dynamics.
The droop control coefficients are set to Di = 70 (p.u./p.u.
frequency deviation) for all i ∈ VM ∪ VF under the power
base 100 MVA and frequency base 60 Hz. The setting of Di
leads to a frequency response of -1.2 p.u./0.1 Hz which equals
to that of Quebec power grid connected by bus 39 [22]. The
economic power dispatch coefficient αi = 1/βi where βi is
generated randomly with a uniform distribution on (0, 1). In
the simulations, the setting of {Di, i ∈ VK } and randomly
generated coefficient {αi, i ∈ VK } yield that (αD)min = 70 and
(αD)max = 42560. The communication network is assumed
to be a spanning tree network as shown by the red lines in
Fig. 2, which satisfies the requirement in Assumption (2.4).
For GBPIAC, the entire network is controlled as a single area.
For DPIAC, each node i ∈ VK is controlled as a single area.
For MLPIAC, the network is divided into three areas by the
dash-dotted black lines as shown in Fig. 2.
Fig. 2. IEEE New England test power system
We set li j = 1 if node i and j are connected by a
12
communication line in DPIAC (11) and set lrq = 1 if area r
and q are connected by a communication line in MLPIAC (8).
Note that area 1 and 2 are connected by communication line
(1, 2) and area 1 and 3 are connected by (4, 14). However, area
1 and 3 are not connected by a communication line directly.
So their marginal costs cannot be exchanged. With the control
prices α and the Laplacian matrix of the communication
network, it can be computed that λmin = 0.0365 for DPIAC
and λmin = 0.1933 for MLPIAC.
At the beginning of the simulations, the power generation
and loads are balanced with nominal frequency f ∗ = 60. At
time t = 5 second, the loads at each of the buses 4, 12 and 20
increase 66 MW step-wisely, which amounts to a total power
imbalance of 198 MW and causes the frequency to drop below
the nominal frequency.
In the following, we evaluate the performance of the con-
trol approaches on restoring the nominal frequency with a
minimized control cost. Because both GBPIAC and PIAC
are centralized control, the principles of them on improving
the transient performance are the same, i.e., tuning the corre-
sponding gain coefficients in the decomposed first three sub-
processes. Note that besides the three sub-processes shared
with GBPIAC, i.e., the convergence processes of us(t) to
−Ps , ωs(t) to zero, and the synchronization process of ωi to
ωs(t), DPIAC considers the consensus process of the marginal
costs of all the nodes and MLPIAC considers the consensus
process of the marginal costs of all the areas. We consider the
dynamics of the frequency ωi(t) = ωi(t) + f ∗ and abstract
frequency ωs(t) = ωs(t) + f ∗ instead of ωi(t) and ωs(t)
respectively. Here, the response of ωs is obtained from (6) with
us as the total control input of the three methods respectively.
For illustrations of the extra frequency oscillation caused by
the overshoot of us , we refer to the simulations in, e.g., [8],
[16], [30], [41], [42], [41].
The simulation results are shown in Fig. 3 where there are
20 plots in 5 rows and 4 columns. The plots in the rows
from top to bottom illustrate the dynamics of the frequency
ωi(t) ∈ VM , control input us(t), abstract frequency ωs(t),
relative frequency ωi(t) − ωs(t) for all i ∈ VM , and marginal
costs of the controllers at the nodes of the synchronous
machines in DPIAC and of the areas in MLPIAC, and the
plots in the column from left to right illustrate the results
of PIAC, GBPIAC, DPIAC with k3 = 10, and MLPIAC
with k3 = 10 respectively. In these four simulations, we set
k = 0.4 for PIAC, k1 = 0.4, k2 = 1.6 for GBPIAC, DPIAC
and MLPIAC. Note that Assumption (4.1) is not satisfied in
the simulations of DPIAC and MLPIAC, i.e., k2k1 = 4 while the
values of 2(αD)max(αD)min+2k3λmin are about 1203 and 1152 for DPIAC
and MLPIAC with k3 = 10 respectively. We remark that the
relative frequency describes the synchronization process of
ωi(t) to ωs(t), which is the main concern of primary control.
Let us first focus on the performances of PIAC and GBPIAC
in the plots in the first and second column. It can be observed
from the plots from top to bottom that the frequencies are re-
stored to the nominal frequency without any extra oscillations,
the control input converges to the power imbalance exponen-
tially without an overshoot, the abstract frequency converges
to the nominal frequency without an overshoot, the frequencies
synchronize to the abstract frequency ωs , the marginal costs
are identical at the nodes of the synchronous machines. It can
be easily observed that the performance of GBPIAC is similar
to that of PIAC method, which indicates that the transient
performance of the frequency can be improved by GBPIAC.
Second, we turn to the performance of DPIAC in the plots
in the third column. Compared with GBPIAC by observing the
plots from top to bottom, the dynamics of ωi are similar to
that of GBPIAC, the control input us(t) and ωs(t) are identical
to that in GBPIAC, the synchronization of ωi to ωs is similar
to GBPIAC with slightly smaller magnitude of oscillations,
the marginal costs achieve a consensus at the steady state.
However, the marginal costs are not identical in the transient
phase, which is different from that in GBPIAC.
Third, we consider the performance of MLPIAC. It can be
seen from Fig. 3a4, Fig. 3b4, Fig. 3c4 and Fig. 3d4 that, the
subprocesses of us(t), ωs(t) and ωi − ωs are similar as in
GBPIAC and DPIAC. However, the marginal costs of the three
areas shown in Fig. 3e4 achieve consensus much faster than
in DPIAC even though the control gain k3 for the consensus
process equals to the one in DPIAC. Hence, for a large-scale
network, the multi-level control is more effective in decreasing
the control cost than the distributed method. So MLPIAC
balances the advantages and disadvantages of the centralized
and distributed control.
VI. CONCLUSION
In this paper, we proposed a multi-level secondary fre-
quency control, called Multi-Level Power-Imbalance Alloca-
tion control (MLPIAC), for a large-scale power system with
multiple areas. Centralized control is implemented within each
area and distributed control is implemented over the areas.
At the steady state, the nominal frequency is restored with
a minimized control cost. At the transient phase, the system
performance can be improved by tuning the control gain coef-
ficients without extensive computations. A trade-off between
centralized control and distributed control is determined. The
minimal cost can be more effectively achieved than the purely
distributed control due to the smaller number of areas than that
of nodes in the network. The requirements on communications
and computations are reduced compared to pure centralized
control due to the smaller number of nodes in each area than
that of nodes in the network.
However, Assumption (4.1) is still required for the asymp-
totic stability of MLPIAC even though it is not required in
the numerical simulations. How to relax Assumption (4.1)
theoretically still needs further consideration. The control
law may be applicable for the power systems with general
convex cost functions, which however needs further study
specially in the asymptotic stability analysis. Furthermore,
there usually are time-delays and noises in the measurement
of the frequency and communications in practice, in which
case the robustness of MLPIAC needs to be evaluated.
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Fig. 3. The simulation results of the PIAC, GBPIAC, DPIAC and MLPIAC methods on IEEE 39-bus test system. The control coefficient is set k = 0.4 in
PIAC, and k1 = 0.4, k2 = 1.6 in the other three methods. The black dashed lines in b1-b4, denote the power imbalance of the network.
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APPENDIX A
NOTATIONS
Denote the number of nodes in the sets VM,VF,VP and
VK by nm, n f , np, n respectively, the total number of nodes in
the power system by nt . So n = nm+n f and nt = nm+n f +np .
To express simply, we write a diagonal matrix β =
diag({βi, i · · · n}) ∈ Rn×n with βi ∈ R as diag(βi). It is
convenient to introduce the matrices D = diag(Di) ∈ Rn×n,
M = diag(Mi) ∈ Rn×n, α = diag(αi) ∈ Rn×n. Note that Mi = 0
for i ∈ VF and Mi > 0 for i ∈ VM . Denote the identity
matrix by In ∈ Rn×n, the n dimension vector with all elements
equal to one by 1n, θ = col(θi) ∈ Rnt , ω = col(ωi) ∈ Rn,
P = col(Pi) ∈ Rnt and ϕ = col(ϕi) ∈ Rnt where ϕi = θi − θ1
for all i ∈ V, η = col(ηi) ∈ Rn, and ξ = col(ξi) ∈ Rn.
The number of the areas is denoted by m, the control price
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of area r is αr . Denote αR = diag(αr ) ∈ Rm×m. Define matrix
R = (rir ) ∈ Rn×m with rir = 1 if node i belongs to area r ,
otherwise rir = 0. Note that α, αR, R satisfy
RTα−1R = α−1R , (65a)
1n = R1m. (65b)
Denote L ∈ Rm×m as the Laplacian matrix of the communi-
cation network as defined in (10).
For symmetric matrices A and B, we say A > 0 (or A ≥ 0 if
A is positive-definite (or semi-positive-definite), and say A > B
(or A ≥ B) if (A − B) is positive-definite (or semi-positive-
definite).
The following inequality is used frequently in the following
stability analysis of the control laws. For any x ∈ Rm, y ∈ Rm,
the following inequality holds
xT y ≤ 1
2
xT εx +
1
2
yT ε−1y,
where ε ∈ Rm×m is an invertible positive-definite diagonal
matrix. The inequality follows from[
x
y
]T [
ε −Im
−Im ε−1
] [
x
y
]
≥ 0.
APPENDIX B
PRELIMINARIES ON DAES
Consider the following DAE systems
Ûx = f (x, y), (66a)
0 = g(x, y), (66b)
where x ∈ Rn, y ∈ Rm and f : Rn × Rm → Rn and
g : Rn × Rm → Rm are twice continuously differentiable
functions. (x(x0, y0, t), y(x0, y0, t)) is the solution with the
admissible initial conditions (x0, y0) satisfying the algebraic
constraints
0 = g(x0, y0), (67)
and the maximal domain of a solution of (66) is denoted by
I ⊂ R≥0 where R≥0 = {x ∈ R|x ≥ 0}.
Before presenting the Lyapunov/LaSalle stability criterion
of the DAE system, we make the following two assumptions.
Assumption B.1: The DAE system possesses an equilibrium
state (x∗, y∗) such that f (x∗, y∗) = 0, g(x∗, y∗) = 0.
Assumption B.2: Let Ω ⊆ Rn × Rm be an open connected
set containing (x∗, y∗), assume (66b) is regular such that the
Jacobian of g with respect to y is a full rank matrix for any
(x, y) ∈ Ω, i.e.,
rank(∇yg(x, y)) = m, ∀(x, y) ∈ Ω.
Assumption (B.2) ensures the existence and uniqueness of
the solutions of (66) in Ω over the interval I with the initial
condition (x0, y0) satisfying (67).
The following theorem provides a sufficient stability condi-
tion for the stability of the equilibrium of DAE in (66).
Theorem B.3: (Lyapunov/LaSalle stability criterion [25],
[11]): Consider the DAE system in (66) with assumptions
(B.1) and (B.2), and an equilibrium (x∗, y∗) ∈ ΩH ⊂ Ω. If there
exists a continuously differentiable function H : ΩH → R,
such that (x∗, y∗) is a strict minimum of H i.e., ∇H |(x∗,y∗) = 0
and ∇2H |(x∗,y∗) > 0, and ÛH(x, y) ≤ 0, ∀(x, y) ∈ ΩH , then the
following statements hold:
(1). (x∗, y∗) is a stable equilibrium with a local Lyapunov
function V(x, y) = H(x, y) − H(x∗, y∗) ≥ 0 for (x, y) near
(x∗, y∗),
(2). Let Ωc = {(x, y) ∈ ΩH |H(x, y) ≤ c} be a compact
sub-level set for a c > H(x∗, y∗). If no solution can stay in
{(x, y) ∈ Ωc | ÛH(x, y) = 0} other than (x∗, y∗), then (x∗, y∗) is
asymptotically stable.
We refer to [25] and [11] for the proof of Theorem B.3.
APPENDIX C
PRELIMINARIES OF SYMMETRIZABLE MATRIX
Definition C.1: A matrix B ∈ Rm×m is symmetrizable if there
exists a positive-definite invertible diagonal matrix A ∈ Rm×m
and a symmetric matrix L ∈ Rm×m such that B = LA.
Theorem C.2: Consider the Laplaciam matrix L ∈ Rm×m
as defined in (10) and the positive-definite diagonal matrix
αR ∈ Rm×m as defined in Appendix (A). The matrix LαR is a
symmetrizable matrix and there exists an invertible matrix Q
such that
Q−1LαRQ = Λ, (68)
where Λ = diag(λi) ∈ Rm×m, λi is the eigenvalue of
Lα and λ1 = 0. Denote Q−1 = [Qv1,Qv2, · · · ,Qvm]T and
Q = [Q1,Q2, · · · ,Qm], we have
Qv1 = 1m, (69a)
αRQ1 = 1m, (69b)
QTαRQ = Im, (69c)
Q−1α−1R (Q−1)T = Im, (69d)
Q−1 = QTαR . (69e)
Furthermore, the new matrix W = [Qv2, · · · ,Qvm] ∈
Rn×(m−1) and S = [Q2, · · · ,Qm] ∈ Rm×(m−1) satisfy that
WT S = I(m−1), (70a)
WTα−1R W = I(m−1), (70b)
STαRS = I(m−1), (70c)
Qvi = αRQi, (70d)
W = αRS. (70e)
Proof : Let T =
√
αR which is a diagonal matrix, then
TLαRT−1 =
√
αRL
√
αR .
Hence, there exists an invertible matrix Γ−1 = ΓT such that
Γ−1TLαRT−1Γ = Γ−1
√
αRL
√
αRΓ = Λ.
Let Q = T−1Γ, we derive Q−1LαRQ = Λ. Since L is a Lapla-
cian matrix as defined in (10), we have 1TmLαR = 0, then there
is a zero eigenvalue, i.e., λ1 = 0. Denote Γ = [Γ1, Γ2, · · · , Γm],
then Γ−1 = ΓT = [Γ1, Γ2, · · · , Γm]T .
Since Γ1 is the eigenvector corresponding to λ1 = 0 of√
αRL
√
αR such that L
√
αRΓ1 = 0, from which we derive√
αRΓ1 = 1m. Hence by Q = T−1Γ, we obtain Q1 =
15
(√αR)−1Γ1 = α−1R 1m. Similarly we derive Qv1 = ΓT1 T =
ΓT
√
αR =
√
αRΓ1 = 1m.
By Q = T−1Γ, we derive ΓTαRQ = ΓTT−1αRT−1Γ = Im.
Q−1α−1R (Q−1)T = RT R = Im can be obtained similarly.
(70a) is yielded directly from Q−1Q = Im. (69c) and (69d)
yields ( 70b) and (70c). 
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