Consider a nonnegative continuous potential V on the half disk ID + = {z = x + iy : y > 0, |z| < 1} for which r 2 V (re iθ ) is nondecreasing as a function of r for every fixed 0 < θ < π. We prove an inequality for the distribution of the random variable
V (B s )ds where B s is the Brownian motion reflected on the top portion of the boundary and killed on the lower portion and τ ID + is its lifetime. This inequality, by the conformal invariance of Brownian motion, implies a result of Pascu [13] on "hot-spots" for certain symmetric convex domains.
Introduction
Loosely stated, the "hot spots" conjecture (also called the "hot-spots" property) formulated by J. Rauch in 1974 asserts that the maximum and the minimum of the first nonconstant Neumann eigenfunction for a bounded domain in IR n are attained on the boundary. Until 1999, except for some early results of Kawohl [12] for cylindrical domains, the conjecture remained completely open and even a precise formulation had not been written down. In Bañuelos and Burdzy [4] various precise forms of the conjecture are discussed and proved for certain classes of convex and non-convex planar domains. In its strongest form the conjecture asserts that any eigenfunction corresponding to the first nonzero Neumann eigenvalue attains its maximum and its minimum on the boundary and only on the boundary of the domain. For general planar domains counterexamples have been given in Burdzy and Werner [7] and in Bass and Burdzy [6] . In addition to the results in [4] , the conjecture was verified in Jerison and Nadirashvili [11] for convex planar domains which have two axes of symmetry. More recently, Atar and Burdzy [2] proved that the "hot-spots" property holds for lip domains. These are planar Lipschitz domains which lie between two Lipschitz functions of constant 1. Other positive results extending some of those in [4] are contained in Atar [1] . The "hot-spots" property is proved in Pascu [13] for planar convex domains with one line of symmetry for eigenfunctions which are antisymmetric with respect to this line. Also of interest is the recent paper of Freitas [10] which gives counterexamples for surfaces. All the above papers, with the exception of [11] and [10] which use analytic tools, are based on various coupling techniques for reflected Brownian motion. It is now widely believed that the "hot spots" conjecture in its strongest form is true for all bounded planar convex domains. Surprisingly, however, even this remains open. The purpose of this paper is to prove an inequality for the distribution of integrals of potentials in the unit disk composed with Brownian motion which, with the help of Lévy's conformal invariance, gives another proof of Pascu's result. Our proof of the inequality uses only elementary properties of reflected Brownian motion on the disk. In particular, it does not use coupling techniques. We hope our conformal map approach will generate further interest on this important problem.
Let ID = {z = x + iy : |z| < 1} be the unit disc in the complex plane. Denote by ID + = {z = x+iy ∈ D, y > 0} the upper half of the disc. Suppose
for all 0 < r 2 ≤ r 1 < 1, 0 < θ < π. We denote by {B t = X t + iY t } the Brownian motion in ID with reflection on its boundary. If z ∈ ID + and the Brownian motion starts at z, we let τ
is the lifetime of the Brownian motion in ID + reflected on the top portion of the boundary and killed upon hitting the x-axis. As usual, we denote by P z the Wiener measure for the process starting at z.
for all t > 0. Theorem 1.1, with the aid of conformal mapping, will give a result on "hot spots." Let D be a bounded smooth convex domain in IR 2 . Assume D has one axis of symmetry which we take to be the x-axis. Let µ > 0 be the first nonzero eigenvalue for the Neumann Laplacian in D. Suppose ϕ is an eigenfunction corresponding to µ which is antisymmetric with respect to the x-axis, ϕ(x, y) = −ϕ(x, −y). As we shall see, under these assumptions Theorem 1.1 implies the following theorem ( Pascu [13] ). Theorem 1.2. There exists z 0 ∈ ∂D such that
Furthermore, for all z ∈ D, ϕ(z) < ϕ(z 0 ).
In fact, Theorem 1.1 shows that ϕ(z) increases as z moves towards the boundary of D along hyperbolic geodesics and this is indeed what Pascu proved. Theorem 1.1 is proved in §2 and Theorem 1.2 is proved in §3.
Proof of Theorem 1.1
For the rest of this section z 1 = r 1 e iθ and z 2 = r 2 e iθ , 0 < r 2 < r 1 < 1 and 0 < θ < π, are two fixed points in ID + . Define the map T : B 0,
This function is differentiable almost everywhere on B 0,
and |T ′ | is continuous on the closure of B 0,
. To emphasize the starting point of the Brownian motion we will often write B z t for the Brownian motion starting at z. Let
and set
Proof. Changing variables we obtain
We consider two cases:
If (i) occurs, then by our definition of T and our assumption on V we have
Thus the integrand on the right hand side of (2.4) is bounded by
If (ii) occurs, then again by the definition of T and the assumption on V we have
As in (i), the integrand on the right hand side of (2.4) is dominated by
The above two cases prove the Lemma.
For z 1 ∈ ID + , let Ω(z 1 ) be the collection of all paths starting at z 2 reflected on the top half of ∂ID + and killed the first time they hit the x-axis with a similar definition for Ω(z 2 ). Notice that N : Ω(z 2 ) → Ω(z 1 ).
Proof. We will make repeated use of Lévy's conformal invariance of Brownian motion, both killed and reflected. Let us denote the upper half space of IR 2 by IH and recall that if z ∈ IH and (X 1 (t), X 2 (t)) is the two dimensional Brownian motion starting at z, the process (X 1 (t), |X 2 (t)|) is the Brownian motion in IH reflected on the x-axis. Let us write P z IR 2 and P z IH for the Wiener measure of these processes. Let g : IR 2 → IH be the map g(x, y) = (x, |y|) and F : C\{−i} → C\{−i} be the conformal map
Then F (ID) = IH, F −1 = F and F (F (z)) = 1/z for z = −i and z = 0. Let
We will partition Q into three disjoint subsets
where
Let U be the following subset of Q 2
Then one can check that P z 2 {U} = 0. Hence
From our definition of N and T it follows that
where N(Q 1 ), N(Q 2 \ U) and N(Q 3 ) are disjoint. It suffices to show that (2.10)
For Q 1 , we have
Similarly for Q 2 \ U, we have
For i = 3 let us consider the semi-circle SC r 2 r 1 = r 2 r 1 e iθ : 0 < θ < π .
Let M be a large positive integer and divide SC into M equal parts
where k = 0, 1, . . . , M − 1. Let
be the midpoint of the arc S k . We divide the time interval [0, t) into M intervals jt M , (j + 1)t M , j = 0, 1, . . . , M − 1 and consider the quantity (2.14)
As M → ∞, the sum in (2.14) tends to
Also,
Thus, (2.16)
As M → ∞, the sum on the right hand side of (2.16) tends to (2.17) Calculations similar to those in (2.12) and (2.13) will give
Hence, (2.10), for i = 3, follows from (2.14) to (2.18).
To prove Theorem 1.1, observe that by Lemma 2.1 and the fact that T (z) = z for |z| = (r 2 /r 1 ) 1/2 ,
Thus,
Therefore by Lemma 2.2,
which completes the proof of Theorem 1.1.
Proof of Theorem 1.2
Let f : ID → D be a conformal map of the unit disc onto D normalized by f (0) = 0 and f ′ (0) = 1. The convexity of D is equivalent, (see Duren [9] ) to
It follows easily from this (see Pascu [13] ) that the function
satisfies the assumption (1.1). By the symmetry of D and the antisymmetric of ϕ on the x-axis, we can take f such that
Then µ is the smallest eigenvalue for the Laplacian with Neumann boundary conditions on Γ + and Dirichlet boundary conditions on D ∩ {(x, 0) : x ∈ IR}. Let us denote by K t (z, w) the heat kernel of this mixed boundary value problem. If z = (x, y) and w = (u, v) are points in D + , then by the symmetry of D,
where P t (z, w) is the Neumann heat kernel for D and z * = (x, −y) and w * = (u, −v). Let B t be Brownian motion in D + which is reflected on Γ + and killed on {(x, y) ∈ D : y = 0}. Let τ D + be its lifetime. Then by Lévy's conformal invariance of Brownian motion and Theorem 1.1, for any z 1 = r 1 e iθ , z 2 = r 2 e iθ , 0 < r 2 < r 1 < 1, 0 < θ < π,
This shows that the function
is nondecreasing as z moves towards the boundary of D along the curves γ θ , 0 < θ < π, which are images of the radii {re iθ : 0 < r < 1} under the conformal map f . From our assumptions on f and D, such curves are "half" hyperbolic geodesics in D. We call such "half" hyperbolic geodesics, hyperbolic segments. The fact that P z {τ D + > t} is nondecreasing along hyperbolic segments was proved in Pascu [13] . From this, the monotonicity of the eigenfunction ϕ along these segments follows. Since some of the details of this argument are not presented in [13] , we will discuss them here. For this we need the following "mixed boundary conditions" version of Proposition 2.1 from [4] whose proof is essentially the same and we present it for completeness. Proposition 3.1. Let µ = µ 1 < µ 2 ≤ µ 3 ≤ . . . be the eigenvalues of the Laplacian in D + with mixed boundary conditions and with corresponding eigenfunctions {ϕ 1 , ϕ 2 , . . .}, where ϕ 1 = cϕ for some constant c. We as-
Proof. By Theorems 1.7.9 and 3.2.9 in Davies [8] , we have, for all 0 < t ≤ 1,
Thus by (3.2), we also have, for all 0
Applying the Cauchy-Schwartz inequality and using the fact that ϕ j 2 = 1, we obtain that
with C independent of j. This gives
for all j = 1, 2, . . .. We now follow the argument of Proposition 2.1 [4] . First, by (3.6) and the boundedness of D,
With (3.7) and t ≥ 3, we have
∞ j=2 e −µ j and since 0 < µ < µ 2 and the sum converges, this proves the Lemma.
Remark 3.1. Suppose D ⊂ IR n has the property that its Neumann heat kernel P N t (x, y) satisfies
for all x, y ∈ D for some constant C t independent of x, y. (This property holds, for example, for all Lipschitz domains and more generally, for all domains with the "extension property," by [8] .) Since the heat kernel for the mixed boundary value problem is bounded above by the Neumann heat kernel, the estimate (3.6) is also true for the heat kernel of the mixed boundary value problem in the domain, regardless of where the reflection and killing take place. Hence, Proposition 3.1 holds in greater generality.
To finish the proof of Theorem 1.2, let z 2 ∈ D + . Choose a hyperbolic segment γ θ with z 2 ∈ γ θ and let z 1 ∈ γ θ be such that f (z * 2 ) = z 2 and f (z * 1 ) = z 1 with z * 1 = r 1 e iθ , z * 2 = r 2 e iθ , 0 < r 2 < r 1 < 1, 0 < θ < π. Then by the nondecreasing property of P z {τ D + > t}, we have
Since for any z ∈ D
we see from (3.9) and Proposition 3.1 that
This shows the nondecreasing property of ϕ on hyperbolic segments and shows that its maximum must be attained at the boundary of D. Recall that ϕ(f (0)) = ϕ(0) = 0. Since the function ϕ is real analytic inside D and the hyperbolic segments are images of radii in the disk under the analytic function f , the function r → ϕ(f (re iθ )) is a nonconstant real analytic function on 0 < r < 1. Hence it follows from (3.10) that we in fact have (3.11) ϕ(z 2 ) < ϕ(z 1 ).
Thus ϕ attains its maximum on the boundary and only on the boundary of D. This completes the proof of Theorem 1.2.
Remark 3.2. For a different argument proving that (3.10) implies (3.11) under our assumptions on D, see Pascu [13] .
Remark 3.3. Using D − = {z ∈ D : ϕ(z) < 0} we can make the the same conclusions of Theorem 1.2 for the minimum of ϕ.
The above argument proves a more general result for mixed boundary value problems. This result raises several interesting questions related to the "hot spots" conjecture. In particular, given a planar domain whose boundary consists of two curves, what conditions must one impose on these two curves in order for the mixed boundary value problem (Dirichlet conditions on one piece of the boundary and Neumann on the other) for the first eigenfunction to have the "hot-spots" property?
Finally, it is clear from the above arguments and the previous question that a better understanding of the location and the geometry of the nodal line (and even more generally of the geometry of the level sets) of the first nontrivial Neumann eigenfunction for general convex domains could be very useful for further progress on the "hot-spots" conjecture. Indeed, it is clear that for symmetric domains our knowledge of the location and the geometry of the nodal line is crucial in deriving Theorem 1.2 from Theorem 1.1. This was also the case in [4] where the first (outside of those for explicit domain in [12] ) hot-spots results were proved. Some results in this direction are contained in Atar and Burdzy [3] for nodal lines and in Bañuelos and Pang [5] for level sets. Of course, nodal lines and level sets of eigenfunctions are interesting on their own right, independent of their possible consequences for the "hot spots".
