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We describe a linear algorithm to recover 3D affine
shape/motion from line correspondences over three views
with uncalibrated affine cameras. The key idea is the in-
troduction of a one-dimensional projective camera. This
converts the 3D affine reconstruction of “lines” into 2D
projective reconstruction of “points”. Using the full tenso-
rial representation of three uncalibrated 1D views, we prove
that the 3D affine reconstruction of lines from minimal data
is unique up to a re-ordering of the views. 3D affine line
reconstruction can be performed by properly rescaling im-
age coordinates instead of using projection matrices. The
algorithm is validated on both simulated and real image se-
quences.
1. Introduction
Using line segments instead of points as features has
attracted the attention of many researchers [11, 2, 29, 28,
27, 1] for various tasks such as pose estimation, stereo and
structure from motion. In this paper, we are interested in
structure from motion using line correspondences across
mutiple images. A minimum of three views is essential
for this, whereas two views suffice for point correspon-
dences. In the case of calibrated perspective cameras, the
main results on structure from line correspondences were
established in [11, 22, 2]: With at least six line correspon-
dences over three views, nonlinear algorithms are possible.
With at least thirteen lines over three views, a linear algo-
rithm is possible. The basic idea of the thirteen-line lin-
ear algorithm is similar to that of the eight-point algorithm
[12]: It is based on the introduction of a set of redundant
intermediate parameters. This provides a very heavy over-
parametrization of the problem that definitely leads to the
instability of the algorithm reported in [11]. The thirteen-
line algorithm was extended to uncalibrated camera case in
[7, 27]. The situation for uncalibrated camera case might be
expected to be better, as more free parameters are needed.
However, the 27 tensor components that are introduced as
intermediate parameters are still subject to 9 complicated al-
gebraic constraints. The algorithm can hardly be stable. A
subsequent nonlinear optimization step is almost unavoid-
able to refine the solution [2, 11, 22, 7].
In parallel, there has been a lot of work [23, 26, 20, 16,
17, 9, 10, 8, 14, 25] on structure from motion with sim-
plified camera models varing from orthographic projections
via weak and para-perspective to affine cameras, almost ex-
clusively for point features. These simplified camera mod-
els provide a good approximation to perpsective projection
when the depth of the object is small compared to the view-
ing distance. More importantly, they expose the ambiguities
that arise when perspective effects diminish. In such cases,
it is not only easier to use these simplified models but also
advisable to do so, as by explicitly eliminating the ambigu-
ities from the algorithm, one avoids computing parameters
that are inherently ill-conditioned. Another important ad-
vantage of working with uncalibrated affine cameras is that
the reconstruction is affine, rather than projective as with
uncalibrated projective cameras.
Motivated on the one hand by the lack of satisfactory
line-based algorithms for projective cameras and on the
other by the fact that the affine camera is a good model
for many practical cases, we investigated the properties of
line projection by affine cameras and proposed a linear al-
gorithm [18, 19] for affine structure from line correspon-
dences.
This paper is an extension of our previous work in which
the key advance introducing a one-dimensional projective
camera was made. The previous work concentrated on the
redundant data case to accomodate a factorization scheme
for lines. We were unable to solve for the reconstruction
ambiguity. In this paper, we use the same theoretical frame-
work but concentrate on the minimal data case. Instead
of using a projection matrix representation for reconstruc-
tion as in the previous work, we rely on a tensorial rep-
resentation of multi-views with one-dimensional cameras.
A complete analysis of the joint projection matrix reveals
the important role of the “epipoles” which, although redun-
dant with respect to the trilinear tensor, play a central role in
disambiguating the reconstruction. This new developement
allows us to finally prove that 3D affine reconstruction of
lines with the minimal data is unique up to a re-ordering
of views. Subsequently, a reconstruction algorithm based
on the rescaling of image coordinates is proposed and vali-
dated on both simulated and real images.
Throughout the paper, tensors and matrices are denoted
in upper case boldface, vectors in lower case boldface and
scalars in either plain letters or lower case Greek.
2. Review of the affine camera model for lines
As far as perspective (pin-hole) cameras are concerned,
the projection of a pointx = (x; y; z; t)T of P3 to a point
u = (u; v; w)T of P2 can be described by a3 4 homoge-
neous projection matrixP:u = P34x: (1)
For a restricted class of camera models, by setting the
third row of the perspective cameraP to (0; 0; 0; ), we ob-
tain the affine camera initially introduced by Mundy and
Zisserman in [15]
A34 = 0@p11 p12 p13 p14p21 p22 p23 p240 0 0 p341A  M23
013 t31  : (2)
This is the uncalibrated affine camera which emcom-
passes all the uncalibrated versions of the orthographic,
weak perspective and paraperspective camera models.
Now consider a line inIR3 through a pointx0 with direc-
tion dx:
xa = x0 + dx:
The affine cameraA34 projects this to an image line:
A34x1 = (Mx0 + t0) + Mdx = u0 + Mdx;
with direction du = M23dx; (3)
passing through the image point
u0  Mx0 + t0:
Equation (3) describes a linear mapping between direc-
tions of 3D lines and those of 2D lines. It can be derived
even more directly using projective geometry, by consid-
ering that the line with directiondx is the point at infinity
x1 = (dTx ; 0)T in P3 and the line with directiondu is the
point at infinityu1 in P2.
Comparing Equation (3) with Equation (1) which is a
projection fromP3 toP2, we see that Equation (3) is noth-
ing but a projective projection fromP2 toP1 if we consider
the 3D and 2D directions of lines as 2D and 1D projective
points. This means that the affine reconstruction of lines
with a two-dimensional affine camera is equivalent to the
projective reconstruction of points with a one-dimensional
projective camera!
There have been many recent works [3, 5, 24, 13, 4, 6,
21, 22] on projective reconstruction and the geometry of
multi-views of two dimensional uncalibrated cameras. Par-
ticularly, the tensorial formalism developed by Triggs [24]
is very interesting and powerful. We are now extending this
study to the case of the one-dimensional camera.
3. Uncalibrated one-dimensional camera
First, rewrite Equation (3) in the following form:u = M23x (4)
in which we useu = (u1; u2)T andx = (x1; x2; x3)T
instead ofdu and dx to stress that we are dealing with
“points” in the projective spacesP2 andP1 rather than line
directions in the vector spacesIR3 andIR2. This exactly de-
scribes a one-dimensional projective camera which projects
a pointx in P2 onto a pointu in P1.
We now examine the matching constraints between mul-
tiple views of the same point. There is a constraint only for
the case of 3 views.
Let the three views of the same pointx be given as fol-
lows: 8<: u = Mx ;0u0 = M 0x;00u00 = M 00x: (5)
These can be rewritten in matrix form as0@M u 0 0M 0 0 u0 0
M 00 0 0 u001A0BB@ x  0 001CCA = 0; (6)
which is the basic reconstruction equation for a one-
dimensional camera. The vector(x; ; 0; 00)T can-
not be zero, and so M u 0 0M 0 0 u0 0M 00 0 0 u00  = 0: (7)
The expansion of this determinant produces a trilinear
constraint of three views2Xi;j;k=1 Tijkuiu0ju00k = 0; (8)
or in short
T222uu0u00 = 0:
whereT222 = (Tijk) is a 2  2  2 homogeneous
tensor whose componentsTijk are3 3 minors of the fol-
lowing 6 3 joint projection matrix:0@MM 0
M 001A = 0BBBBBB@ 121020100200
1CCCCCCA : (9)
The components of the tensor can be made explicit asTijk = [ij0k00]; for i; j0; k00 = 1; 2:
where the bracket[ij0k00] denotes the33 minor of i-th,j0-
th andk00-th row vector of the above joint projection matrix
and bar “” in i, j andk denotes the mapping(1; 2) 7! (2; 1):
It can be easily seen that any constraint obtained by
adding further views reduces to a trilinearity. This proves
the uniqueness of the trilinear constraint. Moreover, the222 homogeneous tensorT222 has7 = 222 1
d.o.f., so it is a minimal parametrization of three views since
three views have exactly3 (2 3  1)  (3 3  1) = 7
d.o.f., up to a projective transformation inP2.
Each correspondence over three views gives one linear
constraint on the tensor componentsTijk . With at least 7
points inP1, the tensor componentsTijk can be estimated
linearly.
At this point, we have obtained a remarkable result that
for the one-dimensional projective camera, the trilinear ten-
sor encapsulates exactly the information needed for projec-
tive reconstruction inP2. Namely, it is the unique matching
constraint, it minimally parametrizes the three views and it
can be estimated linearly. Contrast this to the 2D image
case in which the multilinear constraints are algebraically
redundant and the linear estimation is only an approxima-
tion based on over-parametrization.
3.1. 2D projective reconstruction by rescaling
According to Triggs [24], the projective reconstruction
in P3 can be viewed as being equivalent to the rescaling of
the image points inP2. We have just proven that recover-
ing the directions of affine lines in 3D space is equivalent
to 2D projective reconstruction from one-dimensional pro-
jective images. Therefore, a reconstruction of the directions
of 3D affine lines can be obtained by rescaling the direction
vectors of image lines, viewed as points ofP1.
For each 1D image point through in views (cf. Equa-
tion (5)), the scale factors, 0 and00–taken individually–
are arbitrary: However, taken as a whole(u; 0u0; 00u00)T ,
they encode the projective structure of the pointsx inP2. One way to explicitly recover the scale factors(; 0; 00)T is to notice that the rescaled image coordinates(u; 0u0; 00u00)T should lie in the joint image, or alterna-
tively to observe the following matrix identity:0@M uM 0 0u0
M 00 00u001A = 0@ MM 0M 001A I33 x :
The rank of the left matrix is therefore at most 3. All44
minors vanish. Expanding by cofactors in the last column
gives homogeneous linear equations in the components ofu, 0u0 and00u00 with coefficients that are33 minors of
the joint projection matrix:
Tjk(u)  e001 (0u0)T + e01(00u00)T = 022; (10)
whereTjku is forP2i=1 Tijkui, a2 2 matrix.
There are two types of minors: Those involving three
views with one row from each view and those involving two
views with two rows from one view and one from the other.
The first type gives the 8 components of the tensorT222
and the second type gives 12 components of the “epipoles”
e1; e2; e01; e02; e001 ; e002 . The epipoles are defined by analogy
with the 2D camera case, as the projection of one projection
center onto another view.
At present we only knowTijk–the epipoles are still un-
known. To find the rescaling factors for projective recon-
strucion, we need to solve for the epipoles. One way to
proceed is as follows. Takingx to be the projection center
of the second viewo0, and projecting into the three views,
Equation (10) reduces toTjke2 =  00e01e00T2 :
As e01e00T has rank 1, so doesTjke2. Its 2  2 determi-
nant must vanish,i.e. jTjke2j = 0:
As each entry of the2 2 matrix is homogeneous linear
in e2 = (u1; u2)T , the expansion ofjTjke2j gives a homo-
geneous quadraticu21 + u1u2 + u22 = 0; (11)
where; ;  are known in terms ofTijk .
Doing the same thing with the projection center of the
third viewo00 givesTjke3 = 0e001e0T3 :
and hence jTjke3j = 0:
In other words, it leads to exactly the same quadratic equa-
tion (11) with e3 replacinge2. The two solutions of the
quadratic (11) are2 ande3–only the ordering remains am-
biguous.
The other epipoles are easily obtained,e01 and e002 by
factorizing the matrixTjke2 ande001 ande01 by factorizing
Tjke3.
If the first solution set isf~e2;~e01;~e002 ;~e3;~e001 ;~e03g;
the reordering gives the second solution setfe3 = ~e2; e001 = ~e01; e03 = ~e002 ; e2 = ~e003 ; e01 = ~e001 ; e002 = ~e03g:
Once all the epipoles have been recovered, the scale fac-
tors of the image “points” for 3D direction reconstruction
can easily be recovered by solving the linear homogeneous
equation (10).
3.2. Retrieving normal forms for projection matri-
ces
The geometry of the three views is most conveniently,
and completely represented by the projection matrices asso-
ciated with each view. In the previous section, the trilinear
tensor was expressed in terms of the projection matrices.
Now we seek a map from the trilinear tensor representa-
tion back to the projection matrix representation of the three
views.
Without loss of generality, we can always take the fol-
lowing normal forms for the 3 projection matrices
M =  I22 0 ;
M 0 =  A22 c ;
M 00 =  D22 f : (12)
It is straightforward to verify that the projection center
of the first view is Ker(M1) = (0; 0; 1)T , so thate01 = c and
e001 = f.
Now, the trilinear tensor(Tijk) can be exhibited as
Tijk = ( 1)i+1(dkicj   ajifk): (13)
As c andf are known,aij anddij can be solved linearly
from the eight homogeneous equations of (13).
Note that in our previous work [18], we recovered the
projection matrices nonlinearly without knowing epipoles,
whereas here we recover them linearly using the epipoles.
4. Uncalibrated translations and affine shape
To recover the full affine structure of the lines, we still
need to find the vectort31 of the affine cameras defined
in (2). These represent the image translation and magnifica-
tion components of the camera. Recall that line correspon-
dences from two views do not impose any constraints on
camera motion: The minimum number of views required
is three. The recovery of the uncalibrated translations is
essentially linear once the uncalibrated rotations have been
recovered. A detailed linear algorithm is developed in our
previous work [18, 19].
The final reconstruction step of lines can be easily
formulated as a subspace selection and solved by SVD
[18, 19].
5. Affine-structure-from-lines theorem
In view of the results obtained above, we can establish
the following.
For the recovery of affine shape and affine motion from
line correspondences with an uncalibrated affine camera,
the minimum number of views needed is three and the mini-
mum number of lines required is seven for a linear solution.
The recovery is unique up to a re-ordering of the views.
This result can be compared with that of Koenderink and
Van Doorn [9] for affine structure with a minimum of two
views and five points.
6. Experimental results
The algorithm presented in this paper has been validated
with both simulated and real image sequences. Due to lack
of space, only an experiment based on real images will be
presented.
A Fujinon/Photometrics CCD camera is used to aquire a
sequence of images of a box of size121212:65cm. The
image resolution is576 384. A Canny-like edge detector
is first applied to each image. The contour points are then
linked and fitted to line segments by least squares. Line
correspondences across three views are selected by hand. A
total of 46 lines is selected, as shown in Figure 1.
The reconstruction algorithm generates infinite 3D lines.
To find 3D line segments, we reproject the 3D lines into one
Figure 1. One image of the sequence and the
extracted line segments.
image plane, then project the corresponding original image
line segment orthogonally onto the reprojected line and fi-
nally back-project the resulting reprojected line segment to
3D space.
Figure 2 shows two views of the reconstructed 3D line
segments. We note that the affine structure of the box is
almost perfectly recovered. An average residual error of
one tenth of a pixel is achieved.
The affine structures obtained can be converted to Eu-
clidean ones (up to a global scaling factor) as soon as we
know the aspect ratio of the camera [17]. Figure 3 shows
the rectified affine shape. The two sides of the box are ac-
curately orthogonal to each other.
7. Discussion
A linear structure from motion algorithm for lines with
uncalibrated affine cameras has been presented, based on
an analysis of the geometry of uncalibrated multiple views
in 1D cameras. The algorithm requires a minimum num-
ber of seven line correspondences over three views. It has
also been proven that the affine reconstruction is unique up
to a re-ordering of views with the minimal data. The lin-
ear algorithm is not based on the over-parametrization used
for perspective cameras. This gives the intrinsic stability of
the algorithm. The previous results of Koenderink and Van
Doorn [9] on affine structure from motion using point corre-
spondences are therefore extended to line correspondences.
Experimental results based on real and simulated image se-
quences demonstrate the accuracy and the stability of the
method.
As the algorithm presented in this paper is developed
within the framework suggested in [17] for points, it is
straightforward to integrate both points and lines into the
same approach.
Figure 2. Reconstructed line segments: a
general view and a top view
Figure 3. A side view rectified using the
known aspect ratio of the camera.
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