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A B S T R A C T
In this work the numerical discretization of the partial differential governing equa-
tions for compressible and incompressible flows is dealt within the discontinuous
Galerkin (DG) framework along space-time adaptive meshes. Two main research
fields can be distinguished: (1) fully explicit DG methods on collocated grids and
(2) semi-implicit DG methods on edge-based staggered grids. DG methods became
increasingly popular in the last twenty years mainly because of three intriguing
properties: i) non-linear L2 stability has been proven; ii) arbitrary high order of
accuracy can be achieved by simply increasing the polynomial order of the cho-
sen basis functions, used for approximating the state-variables; iii) high scalability
properties make DG methods suitable for large-scale simulations on general un-
structured meshes.
It is a well known fact that a major weakness of high order DG methods lies in
the difficulty of limiting discontinuous solutions, which generate spurious oscilla-
tions, namely the so-called ’Gibbs phenomenon’. Over the years, several attempts
have been made to cope with this problem and different kinds of limiters have
been proposed. Among them, a rather intriguing paradigm has been defined in
the work of [71], in which the nonlinear stabilization of the scheme is sequentially
and locally introduced only for troubled cells on the basis of a multidimensional
optimal order detection (MOOD) criterion. In the present work the main benefits
of the MOOD paradigm, i.e. the computational robustness even in the presence of
strong shocks, are preserved and the numerical diffusion is considerably reduced
also for the limited cells by resorting to a proper sub-grid. In practice the method
first produces a so-called candidate solution by using a high order accurate unlimited
DG scheme. Then, a set of numerical and physical detection criteria is applied to
the candidate solution, namely: positivity of pressure and density, absence of float-
ing point errors and satisfaction of a discrete maximum principle in the sense of
polynomials. Then, in those cells where at least one of these criteria is violated the
computed candidate solution is detected as troubled and is locally rejected. Next,
the numerical solution of the previous time step is scattered onto cell averages on
a suitable sub-grid in order to preserve the natural sub-cell resolution of the DG
scheme. Then, a more reliable numerical solution is recomputed a posteriori by em-
ploying a more robust but still very accurate ADER-WENO finite volume scheme
on the sub-grid averages within that troubled cell. Finally, a high order DG polyno-
mial is reconstructed back from the evolved sub-cell averages. Moreover, handling
typical multiscale problems, dynamic adaptive mesh refinement (AMR) and adap-
tive polynomial order methods are probably the two main ways of preserving
accuracy and efficiency, and saving computational effort. The here adopted AMR-
approach is the so called ’cell by cell’ refinement because of its formally very simple
tree-type data structure. In the here-presented ’cell-by-cell’ AMR every single ele-
ment is recursively refined, from a coarsest refinement level `0 = 0 to a prescribed
v
finest (maximum) refinement level `max ∈ IN+0 , accordingly to a refinement-estimator
function χ that drives step by step the choice for recoarsening or refinement. The
combination of the sub-cell resolution with the advantages of AMR allows for an
unprecedented ability in resolving even the finest details in the dynamics of the
fluid. First, the Euler equations of compressible gas dynamics and the magnetohydrody-
namics (MHD) equations have been treated [281]. Then, the presented method has
been readily extended to the special relativistic ideal MHD equations [280], but also
the the case of diffusive fluids, i.e. fluid flows in the presence of viscosity, thermal
conductivity and magnetic resistivity [116]. In particular, the adopted formalism is
quite general, leading to a novel family of adaptive ADER-DG schemes suitable for
hyperbolic systems of partial differential equations in which the numerical fluxes
also depend on the gradient of the state vector because of the parabolic nature of diffu-
sive terms. The presented results show clearly that the shock-capturing capability of
the news schemes are significantly enhanced within the cell-by-cell Adaptive Mesh
Refinement (AMR) implementation together with time accurate local time stepping
(LTS). The resolution properties of the new scheme have been shown through a
wide number of test cases performed in two and in three space dimensions, from
low to high Mach numbers, from low to high Reynolds regimes.
In particular, concerning MHD equations, the divergence-free character of the
magnetic field is taken into account through the so-called hyperbolic ’divergence-
cleaning’ approach which allows to artificially transport and spread the numerical
spurious ’magnetic monopoles’ out of the computational domain.
A special treatment has been followed for the incompressible Navier-Stokes equa-
tions. In fact, the elliptic character of the incompressible Navier-Stokes equations
introduces an important difficulty in their numerical solution: whenever the small-
est physical or numerical perturbation arises in the fluid flow then it will instan-
taneously affect the entire computational domain. Thus, a semi-implicit approach
has been used. The main advantage of making use of a semi-implicit discretization
is that the numerical stability can be obtained for large time-steps without lead-
ing to an excessive computational demand [117]. In this context, we derived two
new families of spectral semi-implicit and spectral space-time DG methods for the
solution of the two and three dimensional Navier-Stokes equations on edge-based
staggered Cartesian grids [115], following the ideas outlined in [97] for the shallow
water equations. The discrete solutions of pressure and velocity are expressed in
the form of piecewise polynomials along different meshes. While the pressure is
defined on the control volumes of the main grid, the velocity components are de-
fined on edge-based dual control volumes, leading to a spatially staggered mesh. In
the first family, high order of accuracy is achieved only in space, while a simple
semi-implicit time discretization is derived by introducing an implicitness factor
θ ∈ [0.5, 1] for the pressure gradient in the momentum equation. The real advan-
tages of the staggering arise after substituting the discrete momentum equation
into the weak form of the continuity equation. In fact, the resulting linear system
for the pressure is symmetric and positive definite and either block penta-diagonal
(in 2D) or block hepta-diagonal (in 3D). As a consequence, the pressure system
can be solved very efficiently by means of a classical matrix-free conjugate gradi-
vi
ent method. Moreover, a rigorous theoretical analysis of the condition number of
the resulting linear systems and the design of specific preconditioners, using the
theory of matrix-valued symbols and Generalized Locally Toeplitz (GLT) algebra
has been successfully carried out with promising results in terms of numerical
efficiency [102]. The resulting algorithm is stable, computationally very efficient,
and at the same time arbitrary high order accurate in both space and time. The
new numerical method has been thoroughly validated for approximation polyno-
mials of degree up to N = 11, using a large set of non-trivial test problems in
two and three space dimensions, for which either analytical, numerical or experi-
mental reference solutions exist. Moreover, the here mentioned semi-implicit DG
method has been successfully extended to a novel edge-based staggered ’cell-by-cell’
adaptive meshes [114].
vii

P R E FA C E
This thesis has been submitted in partial satisfaction of the requirements for the de-
gree of Doctor of Philosophy in Civil, Environmental and Mechanical Engineering
in the Doctoral school of the Department of Civil, Environmental and Mechanical
Engineering (DICAM) at University of Trento, Italy.
This work has been carried out under the supervision of Prof. Dr.-Ing Michael
Dumbser within the three-years Doctoral Programme in Civil, Environmental and
Mechanical Engineering at DICAM Dept. of University of Trento.
The presented research has been financed mainly by the European Research Coun-
cil (ERC) under the European Union’s Seventh Framework Programme (FP7/2007-
2013) with the research project STiMulUs, ERC Grant agreement no. 278267.
The author has also received funding from the European Union’s Horizon 2020
Research and Innovation Programme under the project ExaHyPE, grant agreement
number no. 671698 (call FETHPC-1-2014).
The author also acknowledges the Leibniz Rechenzentrum (LRZ) in Munich, Ger-
many, for awarding us access to the SuperMUC supercomputer, as well as the
support of the HLRS in Stuttgart, Germany, for awarding access to the Hazel Hen
supercomputer.
This thesis deals with applied mathematics, as a branch of mathematical stud-
ies, or applied physics, as a branch of physical studies, but also computational
science, as a branch of computer science. The main mathematical, physical and
computational ingredients, are mixed together bringing this work in the context
of mathematical-engineering. The final application is simulating physical balance
laws of fluid dynamics for several different fluid theories, i.e. with or without elec-
trical currents and magnetic fields, with or without dissipative effects of viscosity
or magnetic resistivity, from the compressible to the fully incompressible limit.
Trento, January 2017
Francesco Fambri
ix

A C K N O W L E D G E M E N T S
I would like to thank Prof. Dumbser for guiding me through this research, the
inspiring supervision of my PhD studies but in particular for the very friendly
academic environment he inspires in his research group.
Then I would like to thank Prof. Hidalgo for the collaboration done, and many
special thanks to Dr. Zanotti for the fruitful collaboration, the valuable discussions
about plasma physics, relativistic hydrodynamics and for his friendship.
Many thanks also to Prof. Casulli and Prof. Toro, for introducing me to the fields
of semi-implicit numerical modeling and Riemann solvers together with their en-
thusiastic interest in numerical analysis.
Finally, I am particularly grateful to the person who allowed me to complete these
studies and at the same time enjoying the sweet company of my child Giacomo,
id est my wife Laura and her indefatigable faith.
xi

P U B L I C AT I O N S
This thesis is based on the following publications:
[1] O. Zanotti, F. Fambri, M. Dumbser, and A. Hidalgo. Space-time adaptive
ADER discontinuous Galerkin finite element schemes with a posteriori sub-
cell finite volume limiting. Computers & Fluids, 118:204–224, (2015).
[2] O. Zanotti, F. Fambri, and M. Dumbser. Solving the relativistic magneto-
hydrodynamics equations with ADER discontinuous Galerkin methods, a
posteriori subcell limiting and adaptive mesh refinement. Mon. Not. R. Astron.
Soc., 452:3010–3029, (2015).
[3] F. Fambri and M. Dumbser. Spectral semi-implicit and space-time discontin-
uous Galerkin methods for the incompressible Navier-Stokes equations on
staggered Cartesian grids. Applied Numerical Mathematics, 110:41–74, (2016).
[4] F. Fambri, M. Dumbser, and O. Zanotti. Space-time adaptive ADER-DG -
schemes for dissipative flows: compressible Navier-Stokes and resistive MHD
equations. Submitted to, ISSN arXiv:1612.01410.
[5] F. Fambri and M. Dumbser. Semi-implicit discontinuous Galerkin methods
for the incompressible Navier-Stokes equations on adaptive staggered Carte-
sian grids. Submitted to, ISSN arXiv:1612.09558.
[6] M. Dumbser, F. Fambri, I. Furci, M. Mazza, S. Serra- Capizzano, and M.
Tavelli. Staggered discontinuous Galerkin methods for the incompressible
Navier-Stokes equations: spectral analysis and computational results. Sub-
mitted to, ISSN arXiv:1612.04529.
xiii

C O N T E N T S
i introduction 1
1 preliminaries on conservation laws and pde 3
1.1 Hyperbolic systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Hyperbolic, parabolic and elliptic PDEs . . . . . . . . . . . . . 3
1.1.2 Hyperbolic systems and characteristics . . . . . . . . . . . . . 4
1.2 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Basic concepts of numerical discretization . . . . . . . . . . . . . . . . 7
1.3.1 Domain of dependence, determinacy and influence . . . . . . 7
1.3.2 Convergence and approximation . . . . . . . . . . . . . . . . . 7
1.3.3 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.4 CFL condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.5 Monotonicity and Godunov theorem . . . . . . . . . . . . . . 9
1.3.6 From variational methods to continuous Galerkin schemes . . 9
2 notes on compressible fluids and magnetic fields 13
2.1 Balance laws for dissipative fluids . . . . . . . . . . . . . . . . . . . . 13
2.2 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Scales and approximations . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Mass, momentum and energy . . . . . . . . . . . . . . . . . . . 17
2.2.3 The B equation and the generalized Ohm’s law . . . . . . . . 19
2.2.4 The VRMHD equations . . . . . . . . . . . . . . . . . . . . . . 20
2.2.5 Computational magnetohydrodynamics and div(B) = 0 . . . 20
2.2.6 The augmented VRMHD system . . . . . . . . . . . . . . . . . 22
2.2.7 The augmented ideal MHD system . . . . . . . . . . . . . . . 23
2.2.8 Navier-Stokes equations . . . . . . . . . . . . . . . . . . . . . . 24
2.2.9 Euler equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.10 Incompressible Navier-Stokes equations . . . . . . . . . . . . . 24
2.2.11 Special relativistic ideal MHD . . . . . . . . . . . . . . . . . . . 25
ii dg methods for compressible fluids 29
3 ader-dg methods with sub-cell limiters and amr 31
3.1 ADER-DG methods for compressible gas dynamics . . . . . . . . . . 31
3.1.1 ADER-DG methods for MHD, Navier Stokes and Euler equa-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.2 ADER-DG methods for special relativistic MHD . . . . . . . . 33
3.2 Discrete equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 The element local space-time DG predictor . . . . . . . . . . . 36
3.3 AMR and Sub-Cell Limiting . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1 A sub-cell finite-volume limiter . . . . . . . . . . . . . . . . . . 38
3.3.2 A ’cell by cell’ AMR . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.3 Incorporation of the sub-cell limiter into the AMR framework 41
xv
xvi contents
3.3.4 Local time-stepping . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 numerical validation and results 47
4.1 Convergence tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1.1 Isentropic vortex (Euler) . . . . . . . . . . . . . . . . . . . . . . 47
4.1.2 Alfen wave (SR-MHD) . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 1D Riemann problems . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1 Sod and Lax problems (Euler) . . . . . . . . . . . . . . . . . . . 48
4.2.2 Shock tube problems in SR-MHD (SR-MHD) . . . . . . . . . 51
4.3 Two-dimensional tests . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.1 Double Mach reflection problem (Euler) . . . . . . . . . . . . . 57
4.3.2 Forward facing step (Euler) . . . . . . . . . . . . . . . . . . . . 58
4.3.3 2D Riemann problems (Euler) . . . . . . . . . . . . . . . . . . . 62
4.3.4 Cylindrical explosion problem (Euler) . . . . . . . . . . . . . . 66
4.3.5 Lid-driven cavity flow at low Mach number – M=0.1 (CNS) . 67
4.3.6 Compressible 2D mixing layer (CNS) . . . . . . . . . . . . . . 70
4.3.7 Shock-vortex interaction (CNS) . . . . . . . . . . . . . . . . . . 71
4.3.8 Viscous double Mach reflection problem (CNS) . . . . . . . . 76
4.3.9 MHD rotor problem (MHD) . . . . . . . . . . . . . . . . . . . . 77
4.3.10 Orszag-Tang vortex system (MHD) . . . . . . . . . . . . . . . . 81
4.3.11 The rotor problem (SR-MHD) . . . . . . . . . . . . . . . . . . . 84
4.3.12 Cylindrical blast wave (SR-MHD) . . . . . . . . . . . . . . . . 87
4.3.13 Orszag-Tang vortex system (SR-MHD) . . . . . . . . . . . . . 90
4.3.14 The SR-MHD Kelvin-Helmholtz instability (SR-MHD) . . . . 90
4.3.15 Kelvin Helmholtz instability for the CNS and the VRMHD
equations (CNS and VRMHD) . . . . . . . . . . . . . . . . . . 94
4.3.16 Magnetic reconnection (VRMHD) . . . . . . . . . . . . . . . . 98
4.4 Three-dimensional tests . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.4.1 Spherical explosion problem (Euler) . . . . . . . . . . . . . . . 99
4.4.2 3D Taylor-Green vortex at low Mach number (M=0.1) . . . . . 99
iii dg methods for incompressible fluids 107
5 spectral dg methods on staggered cartesian meshes 109
5.1 Semi-implicit DG methods for fluid dynamics . . . . . . . . . . . . . 109
5.2 The spatially staggered AMR meshes . . . . . . . . . . . . . . . . . . 112
5.3 Space of solutions PN on staggered AMR meshes . . . . . . . . . . . 114
5.4 A semi-implicit time discretization . . . . . . . . . . . . . . . . . . . . 119
5.4.1 Spectral SI-DG on staggered AMR grids . . . . . . . . . . . . . 119
5.4.2 Advection and diffusion . . . . . . . . . . . . . . . . . . . . . . 126
5.4.3 Final algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.5 A spectral-DG time discretization . . . . . . . . . . . . . . . . . . . . . 129
5.5.1 Spectral st-DG on uniform meshes . . . . . . . . . . . . . . . . 129
5.5.2 Implicit diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.5.3 Space-time pressure correction algorithm . . . . . . . . . . . . 133
5.5.4 A different framing: time-dependence of divergence-free errors135
6 numerical validation and results 137
contents xvii
6.1 Convergence tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.1.1 Oscillatory viscous flow between two flat plates (st-DG) . . . 137
6.1.2 2D Taylor-Green vortex (SI-DG with AMR, and st-DG) . . . . 139
6.1.3 3D Arnold-Beltrami-Childress flow (st-DG) . . . . . . . . . . . 143
6.2 Two-dimensional tests . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.2.1 Blasius boundary layer (SI-DG) . . . . . . . . . . . . . . . . . . 146
6.2.2 Lid-driven cavity: 2D (SI-DG) . . . . . . . . . . . . . . . . . . . 148
6.2.3 Backward facing step: 2D (SI-DG) . . . . . . . . . . . . . . . . 150
6.2.4 2D double shear layer (SI-DG with AMR) . . . . . . . . . . . 154
6.3 Three-dimensional tests . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.3.1 Lid-driven cavity: 3D (SI-DG) . . . . . . . . . . . . . . . . . . . 158
6.3.2 Backward facing step: 3D (SI-DG) . . . . . . . . . . . . . . . . 160
6.3.3 Three dimensional Taylor-Green vortex problem (SI-DG) . . . 160
6.3.4 Vortex ring dynamics (SI-DG with AMR) . . . . . . . . . . . . 167
iv conclusions 179
7 conclusion and perspectives 181
7.1 ADER-DG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.1.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.1.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.2 Spectral semi-implicit and space-time DG . . . . . . . . . . . . . . . . 183
7.2.1 Summary and conclusive remarks . . . . . . . . . . . . . . . . 183
bibliography 187
A C R O N Y M S
AMR Adaptive mesh refinement
CFL Courant-Friedrichs-Lewy
CNS Compressible Navier-Stokes
DG Discontinuous Galerkin
ENO Essentially non-oscillatory
FD Finite difference
FE Finite element
FV Finite volume
GLT Generalized locally Toeplitz
IncNS Incompressible Navier-Stokes
MHD magneto-hydro-dynamics
MOOD Multidimensional optimal order detection
PDE Partial differential equation
RK Runge-Kutta
SCL Sub-cell limiter
SI-DG Semi-implicit discontinuous Galerkin
SR-MHD Special relativistic magneto-hydro-
SR-HD Special relativistic hydro-dynamics
st-DG Space-time discontinuous Galerkin
TVD Total variation diminishing
VRMHD Viscous and resistive magneto-hydro-dynamics
VR-SR-MHD Viscous and resistive (special) relativistic magneto-hydro-dynamics
WENO Weighted essentially non-oscillatory
xviii
Part I
I N T R O D U C T I O N
The first part of the thesis is organized in two chapters with the intent
to introduce the basic definitions, ideas and references for the numeri-
cal solution of PDEs (Chapter 1) and to give brief physical motivation
of the treated governing equations (Chapter 2). The content of these
chapters are thought to be a sort of basic handbook for those notions of
numerical methods and governing equations that are used in the rest
of the thesis. The introduction is based on some important references,
in particular see mainly [259] but also [132, 79, 187] for the numerics,
[29, 181, 118] for the main notions of continuum physics and balance
laws, and [66, 180, 137, 155, 154] for the theory of fluids in magnetic
fields.1
1 numerics: Toro [259], Leveque [187], Courant and Hilbert [79], Godunov and Ryabenkii [132];
physics: Batchelor [29], Landau et al. [181], Fasano and Marmi [118], Chen [66], Landau et al.
[180], Goedbloed and Poedts [137], Javorskij and Detlaf [155], Jackson [154], Rezzolla and Zanotti
[236]

1
P R E L I M I N A R I E S O N C O N S E RVAT I O N L AW S A N D P D E
In continuum physics, balance laws are expressed in terms of differential equa-
tions that, after stating proper boundary and initial conditions, lead to the defini-
tion of a specific physical problem. On the other hand, given a conserved physi-
cal observable Q, q being the relative density, then the conservation between the
amount of Q within a control volume T = [x1, x2] and the flux of Q through the
boundary holds, i.e.
d
dt
∫x2
x1
qdx = f (q(x2), x2, t) − f (q(x1), x1) . (1.1)
Then, assuming differentiability of q the relative differential form holds
∂
∂t
q =
∂
∂x
f (q, x, t) . (1.2)
Whenever u is a discontinuous function, then the differential form holds only in
the sense of distributions, i.e. in its weak integral form, i.e. after multiplication by
a sufficiently regular test function (continuously differentiable and with compact
support) ϕ∫x2
x1
ϕ
∂
∂t
qdx =
∫x2
x1
ϕ
∂
∂x
f (q, x, t) dx. (1.3)
The integral form is important because it allows discontinuous solutions, the coun-
terpart is that the proper initial and boundary conditions are not always sufficient
for determining the uniqueness of the solution. Then a so called entropy condition
is needed for determining the degree of admissibility for a given weak solution.
In general, a system of balance laws could consider other terms in the equations,
such as stiff or non-stiff sources, non-conservative products, or parabolic terms, which
are often used to model dissipative processes.
1.1 hyperbolic systems
1.1.1 Hyperbolic, parabolic and elliptic PDEs
Given a physical law and the corresponding differential equation, the fundamental
character of the law is independent on the chosen coordinate system. This fact, a
sort of relativity principle for the nature of the governing PDEs, allows to classify
second order PDEs in three families: hyperbolic, elliptic and parabolic. For simplicity,
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let us consider a general second order differential operator L acting on a function
q = q(x,y), according to
L[q] = aqxx + bqxy + cqyy + I[x,y,q,qx,qy], (1.4)
a, b and c being constant real coefficients, I a general non-linear first order dif-
ferential operator. It can be shown that, after a change of coordinates, the corre-
sponding PDE L[q] = 0 can be written in three canonical forms depending on the
so-called discriminant ∆ of the characteristic quadratic form L˜ = L˜(kx,ky)
L˜(kx,ky) = a k2x + b kxky + c k
2
y, ∆ = b
2 − 4ac. (1.5)
In particular, operator L is said
i. hyperbolic if ∆ > 0,
ii. parabolic if ∆ = 0, (1.6)
iii. elliptic if ∆ < 0.
The chosen nomenclature is directly linked to the algebraic properties of the
quadratic form L˜ at a fixed point (x,y), depicted by the geometric properties of
the curve L˜ = 1: a hyperbola, a parabola or an ellipse respectively. In particular,
the corresponding PDEs written in normal form are
i. for hyperbolic PDEs :

qξξ − qηη + I˜(ξ,η,q,qξ,qη) = 0
or
qξη + I˜(ξ,η,q,qξ,qη) = 0
ii. for parabolic PDEs : qξξ + I˜(ξ,η,q,qξ,qη) = 0
iii. for elliptic PDEs : qξξ + qηη + I˜(ξ,η,q,qξ,qη) = 0
Major examples are the wave equation for the hyperbolic case, the heat equation
for the parabolic and the Laplace or Poisson equation for the elliptic case. Notice
that conditions (1.6) implies existence of two, one or zero real solution to the
characteristic equation L˜(kx,ky) = 0.
1.1.2 Hyperbolic systems and characteristics
Unfortunately, classifying and reducing general systems of PDEs into normal form
is not straightforward. The governing PDEs approximating a real physical system
rarely show a purely hyperbolic, parabolic or elliptic character. Physical dissipa-
tion is linked to parabolic terms, the divergence-free constraint to elliptic ones,
but in general, the majority of the partial differential equations for dynamical sys-
tems, are directly linked to transport and wave equations at finite velocities, dealing
with hyperbolic systems. Then, the more pedagogical way of introducing the main
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aspects about the numerical treatment of the governing equations toward the re-
search topic of this thesis, is to consider first a system of m conservation laws in
one space dimension that can be cast into the following form
Qt + Fx = 0, or alternatively Qt +AQx = 0. (1.7)
Here, Q = Q(x, t) and F(Q, x, t) are respectively the vector of conserved variables
and the vector of fluxes in the form
Q =
(
q1, q2, . . . , qm
)
, F =
(
f1, f2, . . . , fm
)
, (1.8)
and the Jacobian of the fluxes A = ∂F/∂Q has been introduced. This system of
PDE is classified to be hyperbolic or elliptic at a given point (x, t) depending on the
properties of the Jacobian of the fluxes A = ∂F/∂Q, in particular system (1.7) is
said to be:
i. hyperbolic if A has m linearly independent eigenvectors b1, b2, .., bm with real
eigenvalues λ1, λ2, .., λm;
ii. elliptic if none of the eigenvalues are real.
In the simplest approximation A has constant coefficients and system (1.7) is said
to be linear. For hyperbolic systems, the Jacobian matrix A is diagonizable, i.e. A
can be written in the form A = BΛB−1 with
Λ = diag (λ1, λ2, . . . , λm) , B = [b1, b2, . . . , bm] , Abi = λibi (1.9)
After multiplication of system by B−1 from the left and inserting the identity
I = BB−1, one obtains the so called canonical, or normal or characteristic form of
system (1.7), i.e.
Ct +ΛCx = 0 (1.10)
after defining the vector of the so called characteristic variables
Q = BC, =⇒ Qt = BCt, Qx = BCx. (1.11)
It becomes evident that for linear systems, the corresponding governing equation
written in characteristic variables, yields to a set of m independent linear advection
equations for the unknowns ci
∂ci
∂t
+ λi
∂ci
∂t
= 0, i = 1, 2, ..,m. (1.12)
Moreover, λi is called characteristic speed and one can show that the solution for a
general initial value problem for system (1.10) is
ci(x, t) = ci(x− λit, 0), i = 1, 2, . . . ,m. (1.13)
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Notice that, for the scalar case, i.e. m = 1, this means that the physical state C
is conserved along characteristic curves, where a characteristic curve (or characteristic)
is defined by the relation dx/dt = λi. Then, from equation (1.11) one recovers
the original conserved variables Q. It is an inspiring consideration noting that the
conserved variables Q are expressed as a linear combination of the eigenvectors
of the Jacobian matrix A, i.e. from the definition of B and C (1.9) and (1.11)
Q = Q(x, t) =
m∑
i=1
ci(x, t)bi =
m∑
i=1
ci(x− λt, 0)bi, (1.14)
In particular, the relative linear coefficients are exactly the values of the corre-
sponding characteristic variables ci, that are independently advected along the
characteristics. In the simplest considered case, the characteristic curves are straight
lines in (x,t). In the more general case, the characteristics are curved and discontin-
uous solutions can be generated even with continuous initial data. The theoretical
investigation of general approximate or exact solutions of a classical initial value
problem for an hyperbolic system with piecewise constant initial data, i.e.Q = QL
for x < 0,Q = QR for x > 0, is the so called Riemann problem. The theoretical study
of characteristics and the investigation for exact or approximated Riemann solvers
constitutes two of the main pillars for the development of modern numerical meth-
ods in fluid dynamics, see [259].
1.2 numerical methods
Nowadays, there are many numerical approaches available for solving hyperbolic
systems. The main character of a given numerical strategy is given by the choice
of the approximation of the solution u, called numerical solution uh, the approxi-
mation of the physical domain Ω, in space or time, called mesh or grid Ωh, and the
definition of the reference form of the governing PDEs, e.g. differential, integral or
weak form, see equations (1.1-1.3). Let us consider for simplicity one dimensional
problems. The main three families of numerical methods for hyperbolic systems
are: finite-difference, finite-volume and finite-element methods:
i. Whenever the numerical solution uh is defined point-wise according to a given
set of points, i.e.
Ωh = {xi ∈ Ω}i=1,2,..,N, uinh ≈ u(xi, tn),
satisfying the differential equation (1.2), it deals with finite-difference methods
(FD);
ii. whenever the integral equation (1.1) is considered and the numerical solution
uh is defined to be a piece-wise constant function according to a given set of
non-overlapping cells, i.e.
Ωh = {Ti|Ti ⊂ Ω and ∪i Ti = Ω}i=1,2,..,N, uinh =
∫
Ti
u(x, tn)dx,
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it deals with finite-volume methods (FV); according to the finite-volume dis-
cretization, cell-averages uinh are evolved in time;
iii. whenever the weak equation (1.3) is considered over a set of non-overlapping
elements, similarly to FV methods, and the numerical solution uh is approx-
imated by means of piece-wise polynomial functions along the space do-
main, it deals with finite-element (FE) methods; according to the finite-element
methods, the degrees of freedom of the chosen polynomial basis are directly
evolved in time
Ωh = {Ti|Ti ⊂ Ω and ∪i Ti = Ω}i=1,2,..,N, uinh =
∑
j
ϕju
in,j,
{ϕj} being a polynomial basis; in particular, whenever the numerical solution
is allowed to be discontinuous at element interfaces ∂Ti, then it deals with
the so called discontinuous Galerkin (DG) finite-element methods; due to the
use of the weak formulation (1.3), FE methods were also called variational-
difference or projection-difference which probably reflect better the character of
the method.
1.3 basic concepts of numerical discretization
In the following sections, the main properties and theorems for numerical methods
for hyperbolic PDE have been selected and briefly outlined.
1.3.1 Domain of dependence, determinacy and influence
As stated before, for linear scalar advection equations, the solution at a given point
P = (x, t) is solely dependent on the initial state at a single point P0 = (x0, t0),
i.e. the intercept of the characteristic. Then, the following generalization becomes
obvious: the domain of dependence of a given point P = (x, t) is the subsetD−(P) of the
domain of definition of the solution that is subtended by any characteristics passing
through P. Moreover, the subtended (past) space-time area, spanning the complete
dynamics of the domain of dependence of P, is called domain of determinacy. Vice-
versa, range of influence D+(P) of a given point P = (x, t) is the sup-tended (future)
space-time area by all the characteristics passing through P.
1.3.2 Convergence and approximation
An alternative way of defining a discretization process as it has been depicted in the
previous section, is summarized in defining a proper space of solutions uh as a
normed space Uh over a mesh Ωh, satisfying the corresponding differential, integral
or weak governing equation. A normed space is a general vector space associated
to a proper scalar product. Given a differential operator L, operating on functions u
L[u] = f, (1.15)
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and the corresponding discrete problem
Lh[uh] = fh, (1.16)
one can define an equivalence correspondence between the solution u and a func-
tion (u)h ∈ Uh, i.e. the representation or projection of u into the discrete space Uh.
Then, the fundamental property of convergence holds if
lim
h→0
‖(u)h − uh‖Uh
hp
→ 0 (1.17)
for p > 0. In particular, referring to solution uh, convergence is said to be of order
p with respect to h.
After introducing a linear normed space Fh, corresponding to the right hand
side discrete-function fh, then the discrete system (1.16) is said to approximate equa-
tion (1.15) on the solution u if the residual δfh = Lh[(u)h] − Lh[uh] converges to zero
with h, i.e.
‖δfh‖Fh
h
=
‖Lh[(u)h] − Lh[uh]‖Fh
hk
→ 0, (1.18)
with k > 0. In particular, the approximation is said to be of order k with respect to h.
1.3.3 Stability
A numerical scheme (1.16) is said to be stable if there exists δ > 0, hδ > 0 such that
for any mesh size h < hδ and any residual δfh ∈ Fh, with ‖δfh‖Fh < δ, then exists
one and only one solution zh corresponding to residual δfh, i.e. Lh[zh] − L[uh] = δfh,
such that the following inequality holds
‖zh − uh‖Uh 6 C ‖δfh‖Fh (1.19)
where C is a positive constant. Moreover, if the discrete operator approximates a
differential operator on u and the scheme is stable, then convergence of order p = k
holds.
1.3.4 CFL condition
The Courant-Friedrichs-Lewy (CFL) condition is a necessary, not sufficient, condi-
tion for guaranteeing convergence/stability of a numerical scheme. The CFL condition
can be stated as: in order to convergence being valid, see relation (1.17), in the limit
h → 0, any arbitrary neighborhood of any point belonging to the domain of depen-
dence D−(P) of point P = (x, t) must contain a point of the discrete domain of
dependence D−h (P) of P, for sufficiently small values of h, i.e. D
−(P) ⊆ D−h (P).
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1.3.5 Monotonicity and Godunov theorem
A numerical scheme that can be written in the form
un+1h (x) = H (u
n
h) , x ∈ Ti (1.20)
is said to be monotone if
∂H
∂unh
> 0. (1.21)
Notice that a convex (or monotone) linear combination of a set {qi} does not gen-
erate new maxima or minima. From one hand, monotone schemes may present
the so called clipping-effect, i.e. the clipping of extrema. On the counterpart, when-
ever a non-monotone schemes is used for approximating discontinuous solution,
spurious oscillations may arise.
The Godunov theorem, see [133], states that monotone, linear schemes are at most
first order accurate. This means that for reaching higher order of accuracy, one
should resort to non-monotone schemes, or non-linear schemes.
1.3.6 From variational methods to continuous Galerkin schemes
Following step by step [132], we consider the vector space (or linear space) V(Ω)
of continuous functions in a closed domainΩ ⊂ IR2 with bounded first derivatives,
whose discontinuities lie along a finite set of lines, different for any function. The
respective completion of V respect to the norm
‖q‖V =
[∫
Ω
q2 dx dy+
∫
Ω
[(
∂q
∂x
)2
+
(
∂q
∂y
)2]
dx dy
]1
2
, q ∈ V (1.22)
yields the definition of a Sobolev space V12. An illustrative variational formula-
tion of a PDE with solutions q in V over the domain Ω is represented by the
correspondence between the Dirichlet problem{
∂2q
∂x2
+ ∂
2q
∂y2
= g(x,y), (x,y) ∈ Ω
q|
∂Ω
= 0
, (1.23)
and the minimum of the functional
δS[q] = 0,
q = S[q] =
∫
Ω
[(
∂q
∂x
)2
+
(
∂q
∂y
)2
+ 2g q
]
dx dy
q|
∂Ω
= 0
(1.24)
A numerical solution of the variational problem (1.24) consists in determining a
minimizing sequence {qn} such that
lim
n−→∞S[qn] = S[q] (1.25)
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In 1908, Ritz proposed a rigorous discrete procedure, see the original version in
[239], which is briefly summarized in the following steps:
1. chosen a discrete spaceVNh , generated by a chosen set of linearly independent
functions {ϕi}i=1,..,N satisfying the boundary conditions of the considered
variational problem, e.g. ϕi|
∂Ω
= 0 for (1.24);
2. the solution qh ∈ VNh approximating q, solution to the variational problem
(1.24) can be written as a linear combination of the basis
qh =
∑
i
qihϕi, (1.26)
and it is solution to the discrete variational problem
∂
∂qih
S[qh] = 0, i = 1, . . . ,N. (1.27)
In coherence with the rest of the thesis, qih are called degrees of freedom for the
discrete solution qh.
3. In particular, after introducing a scalar product
〈q˜, q˜ ′〉 =
∫
Ω
(
∂q˜
∂x
∂q˜ ′
∂y
+
∂q˜ ′
∂x
∂q˜
∂y
)
dx+
∫
∂Ω
σq˜q˜ ′dΣ (1.28)
with σ a positive given function over ∂Ω, and the corresponding norm
‖q˜‖ = 〈q˜, q˜〉, equation (1.27) is rewritten in the more familiar linear system∑
i
G
ij
〈·,·〉q
j
h = −
∫
Ω
gϕj dx, j = 1, . . . ,N; (1.29)
where G〈·,·〉 = {〈ϕi,ϕj〉}i,j=1,..,N is called Gram matrix of the basis functions
{ϕi} with respect to the aforementioned scalar product. In particular, G is
symmetric, positive definite and the existence and uniqueness of the solution
to (1.35) in consequently ensured.
Even more interesting, one can show that the following identity
S(qh) − S(q) = min
q˜h∈VNh
(S(q˜h) − S(q)) (1.30)
= min
q˜h∈VNh
〈q˜h − q, q˜h − q〉 (1.31)
= 〈qh − q, q˜h − q〉 ≡ ‖qh − q‖2 (1.32)
is true, meaning the discrete solution qh ∈ VNh is the one that minimizes the error
h = ‖qh − q‖. In simple words, the discrete solution qh is the projection of q into the
discrete space VNh in the sense of the scalar product 〈·, ·〉.
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Later, in 1916, Galerkin applied the discrete projection strategy of Ritz to the
cases in which, in principle, a corresponding variational form of the boundary-
value problem is unknown. A direct substitution of the definition (1.26) of a
generic discrete solution qh ∈ VNh into the differential PDE, e.g. (1.23), would
yield
∂2qh
∂x2
+ ∂
2qh
∂y2
− g(x,y) = δh(x,y), (x,y) ∈ Ω
qh|
∂Ω
= 0
(1.33)
with δh the discrete residual. A good solution qh would give δh approximating
zero with the characteristic mesh size h, but imposing (1.33) is a very strong con-
dition for an estimating function qh in the form of (1.26). Then, Galerkin defined
the proper numerical condition by imposing the projection of the residual δh over
the basis functions being zero, i.e.
(ϕi,L[qh] − g) ≡
∫
Ω
ϕi (L[qh] − g) dx = 0, i = 1, . . . ,N, (1.34)
where L[q] is the differential operator of (1.23); (·, ·) is also a scalar product, defined
according to the simplest interpretation of (1.34). Then, after some computations
and considering the simple boundary value problem (1.23), the following linear
system for the degrees of freedom {qih} holds∑
i
G
ij
〈·,·〉q
j
h = −
(
g,ϕj
)
, j = 1, . . . ,N, (1.35)
which matches exactly the discrete problem obtained by means of the variational
Ritz method. On important consideration is that the numerical accuracy of both
Ritz and Galerkin methods depends only on the choice of the discrete space VNh
and not on the basis. A natural correspondence between the variational-(Ritz) and
projection-(Galerkin) methods to the known finite-difference strategy arises when
considering basis functions interpolating the unity in a given set of points {xi ∈ Ω}.
Indeed, minimizing the functional S[qh] or the residual projection (ϕ, δh) would
give a direct relation between the degrees of freedom of qh with the point-wise
values of the resulting discrete solution, i.e qh(xi) ≡ qih. One of the peculiar prop-
erties of the Ritz-Galerkin method is that independently on the choice of the point
set {xi}, the numerical formulation appears to be the same, i.e independently on
the complexity of the mesh and boundaries.

2
N O T E S O N C O M P R E S S I B L E F L U I D S A N D M A G N E T I C F I E L D S
We recall that the Navier-Stokes equations are of general theoretical and practi-
cal interest for the description of fluid flow with a wide spectrum of applications,
ranging from the field of hydraulics, oceanic and atmospheric flow modeling, man-
tle convection in geophysics, aerospace, mechanical and naval engineering up to
the simulation of physiological fluid flows in the human cardiovascular or respi-
ratory system. On the other hand, there are also many interesting flows of magne-
tized fluids (plasmas) which are typically described by the MHD equations, but
in which resistivity effects of electromagnetic fields are also important, such as in
solar flares, in the magnetosphere of neutron stars, in inertial or magnetic confine-
ment fusion for civil energy production, in plasma actuators for active control of
boundary layers, but also in plasma thrusters for the propulsion of satellites and
small spacecraft, just to mention a few examples. In particular, the Navier-Stokes
equations can be obtained by the viscous-resistive MHD (VRMHD) equation after
setting the electromagnetic fields E and B equal to zero.
2.1 balance laws for dissipative fluids
Mass conservation within a fluid particle at time t = t0 is ensured by
d
dt | t0
∫
Ω(t)
ρdV ≡
∫
Ω(t0)
∂
∂t
ρdV −
∫
∂Ω(t0)
ρv · ndS (2.1)
yielding the corresponding differential form
∂ρ
∂t
−∇ · (ρv) = 0. (2.2)
The balance law for an arbitrary extensive physical quantity θ associated to a given
small fluid particle Ω subject to external influences is
d
dt
∫
Ω
(ρθ) =
∫
Ω
Q (2.3)
where Q is the effective density of source strength that depends on the nature of the
extensive quantity θ. In general Q can can be written as the summation of two
terms, the volume and surface forces acting on Ω, having∫
QdΩ =
∫
FρdΩ+
∫
σ · nˆ dS (2.4)
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where F is the volume ’force’, i.e. the rate of change of θ per unit mass due to ’long
range’ interaction; σ is the corresponding stress tensor (vector in this case), the rate
of change of θ per unit surface due to the surface interaction with the external fluid.
By considering mass conservation and the motion of the fluid particle introducing
the notion of material derivative D/Dt , equation 2.3 can be written in differential
form as
ρ
D
Dt
θ = ρF+∇ · σ, (2.5)
valid in every point x in the fluid. A special case of (2.5) is the equation of motion,
with ρθ being the momentum of the fluid. Then equation (2.5) collapses to the
classical Newton law, and can be expressed as
ρ
D
Dt
vi = ρFi +
∂
∂xj
σij (2.6)
here vi is the i-th component of the velocity vector, Fi is the i-th component of the
resultant volume force acting in x. Here the Einstein convention of summation over
repeated indexes is assumed. Equation (2.6) is called indefinite equation of motion for
the continuous media, because it holds for any continuous media. By definition,
for fluids at rest tangential stresses vanish and only the isotropic part establishes
the equilibrium in the fluid, i.e. σ takes the form σij = −pδij which defines the
pressure p > 0, the minus sign states that fluids resist to compression forces. In
general, the stress tensor σ has an isotropic as well as a non-isotropic component
σij = −pδij + σ
′
ij, (2.7)
where σ ′ called the deviatoric stress tensor and it depends only on the fluid motion,
i.e. when the local derivatives ∂vi/∂xj 6= 0. The simplest form that allows the
correct equilibrium properties for fluids at rest, uniform (v =const) or uniform
circular motion (v = Ω× r), is
σ ′ij = µ
(
∂vi
∂xj
+
∂vj
∂xi
−
2
3
δij
∂vk
∂xk
)
+ ζδij
∂vk
∂xk
(2.8)
Moreover the so called symmetry of the stresses σij ≡ σji holds. Here, µ and ζ are
the dynamic (or first) and second viscosity coefficients. Equation (2.8) follows after
assuming the fluid to be isotropic, i.e. the physical properties of the fluid are inde-
pendent on the kinematics, described by a scalar function. Mass conservation and
momentum balance (2.1-2.6) constitute a system of four differential equations with
five unknowns, i.e. pressure, density and velocity components only if the interac-
tion forces depend on the kinematic fluid variables. To close the problem, at least
one further equation is needed. In the following, the energy balance equation and in-
teractions are introduced for different scenarios in fluid dynamics: the equations of
viscous and resistive magneto-hydrodynamic (VRMHD), the ideal MHD (MHD),
the Navier-Stokes equations (NS) and Euler equations.
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2.2 governing equations
In plasma physics, the standard procedure of deriving the MHD equations con-
sists in the following steps: i) starting from the basic theory of motion of single
charge particles in magnetic and electric fields, ii) then, a rigorous kinetic theory is
derived by introducing the electro-magnetic interactions into the Boltzmann equa-
tions; iii) under the hypothesis of frequent collisions and by means of momentum
reduction of the corresponding Boltzmann equations for the distribution function
of electrons and ions, the large-scale equations are obtained; iv) in combination
with the Maxwell equations, a corresponding two fluid theory is derived for the
motion of ions and electrons in plasmas, i.e.
∂nα
∂t +∇ · (nαvα) = 0, mass conservation
nαmα
(
∂vα
∂t + vα · ∇vα
)
+∇pα −nαqα (e+ vα ×B) = Rα, mom. conservation
∂pα
∂t + vα · ∇pα + γpα∇ · vα = (γ− 1)Qα en. conservation
α = e, i
(2.9)
which are the large-scale equations for two interpenetrating fluids; v) after few im-
portant physical considerations about the order of magnitude of the interactions,
the assumption for the fluid of quasi charge neutrality, the small relative motion
between ions and electrons and the non-relativistic approximation, i.e.
|ne −Zni|  ne, quasi charge-neutrality
|ve − vi|  v, small relative motion
v  c, non-relativistic regime
(2.10)
the two fluid equations collapse to one single equations for a globally neutral and
conducting fluid, written in the global physical variables
ρ = neme +niMi, (2.11)
ρc = −e(ne −Zni) ≈ 0, (2.12)
v =
nemeve +nimivi
ρ
, (2.13)
j = −e (neve −Znivi) . (2.14)
In the previous equations: ne and ni are the electron and ion number density; e
is the electron charge unit; qα is the charge of particle α (α = e, i: electron or ion);
Z is the ionization number; me and Mi the electron and ion masses; ρ and ρc the
mass and charge density for the one-fluid theory; ve, vi and v the electron, ion and
global-fluid velocity; c the speed of light. Moreover, Rα is the collision integral
term and it is object of study in transport theory. In particular, even after neglect-
ing (Vlasov equation), after assuming a Maxwell-Boltzmann velocity distribution
or following the slightly more sophisticated formulation of the Landau collision
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integral, the large-scale contribution for the single-fluid is zero, i.e. Re = −Ri. This
fact can be interpreted to be essentially result from the local momentum conser-
vation in like- and unlike-particle collisions, in first approximation. On the other
hand, for the energy balance law follows the equation for the heat dissipation
term Qe +Qi = η|j|2.
In this work, we restrict ourselves to introducing the proper definition of total en-
ergy, the corresponding energy fluxes, the equation of state and the proper interaction
forces into the momentum balance law (2.6).
In presence of electromagnetic (e.m.) fields the Maxwell equations hold
Ampere: ∇×B = µ0jtot + 0µ0 ∂E∂t , Gauss (B): ∇ ·B = 0
Faraday: ∇× E = −∂B∂t Gauss (E): ∇ · E = ρtot0 ,
(2.15)
which are used in the following dimensional analysis because it helps in estimat-
ing the order of magnitude of the interactions. In Gaussian units (which are more
convenient), the Maxwell equations read
Ampere: ∇×B = 1c
(
4pijtot +
∂E
∂t
)
, Gauss (B): ∇ ·B = 0
Faraday: ∇× E = −1c ∂B∂t Gauss (E): ∇ · E = 4piρtot.
(2.16)
E and B are correspondingly the electric and magnetic fields, j the current density,
ρ the charge density, 0 and µ0 are correspondingly the vacuum permittivity and
permeability constant, where c is the speed of light.
2.2.1 Scales and approximations
Under a coordinate transformation between inertial reference frames with relative
velocity v, the e.m. fields change according to
E ′ = Γ
(
E+
v×B
c
)
−
Γ2
Γ + 1
(
v · E
c
)
v
c
, (2.17)
B ′ = Γ
(
B−
v× E
c
)
−
Γ2
Γ + 1
(
v ·B
c
)
v
c
, (2.18)
Γ = (1− v2/c2)−1/2 being the Lorentz factor. In the non-relativistic limit Γ ≈ 1 and
v/c ≈ 0, and then from (2.18)
E ′ ≈
(
E+
v×B
c
)
, B ′ ≈
(
B−
v× E
c
)
, (2.19)
The most important considerations arise in evaluating the relative order of mag-
nitude of E and B in the non-relativistic and low-frequency limit. After doing some
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dimensional analysis of the Faraday’s law in (2.16), i.e. second row and first col-
umn, and the transformation law of B in (2.19)
|∇× E| =
∣∣∣∣1c ∂B∂t
∣∣∣∣ −→ ∣∣∣∣EL
∣∣∣∣ ≈ ∣∣∣∣1c BT
∣∣∣∣ ⇒ |E| ≈ Vc |B| , (2.20)∣∣∣∣B ′ −BB
∣∣∣∣ = ∣∣∣∣v× EcB
∣∣∣∣ −→ ∣∣∣∣B ′ −BB
∣∣∣∣ ≈ Vc
∣∣∣∣EB
∣∣∣∣ ⇒ ∣∣∣∣B ′ −BB
∣∣∣∣ ≈ V2c2 , (2.21)
1
c
∣∣∂E
∂t
∣∣
|∇×B| ≈
1
c |E/T |
B/L
≈ V
c
|E|
|B|
⇒
1
c
∣∣∂E
∂t
∣∣
|∇×B| ≈
V2
c2
, (2.22)
with V = L/T , L and T being correspondingly the spatial and temporal scales.
Then, considering the non-relativistic/low-frequency limit V/c 1, one obtains
|E|
|B|
 1,
∣∣∣∣B ′ −BB
∣∣∣∣ 1, 1c
∣∣∂E
∂t
∣∣
|∇×B|  1 (2.23)
stating (i) the dominance of magnetic interaction with respect to the electric coun-
terpart, (ii) the univocal definition of magnetic fields independently on the chosen
inertial reference system and (iii) the Maxwell’s displacement current being negli-
gible in the approximated field theory.
2.2.2 Mass, momentum and energy
Equation (2.2) gives the balance law for the conservation of mass. In presence
of an external magnetic field B, a current density j is subjected to the Lorentz
force according to FL = j× B, which is exactly the interaction force source that
is introduced in the momentum balance law (2.6) for a quasi-neutral conduct-
ing fluid. Indeed, thanks to the quasi-charge neutrality approximation, Coulomb
forces FC = ρE are negligible. The resulting balance equation is then
ρ
D
Dt
v−
j×B
c
−∇ ·σ = 0. (2.24)
The energy equation arise or from the single-fluid approximation of (2.9) or from
a proper manipulation of the mass and momentum conservation laws (2.2) and
(2.24), and the proper fundamental thermodynamic relations. The demonstration
could become too long for the context of this thesis. Then, the final result is re-
ported in the following with the fundamental intuitive motivations.
The first principle of thermodynamics for a dynamic system states:
d
(
U+
Mv2
2
)
= δQ+ δA ′, or d
(
H+
Mv2
2
)
= δQ+ δA ′ + d (pV) (2.25)
where U and H are the fundamental variable of thermodynamics called internal
energy and enthalpy of the dynamic system, respectively; M is the mass; v the ve-
locity of the system kinematics; δQ the heat absorbed by the system from the external
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environment; δA ′ the amount of work done by external forces (the sign is positive);
p the pressure and V the volume of the thermodynamic system. Notice that the
aforementioned balance law for a general extensive quantity θ (2.5) shows the
same contribution: with ρθ = ρE, the total energy of the system, then its differen-
tial is a perfect balance between external/internal work, internal dissipation and
heat transfer. The corresponding differential equation can be written, similarly to
the third equation in (2.9), as
∂
∂t
(ρE) +∇ ·
{
v · [(ρE+ p)I−σ ′ −β]− κ∇T − ηc2
(4pi)2
B ·
(
∇B−∇BT
)}
= 0,
(2.26)
where the total energy density ρE,
ρE = ρ+
1
2
ρv2 +
1
8pi
B2 (2.27)
which contains the internal energy density ρe, the kinetic energy density, 12ρv
2 and
B2/8pi is related to the fluid pressure p by the ideal gas equation of state (EOS)
p = ρ (γ− 1) ; (2.28)
γ is the ratio of specific heats; the shear stress σ has been written in its isotropic
(pressure) and non-isotropic (viscous) components, see equation (2.7), as
σ = −pI+σ ′ = −pI+ µ
(
∇v+∇vT − 2
3
∇ · v
)
. (2.29)
A very similar form is assumed by the so called Maxwell stress tensor that contains
the stress due to the electro-magnetic forces
β =
1
4pi
(
−
1
2
B2 I+B⊗B
)
, (2.30)
where the negative and isotropic component −B2 I/8pi is called magnetic pressure for
obvious reasons, and which is the same term appearing in (2.27), the remaining
terms are the so called magnetic tension. The non resistive component of the flux
tensor for the energy balance law can be regarded to be the e.m. energy density
transported through the Pointing vector S = cE× B/4pi, momentum and energy
carrier for e.m. fields. Notice the Maxwell stress tensor is independent on any
viscous-resistive effect due to internal physical friction or dissipation. Then the last
two terms in the energy flux represent the real viscous-resistive terms in the energy
equations, that are the heat flux vector qκ, proportional to the heat conduction
coefficient κ, i.e.
qκ = −κ∇T (2.31)
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and the electric current dissipation term qη, proportional to the electric resistivity
η of the medium, i.e.
qη = −
ηc2
(4pi)2
B ·
(
∇B−∇BT
)
(2.32)
which arise from the evaluation of the collision integral of the third of the two-
fluid equations (2.9), yielding to the Ohmic dissipation term Q = η|j|2.
2.2.3 The B equation and the generalized Ohm’s law
Until here, we have written six equations (mass, momentum, energy and equation
of state) with eight unknowns. Indeed, a field equation is needed for the magnetic
vector B and a proper equation of the current density j should be defined. The
pre-Maxwell Ampere’s law, i.e. neglecting the Maxwell’s displacement current, see
equation (2.23), gives a direct relation between the current density j and B in the
simplified form
∇×B = 4pi
c
j (2.33)
Moreover, Faraday’s law in (2.16) shows the time derivative of B and it seems to be
a good candidate for a governing equation of the field. Nevertheless, it introduces
the dependency on the electric counterpart E and it calls for a new equation. Also
in this case, kinetic and transport theory is used. Combining the two fluid equa-
tions, after some manipulation and (i) considering the low-frequency motion, i.e.
when inertial (cyclotron frequency) effects are unimportant, (ii) the limit of mass
ratio m/M→ 0, one obtains the so called generalized Ohm’s law
E+
v×B
c
= ηj+
1
en
(j×B−∇pe) (2.34)
where term j× B is called the Hall current and, if considered, the so called Hall
MHD can be derived. In many cases, the two last terms at the right of the equations
can be neglected, reducing to
E+
v×B
c
= η j or j = ση
(
E+
v×B
c
)
(2.35)
η and ση = η−1 are the electric resistivity and conductivity, respectively. Then,
combining Faraday’s with Ohm’s laws one obtains the governing equation for the
magnetic field in
1
c
∂B
∂t
+∇×
(
η j−
v×B
c
)
= 0, (2.36)
closing the equation system for the viscous and resistive equations of magneto-
hydrodynamics (VRMHD).
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2.2.4 The VRMHD equations
By direct substituting the approximated Ampere’s law (2.33) into the momentum and
magnetic field equations (2.6) and (2.36), follow
ρ
(
∂
∂t
+ v · ∇
)
v−
1
4pi
(∇×B)×B−∇ ·σ = 0 (2.37)
∂B
∂t
+∇×
(
ηc2
4pi
∇×B− v×B
)
= 0, (2.38)
which can be manipulated together with the mass and energy conservation laws
(2.1) and (2.26) to constitute the complete set of viscous/resistive MHD equations
(VRMHD), in Gaussian units and written in conservative form
∂
∂t

ρ
ρv
ρE
B
+∇ ·

ρv
ρv⊗ v+ pI−σ−β
v · ((ρE+ p)I−σ−β) − κ∇T − ηc2
(4pi)2
B · (∇B−∇BT)
B⊗ v− v⊗B− ηc24pi ∇
(∇B−∇BT)
 = 0,
(2.39)
completed by the equation of state for ideal gases and the physical constraint for
the initial condition of b, i.e.
p = ρ (γ− 1) ; (2.40)
∇ ·B = 0 (2.41)
Notice that, once the divergence-free condition for B is ensured at the initial time,
then it holds in time thanks to the Faraday’s law in (2.16), i.e. after operating the
divergence
∇ ·
[
∇× E+ 1
c
∂B
∂t
]
= 0 ⇒ ∂
∂t
(∇ ·B) = 0 (2.42)
because the divergence of the curl of any vector field is exactly zero.
2.2.5 Computational magnetohydrodynamics and div(B) = 0
Even if the equations ensure exactly the conservation of the divergence-free condi-
tion in the medium, from the computational point of view this is not true because
the discretization error of ∇ ·B can be non-zero in general, and may increase in
time.
In this case, errors in the divergence free condition of the magnetic field give
rise to the same modifications of magnetic streamlines that the magnetic monopoles
would have introduced. A magnetic monopole plays the same role of a single
charge particle for the electric field, i.e. it is a magnetic source from which the
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respective magnetic streamlines depart: sinks or sources of magnetic field. The re-
sulting ’modified’ field B˜ = B + δB will enter in the governing equations (2.39)
through different contributions: the Lorentz force in the momentum equation
(2.24); the pre-Maxwell Ampere’s law (2.33), the Ohm’s law (2.35). In principle,
also Faraday’s law will suffer of these spurious changes, but or indirectly, i.e. by
means of the electric field (coupled with Ohm’s law, coupled with Ampere’s...),
or by means of the initial condition. Just to mention one simple example, a small
perturbation |δB|/|B|  1 corresponds to a variation of the Lorentz force δF that
will be nevertheless orthogonal to j, i.e. j⊥δF, which is physically correct, but due
to orthogonal distortions δB⊥B, the resulting trajectory is wrongly accelerated in the
orthogonal direction to the magnetic field B. In the simplest case of a charge particle
moving in space with velocity parallel to the initial magnetic field (j//B), then an
orthogonal δB⊥B would change the equilibrium depending on the distribution
of the numerical monopoles; surely, for long times and/or for non-perturbative
regimes, the final position will be significantly different from the correct one and
the corresponding plasma transport following an unphysical behavior. In general,
unphysical effects may arise, such as the plasma transport in the orthogonal di-
rection to the magnetic field B, spurious forces in the parallel direction, and wrong
contribution to the momentum and energy balance laws, see the work by Brackbill
and Barnes [45, 44], and Balsara and Spicer [17]. Then specific procedures must be
adopted to prevent significant deviations from ∇ ·B = 0 due to accumulation of
the numerical errors.
Over the years, several approaches have been adopted to solve this problem
(see the review by Tóth [264] but also [82]). The divergence-free condition is an
elliptical constraint, similarly to the incompressibility condition for incompressible
fluids, and, from the computational point of view, it introduces an instantaneous
linkage between all the streamlines of the magnetic field: the magnetic streamlines
must be closed lines. From the physical point of view, this is simply a constraint
on the magnetic field, similarly to a wall boundary for a moving particle in kine-
matics: the physical system is not allowed to go through a determined boundary
in the phase space. From the computational point of view, whenever a magnetic
streamline deviates from being closed, then, simultaneously the rest should rear-
range to re-establish the constraint. Godunov [135] was surprised in noticing that
he was unable to write the current version of the MHD equations (2.39) in the
form of a symmetric hyperbolic system. This fact introduces non-trivial problems in
the definition of the eigenvalues of the system, and the corresponding analysis of
characteristics. In [135], it has been shown that a corresponding entropy condition
can be derived only if condition ∇ ·B = 0 is added within a linear combination
of the equations. Then, Godunov formulated the so called symmetric MHD equa-
tions after introducing the auxiliary variable D = ∇ · B and the corresponding
balance law in such a way that D is demonstrated to be constant along particle
trajectories. In this way, the elliptic behavior of (2.41) is circumvented by means
of a hyperbolic and thermodynamically-compatible re-formulation of the original
equations, so that a proper discretization via numerical methods for hyperbolic
PDEs is possible. Inspired by Godunov’s idea, Powell and collaborators [224, 225]
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extended the MHD equations to the so called ∇ ·B-waves by adding new source
terms proportional to ∇ ·B. A very interesting approach have been introduced by
Assous et al. [10] in the context of the Maxwell equations that are reformulated
in the form of a constrained wave equation system, coupled to the divergence-free
condition by means of a Lagrange multiplier approach. In principle, an operator-
splitting approach can be used for solving first the purely hyperbolic component
of the equation system, and then forcing the Poisson equation for the scalar poten-
tial to be valid only after solving, in a projection-type strategy, see appendix A of
[40], allowing the divergence errors te be reduced up to computational round-off
accuracy. Munz and collaborators [214, 215] extended Assous’s approach to the so
called generalized Lagrange multiplier formulation (GLM) of Maxwell’s equations,
letting free choice for the Lagrange constraint to be hyperbolic, elliptic, parabolic
or mixed. After choosing an elliptic equation for the Lagrange constraint a pro-
jection method is obtained, after choosing a parabolic constraint the parabolic
approach of Marder can be derived, in which the numerical errors are diffused
away, see [200]. In the hyperbolic case divergence errors are transported out from
the computational domain. It should be emphasized that in the GLM formulation,
proper artificial modifications to the original equations are introduced for control-
ling the behavior of spurious divergences. In particular, it has been demonstrated
that, even if divergences errors arise, they are bounded in time. For numerical meth-
ods that enforce the divergence condition rigorously also at the discrete level in the
context of the MHD equations, see the work of Balsara et al. [17, 20, 15, 21, 22]. In
the following, we have chosen the hyperbolic formulation of the generalized Lagrangian
multiplier (GLM) divergence cleaning method extended to the case of the MHD equations
by Dedner et al., see [82].
2.2.6 The augmented VRMHD system
After defining an additional auxiliary variable ψ, then a coupling term and a
linear scalar PDE are introduced into the MHD system (2.39) in order to allow
the resulting augmented system to transport and dissipate any possible divergence
error (or numerical magnetic monopole) out of the numerical domain, with an
established cleaning velocity ch. In this way, the augmented MHD system can be
written in conservative form by defining the state vector u and the flux tensor F
as (in Gauss units)
∂
∂t

ρ
ρv
ρE
B
ψ
+∇ ·

ρv
ρv⊗ v+ pI−σ−β
v · ((ρE+ p)I−σ−β) − κ∇T − η4piB ·
(∇B−∇BT)
B⊗ v− v⊗B− η (∇B−∇BT)+ψI
c2hB
 = S,
(2.43)
2.2 governing equations 23
with equation of state of ideal gases p = ρ (γ− 1), initial constraint ∇ · B = 0,
total energy density ρE given by
ρE = ρ+
1
2
ρv2 +
1
8pi
B2 (2.44)
where the magnetic resistivity η has been re-defined grouping together the physi-
cal constants ηc2/4pi. S contains only the source term for the auxiliary variable ψ,
i.e.
S =
(
0, 0, 0, 0, −ωdψ
)T
(2.45)
The damping coefficient ωd drives the solution towards ∇ ·B = 0 over a timescale
1/ωd. In our calculations we have typically used ωd ∈ [1; 10]. Moreover, notice
the VRMHD system consists in a PDE system of nine coupled nonlinear equations.
This PDE system includes, as special cases, most of the equations we have solved
numerically in this thesis. A very short section will be devoted to a synthetic
description of the formulation of ideal MHD in special-relativity.
2.2.7 The augmented ideal MHD system
By setting the physical dissipation processes, i.e. viscous ν, resistive η and heat
conductivity κ constant to zero, one obtains the respective augmented ideal MHD
equations
∂
∂t

ρ
ρv
ρE
B
ψ
+∇ ·

ρv
ρv⊗ v+ pI−σ−β
v · ((ρE+ p)I−σ−β)
B⊗ v− v⊗B+ψI
c2hB
 =

0
0
0
0
−ωdψ
 .
(2.46)
with equation of state of ideal gases p = ρ (γ− 1), initial constraint ∇ · B = 0,
total energy density ρE given by
ρE = ρ+
1
2
ρv2 +
1
8pi
B2 (2.47)
This equation system describes the non-relativistic motion of neutral conducting
plasmas in equilibrium state, characterized by an infinite conductivity ση.
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2.2.8 Navier-Stokes equations
By setting the magnetic field to zero, the four balance laws for the magnetic field
and the auxiliary variable ψ of the VRMHD system collapse to zero, yielding the
compressible Navier-Stokes equations
∂
∂t
 ρρv
ρE
+∇ ·
 ρvρv⊗ v+ pI−σ
v · ((ρE+ p)I−σ) − κ∇T
 = 0.
(2.48)
with equation of state of ideal gases p = ρ (γ− 1) and total energy density ρE
given by
ρE = ρ+
1
2
ρv2 (2.49)
This equation represents the fundamental governing PDE for compressible dy-
namics of viscous fluids.
2.2.9 Euler equations
By setting the viscous dissipation to zero in (2.49), the Euler equations are obtained,
i.e.
∂
∂t
 ρρv
ρE
+∇ ·
 ρvρv⊗ v+ pI
v · ((ρE+ p)I)
 = 0.
(2.50)
with equation of state of ideal gases p = ρ (γ− 1) and total energy density ρE
given by
ρE = ρ+
1
2
ρv2 (2.51)
This equation represents the fundamental governing PDE for compressible dy-
namics of inviscid fluids.
2.2.10 Incompressible Navier-Stokes equations
For constant density flows (ρ =const.) the continuity equation reduces to ∇ · v = 0,
i.e. the incompressibility condition, the energy conservation drops out and the PDE
system (2.48) yields the incompressible Navier-Stokes equations
∇ · v = 0
∂
∂t (v) +∇ · (v⊗ v+ pI−σ) = 0,
(2.52)
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where the viscous stress tensor of equation (2.8) collapses to σ = ν∇v and ν = µ/ρ
is the kinematic viscosity. It should be mentioned that the incompressible governing
equations can be obtained rigorously from the compressible Navier-Stokes equa-
tions in the limit of very low Mach numbers, see [170].
2.2.11 Special relativistic ideal MHD
The degree of complexity related to magnetohydrodynamics can vary notably.
Within the Solar system, the non-relativistic approximation of ideal or viscous-
resistive magnetohydrodynamics is almost sufficient for describing the motion of
the majority plasma scenario. In principle, deeper transport phenomena could
be considered by considering a multi-fluid modelization, that is the case of inho-
mogeneous plasmas. In those cases in which gravitational forces are negligible if
compared to electro-magnetic interactions, but the kinematics is distributed at ve-
locity comparable to the speed of light, then the special-relativistic MHD equations
can be used for simulating the plasma hydrodynamics. Examples are high energy
astrophysical phenomena like extragalactic jets [34], gamma-ray bursts [176] and
magnetospheres of neutron stars [203], and all those physical systems, leaving
aside the problem of the origin of relativistic jets, which clearly involves the role
of the accretion disc and of the corresponding central compact object, general rel-
ativistic effects can be fairly neglected. As it has been depicted in the previous sec-
tions, the single fluid approximation still persists in the special relativistic MHD.
Here, we restrict ourselves in giving the fundamental equations, having in mind
that they are written in the relativistic formalism. It means that, if in the previous
section Maxwell equations have been approximated within the the symmetry of
the Galilean transformation group. In this case, at the contrary, the hydrodynamics
have been extended to the symmetry of the Lorentz transformation group.
We consider a flat space-time in pseudo-Cartesian coordinates, namely the met-
ric gµν = diag(−1, 1, 1, 1), where Greek letters run from 0 to 3 and Latin letters
i, j,k, . . . run from 1 to 3. The speed of light is set to c = 1 and we make use of the
Lorentz-Heaviside notation for the electromagnetic quantities, such that all
√
4pi
factors disappear. Finally, we use Einstein summation convention over repeated in-
dices. The energy-momentum tensor of a single-component plasma with infinite
conductivity is given by [4]
Tµν = (ρh+ b2)uµuν + (p+ b2/2)gµν − bµbν , (2.53)
where uµ is the four velocity of the fluid, bµ is the four vector magnetic field,
b2 = bµb
µ, while h, ρ and p are the specific enthalpy, the rest mass density
and the thermal pressure, each of them measured in the co-moving frame of the
fluid. The metric of the space-time is the Minkowski one, namely gµν = gµν =
diag(−1, 1, 1, 1). We recall the in ideal MHD the electric field in the co-moving
frame of the fluid vanishes. If we instead select a static laboratory observer de-
fined by the four-velocity vector nµ = (−1, 0, 0, 0), then the electric field Eµ and Bµ
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measured in such a frame are related to the electromagnetic tensor Fµν, and to its
dual F∗µν, by
Fµν = nµEν − Eµnν + µνλκBλnκ (2.54)
F∗µν = nµBν −Bµnν − µνλκEλnκ , (2.55)
where µνλκ is the completely antisymmetric space-time Levi-Civita tensor, with
the convention that  0123 = 1. Note that the four vectors of the electric and of
the magnetic field are purely spatial, i.e. E0 = B0 = 0, Ei = Ei, Bi = Bi. More-
over, the fluid four velocity uµ and the standard three velocity in the laboratory
frame are related as vi = ui/Γ , where Γ = (1− v 2)−1/2 is the Lorentz factor of the
fluid. We stress that the electric field does not need to be evolved in time through
the Maxwell equations, since within the ideal MHD assumption it can always be
computed a posteriori as ~E = −~v× ~B. Moreover, the ideal gas equation of state
p = ρ(γ− 1) holds. The equations of ideal SR-MHD, which in covariant form are
∇α(ρuα) = 0, (2.56)
∇αTαβ = 0, (2.57)
∇αF∗αβ = 0 , (2.58)
for numerical purposes are better expressed in conservative form as1 [173, 14]
∂
∂t

D
Sj
U
Bj
+ ∂i ·

viD
Wij
Si
jikEk
 = 0. (2.59)
The conserved variables (D,Sj,U,Bj) are related to the rest-mass density ρ, to the
thermal pressure p, to the fluid velocity vi and to the magnetic field Bi by
D = ρΓ , (2.60)
Si = ρhΓ
2vi + ijkEjBk, (2.61)
U = ρhΓ2 − p+
1
2
(E2 +B2) , (2.62)
where ijk is the spatial Levi-Civita tensor and δij is the Kronecker symbol. The
spatial tensor Wij in (2.59), representing the momentum flux density, is
Wij ≡ ρhΓ2vivj − EiEj −BiBj +
[
p+
1
2
(E2 +B2)
]
δij , (2.63)
1 Although formally written in conservative form, the evolution of the magnetic field is based on
Stokes’ theorem rather than on Gauss’ theorem. See Londrillo and Del Zanna [192] for a careful
discussion about these aspects.
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where δij is the Kronecker delta. Eqs. (2.58) above include the divergence free con-
dition ~∇·~B = 0. Also for the SR-MHD PDE system we have adopted the aforemen-
tioned divergence-cleaning approach, yielding the augmented SR-MHD equations
∂
∂t

D
Sj
U
Bj
ψ
+ ∂i ·

viD
Wij
Si
jikEk +ψδij
Bi
 =

0
0
0
0
−ωdψ
 . (2.64)
More details about this approach can be found in Komissarov [174], Palenzuela
et al. [219], Dionysopoulou et al. [85].
An important remark about this set of equations, is that in the relativistic frame-
work the conversion from the conserved variables (D,Si,U,Bi) to the primitive variables
(p, ρ, vi,Bi), which are needed for the computation of the fluxes, is not analytic, and
a numerical root-finding approach is therefore needed. In our numerical code we
adopted the third method reported in Sect. 3.2 of [84]. A full account about alter-
native methods to invert the system (2.60)-(2.62) was given in [217]. Additional
information about the mathematical properties of the SR-MHD equations can be
found in Balsara and Spicer [17], Komissarov [173], Antón et al. [5], Del Zanna
et al. [84], Antón et al. [6]. The latter, in particular, contains a detailed discussion
about the renormalization of the eigenvectors of the associated Jacobian.

Part II
D G M E T H O D S F O R C O M P R E S S I B L E F L U I D S
The second part of the thesis is organized in two chapters, presenting
the published research contributions of the author concerning ADER-
DG methods for compressible gas dynamics, dealing with the Euler
equations and ideal MHD, see [281], compressible Navier-Stokes and
viscous and resistive MHD, see [116], but also special relativistic ideal
MHD, see [280]. In particular, chapter 3 is devoted to the theoretical de-
scription of our ADER-DG finite-element supplemented by a SCL finite-
volume method. Chapter 4 collects all the numerical tests with the aim
of demonstrating the capabilities of the presented method, in terms
of high-resolution properties, high-order convergence, robustness and
stability.

3
A D E R - D G M E T H O D S W I T H S U B - C E L L L I M I T E R S A N D A M R
3.1 ader-dg methods for compressible gas dynamics
3.1.1 ADER-DG methods for MHD, Navier Stokes and Euler equations
The partial differential equations considered in this chapter, namely the com-
pressible Navier-Stokes (CNS), the viscous and resistive magnetohydrodynamics
(VRMHD) equations, the ideal MHD, Euler and the special relativistic MHD equa-
tions can be written in a general form that resembles the standard form of a hyper-
bolic conservation law, except for the fact that diffusivity enters the PDE by means
of an extra dependence of the flux tensor on the gradient of the solution, i.e.
∂u
∂t
+∇ · F(u,∇u) = 0, (3.1)
u = u(x, t), x ∈ Ω ⊂ IRd, t ∈ IR+0 ,
with u = u(x, t) being the vector of conserved variables, F = F(u,∇u) = (f, g, h)
being the nonlinear flux tensor depending in general on the state u and on its
gradient ∇u.
The numerical solution of hyperbolic problems has attracted a lot of attention
over the years, as they arise in many physical and technological applications. Many
of them are in the field of computational fluid dynamics, such as compressible
gas dynamics, multiphase flows, air flow around aircraft or cars, astrophysical
flows, free surface flows, environmental and geophysical flows like avalanches,
dam break problems and water flow in channels, rivers and oceans, to mention
but a few. Among the numerical methods specifically developed to solve hyper-
bolic problems, there are finite volume (FV) methods and discontinuous Galerkin
(DG) methods. While until a few years ago FV methods were comparatively more
popular, the situation is now rapidly changing and DG schemes, first introduced
by Reed and Hill in [235] to solve a first order neutron transport equation, are
now widely applied in several different fields, in particular those related to fluid
dynamics. In a series of well-known papers [73, 72, 76, 77, 74], Cockburn and
Shu provided a rigorous formal framework of these methods, contributing signif-
icantly to their widespread use. DG methods are very robust and, among high
order numerical methods, they show high flexibility and adaptivity strategies in
handling complex geometries [234]. Moreover, Jiang and Shu proved in [156] that
DG methods verify an entropy condition which confers them nonlinear L2 stabil-
ity. Despite this interesting property, for hyperbolic problems explicit DG meth-
ods have a strong stability limitation, since usually the CFL restriction for these
schemes is very severe and the time step in d space dimensions is constrained
as ∆t 6 h/[d(2N+ 1)|λmax|], where d is the number of space dimensions, h is a
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characteristic mesh size, λmax is the maximum signal velocity and N is the degree
of the basis polynomial.
In DG schemes a high order time integration is typically performed by means of
TVD Runge-Kutta schemes [139], leading to the family of so-called RKDG schemes.
These methods are certainly efficient, but they have a maximum reachable order of
accuracy in time, which is four. However, due to the high complexity of the fourth
order TVD Runge-Kutta scheme, only up to third order TVD Runge-Kutta meth-
ods are used in practice. In the presence of stiff source terms, usually the so-called
IMEX Runge-Kutta schemes are employed, see [220]. To overcome these limita-
tions, in our approach we follow the so-called ADER strategy, which was first intro-
duced by Toro and Titarev in the finite volume context [263, 256, 260, 258, 261], and
it is a very attractive tool allowing to achieve arbitrary order of accuracy in space
and time in one single step by incorporating the approximate solution of a Gen-
eralized Riemann Problem (GRP) at the element interfaces. There are essentially
two different families of approximate GRP solvers: those who first interact the spa-
tial derivatives and subsequently compute a temporal expansion at the interface
[35, 122, 42, 263, 256, 260, 258, 261, 99], and those who first evolve the data locally
in the small inside each element and then interact the evolved data at the element
interfaces via a classical Riemann solver, see e.g. [142, 193, 125, 106, 101, 105]. For a
more detailed discussion on the approximate solution of the GRP, see [52, 211, 138].
Nevertheless, the original ADER approach has two main drawbacks: first, it makes
use of the rather cumbersome and problem-dependent Cauchy-Kowalewski proce-
dure and, second, it fails in the presence of stiff source terms. A subsequent version
of the ADER approach that solves both these difficulties was developed in [106],
where the Cauchy-Kowalewski procedure was replaced with a local space-time
DG predictor approach based on a weak formulation of the problem in space-
time. This formulation is usually referred to as the local space-time discontinuous
Galerkin (LSTDG) predictor and it has been successfully adopted in a variety of
mathematical and physical problems [101, 145, 95, 107, 108, 24]. We remark that,
although this LSTDG approach is locally implicit, the full formulation remains
explicit and, therefore, the above mentioned CFL restriction still holds. The ADER
time stepping method has been also applied successfully to the discontinuous
Galerkin finite element framework, see e.g. [99, 229, 104].
The combination of DG schemes with AMR has been considered in a significant
number of papers, although in this context the concept of adaptive mesh refine-
ment is commonly absorbed into that of hp-adaptivity. Two well-known early series
of papers on hp-adaptive DG schemes are due to Baumann and Oden [30, 31] and
Houston, Süli and Schwab, see [150, 149, 148]. Furthermore, in [185] a DG scheme
was proposed with anisotropic AMR for the compressible Navier-Stokes equations,
while in [198, 276] the Euler equations have been solved on adaptive unstructured
meshes. In the context of atmospheric simulations, on the other hand, [175] im-
plemented a numerical scheme which includes implicit-explicit RKDG, artificial
viscosity and adaptive mesh refinement on two dimensional non-conforming el-
ements. Other relevant results have been obtained in [126], [197]. Our goal is to
improve with respect to these approaches by proposing a space-time adaptive
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ADER-DG scheme with time-accurate local time stepping that can be arbitrarily
high order accurate both in space and time, that avoids Runge-Kutta sub-steps as
well as artificial viscosity of any kind, and that incorporates a proper a posteriori
sub-cell limiter within the full advantages of AMR.
3.1.2 ADER-DG methods for special relativistic MHD
The numerical solution of the special relativistic magnetohydrodynamics equa-
tions has been particularly fostered by the introduction of Godunov methods
based on Riemann solvers, which had already been successfully applied to rel-
ativistic hydrodynamics. This was the approach followed in the pioneering works
by [173] and [14], who implemented for the first time second order Total Vari-
ation Diminishing (TVD) schemes with a specific interest towards astrophysical
applications. Since then, relativistic magnetohydrodynamics has developed along
different directions with impressive results. From one side several approximate
Riemann solvers have been introduced [204, 147, 206, 167]. From another side,
relativistic magnetohydrodynamics has been extended to the general relativistic
regime [94, 32, 5, 84, 130], and it is currently used to study a variety of high en-
ergy physical processes. An additional direction of research has been represented
by the inclusion of dissipative effects, namely non-ideal resistive magnetohydro-
dynamics, with encouraging results [174, 219, 101, 283, 250, 49]. Moreover, high
order numerical schemes have also been pursued [83, 3], while simulations of
multi-fluids in SR-MHD are emerging as a new frontier [282, 25]. Finally, Adap-
tive Mesh Refinement (AMR) within SR-MHD codes has been also considered
[18, 216, 113, 207, 163, 279] and it is an active field of research. In most of the ap-
proaches mentioned so far the evolution in time is performed through the method
of lines, resulting in multistep Runge-Kutta schemes, either explicit or implicit. A
valuable alternative is again provided by ADER schemes, which were introduced
by Titarev and Toro [258], Toro and Titarev [260] and became popular after the
modern reformulation by [106, 105, 23]. ADER schemes have been already applied
to the equations of relativistic MHD, both in the ideal case [105, 279] and in the re-
sistive case [101]. Another common choice that is typically adopted in the majority
of modern SR-MHD codes is that of using finite difference or finite volume con-
servative schemes. Although rather successful, these schemes require larger and
larger stencils when the order of accuracy is increased, a fact that can give rise
to substantial overhead when they are parallelized. Discontinuous Galerkin (DG)
schemes [72, 76, 77, 74], on the contrary, do not need any spatial reconstruction
and they allow for an arbitrary order of accuracy. DG schemes are still relatively
unknown in high energy astrophysics, and only a few investigations have been
performed so far in the relativistic regime [286, 230, 278]. We apply this idea for
the first time to solve the SR-MHD equations in combination with space-time
adaptive mesh refinement and time-accurate local time stepping, extending a sim-
ilar work proposed for classical fluid dynamics in [281].
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3.2 discrete equations
In this section the ADER-DG scheme with a posteriori sub-cell limiter (SCL) on
AMR grids is presented in its fundamental facets.
The spatial domain Ω is discretized with a total number of NE Cartesian and
non-overlapping elements Ti
Ω =
⋃
i=1,...NE
Ti,
⋃
i6=j; i,j=1,...NE
T◦i ∩ T◦j = ∅ (3.2)
1 over which we provide the weak formulation of the governing equations (3.1),
namely∫
Ti×τn+1
φk
(
∂u
∂t
+∇ · F(u,∇u)
)
dxdt = 0. i = 1, 2, . . . NE, n ∈ IN+0 . (3.3)
Here τn+1 = [tn, tn+1] is the current time interval, while φk ∈ UNh is a generic
piece-wise polynomial test-function belonging to the vector space UNh of piecewise
polynomials defined overΩ and of maximum degreeN > 0, whose discontinuities
lie along the element interfaces ∂Ti, i = 1,2, . . . NE. As basis and test functions φk
we use the set of Lagrange interpolation polynomials of maximum degree N over
Ti passing through the Gauss-Legendre quadrature points of the element Ti. After
integration by parts of the divergence term, equation (3.3) becomes∫
Ti×τn+1
φk
∂u
∂t
dxdt+
∫
∂Ti×τn+1
φkF(u,∇u) · ndSdt+
−
∫
Ti×τn+1
∇φk · F(u,∇u)dxdt = 0, (3.4)
Notice the total dimension of the chosen space of solutions is dim(UNh ) = NE ·Ndof,
having Ndof = (N + 1)d degrees of freedom (d.o.f) for each spatial element Ti.
After integrating in time the first term and restricting the space of the solutions to
the set of piecewise polynomials uh(x, t) ∈ UNh , i.e.
uh(x, t) = φk(x) uˆk(t) (3.5)
the following higher order accurate ADER-DG scheme is obtained for the expan-
sion coefficients uˆnk = uˆk(t
n):∫
Ti
φkφl dx
(uˆn+1l − uˆnl )− ∫
Ti×τn+1
∇φk · F(qh,∇qh)dxdt,+
+
∫
∂Ti×τn+1
φkG
(
q−h ,∇q−h ;q+h ,∇q+h
) · ndSdt = 0
(3.6)
1 In (3.2) ◦ denotes the interior operator, i.e. only the boundary surfaces of the elements overlap, not
the volumes.
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where a so-called local space-time predictor solution qh(x, t) has been introduced
and the jumps at the element boundaries are resolved by the (approximate) solu-
tion of a Riemann problem at the element interfaces. In (3.6) above, the Riemann
solver (numerical flux function) is denoted by the symbol G
(
q−h ,∇q−h ;q+h ,∇q+h
)
,
depending on a left pair of state q−h and gradient ∇q−h taken from within the
element Ti, and a right pair of state q+h and gradient ∇q+h computed from the
adjacent neighbor element, respectively. It has to be noted that even for parabolic
equations, an appropriate numerical flux function can be obtained by the solution
of a generalized Riemann problem, see the work of Gassner et al. [124], which
has also been adopted in [95, 96, 145]. For the numerical simulations presented in
this part of the thesis, G has been chosen to be, whenever not explicitly written,
a classical and very simple Rusanov-type (local Lax-Friedrichs - LLF) Riemann
solver [241], which has been suitably adapted to account for both hyperbolic and
parabolic terms, see [95, 145]:
G
(
q−h ,∇q−h ;q+h ,∇q+h
) · n = 1
2
(
F(q+h ,∇q+h ) + F(q−h ,∇q−h )
)
+
−
1
2
smax
(
q+h −q
−
h
)
, (3.7)
with
smax = max
(
|λc(q
−
h )|, |λc(q
+
h )|
)
+ 2ηmax
(
|λv(q
−
h )|, |λv(q
+
h )|
)
, (3.8)
and
η =
N+ 1
h
, (3.9)
where N is the polynomial approximation degree and h is a characteristic length
scale of the elements. The λc denote the eigenvalues of the convective (hyper-
bolic) part of the PDE, i.e. the eigenvalues of the matrix (∂F/∂u) · n, while the
λv are the eigenvalues of the parabolic part of the PDE, i.e. those of the matrix
(∂F/∂(∇u · n)) · n. Assuming the space-time predictor qh is a polynomial known
up to order (N + 1) in space and time, see the next paragraphs for the details,
then the integrals in (3.6) can be computed exactly and the scheme (3.6) yields an
explicit and fully-discrete one-step formula for the computation of the unknowns at
the new time level uˆn+1l . For smooth-solutions, the scheme (3.6) is of order (N+ 1),
see [95], in principle for any integer N ∈ IN+0 . On the other hand, a severe time
step restriction is the curse of all known explicit DG discretizations, i.e. a CFL-type
time step restriction of the type
∆t < CFL
hmin
d (2N+ 1)
[
λmaxc + λ
max
v
2(2N+ 1)
hmin
]−1
, (3.10)
with the minimum mesh size hmin and CFL < 1. Condition (3.10) provides a
dependence of the maximum admissible numerical time step ∆t on the degree N
of the polynomial basis, the number of space-dimensions d, the minimum mesh
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size given by the insphere diameter hmin, the maximum hyperbolic signal velocity
λmaxc and the parabolic penalty λmaxv (see [193, 125, 124, 96]).
Equation (3.6) is the elementary equation for the time-evolution of the pre-
sented ADER-DG-PN method. In the following paragraphs the aforementioned
local space-time predictor qh(x, t) and the ADER-WENO sub-cell limiter, coupled
within the space-time AMR framework, are briefly discussed. More details are
available in the work of [107, 108, 279, 109, 281, 280]. Concerning alternative sub-
cell limiter approaches of the DG method, the reader is referred to [248, 51, 151,
119, 202].
3.2.1 The element local space-time DG predictor
A direct computation of the integral of the non-linear fluxes in equation (3.4) is sub-
ordinate to the knowledge of the physical variables uh for any time t ∈ Tn+1 along
the entire computational domain Ω or, in other words, to a fully coupled implicit
solution of the non-linear equation (3.4) in the coefficients û(t) that can become
computationally very demanding. Notice that equation system (3.6) is already for-
mally conservative, hence it is possible to use a non-conservative predictor solution
qh, which can be computed locally inside each element, without considering any
coupling to neighbor elements. In this manner, the resulting computational costs
are drastically reduced with respect to the original fully coupled system (3.4). A
natural solution to this problem has been presented for the first time in the work
of [106] in the context of finite volume schemes.
In this paper we use a nodal space-time basis of degree N, given by the set
of Lagrange interpolation polynomials θk of maximum degree N over Ωi × Tn+1,
passing through the space-time Gauss-Legendre quadrature points. Since a nodal
basis is used, we also expand the nonlinear flux tensor as well as the gradient of
the solution in the same basis, see [95]. Hence, we have
qh(x, t) = θk(x, t)qˆk, (3.11)
∇qh(x, t) = ∇θk(x, t)qˆk := θk(x, t)qˆ ′k, (3.12)
Fh(x, t) = θk(x, t)Fˆk, with Fˆk = F(qˆk, qˆ
′
k). (3.13)
Then, equation (3.3) reduces to the following element-local system of nonlinear
equations for the local space-time predictor polynomials qh(x, t):∫
Ωi×Tn+1
θk
∂qh
∂t
dxdt+
∫
Ωi×Tn+1
θk∇ · F(qh,∇qh)dxdt = 0. (3.14)
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After integrating the first integral by parts in time, and using the causality principle
(the current solution depends only on the past, i.e. we use some sort of upwinding
in time) then the following element-local system is obtained:∫
Ωi
θk(x, tn+1)qh(x, t
n+1)dx−
∫
Ωi
θk(x, tn)uh(x, tn)dx+ (3.15)
−
∫
Ωi×Tn+1
∂θk
∂t
qh(x, t)dxdt+
∫
Ωi×Tn+1
θk∇ · F(qh,∇qh)dxdt = 0, (3.16)
which can be solved for the unknown space-time degrees of freedom qˆk defined in
(3.13). Equation (3.16) is solved for each element Ωi via a simple iterative method
for every i = 1, 2, . . ., NE that has been successfully tested with and without stiff
or non-stiff source terms in the work of [105, 101]. All the multi-dimensional inte-
grals appearing in the relations above can be computed exactly, since the solution
qh(x, t) as well as the fluxes and the gradients are approximated by polynomials
of degree N in space and time.
3.3 amr and sub-cell limiting
In 1984, Berger and collaborators presented the adaptive mesh refinement (AMR)
approach for finite difference and finite volume schemes for hyperbolic equations,
see [37, 36]. Their version of AMR was written in the form of nested, logically rect-
angular and refined meshes, or patches and the employed numerical schemes were
at most second order accurate. The first higher order patch-based AMR method
was provided by Baeza and Mulet in [12], using up to fifth order accurate WENO
schemes. The so-called cell-by-cell AMR approach, which has been adopted in this
work, has first been introduced by Khokhlov in [164] and was later also extended
to high-order ADER-WENO finite volume schemes in [107, 108] for general con-
servative and non-conservative hyperbolic systems of PDE. Other interesting ap-
plications to the shallow water systems have been done by [93], to mention a few.
Then other AMR strategies have been also introduced, e.g. the quadtree/octree AMR,
see [1] and [265]. Compact-WENO (CWENO) schemes have been also successfully
applied on AMR meshes, i.e. by [152, 153]. Because of their great flexibility and
since they directly allow the use of non-conforming meshes, DG methods have
already been extensively implemented on adaptive meshes, commonly known as
hp-adaptive DG methods, see in particular [30, 31, 148, 149, 148]. DG methods with
AMR have been successfully extended also to the unstructured and the anisotropic
mesh case, see respectively [198, 276] for the Euler equations and [185] for the
compressible Navier-Stokes equations. Concerning implicit time discretizations,
Kopera and Giraldo [175] presented an interesting implicit-explicit (IMEX) DG
method on AMR meshes for the compressible Euler equations with application to
atmospheric flow simulations. For further references see also [126, 197].
DG schemes are very efficient in smooth regions, but in the presence of sharp
gradients and/or shock waves, they cannot escape from the Gibbs phenomenon
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and, as a consequence, they give rise to undesirable oscillations in the solution,
since they are linear in the sense of Godunov. In fact, according to Godunov’s
theorem [133] there are no linear and monotone schemes of order higher than
the first. In the finite volume framework Godunov’s theorem is circumvented by
carrying out a nonlinear reconstruction within each cell. Here, TVD slope limiters
[262] and ENO/WENO reconstructions [142, 157, 16, 257] are among the most
popular. In the discontinuous Galerkin approach, on the other hand, even if in
principle no spatial reconstruction is needed, in practice it is necessary to intro-
duce some sort of limiters to avoid oscillations in the presence of discontinuities.
Among the most relevant limiters proposed so far we mention the use of artifi-
cial viscosity [237, 221, 65, 121, 91, 120], of spectral filtering [230], of (H)WENO
limiting procedures [227, 228, 159, 19, 160, 161, 146], and of slope and moment
limiting [72, 191, 234, 50, 275, 88]. In [109] it has been recently proposed a totally
different and alternative solution to this longstanding problem, which relies on
a new a posteriori sub-cell finite volume limiting approach. In practice, the solu-
tion is first computed by means of an unlimited DG scheme, and subsequently
the computational domain is examined by using some very simple but effective
a posteriori detection criteria, namely the positivity of the solution and a relaxed
discrete maximum principle in the sense of polynomials. Once the troubled cells
have been identified, a sub-grid of size (2N+ 1)d is created within these cells and
a more robust ADER-WENO finite volume approach is used to recompute the so-
lution on the sub-grid. A peculiar aspect of this new paradigm is that the size of
the sub-grid is chosen as to make sure that the maximum admissible time step of
the finite volume scheme on the sub-cells matches the time step of the DG scheme
on the main grid. The idea of introducing an a posteriori approach to the problem
of limiting has been recently established by Clain, Diot and Loubère in the finite
volume context, by means of the so-called Multi-dimensional Optimal Order De-
tection (MOOD) method [71, 86, 87, 194]. The MOOD paradigm may in fact be
considered as the progenitor of our a posteriori limiting procedure for DG schemes
[109].
3.3.1 A sub-cell finite-volume limiter
The high order ADER-DG scheme given by (3.6) is an unlimited scheme and thus
oscillatory in the sense of Godunov. It therefore still requires a special treatment
for discontinuities. Once the local space-time predictor qh(x, t) has been obtained
from the iterative solution of equation (3.16), as mentioned above, then the can-
didate solution u∗h(x, t
n+1) can be directly computed according to equation (3.6) in
one single step. Since the candidate solution u∗h may still contain spurious oscilla-
tions in the vicinity of steep gradients, under-resolved flow features, shock waves
or other flow discontinuities, nothing can be said about the reliability and about
the general physical admissibility of the candidate solution. Consequently, a set of
physical and numerical admissibility criteria needs to be prescribed and tested. A
reference point for building shock-capturing finite-volume schemes is represented
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by the discrete maximum principle (DMP) which is tested on the candidate solution
accordingly to its relaxed version in the sense of polynomials, i.e. in the form
min
y∈Vi
(uh(y, tn)) − δ 6 u∗h(x, tn+1) 6 maxy∈Vi
(uh(y, tn)) + δ, ∀x ∈ Ti , (3.17)
where Vi is the set containing the element Ti and the respective Voronoi neighbor
elements (neighbors which share a common node with Ti); δ is chosen to be a
solution-dependent tolerance given by
δ = max
(
δ0,  ·
(
max
y∈Vi
(uh(y, tn)) −min
y∈Vi
(uh(y, tn))
))
, (3.18)
with δ0 = 10−4 and  = 10−3, similarly to [109, 281, 280]. The tolerance is added
since it is very difficult to compute the global extrema of uh(x, tn) in Ti. There-
fore, we compute an approximation of the extrema by making use of the sub-
grid representation of the solution, as detailed below. Moreover, it is of funda-
mental importance to check u∗h also for a set of physical admissibility criteria, e.g.
the positivity of pressure and density variables in the case of compressible fluid
flows. We furthermore check the solution for the presence of floating point errors
(NaN). Once the numerical and physical admissibility criteria have been tested
and whenever a local candidate solution u∗h(x ∈ Ti, tn+1) is detected to be ’trou-
bled’, then u∗h(x ∈ Ti, tn+1) is directly rejected and the limiter-status of Ti is set
to β˜i = 1, meaning the limiter is activated. Then, the older ADER-DG solution
uh(x ∈ Ti, tn) is projected along a suitable sub-grid of Ns spatial sub-cells per space-
dimension within Ti, resulting in a piecewise-constant representation of the discrete
solution wh(x ∈ Ti, tn) = P[uh(x ∈ Ti, tn)], P being a suitable projector operator
(see [109, 281, 280]). Then, a new discrete solution is obtained for the sub-grid
averages by using a more robust ADER-WENO finite volume scheme [107], gen-
erating a new set of piecewise-constant cell averages wh(x ∈ Ti, tn+1). The new
sub-cell averages are then directly gathered back to a high order DG polynomial
uh(x ∈ Ti, tn+1) = R[wh(x ∈ Ti, tn+1)], where R is a suitable high order accu-
rate reconstruction operator satisfying R ◦ P = 1 (see [109, 281, 280]). The high
order ADER-WENO method has been shown to be an excellent candidate for the
sub-cell finite volume limiting stage because of its well established capabilities in
handling discontinuities, together with high-order convergence properties under
the time-step constraint
∆t < CFL
hmin
dNs
[
λmaxc + λ
max
v
2Ns
hmin
]−1
. (3.19)
The WENO scheme furthermore does not clip local extrema, in contrast to stan-
dard second order TVD schemes. Notice that the local number of sub-cells Ns per
space-dimension should be chosen Ns > N+ 1 in order to preserve the informa-
tion contained in the available degrees of freedom of the high order polynomial
data representation used in the DG scheme. In our simulations, Ns has been cho-
sen to be Ns = 2N + 1, thus matching the maximum time-step allowed by the
ADER-WENO finite volume scheme (3.19) with the one for the ADER-DG method
(3.10) .
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3.3.2 A ’cell by cell’ AMR
There are mainly two strategies for defining an automatically refined grid, namely
the so called patched and the cell by cell AMR method. In this work the second strat-
egy is chosen, leading to a tree data structure by defining up to `max refinement
levels Ω`h, ` = 1, 2, . . . , `max, the coarser grid Ω
0
h given, covering the entire spatial
domain Ω, i.e.
Ω ≡
⋃
Ti∈Ω`h
Ti, ∀` = 0, 1, . . . , `max. (3.20)
An integer number r for the spatial refinement ratio, or refinement factor, between
adjacent refinement levels drives the refinement scales. Figure 1 gives an illustra-
tive sketch of the resulting adaptive mesh. In order to refine the grid only when-
ever and wherever necessary, a refinement-estimator function χ can be chosen to be
a function of the space-derivatives of a given indicator function Φ(x, t), e.g. in the
form of
χ(Φ) =
√√√√√ ∑k,l (∂2Φ/∂xk∂xl )2∑
k,l
[(
|∂Φ/∂xk |i+1 + |∂Φ/∂xk |i
)/
∆xl + 
∣∣∣ ∂2∂xk∂xl ∣∣∣ |Φ|]2 , (3.21)
which considers up to the second space derivatives. The indicator function Φ can
be any physical quantity of interest, e.g. the pressure, the vorticity, the kinetic
energy or any other function of the flow quantities. χ will be evaluated period-
ically in time, according to the time-scales of the physical problem. Then, the
space-elements Ti will be refined or recoarsened whenever the prescribed upper and
lower threshold values χref and χrec, respectively, are exceeded. The resulting ac-
tive mesh Ωh is the set of space-elements belonging to the refinement levels Ω`h,
` = 1, 2, . . . , `max, such that Ω is spanned and the non-overlapping property is
satisfied, i.e.2
Ωh =
{
Ti
∣∣∣ Ti ∈ `max⋃
`=1
Ω`h, and Ω =
⋃
i
Ti,
and ∅ =
⋃
Ti 6=Tj
(
T◦i ∩ T◦j
)
, with i, j = 1, 2, . . . ,Nelem
 . (3.22)
For practical purposes, it becomes useful to define the ’status β’ of the complete
set of spatial elements. The active elements Ti (i.e. β = 0) are those non-overlapping
spatial elements that constitute the current numerical mesh, i.e. satisfying (3.1),
where the discrete solution is chosen for being updated following the presented
ADER-DG+SCL method. The virtual children belonging to a relative refinement
level `(TVci ) are those spatial elements which are (spatially) contained within at least
2 ◦ denotes the interior operator, i.e. with T◦ = T \ ∂T .
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one active element in its -adjacent coarser- tree-structure ` = `(TVci ) − 1. The nu-
merical solution is updated in time by means of a standard L2 projection for the
ADER-DG from the mother cell at the (`(TVci )− 1)-th level. Finally, the virtual parent
cells TVmi (σ = −1) belonging to a relative refinement level `(T
Vm
i ) are those spa-
tial elements which (spatially) contains at least one active element in its adjacent -finer-
tree-structure ` = `(TVmi )+ 1. In this case, the numerical solution is updated in time
by averaging the solution from the children-elements (i.e. ` = `(TVmi ) + 1). Within
this new computational grid, Ntot is the total number of elements that should be
distinguished from the total number of active elements NE which appears in our
numerical equations. These properties are summarized in the following definition
for β
∀Ti ∈
⋃
`
Ω`h
βi =

−1, for the so called virtual parent cells (Vm), i.e. ∃Tj ∈ Ωh
∣∣Tj ⊃ Ti
0, for active elements, i.e. Ti ∈ Ωh
1, for the so called virtual children (Vc), i.e. ∃Tj ∈ Ωh
∣∣Tj ⊂ Ti .
These three β-status are necessary during the mesh-adaptation stage whenever
an active cell is refined or recoarsened, and then, inactivated. Indeed, whenever
this is the case, a proper transformation is needed for mapping the numerical
solution (limited or unlimited, finer or coarser) from one refinement level to the
adjacent one. A simple sketch of the transformation-mapping between the discrete
solution spaces of the DG polynomials and the WENO sub-cell averages, between
two adjacent refinement levels ` and `+ 1 is shown in Figure 3.
Moreover, virtual cells allow us to perform polynomial WENO reconstructions
along the same refinement level, independently on the effective refinement level
of two adjacent active elements (see Figure 2). For more details see [281, 280], for
information about the parallel message passing interface (MPI) implementation of
the presented AMR framework see [108, 107]. It should be noticed that whenever
an automatic adaptation of the grid is used, the scheme can in principle handle
simultaneously small and large spatial scales. However, due to the CFL condition,
also a characteristic time scale is implied by the local mesh spacing.
In order to make things simpler, in this work, two neighbor and active elements
Ti and Tj are allowed to belong only to the same or to an adjacent refinement level,
i.e. if Ti ∈ Ω`h then Tj ∈ Ω`−16
˜`6`+1
h , or in a simpler notation |`(Tj) − `(Ti)| 6 1,
where `(T) is the refinement level of a general space-element T .
3.3.3 Incorporation of the sub-cell limiter into the AMR framework
What we discussed in section 3.3.1, namely the a posteriori sub-cell limiter which is
activated in the troubled zones of the ADER-DG scheme, must be properly nested
within the AMR framework. In order to understand how the interaction works, let
us first list the basic rules that we have followed
• The virtual children cells inherit the limiter status of their active mother cell.
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• If at least one active child is flagged as troubled, then the (virtual) mother is
also flagged as troubled.
• Cells which have been flagged as troubled cannot be recoarsened.
Because of the presence of the limiter, the two typical AMR operations represented
by projection and averaging must be also extended to the alternative data represen-
tation vh(x, tn). Let us denote the sub-grid of a generic cell Cn at level ` as S`n and
the data representation vh(x, tn) at level ` simply as vh(S`n). Let us further denote
a generic virtual child cell as Cv and the virtual mother or parent cell as Cp. Then,
in general, we need to be able to perform the two operations
vh(S`n)→ vh(S`+1v ) : DG limiter - AMR projection , (3.23)
vh(S`n)→ vh(S`−1p ) : DG limiter - AMR averaging , (3.24)
which we describe below.
DG limiter - AMR projection
This operation becomes necessary when an active cell with limiter status β˜ = 1,
namely a troubled cell, has virtual children cells. In such circumstances, we need
to project the alternative data representation vh(x, tn) from the sub-cells of a given
level of refinement ` to the sub-cells of the next level `+ 1. We recall that a pure
DG scheme with AMR, but without limiters, would not require any virtual cell
(status β = ±1), because pure DG schemes do not perform any reconstruction.
We also recall that in our implementation virtual children cells are created to al-
low any cell marked for refinement to perform a spatial reconstruction, and more
precisely when the stencil corresponding to the specific reconstruction procedure
chosen (TVD, WENO, etc.) covers adjacent cells belonging to different levels of re-
finement. However, our DG scheme is not pure, because it works in combination
with the limiter, and the limiter involves a WENO reconstruction on the sub-grid.
Hence, our ADER-DG-AMR scheme still implies the introduction of virtual cells,
which must be created when the WENO reconstruction on the sub-grid of level
`+ 1 uses a stencil that covers a portion of the grid belonging to level `. In such
circumstances, it is necessary to perform the operation expressed by (3.23) above.
A simplified situation is reported in figure 2, sketching a two-dimensional config-
uration in which AMR and the sub-cell limiter of the DG scheme are interlinked.
In that figure two AMR refinement levels are involved. The cell Cn at level ` and
the cell Cm at level `+ 1 have limiter status β˜ = 1, and for this reason they are
colored in red. In order to allow Cm to perform the WENO reconstruction on its
sub-grid, cell Cn must project vh from the sub-grid of level ` to the sub-grid of
level `+ 1 in the virtual cell Cv. Hence, the sub-cell averages on the finer level `+ 1
are computed from the condition that∫
Sv,j
vh(S`+1v )dx =
∫
Si,j
W
(
vh(S`n)
)
dx, ∀Sv,j ∈ S`+1v , (3.25)
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where W denotes the WENO reconstruction operator applied on the cell averages
of the sub-grid on level `. We use a WENO reconstruction to pass sub-grid data
from the coarse level to the finer one, since this projection operation is carried out
in troubled cells where typically discontinuities are present. Therefore, we need a
nonlinear, essentially non-oscillatory reconstruction that is at the same time high
order accurate and which is also able to deal with shocks and other discontinuities.
DG limiter - AMR averaging
Conversely, we also need to perform the averaging of vh(x, tn) from the sub-cells
of a given level ` to the sub-cells of the previous level `− 1. Then the averaging
operator acting on the degrees of freedom of the sub-grid WENO polynomial can
be written in a compact form as∫
Sp,j
vh(S`−1p )dx =
∫
Sp,j
vh(S`n)dx, ∀Sp,j ∈ S`−1p , (3.26)
From an operational point of view, this transformation is most conveniently per-
formed in a dimension-by-dimension fashion. No reconstruction is needed here,
since the averaging over known cell averages is trivial.
3.3.3.1 MPI parallelization and ghost-cells
Full details about the implementation and the parallelization of the AMR frame-
work through the standard Message Passing Interface (MPI) can be found in
[107, 108]. The code has been parallelized through the standard message passing
interface (MPI). A proper strategy is necessary to let two spatially adjacent CPU, i.e.
one element of one CPU is a neighbor of an element belonging to the other, com-
municate the sufficient information both for the refinement/recoarsening-process
and for the interface-flux integration. This has been accomplished by adding to
the standard set of elements of every specific CPU a layer of MPI-ghost cells at the
MPI-boundaries, defined to be a copy of the real neighbor elements belonging to
the MPI-adjacent CPUs.
3.3.4 Local time-stepping
The whole scheme described so far can be implemented over adaptively refined
meshes (AMR), together with time-accurate local time-stepping (LTS). Indeed,
if the CFL restriction (3.10) and (3.19) would apply to a global time-step, any
medium-size numerical simulation with more than one refinement levels would
become unfeasible. By definition, see section 1.3.4, the local-time-step ∆t for any
given integration of (3.6) should be sufficiently small, so that the resulting dis-
crete domain of dependence D−h (P) of the numerical scheme of any given point
P = (x, tn +∆t) lies within the real domain of dependence D−(P). In other words,
the numerical information can not travel faster than physical waves. This condition
is applied in the approximation of the Godunov states at discontinuous interfaces
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active mesh
virtual mesh
ref. level: `
ref. level: `+ 1
Ωh
Figure 1: At the top, a simple sketch of the AMR grid Ωh with one single refinement level
is shown. At the bottom, the tree-structure of the refinement levels ` = 0,1, . . .,
`max for a single element at the coarsest level Ti ∈ Ω0h is shown. (See colored
version on-line)
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Figure 2: At the left, a simple sketch of the combination of AMR and DG sub-cell recon-
struction. The limited elements (β˜ = 1) are highlighted in red, i.e. cell Cn at the
ref. level ` and cell Cm at `+ 1. Then, the cell Cn must project vh from the origi-
nal sub-grid of the `-th ref. level to the sub-grid of level `+ 1, within the virtual
cell Cv.
ref. level `+ 1:
ref. level `:
DG-L2 proj. DG-L2 average WENO rec. WENO-L2 average
P
R
P
R
DG piecewise-polyn. WENO piecewise-const.
Figure 3: Mapping of the numerical solution between the DG piecewise polynomial and
the WENO piecewise constant spaces, between two different AMR-levels ` and
`+ 1.
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in equation (3.6). In particular, given a time line Σ = (x, t ∈ [tn+∆t]) belonging to
a space-time interface ∂T × τn+1 between a left and a right space-elements TL and
TR, the fastest approximated characteristics passing through any point of Σ, from the
left or from the right, is allowed to cross only the right space-element TR or the left
TL at t = tn. This means that finer elements allow smaller time-steps with respect
to coarser elements. In order to take advantage from the maximum local-time-step
∆t` allowed by the CFL condition, depending on the refinement level, in a first
cycle only the solution for the finer elements are integrated with ∆t`max as many
times as necessary until matching the time-step of the coarser elements ∆t`−1, then
in the recursive phases, the solution at the lower refinement levels is recursively
integrated in time. In should be noticed that the adopted predictor solution suits
perfectly with local-time-stepping, since a space-time piecewise-polynomial qh is
always available at the left and right of the space-time interfaces ∂T × τn+1.
Full details on the high order local time stepping (LTS) procedure are available
in [107].
4
N U M E R I C A L VA L I D AT I O N A N D R E S U LT S
4.1 convergence tests
4.1.1 Isentropic vortex (Euler)
In order to asses the convergence properties of the ADER-DG-AMR scheme we
have considered the solution of the two-dimensional isentropic vortex, which ad-
mits an analytic solution [247]. The test consists of the advection of a vortex with
initial conditions given by a perturbation superposed to a uniform mean flow as
(ρ,u, v,w,p) = (1+ δρ, 1+ δvx, 1+ δvy, 0, 1+ δp) , (4.1)
with 
δρ
δvx
δvy
δp
 =

(1+ δT)1/(γ−1) − 1
−(y− 5)/2pi exp [0.5(1− r2)]
(x− 5)/2pi exp [0.5(1− r2)]
(1+ δT)γ/(γ−1) − 1
 . (4.2)
The perturbation in the temperature is
δT = −
2(γ− 1)
8γpi2
exp (1− r2) , (4.3)
where r2 = (x− 5)2 + (y− 5)2, while the vortex strength is  = 5 and the adiabatic
index is γ = 1.4. It is easy to check that, under these conditions, the entropy per
unit mass s = p/ργ is constant everywhere. The numerical domain is the square
Ω = [0, 10] × [0, 10], and periodic boundary conditions are used along the four
edges. In this way, after setting the final time of the simulation to tfinal = 10, the
vortex recovers the initial position. We have solved this problem using the Rusanov
flux with reconstruction in characteristic variables. Due to the smoothness of the
solution, we expect that the sub-cell limiter is never activated, which is indeed
the case. We have performed a convergence study by varying N from 2 to 8, with
`max = 1 and a refinement factor r = 3, except for the case N = 8, for which we
have used r = 2. A regular refinement over the moving vortex is better obtained
by applying a refinement criterion based on the cell average of the mass density,
rather than by applying the standard procedure based on equation (3.21). In prac-
tice, and just for this test, a cell is marked for refinement if the cell average of the
variable ρ is smaller than the threshold ρ¯ = 0.75. Table 1 summarizes the results
of this analysis by reporting the L1,L2 and L∞ norms of the error, computed with
respect to the available analytic solution at time t = tfinal. The second column of
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the table reports the number of cells, along each direction, of the initial grid at the
level zero. When N > 6, very coarse initial meshes have been adopted, since for
larger values of Nx the round-off errors affect negatively the outcome of the test.
With this caveat in mind, the computed orders of convergence are in very good
agreement with the nominal ones up to N = 8, thus confirming the high order of
accuracy of the proposed ADER-DG scheme even in combination with AMR and
time-accurate local time stepping.
4.1.2 Alfen wave (SR-MHD)
We have tested the convergence of our new numerical scheme by considering the
propagation of a circularly polarized Alfven wave, for which an analytic solution
is known [172, 84]. Choosing x as the direction of propagation, and η as the am-
plitude of the wave, the magnetic field is given by
Bx = B0 (4.4)
By = ηB0 cos[k(x− vAt)] (4.5)
Bz = ηB0 sin[k(x− vAt)] , (4.6)
where B0 is the uniform magnetic field along x, k is the wave number, while vA is
the Alfven speed at which the wave propagates (see [84] for its analytic form). The
vector tips of the transverse velocity field describe circles in the yz plane normal
to ~B0, according to
vy = −vABy/B0, vz = −vABz/B0 . (4.7)
We have used ρ = p = B0 = η = 1, and since the wave is incompressible, the
background values of ρ and p are not affected. The test has been performed in two
spatial dimensions, using periodic boundary conditions, over the computational
domain Ω = [0; 2pi]× [0; 2pi]. We compare the numerical solution with the analytic
one after one period T = L/vA = 2pi/vA. The results of this analysis are reported in
Tab. 2, which report the L1, L2 and L∞ norms of the error of By. The Rusanov flux
has been adopted, with `max = 2 and a Courant factor CFL = 0.8. We emphasize
that, due to the smoothness of the solution, the sub-cell limiter is never activated.
As it is apparent from the table, the nominal order of convergence is essentially
confirmed.
4.2 1d riemann problems
4.2.1 Sod and Lax problems (Euler)
Having verified the convergence properties of the ADER-DG-AMR scheme, we
have considered two classical Riemann problems, proposed by Sod and Lax, with
initial conditions given, respectively, by
(ρ,u,p)Sod =
{
(1.0, 0.0, 1.0) if x ∈ [0; 0.5] ,
(0.125, 0.0, 0.1) if x ∈ [0.5; 1.0] , (4.8)
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Isentropic vortex problem – ADER-DG-PN + WENO3 SCL
Nx L
1 error L2 error L∞ error L1 order L2 order L∞ order Theor.
D
G
-P
2
15 5.5416E-2 1.1075E-2 1.2671E-2   
3
30 5.7101E-3 1.0984E-3 1.7374E-3 3.28 3.33 2.87
60 8.8511E-4 1.8805E-4 3.4727E-4 2.69 2.55 2.32
90 3.0025E-4 6.6257E-5 1.3176E-4 2.67 2.57 2.39
D
G
-P
3
15 6.4357E-3 1.0325E-3 1.0026E-3   
4
30 2.9981E-4 4.4304E-5 4.2822E-5 4.42 4.54 4.55
60 1.1141E-5 1.6679E-6 2.2108E-6 4.75 4.73 4.27
90 1.6787E-6 2.9117E-7 5.0366E-7 4.67 4.30 3.65
D
G
-P
4
10 5.0587E-3 8.2103E-4 1.0921E-3   
5
15 6.3888E-4 1.0137E-4 1.2972E-4 5.10 5.16 5.25
20 1.5369E-4 2.3219E-5 3.5064E-5 4.95 5.12 4.55
25 5.1581E-5 7.8567E-6 1.2824E-5 4.89 4.86 4.51
D
G
-P
5
15 1.1135E-4 1.6708E-5 2.5184E-5   
6
20 1.8700E-5 2.7597E-6 3.4678E-6 6.20 6.26 6.89
25 3.9941E-6 6.0874E-7 9.4323E-7 6.92 6.77 5.83
30 1.4623E-6 2.1969E-7 3.0234E-7 5.51 5.59 6.24
D
G
-P
6
5 1.5485E-2 2.5835E-3 2.6686E-3   
7
10 1.8390E-4 2.9877E-5 4.1129E-5 6.40 6.43 6.02
15 9.8578E-6 1.6642E-6 2.9090E-6 7.22 7.12 6.53
20 1.2041E-6 2.0205E-7 3.6192E-7 7.31 7.33 7.24
D
G
-P
7
5 6.2402E-3 1.0963E-3 1.4947E-3   
8
9 6.0168E-5 1.0210E-5 1.2830E-5 7.90 7.96 8.09
11 1.5676E-5 2.4524E-6 4.0665E-6 6.70 7.11 5.73
13 4.8297E-6 7.7831E-7 1.0593E-6 7.05 6.87 8.05
D
G
-P
8
7 1.3473E-4 2.1259E-5 2.3665E-5   
9
9 1.8066E-5 2.8661E-6 3.6534E-6 7.99 7.97 7.43
11 2.7718E-6 4.2166E-7 5.2952E-7 9.34 9.55 9.62
13 6.2220E-7 1.0475E-7 1.4401E-7 8.94 8.34 7.79
Table 1: L1,L2 and L∞ errors and convergence rates for the 2D isentropic vortex problem
for the ADER-DG-PN scheme with sub-cell limiter and adaptive mesh refinement.
One level of refinement has been used with a refinement factor r = 3, except for
the case N = 8, for which we have used r = 2.
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Circularly polarized Alfven Wave problem – ADER-DG-PN + WENO3 SCL
Nx L1 error L2 error L∞ error L1 order L2 order L∞ order Theor.
D
G
-P
2
30 2.9861E-3 7.2314E-4 4.2388E-4   
3
60 2.9229E-4 8.0346E-5 7.0230E-5 3.35 3.17 2.59
90 8.8069E-5 2.5059E-5 2.3319E-5 2.95 2.87 2.72
120 3.6687E-5 1.0900E-5 1.0948E-5 3.04 2.89 2.63
D
G
-P
3
15 1.2671E-4 2.5939E-5 1.1433E-5   
4
20 3.1455E-5 6.5949E-6 2.9456E-6 4.48 4.76 4.71
25 1.1743E-5 2.5410E-6 1.4527E-6 4.41 4.27 3.17
30 5.7046E-6 1.2767E-6 7.5875E-7 3.96 3.77 3.56
D
G
-P
4
10 6.6600E-5 1.4648E-5 7.5420E-6   
5
15 7.8640E-6 1.9384E-6 1.2828E-6 5.26 4.98 4.36
20 1.8748E-6 4.9562E-7 3.6520E-7 4.98 4.74 4.36
25 6.1631E-7 1.6408E-7 1.3283E-7 4.98 4.95 4.53
Table 2: L1,L2 and L∞ errors and convergence rates for the 2D circularly polarized Alfven
wave problem for the ADER-DG-PN scheme with sub-cell limiter and adaptive
mesh refinement. Two levels of refinement have been used with a refinement
factor r = 3. The errors have been computed for the variable By.
and
(ρ, v,p)Lax =
{
(0.445, 0.698, 3.528) if x ∈ [0; 0.5] ,
(0.5, 0.0, 0.571) if x ∈ [0.5; 1.0] . (4.9)
The computational domain is actually two-dimensional, but the second direction
y acts as a passive one. Moreover, the adiabatic index of the gas is γ = 1.4, and the
final time of the simulation is tfinal = 0.2 for Sod’s problem, while it is tfinal = 0.14
for Lax’s. Both tests have been solved using the ADER-DG-P9 scheme, supple-
mented with our a posteriori ADER-WENO3 finite volume sub-cell limiter. The
initial grid is composed of Nx ×Ny = 20× 5 cells, which are then adaptively re-
fined using r = 3 and `max = 2. The results of our calculations, for which we have
used the Osher flux [100], are reported in figures 4–5. Figure 4, in particular, shows
the three-dimensional view of the solution by plotting the corresponding polyno-
mials, highlighted in blue (for the unlimited cells) and in red (for the limited cells)
according to our standard convention. We recall that the blue polynomials really
represent the DG polynomials within each cell, while in the red cells we visualize
the data as a piecewise linear interpolation of the sub-cell averages, produced by
the sub-cell limiter. As in figure 4 of [109], in both the tests the contact disconti-
nuity is resolved within one single cell, which, due to our AMR algorithm, in the
present case is always at the maximum level of refinement. We further note that
the contact wave is unlimited (blue). This is due to the fact that after a certain
time our ADER-DG scheme recognizes this linear degenerate wave as a smooth fea-
ture, after the initial smoothing of the contact discontinuity by the sub-cell limiter
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Problem ρ (vx vy vz) p (Bx By Bz) tfinal γ
RP1 x > 0 0.125 0.0 0.0 0.0 0.1 0.5 -1.0 0.0
0.4 2.0
(Test 1 in [14]) x 6 0 1.0 0.0 0.0 0.0 1.0 0.5 1.0 0.0
RP2 x > 0 1.0 -0.45 -0.2 0.2 1.0 2.0 -0.7 0.5
0.55 5/3
(Test 5 in [14]) x 6 0 1.08 0.4 0.3 0.2 0.95 2.0 0.3 0.3
Table 3: Initial conditions for the one–dimensional Riemann problems.
and the Riemann solver. The right propagating shock, on the contrary, is always
limited (red), as expected, and it is very sharply resolved. In figure 5 we have in-
stead reported the comparison of the exact solution of the Riemann problem [262]
with the numerical solution for a few representative variables, extracted from the
polynomial data representation of the DG scheme -or the sub-cell limiter- along a
1D line of 200 equidistant sample points. The agreement between numerical and
exact solution is excellent. Finally, for this test we have also performed a profil-
ing analysis to quantify the relative computational costs of the sub-cell limiter. In
a representative simulation using the ADER-DG-P2 scheme, with approximately
15% of the cells that are limited, the overhead with respect to the unlimited DG
scheme amounts to a factor ≈ 1.5 in terms of CPU time.
4.2.2 Shock tube problems in SR-MHD (SR-MHD)
Once the convergence properties have been verified, we consider a few relevant
shock-tube problems to test the new ADER-DG-AMR method. Specifically, we
concentrate on two classical Riemann problems for SR-MHD, already proposed
by [270] and classified as ’Test 1’ and ’Test 5’ in table 1 of [14]. The corresponding
initial conditions, referred to as RP1 and RP2 in the following, are given in table 3,
which reports also the final times and the adiabatic indices.1
The two chosen Riemann problems are solved along two coarse grids of 40× 5
and 25 × 5 elements, respectively. Then, the initial grid is adaptively refined in
space and time according to r = 3 and `max = 2. The computational domain is
two-dimensional, but the second direction y acts as a passive one. Both tests have
been solved using the ADER-DG-P3 scheme, but they differ in the sub-cell limiter,
which is the second order TVD finite volume scheme for RP1, while it is the third
order ADER-WENO finite volume scheme for RP2. The HLL solver has been used
for both RP1 and RP2 with a Courant factor CFL = 0.5. The damping factor for
the divergence-cleaning procedure is set to κ = 10.
Figure 6 shows the three-dimensional plot of the solution for the rest mass
density and the corresponding AMR grid, by plotting the real DG polynomials
(highlighted in blue) for every single unlimited cell and the piecewise linear in-
terpolation of the ADER-WENO limiter along the sub-cell averages (highlighted
1 The adiabatic index γ of RP1 in unphysical, as it violates Taub’s inequality based on kinetic theory
[251, 205] but it is fixed equal to 2 anyway to ease comparison with [270] and [14].
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Figure 4: 3D view of the density variable and of the corresponding AMR grid. Top panel:
Sod problem at tfinal = 0.2. Bottom panel: Lax problem at tfinal = 0.14. The
limited cells, using the sub-cell ADER-WENO3 finite volume scheme, are high-
lighted in red, while unlimited DG-P9 cells are highlighted in blue.
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Figure 5: Sod shock tube problem (left panels) at tfinal = 0.2 and Lax problem (right
panels) at tfinal = 0.14.
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Figure 6: 3D view of the density variable and the corresponding AMR grid. Top panel:
RP1 at tfinal = 0.4 (coarsest grid of 40× 5 elements). Bottom panel: RP2 at tfinal =
0.55 (coarsest grid of 25× 5 elements). The limited cells, using the sub-cell ADER-
WENO3 finite volume scheme, are highlighted in red, while unlimited DG-P3
cells are highlighted in blue.
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ADER-DG P3 + AMR
Reference solution
Figure 7: RP1: physical variables interpolated along a 1D cut on 200 equidistant points at
tfinal = 0.4, starting from a coarsest grid of 40× 5 elements by using the ADER-
DG-P3 scheme supplemented with the a posteriori ADER-TVD sub-cell limiter.
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Figure 8: RP2: physical variables interpolated along a 1D cut on 200 equidistant points
at tfinal = 0.55, starting from a coarsest grid of 25 × 5 elements by using the
ADER-DG-P3 scheme supplemented with the a posteriori ADER-WENO3 sub-
cell limiter.
4.3 two-dimensional tests 57
in red) for the limited cells. A reference solution for these Riemann problems
is computed with the exact Riemann solver proposed by [129]. Figures 7 and 8
show the comparison with the reference solution by plotting the rest mass density,
the x− and the y− velocity components and the y− component of the magnetic
field, interpolated over a one-dimensional cut composed of 200 equidistant points
at the final state. A remarkable agreement between the numerical and the refer-
ence solution is obtained. All the waves are well captured, five for RP1 and seven
for RP2. More specifically, RP1 has a left-going and a right-going fast rarefaction
wave, a left-going compound wave, a central contact discontinuity, and a right-
going slow shock. RP2 has instead a left-going and a right-going fast shock, a
left-going and a right going Alfén wave, a left-going rarefaction wave, a central
contact discontinuity and a right-going slow shock. Due to the combined action
of the sub-cell-limiter and of AMR, all discontinuities are resolved within just one
cell or two cells at most. We note that, while the compound wave is absent by con-
struction in the exact solution, its width in the numerical solution is rather small
and its amplitude is also comparatively smaller with respect to that obtained with
other numerical schemes, indicating that this might really be a numerical artifact.
However, see also the discussion in [206].
The small asymmetries visible in figure 6 for RP1 along the passive y direction
are attributable to the joint interaction between: (1) the lack of reconstruction in
characteristic variables, which could typically help in these cases; (2) some residual
post-shock oscillations, that in [13] were suppressed by means of artificial viscos-
ity. In spite of these small defects, these results show the capabilities of the new
scheme, which does not resort to any artificial viscosity, in resolving the strongly
non-linear waves of SR-MHD equations, for which an unlimited DG schemes
would catastrophically fail.
4.3 two-dimensional tests
4.3.1 Double Mach reflection problem (Euler)
A complex test problem in two space dimensions which contains a variety of
waves such as strong shock waves, contact waves and shear waves, we have con-
sidered the so called double Mach reflection problem, which was first proposed in
[273]. The initial conditions are given by a right-moving shock wave with a Mach
number M = 10, which intersects the x− axis at x = 1/6 with an inclination angle
of α = 60◦. In order to provide the physical states ahead and behind the shock, it
is necessary to solve the Rankine–Hugoniot conditions, which provide
(ρ,u, v,p)(x, t = 0) =
{
1
γ(8.0, 8.25γ, 0.0, 116.5), if x
′ < 0.1,
(1.0, 0.0, 0.0, 1γ), if x
′ > 0.1,
(4.10)
where x ′ = (x− 1/6) cosα− y sinα is the coordinate in the rotated frame, while
γ = 1.4. The boundary conditions on the left side and on the right side are just
given by inflow and outflow, while on the bottom we have used reflecting bound-
ary conditions. On the other hand, the boundary conditions on the top require
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some more attention, since we need to impose the exact solution of an isolated
moving oblique shock wave with the same shock Mach number Ms = 10. The
computational domain is given by Ω = [0; 3.0] × [0; 1], which is covered by an
initial uniform grid composed of 75× 25 cells. For our simulations, the Rusanov
flux has been used and AMR is activated with `max = 2 and r = 3. The results
of our calculations at time t = 0.2 are reported in figures 9-11, for which we
have used three different schemes: ADER-DG-PN with N = 2, 5, 8. In all these
figures we have zoomed into the interaction zone with 1.8 6 x 6 2.8 in order
to highlight the differences among the orders of accuracy. Moreover, the bottom
right panel in each of these figures refers to a configuration with a finer initial
grid, composed of 150× 50 cells. Figure 9, in particular, shows the contour lines
of the density. Figure 10 shows the AMR grid and the troubled cells, highlighted
in red, which required the activation of the limiter. Finally, figure 11 reports the
Schlieren images of the density. There are a number of comments that can be
made about these results. First, and mostly obvious, all DG schemes can detect
the shock waves very well. On the other hand, by increasing the order of accuracy,
the vortex-type flow structures manifest a larger and richer rolling-up, especially
in the transition from ADER-DG-P2 to ADER-DG-P5. Second, the largest number
of troubled cells, including false-positive troubled cells, is present for the lowest
order scheme, i.e. the ADER-DG-P2, and it is concentrated along the shocks, while
leaving the vortex-type flow structures unaffected. This is reassuring, since it indi-
cates that higher order DG schemes have better sub-cell resolution capabilities. Last
but not least we would like to note that the vortices generated by the rolling of
the shear waves create sound waves, which travel through the computational do-
main. Although these simulations do not contain physical viscosity, and as such
the vortex generation and rolling is only controlled by numerical viscosity, we can
deduce from our numerical results that the novel scheme is able to resolve shock
waves properly, as well as shear waves, vortex structures and sound waves.
4.3.2 Forward facing step (Euler)
The forward facing step problem is a classical test, often referred to as the Mach
3 wind tunnel test, which was proposed for the first time in [273]. We take as
computational domain Ω = [0; 3]× [0; 1]\[0.6; 3]× [0; 0.2]. The initial conditions are
given by a uniform flow moving to the right with Mach number M = 3, ρ = 1,
p = 1/γ, u = 3, v = 0, and adiabatic index γ = 1.4. The final time of simulation is
t = 4.0. Regarding the boundary conditions, we have used reflecting boundaries
at the lower and upper parts of the numerical domain, while inflow boundary
conditions are imposed at the entrance and outflow boundary conditions at the
exit. Figure 12 represents the numerical solution obtained using the ADER-DG-P5
scheme with a posteriori ADER-WENO3 sub-cell limiter. The panel on the top is
a 2D view of the AMR grid showing, as usual, in red the limited cells and in
blue the unlimited ones. The bottom panel, on the other hand, is a contour plot
with 41 equidistant density contour levels in the interval [0.1; 4.5]. The mesh at
the coarsest level has 150 × 50 cells, which is subsequently refined using AMR
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Figure 9: Zooms of the interaction zone for the double Mach reflection problem at t =
0.2. Equidistant contour lines of the density variable are shown. Top left: AMR-
ADER-DG-P2 with initial 75× 25 grid. Top right: AMR-ADER-DG-P5 with initial
75× 25 grid. Bottom left: AMR-ADER-DG-P8 with initial 75× 25 grid. Bottom
right: AMR-ADER-DG-P5 with initial 150× 50 grid.
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Figure 10: Zooms of the interaction zone for the double Mach reflection problem at t =
0.2. The AMR grid and the limited cells (highlighted in red) are shown. Top
left: ADER-DG-P2 with initial 75× 25 grid. Top right: ADER-DG-P5 with initial
75× 25 grid. Bottom left: ADER-DG-P8 with initial 75× 25 grid. Bottom right:
ADER-DG-P5 with initial 150× 50 grid.
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Figure 11: Schlieren image of the density variable for the double Mach reflection problem
at t = 0.2. Top left: ADER-DG-P2 with initial 75× 25 grid. Top right: ADER-DG-
P5 with initial 75× 25 grid. Bottom left: ADER-DG-P8 with initial 75× 25 grid.
Bottom right: ADER-DG-P5 with initial 150× 50 grid.
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Figure 12: Forward facing step problem using ADER-DG-P5 with a posteriori ADER-
WENO3 sub-cell limiter. Top: 2D view of the AMR grid together with limited
cells (red) and unlimited cells (blue). Bottom: 41 equidistant density contour
levels in the interval [0.1; 4.5].
parameters `max = 2 and r = 4, corresponding to a uniform grid composed of
2400× 800 cells. It can be appreciated that there is a very good resolution of the
physical instability and also it can be observed that both AMR and sub-cell limiter
act where they are needed.
4.3.3 2D Riemann problems (Euler)
The two dimensional Riemann problems first proposed in [178] have become a
classic benchmark for any numerical scheme solving the Euler equations. The
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ρ u v p ρ u v p
tfinal
x 6 0 x > 0
RP1 y > 0 0.5323 1.206 0.0 0.3 1.5 0.0 0.0 1.5
0.25
(Case 3 in KT) y 6 0 0.138 1.206 1.206 0.029 0.5323 0.0 1.206 0.3
RP2 y > 0 0.5065 0.8939 0.0 0.35 1.1 0.0 0.0 1.1
0.25
(Case 4 in KT) y 6 0 1.1 0.8939 0.8939 1.1 0.5065 0.0 0.8939 0.35
RP3 y > 0 2.0 0.75 0.5 1.0 1.0 0.75 -0.5 1.0
0.30
(Case 6 in KT) y 6 0 1.0 -0.75 0.5 1.0 3.0 -0.75 -0.5 1.0
RP4 y > 0 1.0 0.7276 0.0 1.0 0.5313 0.0 0.0 0.4
0.25
(Case 12 in KT) y 6 0 0.8 0.0 0.0 1.0 1.0 0.0 0.7276 1.0
Table 4: Initial conditions for the two–dimensional Riemann problems. The "Case No. in
KT" refers to the classification of [178].
initial conditions are represented by constant states in each of the four quadrants
of the computational domain Ω = [−0.5; 0.5]× [−0.5; 0.5], namely
u(x,y, 0) =

u1 if x > 0∧ y > 0,
u2 if x 6 0∧ y > 0,
u3 if x 6 0∧ y 6 0,
u4 if x > 0∧ y 6 0 .
(4.11)
The data of the four configurations that we have considered are reported in table 4.
We emphasize that the adiabatic index is γ = 1.4 in all cases. The simulations have
been performed over a level zero grid of 50 × 50 elements, adopting `max = 2
and r = 3. On the other hand, the numerical scheme is the ADER-DG-P5, with
the Rusanov Riemann solver and reconstruction in characteristic variables. Fig-
ures 13-14 show the result of the simulations at the final time tfinal for each model.
The left panels report the isolines of the density, while the right panels show, as
usual, the AMR mesh and the cells updated through the sub-cell limiter, which
have been highlighted in red. Due to the unprecedented high order of accuracy
adopted, which reduces drastically the numerical dissipation of the numerical
scheme, several small-scale features appear in the solution, typically attributed to
the Kelvin–Helmholtz instability but not visible in the original versions shown by
[178]. A similar effect was already noticed by [109] for the test RP3, even in the
absence of AMR. However, when adaptive mesh refinement is activated, the ef-
fects of the Kelvin–Helmholtz instability emerge clearly also in model RP2 (along
the diagonal of the cocoon structure), and in model RP4 (along the boundary of
the bottom-left quadrant). Moreover, we emphasize that the use of AMR makes
the sub-cell limiter operate only along strong discontinuities, which are resolved
within very few cells at the maximum level of refinement.
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Figure 13: Two-dimensional Riemann problems solved with the AMR-ADER-DG-P5
method with sub-cell limiter on an initial uniform grid with 50× 50 cells. Two
levels of refinement have been adopted, with refinement factor r = 3. Left pan-
els: isolines of the density. Right panels: AMR grid (black), limited cells (red)
and unlimited cells (blue). RP1 and RP2, from the top to the bottom.
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Figure 14: Two-dimensional Riemann problems solved with the AMR-ADER-DG-P5
method with sub-cell limiter on an initial uniform grid with 50× 50 cells. Two
levels of refinement have been adopted, with refinement factor r = 3. Left pan-
els: isolines of the density. Right panels: AMR grid (black), limited cells (red)
and unlimited cells (blue). RP3 and RP4, from the top to the bottom.
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4.3.4 Cylindrical explosion problem (Euler)
In multiple space dimensions, a conceptually simple but interesting extension of
the one-dimensional Riemann problem is represented by the cylindrical and by
the spherical explosion problem, both of them described with great detail in [258]
and [262]. These two tests are indeed relevant, since they involve the propagation
of a shock wave that is not aligned with the coordinates, and they can therefore
be used to check the ability of the numerical scheme in preserving the physical
symmetries of the problem. The basics of the problem is depicted here next to the
two dimensional results. The three-dimensional results are given in next section.
As initial conditions, we assume the flow variables to be constant for r 6 R and
for r > R, namely
(
ρ, v,p
)
=

(
1, 0, 0, 0, 1
)
for r 6 R ,(
0.125, 0, 0, 0, 0.1
)
for r > R ,
(4.12)
where r =
√
x2 is the radial coordinate, x is the vector of spatial coordinates, while
R = 0.5 denotes the radius of the initial discontinuity. The computational domain
is Ω = [−1; 1]d, whereas the adiabatic index of the ideal-gas equation of state has
been set to γ = 1.4. As suggested by [262], a reference solution can be computed
after solving an equivalent one dimensional problem in the radial direction r,
in which the additional geometric terms arising from the choice of curvilinear
coordinates can be moved to the right hand side of the governing PDEs as source
terms.
We have solved the two-dimensional, cylindrical, explosion problem with the
ADER-DG-P9 scheme in combination with our usual a posteriori sub-cell WENO
finite volume limiter, the Osher-type flux of [100] and the reconstruction in char-
acteristic variables. On the level zero grid, the mesh consists of 50× 50 elements,
which are then refined using a refinement factor of r = 3 and `max = 2. This leads
to an equivalent resolution on a uniform fine grid of 450× 450 = 202, 500 elements.
Considering that each P9 element uses 10 degrees of freedom per space dimension,
this corresponds to a total resolution of 20, 250, 000 spatial degrees of freedom on a
uniform fine grid. Figure 15 shows a 3D plot of the density distribution obtained
for the cylindrical explosion case, as well as the AMR grid configuration at the
final time t = 0.20. Moreover, a 2D view of the AMR grid together with 1D cuts
through the numerical solution on 150 equidistant sample points along the x-axis
are depicted in figure 16. For comparison, figure 16 also contains the 1D reference
solution as well as the numerical solution obtained with the ADER-DG-P9 scheme
on the uniform fine grid. First of all, we observe that the numerical results coincide
perfectly well with the reference solution. Second, one can note that the uniform
fine grid solution as well as the result obtained with AMR are essentially identical.
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Figure 15: Three-dimensional view of the density variable and the AMR grid for the two
dimensional explosion problem at tfinal = 0.20. Limited cells (red) updated with
the sub-cell ADER-WENO3 finite volume scheme and unlimited cells (blue)
with the ADER-DG-P9 scheme. The level zero AMR grid uses 50× 50 elements.
4.3.5 Lid-driven cavity flow at low Mach number – M=0.1 (CNS)
The so-called lid-driven cavity flow became a standard benchmark problem for
testing numerical methods for the incompressible Navier-Stokes equations, see
[127]. In this two dimensional test a nearly incompressible flow is considered. In a
closed square cavity the fluid-flow is driven by the moving upper-wall with tangen-
tial velocity u = 1. No-slip boundary conditions are applied at the remaining three
walls. The spatial domain Ω = [−1, 1]× [−1, 1] has been discretized into 10× 10
space-elements for the coarsest mesh at level zero; the AMR-framework has been
activated accordingly to a refine factor r = 3 and `max = 2, the associated maxi-
mally refined mesh-level, and the magnitude of the velocity as estimator-function
for the mesh adaptation. We compare the numerical solution obtained with our
ADER-DG-P3 supplemented with the a posteriori WENO3 SCL for the compress-
ible Navier-Stokes equations in the low-Mach regime (M = 0.1) with the reference
solution of [127] in figure 17. A very good agreement between computed and ref-
erence solution has been obtained, despite the compressibility of the simulated
fluid-flow and the non-trivial singularities at the upper corners. Notice that the
limiter has been needed only next to the flow singularities at the upper corners
where, in fact, the solution is a double valued function, i.e. u = 0 at the side walls
and u = 1 at the moving upper lid.
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Figure 16: Two-dimensional explosion problem. 2D view of the AMR grid together with
limited and unlimited cells (top left). One dimensional cuts of the numerical
solution for density ρ (top right), velocity u (bottom left) and fluid pressure
p (bottom right) on 150 equidistant sample points along the positive x−axis
obtained at tfinal = 0.20 with the space-time adaptive ADER-DG-P9 scheme,
supplemented with a posteriori ADER-WENO3 sub-cell limiter. For comparison,
the solution computed on a uniform fine mesh corresponding to the finest AMR
grid level and the 1D reference solution are also reported.
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Figure 17: The numerical solution obtained for the two dimensional lid-driven cavity
problem compared with the numerical results of [127] at different Reynolds
Re = 100, obtained with our ADER-DG-P3 method using 10x10 elements at the
coarsest level, up to `max = 2 maximum number of refinement levels with a
refine factor r = 3. In the first two rows, from left to right, from the top to the
bottom the data-comparison, the magnitude of the velocity field with stream-
lines, the pressure and the limiter status have been plotted.
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4.3.6 Compressible 2D mixing layer (CNS)
In this test, originally proposed in [78] and then extended to three space dimen-
sions in the work of [11] and then reproposed also in [125, 95, 111], the high
order of accuracy of our ADER-DG scheme and the judiciousness of the imple-
mentation of the SCL are tested. A well known unsteady physical instability is
generated along a compressible two dimensional mixing layer, between the paral-
lel motion of two streams. The upper stream flows at velocity u∞ = 0.5, the lower
one at u−∞ = 0.25 corresponding to a velocity ratio λ = u∞/u−∞ = 2; pressure
and density are initialized as ρ = ρ0 = 1 and p = p0 = 1/γ with a ratio of specific
heats γ = 1.4. The singularity at y = 0 has been smoothed by means of a very
simple hyperbolic tangent function
u =
1
8
(tanh(2y) + 3) . (4.13)
The lengths are made dimensionless with respect to the vorticity thickness at the
inflow, given by
δωz(x0) =
u∞ − u−∞
max(∂u∂y |x0
)
:= 1, (4.14)
which allows to define the corresponding Reynolds number
Re =
ρ0u∞δωz(x0)
µ
. (4.15)
From a rigorous linear stability analysis of the inviscid Rayleigh equations, a
proper oscillatory forcing term can be introduced at the inflow in order to fa-
cilitate the instability to arise. More details about the resolution of the inviscid
Rayleigh but also the viscous Orr-Sommerfeld equations are available in the work
of [78] and [11]. Here, the following very simple perturbation has been introduced
at the left boundary
δ(y, t) = A(y) [cos(ω0t) + cos(ω1t+φ1) + cos(ω2t+φ2) + cos(ω3t+φ3)]
(4.16)
where: ω0 = −2pif0 = −0.3147876 is the fundamental angular frequency (f0 ≈
0.0501); ω1 = ω0/2, ω2 = ω0/4 and ω3 = ω0/8 are the corresponding first three
subharmonics; φ1 = −0.028, φ2 = 0.141 and φ3 = 0.391 are the chosen phase-shift
of the subharmonic with respect to the fundamental perturbation that allow to
minimize the distance of the vortex pairing, according to [78];A(y) is an amplitude
factor (A << 1) that can be chosen in the form of a Gaussian distribution centered
in the origin of the physical instability, i.e.
A(y) = A˜e−y
2/4, A˜ = −10−3. (4.17)
The spatial domain is Ω = [−50, 50]× [0, 400], discretized by only 20× 40 elements
at the coarsest grid level, with a refinement factor r = 3 and up to `max = 2
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maximum number of refinement levels. An ADER-DG-P5 scheme is employed,
supplemented by a third order ADER-WENO finite volume sub-cell limiter. Fig-
ure 18 shows the numerical results for the density variable and the AMR grid by
choosing a dynamic viscosity of µ1 = 10−3, corresponding to a Reynolds number
of Re1 = 500.The obtained results are directly comparable with the results avail-
able in the papers of [78, 11, 125, 95, 111] with a good agreement. Figure 18 shows
the obtained results for the density and vorticity variables, and the AMR grid col-
ored by the limiter-status (limited cells are highlighted in red, unlimited cells are
plotted in blue). The first vortex pairing occurs at around xp ′ ∼ 190. We notice
that the SCL has never been activated during the simulation and this is because
the physics of the fluid flow has been well-resolved and no spurious oscillations
are generated. This is a very important result and we would like to stress at this
point that the presented sub-cell limiting procedure does not dissipate the real
physical instabilities, but only the numerical ones, preserving the original resolu-
tion of high order unlimited DG scheme for smooth flows. Finally, figure 19 shows
the comparison of the time series of the horizontal velocity evaluated at y = 0 at
different axial positions. These plots give a better idea on the time-scales of the
development of the instability; they seem to be well compatible with literature
results (see [78, 95]).
4.3.7 Shock-vortex interaction (CNS)
An interesting two dimensional problem for testing the AMR framework dealing
with shocks and smooth waves together is the so called shock-vortex interaction test.
In this problem a smooth vortex hits a stationary normal shock wave, representing
an optimal scenario for testing high order shock capturing schemes. The spatial
domain isΩ = [0, 2]× [0, 1] with periodic boundary conditions in the vertical direc-
tion, analytical boundary conditions at the left boundary and a classical outflow
boundary condition at the right. The vortex is centered at (xV ,yV) = (0.25, 0.5)
and its strength is characterized by a Mach number of MV = vm/c0 = 0.7, c0 =√
γp0/ρ0 being the adiabatic sound speed upstream the shock, with p0 = 1 and
ρ0 = 1. The angular velocity ωV is distributed according to
ωV =

ωm
r
a for r 6 a ,
ωm
a
a2−b2
(
r− b
2
r
)
for a 6 r 6 b ,
0 otherwise ,
(4.18)
where r2 = (x− xV)2 + (y− yV)2. Pressure and density are evaluated according to
the equations
p = p0
(
T
T0
) γ
γ−1
, ρ = ρ0
(
T
T0
) 1
γ−1
. (4.19)
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Figure 18: Vorticity field (top row) and AMR grid (bottom row) ωz obtained with the
ADER-DG-P5 scheme supplemented with the a posteriori ADER-WENO SCL
for the compressible mixing layer test for µ = 10−3 at t = 68 Tf = 1596.8s with
Tf = 1/f0, where f0 is the fundamental frequency of the mixing layer. Up to
`max = 2 maximum number of refinement levels with a refine factor r = 3 are
used. The limiter is never active. A reference solution [95] for the vorticity field
obtained with a high order P3P5 scheme using a locally refined unstructured
triangular grid is provided for comparison (middle row).
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Figure 19: History of the horizontal velocity component evaluated at y = 0, along five
different axial positions x1 = 0, x2 = 45, x3 = 100, x4 = 200 and x5 = 285 (from
left to right, from the top to the bottom) for the compressible mixing layer test
at µ = 10−3.
after solving the ordinary differential equation for the temperature
dT
dr
=
γ− 1
Rγ
ω2V(r)
r
. (4.20)
The unperturbed upstream variables are chosen in compliance with the equation
of state of ideal gases p0 = Rρ0T0 where the the gas constant is R = 1. The re-
maining parameters are chosen to be γ = 1.4, a = 0.0075 and b = 0.175 and
the Prandtl number of Pr = 0.7. Finally, the stationary shock with Mach number
MS = 1.5 is placed at x = 0.5 and the downstream variables are computed ac-
cording to the classical Rankine-Hugoniot conditions [181]. The current test has
been solved with the P5 version of our ADER-DG method, supplemented only
by a second order accurate shock capturing TVD finite volume scheme on the
sub-grid, based on reconstruction in primitive variables. Figure 20 shows the com-
puted results for the density variable and the AMR grid colored by the limiter
status for µ = 10−8 (limited cells are highlighted in red, unlimited cells are plotted
in blue). The obtained results are in agreement with the results available in litera-
ture [109, 103, 233]. Moreover, figure 21 shows the computed results obtained by
choosing a viscosity of µ = 10−3. The effect of higher physical viscosity is evident,
since the final solution is much smoother because of the presence of viscous effects
and heat conduction. We observe that the SCL is never activated (although the en-
tire MOOD framework is switched on in this test problem!), since for sufficiently
resolved viscous flows, the use of a limiter becomes unnecessary.
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Figure 20: Density (top) and AMR grid colored by the limiter status (bottom) obtained
with our ADER-DG-P5 supplemented with the a posteriori TVD SCL in primi-
tive variables for the shock-vortex interaction test at t = 0.7s. Up to `max = 2
maximum number of refinement levels with a refine factor r = 3 are used. The
kinematic viscosity is ν = 10−8.
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Figure 21: Density (top), and limiter status (bottom) obtained with our ADER-DG-P5 sup-
plemented with the a posteriori SCL for the shock-vortex interaction test at
t = 0.7s. Up to `max = 2 maximum number of refinement levels with a refine
factor r = 3 are used. The kinematic viscosity is ν = 10−3.
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4.3.8 Viscous double Mach reflection problem (CNS)
Originally proposed by Woodward and Colella in [272] for the inviscid case, see
also section 4.3.1, here we solve a viscous version of the two dimensional double
Mach reflection problem at very high Mach number (MS = 10). In this test, a
planar shock wave hits a rigid wall at an angle of incidence of αS = 60◦. The shock
wave reflection, the viscous wall boundary layer, but also the physical instabilities
inside the front of incidence for high Reynolds numbers, make this scenario very
intriguing for testing the ability of a high-order numerical scheme to capture all
the flow physics, from the smaller and the larger vortex structures to the strong
shock waves that appear at M = 10, (see [272, 95, 109, 281]). The 60◦-inclined
wavefront of the viscous shock-wave is initialized by imposing x = 0 as the initial
point of incidence at the wall, and prescribing the classical Rankine-Hugoniot
conditions of the compressible Euler equations at the shock interface with respect
to the chosen downstream variables, having
(
ρ0,u ′0, v
′
0,p0
)
=
{
(8, 8.25γ, 0, 116.5) 1γ for x
′ upstream
(γ, 0, 0, 1) 1γ for x
′ downstream
. (4.21)
where the primed variables and coordinates u ′, v ′ and x ′ are evaluated with re-
spect to the rotated coordinate system, x ′ being the streamwise direction. The
Prandtl number is Pr = 3/4. The spatial domain is chosen to be Ω = [0, 4]× [0, 1]
with no-slip boundary condition at the bottom, outflow boundary condition at the
right, and the aforementioned analytical solution of the moving incident shock-
wave in the remaining left and top boundaries. For this test the ADER-DG-P5
scheme has been used, together with a third order ADER-WENO finite volume
scheme as sub-cell limiter (SCL). The coarsest mesh, the one of the 0− th refine-
ment level, is made up of 80× 20 elements upgraded by up to `max = 2 maximum
number of refinement levels with a refine factor r = 3. Then, the corresponding
characteristic lengths h` of the three refinement levels are h0 = 1/20, h1 = 1/60
and h2 = 1/180 and the effective characteristic lengths h˜` that take account of the
d.o.f of the polynomial basis (h˜` = h`/(N+ 1)) are h˜0 = 1/120, h˜1 = 1/360 and
h˜2 = 1/1080. Figure 22 shows the numerical results for the density contour lines
at time t = 0.05 and 0.2 for differed dynamic viscosity coefficients, i.e. µ1 = 10−3
leading to the shock-Reynolds number Re1 = ρ0MS/µ1 = 104, µ2 = 10−4 lead-
ing to Re2 = 105 and the almost inviscid limit case µ3 = 10−8. It is important to
note that when the inviscid compressible Euler equations are solved, the present
problem will develop smaller and smaller spatial scales in an unbounded manner,
since there is no physical viscosity in the Euler equations that prevents the genera-
tion of small scale vortex structures. In the presence of physical viscosity, however,
there exists a smallest spatial scale at which vortex structures dissipate energy into
internal energy and below which no smaller spatial scales can exist.
The classical ’crow’s feed’-shaped (i.e. the right 3+ 1 shock-wave-interfaces that
are incident with respect to a central node) front-wave is well reproduced. It holds
some interest noticing the differences of the distance between the central node
and the location of the first vortex appearance along the central slip line, which
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is affected by a Kelvin-Helmholtz instability at higher Reynolds numbers. Then,
the same numerical simulation has been repeated by applying reflective (invis-
cid) slip-wall boundary conditions at the bottom, instead of the classical no-slip
wall-boundary conditions. Figure 23 shows the numerical solution for the density
contour lines obtained at time t = 0.2. Notice that the no-slip boundary condi-
tions at the bottom wall lead to a completely different flow pattern compared to
the usual slip wall boundaries used for the simulation of inviscid flows: the de-
velopment of the well known ’mushroom’-type shape of the the purely reflective
slip-wall case is prevented because of the thin boundary layer at the wall, leading
to ∂u/∂y 6= 0 at y = 0. The complete AMR grids colored by the limiter status
are depicted in figure 24 for the considered Reynolds number regimes and bound-
ary conditions. One can notice that the AMR method worked properly, following
the main shock waves and resolving also the vortexes generated by the Kelvin-
Helmholtz instability along the slip line. Moreover, also the SCL ADER-WENO3
is essentially activated only when and where it is necessary, i.e. only next to the
stronger shocks (see red cells in figure 24 allowing the ADER-DG P5-polynomials
to represent the numerical solution in the smoother zones and throughout the
non-linear instabilities. Notice that only a minor number of ’false-positive’ limited
cells have been detected for this test-problem.
It should be emphasized that there are not many reference results published in
the literature concerning the viscous double Mach reflection problem. In the case of
high Reynolds numbers and inviscid slip wall boundary conditions, our obtained
results seem to be in good agreement with the results present in the literature
[272, 95, 109, 281, 111].
4.3.9 MHD rotor problem (MHD)
In the following, we consider two nontrivial well-known problems of classical
ideal MHD, by adopting the ADER-DG-P5 scheme, supplemented with our a pos-
teriori WENO3 sub-cell limiter, with the Rusanov Riemann solver.
Our first test is the MHD rotor problem sketched in [17]. The computational
domain is Ω = [−0.6, 0.6]× [−0.6, 0.6], with an initial mesh on the coarsest level
composed of 50× 50 elements. The AMR framework is activated with r = 4 and
`max = 2. In this problem a high density fluid is rotating rapidly with angular
velocity ω, embedded in a low density fluid at rest. More specifically, the initial
conditions are given by
ρ =
{
10 for 0 6 r 6 0.1;
1 otherwise;
, ω =
{
10 for 0 6 r 6 0.1;
0 otherwise;
, (4.22)
B =
(
2.5, 0, 0,
)T
, p = 1 . (4.23)
Torsional Alfvén waves are generated by the spinning rotor and launched into the
ambient medium. As a consequence, the angular momentum of the rotor is di-
minishing. In order to validate the accuracy of the method, the AMR computation
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Figure 22: Contour lines of the density for the viscous double Mach reflection test for
viscosity µ = 10−3, 10−4 and the inviscid limit 10−8, from top to bottom, at
different times t = 0.05 (left) and 0.20 (right), obtained with ADER-DG-P5 and
a posteriori SCL WENO3.
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Figure 23: Contour lines of the density for the viscous double Mach reflection test with
purely reflective wall boundary conditions for viscosity 10−4 at different times
t = 0.05, 0.10, 0.15 and 0.20, from top left to bottom right, obtained with ADER-
DG-P5 and a posteriori SCL WENO3.
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Figure 24: Plot of the AMR grid for ADER-DG-P5 polynomials (blue) and the ADER-
WENO3 sub-cell averages, i.e. the limited cells (red), for the viscous double
Mach reflection test at the final time t = 0.2 obtained by choosing µ = 10−3 and
no-slip walls (top), µ = 10−4 and no-slip walls (center) and µ = 10−4 with slip
walls (bottom).
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is compared with the maximally refined uniform grid composed of 800× 800 =
640, 000 elements, corresponding to a total resolution of 4800× 4800 = 23, 040, 000
spatial degrees of freedom on the uniform grid for the augmented MHD equa-
tions. Transmissive boundary conditions are applied at the borders. Following
[17], a linear taper is applied in the range 0.1 6 r 6 0.105 to allow continuity of
the physical variables between the internal rotor and the fluid at rest at r = 0.105.
The divergence cleaning velocity is set equal to ch = 4, while the adiabatic index
is γ = 1.4.
Figures 25-26 shows the solution for density, pressure, Mach number and mag-
netic pressure fields at time t = 0.25. An excellent agreement between the AMR
computation (reported in the left panels) and the uniform grid computation (re-
ported in the right panels) is observed. Moreover, the numerical results are in very
good agreement both with [17], and with the results of the ADER-WENO scheme
with space-time adaptive mesh refinement presented in [107]. We would like to
stress that spurious oscillations are absent in the density and the magnetic pres-
sure fields, because of the adopted divergence cleaning procedure. In fact, without
divergence cleaning, Godunov’s schemes would suffer of unphysical oscillations
as reported by [17]. Finally, figure 27 shows the AMR mesh in the left panel and
in the right panel the troubled zones in red, for which activation of the sub-cell
limiter became necessary.
4.3.10 Orszag-Tang vortex system (MHD)
The second test that we have considered concerns the well known Orszag-Tang
vortex problem, presented in [218], and later investigated by [223] and [81]. The
adopted parameters refer to the computation performed by [158]. Because of the
chosen normalization of the magnetic field, our initial conditions are
(ρ, v,p,B) =
(
γ2,− sin (y) , sin (x) , 0,γ,−
√
4pi sin (y) ,
√
4pi sin (2x) , 0
)
, (4.24)
where γ = 5/3. The computational domain Ω = [0, 2pi]× [0, 2pi] is discretized with
30× 30 elements on the coarsest refinement level at t = 0. Periodic boundary con-
ditions are applied along each edge. By using r = 3 and `max = 2, the associated
maximally refined uniform grid is formed of 270× 270 = 72, 000 elements, that
correspond to a total resolution of 2, 624, 400 spatial degrees of freedom. The re-
sulting solution for density, pressure, Mach number and magnetic pressure is plot-
ted at times t = 0.5, 2.0, 3.0, 5.0 in figure 28, both for the AMR and for the uniform
grid. The AMR results appear to be in very good agreement with the reference
solution represented by the calculation over the uniform grid. Moreover, our com-
putations are in agreement with the the fifth order WENO finite difference results
presented by [158], with the solution of [105] obtained with an unstructured third
order WENO scheme, and also with the ADER-WENO solution computed with
space-time adaptive mesh refinement in [107].
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Figure 25: MHD rotor problem at time t = 0.25 solved with ADER-DG-P5. Left panels:
solution obtained on the AMR grid. Right panels: solution obtained on a fine
uniform grid corresponding to the finest AMR grid level.
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Figure 26: MHD rotor problem at time t = 0.25 solved with ADER-DG-P5. Left panels:
solution obtained on the AMR grid. Right panels: solution obtained on a fine
uniform grid corresponding to the finest AMR grid level.
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Figure 27: MHD rotor problem at time t = 0.25: AMR grid on the left; troubled cells (red)
and unlimited cells (blue) on the right.
4.3.11 The rotor problem (SR-MHD)
As a first genuinely two dimensional test we consider the relativistic version of
the MHD rotor problem, originally proposed by [17], and solved by a number of
authors over the years, including [83], [101], [194] and [167]. The computational do-
main is chosen to beΩ = [−0.6, 0.6]× [−0.6, 0.6], discretized on a coarse initial grid
formed by 40× 40 elements. The AMR framework is activated with a refinement
factor r = 3 and a number of refinement levels `max = 2. In this problem a cylinder
of a high density fluid is rotating rapidly with angular velocity ω, surrounded by
a low density fluid at rest. The initial conditions are in fact given by
ρ =
{
10 for 0 6 r 6 0.1;
1 otherwise;
, ω =
{
9.95 for 0 6 r 6 0.1;
0 otherwise;
, (4.25)
B =
(
1.0, 0, 0
)T
, p = 1 , (4.26)
which imply an initial maximum Lorentz factor Γmax ≈ 10 at r = 0.1. Transmissive
boundary conditions are applied at the borders. The spinning of the rotor pro-
duces torsional Alfvén waves that are launched outside the cylinder, transferring
amounts of its initial angular momentum into the external medium. The simu-
lation is performed without any linear taper, that means the physical variables
between the internal rotor and the fluid at rest are really discontinuous. The adi-
abatic index is γ = 4/3. For this test, the P5 version of our ADER-DG scheme
was used, combined with the Rusanov Riemann solver. Due to the challenging na-
ture of the problem, a robust second-order TVD scheme, rather then the standard
WENO scheme, has been used on the sub-grid where the limiter is activated.
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Figure 28: Orszag-Tang vortex problem at times t = 0.5, t = 2.0, t = 3.0, t = 5.0 (from top
to bottom) obtained through the ADER-DG-P5 scheme supplemented with a
posteriori ADER-WENO3 sub-cell limiter. Left panels: AMR-grid, troubled cells
(red) and unlimited cells (blue). Central panels: P5-solution obtained on the
AMR grid. Right panels: P5-solution obtained on the uniform grid correspond-
ing to the finest AMR grid level.
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Figure 29: Solution of the SR-MHD rotor problem at time t = 0.4, obtained with the
ADER-DG P5 scheme supplemented with the a posteriori second order TVD
sub-cell limiter. Top panels: rest-mass density (left) and thermal pressure (right).
Central panels: Mach number (left) and magnetic pressure (right). Bottom pan-
els: AMR grid (left) and limiter map (right) with troubled cells marked in red
and regular unlimited cells marked in blue.
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Figure 29 shows the rest-mass density, the thermal pressure, the relativistic
Mach number M and the magnetic pressure pMag at time t = 0.4. The latter are
computed according to
M =
Wv
Wsvs
, pMag =
1
2
b2 =
B2/W + (v ·B)2
2
, (4.27)
where vs is the speed of sound and Γs = (1− v2s)−1/2 is the corresponding Lorentz
factor. Although an analytic solution is not available for this test, the results shown
are in very good qualitative agreement with those already reported in the litera-
ture. In particular, the maximum Lorentz factor of the rotor, which is consider-
ably slowed down by magnetic braking, is Γmax ≈ 2.1. Moreover, the adopted
divergence-cleaning approach works accurately as expected, with no appreciable
spurious oscillations generated in the rest mass density or in the magnetic field.
Lastly, the behavior of the space-time AMR and of the a posteriori limiter is de-
picted in the two bottom panels of figure 29: the final mesh is shown in the left
panel, whereas in the right the troubled zones are represented in red. Clearly, the
activation of the limiter becomes necessary only in a limited number of cells, and
precisely where discontinuities are stronger.
4.3.12 Cylindrical blast wave (SR-MHD)
As a second two dimensional academic test we have considered the cylindrical
expansion of a blast wave in a plasma with an initially uniform magnetic field.
This is notoriously a severe test, which became canonical after [173], and it has
been solved by several authors, including [186, 84, 101]. The initial conditions are
prescribed by assuming that, within a radius R = 1.0, the rest-mass density and
the pressure are ρ = 0.01 and p = 1, while outside the cylinder ρ = 10−4 and
p = 5 × 10−4. Like in [173] and in [84], the inner and outer values are joined
through a smooth ramp function between r = 0.8 and r = 1, to avoid a sharp
discontinuity in the initial conditions. The plasma is initially at rest and subject to
a constant magnetic field along the x-direction. In our tests we have considered
two different magnetizations, the first one with Bx = 0.1, corresponding to the
intermediate value chosen by [173], and the second one with Bx = 0.5. We have
solved this problem over the computational domain Ω = [−6, 6] × [−6, 6], with
40× 40 elements on the coarsest refinement level, r = 3 and `max = 2. We have
used the Rusanov Riemann solver with the P3 version of the ADER-DG scheme.
Also for this test, a robust second-order TVD scheme has been used on the sub-
grid where the limiter is activated. The results for Bx = 0.1 are shown in figure 30,
which reports the rest-mass density, the thermal pressure, the Lorentz factor and
the magnetic pressure at time t = 4.0. The wave pattern of the configuration at this
time is composed by two main waves, an external fast shock and a reverse shock,
the former being almost circular, the latter being somewhat elliptic. The magnetic
field is essentially confined between them, while the inner region is almost devoid
of magnetization. We have detected a maximum Lorentz factor Γmax ≈ 4.3 along
the x axis just on the back of the reversed shock. The two bottom panels show
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Figure 30: Solution of the SR-MHD blast wave with Bx = 0.1 at time t = 4.0, obtained
with the ADER-DG P3 scheme supplemented with the a posteriori second order
TVD sub-cell limiter. Top panels: rest-mass density (left) and thermal pressure
(right). Central panels: Lorentz factor (left) and magnetic pressure (right), with
magnetic field lines reported. Bottom panels: AMR grid (left) and limiter map
(right) with troubled cells marked in red and regular unlimited cells marked in
blue.
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Figure 31: Solution of the SR-MHD blast wave with Bx = 0.5 at time t = 4.0, obtained
with the ADER-DG P3 scheme supplemented with the a posteriori second order
TVD sub-cell limiter. Top panels: rest-mass density (left) and thermal pressure
(right). Central panels: Lorentz factor (left) and magnetic pressure (right), with
magnetic field lines reported. Bottom panels: AMR grid (left) and limiter map
(right) with troubled cells marked in red and regular unlimited cells marked in
blue.
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the AMR grid and the map of the limiter, which is activated along the two main
shock fronts. In Fig. 31, on the other hand, we have reported the results obtained
for Bx = 0.5, again at t = 4.0. In this case, the external circular fast shock, which is
visible in the rest-mass density and in the magnetic pressure, is very weak, while
the magnetic confinement of the plasma is increased. The maximum Lorentz factor
detected in this case is Γmax ≈ 2.8.
4.3.13 Orszag-Tang vortex system (SR-MHD)
Next, we have chosen the relativistic version of the well known Orszag-Tang vortex
problem, proposed by [218], and later considered by [223] and [81]. The resistive
case of this relativistic MHD problem has been investigated by [101]. The initial
conditions are given by
(ρ, v,p,B) =
(
1,−
3
4
√
2
sin (y) ,
3
4
√
2
sin (x) , 0, 1,− sin (y) , sin (2x) , 0
)
, (4.28)
while the adiabatic index is γ = 4/3. The equations are discretized over the com-
putational domain Ω = [0, 2pi] × [0, 2pi], with 30 × 30 elements on the coarsest
refinement level at the initial state. Periodic boundary conditions are imposed at
the borders and the Rusanov Riemann solver is adopted. The relevant AMR pa-
rameters are r = 3 and `max = 2. We note that the maximally refined AMR mesh
corresponds to a uniform grid formed of 270× 270 = 72, 900 elements. Moreover,
the P5 version of the ADER-DG scheme that we have adopted uses 6 degrees
of freedom per spatial dimension, amounting to a total resolution of 2, 624, 400
spatial degrees of freedom. The computed solution for the rest-mass density is
shown in the central column of figure 32, at times t = 0.5, 2.0, 3.0, 4.0 respectively.
For comparison, the panels on the right column show the results of a simulation
performed over the maximally refined uniform mesh, which can be used as a ref-
erence solution. Clearly, an excellent agreement between the AMR results and this
reference solution is obtained. As before, this test confirms the ability of the pro-
posed method for solving complex two dimensional problems and, by showing
the critical cells which required the activation of the limiter, it provides an imme-
diate visual sketch of the most delicate regions over the computational domain.
4.3.14 The SR-MHD Kelvin-Helmholtz instability (SR-MHD)
A two-dimensional test that is not only academic but may be relevant to explain
the observed phenomenology of extended radio-jets [see Martí and Müller [201]
and references therein], we consider the Kelvin–Helmholtz (KH) instability with
an initially uniform magnetic field. Following the works of Mignone et al. [206],
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Figure 32: SR-MHD Orszag-Tang vortex problem at times t = 0.5, t = 2.0, t = 3.0, t = 4.0,
from top to bottom, obtained through the ADER-DG-P5 scheme supplemented
with the third order a posteriori ADER-WENO sub-cell limiter. Left panels: AMR-
grid, troubled cells (red) and unlimited cells (blue). Central panels: P5-solution
obtained on the AMR grid. Right panels: P5-solution obtained on the fine uni-
form grid corresponding to the finest AMR grid level.
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Figure 33: SR-MHD Kelvin–Helmholtz instability at times t = 5.0, t = 10.0, t = 20.0,
t = 30.0 from left to right, obtained through the ADER-DG-P3 scheme sup-
plemented with the second order a posteriori ADER-TVD sub-cell limiter. The
computed solution of density (top), AMR grid (center) and limiter map (bot-
tom) are shown.
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Figure 34: Power spectra for the SR-MHD Kelvin–Helmholtz instability at time t = 30.0
obtained through the ADER-DG-P3 scheme.
Beckwith and Stone [33] and Radice and Rezzolla [231], we choose the initial
conditions as
vx =
 vs tanh [(y− 0.5)/a] y > 0 ,−vs tanh [(y+ 0.5)/a] y 6 0 , (4.29)
where vs = 0.5 is the velocity of the shear layer and a = 0.01 is its characteristic
size. Although not necessary in principle, it is convenient to introduce a small
transverse velocity to trigger the instability, hence fixing
vy =
 η0vs sin (2pix) exp [−(y− 0.5)
2/σ] y > 0 ,
−η0vs sin (2pix) exp [−(y+ 0.5)2/σ] y 6 0 ,
(4.30)
where η0 = 0.1 and σ = 0.1. Finally, the rest-mass density is chosen as
ρ =
 ρ0 + ρ1 tanh [(y− 0.5)/a] y > 0 ,ρ0 − ρ1 tanh [(y+ 0.5)/a] y 6 0 , (4.31)
with ρ0 = 0.505 and ρ1 = 0.495. The adiabatic index is γ = 4/3, the pressure is
p = 1 everywhere, and we add a weak uniform magnetic field along the x− direc-
tion, namely Bx = 0.001. The simulations are run with the ADER-DG-P3 scheme
over the computational domain Ω = [−0.5, 0.5]× [−1, 1], using 50× 100 elements
on the coarsest refinement level at the initial state. Periodic boundary conditions
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are imposed along all borders and the Rusanov Riemann solver is adopted. AMR
is activated with r = 3 and `max = 2. In this simulation the solution on the sub-
grid has been evolved through a second order TVD scheme, which turned out to
be more robust than the usual third order WENO method. Figure 33 shows the
rest-mass density field at various times, up to t = 30, and the corresponding devel-
opment of the KH instability. Since no physical viscosity or resistivity is present,
it is very difficult to judge about the physical nature of the tiny structures, espe-
cially secondary instabilities, which are produced during the evolution, and which
have been shown to depend sensibly on the order of accuracy of the scheme and
on the Riemann solver used [33, 231, 279]. As the instability proceeds, the tran-
sition to a turbulent state occurs. Although our final time is not large enough
to allow for a fully developed turbulent state, and although this thesis is not de-
voted to a detailed study of relativistic MHD turbulence (see instead the works
by [284, 285, 123]), we have nevertheless computed the power spectra of a few
relevant quantities to confirm that the transition to turbulence is indeed taking
place. Figure 34, in particular, shows the power spectra of the velocity field, of the
pressure field and of the magnetic field, which have been computed according to
Pv(k) =
1
2
∫
|k|=k
|vˆ(k)|2 dk , Pp(k) =
∫
|k|=k
|pˆ(k)|2 dk , PB(k) =
∫
|k|=k
|Bˆ(k)|2 dk ,
(4.32)
where k is the wave-number, while vˆ(k), Bˆ(k), pˆ(k) are the two-dimensional
Fourier-transforms of v, p and B, respectively. For k ≈ [20, 70], in the so-called
inertial range where the dynamics of the turbulence is not affected by large scale
energy inputs nor by dissipation, we approximately recover Kolmogorov’s trends,
namely Pv(k) ∝ k−5/3 and Pp(k) ∝ k−7/3 [39]. The power spectrum of the magnetic
field is instead in qualitative agreement with results obtained by [284] for fully tur-
bulent configurations. A dedicated analysis to astrophysical SR-MHD turbulence
will be presented in a separate work.
4.3.15 Kelvin Helmholtz instability for the CNS and the VRMHD equations (CNS and
VRMHD)
In this two-dimensional test the well known physical instability that takes the
name from William Thomson (named Lord Kelvin) and Hermann von Helmholtz
is simulated both for the compressible Navier-Stokes and the viscous-resistive
MHD equations. The Kelvin-Helmholtz instability plays important roles in dissi-
pative processes and momentum/energy transfer in atmospheric processes, fluvial
engineering, oceanography, but also solar physics and astrophysics. In general, it
is the physical instability that arises in the nonlinear interaction of the relative
motion of two parallel fluids, as in the compressible mixing layer problem solved
before. The spatial domain Ω = [−0.5, 0.5]× [−1, 1] is discretized on the zeroth
level with only 20× 40 elements. The AMR framework is used up to `max = 2 max-
imum number of refinement levels and a refine factor r = 3. Periodic boundary
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conditions are assumed at the borders. The fluid flow is initialized following [206],
[33], [231] and [280], i.e.
u =
 vs tanh [(y− 0.5)/a] y > 0 ,−vs tanh [(y+ 0.5)/a] y 6 0 , (4.33)
where vs = 1.0 is the velocity of the shear layer and a = 0.01 is its characteristic
size. A small transverse velocity has been conveniently introduced to trigger the
instability by choosing
v =
 η0vs sin (2pix) exp [−(y− 0.5)
2/σ] y > 0 ,
−η0vs sin (2pix) exp [−(y+ 0.5)2/σ] y 6 0 ,
(4.34)
with η0 = 0.1 and σ = 0.1. Finally, the fluid density is
ρ =
 ρ0 + ρ1 tanh [(y− 0.5)/a] y > 0 ,ρ0 − ρ1 tanh [(y+ 0.5)/a] y 6 0 , (4.35)
with ρ0 = 1.005 and ρ1 = 0.995. The dynamic viscosity coefficient has been chosen
to be µ = 10−3. For the MHD case the electric resistivity is η = 10−2 and a constant
magnetic field is initialized horizontally oriented as
(Bx,By,Bz) = (0.1, 0, 0) . (4.36)
Figures 35 and 36 show the numerical results obtained with our ADER-DG-P3
scheme supplemented with the a posteriori sub-cell WENO3 limiter for the com-
pressible NS and the resistive MHD equations, respectively, up to the time te = 7.
It becomes evident how the initial magnetic field drastically influences the dynam-
ics of the electrically conducting fluid (see figure 36). At first, the hydrodynamical
forces between the two layers are in mutual unstable equilibrium. By introduc-
ing the nonzero vertical velocity component we upset the balance and the fluid
state starts falling, looking for a new equilibrium state through the generation
of mixing-breaking waves and diffusion processes (see figure 35). When a non-
negligible magnetic field is active, every minimal distortion in the fluid flow cor-
responds to a deformation in the magnetic field. In this sense an amount of work
is necessary to the magnetic-field lines to distort, and therefore also to the stream-
lines. Consequently, the resulting mixing process is weakened with respect to the
non-charged fluid flow. Notice how a non-negligible magnetic pressure gradient
pushes the fluid flow from the inner lower-density core to the outer zones (see fig-
ure 36), causing the shear layer to remain spatially confined for longer times. Thus
the magnetic field plays the role of stabilizer of the initial unstable equilibrium,
leading to a longer life-time of the double shear layer flow.
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Figure 35: Numerical solution of the compressible Navier-Stokes equations for the two
dimensional Kelvin-Helmholtz instability our ADER-DG-P3 supplemented by
the a posteriori SCL using 20× 40 elements on the coarsest level, up to `max = 2
maximum number of refinement levels with a refine factor r = 3. The density
(left), the local Mach number (center) and the active-mesh colored by the limiter-
status are plotted at times t = 2.0, 3.0 and 7.0 from the top to the bottom,
respectively.
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Figure 36: Numerical solution of the viscous and resistive MHD equations for the two
dimensional Kelvin-Helmholtz instability our ADER-DG-P3 supplemented by
the a posteriori SCL using 20× 40 elements on the coarsest level, up to `max = 2
maximum number of refinement levels with a refine factor r = 3. The density
(left), the magnetic pressure |B|/8pi (center) and the active-mesh colored by the
limiter-status are plotted at times t = 2.0, 3.0 and 7.0 from the top to the bottom,
respectively.
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4.3.16 Magnetic reconnection (VRMHD)
In this test we consider the classical problem of magnetic reconnection, which con-
sists of the re-adjustment of the magnetic field topology due to a non-vanishing
resistivity, typically occurring through sheet-like structures of length L and width
a. The classical Sweet–Parker (SP) reconnection model predicts a dissipation of
magnetic energy with a reconnection timescale τrec ∼ τAS1/2, where S is the
Lundquist number. Since both in astrophysical context and in laboratory condi-
tions the Lundquist number is very large (S ∼ 1012 in the solar corona and S ∼ 108
in tokamaks), the interest towards simple resistive MHD reconnection has been
frustrated for a long time. However, a novel attention has been triggered by the
discovery that current sheets with large aspect ratios L/a become violently unsta-
ble [38, 196, 243, 182], generating plasmoid chains on smaller and smaller scales.
Here we reproduce a representative case of magnetic reconnection with our
ADER-DG scheme, focusing on the ideal tearing mode investigated recently by [182].
The numerical domain is [−20a, 20a]× [−L/2,L/2], where a = L/S1/3 is the width
of the current sheet, while the Lundquist number S, which is given by the ratio
between the diffusion timescale τD = L2/η and the advection timescale τA = L/va,
is S = Lva/η. The magnetic field in the (x,y) plane follows the typical Harris
model, with, in addition, a perpendicular component, in order to have a globally
uniform magnetic field at time t = 0, i.e.
B = B0 [tanh(x/a)yˆ+ sech(x/a)zˆ] , (4.37)
where B0 is related to the Alfven-speed by the usual expression v2a = B20/(4piρ). The
thermal pressure, which is also initially uniform over the computational domain,
is determined through a condition on the magnetic Mach number M = va/cs. For
an ideal gas equation of state p = ρ(γ− 1), this allows to obtain p = ρ/(γM2). In
our test we have chosen va = L = 1, γ = 5/3, M = 0.7 and S = 106, corresponding
to a current sheet thickness a = 0.01 and to an asymptotic plasma parameter
β = 2.4. Like in [182], the instability is triggered by inserting a perturbation in the
velocity field at time t = 0, i.e.
vx = ε tanh ξ exp(−ξ2) cos(ky) (4.38)
vy = ε(2ξ tanh ξ− sech2 ξ) exp(−ξ2)S1/2 sin(ky)/k , (4.39)
where ε = 10−3, ξ = xS1/2, while the wave-number is computed from kL = 2pim,
with m = 10. Free outflow and periodic boundary conditions are chosen along x
and y, respectively. The time evolution of the numerical solution for the density
current jz = ∂xBy − ∂yBx obtained with our ADER-DG-P5 supplemented by the
a posteriori WENO3 SCL is plotted in figure 37 next to the active-mesh contour
plot. The computational domain has been discretized between 20 × 50 coarsest
elements, up to `max = 2 maximum number of refinement levels with a refine
factor r = 3. The initial condition consists in a positive (exiting) current density jz
localized within a thin vertical layer centered in x = 0. Because of Ampere’s law,
there is a magnetic tension acting along the thin current density (along y) and,
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therefore, this system can be seen as a tighten string that owes its instability to
the compressible nature of the fluid. The present test is often referred indeed to
as the ’tearing instability’ process. Due to the initial perturbation, the symmetry
of the system breaks and a higher current density-segment follows up next to
a lower one. Simultaneously, the magnetic field aims to maintain the divergence
free condition and the lower current density-segment is consequently bifurcated
(see the first plot in figure 37 keeping in mind the periodic boundary conditions).
In this way, the first main reconnection island (or major plasmoid) is generated and
it takes the form of an harmonic perturbation of the current density jz. Then, the
higher current density-segment behaves like a source of new smaller reconnection
islands that are attracted to the center of the major plasmoid. Throughout this
non-linear process the successively generated smaller islands collide and merge
with the major plasmoid, leading to the so called plasmoid coalescence. The major
plasmoid broadens out, resulting in a larger onion like structure of alternating
positive/negative current density interfaces (see figures 37 and 38).
4.4 three-dimensional tests
4.4.1 Spherical explosion problem (Euler)
In addition to the two dimensional case, presented in previous section 4.3.4, we
have also solved the spherical explosion problem in three spatial dimensions. In
this case a very coarse initial mesh has been adopted, consisting of 13× 13× 13
cells, which is subsequently refined using r = 3 and `max = 2. The problem has
been solved with the ADER-DG-P3 scheme, Rusanov flux and reconstruction in
characteristic variables. The results are shown in figure 39. As it is apparent from
the top-left panel of this figure, the limiter has bee activated only at the shock
front, at the contact discontinuity and at the head of the rarefaction wave. The
comparison with the reference solution is also good.
4.4.2 3D Taylor-Green vortex at low Mach number (M=0.1)
A very intriguing three-dimensional flow that drives the larger to the smallest
physical scales is the turbulence-decaying process that is generated in the Taylor-
Green vortex problem. The initial condition of the fluid variables is given by
ρ(x,y, z, 0) = 1, (4.40)
u(x,y, z, 0) = sin(x) cos(y) cos(z), (4.41)
v(x,y, z, 0) = − cos(x) sin(y) cos(z), (4.42)
w(x,y, z, 0) = 0, (4.43)
p(x,y, z, 0) = ρc20/γ+ (cos(2x) + cos(2y)) (cos(2z) + 2) /16. (4.44)
where c0 is the adiabatic sound speed. The reference solution is widely accepted
to be the DNS solution presented by [43] through both a direct spectral method
(up to 2563 modes) and a rigorous power series analysis (up to order t80), see
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Figure 37: Numerical solution of the resistive MHD equations for the two dimensional
magnetic reconnection test problem at several time-step obtained with our
ADER-DG-P5 supplemented by the a posteriori WENO3 SCL using 20× 50 el-
ements on the coarsest level, up to `max = 2 maximum number of refinement
levels with a refine factor r = 3. The density current jz (left) and the active-mesh
colored by the limiter-status (right) are plotted at times t = 7.1, 8.0, 8.2, 8.4 and
8.7 from the top to the bottom, respectively.
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Figure 38: Interpolation of the current density jz for the two dimensional magnetic re-
connection test problem at time t = 8.7 along the two bisectors of the rectan-
gular computational domain (top), highlighting the tree-ring structure of the
alternately-positive/negative current density of the major plasmoid. At the bot-
tom the corresponding current density jz is shown and the two considered
bisector have been highlighted in white continuous and dashed lines.
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Figure 39: Three-dimensional explosion problem. 3D view of the AMR grid together with
limited and unlimited cells (top left). One dimensional cuts of the numerical
solution for density ρ (top right), velocity u (bottom left) and fluid pressure
p (bottom right) on 120 equidistant sample points along the positive x−axis
obtained at tfinal = 0.20 with the space-time adaptive ADER-DG-P5 scheme,
supplemented with a posteriori ADER-WENO3 sub-cell limiter.
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also [212]. Periodic boundary conditions are assumed everywhere with respect to
the cubic spatial domain Ω = [0, 2pi]3. Figure 67 shows the results for the kinetic
energy dissipation rate
(t) = −
∂K
∂t
= −
1
||Ω||
∂
∂t
∫
Ω
1
2
ρv2dx (4.45)
for different Reynolds numbers Re ∈ [100, 1600] evaluated in the time interval
t ∈ [0, 10]. A direct comparison with the reference solution of [43] shows that an
excellent agreement has been obtained. Notice that for larger Reynolds numbers,
smaller dissipative vortex structures can be generated and, consequently, a higher
numerical resolution is needed. Since we use a dissipative scheme (due to the
Riemann solver), a too low resolution would generate an excess of numerical dif-
fusion. The initial condition is the same for all the different test cases, but the time
series of the kinetic energy dissipation strongly depends on the chosen Reynolds
number. At t = 0 a very smooth solution is initialized, then the diffusive decaying
begins slowly. Once the peak of dissipation is reached (t ∼ 4 for Re = 100, t ∼ 6 for
Re = 200, t ∼ 9 for Re = 800 and Re = 1600) then the kinetic energy dissipation
rate decreases asymptotically and inexorably to the trivial stationary solution with
K = 0. For this test the third order P2 version of our ADER-DG scheme supple-
mented with the third order ADER-WENO3 sub-cell limiter has been used. The
AMR grid is activated using the 323 elements of the coarsest level zero grid. A
refinement factor of r = 2 is used and up to `max = 2 maximum number of refine-
ment levels are admitted. Figure 68 shows the iso-surfaces of pressure, density and
velocity at different times t ∈ [0, 10] and gives a better qualitative comprehension
of the flow dynamics.
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Figure 40: Time evolution of the kinetic energy dissipation rate (t) obtained with our
ADER-DG-P2 supplemented with the a posteriori WENO3 SCL at different
Reynolds numbers Re = 100, 200 and 800. The DNS reference solutions of
Brachet et al. [43] are plotted as continuous lines. Up to `max = 2 maximum
number of refinement levels with a refine factor r = 2 are used along the 323
elements of the coarsest grid.
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Figure 41: Numerical solution for the three dimensional Taylor-Green vortex flow at Re =
800 computed with our ADER-DG-P2 supplemented by the a posteriori SCL
using 323 elements on the coarsest level, up to `max = 2 maximum number of
refinement levels with a refine factor r = 2. The iso-surfaces of the pressure
(left), the density (center) and the velocity (right) are plotted at times t = 0.5,
2.0, 6.0 and 10.0 from the top to the bottom, respectively.

Part III
D G M E T H O D S F O R I N C O M P R E S S I B L E F L U I D S
The third part of the thesis is organized in two chapters, presenting
the published research-contributions of the author concerning semi-
implicit DG, see [115, 114], and space-time DG methods, see [115],
for the incompressible Navier-Stokes equations on staggered Cartesian
grids. Chapter 5 outlines the theoretical description of our SI-DG on
AMR meshes, and the respective space-time formulation, i.e. the st-DG
method. In chapter 6 we present a numerical validation.

5
S P E C T R A L D G M E T H O D S O N S TA G G E R E D C A RT E S I A N
M E S H E S
5.1 semi-implicit dg methods for fluid dynamics
In this chapter a novel semi-implicit discontinuous Galerkin method for solving
the incompressible Navier-Stokes equations is derived within the framework of
staggered adaptive meshes (staggered AMR), in two and three space dimensions.
The governing equations for an incompressible fluid, see (2.52), read
∂v
∂t
+∇ · F+∇p = 0, (5.1)
∇ · v = 0, (5.2)
where v(x, t) is the velocity vector field, p(x, t) is the pressure and F takes into
account non-linear convection Fc = v⊗ v as well as the viscous stress tensor σ =
−ν∇v, i.e.
F = Fc +σ = v⊗ v− ν∇v, (5.3)
ν being the kinematic viscosity of the considered fluid. The great interest of
the here considered governing partial differential equations has been largely dis-
cussed in the previous chapters, ranging from ocean-river modeling, industrial
flows in aerospace-naval and mechanical engineering, but also to high energy as-
trophysics whenever high density plasma are approximated to behave similarly to
an incompressible fluid.
As it has been mentioned, the importance of resolving the smallest spatial
scales appearing in the flow within large domains requires a higher-order accurate
method with very low numerical diffusion and dispersion errors. Over the years,
finite-difference (FD) and finite-volume (FV) methods have been widely used for
solving many different families of partial differential equations. Very high order
of accuracy at low computational cost can be easily reached for FD schemes when-
ever regular structured grids are used. In contrast to FD methods, FV schemes
are particularly suitable for general unstructured meshes, but the expensive and
rather cumbersome recovery or reconstruction step that is needed for obtaining high
order of accuracy in the FV framework constitutes a clear drawback. In all cases,
higher order formulations of FD and FV methods require large stencils, leading to
a deterioration of the parallel scalability of the algorithms. In this context, the ex-
cellent parallel scalability properties of discontinuous Galerkin (DG) finite element
methods make this class of finite element (FE) schemes well suited for large-scale
simulations.
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Typically, a stable higher order time discretization was reached by means of
the method of lines (MOL) approach in combination with explicit TVD Runge
Kutta schemes, leading to the well known family of RKDG schemes, although also
other explicit time-discretizations are possible, see e.g. the family of ADER-DG
and Lax-Wendroff DG schemes presented in [99, 229]. On the other hand, one of
the major drawbacks for any explicit DG scheme is represented by the severe CFL
stability condition that limits the time-step of the simulations to be proportional to
h/(2N+ 1) for hyperbolic PDE or even proportional to h2/(2N+ 1)2 for parabolic
PDE, where h is the characteristic mesh size andN is the degree of the polynomial
basis. Van der Vegt et al. have extended the DG method to an elegant space-time
formalism [268, 269, 169], providing a fully implicit and unconditionally stable DG
scheme for the compressible Euler and Navier-Stokes equations, and later also
for the incompressible Navier-Stokes equations, see [238]. The drawback is that a
fully implicit time-discretization leads to a highly coupled non-linear system for
the complete set of the degrees of freedom of the physical variables to be solved
at every time-step. In this case large scale simulations in two and three space-
dimensions can become computationally very demanding. Alternative families of
linearly implicit time discretizations for DG schemes have been considered recently
in [28].
In their pioneering work [26] Bassi and Rebay have presented the first DG
scheme for the solution of the compressible Navier-Stokes equations, and shortly
after Baumann and Oden [30, 31] have formulated a DG scheme based on penalty
terms for the treatment of convection-diffusion equations. Indeed, whenever par-
abolic (second order) or higher order spatial derivatives appear in the consid-
ered PDE, obtaining a DG finite-element formulation is not straightforward, see
[75, 274]. High order DG methods are actually a very active field of the ongoing
research and several different formulation for the Navier-Stokes equations have
been provided in the meantime, see [27, 124, 125, 95, 143, 144, 80, 171] to mention
a few.
In this work we adopt a specific technique for circumventing a direct approach
for solving the saddle point problem of the incompressible Navier-Stokes equa-
tions, which goes back to a family of very efficient semi-implicit finite differ-
ence methods developed by Casulli et al. in the context of simulating hydro-
static and non-hydrostatic gravity-driven free-surface flows on staggered grids,
see [59, 61, 55, 56]. A theoretical analysis of this approach has been provided in
[57, 47, 48, 63]. In this family of methods, exact mass conservation is ensured via
a conservative finite-volume formulation of the discrete continuity equation and
the nonlinear convective terms are discretized explicitly, in order to obtain a well-
behaved pressure system that is at most mildly nonlinear (i.e. with non-linearities
only on the diagonal) and whose linear part is at least symmetric and positive
semi-definite. The common point of the numerical methods mentioned above con-
sist in the application of the Schur complement for the solution of the discrete
saddle point problem that results after a semi-implicit discretization of the PDE
within a staggered-mesh framework. Characterized by a high computational effi-
ciency, these methods have been extended to other problems, e.g. blood flow in the
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human cardiovascular system [64, 117], compressible gas dynamics in compliant
tubes [110] and the dynamics of compressible fluids with general equation of state
[98].
The first direct extension of staggered semi-implicit finite volume and finite
difference schemes to the DG framework has been derived in [97, 252] for the shal-
low water equations on Cartesian and unstructured triangular grids. The resulting
staggered semi-implicit DG method has furthermore been extended to the incom-
pressible Navier-Stokes equations in two and three space dimensions on uniform
Cartesian and conforming unstructured simplex meshes, see [115, 253, 254, 255].
Concerning the uniform Cartesian grid case [115], a rigorous theoretical analy-
sis of the corresponding algebraic systems has been very recently presented in
[102] by employing the theory of matrix-valued symbols and Generalized Locally
Toeplitz (GLT) algebras, see [245, 140, 246].
Actually, there exist several different alternative formulations that combine the
stability properties of semi-implicit methods and the high order of accuracy of
DG schemes within collocated grids. Some important examples are provided by
Dolejsi et al. [90, 92, 89] for compressible gas dynamics and convection-diffusion
equations, as well as the work of [131, 266] for shallow water systems. Concerning
staggered-meshes, relevant research has been carried out by Chung et al. in [70, 68]
for edge-based staggered meshes, and by Liu et al. for the analysis of a DG finite
element method based on the alternative vertex-based staggering approach, see
[190, 189].
Concerning implicit time discretizations, Kopera and Giraldo [175] presented
an interesting implicit-explicit (IMEX) DG method on AMR meshes for the com-
pressible Euler equations with application to atmospheric flow simulations. For
further references see also [126, 197].
In this chapter, the family of spectral semi-implicit DG methods for the solution
of the two and three dimensional Navier-Stokes equations on edge-based staggered
Cartesian grids [115] is extended to staggered grids with adaptive mesh refine-
ment (AMR). The main novelty of the paper consists in the development of the
first high order DG scheme on staggered AMR meshes. Similar to the uniform Carte-
sian case, even within staggered AMR grids, an important achievement in terms
of computational efficiency has been obtained by succeeding in writing all discrete
operators as a combination of simple one-dimensional operators thanks to the use
of tensor-products of one-dimensional operators. The method is tested on a large
set of test problems in two and three space dimensions, employing polynomial
degrees up to N = 9. To the knowledge of the authors, this is the first time that a
high order accurate semi-implicit DG scheme is derived on staggered adaptive grids.
The rest of the chapter is structured as follows: section 5.2 defines the adopted
staggered AMR mesh; section 5.3 defines the solution space for the adopted discrete
formulation of the governing equations within our staggered DG framework; sec-
tion 5.4 outline the details of our SI-DG discretization procedure on AMR grids;
section 5.5 outline the details of our SI-DG discretization procedure.
The numerical validation of the SI-DG and st-DG schemes is outlined in chap-
ter 6, providing comparisons with available analytical, numerical or experimen-
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tal reference solution for several non-trivial test cases in two and three space-
dimensions.
5.2 the spatially staggered amr meshes
Chosen a main Cartesian mesh Ωh, with or without AMR, there are basically two
different strategies for choosing a staggered Cartesian dual mesh Ω∗h: the ’node-
based’ and the ’edge-based’ staggering, i.e. the B- and the C-grid, respectively,
according to the nomenclature of Arakawa & Lamb [7]. In this work the edge-based
staggering has been selected to be the optimal one in terms of numerical efficiency
for the resolution of the resulting system of discrete equations. A d-dimensional
uniform Cartesian element Ti ∈ Ωh is defined as the Cartesian product
Ti =
∏
s=x,y,z
∆s(xi), ∀ i = 1, 2, . . . ,Nelem,
where ∆s(xi) are the spatial discretization-steps, centered in xi = (xi,yi, zi), i.e.
the barycenter of Ti. Then, in order to treat hanging-nodes in the chosen AMR-
mesh, one can define N (k)i−faces being the total number of faces (or edges in two
space dimensions) of Ti that are oriented in the k-th space direction, i.e. Γ (k)i,l with
l = 1, 2, . . . ,N (k)i−faces, having N
(k)
i−faces = 2 (backward and forward) for uniform
grids. Then, the complete set for the faces of Ti will be Σi =
{
Γi,1, Γi,2, . . . , Γi,Ni−faces
}
,
where Ni−faces is the total number of faces of Ti with
Ni−faces =
d∑
k=1
N (k)i−faces ∂Ti ≡ Σi =
Ni−faces⋃
j=1
Γij
The resulting edge-based Cartesian staggered (or ’dual’, or ’starred’) elements are
identified by T∗ij, j = 1, 2, . . ., Ni−faces and i = 1, 2, . . ., Nelem. It becomes useful
to distinguish up to d sets of non-overlapping Cartesian staggered-elements T∗(k)ij
j = 1, 2, . . ., N (k)i−faces, and i = 1, 2, . . ., Nelem, referring to the k-th space-direction
of the staggering, k = x, y, z. Since every internal face Γ is shared by two distinct
neighbor elements Tr(Γ) and Tl(Γ), the chosen two-index notation is surjective, i.e.
exists j1 and j2 such that T∗l(Γ),j1 ≡ T∗r(Γ),j2 , or equivalently Γl(Γ),j1 ≡ Γr(Γ),j2 ≡ Γ . Here,
r(Γ) and l(Γ) are defined to be the integer indexes for the right and the left space
element, with respect to the oriented face Γ , which orientation is well definite and
no sign-function is needed, because the mesh is Cartesian.
Then, in the aim of simplicity, a one-index injective notation can be obtained
after an adequate surjective reordering map ρ
IN× IN ⊃ A ρ−−−−−→ B = {1, 2, . . . ,Nfaces} ⊂ IN
∈ ∈
(i, j) −−−−→ m = ρ(i, j),
∀ i = 1, 2, . . . ,Nelem; j = 1, 2, . . . ,Ni−faces;
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so that exists m = ρ(l(Γ), j1) = ρ(r(Γ), j2) and the following equivalence holds
T∗l(Γ),j1 ≡ T∗r(Γ),j2 ≡ T∗m =
∏
s=x,y,z
∆s(x∗m), ∀ m = 1, 2, . . . ,Nfaces
where ∆s(x∗m) are the spatial discretization-steps centered in x∗m, i.e. the barycenter
of face Γm; Nfaces is the total number of faces of Ωh. Then, it follows the injectivity
property
T∗m1 6= T∗m2 , ∀m1 6= m2, m1,m2 ∈ {1, 2, . . . ,Nfaces}
or alternatively
T∗(k)m1 6= T∗(k)m2 , ∀m1 6= m2, m1,m2 ∈
{
1, 2, . . . ,N (k)faces
}
, k = x,y, z
N (k)faces being the total number of faces in the k-th space direction in the computa-
tional domain. In the following, the two-index notation will be used only when-
ever strictly necessary. In this notation, one can distinguish the d+ 1 (the main
Ωh and the d dual meshes Ω∗(k)h , k = x, y or z if d = 3) spatially staggered
non-overlapping meshes with the property
Ω =
⋃
i
Ti =
⋃
i
T∗(k)i , (5.4)
∅ =
⋃
i6=j
(
T◦i ∩ T◦j
)
=
⋃
i 6=l
(
T∗(k)◦i ∩ T∗(k)◦j
)
, (5.5)
T ∈ Ωh, T∗(k) ∈ Ω∗(k)h k = x,y, z.
Figure 42 depicts the staggered meshes Ω∗(k)h next to the main grid Ωh in
two and three space-dimensions in the purely Cartesian case, i.e. `max = 0 and
N (k)i−faces = 2.
Whenever AMR is considered the starred notation for the refinement meshes is
used, i.e. Ω∗(k)h for the dual-staggered active grid and Ω
`∗(k)
h for the dual-staggered
grid of refinement level `. Furthermore, for Ω∗(k)h a simple trick becomes necessary
in order to satisfy condition (5.4). Indeed, if uniform Cartesian elements are used
for the dual elements T∗m, centered in x∗m, then some new kind of elements, char-
acterized by a different mesh size ratio, need to be defined. An u.s. element T∗u
appears in the dual computational domain Ω∗h wherever two neighbor and active
elements Ti and Tj belong to adjacent refinement levels, i.e. Ti ∈ Ω`h, Tj ∈ Ω`+1h with
βi = βj = 0. Figure 43 gives an illustration of the resulting staggered adapted grid
Ω∗(x)h next to Ωh. The peculiarity of such unusual staggered (u.s.) elements will
arise in the definition of the discrete solution. For the sake of simplicity, Nfaces
will take account also of the number of u.s. dual elements belonging to Ω∗h. An
auxiliary value for labeling the refinement level of the u.s. elements T∗u is given by
the fractional intermediate index `(T∗u) = (`(Ti) + `(Tj))/2. Finally, referring to an
u.s. element T∗u, the corresponding face Γu should not exist, but is can be imposed
to be equal to the void set ∅. Similarly the right and left element of Γu are chosen
to be l(u) = r(u) ≡ i, where T∗u ⊂ Ti.
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Figure 42: Mesh-staggering for the two dimensional (left) and for the three-dimensional
(right) purely-Cartesian case, i.e. in our notation `max = 0 and consequently
Ωh ≡ Ω`=0h and N (k)i−faces = 2, with k = x,y, z. The staggered elements T∗(k) ∈
Ω∗(k)h corresponding to the faces of Ti ∈ Ωh in the x-th, y-th (for d=2) and
z-th (for d=3) direction are shown and highlighted in red, green and ocher,
respectively. For the 2d case, the nearest neighbor elements of Ti are shown
and highlighted in blue. In our notation the following correspondence holds
(T∗(x)i,1 , T
∗(x)
i,2 , T
∗(y)
i,1 , T
∗(y)
i,2 , T
∗(z)
i,1 , T
∗(z)
i,2 ) = (T
∗
i,1, T
∗
i,2, T
∗
i,3, T
∗
i,4, T
∗
i,5, T
∗
i,6) for the d =
3 case. (See colored version online)
Similarly, also the faces of the dual elements, i.e. the dual faces Γ∗(k)i ∈ ∂T∗(k)m , can
be defined, and the respective dual right r∗(i) and dual left l∗(i) elements can be
identified. These set of dual faces are slightly sophisticated and are used rarely
in the text. Then, in order to simplify the notation, we define only the dual edges
whose points lie within a given space element, i.e. the faces Γ∗(k)i ∈ ∂T∗(k)m for k = x,
y, z such that Γ∗(k)i ⊂ ∂Ti Once the main and staggered adaptive meshes are fully
defined, in the following section the space of discrete solutions of our SI-DG-PN
method is outlined.
5.3 space of solutions PN on staggered amr meshes
In the DG framework, the discrete solution is defined in the space of piecewise
polynomials of maximum degree N with discontinuities along the faces of the
elements of the computational mesh. Then, given a reference mesh Ω˜, the corre-
sponding vector space of piecewise polynomials of maximum degree N ∈ IN+0 is
called PN(Ω˜). In particular, in the staggered-DG formulation with adaptive mesh
refinement, we look for piecewise polynomials P(x), x ∈ Ω˜ where Ω˜ is one of
the considered meshes, i.e. Ω˜ ∈ {Ωh,Ω∗(k)h }k=x,y,z. Similar to [115, 97], the discrete
solution in every single space element T˜i ∈ Ω˜ is written according to the same but
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Figure 43: Schematic two dimensional view of the adopted cell by cell AMR framework
(top), and the chosen spatially staggered and adaptively refined grid, e.g., in
the in x direction Ω∗(x)h ( highlighted in red at the bottom). In particular, the
anomalous dual element, over which the pressure is continuous, is highlighted
by a checkered texture (See colored version online)
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shifted one-dimensional polynomial basis BN = {ϕl(x)}l=0,N along its own control
volume x ∈ ∆s˜k(x˜i), for each spatial dimension k = x,y, z.
In order to transform the numerical solution from a coarser level ` to the finer
`+ 1 and vice versa (see figure 44) suitable L2 projection P and average A operators
are defined in the form
PN(Ω`+1h ) 3 P`+1c = P
(
P`i
)
:
〈
ω`+1,P`+1c
〉
Tc
=
〈
ω`+1,P`i
〉
Tc
,
∀Tc ⊂ Ti, Tc ∈ Ω`+1h , Ti ∈ Ω`h; (5.6)
PN(Ω`h) 3 P`i = A
(
{P`+1c }
)
:
〈
ω`,P`i
〉
Ti
=
∑
Tc⊂Ti
〈
ω`,P`+1c
〉
Tc
,
Tc ∈ Ω`+1h , Ti ∈ Ω`h; (5.7)
where 〈·, ·〉 is the scalar product
〈f,g〉Ti =
∫
Ti
f gdx f , g ∈ L2 (5.8)
and
ω|
Ti
(s) = ϕ(ξ1)⊗ϕ(ξ2)⊗ϕ(ξ3),
with s = xi +
∑
k
(
ξk −
1
2
)
∆x
`(Ti)
k (xi)xˆ
(k) . 0 6 ξ1, ξ2, ξ3 6 1,
defines the shifted basis polynomials, centered in the barycenter xi of Ti ∈ Ω`h and
written in tensor form. If ϕ is the vector of the basis elements (ϕ1,ϕ2, . . . ,ϕN+1),
then ω|
Ti
is the vector of the shifted basis elements (ω1,ω2, . . . ,ω(N+1)d)|Ti
gener-
ating the three dimensional basis BdN,i ≡ BN,i⊗BN,i⊗BN,i, for any Ti ∈ Ω`h, for any
piecewise polynomial P` ∈ PN(Ti). Then P can be expanded along the basis in the
form
P(x) =
∑
l
〈ωl(x),P(x)〉Ti
||ωl||2Ti
ωl ≡
∑
l
Plωl ≡ P ·ω(x) (5.9)
where P is called to be the vector of the degrees of freedom of P, || · || is the norm
related to the chosen scalar product. Moreover, if one chooses BdN to be a nodal
basis then the following equivalence holds: Pl ≡ P(xGLl ) with a large gain in com-
putational effort, specially at higher space-dimensions when three-dimensional
coefficient matrices can be written in a tensor combination of one dimensional ma-
trices. In our scheme, the basis functions are given by the Lagrange interpolation
polynomials passing through the Gauss-Legendre quadrature nodes.
In this work, although each physical variable will be defined referring to a proper
and given computational mesh (main or dual), it becomes useful defining the transfor-
mation rules for projecting from one vector space P ∈ PN(Ωh) to a corresponding
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ref. level `+ 1:ref. level `:
DG-L2 proj.
DG-L2 average DG-PN polyns. :DG-PN polyns. :
P`+1 ∈ PN(Ω`+1h )P` ∈ PN(Ω`h)
Figure 44: Simple sketch of the polynomial mapping between two adjacent refinement
levels ` and `+ 1, i.e. the L2 projection and average.
staggered one P∗ ∈ PN(Ω∗(k)h ), i.e. satisfying the classical L2 projection equations,
i.e.
P∗ = pi∗(k)(P) : 〈ψ,P∗〉T∗(k)m = 〈ψ,P〉T∗(k)m ∀T
∗(k)
m ∈ Ω∗(k)h (5.10)
P = pi(P∗) : 〈ω,P〉Ti = 〈ω,P∗〉Ti ; ∀Ti ∈ Ωh (5.11)
where the vectors of the shifted polynomial basis element ψ are given by
ψ|
T∗(k)
ij
(s) = ϕ(ξ1)⊗ϕ(ξ2)⊗ϕ(ξ3), (5.12)
with s = x∗(k)m +
∑
k
(
ξk −
1
2
)
∆x
`(T∗(k)ij )
k (x
∗(k)
m )xˆ
(k) , 0 6 ξ1, ξ2, ξ3 6 1,
i.e. polynomials ψ(s ∈ T∗(k)ij ) centered in the barycenter x∗(k)m of T∗(k)m ∈ Ω∗(k)h and
written in tensor form; k labels the direction of the staggering for Ω∗(k)h (k = x, y
or z).
Because of the tensor definition of the polynomial basis, a generic coefficient
matrix A operating over a generic vector of degrees of freedom X can be written
as
A ≡ Axyz ≡ Ax ⊗Ay ⊗Az,
x̂ ≡ {xˆl}l=1,..,(N+1)d ≡ {xˆll ′l ′′ ≡ xˆl ⊗ xˆl ′ ⊗ xˆl ′′}l,l ′,l ′′=1,..,N+1,
where the components Ak operate along the respective k-th index of the generic
vector of degrees of freedom X̂. Whenever a k-th direction is specified, an identity
operator is assumed in the other directions, i.e.
’Ax’ ≡ Ax ⊗ I⊗ I, ’ Ay ’ ≡ I⊗Ay ⊗ I, ’ Az ’ ≡ I⊗ I⊗Az,
’Axy’ ≡ ’Ax ·Ay’ = (Ax · I)⊗ (I ·Ay)⊗ (I2) = Ax ⊗Ay ⊗ I,
’Axz’ ≡ ’Ax ·Az’ = (Ax · I)⊗ (I2)⊗ (I ·Az) ≡ Ax ⊗ I⊗Az,
’Ayz’ ≡ ’Ay ·Az’ = (I2)⊗ (Ay · I)⊗ (I ·Az) ≡ I⊗Ay ⊗Az, (5.13)
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where I is the identity operator. Then, after evaluating the definite integrals of the
known basis functions, one gets from the definitions (5.6-5.7)
〈ωl,P〉Ti = Mlm| Ti Pˆm
〈ωl,P∗〉Ti =
∑
Γj∈∂T (k)i
Mσ(i,j,k)lm Pˆ
∗
m|
T (k)
ij
 ⇒ Pˆl = M−1lm| Ti
∑
Γj∈∂T (k)i
Mσ(i,j,k)mn Pˆ∗n|
T (k)
ij
(5.14)
〈ψl,P∗〉T∗(k)c = Mlm| T∗(k)c Pˆ
∗
m
〈ψl,P〉T∗(k)c =
∑
Γ∗j ∈∂T∗(k)c
Mσ
∗(c,j,k)
lm Pˆm| T∗(k)
cj
 ⇒ Pˆ∗l = M−1lm| T∗(k)c
∑
Γ∗j ∈∂T∗(k)i
Mσ
∗(c,j,k)
mn Pˆn|
T∗(k)
cj
(5.15)
where the summation is intended over the j-th faces of Ti in the direction of the
staggering, i.e. the k-th, backward and forward; σ(i, j, j) labels the mutual position
and refinement of Ti and the corresponding dual element T (k)ij . Some new matrices
have been defined to be
M|
Ti
=
{
Mpq|
Ti
}
p,q=1,..,(N+1)d
=
{
1
|Ti|
∫
Ti
ωp|
Ti
(ξ)ωq|
Ti
(ξ)dξ
}
p,q=1,..,(N+1)d
M|
T∗(k)c
=
{
Mpq|
T∗(k)c
}
p,q=1,..,(N+1)d
≡M|
Ti
Mσ(i,j,k) =
{
Mσ(i,j,k)pq
}
p,q=1,..,(N+1)d
=
 1min(|Ti|, |T∗(k)ij |)
∫
Ti∩T∗(k)ij
ωp|
Ti
(ξ)ψq|
T∗(k)
ijk
(ξ)dξ

p,q=1,..,(N+1)d
Mσ
∗(c,j,k) =
{
Mσ
∗(c,j,k)
pq
}
p,q=1,..,(N+1)d
=
 1min(|T∗c |, |T (k)cj |)
∫
T∗c∩T (k)cj
ψp|
T∗c
(ξ)ωq|
T (k)
cjk
(ξ)dξ

p,q=1,..,(N+1)d
(5.16)
where | · | denotes the volume of the corresponding space-element, M is the mass
matrix which is diagonal according to the chosen polynomial basis, it is positive
definite and it gives the projection coefficients between the piecewise polynomi-
als of PN(Ti); M−1 is its inverse; ωq is the p-th basis polynomial centered for
PN(Ti); ψp is the p-th basis polynomial for PN(T∗(k)ij ); p ranging from p = 1, 2, . . .
(N+ 1)d; Mσ or Mσ
∗
are the so-called ’swap-mass matrices’, and give the projection
coefficients between the piecewise polynomial basis of PN(Ti) and PN(T∗(k)ij ). No-
tice that a swap-matrix is defined as the integral of the respective basis elements,
within the shared (swap) space domain Ti ∩ T∗(k)ij , which spatial characteristic size
is of the same order of the minimum between the characteristic sizes of the two in-
tersected elements. Indeed, in principle, the two elements Ti and T∗(k)ij are allowed
to belong to different refinement level. It is important to stress the fact that, with
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a little linear algebra, the aforementioned three-dimensional tensors can be writ-
ten in a simpler and versatile composition of one-dimensional (N+ 1)× (N+ 1)
matrices. It can be shown that then the following symmetry property holds
Mσ
∗(c,j,k) =
(
Mσ(i,j˜,k˜)
)T
if T∗c ≡ T∗(k˜)ij˜ and Ti ≡ T (k)cj .
5.4 a semi-implicit time discretization
Since our SI-DG method on adaptive Cartesian staggered meshes collapses to the
uniform-grid case after setting maximum refinement levels `max = 0, then in this
section the numerical strategy for the semi-implicit time discretization is outlined
directly within the AMR framework. Once the main and the staggered grids have
been defined, the space of discrete solutions PN is outlined, then the numerical
method follows the procedure of [115].
5.4.1 Spectral SI-DG on staggered AMR grids
A weak formulation of the governing equations (5.1-5.2) is considered in the form∫
T∗(k)m
ψq
(
∂vk
∂t
+∇ · Fvk + ∂xkp
)
dx = 0,
∫
Ti
ωq (∇ · v)dx = 0,
(xk, vk) = (x, vx), (y, vy), (z, vz), T∗(k)m ∈ Ω∗(k)h , Ti ∈ Ωh
(5.17)
(5.18)
where it is important to highlight that the momentum equations are integrated
along the dual AMR meshes Ω∗(k)h according to the k-th space-direction, and the
incompressibility condition along the main AMR mesh Ωh; ψq ∈ BN(T∗(k)ij ), i.e.
the q-th element of the basis for the dual vector space PN(T∗(k)ij ); ωq ∈ BN(Ti), i.e.
the q-th element of the basis for the vector space PN(Ti). In this formalism, it is
clear that the chosen weak formulation of our staggered DG scheme consists in
an L2 projection of the incompressible Navier-Stokes equations onto the chosen
vector space of staggered piecewise polynomials PN. Then, according to [97, 115],
the discrete solution of the staggered DG discretization is defined as follows: the
velocity components vk are approximated in the respective vector spaces of the
staggered dual meshes PN(Ω∗(k)h ), while the pressure is defined on the main grid,
i.e. in PN(Ωh). Therefore, the respective expansion over the polynomial basis reads
v (k)h (x, t)|T∗(k)m = v
∗(k)
m (x, t) =
(N+1)d∑
l=1
ψl(x) vˆl(t)
for x ∈ T∗(k)m , m = 1, ...,N (k)faces, ψk ∈ BN(T∗(k)m ), vˆl ∈ IR (5.19)
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ph(x, t)|Ti = pi(x, t) =
(N+1)d∑
l=1
ωl(x) pˆl(t)
for x ∈ Ti, i = 1, ...,Nelem, ωl ∈ BN(Ti), pˆl ∈ IR (5.20)
After substituting (5.19) into the incompressibility condition (5.18) one obtains
0 =
∫
∂Ti
ωl(x) vh · ~ndS−
∫
Ti
∇ωl(x) · vh dx =
=
∑
k
 ∫
Γ (k)m ∈∂Ti
ωl(x) vh · ~ndS−
∫
T∗(k)m ∩Ti
∇ωl(x) · vh dx
 . (5.21)
Indeed, exactly because of the chosen C-staggering, vh · ~n is well defined along
∂Ti, i.e. all the velocity components are continuous along the respective faces Γ (k)m ;
moreover ωk is continuous in Ti. On the other hand, due to the staggering, the
pressure ph is discontinuous within T∗(k)m . Then, after substituting the ansatz (5.20)
into the momentum equation (5.17), the pressure gradient terms can be written as∫
T∗(k)m
ψl∂xkphdx ≡
∫
T∗(k)m ∩Tl(m)
ψl∂xkpl(m)dx+
∫
T∗(k)m \Tl(m)
ψl∂xkpr(m)dx + (5.22)
+
∫
Γ∗(k)m
ψl
(
pr(m) − pl(m)
)
dS (5.23)
where l(m) is the index of the left element with respect to Γ (k)m .
Notice that, whenever T∗(k)m is an u.s. element, then r(m) = l(m) ≡ i and then:
(i) the surface integral of equation (5.21) vanishes because Γ (k)m = ∅; (ii) the second
volume integral vanishes because (T∗(k)m \ Tl(m)) ≡ ∅; (iii) the jump term vanishes
because Γ∗(k)m ≡ ∅ 1. Otherwise, if T∗(k)m is a standard dual element, the second
volume integral is evaluated exactly along the right element of Γ (k)m , i.e. Tr(m) ≡
(T∗m \ Tl(m)) independently of the refinement level.
Then, after evaluating the definite integrals of system (5.17-5.18), a semi-implicit
higher order DG finite element formulation of the incompressible Navier-Stokes
equations on staggered AMR grids reads2
Mx1x2x3 ·
(
V̂n+1m − F̂v
n
m
)
+
+
∆t
∆x1
M x2x3 ·
(
Rx1σ(m, r(m))v · P̂n+θr(m) − L
x1σ(m, l(m))
v · P̂n+θl(m)
)
= 0,
∀T∗(x1)m ∈ Ω∗(x1)h , ∀(x1, x2, x3) ∈ {x	yz } (5.24)
1 In principle, for u.s. elements, Γ∗(k)m is something indefinite, and it can be set to be Γ∗(k)m ≡ ∅.
This definition is a way of stating the pressure of being continuous inside T∗(k)m . Indeed, for u.s.
elements it holds T∗(k)m ⊂ Tr(m)≡l(m).
2 Symbol
{
a	b
c
}
denotes the standard cyclic (or circular) permutations of (a,b, c): i.e.
{(a,b, c), (b, c,a), (c,a,b)}.
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∑
x1=x,y,z
∑
Γ∗(x1)i ⊂Ti
∆x2∆x3 Mx2x3
(
Rx1σ
∗(i, r∗(i))
p · V̂n+1r∗(i)−L
x1σ∗(i, l∗(i))
p · V̂n+1l∗(i)
)
= 0,
with (x1, x2, x3) ∈
{
x1	x2
x3
}
(5.25)
The momentum equation (5.24) has been normalized with respect to the volume
of T∗(k)m divided by the time step ∆t which is intended in the classical sense ∆t =
tn+1− tn; V̂ is the vector of the degrees of freedom of the x1-th velocity component;
l∗(i) and l∗(i) are the integer indexes of the right and left dual elements T∗(x1)m
and T∗(x1)n that shares3 the dual face Γ∗(x1)i . σ(m, j) and σ
∗(j,m) labels the mutual
position and refinement of face Γ (x1)m respect to element Tj, the dual face Γ∗(x1)i
respect to the dual element T∗(x1)m , respectively; the implicitness factor θ ∈ [0.5, 1]
has been introduced for the implicit time-discretization of the pressure gradients
in the form Xθ = θXn+1 + (1− θ)Xn; note that if θ = 1/2 the well known second
order Crank-Nicolson time discretization is obtained. F̂v
n
collects the advective-
diffusive terms that can be approximated by means of a fully explicit or a proper
semi-implicit discretization within am operator-splitting scheme. Further details
will appear in the next sections. The following three-dimensional swap-matrices
have been introduced
Rσ(m, r(m))v =

∫
Γm
ψp|
T∗m
ωq|
Tr(m)
dS
|Γm|
+
∫
T∗m∩Tr(m)
ψp|
T∗m
∂ωq
∂x1
|
Tr(m)
dx
min(|T∗m|, |Tr(m)|)

p,q=1,..,(N+1)d
≡ {R˜pq}p,q=1,..,(N+1)d ≡Mx2x3Rx1σ(m, r(m))v
(5.26)
Lσ(m, l(m))v =

∫
Γm
ψp|
T∗m
ωq|
Tl(m)
dS
|Γm|
−
∫
T∗m∩Tl(m)
ψp|
T∗m
∂ωq
∂x1
|
Tl(m)
dx
min(|T∗m|, |Tl(m)|)

p,q=1,..,(N+1)d
≡
{
L˜
σ(m,l(m))
pq
}
p,q=1,..,(N+1)d
≡Mx2x3Lx1σ(m, l(m))v
(5.27)
3 In this notation the integrals of eq. (5.21) break into the summations
∫
∂Ti
−→
∑
x1
∫
Γ (x1)m ∈∂Ti
−→
(0)∑
x1
(1)∑
Γ∗(x1)i ⊂Ti
(2)∑
n=l∗(i),r∗(i)
∫
Γ (x1)n
,
where the first summation (1) is intended over all the dual faces Γ∗(x1)i within Ti; the second
summation (2) is intended over the right and left (or forward and backward) dual elements T∗(x1)
r∗(i)
and T∗(x1)
l∗(i) that shares the corresponding dual face Γ
∗(x1)
i .
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Rσ(i, r
∗(i))
p =

∫
Γ∗i
ωp|
Ti
ψq|
T∗
r∗(i)
dS
|Γ∗i |
−
∫
Ti∩T∗r∗(i)
ωp|
T∗
i
∂ψq
∂x1
|
T∗
r∗(i)
dx
|Ti|, min(|T∗r∗(i)|)

p,q=1,..,(N+1)d
≡
{
R¯
σ∗(i,r∗(i))
pq
}
p,q=1,..,(N+1)d
≡Mx2x3Rx1σ∗(i, r∗(i))p
(5.28)
Lσ(i, l
∗(i))
p =

∫
Γ∗i
ωp|
Ti
ψq|
T∗
l∗(i)
dS
|Γ∗i |
+
∫
Ti∩T∗l∗(i)
ωp|
Ti
∂ψq
∂x1
|
T∗
l∗(i)
dx
min(|Ti|, |T∗l∗(i)|)

p,q=1,..,(N+1)d
≡
{
L¯
σ∗(i,l∗(i))
pq
}
p,q=1,..,(N+1)d
≡Mx2x3Lx1σ∗(i, l∗(i))p .
(5.29)
where x1 is the normal direction with respect to edge Γm and Γ∗i , x2 and x3 the rest
orthogonal directions. The most-significant property of the above-defined matrices
is the symmetry
Rσ(i, r
∗(i))
p =
(
Lσ(m, l(m))v
)T
if T∗m ≡ T∗r∗(i) and Ti ≡ Tl(m),
Lσ(i, l
∗(i))
p =
(
Rσ(m, r(m))v
)T
if T∗m ≡ T∗l∗(i) and Ti ≡ Tr(m).
Because of the symmetry between the aforementioned matrices (see also [115] for
the purely Cartesian case), it becomes simpler to introduce the following notation
R ≡ Rv ≡ LTp , L ≡ Lv ≡ RTp . (5.30)
It should be noticed that equations (5.24-5.25) constitute a particular coupled equa-
tion system with a typical saddle point structure which is typical for any discrete
formulation of the incompressible Navier-Stokes equations. The total number of
unknowns of the system is large, since we have Nelem space-elements, each ele-
ment with (N+ 1)d degrees of freedom. In principle, a direct solution can become
cumbersome, since it involves four unknown quantities per degree of freedom:
three velocity components and the scalar pressure. The complexity of the problem
can be considerably reduced with a very simple manipulation.
A well known numerical strategy, widely used for solving such a complex linear
systems, is the application of the Schur complement to the saddle point system
(5.24-5.25). In the context of staggered grids, this procedure has been successfully
adopted in the field of ocean modeling and free-surface dynamics [61, 55, 56],
physiological fluid flows in the arterial system [64, 117], compressible fluids [110,
98] and a novel family of higher order DG methods [97, 252, 253, 254, 255, 115]
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which inspired this work. After multiplying equation (5.17) by the inverse of the
element mass matrix M, i.e.
V̂n+1m = F̂v
n
m −
∆t
∆x1
(M x1)−1 ·
(
Rx1σ(m, r(m))v · P̂n+θr(m) − L
x1σ(m, l(m))
v · P̂n+θl(m)
)
,
∀T∗(x1)m ∈ Ω∗(x1)h , ∀(x1, x2, x3) ∈ {x	yz } (5.31)
and a direct substitution of equation (5.17) into (5.18), the following linear alge-
braic system for the pressure degrees of freedom as the only unknowns is ob-
tained:
H · Pn+θ ≡ bn (5.32)
in which operatorH is the block coefficient matrix representing the discrete Laplace
operator for the pressure Poisson equation in the space of solutions PN within the
chosen staggered-mesh framework; Pn+θ = θPn+1+ (1− θ)Pn is the complete vec-
tor of the degrees of freedom for the pressure; bn collects all the known terms,
i.e. the non-linear advection and diffusion, see Section 5.4.2. In particular, Pn+θ
multiplied by the i-th row of H reads
Hi · Pn+θ ≡∑
{x1
	x2
x3}
∑
Γ∗(x1)i ⊂Ti
∆x2∆x3
∆x1
Mx2x3
(
R
x1
i · P̂n+θr(r∗(i)) +Lx1i · P̂n+θl(l∗(i)) +Cx1i · P̂n+θi
)
. (5.33)
where
Ri = −L
TMx1R =−Rx1σ
∗(i, r∗(i))
p Mx1R
x1σ(r∗(i), r(r∗(i)))
v ≡LTi+1
Li = −R
TMx1L =− Lx1σ
∗(i, l∗(i))
p Mx1L
x1σ(l∗(i), l(l∗(i)))
v ≡RTi−1
Ci = L
TMx1L+RTMx1R =Rx1σ
∗(i, r∗(i))
p Mx1L
x1σ(r∗(i), l(r∗(i)))
v +
+ Lx1σ
∗(i, l∗(i))
p Mx1R
x1σ(l∗(i), r(l∗(i)))
v ≡CTi
(5.34)
Notice that l(l∗(i)) labels the space-element Tl(l∗(i)) at the left of edge Γl∗(i), corre-
sponding to the dual space-element T∗l∗(i) at the left of the dual edge Γ
∗
i , correspond-
ing to Ti. In the one-dimensional and purely Cartesian case, l(l∗(i)) corresponds
to the Ti−1 left element, l∗(i) to the T∗i−1/2 left dual element. Moreover, it holds
r(l∗(i)) ≡ l(r∗(i)) ≡ i. In AMR meshes, several neighbors element in one single
direction could exist. It can be explicitly shown that the Laplace operator H can
be decomposed into a more familiar composite matrix product, i.e.
H ≡ DTM−1D,
where D is the discrete-weak gradient operator obtained after an L2 projection of the
gradient ∇ in the vector space PN(Ω∗h), i.e.
Dmx1P ≡
〈ψ,∂x1ph〉T∗(x1)m
〈ψ,ψ〉T∗(x1)m
=
R · P̂r(m) −L · P̂l(m)
∆x1
, ∀T∗(x1)m ∈ Ω∗h, x1 = x,y, z;
(5.35)
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and the transposed DT is the discrete-weak divergence (∇·). Indeed, matrix H can
be written in the form of a tensor product of the matrices H = Hxyz = HxHyHz.
Next, the positive semi-definiteness is shown to be valid for the one-dimensional
caseH =Hx, then the extension toH =Hxyz is straightforward. If d = 1, periodic
boundary conditions are assumed and dropping the indexing of the coefficient
matrices for simplicity, then, the global system can be written as
H · Pn+1 ≡

C1 R1 0
. . . 0 L1
L2 C2 R2 0 · 0
0 L3 C3 R3
. . .
...
...
. . . . . . . . . . . . 0
0 · 0 LNx−1 CNx−1 RNx−1
RNx 0 · · · 0 LNx CNx

·

P̂n+11
P̂n+12
...
...
P̂n+1Nx−1
P̂n+1Nx

≡

−LT 0 · · · 0 RT
RT −LT 0 0 0
0 RT −LT
. . .
...
... 0
. . . . . . 0
0 · · · 0 RT −LT

·M−1 ·

−L R 0 · · · 0
0 −L R 0 0
... 0 −L
. . . 0
0 0
. . . . . . R
R 0 · · · 0 −L

·

P̂n+11
P̂n+12
...
P̂n+1Nx−1
P̂n+1Nx

,
(5.36)
where the diagonal mass matrix M has been introduced. Equation (5.36) shows
matrix H for uniform meshes, i.e. in its tri-diagonal formulation. Notice that
D =

−L R 0 · · · 0
0 −L R 0 0
... 0 −L . . . 0
0 0
. . . . . . R
R 0 · · · 0 −L

(5.37)
is precisely the weak form of the gradient operator. In principle, with AMR in
multi-space dimensions, the number of non zero blocks grows. The following re-
sults are valid in general, even after mesh refinement. Matrix H is proved to be
positive semi-definite because it can be decomposed into the matrix product
vTHv ≡ vTDTM−1Dv = wTM−1w > 0, with w = Dv ∀ v
because the mass matrix is positive definite. This is an interesting property because
the problem of the uniqueness of the solutions of the pressure system is shifted to
the uniqueness of the solutions of
D P = right hand side. (5.38)
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that in ensured in general up to the solutions of D P = 0. This means that (for
periodic boundaries) the discrete pressure P is defined up to weak solutions of
∂xp = 0, which is exactly what one could expect from a discrete formulation of
the incompressible Navier-Stokes equations. If pressure boundary conditions are
specified, it can be verified easily that the resulting system for the pressure is
indeed symmetric and positive-definite.
The real advantages of the chosen staggered framework are shown in the prop-
erties of H, which defined the discrete pressure Poisson system, which is at the
same time the most complex linear system to be solved in our algorithm. Indeed,
the resulting discrete Laplace operator H satisfies the following peculiar proper-
ties:
(i) H is symmetric, i.e. H ≡HT ;
(ii)H is always at least positive semi-definite, independent of the chosen bound-
ary conditions; in particular, H is positive definite up to the solutions of
D P ′ = 0 ⇐⇒ P ′ ∈ Ker(D), (5.39)
where Ker(·) is the kernel set;
(iii) for uniform Cartesian grids, H is block hepta-diagonal for the three-dimens-
ional case, only block penta-diagonal for the two dimensional case and only block
tri-diagonal for the one dimensional case.
(iv) whenever any pressure boundary condition is imposed, then H is shown to be
strictly positive definite.
It should be mentioned the resulting algebraic system (5.32) would occur also af-
ter choosing a different mesh staggering, but the corresponding non-zero blocks
(stencil) of the local equation (5.33) would be larger and the computational ef-
fort needed for solving the discrete Poisson equation (5.32) would presumably
increase.4 Table 5 shows the stencil-sizes (number of non-zero blocks) of the re-
sulting algebraic systems for the pressure, varying for different choices of the grid
type and for different numbers of space dimensions.
Finally, once the equation system for the degrees of freedom of the pressure
(5.33) has been solved by means of a classical matrix-free conjugate gradient
method, then the velocity components can be updated directly via (5.24). In all
numerical examples shown in this paper no preconditioner has been used.
4 Without staggering (A-grid case), the integral of the pressure gradients in the momentum equa-
tions (5.23), after integrating by parts, would generate a three-point stencil of dependence between
the elements by means of some numerical flux functions that are necessary for approximating the
pressure at the element interfaces, i.e. p(xi+1/2) = G(pi,pi+1). With the same argument, further
flux functions are needed also in the incompressibility condition (5.18) for evaluating the veloc-
ities at the interfaces and the resulting discrete pressure system would become: block 5-diagonal
for the 1d case, instead of being block 3-diagonal; block 9-diagonal for the two dimensional case,
versus our block 5-diagonal system; block 13-diagonal for the three dimensional case, versus our
block 7-diagonal system. Concerning the vertex-based staggered grids (B-grid), Riemann solvers or
numerical flux functions are not necessary. However, with a vertex based staggering, a block 9-
diagonal system or a block 27-diagonal system are obtained for the two and for the three dimensional
case, respectively, see also Table 5
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space Collocated grid Vertex-based staggered grid Edge-based staggered grid
dimensions (A–grid) (B–grid) (C–grid)
1D 5 3 3
2D 9 9 5
3D 13 27 7
Table 5: Total stencil-size for the resulting pressure systems for semi-implicit DG schemes
on uniform Cartesian meshes using different grid types for different numbers of
space dimensions. In all cases it is assumed that the discrete momentum equation
is substituted into the discrete continuity equation, in order to yield one single
equation system for the scalar pressure.
Spectral Analysis of H
It should be mentioned that in the uniform Cartesian case, a rigorous theoret-
ical analysis of H for the design of specific preconditioners, using the theory
of matrix-valued symbols and Generalized Locally Toeplitz (GLT) algebras (see
[245, 140, 246]) has been very recently provided with promising results in terms
of numerical efficiency [102] and showing beneficial properties of the respective
condition number.
5.4.2 Advection and diffusion
Any stable explicit DG scheme can be adopted for solving the advective-diffusive
terms F̂v in equation (5.24). In order to simplify the computation, in this work we
considered a DG formulation on the collocated grid, with vh ∈ PN(Ωh), having
F̂v
n
i = V̂
n
i −
∆t
|Ti|
(Mxyz)−1 ·
 ∫
∂Ti
ωFv · ~ndS−
∫
Ti
∇ω · Fv dx
 . (5.40)
Because of the discontinuities of the piecewise polynomials along the element
faces, a very simple and classical Rusanov flux (or local Lax-Friedrichs flux - LLF)
[241, 259] has been used for evaluating the surface integral of (5.40) in the form
Fq · ~n = 1
2
(
F+q + F
−
q
) · ~n− 1
2
sq
(
q+ − q−
)
with q = u, v,w. (5.41)
in which the penalty term sq is the maximum value of the Jacobian of the flux
tensor Fq
sq = 2max
(
|q+|, |q−|
)
+ 2ν
2N+ 1
∆xq
√
pi/2
with (q,∆xq) = (u,∆x), (v,∆y), (w,∆z).
(5.42)
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The chosen Rusanov flux has been modified in order to account for both hyper-
bolic and parabolic terms (see [124, 95, 145]). In this context, it should be empha-
sized that although the advection-diffusion equation contains parabolic terms, an
appropriate numerical flux can be defined by the solution of the corresponding
generalized Riemann problem, see [124] for details.
Since equation (5.40) is an explicit DG scheme, then a rather severe CFL time
restriction with CFL ∈ (0, 1) becomes necessary for ensuring stability:
∆t = CFL
[
(2N+ 1)
(
|umax|
∆xmin
+
|vmax|
∆ymin
+
|wmax|
∆zmin
)
+
+ (2N+ 1)2
(
2ν
∆x2min
+
2ν
∆y2min
+
2ν
∆z2min
)]−1
. (5.43)
Once F̂v
n
i has been computed on the main grid Ωh, the numerical solution is pro-
jected back to the dual space of solutions pN(Ω∗(k)h ) according to the L2 projection
operators (5.10-5.11), with the projection matrices (5.16).
Notice that, the parabolic nature of the viscous terms introduces a quadratic
dependence of the minimum step-size on h/(2N+1), which can become extremely
severe when more than one refinement level is considered for a viscous fluid
flow at low Reynolds number. In such circumstances, the stability condition (5.43)
can become too restrictive. Then, following [115], an implicit discretization of the
diffusive fluxes is taken for the advection diffusion system
σ = −ν∇v. (5.44)
∂v
∂t
+∇ · Fc −∇ ·σ = 0. (5.45)
In particular, the velocity components and the stress tensor components are the
unknowns of the system. The velocity components are discretized within the piece-
wise polynomials of maximum degree N along the main grid Ωh, the component
of the stress tensor along the dual grid Ω∗(k)h . Then the final algorithm is obtained
following exactly the same strategy adopted for the incompressible Navier-Stokes
equations:
1. the governing equations (5.44) and (5.45) are projected along the chosen
space of solutions, i.e. PN(Ωh) and PN(Ω∗(k)h ) respectively;
2. the unknown variables are assumed to live in the corresponding space of
solutions, i.e. v (k)h ∈ PN(Ωh) and F (k)h ∈ PN(Ω∗(k)h ), and then substituted into
the discrete DG equations:
Mx1x2x3 · F̂n+1m =
= −
ν
∆x1
M x2x3 ·
(
Rx1σ(m, r(m))v · V̂n+1r(m) − L
x1σ(m, l(m))
v · V̂n+1l(m)
)
,
∀T∗(x1)m ∈ Ω∗(x1)h , ∀(x1, x2, x3) ∈
{
x	y
z
}
(5.46)
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Mx1x2x3 ·
[
V̂n+1i − F̂v
n
i
]
=
=
∑
x1=x,y,z
∑
Γ∗(x1)i ⊂Ti
∆t
∆x1
Mx2x3
(
Rx1σ
∗(i, r∗(i))
p · F̂n+1r∗(i)−L
x1σ∗(i, l∗(i))
p · F̂n+1l∗(i)
)
= 0,
with (x1, x2, x3) ∈
{
x1	x2
x3
}
(5.47)
3. the Schur complement of the resulting algebraic coupled system is solved,
after substituting the equation (5.46) for the tensor components F (k)h into the
momentum equations (5.46); then the decoupled system for the only velocity
components v (k)h is obtained, in a very familiar structure, i.e.
(M+ νH) · V n+
1
2
(k)
= b(k), k = x,y, z, (5.48)
where Mi ≡ M is the mass matrix, H is exactly the afore-defined discrete
Laplace operator, V n+1/2
(k)
is the vector of the complete set of degrees of free-
dom for the k-th velocity component; b(k) collects all the known terms, i.e.
the explicit advective terms of equation (5.40) multiplied by a mass ma-
trix; n+ 1/2 labels a fictitious time step tn+1/2, labeling the intermediate stage
within the global algorithm;
4. system (5.48) is very efficiently solved by means of a classical conjugate gra-
dient method. Throughout this paper, we do not employ any preconditioner;
5. the velocity components are projected back to the dual space PN(Ω∗(k)h ) into
F̂v
n
m of equation (5.24).
Notice that, although equation system (5.48) must be solved for each velocity com-
ponent, the coefficient matrix (M+ νH) has even better properties than H: (i) it
is symmetric; (ii) it is strictly positive definite; (iii) for the purely Cartesian case,
(M+ νH) is only block hepta-diagonal for the three-dimensional case and only
block penta-diagonal for the two dimensional case. (iv) the viscosity acts as a
perturbation coefficient of the mass matrix, which is purely diagonal (not only
block diagonal); then the system is surely much better behaved compared to the
discrete pressure system. After the aforementioned operator-splitting procedure
for the semi-implicit time discretization, since the parabolic terms are treated fully
implicitly, the final CFL time-restriction relaxes to
∆t =
CFL
(2N+ 1)
(
|umax|
∆xmin
+
|vmax|
∆ymin
+
|wmax|
∆zmin
)−1
. (5.49)
5.4.3 Final algorithm
Finally, even in the staggered AMR framework, the resulting numerical scheme
can be summarized, similar to [115], as follows:
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1. the velocity is projected to the pressure grid Ωh with pi defined in equation
(5.11); advection terms are discretized explicitly while the viscous terms are
treated implicitly for each velocity component within PN(Ωh)
(M+ νH) · V n+
1
2
(x1)#
=M · Fvn(x1)#, x1 = x,y, z (5.50)
symbol ’#’ labels the degrees of freedom respect to the main space of solu-
tions PN(Ωh);
2. the velocity is projected back to the dual space PN(Ω∗(k)h ) according to the
projection operator pi∗(k) defined in equation (5.10) and the system for the
discrete pressure Poisson equation is solved
H · Pn+θ# = b
n+12
# , (5.51)
with bn+
1
2
# ≡
∑
{x1
	x2
x3}
∆x2∆x3M
x2x3 (Dx1)T · V n+
1
2
(x1)∗ ,
symbol ’∗’ denotes the degrees of freedom with respect to the dual space of
solutions PN(Ω∗(x1)h ));
3. the velocity components are directly updated according to
V n+1(x1)∗ = V
n+12
(x1)∗ −
∆t
∆x1
(
M−1D
)(x1) · Pn+θ# , (5.52)
5.5 a spectral-dg time discretization
In this section the high-order DG formulation is extended to the time dimension
by looking for discrete solutions (uh, vh,wh,ph) under the form of linear combi-
nations of piecewise space-time polynomials of maximum degree N in space and M
in time with respect to a reference basis BN for the spatial dependency and BM
for the time dependency. In the following, the general mathematical framework is
outlined, and several numerical tests are performed in two and three space dimen-
sions, with the aim of assessing the efficiency and the accuracy of the proposed
high order accurate staggered spectral space-time DG scheme. Since the develop-
ment of the space-time extension of our SI-DG on adaptive staggered grids in
still under construction, in this section we limit our-self to depict the space-time
extension of the only uniform-grid case.
5.5.1 Spectral st-DG on uniform meshes
Here, the discrete solutions are defined within the more general space-of-solution
PN⊗M, defined as the vector space of piecewise polynomials of maximum degree
N ∈ IN in space, M ∈ IN in time, identified by the tensor product
PN⊗M = PN⊗M
(
Ω˜h ⊗ τn+1
) ≡ PN (Ω˜h)⊗ PM (τn+1) , (5.53)
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where Ω˜h ∈ {Ωh,Ω∗(k)h }, k = x, y and z; τn+1 = [tn, tn+1] is the future time-step
where the solution is unknown. The fundamental basis of Lagrangian polynomials
interpolating the Gauss-Legendre quadrature points within a local space-time ele-
ment Ti ⊗ τn+1 is denoted by the tensor product BN(T∗(k)m )⊗ BM(τn+1). Therefore,
the respective expansion over the polynomial basis (5.19-5.20) are augmented by
{
vˆl(t) =
∑M+1
s=1 θs(t) vˆls,
pˆl(t) =
∑M+1
s=1 θs(t) pˆlm,
with t ∈ τn+1,
n = 1, ...,Nt,
vˆls, pˆlm ∈ IR,
θ|τn+1
(t) = ϕ(ξ), with t = tn + ξ∆tn+1, 0 6 ξ 6 1, (5.54)
where symbol θ, that was the implicitness factor for the semi-implicit method,
now refers to the vector of time basis-polynomials θ ∈ BM(τn+1).
By using the same nomenclature as before, the weak formulation of the govern-
ing equations (5.17-5.18) in space-time reads∫
T∗(k)m ×τn+1
ψqθr
(
∂vk
∂t
+∇ · Fvk + ∂xkp
)
dxdt = 0,
∫
Ti×τn+1
ωqθr (∇ · v)dxdt = 0,
(xk, vk) = (x, vx), (y, vy), (z, vz), T∗(k)m ∈ Ω∗(k)h , Ti ∈ Ωh
(5.55)
where τn+1 = [tn, tn+1] is the future time interval where the solution is unknown,
with tn+1 = tn +∆t given by the stability condition of explicit terms, i.e. or (5.43)
or (5.49). Since the only time-dependent operator of the incompressible Navier-
Stokes equations is the time-derivative, and thanks to the chosen dimension-by-
dimension tensor definition of PN⊗M, then all space integrals can be factorized
into the same coefficient matrices of equations (5.24-5.25) in the previous sections,
yielding to∫
τn+1
θ(t)
[
Mx1x2x3 ·
(
∂
∂t
V̂n+1(t)
)
+
+
∆t
∆x1
M x2x3 ·
(
Rx1σ(m, r(m))v · P̂n+1r(m)(t) − L
x1σ(m, l(m))
v · P̂n+1l(m)(t)
)]
dt = 0,
∀T∗(x1)m ∈ Ω∗(x1)h , ∀(x1, x2, x3) ∈ {x	yz } (5.56)
∫
τn+1
θ(t) ·
∑
x1=x,y,z
∑
Γ∗(x1)i ⊂Ti
∆x2∆x3 Mx2x3
(
Rx1σ
∗(i, r∗(i))
p · V̂n+1r∗(i)(t)+
−Lx1σ
∗(i, l∗(i))
p · V̂n+1l∗(i)(t)
)
dt = 0
with (x1, x2, x3) ∈
{
x1	x2
x3
}
. (5.57)
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On the other hand, after substituting the polynomial definition (5.54) and integra-
tion over time, a time-mass matrix M =
∫
θθ can be factorized as well. The only
real changes with respect to the previous formulation arise in the integration of
the time derivatives that, after integrating by parts in time and introducing the
known solution at time tn (upwinding in time, according to the causality principle),
read ∫
T∗(k)m ×τn+1
ψθ
∂vk
∂t
dxdt =
∫
T∗(k)m
ψ
[
θ(tn+1)vn+1k (x, t
n+1) − θ(tn)vnk (x, t
n)
]
dx
−
∫
T∗(k)m ×τn+1
ψ
(
∂
∂t
θ(t)
)
vn+1k (x, t
n+1)dxdt =
Mxyz
[(
Mt1 −M
t
V
) · V̂n+1 −Mt0 · V̂n]× |T∗(k)m |
(5.58)
where
Mt1 =
{
Mt1 pq
}
p,q=1,..,M+1 =
{
ϕp(1)ϕq(1)
}
p,q=0,..,M
, (5.59)
Mt0 =
{
Mt0 pq
}
p,q=1,..,M+1 =
{
ϕp(0)ϕq(1)
}
p,q=0,..,M
, (5.60)
MtV =
{
MtV pq
}
p,q=1,..,M+1 =

1∫
0
ϕ ′p(ξ)ϕq(ξ)dξ

p,q=0,..,M+1
. (5.61)
Here the spatial xyz-formalism of the tensor products (5.13) to the space-time
case by defining a generic vector of space-time degrees of freedom as can be writ-
ten as
A ≡ Axyzt ≡ Ax ⊗Ay ⊗Az ⊗At,
x̂ ≡ {xˆll0}l=1,..,(N+1)d;l0=1,..,M+1
≡ {xˆl1l2l3l0 ≡ xˆl1 ⊗ xˆl2 ⊗ xˆl3 ⊗ xˆl0}l1,l2,l3=1,..,N+1;l0=1,..,M+1 .
In this notation the mass matrix that corresponds to the time coordinate can be
written as Mt, according to the definition of the mass matrix in equations (5.16).
Then, from equations (5.56-5.57) the following system is obtained:
Mx1x2x3
[(
Mt1 −M
t
V
) · V̂n+1m −Mt0 · F̂vnm]+
+
∆t
∆x1
Mx2x3t ·
(
Rx1σ(m, r(m))v · P̂n+1r(m) − L
x1σ(m, l(m))
v · P̂n+1l(m)
)
= 0,
∀T∗(x1)m ∈ Ω∗(x1)h , ∀(x1, x2, x3) ∈ {x	yz } (5.62)
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∑
x1=x,y,z
∑
Γ∗(x1)i ⊂Ti
∆x2∆x3 Mx2x3t
(
Rx1σ
∗(i, r∗(i))
p · V̂n+1r∗(i)+
−Lx1σ
∗(i, l∗(i))
p · V̂n+1l∗(i)
)
dt = 0
with (x1, x2, x3) ∈
{
x1	x2
x3
}
. (5.63)
which is analogous to the system of equations (5.24-5.25), where now the advective-
diffusive terms are computed according to
Mt0 · F̂v
n
i = M
t
0 · V̂ni −
∆t
|Ti|
(Mxyz)−1 Mt ·
 ∫
∂Ti
ωFv · ~ndS−
∫
Ti
∇ω · Fv dx
 .
(5.64)
The adopted numerical strategy for the implicit diffusion is actually the higher
order time extension of the aforementioned implicit approach and it will be de-
scribed later in this section. Following the philosophy of section 5.4, after mul-
tiplying equation (5.62) by the inverse of the matrix Mxyz
(
Mt1 −M
t
V
)
, which is
simply the matrix product of three (N+ 1)2 space-matrices and one (M+ 1)2 time-
matrix, the following direct definitions of the degrees of freedom of the velocity
components are obtained
V̂n+1m =
(
Mt1 −M
t
V
)−1Mt0 · F̂vnm+
−
∆t
∆x1
(
Mt1 −M
t
V
)−1Mt (M x1)−1 · (Rx1σ(m, r(m))v · P̂n+θr(m) − Lx1σ(m, l(m))v · P̂n+θl(m)) ,
∀T∗(x1)m ∈ Ω∗(x1)h , ∀(x1, x2, x3) ∈ {x	yz } (5.65)
Then, after substitution of the resulting equations in the discrete incompressibility
condition (5.63), one obtains[
Mt
(
Mt1 −M
t
V
)−1 Mt Hi] · Pn+1 = [Mt (Mt1 −MtV)−1 Mt0] · bni (5.66)
that is the higher order time-accurate version of the pressure equation, analogous
to (5.32). The right hand side bni collects all the known terms, i.e. the advective
and diffusive terms {F̂u
n
}, {F̂v
n
} and {F̂w
n
}. This system is not symmetric because
of the non-symmetric time-matrices (5.59) and (5.61). After multiplication by the
inverse of Mt
(
Mt1 −M
t
V
)−1, the non-symmetric contribution of the time-matrix can
be removed, and the same well suited coefficient matrixH of section 5.4 is obtained,
i.e.
MtHi · Pn+1 = [Mt0] · bni (5.67)
and consequently, the resulting system is symmetric and strictly positive definite
(for appropriate pressure boundary conditions). Hence, it can be solved very ef-
ficiently by means of a classical conjugate gradient method. Once the system for
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the higher order accurate space-time expansion coefficients of the pressure Pn+1
has been solved, the velocity can be readily updated according to equation (5.65).
Note, however, that although the presented space-time DG framework is formally
high order accurate in time, the final numerical scheme is strongly influenced by
the time-splitting between advection, diffusion and incompressibility condition,
which constrains the final method to be only first order accurate in time. In section
5.5.3 a very simple numerical procedure based on the Picard iteration is outlined
in order to circumvent the order limitation induced by the time-splitting and to
enable the final solution to preserve the original high-order time accuracy of the
presented spectral staggered space-time DG discretization.
5.5.2 Implicit diffusion
Following the same procedure outlined in section 5.4, the high-order time accurate
version of the implicit scheme for diffusion (5.46-5.47) reads
Mx1x2x3t · F̂n+1m =
= −
ν
∆x1
M x2x3 ·
(
Rx1σ(m, r(m))v · V̂n+1r(m) − L
x1σ(m, l(m))
v · V̂n+1l(m)
)
,
∀T∗(x1)m ∈ Ω∗(x1)h , ∀(x1, x2, x3) ∈ {x	yz }
|Ti|Mx1x2x3
∆t
·
[(
Mt1 −M
t
V
) · V̂n+1i −Mt0 · F̂vni ] =
=
∑
x1=x,y,z
∑
Γ∗(x1)i ⊂Ti
∆x2∆x3 Mx2x3t
(
Rx1σ
∗(i, r∗(i))
p · F̂n+1r∗(i)−L
x1σ∗(i, l∗(i))
p · F̂n+1l∗(i)
)
= 0,
with (x1, x2, x3) ∈
{
x1	x2
x3
}
(5.68)
(5.69)
Then, after substituting the definitions of the velocity derivatives (5.68) into the
discrete advection-diffusion equation (5.69), the high-order accurate space-time
DG version of (5.48) can be written as[(
Mt1 −M
t
V
)
Mx1x2x3 + νMtH
] · V =Mt0Mx1x2x3 · Fvn, (5.70)
that is non-symmetric because of the time-matrices(
Mt1 −M
t
V
)
=
{(
Mt1 −M
t
V
)
i
}
, Mt0 =
{
Mt0 i
}
(5.71)
and can be efficiently solved by means of a classical GMRES method [242]. Notice
that the non-symmetric component of system (5.70) can be shifted to the viscous
terms, i.e. the second term on the left-hand-side, by multiplying the equations
with the inverse of
(
Mt1 −M
t
V
)
from the left. In that case, for small viscosity, the
system can be seen as a non-symmetric perturbation of the inviscid case.
5.5.3 Space-time pressure correction algorithm
In Section 5.4 the final staggered semi-implicit DG scheme (5.50-5.52) consists of
two main blocks that are solved sequentially by the use of a fractional time-step
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approach. If only high order of accuracy in space is needed, such a splitting is
possible. The first fractional block is described by the discrete advection-diffusion
equations (5.50), which itself contains a first fractional step for the purely explicit
advection and a second fractional step for the implicit discretization of the dif-
fusive terms. Then, the second fractional block (5.51-5.52) contains the solution
of the discrete pressure Poisson equation that results from substituting the dis-
crete momentum equations into the discrete incompressibility condition. The im-
portant fact is that the chosen fractional time discretization is only first order accurate.
In principle, higher order schemes for fractional time-stepping or other more so-
phisticated techniques could be adopted in defiance of simplicity or generality
[162, 277, 168, 199]. In this work a simple Picard method has been implemented. In
this manner, the first order time-splitting approach of system (5.50-5.52) can then
be generalized to arbitrary high order of accuracy in time at the aid of the Picard
procedure. We emphasize that at the moment we have no rigorous mathematical
proof for the fact that the Picard iterations actually increase the order of accuracy
by one per iteration. We only have numerical evidence which support this claim
in the context of high order ADER schemes, see [105], as well as the numerical
convergence tables shown later in this paper for a set of test cases. The final ver-
sion of the spectral staggered space-time DG scheme, which is written in terms of
a space-time pressure correction algorithm, reads: for k = 0, . . . ,M do
[(
Mt1 −M
t
V
)
Mx1x2x3 + νMtH
] · Vn+1,[k+ 12 ](x1)# =
=Mx1x2x3 ·
[
Mt0 · Fvn+1,[k](x1)# − pi
(
∆t
∆x1
Mt · (M−1D)(x1) · Pn+1,(k)# )] , (5.72)
MtHxyz ·
(
Pn+1,[k+1]# − P
n+1,[k]
#
)
= b#n+1,[k+
1
2 ],
with bn+1,[k+
1
2 ]
# ≡
∑
{ x1
	 x2
x3}
∆x2∆x3M
x2x3 (Dx1)T · Vn+
1
2
(x1)∗, (5.73)
Vn+1,[k+1](x1)∗ =
(
Mt1 −M
t
V
)−1 · [Mt0 · Vn+1,[k+ 12 ](x1)∗ +
−
∆t
∆x1
Mt · (M−1D)(x1) · (Pn+1,[k+1]# − Pn+1,[k]# )] , (5.74)
where M is the maximum degree of the time-polynomials and k is the Picard
iteration number. Note that the Picard process allows to gain one order of ac-
curacy in time per Picard iteration when applied to an ODE, see [183, 208, 209].
Fv (x1) = {F̂v
(x1)
i } collects the advective terms computed according to (5.64), without
taking into account the diffusive flux. We furthermore set
Fvn+1,(0)
(x1)
= Fvn(x1), (5.75)
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and Pn+1,(k) is the k-th iterate for the discrete pressure, for which we use the trivial
initial guess
Pn+1,(0)# = 0. (5.76)
Thanks to the Picard procedure the desired properties of the presented spectral
space-time DG method are re-established, so that the final algorithm (5.72)-(5.74)
is arbitrary high-order accurate both in space and time. Finally, it is important to
stress that the proposed iterative solution of the non-trivial system of equations
(5.72)-(5.74) is feasible in practice, thanks to the fact that the coefficient matrix H
that enters into the discrete Poisson equation (i.e. the incompressibility condition)
and the discrete diffusion equation is well conditioned and can be solved in a very
efficient way via modern matrix-free Krylov subspace methods, even without the
use of any preconditioner. Finally, note that when the degree of the time-polynomials
M is set to be zero, then
Mt1 ≡ 1, Mt0 ≡ 1, MtV ≡ 0,
and the method collapses to the previous spectral staggered semi-implicit DG
scheme with a classical first order backward Euler discretization in time. Moreover,
if at the same time the spatial and the temporal polynomial approximation degrees
are chosen to be zero (M = N = 0), then the following equalities arise from (5.26-
5.29)
M ≡ 1, Rv ≡ 1, Lv ≡ 1, Rp = 1, Lp ≡ 1,
and the method collapses to a classical staggered semi-implicit finite-difference
finite-volume method for the incompressible Navier-Stokes equations, where the
pressure field is defined at the barycenters of the main grid and the velocity
components are defined at the middle points of the cell interfaces, i.e. the clas-
sical family of efficient semi-implicit methods on staggered grids of Casulli et al.
[64, 41, 61, 54, 58, 53, 117, 110, 55, 63, 62, 57, 60] is obtained.
5.5.4 A different framing: time-dependence of divergence-free errors
In the following rows an alternative and equivalent derivation of the pressure
Poisson equations is briefly outlined. By operating the time derivative of the in-
compressibility condition, i.e.
∇ · v = 0 =⇒ ∂
∂t
(∇ · v) = 0. (5.77)
and by operating the same aforementioned space-time higher order DG discretiza-
tion, the following semi-discrete equation is obtained∫
dΩijk
ωm(x)ωm ′(y)ωm ′′(z)
[(
Mt1 −M
t
V
) · (∇ · vh)n+1 −Mt0 · (∇ · vh)n] = 0,
(5.78)
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where the complete time dependency is summarized into the time coefficient-
matrices. Only after forcing the incompressibility condition to be valid at the older
time-slice t = tn, i.e.∫
dΩijk
ωm(x)ωm ′(y)ωm ′′(z)
[
Mt0 · (∇ · vh)n
]
= 0, ∀ tn < tend, (5.79)
then equation (5.78) becomes
(
Mt1 −M
t
V
) ·
 ∫
dΩijk
ωm(x)ωm ′(y)ωm ′′(z) (∇ · vh)n+1
 = 0. (5.80)
After integrating in space and substitution of equations (5.65), equation (5.80)
yields directly to equation (5.67), reported here for convenience
MtHijk · Pn+1 = [Mt0] · bnijk, (5.81)
without the misleading intermediate step (5.66), misleading because it shows non-
symmetric matrix coefficients. This means that the dynamic condition (5.77) is
weaker with respect to the original static version. Indeed, even if a proper diver-
gence-free solution is chosen for the initial state, numerical errors on ∇ · v = 0 are
accumulated in time within equation (5.78). Since the our adopted formulation is
compatible to the constraint (5.80), this means that the incompressibility condition is
satisfied at every time-step within the chosen tolerance threshold for the iterative resolution
of system (5.81).
6
N U M E R I C A L VA L I D AT I O N A N D R E S U LT S
In order to verify the accuracy and robustness of the presented methods together
with the AMR framework, a series of non-trivial numerical tests is chosen. The test
problems have been selected according to the following criteria: (i) an analytical,
numerical or experimental reference solution exists; (ii) the test problem involves
all terms of the incompressible Navier-Stokes equations, i.e. the nonlinear convec-
tive terms as well as the viscous and pressure forces are equally important; (iii)
physical instabilities and energy dissipation from the largest to the smallest spa-
tial scales are present (see the three-dimensional Taylor-Green vortex problem);
(iv) pressure, velocity and wall boundary conditions are considered; (v) the AMR
framework should provide a remarkable benefit in terms of resolution without
introducing spurious mesh-effects; (vi) whenever possible, a convergence table
should be provided according to a smooth analytical reference solution.
6.1 convergence tests
In this section the higher-order capabilities of our new spectral semi-implicit and
space-time DG (SI-DG and st-DG) method are tested against several numerical
benchmark problems in two and three space dimensions for which an analyti-
cal reference solutions exist. In particular, three different numerical convergence
tables are produced, with the aim of assuring that the presented methods, i.e.
SI-DG-PN with AMR and st-DG-PN⊗M. are really arbitrary high-order accurate
in space (SI-DG and st-DG) and time (st-DG). Note that achieving high order time
accuracy for the incompressible Navier-Stokes equations is far from being straight-
forward. Here, the nomenclature st-DG-PN refers to our spectral space-time DG
method (st-DG-PN⊗M) with N =M.
6.1.1 Oscillatory viscous flow between two flat plates (st-DG)
In this test, the fluid flow between two parallel flat plates is driven by a time har-
monic pressure gradient. According to [181, 179, 195], by neglecting the nonlinear
convective terms, the resulting axial velocity profile is only a function of time and
the distance from the plates. The flow furthermore depends only on one single
dimensionless parameter, known as the Womersley number αW = R
√
ω/ν, see
[271], where R is the half distance between the two plates, ω is the frequency of
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2D Womersley problem — Spectral-DG-PN
Nel L2 L∞ OL2 OL∞ Nel L2 L∞ OL2 OL∞
N =M = 1 (tend = 0.5) N =M = 2
402 1.6288E-03 3.1562E-03 — — 202 1.1014E-04 4.7994E-04 — —
502 1.3100E-03 2.5073E-03 0.98 1.03 252 5.5799E-05 2.5608E-04 3.05 2.82
602 1.0947E-03 2.0868E-03 0.98 1.00 302 3.1934E-05 1.5173E-04 3.06 2.87
702 9.3992E-04 1.7923E-03 0.99 0.99 352 1.9913E-05 9.6986E-05 3.06 2.90
N =M = 3 N =M = 4
162 2.0842E-05 7.7657E-05 — — 152 2.9044E-06 1.6983E-05 — —
202 8.9568E-06 3.1298E-05 3.78 4.07 202 7.3904E-07 4.9121E-06 4.76 4.31
242 4.4439E-06 1.6255E-05 3.84 3.60 252 2.3730E-07 1.7422E-06 5.09 4.65
282 2.4474E-06 9.0529E-06 3.87 3.80 302 9.2319E-08 7.2933E-07 5.18 4.78
N =M = 5 N =M = 6 (tend = 2.2)
82 4.1408E-06 2.1569E-05 — — 92 1.7483E-07 1.0630E-06 — —
122 7.1268E-07 4.5893E-06 4.34 3.82 102 8.4841E-08 5.1637E-07 6.86 6.85
162 1.7093E-07 1.2088E-06 4.96 4.64 112 4.3911E-08 2.6415E-07 6.91 7.03
202 5.0328E-08 3.6841E-07 5.48 5.32 122 2.3925E-08 1.4122E-07 6.98 7.20
Table 6: Numerical convergence table for the two dimensional oscillatory flow between
two flat plates computed with staggered spectral space-time DG schemes for N =
M = 1, . . . , 6.
the oscillations and ν is the kinematic viscosity. In particular the fluid velocity and
pressure are given by
u (x,y) =
A
iω
1− cosh
(
αW
√
i y/R
)
cosh
(
αW
√
i
)
 ,
∂p
∂x
=
p(xR) − p(xL)
L
= −Aeiωt,
where i =
√
−1 is the imaginary unit, L = xR−xL is the total length of the duct and
the amplitude has been chosen equal to A = 1. The exact solution has been chosen
as initial condition at t = 0, then pressure conditions are imposed on the left and
right boundaries, while no-slip boundary conditions have been imposed at the
upper and lower walls. The other parameters of this test problem were chosen as
L = 1, R = 0.5 and ω = 1. Figures 45 and 46 show the numerical results obtained
for ν = 2 · 10−2 with our spectral staggered space-time DG scheme using only one
single P11 space-time element (M=N=11), completing the entire simulation within
the time interval t ∈ [0, 2.2] in one single time step. The results are compared with
the exact analytical solution at different intermediate output times. In particular,
for this test problem, two periods of oscillation are resolved within a single time-
step, and the complete velocity profile is resolved within a single spatial cell. From
the obtained results one can conclude that the proposed staggered spectral space-
time DG scheme is indeed very accurate in both space and time, since it is able to
resolve all flow features within one single space-time element.
Furthermore, table 6 contains the results of a numerical convergence study that
we have performed with this smooth unsteady two-dimensional flow problem, for
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Figure 45: The numerical solution interpolated along 100 equidistant spatial points ob-
tained for the unsteady Womersley problem compared with the exact solution
[271, 195] at different times for ν = 2 · 10−2: t = 1.8, 1.6, 2.0, 1.4, 2.2, respectively,
from the bottom to the top. A staggered spectral space-time DG-P11 method
has been run using only one single space-time element.
which an exact solution is available. The order of accuracy has been verified up to
order 7 in space and time by evaluating the L2 and L∞ errors
L2 =
√∫
Ω
(uh − u)
2, and L∞ = max
Ω
|uh − u| ,
at different discretization numbers for the polynomial degrees N = M = 1, . . . , 6.
From the obtained results we conclude that the designed order of accuracy of
the scheme has been reached in both space and time. For the polynomial degree
N =M = 1, only sub-optimal convergence rates have been verified experimentally,
and will be subject of future research.
6.1.2 2D Taylor-Green vortex (SI-DG with AMR, and st-DG)
The two dimensional Taylor-Green vortex problem is widely used for testing the
accuracy of numerical schemes, because it offers another smooth unsteady analyti-
cal solution of the incompressible Navier-Stokes equations with periodic boundary
conditions. The exact solution of this problem is given by
u(x,y, t) = sin(x) cos(y)e−2νt, v(x,y, t) = − cos(x) sin(y)e−2νt,
p(x,y, t) =
1
4
(cos(2x) + cos(2y)) e−4νt.
The computational domain is Ω = [0,L]2 with periodic boundary conditions. The
initial sinusoidal velocity field is smoothed in time by the viscous dissipative
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Figure 46: The numerical solution obtained for the two-dimensional oscillatory flow be-
tween two flat plates with the staggered spectral space-time DG-P11 scheme.
The computational domain in space and time Ω = ∆x×∆y×∆t = 1.0× 1.0×
2.2 has been discretized by using only one single space time element, and the
plotted numerical solution for the velocity field has been interpolated along 40
time slices with t ∈ [0, 2.2], respectively, from top left to bottom right.
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Figure 47: Numerical solution of the u velocity component for the two dimensional Taylor-
Green vortex problem computed with the staggered spectral space-time DG-P5
method using 32 elements with L = 2pi (top) and the staggered spectral space-
time DG-P12 scheme using 22 elements with L = 4pi (bottom).
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Figure 48: Numerical L2 error L2 of the u velocity component for the two dimensional
Taylor-Green vortex problem computed with staggered spectral space-time DG-
PN schemes as a function of the polynomial degree N = M on a fixed grid of
122 elements.
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forces. The convergence study for this test is summarized in table 8. The accu-
racy of our staggered spectral space-time DG scheme is verified for polynomial
degrees N = M = 1, . . . , 8. Figure 47 shows the numerical solution obtained by
setting L = 2pi for the staggered spectral space-time DG-P5 scheme, using a very
coarse mesh composed of only 32 spatial elements. Furthermore, we repeat this
test with L = 4pi using a staggered spectral space-time DG-P12 scheme using only
22 spatial elements. Moreover, figure 48 shows the behavior of the error L2 as
a function of the polynomial degree (N = M) for a fixed mesh: the exponential
decay of the error, i.e. the spectral convergence obtained with our scheme by increas-
ing the polynomial approximation degree in space and time, is explicitly verified.
The results confirm the designed accuracy in space and time and show how the
presented numerical method works properly even when using very high order
approximation polynomials and very coarse meshes. Also in this two dimensional
test, for the polynomial degree N = M = 1 a non-optimal convergence has been
experimentally verified.
2d taylor-green vortex with amr . Then, in order to compute properly
a convergence table within the AMR framework in our SI-DG method, the ratio
between finer and coarser elements should remain approximately constant in time
and also for increasing mesh resolution. In this particular test the L1, L2 and L∞
errors have been evaluated at a final time tend = 0.1. The resulting convergence
study is summarized in table 7 for polynomial degrees N = 1, . . . , 6, fixing a
refinement factor r = 3 and using up to `max = 1 refinement levels. Since the
SI-DG method is higher order accurate only in space, very small time-steps have
been used. Furthermore, figure 48 shows the dependence of the L2 error on the
polynomial degree N for a given mesh. One can notice that the spectral decay is
verified. These results indicate that for smooth problems the present algorithm
works properly even when using very high order approximation polynomials and
very coarse meshes. It should be emphasized that with very few higher order
elements, e.g. N = 6, the resulting numerical error is much smaller than the error
obtained with an extremely refined grid at lower polynomial degrees (see table 7
and figure 49).
6.1.3 3D Arnold-Beltrami-Childress flow (st-DG)
In order to test the accuracy of our staggered spectral space-time DG scheme also
against an unsteady three dimensional benchmark problem, the Arnold-Beltrami-
Childress (ABC) flow, proposed by Arnold [9] and Childress in [69], is considered.
For this smooth unsteady test problem, the exact solution reads
u(x,y, z, t) = [sin(z) + cos(y)] e−νt,
v(x,y, z, t) = [sin(x) + cos(z)] e−νt, (6.1)
w(x,y, z, t) = [sin(y) + sin(x)] e−νt.
The computational domain is the cube Ω = [0, 2pi]3, with periodic boundary condi-
tions everywhere. Given the initial condition (6.1) at time t = 0, the corresponding
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2D Taylor-Green vortex problem – SI-DG-PN scheme with AMR
Nx L1 error L2 error L∞ error L1 order L2 order L∞ order Theor.
S
I-
D
G
-P
1 12
2 1.133E-00 2.374E-01 8.664E-02   
2
242 3.785E-01 7.630E-02 3.250E-02 1.58 1.64 1.41
362 2.935E-01 6.074E-02 2.489E-02 0.63 0.56 0.66
482 2.085E-01 4.29E-02 1.74E-02 1.19 1.21 1.25
S
I-
D
G
-P
2 6
2 3.938E-01 8.213E-02 3.511E-02   
3
122 4.015E-02 8.997E-03 4.312E-03 3.29 3.19 3.03
182 1.744E-02 4.012E-03 2.420E-03 2.06 1.99 1.42
242 5.898E-03 1.495E-03 1.057E-03 3.77 3.43 2.88
S
I-
D
G
-P
3 3
2 1.91E-01 4.19E-02 1.72E-02   
4
62 1.27E-02 2.81E-03 1.48E-03 3.92 3.90 3.54
92 3.05E-03 6.32E-04 5.10E-04 3.51 3.68 2.63
152 5.18E-04 1.13E-04 8.34E-05 3.47 3.37 3.55
S
I-
D
G
-P
4 3
2 4.33E-02 1.04E-02 5.84E-03   
5
62 1.88E-03 4.20E-04 3.10E-04 4.53 4.63 4.23
92 3.08E-04 7.05E-05 5.52E-05 4.46 4.40 4.25
122 9.18E-05 2.04E-05 1.68E-05 4.20 4.32 4.14
S
I-
D
G
-P
5 3
2 6.40E-03 1.45E-03 5.97E-04   
6
62 1.01E-04 2.24E-05 1.05E-05 5.99 6.02 5.82
92 9.98E-06 2.42E-06 1.68E-06 5.71 5.48 4.52
122 2.99E-06 7.14E-07 4.04E-07 4.19 4.24 4.96
S
I-
D
G
-P
6 3
2 5.37E-04 1.27E-04 6.91E-05   
7
42 1.61E-04 3.47E-05 1.34E-05 4.20 4.50 5.71
62 7.96E-06 1.81E-06 9.86E-07 7.41 7.28 6.43
92 1.15E-06 2.37E-07 1.16E-07 4.78 5.01 5.28
82 1.59E-06 3.23E-07 1.73E-07 5.59 5.99 6.05
Table 7: Numerical convergence table computed for the two dimensional Taylor-Green
vortex problem using staggered SI-DG-PN schemes with AMR for polynomial
degrees N = 1, . . . , 6; `max = 1; r = 3.
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Figure 49: Numerical L2 error L2 of the u velocity component for the two dimensional
Taylor-Green vortex problem computed with our SI-DG-PN schemes as a func-
tion of the polynomial degree N on a fixed grid of 122 elements (squares) and
32 elements (triangles).
2D Taylor-Green vortex problem L = 2pi — Staggered spectral space-time DG-PN
Nel L2 error L∞ error OL2 OL∞ Nel L2 error L∞ error OL2 OL∞
N =M = 1 N =M = 2
202 6.8094E-02 2.0375E-02 — — 102 2.9023E-03 1.3592E-03 — —
252 5.2703E-02 1.5419E-02 1.15 1.25 152 6.6991E-04 3.2999E-04 3.62 3.49
302 4.2541E-02 1.2114E-02 1.17 1.32 202 2.1652E-04 9.4734E-05 3.93 4.34
352 3.5663E-02 1.0062E-02 1.14 1.20 252 9.2092E-05 5.0350E-05 3.83 2.83
N =M = 3 N =M = 4
162 1.3626E-04 7.8999E-05 — — 162 1.0519E-06 6.1297E-07 — —
202 6.5874E-05 3.7886E-05 3.26 3.29 202 2.7970E-07 1.6271E-07 5.94 5.94
242 3.6213E-05 2.0085E-05 3.28 3.48 242 9.1334E-08 5.3150E-08 6.14 6.14
282 2.1887E-05 1.1756E-05 3.27 3.47 282 3.4806E-08 2.0411E-08 6.26 6.21
N =M = 5 N =M = 6
122 2.9725E-07 2.1057E-07 — — 122 3.9994E-09 2.4762E-09 — —
152 8.4575E-08 6.3046E-08 5.63 5.40 152 9.2671E-10 5.6882E-10 6.55 6.59
182 2.9174E-08 2.2565E-08 5.84 5.64 182 2.6783E-10 1.7230E-10 6.81 6.55
212 1.1910E-08 9.4502E-09 5.81 5.65 212 8.9312E-11 6.0292E-11 7.12 6.81
N =M = 7 N =M = 8
62 1.0586E-08 6.3735E-09 — — 42 3.4616E-08 2.4849E-08 — —
92 4.8791E-10 2.6452E-10 7.59 7.85 62 1.5605E-09 7.1039E-10 7.64 8.77
122 7.2738E-11 3.8053E-11 6.62 6.74 82 6.1523E-11 3.3955E-11 11.24 10.57
152 1.2830E-11 7.5665E-12 7.78 7.24 102 5.7787E-12 4.9803E-12 10.60 8.60
Table 8: Numerical convergence table computed for the two dimensional Taylor-Green
vortex problem using staggered spectral space-time DG schemes with N = M =
1, . . . , 8.
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3D ABC flow problem — SI-DG-PN
Nel L2 error L∞ error OL2 OL∞ Nel L2 error L∞ error OL2 OL∞
N =M = 1 N =M = 2
122 8.6905E-02 1.0949E-02 — — 122 6.9061E-03 1.7183E-03 — —
162 4.8615E-02 6.6433E-03 2.02 1.74 152 3.3559E-03 8.2081E-04 3.23 3.31
202 3.2626E-02 4.7890E-03 1.79 1.47 182 1.7856E-03 4.2641E-04 3.46 3.59
242 2.3886E-02 3.6992E-03 1.71 1.42 212 1.0316E-03 2.4384E-04 3.56 3.63
N =M = 3 N =M = 4
42 1.2102E-02 2.3277E-03 — — 42 1.2102E-02 2.3277E-03 — —
62 2.1258E-03 4.9684E-04 4.29 3.81 62 2.1258E-03 4.9684E-04 4.29 3.81
82 6.4822E-04 1.6790E-04 4.13 3.77 82 6.4822E-04 1.6790E-04 4.13 3.77
102 2.6346E-04 7.5594E-05 4.03 3.58 102 2.6346E-04 7.5594E-05 4.03 3.58
N =M = 5 N =M = 6
22 4.6766E-03 9.2223E-04 — — 22 2.4587E-04 8.9231E-05 — —
42 6.6120E-05 1.9076E-05 6.14 5.60 42 4.2976E-06 1.2496E-06 5.84 6.16
62 5.7711E-06 2.1200E-06 6.01 5.42 62 3.6205E-07 1.0417E-07 6.10 6.13
82 1.1153E-06 5.0069E-07 5.71 5.02 82 5.6088E-08 1.6526E-08 6.48 6.40
N =M = 7 N =M = 8
22 5.4083E-05 1.4183E-05 — — 12 1.5955E-03 5.0110E-04 — —
32 2.1818E-06 7.6077E-07 7.92 7.22 22 2.1017E-06 1.0666E-06 9.57 8.88
42 2.1037E-07 6.2486E-08 8.13 8.69 32 9.7717E-08 3.5484E-08 7.57 8.39
52 3.5196E-08 1.3221E-08 8.01 6.96 42 1.0666E-08 3.4279E-09 7.70 8.12
Table 9: Numerical convergence table for the three dimensional Arnold-Beltrami-Childress
(ABC) flow problem computed with staggered spectral space-time DG schemes
for N =M = 1, . . . , 8.
analytical solution decays exponentially in time according to the chosen kinematic
viscosity. Also for this three dimensional time-dependent test problem, the de-
signed high order of accuracy of our staggered spectral space-time DG scheme
has been confirmed up to order 9 by a numerical convergence study that is sum-
marized in table 9. Similar to the two dimensional Taylor-Green vortex, in the 3D
ABC flow the advective terms, the pressure forces and the incompressibility con-
dition are highly coupled. The numerical solution for ν = 0.1 at time t = 10 is
depicted in figure 50.
6.2 two-dimensional tests
6.2.1 Blasius boundary layer (SI-DG)
In this test, a steady laminar boundary layer over a flat plate is considered. Accord-
ing to the theory of Prandtl [226, 244], convective terms are of the order 1 in the
boundary layer along the horizontal direction, whereas the vertical accelerations
are of the order of the boundary layer thickness. The spatial domain under consid-
eration isΩ = [−1, 1]× [0, 0.25] and the chosen kinematic viscosity is ν = 10−3. The
flat-plate boundary is imposed at y = 0 for x > 0. Constant velocity v = (1, 0) is
imposed at the left inflow boundary, constant pressure p = 0 at the right outflow,
no-slip boundary conditions along the wall and no-jump condition in the rest.
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Figure 50: Numerical solution for the three dimensional Arnold-Beltrami-Childress (ABC)
flow at time t = 1.0 computed with the staggered spectral space-time DG-
P5 scheme using only 73 elements in space. The periodic solution has been
replicated along the three dimensional cube of edge Lc = 4pi for giving a better
view of the field variables. At the top of the figure the velocity is plotted on the
left and the pressure is depicted on the right; at the bottom the 3D stream-traces
together with the pressure iso-surfaces are plotted.
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Results are shown in figure 51, obtained with our SIDG-P7 method using θ = 1
and a very coarse grid of only 18× 6 elements. A very good agreement between
the numerical solution obtained with the semi-implicit spectral DG scheme and
the Blasius reference solution can be observed. Notice that the complete boundary
layer is well resolved inside a single element close to x = 0.
blasius boundary layer with amr . Regarding to the SI-DG-PN method
with AMR, a rectangular domain Ω = [−1, 1]× [0.0, 0.5] is initialized with a 20×
10 grid at the coarsest AMR level ` = 0. Figure 52 shows the numerical results
obtained with the P4 version of our SI-DG method using an adaptive mesh with
`max = 1 and a refinement factor of r = 3. The grid is refined according to the
gradient of the velocity magnitude |v|.
A very good agreement between the reference solution and the numerical so-
lution obtained with the semi-implicit staggered DG scheme is observed. As it is
shown in figure 52, the refinement only takes place in the region of large velocity
gradients, in particular at the leading edge of the boundary layer, as expected.
6.2.2 Lid-driven cavity: 2D (SI-DG)
An interesting standard benchmark problem for numerical methods applied to the
incompressible Navier-Stokes equations is the lid-driven cavity, see [127]. In this
test, a closed square cavity is filled with an incompressible fluid and the flow is
driven by the upper wall that moves with velocity v = (1, 0). The main difficulties
in solving this problem arise from the singularities of the velocity gradient at the
top right and at the top left corners, where the horizontal velocity component is
a double valued function: u = 0 at the left (or right) wall boundary and u = 1
at the upper moving boundary. Moreover, the pressure is determined only up to
a constant, because there are only velocity boundary conditions. The physical do-
main is Ω = [−0.5, 0.5]× [−0.5, 0.5], the initial condition for velocity and pressure
is set to v = (0, 0) and p = 0. Figure 54 shows the computed results compared
with the reference solution of Ghia et al. [127] next to the two-dimensional view
of the velocity magnitude at different Reynolds numbers from Re=100 to Re=3200,
obtained with the P6 version of our staggered semi-implicit spectral DG scheme.
The implicitness factor has been chosen equal to θ = 1, since only a steady solu-
tion is sought for this test problem. Notice that the computed results match the
reference solution very well, despite the presence of the corner singularities and
the use of a very coarse mesh. A possibility to avoid the corner singularities in
this test problem is the use the unified first order hyperbolic formulation of viscous
Newtonian fluids, recently proposed and used in [222, 111], which does not need
the computation of velocity gradients in the numerical fluxes.
lid-driven cavity with amr . Figures 55 and 56 show the numerical re-
sults in two space dimensions obtained at different Reynolds numbers in the
range Re ∈ [100, 3200]. The horizontal and vertical velocity profiles, interpolated
along the vertical and the horizontal axes respectively, are plotted and compared
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Figure 51: Top: Comparison of the reference solution of Blasius with the numerical results
at t = 5 for different axial positions x = 0.25 and x = 0.50 obtained with a
staggered semi-implicit spectral DG-P7 scheme on a very coarse grid of 18× 6
elements. Bottom: numerical solution for the horizontal velocity field computed
at time t = 5; the high-order elements of the main grid are depicted with solid
lines; the vertical cuts at x = 0.25 and x = 0.50 with dash-dotted lines.
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Figure 52: The numerical solution obtained for the two dimensional laminar boundary
layer test. The two dimensional view of the horizontal velocity field is shown
on the left. The velocity profile interpolated along the vertical direction at two
different axial position, i.e. x = 0.75, 0.80, is plotted next to the reference Blasius
solution on the right. The results have been obtained with our staggered semi-
implicit AMR-DG-P5 together with a refinement factor of r = 3 and `max = 1
levels.
with the reference solution given by Ghia et al. [127]. The AMR grid is adapted
according to a refinement factor r = 3 and up to one single maximum refine-
ment level (`max = 1). As shown in figures 55 and 56, the computed results
match the reference solution very well and the automatic adaptation is well-driven
along the higher velocity gradients close to the walls. In this case the SI-DG-P4
scheme has been used, corresponding to a total number of degrees of freedom of
Ndof = 5
2 = 25 per space-element. On the level zero grid (`0), the two-dimensional
domain has been discretized within 63 = 36 elements for Reynolds numbers 100,
400 and 1000, while 162 = 256 elements have been used for Reynolds number
3200.
6.2.3 Backward facing step: 2D (SI-DG)
Another typical benchmark problem for testing the accuracy of numerical meth-
ods in computational fluid dynamics is the backward facing step problem. In this
test a flow separation is induced by a sudden backward step inside a two di-
mensional duct. A main recirculation zone is generated next to the step, starting
already at low Reynolds numbers. Then, by increasing the Reynolds number, new
secondary recirculations are generated. A non-zero velocity u = 1 is imposed at
the entrance, a constant pressure p = 0 is imposed at the outflow. In this case the
axial spatial domain is x ∈ [−10, 20], the height of the two dimensional duct is
hin = 0.5 at the entrance and hout = hin + hs = 1.0 at the exit, with an expansion
ratio ER= hout/hin = 2 at x = 0, i.e. a backward facing step of height hs = 0.5. The
spatial domain is discretized with elements of dimension ∆x = 1, ∆y = 0.25, the
implicitness factor in time is taken as θ = 0.6. Figure 57 shows the streamlines and
the recirculation patterns obtained for different Reynolds number up to Re = 800
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Figure 53: The numerical solution obtained for the two dimensional lid-driven cavity prob-
lem compared with the numerical results of [127] at different Reynolds num-
bers, respectively, from the top to the bottom: Re=100 and Re=400 using 5x5
elements, obtained with a staggered semi-implicit spectral DG-P6 method.
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Figure 54: The numerical solution obtained for the two dimensional lid-driven cavity prob-
lem compared with the numerical results of [127] at different Reynolds num-
bers, respectively, from the top to the bottom: Re=1000 using 5x5 elements and
Re=3200 using 15x15 elements, obtained with a staggered semi-implicit spectral
DG-P6 method.
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Figure 55: The numerical solution obtained for the two dimensional lid-driven cavity prob-
lem compared with the numerical results of [127] at different Reynolds num-
bers, respectively, from the top to the bottom: Re=100, Re=400 and Re=1000
using 6x6 elements on the coarsest grid level. These results have been obtained
with the P4-version of our staggered semi-implicit spectral DG method.
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Figure 56: The numerical solution obtained for the two dimensional lid-driven cavity prob-
lem compared with the numerical results of [127] at Reynolds number Re=3200
using 16x16 elements on the coarsest grid level. These results have been ob-
tained with the P4-version of our staggered semi-implicit spectral DG method.
with the P6 version of our staggered semi-implicit spectral DG method. The nu-
merical results are compared with the two dimensional reference data provided
in [112] and with the experimental measurements of [184]. A good agreement is
achieved. The plotted data in figure 57 show some discrepancies between the two
dimensional simulations and the experimental data [184] that become more visible
at higher Reynolds number. These differences are due to three dimensional effects
that are introduced by the sidewalls at higher Reynolds numbers, as discussed in
[267, 8, 213, 232].
backward facing step with amr . The physical domain is discretized with
elements of size ∆x`=0 = 5/12 and ∆y`=0 = 1/6 on the coarsest main grid. For
testing the staggered AMR framework we use a maximum number of refinement
levels `max = 2 and a refine factor of r = 3, corresponding to a mesh size on
the finest grid of ∆x`=2 = 5/108 and ∆y`=2 = 1/54. Figure 59 shows the numeri-
cal results obtained ad different Reynolds numbers within Re ∈ [100, 800], where
the main recirculations together with the active AMR grid are highlighted. Corre-
sponding reference solutions, i.e. [184] (experimental study) and [112] (numerical
study), are compared with the computed results obtained through our adaptive
SI-DG-P4 scheme in figure 60. As it is shown, our numerical results match the
two-dimensional numerical reference data of [112] very well, as well as the experi-
mental data of [184] in the low Reynolds number regime. The correct discrepancies
with the experimental results arise for higher Reynolds numbers also in this case.
6.2.4 2D double shear layer (SI-DG with AMR)
A classical two dimensional test that is well-suited for demonstrating the resolu-
tion of high order methods and the usefulness of adaptive grids is the double
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Figure 57: The numerical solution obtained for the two-dimensional backward facing step
problem at different Reynolds numbers, respectively, from the top to the bottom:
Re=100, Re=200, Re=300, Re=400, Re=500, Re=600, and Re=800 obtained with
the staggered semi-implicit spectral DG-P6 method. Recirculations are high-
lighted by the sign of the axial velocity u.
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Figure 58: Position of the reattachment point obtained with the staggered semi-implicit
spectral DG-P6 method for the two dimensional backward facing step problem
compared with the two dimensional numerical results of [112] and the exper-
imental measurements of [184] at different Reynolds numbers, in the range
Re ∈ (0, 800).
shear layer. In this work, the so called ’thin’ double shear layer is chosen to be the
initial and unstable state at t = 0 given by
u =
{
u0 tanh ((y− 0.5)/δ) y > 0
−u0 tanh ((y+ 0.5)/δ) y 6 0
(6.2)
with a perturbation in the vertical velocity component in the vicinity of the shear
layer that reads
v =
{
v0 sin (2pix) e−(y−0.5)
2/2σ2 y > 0
−v0 sin (2pix) e−(y+0.5)
2/2σ2 y 6 0
(6.3)
The rectangular spatial domain Ω = [−0.5, 0.5]× [−1, 1] has been discretized by
a grid composed of 20 × 40 elements at the coarsest level ` = 0. We use up to
`max = 2 refinement levels and a refine factor of r = 2 in this test problem. In
the present test the chosen parameters are δ = 10−2 for the shear layer thickness,
u0 = 10, v0 = 0.5 and σ2 = 0.05 for the variance of the Gaussian perturbation. The
example has been run with a kinematic viscosity of ν = 10−4.
As mentioned in [46, 210] a not sufficiently accurate solution of the flow field
may cause spurious oscillations that arise in different locations along the shear
layers. Figure 61 shows the time evolution of the z-component of vorticity ωx
obtained with our SI-DG-P9 scheme, next to the active main AMR grid. The com-
puted results show to be in agreement with previously published results in liter-
ature. Moreover, in this test the space-time AMR is shown to give major benefits,
resulting in a very high resolution obtained with a still rather coarse mesh at ` = 0.
Notice that the coarsest level corresponds to a total number of N0 = 800 elements,
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Figure 59: Numerical solution obtained for the 2D backward facing step problem with the
staggered semi-implicit AMR-DG-P4 method at different Reynolds numbers,
from top to bottom, respectively: Re=200, Re=300, Re=400, Re=500, Re=600, and
Re=700.
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Figure 60: Total lengths of the main recirculations obtained with the staggered semi-
implicit spectral AMR-DG-P4 method for the 2D backward facing step problem
next to the 2D numerical results of [112] and the experimental measurements
of [184] at different Reynolds numbers, up to Re = 800.
a total number of degrees of freedom of Ndof0 = 80
′000 and a characteristic mesh
size of h0 = 1/20 = 0.05, while a uniform grid on the finest level corresponds
to N2 = 64 ′800, Ndof2 = 6
′480 ′000 and h2 = h0/9. No spurious oscillations are
generated in our simulation, which means that the non-conforming elements that
appear in the AMR framework are treated properly by our numerical method.
6.3 three-dimensional tests
6.3.1 Lid-driven cavity: 3D (SI-DG)
In this section we present the three-dimensional version of the previous test case.
A cubic cavity is filled by an incompressible fluid, and the upper wall boundary
drives the fluid flow with a non-zero velocity v = (1, 0, 0). The presence of a third
spatial dimension introduces a new degree of freedom to dynamics of the flow
and the resulting flow field is different compared to the 2D case discussed before.
The physical domain Ω = [−0.5, 0.5]3 has been divided into only 5× 5× 5 spatial
elements, with the implicitness factor θ = 1 chosen for the time discretization.
Figure 62 shows the computed results compared with the reference data provided
by [177] and [2] next to the three-dimensional view of the flow field at Reynolds
numbers Re=100 and Re=400, obtained with the P6 and P8 version of our staggered
semi-implicit spectral DG scheme. Also for the three-dimensional cavity flow, our
numerical results are in very good agreement with the reference data. At the bot-
tom of figure 62 the numerical solution for the case Re = 400 has been projected
onto the three orthogonal planes x− y, x− z and y− z. The expected secondary
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Figure 61: The numerical solution obtained for the two dimensional ’thin’ double shear
layer problem at different time steps. The staggered SI-DG-P9 method has been
used together with a refinement factor r = 3 and `max = 2 refinement levels.
Every figure depicts the vorticity field ωz next to the respective AMR grid.
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recirculations, which distinguish the three dimensional flow field from the two
dimensional one, are clearly visible.
lid-driven cavity with amr . Figures 63-64 show the respective numerical
results obtained at Reynolds numbers Re = 100 and Re = 1000 with our SI-DG-P4
scheme, corresponding to a total number of degrees of freedom ofNdof = 53 = 125
per space-element. The velocity profile interpolated along the vertical and horizon-
tal axes, i.e. (x,y, z) ∈ [−0.5, 0.5]× {0}× {0} and (x,y, z) ∈ {0}× [−0.5, 0.5]× {0}, is
shown and compared with the reference solutions of [2, 177] next to the corre-
sponding three-dimensional view of the fluid flow. A very good match between
our numerical results and the reference data is obtained. The three dimensional re-
circulation together with the active AMR grid are highlighted in figure 63, where
the numerical solution is interpolated along the three orthogonal panes x−y, y− z
and x− z. In this case, the physical domain has been discretized on the zeroth level
using only 83 = 512 elements. For the AMR framework we set `max = 1 and r = 2.
6.3.2 Backward facing step: 3D (SI-DG)
In this section, the numerical results of the simulation of the three dimensional
extension of the backward facing step problem are shown and discussed. The
physical domain is described by an expansion-ratio ER= 2, and an aspect-ratio
AR= Lz/H = 40, where Lz is the width of the duct in the third spatial dimension.
As mentioned above, the two dimensional results are show differences compared
to the experimental data for higher Reynolds numbers. The main reason is that
the lateral boundary layers developing on the side walls interact with the main
recirculations of the two-dimensional flow. This interpretation is justified by the
fact that at lower Reynolds numbers and higher aspect ratio, i.e. when the afore-
mentioned interactions are negligible, the two-dimensional results actually match
the three dimensional ones and the experimental data (see figure 58). The numer-
ical solutions for Re = 100 (laminar regime) and Re=1000 (transitional regime) at
time t = 25.0 obtained with our spectral SIDG-P3 scheme give an overview of the
3D flow field, see figures 65-66. The friction forces at the lateral boundary layers
constrict the axial velocity profile and the main recirculation to the center of the
duct. A non-zero w velocity component is generated consequently.
6.3.3 Three dimensional Taylor-Green vortex problem (SI-DG)
A classical fully three-dimensional flow that is widely used for testing the ability
of a numerical method in solving the smallest scales in turbulent flows is the three
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Figure 62: The numerical solution obtained for the three dimensional lid-driven cavity
problem compared with the numerical results of [2, 177] at different Reynolds
numbers, respectively, from the top to the center: Re=100 and Re=400 using 5×
5× 5 elements. The results have been obtained with a staggered semi-implicit
spectral DG-P6 and DG-P8 method. The streamlines are colored with the w
velocity magnitude. The numerical solution for the case Re = 400 has been
interpolated along the three orthogonal planes x − y, x − z and y − z at the
bottom: streamlines and the u velocity are depicted.
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Figure 63: The numerical solution obtained for the three dimensional lid-driven cavity
problem compared with, at the left, the numerical results of [2, 177] at Reynolds
numbers Re=100 (top) and Re=1000 (bottom) using 8× 8× 8 elements. The re-
sults have been obtained with our staggered semi-implicit DG-P4 method with
AMR. In the 3d-view on the right, streamlines are colored with the w velocity
magnitude, w-peak iso-surfaces are shown, the boundary-slices are colored by
the velocity magnitude |v| together with the main AMR-grid.
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Figure 64: The numerical solution obtained for the three dimensional lid-driven cavity
problem interpolated along the three orthogonal planes x− y, z− x and z− y
from the top the bottom, at Reynolds numbers Re=100 (left) and Re=1000 (right)
using 8× 8× 8 elements. Tangential streamlines and the velocity magnitude |v|
are depicted. The results have been obtained with our staggered semi-implicit
AMR-DG-P4 method.
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Figure 65: Numerical solution for the three dimensional backward facing step problem
at time t = 25.0 computed with the staggered semi-implicit spectral DG-P3
method for Re = 100. The iso-surfaces of the velocity magnitude (top), the iso-
surfaces of the w velocity component (center) and the streamtraces of the fluid
flow (bottom) are plotted for the first half of the spatial domain z > 0.
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Figure 66: Numerical solution for the three dimensional backward facing step problem
at time t = 25.0 computed with the staggered semi-implicit spectral DG-P3
method for Re = 1000. The iso-surfaces of the velocity magnitude (top), the
iso-surfaces of the w velocity component (center) and the streamtraces of the
fluid flow (bottom) are plotted for the first half of the spatial domain z > 0. The
main recirculation axes are highlighted in the figure at the bottom.
166 numerical validation and results
dimensional Taylor-Green vortex problem. In this test the velocity and pressure
field are initialized with
u(x,y, z, 0) = sin(x) cos(y) cos(z), (6.4)
v(x,y, z, 0) = − cos(x) sin(y) cos(z), (6.5)
w(x,y, z, 0) = 0, (6.6)
p(x,y, z, 0) =
1
16
(cos(2x) + cos(2y)) (cos(2z) + 2) . (6.7)
The resulting fluid flow is initially smooth and laminar, but the non-linearity in
the governing PDE due to the convective terms combined with a small viscosity
quickly generates complex small-scale flow structures after finite times. Indeed,
depending on the kinematic viscosity ν, the fluid flow goes through a highly non-
linear decaying process, in which the kinetic energy E = v2/2 is transported from
the lower (large scale processes) to higher modes (smallest scales) until reaching
the dissipative viscous regime. A widely accepted reference solution for the rate of
kinetic energy dissipation has been computed for this test problem by Brachet et
al. in [43] through both a direct spectral method based on up to 2563 modes and a
rigorous power series analysis up to order t80 (see also [212]). The computational
domain is chosen as Ω = [0, 2pi]3, with periodic boundary conditions everywhere.
The smaller the expected flow scales, the higher the necessary grid resolution. The
time evolution of the main physical variables of the fluid flow is represented in
figure 68 at times t = 0.4, 2.0, 6.0 and 10.0 for the case Re = 800. The streamlines
along the three orthogonal planes x− y, x− z and y− z are presented in figure
69. The complexity of the resulting small scale flow structures is clearly visible. In
order to compare our results quantitatively with those of Brachet et al. [43], we
compute the rate of kinetic energy dissipation
(t) = −
∂K
∂t
= −
1
‖Ω‖
∂
∂t
∫
Ω
1
2
v2dx. (6.8)
Especially when the rate  reaches its maximum, a high-resolution method to-
gether with a sufficiently fine grid is needed in order to resolve the flow physics
properly. Figure 67 shows the time evolution of the rate of the global kinetic en-
ergy dissipation (t) for different Reynolds numbers Re = 100, Re=200, Re=400,
Re=800 and Re=1600, obtained with our semi-implicit staggered spectral DG-P4
and -P6 schemes, along with 203 and 503 elements, respectively, see figure 67. The
computed results fit the DNS reference data very well, confirming that our scheme
is able to resolve even the smallest flow scales properly up to Re = 1600.
three dimensional taylor-green vortex problem with amr . Figure
71 shows the time evolution of pressure, velocity and vorticity magnitude obtained
with our SI-DG-P4 at Reynolds Re = 800, within a main meshΩh made of only 203
space-elements at the coarsest levelΩ0h, with a refinement factor r = 2 and `max = 1
refinement levels. When the dissipation rate (t) reaches its peak at a given time
t = tp, this means the higher modes reach the highest population, entering into
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Figure 67: Time evolution of the kinetic energy dissipation rate (t) obtained with stag-
gered semi-implicit spectral DG-PN schemes at different Reynolds numbers
100 < Re < 1600. The DNS reference solutions of Brachet et al. [43] are plotted
as continuous lines.
the viscous regime and being soon destroyed by dissipative forces. At this cru-
cial point, the higher resolution provided by the AMR framework is needed for
allowing the smallest scales to dissipate properly. Whenever an under-resolved
solution is computed, then the kinetic energy dissipation rate behaves improperly:
if the numerical method is non-dissipative, then at higher Reynolds numbers 
is expected to be under-estimated leading to possible spurious oscillations, i.e. the
higher modes saturate the computational domain for the wave numbers F [Ωh], far
both from the physical and from the numerical viscous regimes, F denoting the
Fourier operator; if the numerical method is over-dissipative, then  is expected to
be over-estimated, meaning the numerical viscous regime appears sooner in F [Ωh]
with respect to the physical one. From Figure 70 we can conclude that the results
obtained with our adaptive semi-implicit staggered DG scheme are in good agree-
ment with the DNS reference solution.
6.3.4 Vortex ring dynamics (SI-DG with AMR)
For describing the physical state of an incompressible fluid, vorticity and veloc-
ity are essentially interchangeable quantities. On the other hand, higher Reynolds
numbers and turbulent flow regimes are typically characterized by localized higher
vorticity zones. This fact leads to think that a deeper comprehension in the vortex
dynamics could allow a deeper comprehension of high Reynolds fluid dynamics.
The visualization and measurement of vorticity constitutes a non-trivial problem
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Figure 68: Numerical solution for the three dimensional Taylor-Green vortex flow at
Re = 800 computed with the staggered semi-implicit spectral DG-P6 method
using 503 elements. The iso-surfaces of the velocity (left), the iso-surfaces of
the pressure (center) and the iso-surfaces of the vorticity colored by the helicity
field (right) are plotted at times t = 0.4, 2.0, 6.0 and 10.0 from the top to the
bottom, respectively.
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Figure 69: Numerical solution for the three dimensional Taylor-Green vortex flow at Re =
800 computed with our spectral DG-P6 along 503 elements with L = 2pi. The
numerical solution has been interpolated along the three orthogonal planes
ˆxOy (left), ˆxOz (center) and ˆyOz (right): streamlines and the u velocity are
shown at times t = 0.4, 2.0, 6.0 and 10.0 from the top to the bottom, respectively.
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Figure 70: Time evolution of the kinetic energy dissipation rate (t) obtained with our
SI-DG-P4 scheme at Reynolds numbers Re = 100, 200 and 800. The DNS refer-
ence solutions of Brachet et al. [43] are plotted as continuous lines.
in experimental studies. Then, over the years, several experiments, theoretical anal-
ysis and numerical investigations provided typical test problems that nowadays
can be used for testing the ability of a numerical method to give an accurate de-
scription of vortex dynamics. In the following tests the initial conditions are given
in terms of vorticity, then the real initial condition for the numerical simulations
are computed after recycling exactly the same discrete operators depicted in the
previous theoretical sections.
Indeed, for incompressible fluids a vector potential A can be introduced by
defining the velocity vector as v = ∇×A. Then the vorticity can be written in
terms of A as
ω = ∇× v = ∇× (∇×A) ≡ ∇(∇ ·A) −∇2A. (6.9)
Notice that any divergence-free component of vector A would not contribute to
the corresponding velocity field. Then, by looking for solutions satisfying the
divergence-free condition for A, a very simple Poisson equation follows for A,
yielding a very familiar system of equations for the potential vector components
Ak, k = x, y, z, i.e.
B = ∇A (k) (6.10)
∇ ·B = −ω (k) (6.11)
where vector B is an auxiliary variable. Indeed, this system shows to be very simi-
lar to our governing equations (5.1-5.2) and a consistent discrete DG-PN formula-
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Figure 71: Numerical solution for the three dimensional Taylor-Green vortex flow at Re =
800 computed with our SI-DG-P4 method using 203 elements on the coarsest
level Ω0h, a refinement factor r = 2, `max = 1 maximum refinement levels. The
iso-surfaces of the velocity (left), the iso-surfaces of the pressure (center) and
the iso-surfaces of the vorticity colored by the helicity field (right) are plotted
at times t = 0.5, 2.0, 6.0 and 10.0 from the top to the bottom, respectively.
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tion on the presented staggered grids, A (k)h ,ω
(k)
h ∈ PN(Ωh) and B (k)h ∈ PN(Ω∗(k)h ),
reads
HA˜ (k) =Mω˜ (k) (6.12)
after setting ∆t = 1, ω˜ (k) and A˜ (k) are respectively the vector of the degrees of
freedom for the k-th vorticity and potential vector components. After the three
equivalent discrete Poisson systems are solved for the potential vector, then the
velocity is updated accordingly to the L2 projection over PN of the definition v =
∇×A.
6.3.4.1 Vortex ring pair collision
In this three-dimensional test, two coplanar vortex rings are initialized within a
cubic spatial domain Ω = [−pi,pi]3 with periodic boundary condition everywhere,
centered in C1,2 = ±(D cos(pi/4)/2,D cos(pi/4)/2) with D = 1.83, a major radius
R = 0.491, centered along the x− y plane, according to a Gaussian distribution in
the ring core (matches case II of [166])
|ω|(r) = ω0 exp
[
−
( r
a
)2]
, (6.13)
where r is the radial direction, a = 0.196 is the effective thickness of the core,
ω0 = 23.8 the vorticity amplitude. For the present test the Reynolds number is
Reγ = γ/ν = 577, γ = piω0a2 being the circulation of the vortex ring, yielding a
kinematic viscosity ν ∼ 5× 10−3. The two ring vortices proceed in the vertical di-
rection because of self-induction and, at the same time, the two rings are attracted
towards the x = y plane by mutual-induction. At around t = 3 the two vortex
rings collide. Notice that vortex lines are anti-parallel at the contact point, and
consequently dissipated by viscous interactions. Then, the resulting dynamics be-
comes highly non linear, with very complex effects due to both self- and mutual-
induced interaction (see a review for vortex reconnection [165] and [166] for an
almost complete overview of the vortex collision process). Figure 72 shows the
dynamics of the vortex interaction by means of the selected iso-surfaces for the
vorticity magnitude |ω|, showing the main evolution phases before the ring colli-
sion, the collision phase and the post-collision phase, with a good description of
the bridging mechanism. The computed results show to be in good agreement with
the provided reference solution in literature, e.g. see [166, 128, 141]. For this test,
the computational domain has been discretized using 303 space-elements on the
coarsest grid Ω0h within the space of solutions of our SI-DG-P4 method, a refine-
ment factor r = 2 and a maximum number of refinement levels `max = 1. The
mesh is shown to be automatically refined only next to the vorticity cores, saving
much computational effort compared to a uniform fine grid. Figure 72 shows the
time evolution of the vorticity field interpolated along the two orthogonal vertical
planes x = y and x = −y. At t = 4.5, some spurious oscillations arise in the vor-
ticity field along the collision plane x = y, reflecting the fact that, in the vorticity
formulation, a potentially dangerous steep gradient is generated. Indeed, it is a
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well known fact that vortex reconnection is allowed only for viscous fluids. This
means that, in the high Reynolds regime, the vortex rings would approach to be
conserved in time, leading, probably, to a highly non-linear inviscid interaction in
the collision phase. In this case, very high resolution methods are needed and a
limiting strategy would become necessary for a pure DG method for resolving the
physics of the fluid flow.
6.3.4.2 Vortex ring pair leapfrogging
In this section the interaction between two coaxial vortex rings is simulated within
the spatial domain Ω = [−1.5, 1.5]2 × [−4.4] with periodic boundary conditions
everywhere. Two vortex rings are initialized according to the Gaussian distribution
(6.13), following [249], with a Reynolds number ReΓ = 1000, a ratio of major and
minor radius of R/r = 10, the ring centers being one radius R away from each other.
In particular the chosen parameters are R0 = 0.5, a = 0.05, vorticity amplitude
ω0 = 1, and kinematic viscosity ν = 10−3. In this case, the self-induction leads
the ring pair to move vertically in the z direction, the mutual-induction leads
the last (backward) vortex to accelerate, being scaled down and going past the
second vortex through the inner orifice, i.e. ’leapfrogging’. The time evolution for
the computed vorticity magnitude interpolated along the two arbitrary (central
symmetry holds) vertical and orthogonal planes is shown in figures 74 and 75.
Also in this case, good agreement with the provided reference solution of [249, 67]
is verified. The physical domain Ω has been discretized within a mesh of 30×
30× 80 space elements on the coarsest grid Ω0h within the space of solutions of
our SI-DG-P4 method, refinement factor r = 2, up to one single refinement level
`max = 1. The chosen AMR grid corresponds to a maximum number of Nmaxdof =
Nmaxelem × (N + 1)3 = 72 000 000 of degrees of freedom per physical variable if a
uniform fine grid was used. Notice that, thanks to the AMR framework the real
total number of degrees of freedom per physical variable is reduced approximately
by a factor of rd = 8. Indeed, the mesh is dynamically refined only close to the
vortex rings.
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Figure 72: Time evolution of the iso-surfaces for the vorticity magnitude |ω| in the three-
dimensional vortex-ring pair interaction problem at different times, respectively,
from left to right, from the top to the bottom: t=0.0, 3.0, 4.5, 6.0, 7.5, 12.0 and
18.0, using 303 elements on the coarsest grid with periodic boundary conditions;
these results are obtained with the P4-version of our SI-DG method. The iso-
vorticity values has been chosen accordingly to the percentage referred to the
maximum |ω|max accordingly to [166].
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Figure 73: Time evolution of the iso-surfaces for the vorticity magnitude |ω| in the three-
dimensional vortex-ring pair interaction problem at different times; the numeri-
cal solution has been interpolated along the two-dimensional orthogonal planes
x1 − z (left) and x2 − z (right), passing through the two bisectors x1 and x2 of
x− y, respectively (see image at the top); these results are obtained with the
P4-version of our SI-DG method using 303 elements on the coarsest grid with
periodic boundary conditions at times t=0.0, 4.5 and 18.0.
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Figure 74: Time evolution of the vorticity field for the three-dimensional vortex-ring pair
’leapfrog’ problem, respectively, from the top to the bottom: t=0.0, 0.4, 0.9, and
1.5, using 30 × 30 × 80 elements on the coarsest grid with periodic bound-
ary conditions; at the left the numerical solution interpolated along the two-
dimensional y − z plane, at the right the three-dimensional view of the iso-
surfaces of the vorticity magnitude |ω|; these results are obtained with the P4-
version of our SI-DG method.
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Figure 75: Time evolution of the vorticity field for the three-dimensional vortex-ring pair
’leapfrog’ problem, respectively, from the top to the bottom: t=1.75, 2.05, 2.60,
and 3.35, using 30× 30× 80 elements on the coarsest grid with periodic bound-
ary conditions; at the left the numerical solution interpolated along the two-
dimensional y − z plane, at the right the three-dimensional view of the iso-
surfaces of the vorticity magnitude |ω|; these results are obtained with the P4-
version of our SI-DG method.

Part IV
C O N C L U S I O N S
Here we present a summary of the theoretical results. Then, some pos-
sible and auspicious future research trends are given.

7
C O N C L U S I O N A N D P E R S P E C T I V E S
7.1 ader-dg
7.1.1 Summary
Their high order of accuracy combined with their locality (no reconstruction step
needed) make DG methods very attractive for solving a wide range of spatial flow
scales in fluid dynamics when used within an adaptive mesh refinement frame-
work (AMR). However, it is a well known fact that pure DG methods are unable to
properly resolve discontinuous waves or very sharp flow profiles without introduc-
ing unphysical spurious oscillations (Gibbs phenomenon). To cope with this prob-
lem, in this work an arbitrary high-order unlimited ADER-DG method has been
supplemented with a high-order accurate and very robust ADER-WENO finite-
volume method. The adopted limiting method, based on an a posteriori survey of
troubled zones and, when necessary, a complete re-computation of the solution by
means of a more robust finite volume scheme within a proper finer sub-grid, i.e.
the SCL, has been introduced for the first time by [109]. The primordial version of
the adopted a posteriori limiting method is due to the series of papers concerning
the multi-dimensional optimal order detection (MOOD) criteria for finite-volume
methods introduced in [71, 86, 87, 194]. The SCL procedure for DG methods has
been extended to adaptive meshes in [281, 280], but only for inviscid fluids. Finally,
in [116], the cited numerical method has been extended for the first time to solve
the fluid dynamics of dissipative flows, i.e. the viscous compressible Navier-Stokes
equations and the resistive magneto-hydrodynamic equations (VRMHD).
The numerical method has been thoroughly tested on a large set of non-trivial
numerical benchmark problems, from low to high Mach number flows, from low
to high Reynolds number regimes, for which a reference solution or published ref-
erence results exist. In particular, the higher order of accuracy combined with the
shock-capturing capabilities of the method have been successfully demonstrated.
7.1.2 Perspectives
The presented fully explicit finite-element ADER-DG-PN method, supplemented
by a proper higher order finite-volume sub-cell limiter on AMR grids showed to
be a validate numerical engine for solving general hyperbolic systems. In the next
we propose some possible developments and applications of the model for the
purpose of finalizing possible next research topics.
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7.1.2.1 Extensions and corrections
Whenever highly non-linear, low-dissipative and poorly-smooth problems are sim-
ulated, then the limited computational domain is expected to enlarge, letting in
those specific cases to the finite-volume ADER-WENO the main computational
effort. Even in such complicated test-problems, the same high-resolution prop-
erties are expected. On the other hand, the highly scalability of DG methods is
expected to be damaged due to the non-linear polynomial reconstruction of the
sub-cell WENO limiter. This fact introduces the possibility of extending the pre-
sented sub-cell limiter to new higher-scalable and robust methods. For instance, the
central-WENO (CWENO) method could become part of future extensions. Indeed,
in CWENO methods, originally introduced by Levy, Puppo and Russo, see [188],
the stencil-size for the reconstruction is minimized and seems to be a good candi-
date alternative to our ADER-WENO, reducing considerably the amount of total
MPI communication, in particular for multi-dimensional problems. Moreover, one
of the purposes of choosing space-time adaptive meshes is to increase the numeri-
cal resolution only where and when it is necessary. Looking forward to multi-scale
applications, an efficient MPI-parallel implementation is a must. In this sense, a
dynamical-redistribution of the active computational cells is needed in order to obtain
a balanced computational charge between the MPI-cores, even in the presence of
refined AMR-elements, even in the presence of limited sub-grid cells.
7.1.2.2 PDE systems and applications
Since the mathematical formulation of the presented problem are quite general,
concerning the ADER-DG-PN method, the future possible application are sev-
eral, for example the seismic wave propagation in anelastic media (linear and
non-linear elasticity equations), a further extension to the viscous-resistive special-
relativistic MHD equations (VR-SR-MHD), where a special treatment stiff source
terms becomes necessary, but in principle one could introduce also the Hall-in-
teraction (Hall-MHD). Some extra computational effort could be done for resolv-
ing multi-fluid systems, e.g. the Baer-Nunziato equations for multi-phase flows and
chemical-reaction problems, but also the multi-fluid equations for plasma physics. In
this context, a proper strategy for simulating different fluid-interfaces is needed,
e.g. immersed boundary or cut-cell methods.
At this stage, another PDE system should be mentioned. Indeed, in a very recent
work of Peshkov & Romenski and collaborators [222, 111] dissipative effects in flu-
ids have been successfully described within the more general and unified frame-
work of first order symmetric hyperbolic thermodynamically compatible systems of
Godunov & Romenski, see [134, 135, 240, 136]. In this new unified approach, a
single PDE system shows the ability of describing at the same time viscous fluids
as well as elastic and elasto-plastic solid media. An application of our ADER-DG
and sub-cell limiting framework to this innovative PDE system is part of future
research.
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7.2 spectral semi-implicit and space-time dg
7.2.1 Summary and conclusive remarks
In chapter 5 the novel family of staggered spectral semi-implicit DG methods for
the incompressible Navier-Stokes equations recently proposed in [115] for uniform
Cartesian grids, and staggered AMR meshes in [114], has been outlined in two and
three space dimensions. A similar formulation for staggered DG schemes on con-
forming unstructured simplex meshes has been recently outlined in [252, 253, 254],
but there the chosen staggered grid was slightly different, and the use of unstruc-
tured meshes did not allow to produce a spectral DG scheme based on simple
tensor products of one-dimensional operators. Of course, unstructured meshes as
those used in [252, 253, 254] allow to fit very complicate geometries and complex
physical boundaries, however, by choosing staggered Cartesian grids, some inter-
esting advantages follow, in particular:
1. Cartesian grids allow the use of tensor-products of the basis and test functions;
this means that the weak formulation of the governing equations can be
written as a very handy combination of one dimensional integrals over the
canonical reference element ξ ∈ [0, 1];
2. this fact significantly minimizes the computational costs and difficulties for
evaluating integrals, because the defined matrices are the same for all the
elements in the Cartesian framework;
3. by using basis functions that are built from the Lagrange interpolation poly-
nomials passing through the Gauss-Legendre quadrature points, the basis
functions are orthogonal and thus the resulting mass matrices are diagonal;
this fact reduces significantly the computational cost for a mass-matrix mul-
tiplication;
4. in our staggered Cartesian framework, each velocity component is defined
on a different staggered dual control volume; consequently, the computation
of convective and viscous terms on the main grid by interpolating from the
dual grids to the main grid and vice versa is simpler and more natural than
a discretization of these terms on the dual grids;
5. the resulting numerical method achieves a spectral convergence property, i.e.
the computational error decreases exponentially when increasing the degree
of the approximation polynomials in space and time.
It has been shown that the main advantage of edge/face-based staggered grid
methods is to improve substantially the sparsity of the main linear system com-
pared to traditional DG schemes on collocated grids. In particular the discrete
Laplace operator H is shown to be symmetric and positive-definite and has maxi-
mum sparsity, since it only involves the element and its direct edge/face neighbors.
On uniform meshes, it is block penta-diagonal (in 2D) or block hepta-diagonal (in
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3D). This has to be compared to classical DG methods on collocated grids: those
are characterized by discrete operators with either larger computational stencils, if
a discrete pressure Poisson equation is solved, since in this case the discrete pres-
sure will also depend on neighbors of neighbors; or, one solves directly the saddle
point problem associated with the PDE system and thus keeps the small stencil,
but in that case there are much more unknowns, namely the scalar pressure and
the components of the velocity vector. Moreover, in our scheme H is shown to be
the Schur complement of the discrete saddle point system of the incompressible
Navier-Stokes equations. From another point of view, H ≡ DTM−1D accounts for
the jumps of the piecewise polynomials in the discrete gradients D resembling a
Bassi-Rebay-type lifting operator evaluated on the dual grid Ω∗h, see equation (5.35).
The same well-conditioned coefficient matrix H appears both in the pressure Pois-
son equation, but also in the linear system arising from the implicit discretization
of the viscous terms, with only one additional symmetric positive definite block
diagonal term coming from the element mass matrix associated with the time
derivative of the velocity. As a consequence, the pressure system and the viscous
systems can be solved very efficiently by means of a classical matrix-free conju-
gate gradient method without recurring, in this paper, to any preconditioner. The
spectral properties of the system matrix have been theoretically analyzed in [102]
for the uniform Cartesian grid case.
The final algorithm is verified to be high order accurate in both space (SI-DG)
and time (st-DG) with spectral convergence property after completing a thorough
numerical convergence test that accounts also for the AMR grid refinement. The
presented SI-DG-PN with AMR and st-DG-PN⊗M methods have been observed
to be stable, robust and very accurate. The performance of the method has been
shown on a large set of non-trivial test cases in two and three space-dimensions.
7.2.1.1 Extensions and corrections
The first extension of our SI-DG with AMR is surely the space-time formulation of
the here presented st-DG for uniform-grid case. In principle, a proper DG-time
integration within a Picard recursive correction procedure seems to be feasible.
7.2.1.2 PDE systems and applications
Further work will also concern the extension to the compressible Euler and Navier-
Stokes equations, following the ideas put forward in [98] for pressure-based semi-
implicit finite volume schemes on staggered grids. In this case, a proper limiter
will be needed, not only for the treatment of shock waves, but also in order to
avoid spurious oscillations in the presence of steep gradients or under-resolved
flow features, for example following the novel ideas on a posteriori sub-cell finite
volume limiters outlined in chapter 3, see [109, 281, 280, 116].
Another research topic is inspired by the linkage between divergence-free con-
dition of incompressible fluids and MHD equations. Indeed, the here presented
implicit treatment of the elliptic Poisson equation could inspire a novel semi-implicit
DG discretization of the MHD equations within staggered grids.
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As a matter of fact, the main computational costs in our SI-DG or st-DG simula-
tions are due to the solution of the pressure and viscous systems, characterized by
our staggered-discrete Laplace operator H. Since it has been developed a rigorous
spectral analysis of H with very promising results in terms of condition num-
ber, see [102], the design of an optimal specific preconditioner belongs auspiciously
to the next future extensions. In this sense, the novel family of semi-implicit and
space-time DG methods represents a validate candidate for a very efficient al-
gorithm suitable for realistic large-scale problems. An application of the presented
semi-implicit or space-time DG methods for resolving free-surface hydrodynamics
or the seismic-wave equations on large computational domain becomes consequently a
moral-numerical duty. Also in this case a proper treatment of boundary conditions is
needed, specially in the aim of applying these methods within complex-domains,
which is the case for example of naval-engineering applications or weather forecasting.
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L I S T O F F I G U R E S
Figure 1 At the top, a simple sketch of the AMR grid Ωh with one single
refinement level is shown. At the bottom, the tree-structure of
the refinement levels ` = 0,1, . . ., `max for a single element at the
coarsest level Ti ∈ Ω0h is shown. (See colored version on-line) . . 44
Figure 2 At the left, a simple sketch of the combination of AMR and DG
sub-cell reconstruction. The limited elements (β˜ = 1) are high-
lighted in red, i.e. cell Cn at the ref. level ` and cell Cm at `+ 1.
Then, the cell Cn must project vh from the original sub-grid of
the `-th ref. level to the sub-grid of level `+ 1, within the virtual
cell Cv. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 3 Mapping of the numerical solution between the DG piecewise
polynomial and the WENO piecewise constant spaces, between
two different AMR-levels ` and `+ 1. . . . . . . . . . . . . . . . . 45
Figure 4 3D view of the density variable and of the corresponding AMR
grid. Top panel: Sod problem at tfinal = 0.2. Bottom panel: Lax
problem at tfinal = 0.14. The limited cells, using the sub-cell
ADER-WENO3 finite volume scheme, are highlighted in red,
while unlimited DG-P9 cells are highlighted in blue. . . . . . . . 52
Figure 5 Sod shock tube problem (left panels) at tfinal = 0.2 and Lax prob-
lem (right panels) at tfinal = 0.14. . . . . . . . . . . . . . . . . . . 53
Figure 6 3D view of the density variable and the corresponding AMR
grid. Top panel: RP1 at tfinal = 0.4 (coarsest grid of 40× 5 ele-
ments). Bottom panel: RP2 at tfinal = 0.55 (coarsest grid of 25× 5
elements). The limited cells, using the sub-cell ADER-WENO3
finite volume scheme, are highlighted in red, while unlimited
DG-P3 cells are highlighted in blue. . . . . . . . . . . . . . . . . . 54
Figure 7 RP1: physical variables interpolated along a 1D cut on 200 equidis-
tant points at tfinal = 0.4, starting from a coarsest grid of 40× 5
elements by using the ADER-DG-P3 scheme supplemented with
the a posteriori ADER-TVD sub-cell limiter. . . . . . . . . . . . . . 55
Figure 8 RP2: physical variables interpolated along a 1D cut on 200 equidis-
tant points at tfinal = 0.55, starting from a coarsest grid of 25× 5
elements by using the ADER-DG-P3 scheme supplemented with
the a posteriori ADER-WENO3 sub-cell limiter. . . . . . . . . . . . 56
Figure 9 Zooms of the interaction zone for the double Mach reflection
problem at t = 0.2. Equidistant contour lines of the density vari-
able are shown. Top left: AMR-ADER-DG-P2 with initial 75× 25
grid. Top right: AMR-ADER-DG-P5 with initial 75×25 grid. Bot-
tom left: AMR-ADER-DG-P8 with initial 75 × 25 grid. Bottom
right: AMR-ADER-DG-P5 with initial 150× 50 grid. . . . . . . . 59
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Figure 10 Zooms of the interaction zone for the double Mach reflection
problem at t = 0.2. The AMR grid and the limited cells (high-
lighted in red) are shown. Top left: ADER-DG-P2 with initial
75× 25 grid. Top right: ADER-DG-P5 with initial 75× 25 grid.
Bottom left: ADER-DG-P8 with initial 75× 25 grid. Bottom right:
ADER-DG-P5 with initial 150× 50 grid. . . . . . . . . . . . . . . 60
Figure 11 Schlieren image of the density variable for the double Mach re-
flection problem at t = 0.2. Top left: ADER-DG-P2 with initial
75× 25 grid. Top right: ADER-DG-P5 with initial 75× 25 grid.
Bottom left: ADER-DG-P8 with initial 75× 25 grid. Bottom right:
ADER-DG-P5 with initial 150× 50 grid. . . . . . . . . . . . . . . 61
Figure 12 Forward facing step problem using ADER-DG-P5 with a poste-
riori ADER-WENO3 sub-cell limiter. Top: 2D view of the AMR
grid together with limited cells (red) and unlimited cells (blue).
Bottom: 41 equidistant density contour levels in the interval
[0.1; 4.5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Figure 13 Two-dimensional Riemann problems solved with the AMR-ADER-
DG-P5 method with sub-cell limiter on an initial uniform grid
with 50× 50 cells. Two levels of refinement have been adopted,
with refinement factor r = 3. Left panels: isolines of the density.
Right panels: AMR grid (black), limited cells (red) and unlimited
cells (blue). RP1 and RP2, from the top to the bottom. . . . . . . 64
Figure 14 Two-dimensional Riemann problems solved with the AMR-ADER-
DG-P5 method with sub-cell limiter on an initial uniform grid
with 50× 50 cells. Two levels of refinement have been adopted,
with refinement factor r = 3. Left panels: isolines of the density.
Right panels: AMR grid (black), limited cells (red) and unlimited
cells (blue). RP3 and RP4, from the top to the bottom. . . . . . . 65
Figure 15 Three-dimensional view of the density variable and the AMR
grid for the two dimensional explosion problem at tfinal = 0.20.
Limited cells (red) updated with the sub-cell ADER-WENO3 fi-
nite volume scheme and unlimited cells (blue) with the ADER-
DG-P9 scheme. The level zero AMR grid uses 50× 50 elements. 67
Figure 16 Two-dimensional explosion problem. 2D view of the AMR grid
together with limited and unlimited cells (top left). One dimen-
sional cuts of the numerical solution for density ρ (top right), ve-
locity u (bottom left) and fluid pressure p (bottom right) on 150
equidistant sample points along the positive x−axis obtained at
tfinal = 0.20 with the space-time adaptive ADER-DG-P9 scheme,
supplemented with a posteriori ADER-WENO3 sub-cell limiter.
For comparison, the solution computed on a uniform fine mesh
corresponding to the finest AMR grid level and the 1D reference
solution are also reported. . . . . . . . . . . . . . . . . . . . . . . . 68
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Figure 17 The numerical solution obtained for the two dimensional lid-
driven cavity problem compared with the numerical results of
[127] at different Reynolds Re = 100, obtained with our ADER-
DG-P3 method using 10x10 elements at the coarsest level, up to
`max = 2 maximum number of refinement levels with a refine
factor r = 3. In the first two rows, from left to right, from the
top to the bottom the data-comparison, the magnitude of the ve-
locity field with streamlines, the pressure and the limiter status
have been plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Figure 18 Vorticity field (top row) and AMR grid (bottom row) ωz ob-
tained with the ADER-DG-P5 scheme supplemented with the a
posteriori ADER-WENO SCL for the compressible mixing layer
test for µ = 10−3 at t = 68 Tf = 1596.8s with Tf = 1/f0, where f0
is the fundamental frequency of the mixing layer. Up to `max = 2
maximum number of refinement levels with a refine factor r = 3
are used. The limiter is never active. A reference solution [95]
for the vorticity field obtained with a high order P3P5 scheme
using a locally refined unstructured triangular grid is provided
for comparison (middle row). . . . . . . . . . . . . . . . . . . . . . 72
Figure 19 History of the horizontal velocity component evaluated at y = 0,
along five different axial positions x1 = 0, x2 = 45, x3 = 100,
x4 = 200 and x5 = 285 (from left to right, from the top to the
bottom) for the compressible mixing layer test at µ = 10−3. . . . . 73
Figure 20 Density (top) and AMR grid colored by the limiter status (bot-
tom) obtained with our ADER-DG-P5 supplemented with the a
posteriori TVD SCL in primitive variables for the shock-vortex in-
teraction test at t = 0.7s. Up to `max = 2 maximum number of
refinement levels with a refine factor r = 3 are used. The kine-
matic viscosity is ν = 10−8. . . . . . . . . . . . . . . . . . . . . . . 74
Figure 21 Density (top), and limiter status (bottom) obtained with our
ADER-DG-P5 supplemented with the a posteriori SCL for the
shock-vortex interaction test at t = 0.7s. Up to `max = 2 max-
imum number of refinement levels with a refine factor r = 3 are
used. The kinematic viscosity is ν = 10−3. . . . . . . . . . . . . . . 75
Figure 22 Contour lines of the density for the viscous double Mach reflec-
tion test for viscosity µ = 10−3, 10−4 and the inviscid limit 10−8,
from top to bottom, at different times t = 0.05 (left) and 0.20
(right), obtained with ADER-DG-P5 and a posteriori SCL WENO3. 78
Figure 23 Contour lines of the density for the viscous double Mach reflec-
tion test with purely reflective wall boundary conditions for
viscosity 10−4 at different times t = 0.05, 0.10, 0.15 and 0.20,
from top left to bottom right, obtained with ADER-DG-P5 and a
posteriori SCL WENO3. . . . . . . . . . . . . . . . . . . . . . . . . . 79
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Figure 24 Plot of the AMR grid for ADER-DG-P5 polynomials (blue) and
the ADER-WENO3 sub-cell averages, i.e. the limited cells (red),
for the viscous double Mach reflection test at the final time t =
0.2 obtained by choosing µ = 10−3 and no-slip walls (top), µ =
10−4 and no-slip walls (center) and µ = 10−4 with slip walls
(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Figure 25 MHD rotor problem at time t = 0.25 solved with ADER-DG-P5.
Left panels: solution obtained on the AMR grid. Right panels:
solution obtained on a fine uniform grid corresponding to the
finest AMR grid level. . . . . . . . . . . . . . . . . . . . . . . . . . 82
Figure 26 MHD rotor problem at time t = 0.25 solved with ADER-DG-P5.
Left panels: solution obtained on the AMR grid. Right panels:
solution obtained on a fine uniform grid corresponding to the
finest AMR grid level. . . . . . . . . . . . . . . . . . . . . . . . . . 83
Figure 27 MHD rotor problem at time t = 0.25: AMR grid on the left;
troubled cells (red) and unlimited cells (blue) on the right. . . . . 84
Figure 28 Orszag-Tang vortex problem at times t = 0.5, t = 2.0, t = 3.0,
t = 5.0 (from top to bottom) obtained through the ADER-DG-
P5 scheme supplemented with a posteriori ADER-WENO3 sub-
cell limiter. Left panels: AMR-grid, troubled cells (red) and un-
limited cells (blue). Central panels: P5-solution obtained on the
AMR grid. Right panels: P5-solution obtained on the uniform
grid corresponding to the finest AMR grid level. . . . . . . . . . . 85
Figure 29 Solution of the SR-MHD rotor problem at time t = 0.4, ob-
tained with the ADER-DG P5 scheme supplemented with the
a posteriori second order TVD sub-cell limiter. Top panels: rest-
mass density (left) and thermal pressure (right). Central panels:
Mach number (left) and magnetic pressure (right). Bottom pan-
els: AMR grid (left) and limiter map (right) with troubled cells
marked in red and regular unlimited cells marked in blue. . . . 86
Figure 30 Solution of the SR-MHD blast wave with Bx = 0.1 at time
t = 4.0, obtained with the ADER-DG P3 scheme supplemented
with the a posteriori second order TVD sub-cell limiter. Top pan-
els: rest-mass density (left) and thermal pressure (right). Central
panels: Lorentz factor (left) and magnetic pressure (right), with
magnetic field lines reported. Bottom panels: AMR grid (left)
and limiter map (right) with troubled cells marked in red and
regular unlimited cells marked in blue. . . . . . . . . . . . . . . . 88
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Figure 31 Solution of the SR-MHD blast wave with Bx = 0.5 at time
t = 4.0, obtained with the ADER-DG P3 scheme supplemented
with the a posteriori second order TVD sub-cell limiter. Top pan-
els: rest-mass density (left) and thermal pressure (right). Central
panels: Lorentz factor (left) and magnetic pressure (right), with
magnetic field lines reported. Bottom panels: AMR grid (left)
and limiter map (right) with troubled cells marked in red and
regular unlimited cells marked in blue. . . . . . . . . . . . . . . . 89
Figure 32 SR-MHD Orszag-Tang vortex problem at times t = 0.5, t = 2.0,
t = 3.0, t = 4.0, from top to bottom, obtained through the ADER-
DG-P5 scheme supplemented with the third order a posteriori
ADER-WENO sub-cell limiter. Left panels: AMR-grid, troubled
cells (red) and unlimited cells (blue). Central panels: P5-solution
obtained on the AMR grid. Right panels: P5-solution obtained
on the fine uniform grid corresponding to the finest AMR grid
level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Figure 33 SR-MHD Kelvin–Helmholtz instability at times t = 5.0, t = 10.0,
t = 20.0, t = 30.0 from left to right, obtained through the ADER-
DG-P3 scheme supplemented with the second order a posteriori
ADER-TVD sub-cell limiter. The computed solution of density
(top), AMR grid (center) and limiter map (bottom) are shown. . 92
Figure 34 Power spectra for the SR-MHD Kelvin–Helmholtz instability at
time t = 30.0 obtained through the ADER-DG-P3 scheme. . . . . 93
Figure 35 Numerical solution of the compressible Navier-Stokes equations
for the two dimensional Kelvin-Helmholtz instability our ADER-
DG-P3 supplemented by the a posteriori SCL using 20× 40 ele-
ments on the coarsest level, up to `max = 2 maximum number
of refinement levels with a refine factor r = 3. The density (left),
the local Mach number (center) and the active-mesh colored by
the limiter-status are plotted at times t = 2.0, 3.0 and 7.0 from
the top to the bottom, respectively. . . . . . . . . . . . . . . . . . . 96
Figure 36 Numerical solution of the viscous and resistive MHD equations
for the two dimensional Kelvin-Helmholtz instability our ADER-
DG-P3 supplemented by the a posteriori SCL using 20× 40 ele-
ments on the coarsest level, up to `max = 2 maximum number
of refinement levels with a refine factor r = 3. The density (left),
the magnetic pressure |B|/8pi (center) and the active-mesh col-
ored by the limiter-status are plotted at times t = 2.0, 3.0 and 7.0
from the top to the bottom, respectively. . . . . . . . . . . . . . . . 97
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Figure 37 Numerical solution of the resistive MHD equations for the two
dimensional magnetic reconnection test problem at several time-
step obtained with our ADER-DG-P5 supplemented by the a pos-
teriori WENO3 SCL using 20× 50 elements on the coarsest level,
up to `max = 2 maximum number of refinement levels with a re-
fine factor r = 3. The density current jz (left) and the active-mesh
colored by the limiter-status (right) are plotted at times t = 7.1,
8.0, 8.2, 8.4 and 8.7 from the top to the bottom, respectively. . . . 100
Figure 38 Interpolation of the current density jz for the two dimensional
magnetic reconnection test problem at time t = 8.7 along the two
bisectors of the rectangular computational domain (top), high-
lighting the tree-ring structure of the alternately-positive/negative
current density of the major plasmoid. At the bottom the corre-
sponding current density jz is shown and the two considered
bisector have been highlighted in white continuous and dashed
lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Figure 39 Three-dimensional explosion problem. 3D view of the AMR grid
together with limited and unlimited cells (top left). One dimen-
sional cuts of the numerical solution for density ρ (top right), ve-
locity u (bottom left) and fluid pressure p (bottom right) on 120
equidistant sample points along the positive x−axis obtained at
tfinal = 0.20 with the space-time adaptive ADER-DG-P5 scheme,
supplemented with a posteriori ADER-WENO3 sub-cell limiter. . 102
Figure 40 Time evolution of the kinetic energy dissipation rate (t) ob-
tained with our ADER-DG-P2 supplemented with the a posteri-
ori WENO3 SCL at different Reynolds numbers Re = 100, 200
and 800. The DNS reference solutions of Brachet et al. [43] are
plotted as continuous lines. Up to `max = 2 maximum number
of refinement levels with a refine factor r = 2 are used along the
323 elements of the coarsest grid. . . . . . . . . . . . . . . . . . . . 104
Figure 41 Numerical solution for the three dimensional Taylor-Green vor-
tex flow at Re = 800 computed with our ADER-DG-P2 supple-
mented by the a posteriori SCL using 323 elements on the coars-
est level, up to `max = 2 maximum number of refinement levels
with a refine factor r = 2. The iso-surfaces of the pressure (left),
the density (center) and the velocity (right) are plotted at times
t = 0.5, 2.0, 6.0 and 10.0 from the top to the bottom, respectively. 105
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Figure 42 Mesh-staggering for the two dimensional (left) and for the three-
dimensional (right) purely-Cartesian case, i.e. in our notation
`max = 0 and consequentlyΩh ≡ Ω`=0h andN (k)i−faces = 2, with k =
x,y, z. The staggered elements T∗(k) ∈ Ω∗(k)h corresponding to
the faces of Ti ∈ Ωh in the x-th, y-th (for d=2) and z-th (for d=3)
direction are shown and highlighted in red, green and ocher, re-
spectively. For the 2d case, the nearest neighbor elements of Ti
are shown and highlighted in blue. In our notation the follow-
ing correspondence holds (T∗(x)i,1 , T
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i,6) for the d = 3 case. (See colored ver-
sion online) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
Figure 43 Schematic two dimensional view of the adopted cell by cell
AMR framework (top), and the chosen spatially staggered and
adaptively refined grid, e.g., in the in x direction Ω∗(x)h ( high-
lighted in red at the bottom). In particular, the anomalous dual
element, over which the pressure is continuous, is highlighted
by a checkered texture (See colored version online) . . . . . . . . 115
Figure 44 Simple sketch of the polynomial mapping between two adjacent
refinement levels ` and `+ 1, i.e. the L2 projection and average. . 117
Figure 45 The numerical solution interpolated along 100 equidistant spa-
tial points obtained for the unsteady Womersley problem com-
pared with the exact solution [271, 195] at different times for
ν = 2 · 10−2: t = 1.8, 1.6, 2.0, 1.4, 2.2, respectively, from the bot-
tom to the top. A staggered spectral space-time DG-P11 method
has been run using only one single space-time element. . . . . . . 139
Figure 46 The numerical solution obtained for the two-dimensional oscil-
latory flow between two flat plates with the staggered spectral
space-time DG-P11 scheme. The computational domain in space
and timeΩ = ∆x×∆y×∆t = 1.0×1.0×2.2 has been discretized
by using only one single space time element, and the plotted
numerical solution for the velocity field has been interpolated
along 40 time slices with t ∈ [0, 2.2], respectively, from top left to
bottom right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
Figure 47 Numerical solution of the u velocity component for the two
dimensional Taylor-Green vortex problem computed with the
staggered spectral space-time DG-P5 method using 32 elements
with L = 2pi (top) and the staggered spectral space-time DG-P12
scheme using 22 elements with L = 4pi (bottom). . . . . . . . . . . 141
Figure 48 Numerical L2 error L2 of the u velocity component for the two
dimensional Taylor-Green vortex problem computed with stag-
gered spectral space-time DG-PN schemes as a function of the
polynomial degree N =M on a fixed grid of 122 elements. . . . . 142
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Figure 49 Numerical L2 error L2 of the u velocity component for the two
dimensional Taylor-Green vortex problem computed with our
SI-DG-PN schemes as a function of the polynomial degree N on
a fixed grid of 122 elements (squares) and 32 elements (triangles). 145
Figure 50 Numerical solution for the three dimensional Arnold-Beltrami-
Childress (ABC) flow at time t = 1.0 computed with the stag-
gered spectral space-time DG-P5 scheme using only 73 elements
in space. The periodic solution has been replicated along the
three dimensional cube of edge Lc = 4pi for giving a better view
of the field variables. At the top of the figure the velocity is
plotted on the left and the pressure is depicted on the right; at
the bottom the 3D stream-traces together with the pressure iso-
surfaces are plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . 147
Figure 51 Top: Comparison of the reference solution of Blasius with the
numerical results at t = 5 for different axial positions x = 0.25
and x = 0.50 obtained with a staggered semi-implicit spectral
DG-P7 scheme on a very coarse grid of 18× 6 elements. Bottom:
numerical solution for the horizontal velocity field computed at
time t = 5; the high-order elements of the main grid are depicted
with solid lines; the vertical cuts at x = 0.25 and x = 0.50 with
dash-dotted lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
Figure 52 The numerical solution obtained for the two dimensional lami-
nar boundary layer test. The two dimensional view of the hor-
izontal velocity field is shown on the left. The velocity profile
interpolated along the vertical direction at two different axial
position, i.e. x = 0.75, 0.80, is plotted next to the reference Bla-
sius solution on the right. The results have been obtained with
our staggered semi-implicit AMR-DG-P5 together with a refine-
ment factor of r = 3 and `max = 1 levels. . . . . . . . . . . . . . . 150
Figure 53 The numerical solution obtained for the two dimensional lid-
driven cavity problem compared with the numerical results of
[127] at different Reynolds numbers, respectively, from the top
to the bottom: Re=100 and Re=400 using 5x5 elements, obtained
with a staggered semi-implicit spectral DG-P6 method. . . . . . . 151
Figure 54 The numerical solution obtained for the two dimensional lid-
driven cavity problem compared with the numerical results of
[127] at different Reynolds numbers, respectively, from the top
to the bottom: Re=1000 using 5x5 elements and Re=3200 using
15x15 elements, obtained with a staggered semi-implicit spectral
DG-P6 method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
bibliography 219
Figure 55 The numerical solution obtained for the two dimensional lid-
driven cavity problem compared with the numerical results of
[127] at different Reynolds numbers, respectively, from the top
to the bottom: Re=100, Re=400 and Re=1000 using 6x6 elements
on the coarsest grid level. These results have been obtained with
the P4-version of our staggered semi-implicit spectral DG method.153
Figure 56 The numerical solution obtained for the two dimensional lid-
driven cavity problem compared with the numerical results of
[127] at Reynolds number Re=3200 using 16x16 elements on the
coarsest grid level. These results have been obtained with the
P4-version of our staggered semi-implicit spectral DG method. . 154
Figure 57 The numerical solution obtained for the two-dimensional back-
ward facing step problem at different Reynolds numbers, re-
spectively, from the top to the bottom: Re=100, Re=200, Re=300,
Re=400, Re=500, Re=600, and Re=800 obtained with the stag-
gered semi-implicit spectral DG-P6 method. Recirculations are
highlighted by the sign of the axial velocity u. . . . . . . . . . . . 155
Figure 58 Position of the reattachment point obtained with the staggered
semi-implicit spectral DG-P6 method for the two dimensional
backward facing step problem compared with the two dimen-
sional numerical results of [112] and the experimental measure-
ments of [184] at different Reynolds numbers, in the range Re ∈
(0, 800). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Figure 59 Numerical solution obtained for the 2D backward facing step
problem with the staggered semi-implicit AMR-DG-P4 method
at different Reynolds numbers, from top to bottom, respectively:
Re=200, Re=300, Re=400, Re=500, Re=600, and Re=700. . . . . . 157
Figure 60 Total lengths of the main recirculations obtained with the stag-
gered semi-implicit spectral AMR-DG-P4 method for the 2D back-
ward facing step problem next to the 2D numerical results of
[112] and the experimental measurements of [184] at different
Reynolds numbers, up to Re = 800. . . . . . . . . . . . . . . . . . 158
Figure 61 The numerical solution obtained for the two dimensional ’thin’
double shear layer problem at different time steps. The stag-
gered SI-DG-P9 method has been used together with a refine-
ment factor r = 3 and `max = 2 refinement levels. Every figure
depicts the vorticity field ωz next to the respective AMR grid. . . 159
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Figure 62 The numerical solution obtained for the three dimensional lid-
driven cavity problem compared with the numerical results of
[2, 177] at different Reynolds numbers, respectively, from the
top to the center: Re=100 and Re=400 using 5× 5× 5 elements.
The results have been obtained with a staggered semi-implicit
spectral DG-P6 and DG-P8 method. The streamlines are colored
with the w velocity magnitude. The numerical solution for the
case Re = 400 has been interpolated along the three orthogonal
planes x− y, x− z and y− z at the bottom: streamlines and the
u velocity are depicted. . . . . . . . . . . . . . . . . . . . . . . . . 161
Figure 63 The numerical solution obtained for the three dimensional lid-
driven cavity problem compared with, at the left, the numer-
ical results of [2, 177] at Reynolds numbers Re=100 (top) and
Re=1000 (bottom) using 8 × 8 × 8 elements. The results have
been obtained with our staggered semi-implicit DG-P4 method
with AMR. In the 3d-view on the right, streamlines are colored
with the w velocity magnitude, w-peak iso-surfaces are shown,
the boundary-slices are colored by the velocity magnitude |v|
together with the main AMR-grid. . . . . . . . . . . . . . . . . . . 162
Figure 64 The numerical solution obtained for the three dimensional lid-
driven cavity problem interpolated along the three orthogonal
planes x−y, z−x and z−y from the top the bottom, at Reynolds
numbers Re=100 (left) and Re=1000 (right) using 8 × 8 × 8 el-
ements. Tangential streamlines and the velocity magnitude |v|
are depicted. The results have been obtained with our staggered
semi-implicit AMR-DG-P4 method. . . . . . . . . . . . . . . . . . 163
Figure 65 Numerical solution for the three dimensional backward facing
step problem at time t = 25.0 computed with the staggered
semi-implicit spectral DG-P3 method for Re = 100. The iso-
surfaces of the velocity magnitude (top), the iso-surfaces of the
w velocity component (center) and the streamtraces of the fluid
flow (bottom) are plotted for the first half of the spatial domain
z > 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
Figure 66 Numerical solution for the three dimensional backward facing
step problem at time t = 25.0 computed with the staggered
semi-implicit spectral DG-P3 method for Re = 1000. The iso-
surfaces of the velocity magnitude (top), the iso-surfaces of the
w velocity component (center) and the streamtraces of the fluid
flow (bottom) are plotted for the first half of the spatial domain
z > 0. The main recirculation axes are highlighted in the figure
at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
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Figure 67 Time evolution of the kinetic energy dissipation rate (t) ob-
tained with staggered semi-implicit spectral DG-PN schemes at
different Reynolds numbers 100 < Re < 1600. The DNS refer-
ence solutions of Brachet et al. [43] are plotted as continuous
lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Figure 68 Numerical solution for the three dimensional Taylor-Green vor-
tex flow at Re = 800 computed with the staggered semi-implicit
spectral DG-P6 method using 503 elements. The iso-surfaces of
the velocity (left), the iso-surfaces of the pressure (center) and
the iso-surfaces of the vorticity colored by the helicity field (right)
are plotted at times t = 0.4, 2.0, 6.0 and 10.0 from the top to the
bottom, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 168
Figure 69 Numerical solution for the three dimensional Taylor-Green vor-
tex flow at Re = 800 computed with our spectral DG-P6 along
503 elements with L = 2pi. The numerical solution has been inter-
polated along the three orthogonal planes ˆxOy (left), ˆxOz (cen-
ter) and ˆyOz (right): streamlines and the u velocity are shown
at times t = 0.4, 2.0, 6.0 and 10.0 from the top to the bottom,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Figure 70 Time evolution of the kinetic energy dissipation rate (t) ob-
tained with our SI-DG-P4 scheme at Reynolds numbers Re =
100, 200 and 800. The DNS reference solutions of Brachet et al.
[43] are plotted as continuous lines. . . . . . . . . . . . . . . . . . 170
Figure 71 Numerical solution for the three dimensional Taylor-Green vor-
tex flow at Re = 800 computed with our SI-DG-P4 method using
203 elements on the coarsest level Ω0h, a refinement factor r = 2,
`max = 1 maximum refinement levels. The iso-surfaces of the
velocity (left), the iso-surfaces of the pressure (center) and the
iso-surfaces of the vorticity colored by the helicity field (right)
are plotted at times t = 0.5, 2.0, 6.0 and 10.0 from the top to the
bottom, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Figure 72 Time evolution of the iso-surfaces for the vorticity magnitude
|ω| in the three-dimensional vortex-ring pair interaction prob-
lem at different times, respectively, from left to right, from the
top to the bottom: t=0.0, 3.0, 4.5, 6.0, 7.5, 12.0 and 18.0, using
303 elements on the coarsest grid with periodic boundary con-
ditions; these results are obtained with the P4-version of our
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vortex-ring pair ’leapfrog’ problem, respectively, from the top to
the bottom: t=1.75, 2.05, 2.60, and 3.35, using 30× 30× 80 ele-
ments on the coarsest grid with periodic boundary conditions;
at the left the numerical solution interpolated along the two-
dimensional y− z plane, at the right the three-dimensional view
of the iso-surfaces of the vorticity magnitude |ω|; these results
are obtained with the P4-version of our SI-DG method. . . . . . 177
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