Abstract. In this paper, we describe improved algorithms to compute Janet and Pommaret bases. To this end, based on the method proposed by Möller et al. [21], we present a more efficient variant of Gerdt's algorithm (than the algorithm presented in [17] ) to compute minimal involutive bases. Further, by using the involutive version of Hilbert driven technique, along with the new variant of Gerdt's algorithm, we modify the algorithm, given in [24] , to compute a linear change of coordinates for a given homogeneous ideal so that the new ideal (after performing this change) possesses a finite Pommaret basis. All the proposed algorithms have been implemented in Maple and their efficiency is discussed via a set of benchmark polynomials.
Introduction
Gröbner bases are one of the most important concepts in computer algebra for dealing with multivariate polynomials. A Gröbner basis is a special kind of generating set for an ideal which provides a computational framework to determine many properties of the ideal. The notion of Gröbner bases was originally introduced in 1965 by Buchberger in his Ph.D. thesis and he also gave the basic algorithm to compute it [2, 3] . Later on, he proposed two criteria for detecting superfluous reductions to improve his algorithm [1] . In 1983, Lazard [20] developed new approach by making connection between Gröbner bases and linear algebra. In 1988, Gebauer and Möller [10] reformulated Buchberger's criteria in an efficient way to improve Buchberger's algorithm. Furthermore, Möller et al. in [21] proposed an improved version of Buchberger's algorithm by using the syzygies of constructed polynomials to detect useless reductions (this algorithm may be considered as the first signature-based algorithm to compute Gröbner bases). Relying on the properties of the Hilbert series of an ideal, Traverso [27] described the so-called Hilbert-driven Gröbner basis algorithm to improve Buchberger's algorithm by discarding useless critical pairs. In 1999, Faugère [6] presented his F 4 algorithm to compute Gröbner bases which stems from Lazard's approach [20] and uses fast linear algebra techniques on sparse matrices (this algorithm has been efficiently implemented in Maple and Magma). In 2002, Faugère presented the famous F 5 algorithm for computing Gröbner bases [7] . The efficiency of this signature-based algorithm benefits from an incremental structure and two new criteria, namely F 5 and IsRewritten criteria (nowadays known respectively as signature and syzygy criteria). We remark that several authors have studied signature-based algorithms to compute Gröbner bases and as the novel approaches in this directions we refer to e.g. [8, 9] .
Involutive bases may be considered as an extension of Gröbner bases (w.r.t. a restricted monomial division) for polynomial ideals which include additional combinatorial properties. The origin of involutive bases theory must be traced back to the work of Janet [19] on a constructive approach to the analysis of linear and certain quasi-linear systems of partial differential equations. Then Janet's approach was generalized to arbitrary (polynomial) differential systems by Thomas [26] . Based on the related methods developed by Pommaret in his book [22] , the notion of involutive polynomial bases was introduced by Zharkov and Blinkov in [28] . Gerdt and Blinkov [13] introduced a more general concept of involutive division and involutive bases for polynomial ideals, along with algorithmic methods for their construction. An efficient algorithm was devised by Gerdt [12] (see also [16] ) for computing involutive and Gröbner bases using the involutive form of Buchberger's criteria (see http://invo.jinr.ru for the efficiency analysis of the implementation of this algorithm). In this paper, we refer to this algorithm as Gerdt's algorithm. Finally, Gerdt et al. [17] described a signature-based algorithm (with an incremental structure) to apply the F 5 criterion for deletion of unnecessary reductions. Some of the drawbacks of this algorithm are as follows: Due to its incremental structure (in order to apply the F 5 criterion), the selection strategy should be the POT module monomial ordering (which may be not efficient in general). Further, to respect the signature of computed polynomials, the reduction process may be not accomplished and (that may increase the number of intermediate polynomials) that may significantly affect the efficiency of computation. Finally, the involutive basis that this algorithm returns may be not minimal.
The aim of this paper is to provide an effective method to calculate Pommaret bases. These bases introduced by Zharkov and Blinkov in [28] are a particular form of involutive bases containing many combinatorial properties of the ideals they generate, see e.g. [23] [24] [25] for a comprehensive study of Pommaret bases. They are not only of interest in computational aspects of algebraic geometry (e.g. by providing deterministic approaches to transform a given ideal into some classes of generic positions [24] ), but they also serve in theoretical aspects of algebraic geometry (e.g. by providing simple and explicit formulas to read off many invariants of an ideal like dimension, depth and Castelnuovo-Mumford regularity [24] ).
Relying on the method developed by Möller et al. [21] , we give a new signaturebased variant of Gerdt's algorithm to compute minimal involutive bases. In particular, the experiments show that the new algorithm is more efficient than Gerdt et al. algorithm [17] . On the other hand, [24] proposes an algorithm to compute deterministically a linear change of coordinates for a given homogeneous ideal so that the changed ideal (after performing this change) possesses a finite Pommaret basis (note that in general a given ideal does not have a finite Pommaret basis). In doing so, one computes iteratively the Janet bases of certain polynomial ideals. By applying the involutive version of Hilbert driven technique on the new variant of Gerdt's algorithm, we modify this algorithm to compute Pommaret bases. We have implemented all the algorithms described in this article and we assess their performance on a number of test examples.
The rest of the paper is organized as follows. In the next section, we will review the basic definitions and notations which will be used throughout this paper. Section 3 is devoted to the description of the new variant of Gerdt's algorithm. In Section 4, we present the improved algorithm to compute a linear change of coordinates for a given homogeneous ideal so that the new ideal has a finite Pommaret basis. We analyze the performance of the proposed algorithms in Section 5. Finally, in Section 6 we conclude the paper by highlighting the advantages of this work and discussing future research directions.
Preliminaries
In this section, we review the basic definitions and notations from the theory of Gröbner bases and involutive bases that will be used in the rest of the paper. Throughout this paper we assume that P = [x 1 , . . . , x n ] is the polynomial ring (where is an infinite field). We consider also homogeneous polynomials f 1 , . . . , f k ∈ P and the ideal I = f 1 , . . . , f k generated by them. We denote the total degree of and the degree w.r.t. a variable x i of a polynomial f ∈ P respectively by deg(f ) and
be the monoid of all monomials in P. A monomial ordering on M is denoted by ≺ and throughout this paper we shall assume that x n ≺ · · · ≺ x 1 . The leading monomial of a given polynomial f ∈ P w.r.t. ≺ will be denoted by LM(f ). If F ⊂ P is a finite set of polynomials, we denote by LM(F ) the set {LM(f ) | f ∈ F }. The leading coefficient of f , denoted by LC(f ), is the coefficient of LM(f ). The leading term of f is defined to be LT(f ) = LM(f ) LC(f ). A finite set G = {g 1 , . . . , g k } ⊂ P is called a Gröbner basis of I w.r.t ≺ if LM(I) = LM(g 1 ), . . . , LM(g k ) where LM(I) = LM(f ) | f ∈ I . We refer e.g. to [4] for more details on Gröbner bases.
Let us recall the definition of Hilbert function and Hilbert series of a homogeneous ideal. Let X ⊂ P and s a positive integer. We define the degree s part X s of X to be the set of all homogeneous elements of X of degree s. It is well-known that the Hilbert function of I is the same as that of LT(I) (see e.g. [4, Prop. 4, page 458] ) and therefore the set of monomials not contained in LT(I) forms a basis for P s /I s as a -linear space (Macaulay's theorem). This observation is the key idea behind the Hilbert-driven Gröbner basis algorithm. Roughly speaking, suppose that I is a homogeneous ideal and we want to compute a Gröbner basis of I by Buchberger's algorithm in increasing order w.r.t. the total degree of the S-polynomials. Assume that we know beforehand HF I (s) for a positive integer s. Suppose that we are at the stage where we are looking at the critical pairs of degree s. Consider the set P of all critical pairs of degree s. Then, we compare HF I (s) with the Hilbert function at s of the ideal generated by the leading terms of all already computed polynomials. If they are equal, we can remove P .
Below, we review some definitions and relevant results on involutive bases theory (see [12] for more details). We recall first involutive divisions based on partitioning the variables into two subsets of the variables, the so-called multiplicative and non-multiplicative variables.
An involutive division L is given on M if for any finite set U ⊂ M and any u ∈ U , the set of variables is partitioned into the subset of multiplicative M L (u, U ) and non-multiplicative variables N M L (u, U ) such that the following three conditions hold where L(u, U ) denotes the monoid generated by M L (u, U ):
We recall the definitions of the Janet and the Pommaret division, respectively. Example 3. Let U ⊂ P be a finite set of monomials. For each sequence d 1 , . . . , d n of non-negative integers and for each 1 ≤ i ≤ n we define the subsets
. . , x n } are considered as Pommaret multiplicative (denoted by P-multiplicative) and the other variables as Pommaret non-multiplicative. For u = 1 all the variables are multiplicative. The integer k is called the class of u and is denoted by cls(u).
The Pommaret division is called a global division, because the assignment of the multiplicative variables is independent of the set U . In order to avoid repeating notations let L always denote an involutive division.
x 2 } is a Janet basis for I and {x
is a (infinite) Pommaret basis for I. Indeed, Janet division is Noetherian, however Pommaret division is non-Noetherian (see [14] for more details).
Gerdt in [12] proposed an efficient algorithm to construct involutive bases based on a completion process where prolongations of generators by non-multiplicative variables are reduced. This process terminates in finitely many steps for any Noetherian division.
Definition 8. Let F ⊂ P be a finite. Following the notations in [24] , the involutive span generated by F is denoted by F L,≺ .
Thus, a set F ⊂ I is an involutive basis for I if we have I = F L,≺ .
Definition 9. Let F ⊂ I be an involutively head autoreduced set of homogeneous polynomials. The involutive Hilbert function of F is defined by IHF
Since F is involutively head autoreduced, one easily recognizes that
Thus using the well-known combinatorial formulas to count the number of monomials in certain variables, we get
where k f is the number of multiplicative variables of f (see e.g. [12] ). We remark that an involutively head autoreduced subset F ⊂ I is an involutive basis for I if and only if HF I (s) = IHF F (s) for each s.
Using Syzygies to Compute Involutive Bases
We now propose a variant of Gerdt's algorithm [12] by using the intermediate computed syzygies to compute involutive bases and especially Janet bases. For this, we recall briefly the signature-based variant of Möller et al. algorithm [21] to compute Gröbner bases (the practical results are given in Section 5).
Schreyer in his master thesis proposed a slight modification of Buchberger's algorithm to compute a Gröbner basis for the module of syzygies of a Gröbner basis. The construction of this basis relies on the following key observation (see [5] ): Let G = {g 1 , . . . , g s } be a Gröbner basis. By tracing the dependency of each SPoly(g i , g i ) on G we can write SPoly(g i , g j ) = s k=1 a ijk g k with a ijk ∈ P. Let e 1 , . . . , e s be the standard basis for P s and m ij = lcm(LT(g i ), LT(g j )). Set
e j − (a ij1 e 1 + a ij2 e 2 + · · · + a ijs e s ).
Definition 11. Let G = {g 1 , . . . , g s } ⊂ P. Schreyer's module ordering is defined as follows: 
According to this observation, Möller et al. [21] proposed a variant of Buchberger's algorithm by using the syzygies of constructed polynomials to remove superfluous reductions. Algorithm 1 below corresponds to it with a slight modification to derive a signature-based algorithm to compute Gröbner bases. We associate to each polynomial f , the two-tuple p = (f, me i ) where Poly(p) = f is the polynomial part of f and Sig(p) = me i is its signature. Further, the function NormalForm(f, G) returns a remainder of the division of f by G. Further, if Sig(p) = me i in the first step of reduction process we must not use f i ∈ G. We
Algorithm 1 GröbnerBasis
Input: A set of polynomials F ⊂ P; a monomial ordering ≺ Output: A Gröbner basis G for F G := {} and syz := {} P := {(F [i], ei) | i = 1, . . . , |F |} while P = ∅ do select (using normal strategy) and remove ) show now how to apply this structure to improve Gerdt's algorithm [16] .
[24, Thm. 5.10] contains an involutive version of Schreyer's theorem replacing S-polynomials by non-multiplicative prolongations and using involutive division. Algorithm 2 below represents the new variant of Gerdt's algorithm for computing involutive bases using involutive syzygies. For this purpose, we associate to each polynomial f , the quadruple p = (f, g, V, m.e i ) where f = Poly(p) is the polynomial itself, g = Anc(p) is its ancestor, V = NM(p) is the list of nonmultiplicative variables of f which have been already processed in the algorithm and m.e i = Sig(p) is the signature of f . If P is a set of quadruple, we denote by Poly(P ) the set {Poly(p) | p ∈ P }.
Algorithm 2 InvolutiveBasis
Input: A finite set F ⊂ P; an involutive division L; a monomial ordering ≺ Output: A minimal L-basis for F F :=sort(F, ≺)
if ∄s ∈ syz s.t s | Sig(p) with non-constant quotient then h := InvolutiveNormalForm(p, T, L, ≺) syz := syz ∪ {h [2] } if h = 0 and LM(Poly(p)) = LM(Anc(p)) then Q := {q ∈ Q | Anc(q) = Poly(p)} end if if h = 0 and LM(Poly(p)) = LM(h) then for q ∈ T with proper conventional division LM(Poly(h)) | LM(Poly(q)) do Q := Q ∪ {q} T := T \ {q} end for j := |T | + 1
for q ∈ T and x ∈ N ML(LM(Poly(q)), LM(Poly(T )) \ NM(q)) do Q := Q ∪ {(x. Poly(q), Anc(q), ∅, x. Sig(q))} NM(q) := NM(q) ∪ N ML(LM(Poly(q)), LM(Poly(T ))) ∪ {x} end for end if end while return (Poly(T ))
In this algorithm, the functions sort(X, ≺) and sort(X, ≺ s ) sort X by increasing, respectively, LM(X) w.r.t. ≺ and {Sig(p) | p ∈ X} w.r.t. ≺ s . The involutive normal form algorithm is given in Algorithm 3.
Algorithm 3 InvolutiveNormalForm
Input: A quadruple p; a set of quadruples T ; an involutive division L; a monomial ordering ≺ Output: An L-normal form of p modulo T , and the corresponding signature, if any S := {} and h := Poly(p) and G := Poly(T ) while h has a monomial m which is L-divisible by G do Furthermore, we apply the involutive form of Buchberger's criteria from [12] . We say that Criteria(p, g) holds if either C 1 (p, g) or C 2 (p, g) holds where C 1 (p, g) is true if LM(Anc(p)). LM(Anc(g)) = LM(Poly(p)) and C 2 (p, g) is true if LCM(LM(Anc(p)), LM(Anc(g))) properly divides LM(Poly(p)).
Remark 15.
We shall remark that, due to the second if-loop in Algorithm 3, if m i e i is added into syz then there exists an involutive representation of the form m i g i = ℓ j=1 h j g j + h where T = {g 1 , . . . , g ℓ } ⊂ P is the output of the algorithm, h is L-normal form of p modulo T and LM(h j )e j ≺ s m i e i for each j.
In the next proof, by an abuse of notation, we refer to the signature of a quadruple as the signature of its polynomial part.
Theorem 16. InvolutiveBasis terminates in finitely many steps (if L is a Noetherian division) and returns a minimal involutive basis for its input ideal.
Proof. The termination and correctness of the algorithm are inherited from those of Gerdt's algorithm [12] provided that we show that any polynomial removed using syzygies is superfluous. This happens in both algorithms. Let us deal first with Algorithm 2. Now, suppose that for p ∈ Q there exists s ∈ syz so that s | Sig(p) with non-constant quotient. Suppose that Sig(p) = m i e i and s = m 
In particular, we have LM(h j )e j ≺ s m ′ i e i for each j. This follows that LM(uh j )e j ≺ s um ′ i e i = m i e i for each j. On the other hand, if h = 0 then again by the structure of the algorithm uh has a signature less than m i e i . For each j and for each term t in h j we know that the signature of utg j is less than m i e i and by the selection strategy used in the algorithm which is based on Schreyer's ordering, utg j should be studied before m ′ i g i and therefore it has an involutive representation in terms of T . Furthermore, the same holds also for uh provided that h = 0. These arguments show that m ′ i g i is unnecessary and it can be omitted. Now we turn to Algorithm 3. Let p ∈ Q and g ∈ T so that LM(h) = u LT(g) and Sig(p) = u Sig(g) where h = Poly(p) and u is a monomial. Using the above notations, let Sig(p) = m i e i and Sig(g) = m 
′ i e i = m i e i for each j then, by repeating the above argument, we deduce that uh j g j for each j has an involutive representtaion. Therefore, um ′ i g i has a representation using the fact that u is multiplicative for g. Thus h has a representation and it can be removed. ⊓ ⊔
Hilbert Driven Pommaret Bases Computations
As we mentioned Pommaret division is not Noetherian and therefore, a given ideal may not have a finite Pommaret basis. However, if the ideal is in quasistable position (see Def. 19 ) it has a finite Pommaret basis. On the other hand, a generic linear change of variables transforms an ideal in such a position. Thus, one of the challenges in this direction is to find a linear change of variables so that the ideal after performing this change possesses a finite Pommaret basis. [24] proposes a deterministic algorithm to compute such a linear change by computing repeatedly the Janet basis of the last transformed ideal. In this section, by using the algorithm described in Section 3, we show how one can incorporate an involutive version of Hilbert driven strategy to improve this algorithm.
Algorithm 4 HDQuasiStable
Input: A finite set F ⊂ P and a monomial ordering ≺ Output: A linear change Φ so that Φ(F ) has a finite Pommaret basis Φ := ∅ and J :=InvolutiveBasis(F, J , ≺) and A :=test(LM(J), ≺) It is worth noting that in [24] it is proposed to perform a Pommaret head autoreduced process on the calculated Janet basis at each iteration. However, we do not need to perform this operation because each computed Janet basis is minimal and by [11, Cor. 15] each minimal Janet basis is Pommaret head autoreduced. All the used functions are described below. By the structure of the algorithm, we first compute a Janet basis for the input ideal using InvolutiveBasis algorithm. From this basis, one can read off easily the Hilbert function of the input ideal. Further, the Hilbert function of an ideal does not change after performing a linear change of variables. Thus we can apply this Hilbert function in the next Janet bases computations as follows. The algorithm has the same structure as the InvolutiveBasis algorithm and so we remove the similar lines. We add the next written lines in HDInvolutiveBasis algorithm between p := Q[1] and the first if-loop in InvolutiveBasis algorithm.
Algorithm 5 HDInvolutiveBasis
Input: A set of monomials F ; an involutive division L ; a monomial ordering ≺ Output: A minimal L-involutive basis for F . . .
Algorithm 6 test
Input: A finite set U of monomials Output: True if any element of U has the same number of Pommaret and Janet multiplicative variables, and false otherwise Proof. Let I be the ideal generated by F ; the input of HDQuasiStable algorithm. The termination of this algorithm follows, from one side, from the termination of the algorithms to compute Janet bases. From the other side, [24, Prop. 2.9] shows that there exists an open Zariski set U of n×n so that for each linear change of variables, say Φ corresponding to an element of U we have Φ(I) has a finite Pommaret basis. Moreover, he proved that the process of finding such a linear change termintaes in finitely many steps (see [24, Rem. 9.11] ). Taken together, these arguments show that HDQuasiStable algorithm terminates. To prove the correctness, using the notations of HDInvolutiveBasis algorithm, we shall prove that any p ∈ Q removed by Hilbert driven strategy reduces to zero. In this direction, we recall that any change of variables is a linear automorphism of P, [18, page 52]. Thus, for each i, the dimension over of components of degree i of I and that of I after the change remains stable. This yields that the Hilbert function of I does not change after a linear change of variables. Let J be the Janet basis computed by InvolutiveBasis. One can readily observe that HF I (d) = IHF J (d) for each d, and therefore from the first Janet basis one can derive the Hilbert function of I and use it to improve the next Janet bases computations. Now, suppose that F is the input of HDInvolutiveBasis algorithm, p ∈ Q and HF
and therefore the polynomials of Poly(T ) generate involutively whole F d and this shows that p is superfluous which ends the proof. ⊓ ⊔ Remark 18. We remark that we assumed that the input of InvolutiveBasis and HDQuasiStable algorithms should be homogeneous, however the former algorithm works also for non-homogeneous ideals as well. Further, the latter algorithm also may be applied for non-homogeneous ideals provided that we consider the affine Hilbert function for such ideals; i.e. HF I (s) = dim (P ≤s /I ≤s ). 
Experiments and Comparison
We have implemented both algorithms InvolutiveBasis and HDQuasiStable in Maple 17 4 . It is worth noting that, in the given paper, we are willing to compare behavior of InvolutiveBasis and HDQuasiStable algorithms with Gerdt et al. [17] and QuasiStable [24] algorithms, respectively (we shall remark that QuasiStable has the same structure as the HDQuasiStable, however to compute Janet bases we use Gerdt's algorithm). For this purpose, we used some well-known examples from computer algebra literature. All computations were done over É, and for the input degree-reverse-lexicographical monomial ordering. The results are shown in the following tables where the time and memory columns indicate, respectively, the consumed CPU time in seconds and amount of megabytes of used memory. The C 1 and C 2 columns show, respectively, the number of polynomials removed by C 1 and C 2 criteria by the corresponding algorithm. The sixth column shows the number of polynomials eliminated by the new criterion related to syzygies applied in InvolutiveBasis and InvolutiveNormalForm algorithms. The F 5 and S columns show the number of polynomials removed, respectively, by F 5 and super-top-reduction criteria. Three last columns represent, respectively, the number of reductions to zero, the number and the maximum degree of polynomials in the final involutive basis (we note that for Gerdt et al. algorithm the number of polynomials is the size of the basis after the minimal process 
Conclusion and Perspective
In this paper, a modification of Gerdt's algorithm [16] which is a signature-based version of the involutive algorithm [12, 16] to compute minimal involutive bases is suggested. Additionally, we present a Hilbert driven optimization of the proposed algorithm, to compute (finite) Pommaret bases. In doing so, the proposed algorithm computes iteratively Janet bases by using the modified Gerdt's algorithm and use them, in accordance to ideas of [24] , to perform the variable transformations. The new algorithms have been implemented in Maple and they are compared with the Gerdt's algorithm and with the algorithm presented in [24] in terms of the CPU time and used memory, and several other criteria. For all considered examples, the Maple implementation of the new algorithms are shown to be superior over the existing ones. One interesting research direction might be to develop a new version of the proposed signature-based version of the involutive algorithm by incorporating the advantages of the algorithm in [16] , in particular of the Janet trees [15] . Furthermore, it would be of interest to study the behavior of different possible techniques to improve the computation of Pommaret bases.
