Abstract. The present paper is devoted to obtaining some smoothness results for the solution of two classical control problems relative to the optimal mixture of two isotropic materials. In the first one, the goal is to maximize the energy. In the second one, we want to minimize the first eigenvalue of the corresponding elliptic operator. At least for the first problem it is well known that it does not have a solution in general. Thus, we deal with a relaxed formulation. One of the applications of our results is in fact the nonexistence of a solution for the unrelaxed problem. In this sense, we improve a classical nonexistence result by Murat and Tartar for the maximization of the energy which was obtained assuming the solution smooth. We also get a counterexample to the existence of a solution for the eigenvalue problem which, to our knowledge, was an open problem.
Introduction.
A very classical problem in optimal design, which we will refer as the compliance problem, consists in mixing two isotropic elastic materials in the cross-section of a beam in order to minimize the torsion. This can be modeled as follows: Assume the beam defined as Ω × (0, L) with Ω ⊂ R 2 open and bounded and the elastic materials given through their corresponding Lamé's constants (λ 1 , μ 1 ), (λ 2 , μ 2 ). They are homogeneously distributed in the direction of the axis of the beam in two sets ω×(0, L) and (Ω\ω)×(0, L) with ω ⊂ Ω measurable. In the basis {x 3 = 0}, the beam is not rotated, while in {x 3 Our aim is to choose ω such that the energy required to carry out the torsion is maximal. This is equivalent to maximizing the potential energy given by
Assuming μ 1 > μ 2 , the solution is trivial and given by ω = Ω. The interesting problem comes when for economic reasons, the quantity of the best material is limited and then the choice ω = Ω is not possible. Another classical application of the same mathematical formulation is the optimal arrangement of two viscous fluids moving parallel to the axis of a pipe (Poiseuille flow) in order to maximize the flux.
Using the characterization of (1.1) as a minimum problem and denoting α = μ
2 , the problem can be also modeled as (1.2) min
This problem has been studied in several papers. It is known that it does not have a solution in general (see, e.g., [19] , [20] for nonexistence results in optimal design).
Then it is usual to work with a relaxed formulation which can be obtained by using the homogenization theory (see, e.g., [2] , [21] , [24] , [26] ). For (1.2) , it is shown in [22] that it consists in replacing the mixture αχ ω + βχ Ω\ω by the harmonic mean of α and β with respective proportions θ and 1 − θ, where θ ∈ L ∞ (Ω; [0, 1]) represents the density of the material α in the homogenized mixture. Thus, instead of (1.2), we have Although the solution can be not unique in general, it has been shown in [22] that for every solution (u, θ), the density flux
∇u is unique and there exists μ > 0 such that {x ∈ Ω : |σ| > μ} ⊂ ω ⊂ {x ∈ Ω : |σ| ≥ μ}.
Therefore, if the measure of the set {|σ| = μ} has null measure, we get the existence and uniqueness of a solution for the unrelaxed problem. Moreover, the interface of the corresponding solution is the level curve {|σ| = μ}. Assuming it is smooth, it can also be shown that it is a level curve for the state function u. However, these assumptions Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php do not usually hold. Namely, for Ω simply connected, the following interesting result has been proved in [22] : (1.5) if (1.3) has a solution (u, ω) with ω smooth, =⇒ Ω is a circle.
A numerical study of (1.3) is carried out in [15] (see also [16] ) by using a different relaxation. It can be obtained from (1.3) by directly computing the minimum in θ for every u ∈ H 1 0 (Ω). Our aim in the present paper is to obtain some smoothness results for the solutions of (1. Our results are based on the relaxed formulation given in [15] . They mainly refer to the function σ given by (1.4), which we recall is unique. Assuming Ω ∈ C 1,1 , we prove (local smoothness is also obtained)
We observe that (1.7) and (1.8) are equivalent to u ∈ W 1,p (Ω), p > 1, and u ∈ W 1,∞ (Ω), respectively. The assertion u ∈ W 1,∞ loc (Ω) has been previously obtained in [16] as an application of the results in [6] . Thus, the main novelty of the above theorem refers to the boundary estimates and especially to (1.9) , which is the main result of the paper. On the one hand, it shows that σ is once derivable. On the other hand, it shows that the density function θ is derivable in the orthogonal directions to σ or equivalently to ∇u because these two vectors are parallel, i.e., θ is derivable in the direction of the level sets of u.
In a later work, we want to use the above result to estimate the error in the numerical computation of the solution of (1.6). We refer to [4] for estimates in the numerical study of some optimal design problems for two-phase materials in dimension one. In the present paper, we observe that (1.9) has important consequences with respect to the existence of a solution for the unrelaxed problem, i.e., where θ is a characteristic function. In such a case, the derivative in the orthogonal directions to σ can only vanish. We will show that this is very restrictive and allows us to improve (1.5) by eliminating the strong restriction ω smooth.
In [3] , we have studied a problem related to (1.6), the energy problem, where instead of maximizing the energy we want to minimize it. Sometimes this is also called the compliance problem, playing the displacement the role of the torsion in our case. The smoothness results we got are in some sense dual of the obtained in the present paper. While here it is σ, defined by (1.4), which is unique and once derivable, for the energy problem it is the state function u which is unique and twice derivable. As we will see in the proof of Theorem 3.1 below, to obtain our smoothness result, we must deal with a linear elliptic problem where the matrix is bounded but not uniformly elliptic (see (3.21) below). For the energy problem, we deal with a problem Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where the matrix is uniformly elliptic but not bounded. We mention that although in the present paper our smoothness results are local, in [3] we are only able to obtain global regularity.
Another classical problem in the optimal design of two-phase materials is choosing a measurable subset ω ⊂ Ω such that the first eigenvalue of the operator
becomes minimal. It models, for example, the optimal distribution of two materials in heat conduction in order to obtain the most insulated one. For dimension one, the existence and characterization of a solution has been obtained in [17] . For arbitrary dimension, assuming existence and regularity, some optimality conditions have been obtained in [9, 10] . The results in this paper are devoted not only to the first eigenvalue but to an arbitrary one and refer to minimization and maximization.
A more detailed study of the problem has been carried out when Ω is a ball. In this case, the results in [1] show that there exists a solution and that the optimal set ω is an union of annuli. From some numerical computations, it was conjectured in [8] that the optimal solution is in fact obtained by taking the bad material β in a concentric ball to Ω and the good material α in the annulus around this ball. However, taking α close to β an asymptotic calculus has shown that the result is more involved and that other annuli can appear ( [7] , [14] , [18] ). In [7] , the authors also give some numerical results for domains different from a ball and β close to α.
In the present paper, we show that the problem of minimizing the first eigenvalue is in fact very related to the previous one. For the relaxed formulation, it consists in solving (1.6) for an arbitrary f ∈ L 2 (Ω) with norm smaller or equal than 1 and then minimizing in f . Thus, the smoothness results obtained for the previous problem also apply for this one. As an application, we give a counterexample to the existence of a solution for the unrelaxed eigenvalue problem which, to our knowledge, was an open question. Namely, we show that although a solution always exists for a circle, this is not true for a rectangle or an ellipse.
Preliminary results for the compliance problem.
In this section, we introduce the compliance problem and recall some well known results about it ( [2] , [6] , [15] , [16] , [22] ).
We consider a bounded open set Ω ⊂ R N and two positive constants α, β > 0 with α < β. Then, for a distributionf ∈ H −1 (Ω) and a constant κ ∈ (0, |Ω|), we consider the control problem (2.1)
A different formulation can be obtained as follows: 
Combining this equality with the classical characterization of u ω as the solution of a minimum problem, we get
Therefore, the control problem (2.1) is equivalent to
, it is clear that if we eliminate the volume restriction |ω| ≤ κ, then the solution of problem (2.1) is given by ω = Ω. This restriction means that although the material α is better than the material β, it is also more expensive and thus we want to use only a certain quantity κ of such material.
It is known that problem (2.1) has no solution in general and thus it is necessary to introduce a relaxation. Following [22] , this can be obtained by replacing in (2.1) the mixtures of materials of the form
by the most general ones
These new mixtures are obtained from the previous ones by using a rank-one laminate in the direction of the gradient of α and β with respective proportions θ and 1 − θ. Introducing
we then get the following relaxed formulation for (2.1) or (2.3): The solution θ of (2.7) is not unique in general, but reasoning similarly to [22] we can prove that the product ∇u θ /(1 + cθ) is independent of the solution θ chosen. This is given by the following theorem Theorem 2.1. There exists a unique functionσ ∈ L 2 (Ω) N such that for everyθ solution of (2.7), we have (2.9)σ = ∇uθ
This functionσ is characterized as the unique solution of
Moreover, a functionθ is a solution of (2.7) if and only if it is a solution of 
Thus, we have (2.12) max
This proves thatθ is a solution of (2.7) if and only if it is a solution of (2.11).
Applying the min-max theorem, the right-hand side of (2.12) also agrees with (2.10). Moreover, θ is a solution of (2.12) and σ is a solution of (2.10) if and only if (θ, σ) is a saddle point.
Since for θ fixed, the problem
has as unique solution σ θ , we then deduce that σ θ must be a solution of (2.10), but this problem has a unique solution because as maximum (not just a supremum) of a family of strictly convex functionals, the functional
is strictly convex. A simple application of the Kuhn-Tucker theorem allows us to compute the maximum in θ in (2.11) for σ =σ. This proves the following. 
In such case every functionθ ∈ L ∞ (Ω; [0, 1]) such thatθ = 1 in {x ∈ Ω : |∇u(x)| > 0} and has an integral less or equal than κ is a solution of (2.7).
Taking into account (2.14), equality (2.9), and −divσ = f in Ω, we get Theorem 2.3 below. It is related to another relaxation formulation for problem (2.1), which can be found in [15] . It can also be obtained from (2.8) computing the minimum in θ for every u ∈ H 1 0 (Ω). Theorem 2.3. Forμ given by (2.13), we define the positive convex function
is a solution of (2.7), the corresponding function uθ is a solution of (2.19) min
Moreover, ifμ > 0, then every solutionθ of (2.7) can be obtained from the corresponding state function uθ by 
is not necessarily a solution of (2.7) because its integral can be strictly greater than κ, but by (2.9) we havê
a.e. in Ω withσ given by (2.2).
Some smoothness results for the compliance theorem.
In this section, we get some smoothness properties for the solutions of the relaxed problem (2.7). They mainly refer to the functionσ defined by Theorem 2.1, which we recall is unique. As we will see later, it has several applications relative to the nonexistence of a solution for the unrelaxed problem (2.1).
and defineσ by Theorem 2.1. Then we have the following:
N and
•
For every p > N and every open set O U , there exists
• For every open set O U , there exists
Moreover, the tangential component ofσ vanishes on U ∩ ∂Ω and every solutionθ of (2.7) satisfies that
• If f belongs to
and there exists a solutionθ of (2.7) taking only the values 0 and 1, then 
• For every p > N, there exists
• There exists
Moreover, the tangential component ofσ vanishes on ∂Ω. Remark 4. Observe that (3.1) and (3.2) prove that ifθ is a solution of (2.7) and f belongs to (3.6) refer to interior points in Ω, they hold without any smoothness assumptions on U .
Remark 6. Taking into account that if (θ, uθ) is a solution of (2.7), thenσ is proportional to ∇uθ, estimate (3.4) shows thatθ is smooth in the directions of the level sets of uθ.
Remark 7. If problem (2.1) has a solution (ω, uω) withω smooth (for example, C 0,1 ), then, using that
with ν the unitary outward normal toω on ∂ω and H N −1 the N −1 Hausdorff measure, we get that equality (3.5) withθ = χω equivalent toσ and then ∇uω parallel to ν on ∂ω. This proves that u is constant on the connected components of ∂ω, which is a classical optimality condition for the smooth solutions of problem (2.1).
, and there exists a solution (ω, uω) of (2.1), then we deduce from (3.6) and the tangential component ofσ vanishing on U ∩ ∂Ω (see the third assertion in Theorem 3.1) the existence of w ∈ H 1 (Ω) such thatσ = ∇w with ∇w normal on ∂Ω. Since we have assumed ∂Ω connected and know that −divσ = f in Ω, we get that w can be chosen as the unique solution of the Dirichlet problem
This remark has also been carried out in [22] , but assuming that ω is an open set of class C 2 . The conditionσ = ∇w with w a solution of (3.10) is too restrictive and allows us to show that problem (2.1) does not have a solution in general. For the minimization of the torsion in a beam (see the introduction), the following interesting result has been proved in [22] Proof of Theorem 3.1. Along the proof, we fix a solutionθ of (2.7) and denote by u = uθ the corresponding state function, solution of (3.11)
−div ∇u
Step 1. From Theorem 2.3, we know that u satisfies (3.12)
which, using that F (s) = 2s/(1 + c) for s ≥ (1 + c)μ, can also be written as
Observing that the first term on the right-hand side is in W −1,∞ (U ∩ Ω), we then deduce (3.1) from the classical smoothness results for the Poisson equation and
Step 2. For F given by (2.18) and ε > 0, small enough, we consider a sequence F ε of nonnegative convex functions of class C 3 in [0, +∞), such that
Assuming that the restriction of
Then we define u ε ∈ H 1 (U ∩ Ω) as the unique solution of
or equivalently, as the unique solution of
Using 
In order to characterizeσ andǔ, we apply the Minity trick. First, we observe that taking u ε − u as test function in (3.16) andǔ − u as test function in (3.18), we deduce
This allows us to pass to the limit in
and then that
Therefore, the functionǔ satisfies
By convexity, this means thatǔ is a solution of
On the other hand, since u is a solution of (2.19), it is also a solution of
Thus, we have 
Step 3. We assume that U ∩ Ω is of class C 2,γ for some γ ∈ (0, 1). Then, applying Theorem 15.11 in [12] 
Using the existence of C > 0 such that 0 ≤ F ε ≤ C and 0 ≤ F ε ≤ Cs in [0, +∞), we have that M ε satisfies (remark that M ε is barely elliptic by a constant ε)
Moreover, we observe that
In order to estimate ∇∂ i u ε from (3.21), we will also need some boundary conditions. Given a pointx ∈ U ∩ ∂Ω, we can consider a ball B(x, r) ⊂ U and functions We define the functions v
Since u ε = 0 on ∂Ω implies that the tangential derivative of u ε vanishes on B(x, r) ∩ ∂Ω, we conclude with the following Dirichlet boundary conditions for v 
Now, we use that by definition (3.25) of v j ε , we have
Deriving this expression and using that for 1 ≤ l ≤ N − 1 the functions v l ε and then their tangential derivatives vanish on B(x, r) ∩ ∂Ω, we deduce
Substituting this expression in (3.28) and using that u ε = u = 0 on B(x, r) ∩ ∂Ω, we then get
In the last term of this equality, we use again that u ε vanishes on ∂Ω, which implies that ∇u ε is proportional to τ N on B(x, r) ∩ ∂Ω and then, from the expression (3.22
Using also that |τ 
Step (3.20) , the sequence σ ε and then ∇u ε is bounded in L q loc (U ) N for every q < +∞.
Then the right-hand side of (3.31), which we denote as h ε , is bounded in W [25] ) to prove the existence of C > 0, depending on ϕ such that
in U.
A similar reasoning using as a test function (∂ i u ε ϕ + k) − with k < (1 + c)μ also provides a lower bound for ∂ i u ε ϕ and then proves
In order to obtain boundary estimates, we reason analogously, using (3.26), (3.27), and (3.30). Therefore, we have proved that for every open set O strictly contained in U , there exists C > 0, depending on the distance of O to ∂Ω and of the norm in W 1,∞ of the functions τ i in
Step 3, such that
Taking in
Step 2 X = L p (U ∩ Ω) with p > N, we can then pass to the limit in this equality to conclude with (3.2) for U ∩ Ω of class C 2,γ with γ ∈ (0, 1). Observe that the dependence of C with respect to the smoothness of ∂(U ∩ Ω) is throughout the norm in W 1,∞ of the functions τ i in Step 3. Thus, regularizing the boundary, we can show that the result holds true just assuming U ∩ Ω of class C 1,1 .
2 as a test function in (3.22) . This gives
We introduce the truncated function T by
Then the first term on the right-hand side of this equality can be estimated by using
The first and third terms on the right-hand side of this equality satisfy 
Taking into account these estimates in (3.32) and applying Young's inequality, we have then proved
for a constant C depending on ϕ. Using (3.24) and (3.23), we then conclude that, for
Step 2, we can pass to the limit in (3.34) when ε tends to zero to deduce for 1 ≤ i ≤ N (3.35)
for every ϕ ∈ C ∞ c (U ), where the constant C depends on ϕ. In order to obtain the corresponding boundary estimates, we consider a point x ∈ U ∩ ∂Ω a ball B(x, r) and functions τ i as in Step 3. Defining the functions v j ε by (3.25) and taking into account (3.26), (3.27), we can reason as above to prove similarly to (3.33) 
Using in the first term on the right-hand side of this equality the decomposition 
The last term can be estimated by using that the embedding of 
Therefore, we have proved that for every δ > 0, there exists C δ > 0 such that
Combining this inequality with (3.36) and taking into account that the definition of the functions v j ε also implies
we conclude with the inequality
Taking into account (3.24) and (3.23), this also implies (3.37)
Step 2, we can then pass to the limit to prove (3.3) for U ∩ Ω of class C 2,γ . The case U ∩ Ω of class C 1,1 follows as in Step 3 by remarking that the constant C in (3.3) only depends on the smoothness of U ∩ ∂Ω throughout the norm in W 1,∞ of the functions τ i . Since the gradient of u ε is parallel to the outward normal of Ω on U ∩ ∂Ω, we also get that the tangential components ofσ vanish on U ∩ ∂Ω.
To prove (3.4), we use that (1 + cθ)σ = ∇u and thatσ is in H 1 (O ∩ Ω) for every open set O strictly contained in U . This gives
and then from (3.3) we get (3.4). Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Step 6. Let us now prove that ifθ only takes the values 0 and 1 and f belongs to
, then (3.5) and (3.6) hold. We defineθ ε and θ ε by (3.39)
and observe that definition (2.18) of F and the uniform convergence of F ε to F prove
and the existence ofθ ∈ L ∞ (Ω), such that up to a subsequencê
In order to characterizeθ, we observe that
Using then that u ε converges weakly to u in H 1 (U ∩ Ω) and σ ε converges weakly tô σ in H 
On the other hand, we observe thatσ ε converges strongly to zero in L 2 ({σ = 0}), which combined with |∇u ε | ≤ (1 + c)|σ ε | also proves that ∇u ε converges strongly to zero in L 2 ({σ = 0}), and then by definition (2.18) of F we get
Now, we observe that analogously to (3.38), equality (3.41) proves
where using (3.40), (3.42), (3.43), and (3.38) we can pass to the limit in ε to deduce
Using again (3.40), (3.42), and (3.43), we also havê 
Then, taking into account thatθ takes only the values 0 and 1, we get
Taking k converging to infinity, this proves
Similarly, we can show
a.e. in U ∩ Ω for every k ≥ 1 and then
This proves (3.5), which combined with (3.38) also proves (3.6).
Proof of Theorem 3.3. Assume that (ω, u ω ) is a solution of (2.1). From Remark 8, we know that Definingμ by (2.13), statement (2.14) withθ = χ ω implies
On the other hand, taking into account that Δw = 0 a.e. in {∇w = 0}, we get that |∇w| > 0 a.e. in Ω, and then we can apply Remark 2 and (2.15) to get (3.47) |ω| = κ.
Step 1. Let us prove the existence of a point x 0 ∈ Ω, such that
We consider a connected component O of the set {x ∈ Ω : |∇w(x)| <μ} Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (for example, the connected component corresponding to a point where w attains its maximum). Since by (3.46) and (3.47), O does not agree with Ω, we have that ∂O ∩ Ω is not empty and so we can take a point x * in ∂O ∩ Ω. Now, we choosex 0 ∈ O sufficiently close to x * to have
and we take
Note that x 0 is not in ∂Ω since r < dist(x 0 , ∂Ω). By the definition of O and x 0 ∈ ∂O, we have that the first equality in (3.48) holds and
This inequality combined with
which is a consequence of (3.45), allows us to use the Hopf's lemma to deduce that the normal derivative to O of |∇w| 2 at x 0 is strictly positive, and then that x 0 satisfies the second assertion in (3.48).
Step 2. Since from (3.45) w is analytic in Ω, we can apply the implicit function theorem to deduce the existence of a neighborhood U ⊂ Ω of x 0 such that (use (3.46)) U ∩ ∂ω = U ∩ {x ∈ Ω : |∇w| =μ} is a connected analytic manifold of dimension N − 1. From Remark 7, we also have that ∇w is parallel to the normal on ∂ω and then that the tangential derivative of w in the connected variety U ∩ ∂ω vanishes. Since w > 0 in Ω, we deduce the existence of a > 0 such that
We define the analytic manifoldM bỹ Since w = a and |∇w| =μ in M , we also have that ∇w is a nonvanishing normal vector on M and thus M is orientable.
Step 3. We consider a connected component M * of M . Then M * is a connected compact orientable manifold of dimension N − 1 contained in Ω. By the JordanBrower theorem, it is then the boundary of an open set Θ ⊂ Ω. On this point, we follow the ideas in [22] . We have proved that w satisfies Since we also know that M * = ∂Θ is analytic, we can apply Serrin's theorem (see [23] ) to deduce that Θ is a ball B(z 0 , R) and that w solution of (3.49) satisfies (3.50) w
Since w is analytic in Ω, we have that (3.50) is valid not only in B(z 0 , R) but in the whole of Ω, and then, using that w = 0 on ∂Ω, we get that Ω agrees with the ball B(z 0 , √ R 2 + 2cN ).
Applications to the minimization of the first eigenvalue.
In the present section, we show how the results obtained previously for problem (2.1) or its relaxed version (2.7) can be applied to the minimization of the first eigenvalue corresponding to the operator
under the restriction |ω| ≤ k, i.e., to the control problem
where as in the previous sections Ω is a bounded open set of R N , 0 < α < β, and 0 < κ < |Ω|. As for the compliance problem, it is not clear that this problem has a Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php solution, and thus it is necessary to introduce a relaxation which is given by
with c defined by (2.6).
The relationship between problems (4.2) and (2.3) is a consequence of the following result (see [2] , [5] ).
N ×N symmetric and uniformly elliptic, the first eigenvalue
Moreover, the maximum in (4.4) is attained in a certain f if and only if f is an eigenfunction relative to
We observe that definition (4.3) of λ 1 (A) implies
, and then the arbitrariness of f proves
.
In order to prove the contrary inequality, we take f ∈ H 1 0 (Ω) as an eigenfunction relative to λ 1 (A) of the unitary norm in L 2 (Ω). Then the solution u of problem (4.5) is given by u = f /λ 1 (A) and satisfies
To finish the proof, it only remains to show that if the maximum in (4.4) is attained in a certain f , then f is an eigenfunction relative to λ 1 (A). For this purpose, we obseve that for such f , the inequalities in (4.6) are in fact equalities. Using then
, Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php we deduce the existence of t > 0 such that u = tf . Since we also know
we deduce that t = 1/λ 1 (A), which finishes the proof. From Lemma 4.1, problem (4.2) is equivalent to
or changing the order in the maximum problems to
i.e., it consists of solving the compliance problem for every f ∈ L 2 (Ω) with unitary norm and then taking the maximum in f .
As an consequence of this equivalence and Theorem 3.1, we get the following. 
• Ifθ only takes the values 0 and 1, then
Proof. By Lemma 4.1, we know that (û,θ) is also a solution of problem (2.8) with
Then the result follows from Theorem 3. 
This proves smoothness for f given by (4.10) and allows us to improve the smoothness forû using again Theorem 3.1. Thus a bootstrap argument finishes the proof. From the last assertion in Theorem 4.2, we can now obtain a counterexample to the existence of solution for problem (4.1). This is given by the following result. Proof. We reason by contradiction.
Step 1. Assume that problem (4.1) with κ = |Ω| − ε has a solution (ω ε , u ε ), where we can take u ε strictly positive in Ω. By Remark 2 and (2.15), we have that
Moreover, taking into account (4.9) and Ω simply connected, we deduce the existence of
with λ 1,ε the minimum value of (4.1). Since ∇w ε is normal to each side of ∂Ω, we have that w ε is constant in each side of ∂Ω, and then, since it is in H 1 (Ω), it must be constant on ∂Ω. Thus, we can take w ε as the solution of (4.13) w ε = 0 on ∂Ω.
Step 2. We define (4.14)
and (4.15)
a unique solution of
Then, observing that 
Step 3. We have
In particular, 
Since |ω ε | tends to |Ω|, we have that μ ε converges to zero.
Step 4. We take x ε ∈ Ω such that
and we observe that (4.17) and u 0 attaining its maximum at zero imply 
we get thatŌ ε is contained in B(0, δ), and then from (4.21) and |∇w ε | = μ ε > 0 on ∂O ε we deduce that
which allows us to use the implicit function theorem to prove that O ε is of class C Using that O ε is C 2 and connected, we can then apply Serrin's theorem [23] to deduce that O ε is a ball and w ε is radial. Since we also know that ∇w ε vanishes at x ε , we get that x ε is the center of the ball O ε and then that D 2 w ε is a scalar matrix at x ε . Therefore, passing to the limit in ε by (4.18), we conclude that D 2 u 0 is a scalar matrix in contradiction with (4.19) .
To illustrate the example given in Theorem 4.3, we have introduced Figures 1,  2, 3 . They correspond to the numerical solution of problem (4.2) for Ω given as in Theorem 4.3 with N = 2, α = 1, β = 5 and ε = 0.1 |Ω|, ε = 0.5 |Ω|, ε = 0.9 |Ω|, respectively. White color corresponds to the good material α, black color corresponds to the bad material β, and grey colors refer to homogenization mixtures. Although Theorem 4.3 refers to ε small, we have always found homogenized zones, and in fact Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php they become especially signifiant for ε large, i.e., when we only dispose of a little quantity of the good material α.
To better appreciate the homogenized zones, the figures have been obtained by using a large precision where Ω is decomposed in 250,000 triangles. The algorithm used consists in finding the corresponding eigenvalue function u for a given choice of θ and then constructing a new function θ by solving the minimum in the first line of (2.8) for u fixed. The calculus has been carried out using MATLAB. However, we remark that we have not proved the convergence of the method. We do not know if there is uniqueness for the optimal solution, but using different initializations we have always obtained the same result.
Remark 9. The unique properties of Ω that we have used in the proof of Theorem 4.3 are that Ω is a simply connected sufficiently smooth open set with connected boundary, that the positive eigenfunction u 0 corresponding to the first eigenvalue of the Laplace operator with homogeneous Dirichlet condition at the boundary has a unique maximum point x 0 , and that This allows us to extend the result to some other choices of Ω. In particular, using the following result, it applies to an ellipse in R 2 which is not a circle. (We recall that the unrelaxed problem always has a solution if Ω is a circle [1] .) This provides a counterexample to the existence of a solution for problem (4.1), for which Ω is very smooth. Proof. From the symmetry properties of Ω and the dimension of the space of eigenfunctions relative to λ 1 equals to one, it is clear that u has the following symmetry properties:
