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Abstract
Following the general idea of smoothing through convolution, we discuss schemes for smoothing hat functions on the three-
directional and the four-directional mesh. The smoothing masks – which in the four-directional case are matrix masks – have
the same support as the refinement mask for the hat functions. Several smoothing schemes are presented, and in some cases the
smoothness properties of the smoothed functions are analysed. In particular, the results for the four-directional case follow new
and original lines of research.
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0. Introduction
Factorization techniques play an important role in the analysis of convergence of univariate subdivision schemes
and smoothness properties of their limit functions. The situation is more complicated in the multivariate setting,
[17,3,4], due to the different algebraic structure of the ring of multivariate polynomials. It is a good strategy, however,
to build multivariate subdivision schemes from simple building blocks in order to simplify the analysis. In addition,
even for the two-dimensional case, there is still a need for many more non-trivial examples of subdivision schemes.
This paper aims at providing such simple building blocks in order to generate bivariate schemes with smooth (at least
C1) limit functions.
We are going to smooth the bivariate hat functions, with various smoothing approaches. In order to explain the
basic smoothing idea, let us recall the well-known univariate case. The hat function in one variable,
M2(x) = (x + 1)+ − 2x+ + (x − 1)+
with y+ := max{y, 0} the truncation function, is the limit function of the univariate subdivision scheme with
subdivision mask
(Hα)α∈Z = 12
(
1 2 1
)
.
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Here, and in what follows, we will always underline the zero-indexed mask element, indexing will be in the usual
order, and mask elements outside the support of the mask will be not displayed. Hence, the mask symbol is given by
h(z) = z−1 1
2
(1+ z)2.
For symmetric smoothing, we employ the mask of a second-order difference,
(1α)α∈Z =
(
1 −2 1)
with symbol δ(z) = z−1(1− z)2, and a smoothing parameter λ in order to find the smoothing mask
Σ = 1
2
(
λ 2− 2λ λ) .
The corresponding smoothing symbol
σ(z) = 1− λ+ λ
2
(z−1 + z) = 1+ λ
2
δ(z) (1)
satisfies the normalization condition σ(1) = 1. Smoothing is now performed through convolution of the masks,
Aγ =
∑
α
Hα Σγ−α.
It produces the symbol of the smoothed scheme
a(z) = h(z) σ (z)
as the product of the hat function symbol h(z) and the smoothing symbol σ(z). Since the mask A appears in factored
form, we can employ the results from [10], Section 4.2, in order to see that the subdivision scheme SA is C1 whenever
the mask Σ is contractive (this is first-level contractivity of the scheme SΣ ), and this contractivity holds if and only if
0 < λ < 1.
In particular, the case λ = 12 leads us to the symbol
a(z) = 1
2
h2(z)
of the cubic B-spline, and to a subdivision scheme which is even C2.
A simple non-symmetric smoothing alternative is given by the one-parameter smoothing mask
Σ = 1
2
(
1− λ 1 λ) ,
with smoothing symbol
σ(z) = 1
2
(
1+ (1− λ)z−1 + λz
)
= 1+ 1
2
(
(1− λ)z−1 − 1+ λz
)
and corresponding first-order difference
(1α)α∈Z =
(
1− λ −1 λ) .
Again, for 0 < λ < 1 (the case where the smoothing mask is positive), the smoothed scheme with symbol
a(z) = h(z)σ (z)
is C1, and the case λ = 12 reproduces the scheme for the cubic B-spline. We remark that for this smoothing symbol,
the mask 2Σ is the mask of the simplest interpolatory subdivision scheme, where new points are inserted as affine (for
0 < λ < 1 convex, respectively) combinations of adjacent old points.
We are going to study this and the related smoothing techniques in the bivariate case, for the three-directional
hat function (the Courant element) and for the corresponding pair of hat functions on the four-directional mesh.
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The former case uses scalar masks and symbols, while the latter one refers to matrix notation. Here we have to
employ ideas of proof which are new, while the former case can be essentially reduced to techniques which are
already established in the literature. In a certain way, we are extending the construction of cubic B-splines, as the
auto-convolution of the univariate hat function, to two important bivariate situations, namely to splines existing on the
three-directional mesh and to those on the four-directional mesh. The former case appears already in the box spline
literature, since the box spline M2,2,2 is the convolution square of the Courant element M1,1,1, [1]. The analogue on
the four-directional mesh presented here, seems to be new.
A comment on the notation which we are going to use: Masks of subdivision schemes will be denoted by upper
case letters like (Hα)α∈Z2 , where the scalar and the vector case will be distinguished by using boldface notation for
the latter one. When displaying a mask, the mask element (which is a matrix in the vector case) indexed by (0, 0) ∈ Z2
will be underlined, and indexing will be in the usual order, i.e., in the index α = (α1, α2) the first component increases
from left to right, and the second one from bottom to top. Symbols are written in lower case letters like
h(z) =
∑
α
Hα zα and h(z) =
∑
α
Hα zα,
where zα = zα11 zα22 , and the sum is extended over the full lattice Z2. The scalar subdivision scheme SH corresponding
to the mask H operates on scalar sequences as
(SH x)α =
∑
β
xβ Hα−2β ,
while in the vector case it is convenient to let SH operate on row vectors x,
(SH x)α =
∑
β
xβ Hα−2β .
This slight deviation from the notation in the literature avoids the transposition of the matrix mask when writing the
corresponding refinement equation. Finally, by the contractivity of a scalar mask we mean∑
β
|Hα−2β | < 1 for all α,
which, according to the notation from the literature, is the first-level contractivity of the subdivision scheme SH. In the
vector case, contractivity is defined in the same way using appropriate matrix norms (subordinate to the sup-norm for
row vectors). For further notation we refer to the monograph [2], and to the survey articles [9,10].
1. Smoothed Courant elements
1.1. One-parameter symmetric smoothing
Smoothing of the Courant hat function can be performed in complete analogy to the univariate case. We start with
the subdivision mask of the Courant element,
(Hα)α∈Z2 =
1
2
0 1 11 2 1
1 1 0
 , (2)
and the corresponding mask symbol
h(z1, z2) = z−11 z−12
1
2
(1+ z1)(1+ z2)(1+ z1z2). (3)
For smoothing we take into account the three-directional, second-order difference
(1α)α∈Z2 =
0 1 11 −6 1
1 1 0

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and a smoothing parameter λ in order to build the smoothing mask
Σ = 1
6
0 λ λλ 6− 6λ λ
λ λ 0
 . (4)
The corresponding smoothing symbol
σ(z1, z2) = (1− λ)+ λ6 (z
−1
1 + z1 + z−12 + z2 + z−11 z−12 + z1z2) (5)
satisfies the normalization condition σ(1, 1) = 1. It is an average of the univariate symbols, namely using (1), with a
slightly ambiguous notation, we have
σ(z1, z2) = 13 (σ (z1)+ σ(z2)+ σ(z1 · z2)) .
Convolution of the masks (2) and (4) produces now again the smoothed mask A, with smoothed symbol
a(z1, z2) = h(z1, z2)σ (z1, z2). (6)
We call this one-parameter (symmetric) smoothing of the Courant element. It is apparent that the smoothing mask
mimics the symmetries of the mask of the Courant hat function.
In this construction, the necessary conditions for the convergence of SA, i.e.,
a(1, 1) = 4 and
a(1,−1) = a(−1, 1) = a(−1,−1) = 0,
are obviously satisfied, since they hold for the factor h already, and since the smoothing symbol satisfies the
normalization condition σ(1, 1) = 1.
The smoothness of the limit function is characterized in the following result.
Theorem 1. For one-parameter smoothing of the Courant hat function involving the smoothing factor (5), the
subdivision scheme SA is C1 if 0 < λ < 32 .
Proof. Since the method of proof is also exemplary for subsequent considerations, we give the complete details. We
employ the characterization in [10], Section 4.3, for factorizable schemes involving the three directions. Let
a1(z1, z2) = a(z1, z2)/(1+ z1),
a2(z1, z2) = a(z1, z2)/(1+ z2) and
a3(z1, z2) = a(z1, z2)/(1+ z1z2).
Then SA is C1 if any two of the ‘difference’ schemes SAi , i = 1, 2, 3, are contractive and any two of the ‘divided
difference’ schemes S2Ai , i = 1, 2, 3, are convergent.
In order to verify the latter condition, we check the contractivity of the ‘difference of divided difference’ schemes
SBi , i = 1, 2, 3, where
b1(z1, z2) = (1+ z1)σ (z1, z2),
b2(z1, z2) = (1+ z2)σ (z1, z2) and
b3(z1, z2) = (1+ z1z2)σ (z1, z2),
with σ from Eq. (5). In the first case, the mask takes the form
B1 = 16
0 λ 2λ λλ 6− 5λ 6− 5λ λ
λ 2λ λ 0
 .
Now, SB1 is (first-level) contractive if the mask B1 is contractive. And the latter holds if and only if
4|λ| < 6 and |λ| + |6− 5λ| < 6,
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Fig. 1. Courant hat function.
Fig. 2. Smoothed functions for λ = 12 (left) and λ = 34 (right).
which is equivalent to 0 < λ < 32 . The same condition characterizes the contractivity of SB2 and SB3 . (This could also
be understood from symmetry considerations.)
The condition is also sufficient for the contractivity of the schemes SAi , i = 1, 2, 3. For example, the identity
a1(z1, z2) = 12 (1+ z2)b3(z1, z2)
shows that the mask A1 is the ‘arithmetic mean’ of the contractive mask B3 and a shifted version of it. This proves the
theorem. 
We note that the intermediate case λ = 34 yields a smoothing factor with mask which is a multiple of the mask of
the Courant hat function,
Σ = 1
4
H.
The smoothed scheme is Loop’s scheme, the scheme for the box spline M2,2,2 (see [16,1]), which again is C2.
Fig. 1 shows the Courant hat function. The smoothed functions for λ = 12 and λ = 34 are displayed in Fig. 2.
1.2. Smoothing including more parameters
Similar results can be derived in the more general case, where the symbol of the smoothed scheme takes the form
a(z1, z2) = 12 (1+ z1)(1+ z2)(1+ z1z2)σ (z1, z2) (7)
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with σ(1, 1) = 1, the necessary condition for SA to converge. Again, by Theorem 4.25 in [10], the subdivision scheme
SA is convergent if and only if any two of the schemes SAi , i = 1, 2, 3, with symbols
a1(z1, z2) = a(z1, z2)/(1+ z1),
a2(z1, z2) = a(z1, z2)/(1+ z2),
a3(z1, z2) = a(z1, z2)/(1+ z1z2)
(8)
are contractive. Moreover, from Theorem 4.26 in [10] it follows that SA is C1 if any two of the schemes with
symbols 2ai (z1, z2), i = 1, 2, 3, are convergent. For the latter condition, it is sufficient to check that the schemes
SBi , i = 1, 2, 3, with symbols
b1(z1, z2) = (1+ z1)σ (z1, z2),
b2(z1, z2) = (1+ z2)σ (z1, z2),
b3(z1, z2) = (1+ z1z2)σ (z1, z2)
(9)
are all contractive. We are going to verify this in various situations by checking the contractivity of the three masks
B1, B2 and B3.
1.2.1. Directional smoothing
In directional smoothing, we choose a directional vector ζ = (ζ1, ζ2),
(0, 0) 6= (ζ1, ζ2) ∈ Z2 (10)
and, as smoothing factor,
σ(z1, z2) := 1− λ+ λzζ (11)
with the usual short notation zζ = zζ11 zζ22 . The special case (ζ1, ζ2) = (1,−1) and λ = 12 leads here to the subdivision
scheme for the four-directional Zwart–Powell element M1,1,1,1. The scheme is known to be C1, a fact which could be
also recovered from our analysis.
Iterating this idea of directional smoothing produces smoothing symbols in the factorized form. For example, in
three-directional smoothing we may incorporate the three directions ζ = (1, 0), (0, 1), (1, 1) and three parameters
λ,µ, τ . The resulting smoothing factor is
σ(z1, z2) = (1− λ+ λz1) (1− µ+ µz2) (1− τ + τ z1z2) , (12)
and the corresponding smoothing mask Σ is 0 (1− λ)µτ λµτ(1− λ)µ(1− τ) (1− λ)(1− µ)τ + λµ(1− τ) λ(1− µ)τ
(1− λ)(1− µ)(1− τ) λ(1− µ)(1− τ) 0
 . (13)
From this the contractivity of the masks Bi , i = 1, 2, 3, can be easily checked. For example, let 0 < λ,µ, τ < 1.
Then, in the case of b1(z1, z2) = (1+ z1)σ (z1, z2) we have the contractivity of the mask B1 if and only if
µτ + (1− µ)(1− τ) < 1 and µ(1− τ)+ (1− µ)τ < 1,
and similar conditions hold for the two other masks. From this we find the following result:
Theorem 2. For 0 < λ,µ, τ < 1, the smoothed scheme SA with symbol (7) and smoothing factor (12) is C1.
The special case λ = µ = τ = 12 again leads to the subdivision scheme of the box spline M2,2,2.
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1.2.2. Three-directional non-symmetric smoothing
The idea of non-symmetric smoothing from the introduction can be generalized to the bivariate case. If we work
with the three directions of the Courant element, the corresponding smoothing mask is
Σ = 1
4
 0 µ τ1− λ 1 λ
1− τ 1− µ 0
 , (14)
for the given parameters λ, µ and τ . Since the smoothing symbol
σ(z1, z2) = 14
(
1+ (1− λ)z−11 + λz1 + (1− µ)z−12 + µz2 + (1− τ)z−11 z−12 + τ z1z2
)
(15)
satisfies the normalization condition, the necessary conditions for convergence of the smoothed scheme with mask (7)
are satisfied. Even more is true: For this type of smoothing mask, we see that 4Σ is a mask for an interpolatory
subdivision scheme S4Σ , which satisfies the necessary conditions for convergence by itself. Hence, SA is the
convolution of the two subdivision schemes SH and S4Σ , and it is convergent whenever S4Σ is (see [6]). This
convergence obviously holds at least for a non-negative mask 4Σ , since for this case the new points at each subdivision
step are computed as convex combinations of adjacent old points, in the horizontal, or the vertical, or the north-east
diagonal direction, respectively.
Let us check the contractivity of the schemes SBi for the symbols in Eq. (9). Since
B1 = 14
 0 µ µ+ τ τ1− λ 2− λ 1+ λ λ
1− τ 2− µ− τ 1− µ 0
 ,
B2 = 14

0 µ τ
1− λ 1+ µ λ+ τ
2− λ− τ 2− µ λ
1− τ 1− µ 0
 ,
and
B3 = 14

0 0 µ τ
0 1− λ+ µ 1+ τ λ
1− λ 2− τ 1− µ+ λ 0
1− τ 1− µ 0 0
 ,
we see that the three matrices Bi are contractive if 0 < λ,µ, τ < 32 . From this we have the following result:
Theorem 3. For the case of non-symmetric smoothing of the three-directional Courant hat function involving the
smoothing factor (15), the subdivision scheme SA with corresponding symbol (7) is C1 if all three parameters λ, µ
and τ are from the open interval (0, 32 ).
The box spline M2,2,2 is recovered for the special case where λ = µ = τ = 12 . Fig. 3 shows the limit function for
S4Σ and the smoothed Courant element for λ = µ = τ = 14 .
2. Matrix smoothed hat functions
The Courant hat function existing on the three-directional mesh has a vector-valued function analogue on the
four-directional mesh. Here, we consider the pair
Φ = (φ1, φ2)t ,
of piecewise linear functions, with φ1 being supported on the convex hull of the four points (±1, 0), (0,±1),
normalized by φ1(0, 0) = 1, and
φ2(x, y) = φ1(x + y − 1, x − y).
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Fig. 3. Limit for S4Σ (left), smoothed Courant for λ = µ = τ = 14 (right).
The two functions generate the space of continuous, piecewise linear splines on the four-directional mesh. The
example appears first in [11] in connection with properties of pairs of refinable functions, and is discussed to some
extent as Example 5.10 in [15]. The pair is refinable, with matrix mask
H = (Hα) = 12

(
0 0
0 0
) (
1 0
0 1
) (
0 0
2 1
)
(
1 1
0 0
) (
2 1
0 1
) (
1 0
0 1
)
(
0 1
0 0
) (
1 1
0 0
) (
0 0
0 0
)

(16)
and matrix symbol
h(z1, z2) =
1+ 12 (z−11 + z1 + z−12 + z2) 12 (1+ z−11 )(1+ z−12 )
z1z2
1
2
(1+ z1)(1+ z2)
 . (17)
In [7], smooth refinable pairs are constructed from this example using convolution, and analysed with regard to
their approximation power. Here, in generalizing the previous examples, we would like to look at the ‘square’ of Φ,
in terms of Kronecker convolution,
Ψ := Φ Φ := (φ1 ∗ φ1, φ1 ∗ φ2, φ2 ∗ φ1, φ2 ∗ φ2)t . (18)
Here, the symbol ∗ refers to the usual convolution product of functions. The result is a vector of four spline functions
existing on the four-directional mesh, which are piecewise quartic polynomials and globally C2. Although the two
middle functions are identical, we keep both of them in the vector Ψ in order to make use of a more symmetric
structure. The graph of these functions is displayed in Fig. 4. We consider this to be the analogue of the box spline
M2,2,2 if we pass from the three-directional mesh to the four-directional one.
Concerning refinability, the convergence of the inherent subdivision scheme and the approximation order of Ψ , we
may refer to our previous notes [6,5]. In particular, the refinement mask of Ψ is given by H(2) = (H(2)γ )γ∈Z2 , where
H(2)γ :=
1
4
∑
α
Hα ⊗Hγ−α, γ ∈ Z2, (19)
and its symbol is
h(2)(z1, z2) = 14 h(z1, z2)⊗ h(z1, z2). (20)
Here, ⊗ denotes the Kronecker product of matrices, see Chapter 4 in [12].
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Fig. 4. Functions φ1 ∗ φ1 (left), φ1 ∗ φ2 = φ2 ∗ φ1 (center), φ2 ∗ φ2 (right).
2.1. A matrix smoothing symbol
As in the previous section, we replace one of the factors in Eq. (20) by a matrix smoothing symbol, i.e., for a given
matrix mask 6 = (6α)α∈Z2 , we consider the smoothed matrix mask
Aγ = 14
∑
α
Hα ⊗6γ−α, γ ∈ Z2, (21)
and its symbol
a(z) = 1
4
h(z)⊗ σ(z). (22)
Note that – breaking with the notation in the preceding section – we keep the factor 14 separate from 6 and σ.
For a non-symmetric smoothing approach, we try the smoothing matrix mask
6 =

(
0 0
0 0
) (
µ 0
0 1− τ
) (
0 0
1 1− τ
)
(
1− λ 1− τ
0 0
) (
1 1− τ
0 τ
) (
λ 0
0 τ
)
(
0 τ
0 0
) (
1− µ τ
0 0
) (
0 0
0 0
)

(23)
for the given parameters λ, µ and τ . It reproduces H for the case that all the three parameters take the value 12 . The
smoothing matrix symbol is
σ(z1, z2) =
(
σ11(z1, z2) σ12(z1, z2)
σ21(z1, z2) σ22(z1, z2)
)
, (24)
with
σ11(z1, z2) := 1+ λz1 + µz2 + (1− λ)z−11 + (1− µ)z−12 ,
σ12(z1, z2) := z−11 z−12 (1+ z1)(τ + (1− τ)z2),
σ21(z1, z2) := z1z2,
σ22(z1, z2) := (1+ z1)(τ + (1− τ)z2) = z1z2σ12(z1, z2).
It factorizes as follows:
σ(z1, z2) =
(
1 0
0 z1z2
)(
σ11(z1, z2) σ22(z1, z2)
1 σ22(z1, z2)
)(
1 0
0 z−11 z
−1
2
)
. (25)
Fig. 5 shows the smoothed functions for λ = µ = τ = 14 .
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Fig. 5. Smoothed functions for λ = µ = τ = 14 .
2.1.1. Analysis of the smoothing factor
In order to study the smoothed scheme, a natural way would be to extend the approach of Section 1 using difference
and divided difference schemes, and to use the results of Charina, Conti and Sauer from [3,4] referring to the restricted
spectral radius. However, it seems easier to handle the parameter by trying a different, more direct analysis as follows.
We start with the properties of the submasks
6e :=
∑
β
6e−2β , e ∈ E := {(0, 0), (1, 0), (0, 1), (1, 1)} , (26)
as well as of the smoothing symbol restricted to the torus,
P(ξ1, ξ2) := 14 σ(e
−iξ1 , e−iξ2). (27)
Apparently,
6(0,0) = 6(1,0) =
(
1 1− τ
0 τ
)
,
6(0,1) =
(
1 τ
0 1− τ
)
and 6(1,1) =
(
0 τ
1 1− τ
)
,
while
P(0, 0) = 1
4
σ(1, 1) = 1
4
∑
α
6α = 14
(
3 2
1 2
)
,
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P(pi, 0) = 1
4
σ(−1, 1) = 1
4
∑
α
(−1)α16α = 14
(
1 0
−1 0
)
,
P(0, pi) = 1
4
σ(1,−1) = 1
4
∑
α
(−1)α26α = 14
(
1 2(1− 2τ)
−1 2(2τ − 1)
)
,
P(pi, pi) = 1
4
σ(−1,−1) = 1
4
∑
α
(−1)α1+α26α = 14
(−1 0
1 0
)
.
It is easy to check that the submasks 6e, e ∈ E , have a common left eigenvector associated with the eigenvalue 1.
This is the condition necessary for convergence of S6 , and the common (left) eigenvector is v = (1, 1). The second
eigenvalue of the submasks is τ for 6(0,0) and 6(1,0), 1− τ for 6(0,1), and−τ for 6(1,1). Its modulus is less than one,
if and only if 0 < τ < 1.
v is also the unique solution (up to a scalar multiple) of the set of equations
v P(pie) = v, e = (0, 0),
v P(pie) = 0, e ∈ E \ {(0, 0)},
i.e., P satisfies the moment conditions of order at least one according to the notation of [15], sometimes also called
the ‘standard assumption’. Hence, the subdivision scheme S6 reproduces constant functions, see [13,14]. In addition,
the scheme is rank-1 interpolatory according to the definition given in [8].
2.1.2. Convergence of the smoothing scheme
Since v = (1, 1) we expect that for the given initial data
x(0) = (x(0)α )α∈Z2 ,
the subdivision scheme
x(k+1) = S6 x(k), k = 0, 1, . . . ,
will converge to the same continuous function f = fx(0) in both components of x(k). For notational convenience, we
introduce the discrete vector-valued functions f(k), defined on the lattices 1
2k
Z2, by setting
x(k)α =: f(k)
(
1
2k
α
)
=
(
f (k)1
(
1
2k
α
)
, f (k)2
(
1
2k
α
))
, α ∈ Z2.
We also put
e1 = (1, 0) and e2 = (0, 1).
With this notation, the subdivision rules read as follows.
For the first component:
f (k+1)1
(
1
2k+1
(2α)
)
= f (k)1
(
1
2k
α
)
,
f (k+1)1
(
1
2k+1
(2α + e1)
)
= λ f (k)1
(
1
2k
α
)
+ (1− λ) f (k)1
(
1
2k
(α + e1)
)
,
f (k+1)1
(
1
2k+1
(2α + e2)
)
= µ f (k)1
(
1
2k
α
)
+ (1− µ) f (k)1
(
1
2k
(α + e2)
)
,
f (k+1)1
(
1
2k+1
(2α + e1 + e2)
)
= f (k)2
(
1
2k
α
)
.
(28)
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For the second component:
f (k+1)2
(
1
2k+1
(2α)
)
= (1− τ) f (k)1
(
1
2k
α
)
+ τ f (k)2
(
1
2k
α
)
,
f (k+1)2
(
1
2k+1
(2α + e1)
)
= τ f (k)2
(
1
2k
α
)
+ (1− τ) f (k)1
(
1
2k
(α + e1)
)
,
f (k+1)2
(
1
2k+1
(2α + e2)
)
= (1− τ) f (k)2
(
1
2k
α
)
+ τ f (k)1
(
1
2k
(α + e2)
)
,
f (k+1)2
(
1
2k+1
(2α + e1 + e2)
)
= (1− τ) f (k)2
(
1
2k
α
)
+ τ f (k)1
(
1
2k
(α + e1 + e2)
)
.
(29)
In particular,
f (k+1)1
(
1
2k+1
(2α)
)
− f (k+1)2
(
1
2k+1
(2α)
)
= τ
(
f (k)1
(
1
2k
α
)
− f (k)2
(
1
2k
α
))
,
which tells that for any dyadic point x = 1
2k0
α, say, the difference in the two components satisfies
f (k)1 (x)− f (k)2 (x) = O(τ k−k0) as k →∞,
as it should be. Whence, for 0 < τ < 1, the problem of convergence reduces to the analysis of convergence in the first
component.
Theorem 4. For 0 < λ,µ, τ < 1, the vector subdivision scheme S6 with matrix mask 6 displayed in (23) is
convergent.
Proof. It is sufficient to check the convergence for initial delta sequences only,
x(0)α = f(0)(α) =
(
f (0)1 (α), f
(0)
2 (α)
)
= (δα, 0) or = (0, δα) , α ∈ Z2.
These will create the basic limit functions φ1,6 and φ2,6 of compact support.
To this end, we introduce some notation. By
D :=
∞⋃
k=0
Dk with Dk = 12k Z
2, k = 0, 1, . . . (30)
we denote the set of dyadic points in R2, and the level of a dyadic point x is the integer k such that x ∈ Dk \ Dk−1,
with D−1 := ∅. Dk is also the set of vertices of the associated rectangulation Rk at level k. By introducing the two
diagonals within each square of this rectangulation, we arrive at the four-directional triangulation Tk at level k. Its
vertices are
Vk := 12k
{
Z2 ∪
(
1
2
(e1 + e2)+ Z2
)}
,
i.e., Vk is generated from Dk by introducing the center of each square ofRk .
The triangulation Tk defines what we are going to call the neighborhood at level k, of points in Vk , which are
connected by an edge of the triangulation. This neighborhood is essential for describing the subdivision scheme in
terms of stencils. At level 0, the function values are fixed on the set V0 by writing the first component of f(0) as function
values of the dyadic points at level 0, and by transcribing the second component of f(0) to the north-east midpoints of
the squares. This transcription rule is the last equation in (28), for k = 0.
At step k+1 of the subdivision scheme, the function value at any new point x′ = 12 (x+y) ∈ Vk+1\Vk is constructed
as a convex combination of the function values at its two ‘generators’ x, y ∈ Vk , which are neighbors at level k. For
horizontal generators, the convex combination is given by the second equation in (28), while for vertical generators,
the third equation applies. These involve the parameters λ and µ, respectively. In the case of diagonal neighbors in
Vk , we have a north-east rule and a south-east rule. The first one is given by the first and the last equation in (29) in
combination with the transcription rule, i.e., the last equation in (28). Finally, the south-east rule works with the two
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middle equations in (29), in combination with the transcription rule. Both the diagonal rules involve the parameter τ
only, with weights 1− τ, τ for the north-east rule, and the weights τ, 1− τ for the south-east one.
Let us apply this idea to generate the first limit function f = φ1,6 only (the situation for the second limit function
being similar). As input values, we attribute the function value equal to 1 to the origin, and the function value 0 to
all other points of V0. Then, at level k > 0, we compute new values for x′ ∈ Vk \ Vk−1 as convex combinations of
the values at its two generators in Vk−1. In this way, the limit function is recursively defined pointwise at all dyadic
points. Its function values are non-negative, bounded by 1, and a specific function value is strictly positive if and only
if it is generated by at least one strictly positive value. Hence, the support of the limit function f = φ1,6 is given by
the convex hull of the eight points which are neighbors of the origin at level 0. This is the diamond with edges ±e1
and ±e2, and this support is independent of the specific value of the parameters λ, µ and τ .
The proof of the theorem is finished by the following three lemmas, which prove that the limit function is uniformly
continuous on the set of dyadic points. Whence, it has a (uniformly) continuous extension onto its compact support,
and onto all of R2. 
Lemma 1. For k = 0, 1, 2, . . ., let x′ ∈ Vk+1 \ Vk , and let x, y ∈ Vk be the generators of x′. Then, for f = φ1,6 , the
following estimate holds true:∣∣ f (x′)− f (y′)∣∣ ≤ c| f (x)− f (y)|, y′ ∈ {x, y} , (31)
with c := max{λ, 1− λ,µ, 1− µ, τ, 1− τ }.
Proof. The new function value is computed as
f (x′) = γ f (x)+ (1− γ ) f (y),
where γ ∈ {λ, 1− λ,µ, 1− µ, τ, 1− τ }. This proves the lemma. 
Lemma 2. Let x′, y′ ∈ Vk+1 be two neighbors at level k + 1. Then∣∣ f (x′)− f (y′)∣∣ ≤ cb(k+1)/2c, (32)
where c is the constant of the preceding lemma. Here, bκc denotes the greatest integer less than or equal to κ .
Proof. Let
dk+1 := max | f (x′)− f (y′)|,
where the max is taken with respect to all pairs of neighbors at level k + 1. We will show that
dk+1 ≤ dk and dk+1 ≤ c dk−1
which, in combination with the apparent estimate d0 ≤ 1 proves the lemma.
LetQ be any square from the rectangulationRk at level k, and choose x′, y′ as two neighbors at level k + 1 within
this square. There are altogether 28 possibilities to choose these pairs inside Q. In 16 cases, one of the points is a
corner of Q, or the midpoint of Q. In these cases, the estimate of the preceding lemma can be applied in order to find∣∣ f (x′)− f (y′)∣∣ ≤ c dk .
In 8 cases, both points do not belong to Vk , but they have a common generator x ∈ Vk , which is even a point from
Dk . Hence, the second generator of both points is either the center z, say, of Q or a corner y, say, of Q. Hence z is a
diagonal neighbor of x, and y is a horizontal or vertical neighbor of x, at level k. Since w.l.o.g.
f (x′) = c1 f (x)+ (1− c1) f (y)
f (y′) = c2 f (x)+ (1− c2) f (z)
with c1, c2 ∈ {λ, 1− λ,µ, 1− µ, τ, 1− τ }, we see that∣∣ f (x′)− f (y′)∣∣ ≤ c dk .
For example, in the case c2 ≥ c1, this follows from the identity
f (x′)− f (y′) = (1− c2) (( f (y)− f (z)))+ (c2 − c1)( f (y)− f (x)),
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which gives the estimate∣∣ f (x′)− f (y′)∣∣ ≤ (1− c1)max{| f (y)− f (z)|, | f (y)− f (x)|}.
There are 4 ‘critical’ cases left, where one of the points, x′ say, is the midpoint of Q and the other point y′ is the
midpoint of a side of Q belonging to the (horizontally or vertically adjacent) corners y and z, say. Since f (y′) is a
convex combination of f (y) and f (z), we have the estimate∣∣ f (x′)− f (y′)∣∣ ≤ max {| f (x′)− f (y)|, ∣∣ f (x′)− f (z)∣∣} ≤ dk .
In these ‘critical’ cases, however, we observe that two horizontal or vertical neighbors at level k + 1 are estimated
against two diagonal neighbors at level k. So, in a recursive estimate, the critical cases will not appear within two
subsequent steps. This proves the lemma. 
Lemma 3. Let x′, y′ ∈ D be two points inside one single rectangle Q of the rectangulationRk at level k. Then∣∣ f (x′)− f (y′)∣∣ ≤ 2 cbk/2c. (33)
Finally, for x′, y′ ∈ D satisfying ‖x− y‖ < 2−k , we have∣∣ f (x′)− f (y′)∣∣ ≤ 4 cbk/2c. (34)
Proof. Since the squareQ consists of four triangles from the triangulation Tk with a common corner (the midpoint of
Q), it is sufficient to prove the estimate without the factor 2, for the case, that both points x′ and y′ are inside one single
triangle1 of the triangulation Tk . In this case, looking at the genesis of points, we see that they are both ‘descendants’
of the three corners x, y and z, say, of 1. Whence, f (x′) and f (y′) are convex combinations of the three values f (x),
f (y) and f (z), and∣∣ f (x′)− f (y′)∣∣ ≤ max{| f (x)− f (y)|, | f (x)− f (z)|, | f (y)− f (z)|}, (35)
and the right-hand side is bounded by dk . This proves the first estimate, and the second one follows from another
application of the triangle inequality. 
The last statement of Lemma 3 implies that f is Ho¨lder continuous with exponent 12a, with a = − log2 c. The
factor 12 , however, seems to be pessimistic, as the case λ = µ = τ = 12 shows where f is Ho¨lder continuous with
exponent a = 1. After all, the result as it stands is enough to conclude that f is uniformly continuous on D, and the
proof of Theorem 4 is complete.
2.1.3. The smoothed matrix scheme
We now consider the smoothed scheme.
Theorem 5. The smoothed subdivision scheme with matrix mask given in (21) and smoothing matrix mask from (23)
is convergent, if the parameters are chosen according to 0 < λ,µ, τ < 1.
Proof. This follows from Theorem 3.1 in [5], since according to Theorem 4 both the convolution factors are
convergent. 
The limit functions of the smoothed scheme are the four functions of the Kronecker product
(φ1, φ2) (φ1,6, φ2,6).
Here, the factors φ1 and φ2 are piecewise linear and continuous, whence Ho¨lder continuous with exponent 1. The
smoothness of the other two factors is estimated by Lemma 1, which we think is a pessimistic estimate. We hope that
we will be able to provide a more detailed smoothness analysis in the future.
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Fig. 6. Smoothed functions for λ = 14 .
2.2. A symmetric smoothing matrix mask
As an alternative to the preceding non-symmetric smoothing mask, we point to a symmetric approach, with
smoothing matrix mask
6 =

(
0 0
0 0
) (λ 0
0
1
2
) (
0 0
1
1
2
)
(
λ
1
2
0 0
) 3− 4λ 12
0
1
2
 (λ 0
0
1
2
)
(
0
1
2
0 0
) (
λ
1
2
0 0
) (
0 0
0 0
)

(36)
for a given parameter λ. It again reproduces H for λ = 12 . The smoothing matrix symbol, in its factorized form, is
given by
σ(z1, z2) =
(
1 0
0 z1z2
)(
σ11(z1, z2) σ22(z1, z2)
1 σ22(z1, z2)
)(
1 0
0 z−11 z
−1
2
)
. (37)
Here,
σ11(z1, z2) := 3+ λ
(
−4+ z1 + z2 + z−11 + z−12
)
,
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and
σ22(z1, z2) := 12 (1+ z1)(1+ z2).
Fig. 6 shows the smoothed functions for λ = 14 . The result seems to be quite satisfactory, although we do not have
a reasonable smoothness analysis so far. It should be emphasized that, although the smoothing matrix mask itself is
not connected to a convergent subdivision scheme, the convolved matrix mask satisfies the necessary conditions for
convergence, with corresponding row vector
v⊗ v = (1, 1, 1, 1).
Acknowledgements
This work was initiated while the second author was visiting the Dipartimento di Energetica of the Universita`
di Firenze, in April 2005. The hospitality of the department and the support from INDAM (Istituto Nazionale di
Alta Matematica) are gratefully acknowledged. We thank Elena Berdysheva and Georg Zimmermann for the helpful
discussions during the process of proving the three lemmas in Section 2.1.2.
References
[1] C. de Boor, K. Ho¨llig, S.D. Riemenschneider, Box Splines, in: Applied Math. Sciences, vol. 98, Springer-Verlag, New York, 1993.
[2] A.S. Cavaretta, W. Dahmen, C.A. Micchelli, Stationary subdivision, Mem. Amer. Math. Soc. 93 (453) (1991).
[3] M. Charina, C. Conti, Regularity of multivariate vector subdivision schemes, Technical Report, Dipartimento di Energetica, Universita` di
Firenze, 2002.
[4] M. Charina, C. Conti, T. Sauer, Regularity of multivariate vector subdivision schemes, Numer. Algorithms 39 (2005) 97–113.
[5] C. Conti, On the convergence of convolved vector subdivision schemes, Appl. Numer. Math. 51 (2004) 477–486.
[6] C. Conti, K. Jetter, A note on convolving refinable function vectors, in: A. Cohen, C. Rabut, L.L. Schumaker (Eds.), Curve and Surface Fitting,
Vanderbilt University Press, Nashville, 2000, pp. 135–142.
[7] C. Conti, K. Jetter, A new subdivision method for bivariate splines on the four-directional mesh, J. Comput. Appl. Math. 119 (2000) 81–96.
[8] C. Conti, G. Zimmermann, Interpolatory rank-1 vector subdivision schemes, Comput. Aided Geom. Design 21 (2004) 341–351.
[9] N. Dyn, Subdivision schemes in Computer-Aided Geometric Design, in: W. Light (Ed.), Advances in Numerical Analysis - Volume II,
Wavelets, Subdivision Algorithms and Radial Basis Functions, Clarendon Press, Oxford, 1992, pp. 36–104.
[10] N. Dyn, D. Levin, Subdivision schemes in geometric modelling, Acta Numer. 11 (2002) 73–144.
[11] T.N.T. Goodman, Pairs of refinable bivariate splines, in: F. Fontanella, K. Jetter, P.-J. Laurent (Eds.), Advanced Topics in Multivariate
Approximation, World Scientific, Singapore, 1996, pp. 125–138.
[12] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, Cambridge, 1991.
[13] K. Jetter, G. Zimmermann, Polynomial reproduction in subdivision, Adv. Comput. Math. 20 (2004) 67–86.
[14] K. Jetter, G. Zimmermann, Constructing polynomial surfaces from vector subdivision schemes, in: B.D. Bojanov (Ed.), Constructive Function
Theory (Proc. Varna 2002), DARBA, Sofia, 2003, pp. 327–332.
[15] Q. Jiang, Multivariate matrix refinable functions with arbitrary matrix dilation, Trans. Amer. Math. Soc. 351 (1999) 2407–2438.
[16] C. Loop, Smooth spline surfaces based on triangles, Master’s Thesis, University of Utah, 1987.
[17] T. Sauer, Stationary vector subdivision— quotient ideals, differences and approximation power, Rev. R. Acad. Cien. Serie A. Mat. 229 (2002)
621–674.
