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Abstract
This dissertation presents a series of work under the topic of designing and modeling
novel low-dimensional materials and structures with desired and coherent structural,
electronic, and magnetic properties, using a variety of theoretical tools, including first-
principles density functional theory (DFT) method, numerical Monte Carlo (MC)
method, and analytical phenomenological approaches, etc. The contents are divided
into three major topics:
(1) Magnetic properties of n-p codoped materials. The noncompensated n-p
codoping method is proposed to increase the density of magnetic dopants in diluted
magnetic semiconductors (DMS) while keeping the magnetic coupling strength, which
may lead to a high Curie temperature, comparable to room temperature. A two-
step approach, combining first-principles and Monte Carlo methods, is developed to
estimate the Curie temperatures of these systems.
(2) Growth and functionality of graphene. We focus on the nucleation processes of
carbon adatoms in the early stages of graphene epitaxial growth on transition metal
surfaces, and revealed that the strong interaction between C adatoms can lead to
very different nucleation behaviors compared to conventional epitaxial growth. Our
other works along this line include the prediction of stable carbon “nanoarches” in
the early stages of graphene growth on Cu surface, the realization of graphene p-n
superlattices using wedged Pb islands, and the proposal to suppress grain boundaries
of epitaxial graphene by using superstructured Mn-Cu(111) surface alloy as substrates
and a two-step kinetic pathway. In an ongoing work, we also found the compensated
vi
n-p codoping method to be promising to establish long-range ferromagnetic order in
graphene.
(3) Electronic and chemical properties of topological insulator (TI) heterostruc-
tures. By studying the structure of the TI Bi2Se3 covered by an ultrathin gold film,
we found that the unconventionally robust topological surface states (TSS) of the
Bi2Se3 can make the gold film a better platform for the adsorption and reaction of
both CO and O2 molecules, by acting as a charge reservoir. Following this work,
we investigated the behavior of TSS in the heterostructures of TI and thin films of
conventional insulators (CI), and discovered dual-proximity effects, implied by the
spatial relocation of the TSS in the vertical direction.
vii
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Chapter 1
Introduction
Low-dimensional materials generally refer to the systems with their dimension smaller
than three, for example, thin films, nanowires, nanoparticles, superlattices, etc.
Surfaces of bulk materials and physical entities with strong low-dimensional characters
such as surface states can also be included in the general definition of low-dimensional
systems. Low-dimensional materials and systems have been the focus of condensed
matter physics and material science in the last decades, due to their unique properties
and the tunability offered by their boundaries. Since the field of low dimensional
systems has been growing into a important constituent of condensed matter physics,
and there have already been numerous excellent books and review articles on almost
any subfields, we are by no means trying to make this thesis a comprehensive review.
Instead, we will focus on the topics that we have been working on in the past few
years, and try to convey our strategy of exploiting the rich physics in low dimensions,
that is, designing new systems or materials with desired structural, electronic, and
magnetic properties, based on the delicate correlation between these factors.
1
1.1 Characteristics of Low-Dimensional Materials
In this section I will give an overview of some of the unique properties of low-
dimensional systems that we have been interested in, divided into three categories,
i.e, structural, electronic, and magnetic.
1.1.1 Structural properties
Surface reconstruction
Surface reconstruction and the special case of surface relaxation are fundamental
issues in surface physics. They generally refer to the phenomena that the atomic
arrangement near the surfaces of crystals are different from that in the bulk, due
to the drastically different bonding environment at the surfaces. The behaviors
of reconstruction are generally different in metals and in semiconductors. In the
former the chemical bonds between metal atoms are essentially not directional and
the bonding electrons are delocalized, while in the latter the covalent bonds are
highly directional and localized in space [4]. It is therefore expected that surface
reconstruction will be more complex in the case of semiconductors. A well known
example is the 7× 7 reconstruction on the (111) surface of silicon.
In addition, for compound semiconductors such as GaAs, the reconstructed surface
may have a different stoichiometry from the bulk to satisfy the requirement that the
surface region be charge neutral. To account for this mechanism, a simple electron
counting (EC) model has been developed [5, 6] and proven to be able to explain a
wide variety of surface reconstructions [7–10]. According to the EC model, given the
number of available electrons, a surface reconstruction will try to fill all the dangling
orbitals on the electronegative elements while leaving those on the electropositive
elements empty. For a specific surface, the EC model is used to identify a set
of probable reconstructions, and the actual one has to be determined by further
experimental or computational techniques.
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Epitaxy and thin film growth
Epitaxy means the registered formation of a crystalline overlayer on the surface of
a crystalline substrate [4, 11]. The epitaxial films may come from either gaseous
or liquid precursors deposited on the substrate. If the substrate is of the same
composition as the overlayer, the epitaxy is called homoepitaxy. Otherwise it is
heteroepitaxy. As an important experimental technique to fabricate thin films with
good crystalline quality, a great number of studies have been devoted to the physics in
epitaxy, especially the dynamics and kinetics in the thin film growth processes [12, 13].
Thin-film growth is typically divided into three regimes: island (Volmer-Weber),
layer-by-layer (Frank-van der Merwe), and intermediate (Stranski-Krastanov). In the
case of heteroepitaxy, the layer-by-layer growth is usually realized when the deposited
adatoms bond to the substrate more strongly than to other adatoms. Therefore the
second layer can only start to form after the completion of the first layer. In the
opposite extreme, the adatoms strongly bond to each other and start to form three-
dimensional clusters from the beginning. The clusters then grow into large islands,
which finally merge to form a relatively thick film. In the intermediate regime, the
growth starts from a layer-by-layer mode, and quickly transform to island mode after
one or two layers are formed, which is primarily a strain effect.
Above arguments are based on simple energetic considerations in thermodynamic
equilibrium. However, actual growth is almost always in the nonequilibrium regime,
in which kinetics plays a crucial role. Microscopically, growth kinetics is usually
determined by a few categories of atomistic rate processes [12], e.g., diffusion on
flat surface and hopping across step edges, characterized by different energy barriers,
e.g., surface diffusion barriers and the Ehrlich-Schwoebel step-edge barriers [14, 15].
The competition between different atomistic processes, which can be captured by
Molecular Dynamics (MD) or Kinetic Monte Carlo (KMC) simulations, will lead to
rich and complex growth phenomena.
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One special case in thin film growth that requires a fundamentally different
mechanism to explain is the quantum stability of metallic thin films on semiconductor
substrates [16]. In such systems, the quantum confinement and the interface-induced
Friedel oscillations of the delocalized conduction electrons of the metal in the direction
perpendicular to the film surface can be the determining factors of the stability of
the smooth metal film [17]. An especially interesting example is the Pb(111) films
on various substrates [16], which display oscillatory stability of smooth films with
thickness in the period of 2 monolayers.
1.1.2 Electronic properties
Surface states
Surface states are the states emerging as a solid material terminates at a surface, and
are usually localized at the atomic layers closest to the surface [11]. The concept of
surface states was individually proposed by Tamm [18] and Shockley [19], based on a
tight-binding approach and the nearly-free electron approximation, respectively. As a
celebrated example, the surface states on the (111) surfaces of simple and noble metals
can be well described by a two-dimensional nearly-free electron gas. The electron
density oscillations induced by the scattering of these states from surface defects can
be probed using the scanning tunneling microscope, and a brilliant demonstration is
the standing waves in the so-called quantum corral formed by a ring of Fe atoms on
the Cu(111) surface (Fig. 1.1) [1].
Because of the spatial proximity, surface states may strongly influence the surface-
related material properties, e.g., dissociation of molecules on metal surfaces [20],
reconstructions on semiconductor surfaces [21], or catalytic properties of transition
metal carbides [22]. However, surface states are extremely sensitive to local imperfec-
tions and can be easily destroyed without well-controlled laboratory environments.
The situation is different in the newly discovered topological insulator (TI)
materials [23–25]. In these remarkable materials, strong spin-orbit interaction leads
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Figure 1.1: Quantum corral formed by arranging Fe atoms on Cu(111) surface[1].
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to a nontrivial topology of the electron bands, resulting in the formation of robust
metallic surface states. Unlike the surface states in conventional materials, these
topological surface states (TSS) are insensitive to the structural details at the
surfaces, e.g., non-magnetic impurities or defects, different surface orientations and
terminations, and will persist as long as the bulk band gap is not closed.
d-band theory in heterogeneous catalysis
In heterogeneous catalysis using transition metals as catalysts, the chemical bonding
between the reactants and the metal is an important measure of the catalytic activity
of the metal catalysts. To explain the different reactivity of different transition
metal elements, a simple d-band model has been proposed [2, 26]. According to
the d-band theory, the hybridization between the metal s bands and the orbitals of
the molecular reactants gives a similar contribution to the total bonding energy for
different transition metals. What determines the trend of chemical bonding between
the molecules and transition metal substrates is the interaction between the metal d
bands and the orbitals of the molecules (Fig. 1.2). By hybridization with the metal
d bands, a molecular state will split into a bonding state and an antibonding state,
and the energy gain from this hybridization will be determined by two factors. First,
the filling of the antibonding state will lead to a repulsive interaction between the
molecule and the substrate. Second, the larger the overlap between the molecular
state and the metal d band before the hybridization is, the smaller the energy gain
will be. Both factors correlate with the position of the d band in energy, and the
d-band theory predicts that the lower the metal d band is in energy spectrum, the
higher its contribution will be to the total bonding energy.
The d-band theory has been very successful in addressing the trend of chemical
activity of all transition metals and noble metals in the periodic table. Variations
of the d-band theory has also been developed to be applied to special locations on
metal surfaces such as steps or defects, and nanoclusters. In these cases, the generally
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higher chemical activity at the defect sites is also attributed to the energetically higher
d-band centers at these locations [27].
Figure 1.2: Schematic illustration of the formation of a chemical bond between an
adsorbate valence level and the s and d states of a transition metal surface [2].
1.1.3 Magnetic properties
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction in low dimensions
In condensed matter physics, RKKY interaction [28–30] generally refers to the indirect
exchange interaction between impurity spins in a metal or semiconductor, that is
mediated by the charge carriers. RKKY interaction can be obtained from the
second-order perturbation theory by treating the impurity spins as perturbations
and integrating out the conduction electrons of the bulk material. The form of the
RKKY interaction strength is a damped oscillation between ferromagnetic (FM) and
antiferromagnetic (AFM) with increasing distance r between two spins, in which the
damping is due to screening while the oscillation is from the finite Fermi wave vector
at the Fermi level. Because of the different screening behavior in different dimensions,
the form of RKKY interaction will also differ. The asymptotic behavior of RKKY
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interaction for free-electron gas is ∝ r−3 at large r in three dimension, and ∝ r−2 in
two dimension. Nevertheless, the specific form of RKKY interaction can be strongly
system dependent even in the same dimensions. For example, the charge carriers
of graphene are described by massless Dirac fermions, with the so-called pseudospin
locked with the momentum direction. Such chiral nature of graphene charge carriers
leads to a r−3 rather than r−2 dependence of the RKKY interaction in graphene [31].
Important applications of the RKKY theory in recent years include the theory
of giant magnetoresistance, diluted magnetic semiconductors, and magnetically-
doped graphene. In the latter two cases, for potential spintronic applications people
generally desire ferromagnetic order induced by the RKKY interaction between the
impurity spins. However, because of the structural frustration due to the random
arrangement of the spins, and the oscillatory nature of RKKY interaction between
FM and AFM, it is generally difficult to obtain a stable ferromagnetic system without
significant compromise in other aspects, e.g., structural and electronic properties.
Quantum Hall effect and Z2 topological insulators
Quantum Hall effect is one of the most important phenomena of low-dimensional
physics [32]. A general definition of the quantum Hall effect is the quantization of the
Hall conductivity of two-dimensional electron systems under strong magnetic fields.
For integer quantum Hall effect, the quantization is due to the formation of discrete
Landau levels because of the external magnetic field. What is especially interesting
is, although the electron system is supposed to be insulating when the Fermi level lies
between two adjacent Landau levels, the transverse Hall conductivity is still nonzero.
This nonzero conductivity is actually due to the edge states of the quantum Hall
system. In a more formal language, the quantum Hall system is characterized by a
nonzero topological invariant called first Chern number. Whereas the vacuum is a
topologically trivial insulator in the sense that its first Chern number is zero. At the
interfaces of topologically nonequivalent insulating systems, gapless edge states must
emerge due to the topological phase transition.
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Figure 1.3: Topological surface states on Bi2Se3. (a-c) ARPES measurements of
the surface electronic bands on Bi2Se3(111). (d,e) Brillouin zone and surface Fermi
surface of Bi2Se3. (f), Band structure from density functional theory calculations [3].
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Topological insulators are very similar to quantum Hall systems in the sense that
topologically protected gapless surface/edge states emerge at their surfaces/edges
(Fig. 1.3) [23–25]. The difference is that the role of strong magnetic fields in quantum
Hall systems is replaced by strong spin-orbit coupling in topological insulators,
and the topological invariant in the latter is called second Chern number (Z2).
What is more interesting in topological insulators is that their surface states have
linear Dirac-cone like dispersion, and are spin-momentum-locked, or in other words,
helical. The exotic surface states can lead to many interesting phenomena such as
Majorana fermions at topological insulator-superconductor interface [33], topological
magnetoelectric effect [34], quantized anomalous Hall effect [35], etc.
1.2 Designing New Low-Dimensional Materials and
Systems
In this section we give an overview of our recent works under the general topic of
designing new low-dimensional materials, with a special organization based on the
relations between structural, electronic, and magnetic properties. More specifically,
we will emphasize how the desired properties of the new systems are realized
by understanding and utilizing their dependence on other fundamental material
properties.
1.2.1 Electronic ⇒ Structural
Semiconductor surface reconstruction induced by metal adsorbates
Metal growth on semiconductors is indispensable for many important technological
applications. At the earliest stages of growth, adsorption of a submonolayer of metal
often leads to the appearance of much richer surface reconstruction patterns than that
in the corresponding homogeneous case. For instance, at low coverage, alkali metals
form one dimensional long chains on III-V(110) surfaces in the [1 -1 0] direction [36].
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Deposition of Sb4 on GaAs(110)-β2(2×4) surface produces a (2×8) reconstruction
that turns to a (2×4) surface upon annealing [37], whereas adsorption of Mn on
the same substrate leads to a smaller (2×2) reconstruction [38]. Not only are the
atomic structures of these reconstructions interesting in themselves, but they also
influence the metal/semiconductor contacts such as the smoothness of the interface,
the optimization of the growth of the epitaxial films, the Fermi energy pinning, and
the Schottky barrier heights. However, further understanding of the reconstruction
patterns is hindered by the complexity of the interactions at the interface induced by
the metal adsorbates.
To address this problem, we proposed a generalized electron counting (GEC)
rule [21, 39] that is able to explain a wide range of metal-induced compound
semiconductor reconstructions. In the GEC rule, the metal adsorbates serve primarily
as an electron bath by donating or accepting the right number of electrons, as
the host surface chooses a specific reconstruction that obeys the classic EC model.
This generalization is rooted in the realization that metal atoms are generally far
less demanding in forming directional chemical bonds and are more susceptible
to charge transfer. Accordingly the metal adsorbates will play a flexible role in
selecting a particular reconstruction. Just like its classic counterpart, the GEC rule
can dramatically simplify the task of determining the reconstructions for a specific
metal/semiconductor adsorption system by greatly narrowing down the number of
possible structures out of many candidate patterns in configuration space.
Graphene epitaxial growth
The epitaxial growth of graphene on transition metal surfaces is a promising approach
to controllably fabricating large graphene sheets [40–53]. However, back in 2009, the
detailed growth mechanism of graphene was still unclear. We entered this field by
focusing on the nucleation processes of carbon adatoms in the early stages of graphene
growth, and carried out a comparative study among three representative metal
substrates: Ru(0001), Ir(111) , and Cu(111) [54]. Using density functional theory
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(DFT) approach, for the first time we revealed that the strong interaction between
C adatoms can lead to very different nucleation behaviors compared to conventional
epitaxial growth. Specifically, we found that due to the competition between C-C
binding and C-metal binding, for strong C-metal binding systems [e.g. Ru(0001) and
Ir(111)], C nucleation must start from step edges on the substrates, which agrees with
experiments; whereas for weak C-metal binding systems [e.g. Cu(111)], C adatoms
should be able to nucleate from everywhere on the substrates.
Following this work, we start to focus on the substrate of Cu, which has been shown
to be one of the most promising substrates for mass production of quality epitaxial
graphene [45, 51, 55–57]. We reveal an energetic preference for the formation of
stable one-dimensional carbon “nanoarches” consisting of 3-13 atoms when compared
to two-dimensional compact islands of equal sizes [58]. The reason still lies in the
competition between C-C binding and C-Cu binding. Because the latter is much
weaker than the former, the dangling σ bonds at the divalent bent vertices of isolated
carbon rings cannot be sufficiently saturated, and the energy required to bend the
sp carbon atoms cannot be provided. The stronger C-C bonding also dictates the
arched shape of the chains, because the carbon atoms in the middle can only weakly
interact with the metal substrate after forming strong C-C bonds with two carbon
neighbors.
One standing obstacle in epitaxial growth of graphene on Cu is the prevalence of
grain boundaries (GBs) undesirably introduced during growth [59–66]. The presence
of GBs has been shown to severely degrade the electronic, transport, and mechanical
properties of graphene [59, 64]. To address this problem, we first demonstrate that
the abundant orientational disorder of initial carbon islands on Cu(111), which is
due to the weak C-Cu interaction, is the underlying reason for the formation of
graphene GBs upon island coalescence. Based on this understanding, we propose
to use a superstructured Mn-Cu(111) alloyed surface to pin all the carbon islands
predominantly at one orientation. Our proposed kinetic pathway invokes the steps
of “seed and grow”. In the seeding step, carbon clusters are initiated by depositing
12
large aromatic hydrocarbon molecules on the superstructured Mn-Cu(111) surface.
In the growing step, larger, monolayer graphene is formed by conventional chemical
vapor deposition (CVD).[67]
n-p codoping in diluted magnetic semiconductors
Diluted magnetic semiconductors (DMS) provide a fascinating platform for both
fundamental studies of ferromagnetic ordering mechanisms and potential device
applications in spintronics [68–74]. One crucial issue in DMS is how to achieve high
Curie temperature that is comparable to room temperature. For (III,Mn)V as well
as (Mn,IV) systems, both theoretical and experimental investigations indicate that
the Curie temperature is very sensitive to the ratio of interstitial to substitutional
Mn atoms [73, 75–78]. In these systems, substitutional Mn atoms act as acceptors
and provide holes, which are the mediator of magnetic interactions between magnetic
moments in these materials. Whereas interstitial Mn atoms are donors and tend
to compensate the holes and magnetic moments induced by the substitutional Mn.
However, it is found to be difficult to decrease the amount of interstitial Mn using
conventional methods such as annealing in (Mn,IV) systems [79–82].
We proposed a novel n-p codoping method to enhance the substitutional doping
of Mn in Ge and Si [83, 84]. In this method, an additional conventional electronic
dopant such as As and P is introduced in the doping process. Using DFT approach,
we revealed that the new method can substantially lower the relative energy of Mn
at substitutional sites to interstitial, as well as the energy barrier which the Mn ions
have to overcome to enter substitutional sites, through the formation of stable n-p
dopant pairs. The strong thermodynamic stability of the substitutional Mn/n-type-
dopant pair structure is attributed to the opposite charge states of the two elements
in the host semiconductors: A substitutional Mn, acting as a p-type double acceptor
in bulk Si or Ge, is attracted to a substitutional n-type dopant. The codoping is in
essence noncompensated, therefore the magnetic interaction in the DMS systems is
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largely preserved. The noncompensated n-p codoping method has also been applied
to TiO2 for solar cell applications [85].
1.2.2 Structural ⇒ Electronic
Graphene p-n superlattice
Due to the novel massless Dirac fermion characters of the charge carriers of graphene,
many exotic transport properties of graphene-based structures have been proposed
and investigated. One of the most intriguing systems is the graphene p-n superlattice,
in which a number of fascinating phenomena have been predicted, including electron-
beam supercollimation [86], anisotropic transmission [87], creation of additional Dirac
cones [88, 89], and effective magnetic fields [90], etc. However, the creation of well-
ordered and atomically sharp p-n junctions or superlattices remains challenging in
practice.
We devised a novel scheme to create graphene p-n superlattices by using Pb
wedged islands as the substrates of graphene [91]. The Pb wedged islands, with
an atomically flat (111) surface and their bottom extending laterally over several
atomic steps, have been grown on Si(111) vicinal substrates at room temperature [92].
Previous theoretical and experimental studies have shown that Pb(111) films exhibit
a bilayer work function oscillation due to the unique matching between the bulk
Pb Fermi wavelength and the Pb(111) interlayer lattice spacing [93–96]. Therefore,
when a single layer of graphene is placed on the surface of such a Pb wedged
island, the spatial oscillation in the surface work function will induce an oscillatory
electronic doping of the graphene. The oscillatory doping can be further turned into
p-n oscillation by applying an external electric field perpendicular to the surface.
Therefore the graphene layer becomes a well-defined p-n superlattice with seamless
junctions.
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Gold-coated topological insulators in heterogeneous catalysis
Protected by time-reversal symmetry, the topological surface states (TSS) of topo-
logical insulators are inherently more robust against surface modifications than
conventional surface states. Such robustness makes TSS a perfect platform for
investigating the catalytic role of surface states in less constrained environments.
We employ first-principles density functional theory to demonstrate that the TSS
can play a vital and elegant role in facilitating surface reactions by serving as an
effective electron bath [97], which is reminiscent of the role of metal adatoms in
semiconductor surface reconstruction in Sec. 1.2.1. We use CO oxidation on gold-
covered topological insulator Bi2Se3 as a prototype example, and first show that the
TSS is preserved when a stable ultrathin Au film is deposited onto a Bi-terminated
Bi2Se3 substrate. Furthermore, we found that the TSS can significantly enhance the
adsorption energy of both CO and O2 molecules, by promoting different directions
of electron transfer. For CO, the TSS accepts electrons from the CO-Au system,
thereby decreasing the undesirable occupation of the CO antibonding states. For O2,
the TSS donates the needed electrons to promote the molecule towards dissociative
adsorption.
Heterostructures of topological insulators and conventional insulators
In integrating topological insulators (TI) with normal materials for device applica-
tions, one importance issue is how the TSS will behave in such heterostructures.
The model system in the previous subsection is a heterostructure made of TI and
metal. For conventional insulators (CI), theory predicts the TSS will always appear
at the interface between a TI and a CI [23–25]. However, the prediction is based on
continuum models without taking the atomic details at the interface into account. It
will be interesting to see what will actually happen at a realistic CI/TI interface, and
how the general theories need to be modified to account for any new phenomena.
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We investigated a special CI/TI heterostructure, by depositing a single stoichio-
metric layer of CI (ZnM, M = S, Se or Te) onto a TI substrate (Bi2Se3 or Bi2Te3).
Using first-principles method based on DFT, we discovered novel dual proximity
effects at the CI/TI interface, which may help to accurately tune the spatial locations
of TSS in the direction perpendicular to the surface [98]. We found that, the TSS
can float up to the top surface of the ZnM film, stay at the CI/TI interface, or be
pushed down one quintuple layer deeper inside the TI substrate. These contrasting
behaviors imply a rich variety of possible topological phase transitions in the narrow
region immediate to the interface, determined by several material-specific parameters
such as spin-orbit coupling (SOC), band gap, and work functions. These discoveries
lay the ground for precise manipulation of the real space properties of TSS in TI
heterostructures.
1.2.3 Structural/Electronic ⇒ Magnetic
Diluted ferromagnetic graphene via n-p codoping
Graphene is an especially promising candidate for spintronic applications [99], because
of the high charge carrier mobility and long spin coherence time. There have been a
lot of efforts in trying to introduce long-range ferromagnetic order in graphene [100–
104], among which adsorption of transition metal (TM) atoms on graphene is
one of the most explored approaches [105–112]. However, rather than that in
diluted magnetic semiconductors, dilute ferromagnetism has not been realized in TM
decorated graphene. The major reasons include the weak binding between the TM
adatoms and graphene, and the strong suppression of the magnetic moments of the
TM adatoms upon adsorption on graphene [111, 112].
We demonstrated that the n-p codoping method, formerly applied in DMS by
us (Sec. 1.2.1) [83, 84], can lead to significant enhancement in both the binding
of TM adatoms to graphene and their magnetic moments. We first show that the
TM adatoms (Fe, Co, and Ni), as n-type dopants in graphene, will strongly bind to
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the substitutional p-type dopant B atoms due to electrostatic attraction, therefore
suppressing the clustering of the adatoms. Furthermore, the magnetic moments of
all the three TM adatoms are found to be enhanced due to the doping effect by B.
Particularly, Ni acquires a moment of 0.57 µB. We then find that, although Co-B
or Fe-B codoping will likely open a band gap and thus hinder the long-range carrier-
mediated magnetic interaction, Ni-B co-doping preserves the Dirac band structure
and has RKKY-like long-range magnetic interaction. An estimate of the Curie
temperature is finally given using a Monte Carlo approach with DFT input.
Electrically-tunable RKKY coupling between magnetic nanoparticles on
graphene
As introduced in Sec. 1.1.3, the periodicity of the FM-AFM oscillation of the RKKY
interaction is determined by the Fermi wave vector or the Fermi level. It is thus
intuitive that if the magnetic order of a system is built upon the RKKY interaction,
the magnetic order should be able to be tuned by changing the Fermi level. However,
in normal 3D systems it is usually difficult to change the Fermi level freely, because
of the large density of states at the Fermi level. Graphene offers a new hope towards
this route, because of its small density of states around the Dirac point. And it has
been shown experimentally that the Fermi level of graphene can be easily tuned by
an electric gate on top of the graphene [113]. It is therefore possible to realize an
electrically-tunable magnetic system based on graphene.
To this end, we have been developing a theory of the carrier-density-dependent
coupling between magnetic nanoparticles adsorbed on a graphene sheet. We
choose transition metal nanoparticles instead of single adatoms because of the
larger magnetic anisotropy energy of the former, which will make the system more
susceptible to temperature. A phenomenological Dirac-band model is developed
to calculate the RKKY interaction between TM nanoparticles, and the model uses
kinetic exchange coupling parameters extracted from DFT calculations. Small system
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DFT coupling strength results will be finally compared with that from the model to
verify the consistency.
1.3 Outline
The remaining part of this thesis is organized as follows. From Chapter 2 to
Chapter 4, I will go into more details of the topics summarized in the previous
section. The organization of the topics are based on the closeness of their respective
fields. Chapter 2 is devoted to the method of n-p codoping in diluted magnetic
semiconductors [84]. Chapter 3 is on the growth and functionality of graphene,
including the microscopic kinetics and dynamics in the initial stages of graphene
epitaxial growth on metal surfaces (Secs. 3.1 and 3.2) [54, 58], the proposal to suppress
grain boundaries in graphene using a superstructured alloyed substrate and a two-
step kinetic pathway (Sec. 3.3) [67], the realization of graphene p-n superlattices
using Pb wedged islands (Sec. 3.4) [91], and the dilute ferromagnetism in graphene
via compensated n-p codoping (Sec. 3.5) [114]. Chapter 4 is on the heterostructures
of topological insulators, including the “electron bath” effect of topological surface
states in promoting surface catalysis (Sec. 4.1) [97], and the dual-proximity effects
at the topological insulator-conventional insulator interface (Sec. 4.2) [98]. Finally in
Chapter 5 conclusions and perspectives of the works included in this thesis will be
given.
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Chapter 2
Magnetic Properties of n-p
Codoped Diluted Magnetic
Semiconductors
2.1 Introduction
Diluted magnetic semiconductors (DMS) have attracted much interest in the
condensed matter community not only because of their promising application in
spintronic devices [68, 69], but also because of the many new and important theoretical
issues which arise from the study of this unique class of disordered magnetic system
[70–74]. As for specific materials, besides the most extensively studied (III,Mn)V
systems [74, 115], Mn doped group-IV semiconductors such as Ge and Si also show
promise for real applications [116–122]. In order to realize this promise, a Curie
temperature comparable to room temperature or higher is required. Both theory and
experiment indicate that the Curie temperature of the above-mentioned materials
is exceptionally sensitive to the ratio of interstitial to substitutional Mn atoms
[73, 75–78]. In (III,Mn)V as well as (Mn,IV) systems, substitutional Mn atoms
act as acceptors and provide holes which, according to current understanding, are
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the mediator of magnetic interactions between magnetic moments in these materials.
Interstitial Mn atoms [77] are identified to be donors, and tend to compensate the
holes and magnetic moments induced by the substitutional Mn [74]. Furthermore,
though annealing is an effective way to decrease the percentage of interstitial Mn while
keeping the homogeneity in (Ga,Mn)As, [123, 124] it is less useful for MnxGe1−x and
MnxSi1−x, [79–82] which makes it very difficult to get high quality samples of these
materials using conventional methods.
In our earlier work [83], a novel way to enhance the substitutional doping of Mn in
Ge and Si was proposed. In this method, an additional conventional electronic dopant
(e-dopant) such as As or P is introduced in the doping process. Using first-principles
electronic structure calculations, we were able to show that the codoping approach can
substantially lower the energy of Mn atoms at substitutional sites relative to that at
interstitial sites, as well as the energy barrier which the Mn atoms have to overcome in
order to be incorporated into substitutional sites. In addition, the assisting e-dopant
enhances the magnetic coupling between substitutional Mn atoms.
In this section, we present a detailed ab initio investigation of this novel approach
by analyzing the kinetic and thermodynamic issues related to the stability of various
dopant-host combinations. We then calculate the magnetic coupling between two Mn
atoms in bulk Ge and Si, and find that in Ge, the coupling oscillates between positive
(ferromagnetic) and negative (antiferromagnetic) values with the Mn-Mn distance.
But in Mn/As codoped Ge the coupling parameter remains positive at all distances
beyond nearest-neighbors, and this qualitative difference does not change with the
doping level. For Mn doped Si, all the couplings except for the nearest neighbor one
are positive and do not change much upon codoping. We also carry out Monte Carlo
simulations to obtain the Curie temperatures of the codoped materials. We find that
in Mn doped Ge no ferromagnetic order exists for Mn concentrations ranging from
3.13% to 6%. Instead, a spin-glass phase transition occurs at ∼5 K at 5% Mn doping.
For Mn/As codoped Ge, Tc increases nearly linearly with the Mn concentration and
reaches 264 K at 5% Mn doping.
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2.2 Methods
Our spin-polarized first-principles calculations are carried out using the Vienna ab
initio simulation package (VASP) [125], a density functional theory approach using
the projector augmented wave (PAW) method [126, 127] and the generalized gradient
approximation (PBE-GGA) [128] for exchange-correlation. A default plane-wave
energy cutoff of 269.9 eV is consistently used in all Mn calculations. These choices
produce a bulk Ge and Si lattice constants of 5.78 A˚(experimental value [129] 5.66
A˚) and 5.47 A˚ respectively (experimental value 5.43 A˚).
In our calculations of the codoping process the supercell size is chosen to be a
2×2×2 multiple of the conventional cubic cell of the diamond lattice which contains
8 atoms. Hence, there are 64 atoms in one supercell, and one of them is replaced
by an Mn atom, corresponding to 1.56% Mn concentration, comparable to what was
achieved experimentally [116, 130, 131]. Different supercell sizes were used to study
the dependence of calculated results on Mn concentration. Specifically, we used a
3× 3× 3 supercell, which corresponds to 216 atoms, and with one of them replaced
by a Mn the concentration is 0.46%. In each calculation of the magnetic coupling
between Mn atoms, two Mn atoms are placed in a 3× 3× 3 supercell, corresponding
to a 0.926% Mn concentration. We also selectively use a 2 × 2 × 2 supercell for the
magnetic coupling with two Mn atoms in the supercell, corresponding to 3.125% Mn,
for comparison. This setup is similar to previous studies of Mn-Mn interactions in
pure semiconductors [132–135].
A uniform 4 × 4 × 4 (2 × 2 × 2) mesh, including the Γ point (0, 0, 0), is chosen
for Brillouin zone sampling in the 2× 2× 2 (3× 3× 3) supercell. Optimized atomic
geometries are obtained when the forces on all the unconstrained atoms are smaller
in magnitude than 0.01 eV/A˚. The “climbing image Nudged Elastic Band” (NEB)
method [136] is used to locate the transition state geometries for the calculation of
activation energy barriers. Typically four slab replicas between the initial and final
geometries are enough to produce a smooth minimum energy path.
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For the Monte Carlo simulations we use the Metropolis algorithm and the magnetic
energy of the system is calculated using the classical Heisenberg model, in which each
magnetic ion is treated as a classical moment and is placed at a randomly chosen
site of the supercell. The magnetic coupling parameters are extracted from ab initio
results of the energy difference between parallel and antiparallel spin configurations of
two Mn moments at different separations. At each temperature we use 50000 Monte
Carlo steps per moment for the system to relax, and calculate the thermal average
in the following 50000 steps. To determine the Curie temperature, we adopt the
fourth order cumulant crossing method based on finite-size scaling theory proposed
by Binder [137]. In applying this method we choose three supercell sizes: 8× 8× 8,
10× 10× 10, 12× 12× 12, and 40 configurations in each case for averaging.
2.3 Ab initio study of the codoping processes
2.3.1 Intrinsic (Mn,IV) without additional dopants
We first consider the equilibrium structure of a single Mn dopant atom in bulk Si
and Ge, and show where the difficulty of lowering the percentage of interstitial Mn
impurities is coming from. A complete understanding of the microscopic doping
process requires detailed knowledge of the energetics as well as the kinetics of
dopants in the host material [76]. In fact, an in-depth understanding of the growth
kinetics is particularly important, because DMS systems are typically in a metastable
state, grown by codoping the magnetic dopants and host semiconductor atoms using
molecular beam epitaxy under nonequilibrium conditions [116, 130, 138, 139].
The relative formation energy of a substitutional Mn(Fig. 2.1(a)) and interstitial
Mn(Fig. 2.1(b)) atom in Ge or Si is defined as:
∆E1 = (Esubst + µhost)− Einter, (2.1)
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where µhost is the chemical potential of the host material. For Ge, our calculation
gives ∆E1 = −0.63eV. Thus, in Ge the substitutional sites have a relatively lower
energy and are preferred by Mn atoms. However, for Si the opposite is true and
∆E1 = +0.58. This reversed site preference [140] makes it extremely hard to achieve
even a nominal concentration of substitutional Mn in silicon experimentally.
We next consider kinetic aspects of the Mn doping process. In order to get a
high ratio of substitutional to interstitial Mn, the process that an interstitial Mn
kicks out a host atom and becomes substitutional must take place more often than
the reverse process. Accordingly, we calculate the energy difference between the
initial (interstitial, (2.1)(b)) and final (substitutional, (2.1)(c)) states of this process:
∆E = Ef − Ei, and the energy barriers εa and ε′a for the reverse process. Our
calculation shows that for both Ge and Si ∆E is positive (0.82 eV and 2.03 eV
respectively). This energy cost for the transition from initial to final state defines the
lower bound of the activation energy barrier for the exchange process, which must be
lower than ∼ 0.8 eV for efficient incorporation (with a standard attempt frequency
1012 sec−1). Moreover, the actual energy barrier εa in either case (1.12eV for Ge and
>2eV for Si) is higher than the barrier of the reverse process, which is calculated as
ε′a=εa-∆E, with the latter being lower than 0.8 eV, further facilitating the reverse
processes. Thus, kinetically Mn is more stable at interstitial sites rather than at
substitutional sites in both Ge or Si.
2.3.2 Energetics and kinetics of the codoped systems
Substitutional Mn in Ge is a p-type double acceptor [141]. Our proposal for a
codoping mechanism is based on the fact that the electrostatic interaction between a
n-type and a p-type dopant in a semiconductor is attractive because of their different
charge states (see below). Thus an n-type dopant may help to stabilize substitutional
Mn atoms.
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Ef - Ei
εa
a
b c
Mn
Host atoms
Figure 2.1: Different Mn sites in bulk Si or Ge: (a) Mn at a substitutional site. (b)
Mn at an interstitial site. (c) Final state of an interstitial Mn kicking out a neighboring
host atom to an interstitial site and occupying the left-behind substitutional one.
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We start by noting that in Ge or Si there are two kinds of interstitial sites: the
hexagonal interstitial site IH , which has six nearest neighbors, and the tetrahedral
site IT with four nearest neighbors. Using first-principles calculations we find that in
n-type doped Ge and Si, the energy of a Mn sitting at the IH site is different from
that at the IT site. For P, As and Sb doped Ge, the energy differences are 0.14, 0.09
and 0.04eV, respectively, where a positive sign means the IH occupation has lower
energy and is preferred. In the case of either n- or p-doped Si as well as p-doped
Ge, IT is preferred to IH . This codopant dependent preference can be qualitatively
explained by the local strain effect. Namely, a Mn atom and an n-type codopant
favor a relatively short bonding distance, which is accommodated by Mn occupying
the IH site rather than the IT site in Ge (the IH site has a shorter distance to its
nearest neighbors than the IT site). To show that this is indeed the case, we reduce
the lattice constant of Ge to the value of Si and calculate the energy difference again.
Then the results show that the preference for Mn is changed to the IT site, because
in this case the distance between the IH Mn and n-type codopant becomes too short
(compressive), whereas at the IT site the Mn/n-type codopant bond length is close
to its optimal value. We have also checked to confirm that if we increase the lattice
constant of Si to that of Ge, the preference for Mn is changed to the IH site for the
n-type doped systems.
In the following we examine two possible kinetic processes of an interstitial Mn
atom becoming substitutional. These processes share the same initial state with Mn
occupying either the IH or IT sites with a neighboring n-type or p-type codopant.
From our calculation of the total energy of a Ge-supercell with an interstitial Mn and
a substitutional codopant as a function of their separation, shown in Fig. 2.2, we find
that shorter separation is energetically preferred. Thus, the choice of neighboring
Mn/codopant pair configuration is reasonable.
In the first process, denoted as Process I, we consider an interstitial Mn directly
exchanging position with its substitutional codopant neighbor. In the final state,
the codopant is pushed to an adjacent interstitial site and the Mn atom moves into
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Figure 2.2: Calculated relative total energy as a function of the distance between
an interstitial Mn and a substitutional codopant in bulk Ge.
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Table 2.1: Calculated energy differences ∆E = Ef − Ei (in eV) between the final
and initial states of Process I and Process II. εa (in eV) is the activation energy for
a transition from the initial to final state. Results highlighted in bold correspond
to processes for which ∆E or εa or both are < 0.8 eV. All the results are for Mn
concentration of 1.56%; results for selected cases with Mn concentration of 0.46% are
given in brackets.
Bulk Si Bulk Ge
X ∆E = Ef − Ei X ∆E = Ef − Ei εa
Proc.I Proc.II Proc.I Proc.II Proc.I Proc.II
Si 2.03 Ge 0.82[1.46]
P 1.46 0.89 P 0.33[0.59] 0.03[0.17] 0.88 0.34
As 1.55 1.09 As 0.42[0.66] 0.05[0.34] 0.98 0.25
Al 1.24 2.05 Al 0.94 1.54
Ga 1.79 2.43 Ga 1.05 1.52
the substitutional site left behind, as shown in Fig. 2.3. Table 2.1 summarizes the
calculated energy differences ∆E between the final and initial states for n-type and
p-type codopants in Si and Ge. We find that only the P or As doped Ge (with
∆E=0.33 eV and 0.42 eV respectively) can fulfill the requirement that ∆E <0.8 eV.
However, further examination of the activation energy barriers for incorporation in
these two cases gives εa= 0.88 eV and 0.98 eV respectively, which means this process
is unlikely to happen in both cases. Moreover, the reverse processes with ε′a= 0.55
eV and 0.56 eV, respectively, are more likely to occur.
Nevertheless, there is one possibility for the Mn atom to stay at the substitutional
site, that is, the kicked-out codopant atom diffuses away rapidly so that the reverse
process cannot happen. This is ruled out by our calculation of the energy of a
Mn/codopant pair as a function of their separation, shown in Fig.2.4, which shows
that the codopant cannot diffuse away because the energy increases with increasing
separation.
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Figure 2.3: Atomic structures and schematic energy profiles for Process I: (a) Initial
state with Mn in the IT position (except for n-type doped Ge); (b) Final state; (c)
Initial state for n-type doped Ge with Mn at the IH position.
28
2.0 3.0 4.0 5.0 6.0 7.0 8.0
Distance between Mn and dopant (Å)
1.0
2.0
3.0
4.0
5.0
To
ta
l E
ne
rg
y (
eV
)
P
As
Mn at substitutional 
Dopant at interstitial
(Bulk Ge)
Figure 2.4: Calculated relative total energy as a function of the distance between a
substitutional Mn and an interstitial n-type codopant in bulk Ge.
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We then consider a different process (Process II), which starts from the same
initial configuration as in Process I, but instead of exchanging with the codopant,
the Mn atom now pushes out a host atom next to the codopant to an interstitial
site, and then occupies the substitutional site left behind. The final state is shown
in Fig. 2.5, in which the kicked-out interstitial host atom, the substitutional Mn and
the codopant are nearly collinear. The calculated ∆E and εa for various n-type
and p-type codopants in Si and Ge is also shown in Table 2.1. For n-type doped
Ge these values are substantially lower than in Process I, and considerably below
the threshold value of 0.8 eV. For P and As doped Ge, ∆E is actually quite low.
Furthermore, the activation barriers εa for all the three n-type codopants is less than
0.4eV. Qualitatively, this substantial change in the energetic and kinetic characters
originates from the electrostatic attraction between the Mn atom, which behaves like a
p-type dopant, and n-type codopants. Therefore, Process II, leading to substitutional
Mn atoms proximate to n-type codopants, is more likely to happen in reality.
To check whether the final state is thermodynamically stable, we calculate the
energy difference between interstitial Mn and substitutional Mn defined as
∆E2 = (Epair + µhost)− Einter. (2.2)
Here Einter is the total energy of a Mn/codopant pair, with the Mn sitting at an
interstitial site, while Epair is that with the Mn occupying a substitutional site. The
calculated interstitial-substitutional energy difference ∆E2 is shown in Table 2.2.
Compared to the results without n-tyep codopants, the substitutional Mn in Ge
becomes much more stable with the neighboring n-type codopant. Moreover, the site
preference of Mn in Si is reversed from interstitial to substitutional.
We next calculate the total energy of a Ge-supercell doped by a substitutional
Mn/codopant pair at different separations. The trend of the total energy with
increasing distance between the Mn atom and the codopant is shown in Fig. 2.6.
The interaction between Mn and codopant is attractive for n-type codopants (P and
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Figure 2.5: Atomic structures and schematic energy profiles of Process II: (a) Initial
state with Mn in the IT position (except for n-type doped Ge); (b) Final state; (c)
Initial state for n-type doped Ge, with Mn at the IT position.
Table 2.2: Relative formation energy of substitutional and interstitial Mn in the
presence of a neighboring substitutional n-type codopant, defined as: ∆E2 = (Epair+
µhost)− Einter (in eV). Negative values indicate higher stability of the substitutional
configuration over the interstitial. The relative energy of substitutional and interstitial
Mn in pure Si or Ge are included for comparison.
P As Undoped
Si −0.84 −0.87 +0.58
Ge −1.35 −1.42 −0.63
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As) and repulsive for p-type codopants (Al and Ga). This suggests that the picture of
electrostatic interaction between Mn and codopants that we proposed at the beginning
of this section is valid.
In short, we have shown that in the presence of a neighboring n-type codopant, the
substitutional sites are energetically preferred by Mn atoms to interstitial sites and
are kinetically accessible. From now on we will call the n-type electronic codopants
directly by donors.
2.4 Magnetic properties of the codoped systems
2.4.1 Magnetic coupling between Mn moments
To see how the donors will influence the magnetic interaction between Mn atoms,
we first calculate the magnetic coupling energy of a Mn-Mn pair with different
separations, which can be represented by the total energy difference ∆E between the
antiferromagnetic (AFM) and the ferromagnetic (FM) states of the pair [132–135]. In
the present case, each Mn atom has an donor neighbor, which leads to more spatial
configurations with the same Mn-Mn distances. To be precise, a substitutional Mn
atom has four nearest neighbors, that is, four possible sites for the donor atom, and
thus there are 16 possible configurations for a given Mn-Mn distance. The number of
nonequivalent configurations for each of 12 Mn-Mn separations in the range 2.4 - 9.5
A˚ in Si (2.5 - 10.0 A˚ in Ge) is 2, 6, 16, 4, 7, 16, 4, 7, 16, 10, 7 and 5 respectively,
with increasing distance.
With these considerations, our results for Mn/As codoped Ge and Mn/P codoped
Si are shown in Fig. 2.7. We first note that in the case of two Mn atoms in pure Ge ((a)
and (b) of Fig. 2.7), the behavior of the AFM-FM energy difference ∆E is oscillatory
between positive and negative values as a function of distance (but monotonically
decreasing along different directions, see below). In contrast, the average interaction
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Figure 2.6: Relative total energy as a function of the distance between a
substitutional Mn and a substitutional codopant in bulk Ge.
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Figure 2.7: Total energy difference between AFM and FM states of two Mn atoms
versus Mn-Mn separation for Mn/As doped Ge at (a) 3.125% and (b) 0.939% Mn
concentration; (c) for two Mn/P pairs doped Si, represented by small orange dots.
The large red dots are averages over the small orange dots for a given Mn-Mn distance.
For comparison, the results for the systems doped with only two Mn impurities are
shown as blue diamonds.
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between the two Mn/As pairs in Ge always favors FM coupling except at the nearest-
neighbor Mn-Mn distance, and this characteristics does not change with doping level
(compare Fig. 2.7(a) of 3.125% Mn and Fig. 2.7(b) of 0.926% Mn). In the case of Si
as host, Mn atoms favor FM coupling except for nearest neighbor distance, and this
feature does not change upon codoping.
Though usually it is assumed that the hole-mediated magnetic interaction in
dilute magnetic semiconductors is RKKY-like, we find that the FM-AFM oscillation
displayed in Fig. 2.7 should not be treated as a manifestation of the RKKY
interaction [132–135]. Fig. 2.8(a) shows the magnetic coupling between Mn ions along
different lattice directions, which is similar to the design in Mahadevan’s work [135],
where it is evident that the oscillatory behavior is replaced by monotonic decrease
in magnitude. On the other hand, for the doping levels considered here, the period
of RKKY oscillation is much larger than the lattice constant [142, 143], as in the
case of GaAs. Thus, the oscillation here is merely due to magnetic anisotropy, rather
than a manifestation of RKKY-type interaction. In Fig. 2.8(b), we plot the coupling
along a close-packed atom chain, which also shows monotonic decrease with distance
except for the nearest neighbor value. Moreover, through comparison with Fig. 2.7(b),
one can find that the magnetic coupling is strongest along this chain. This finding
leads us to suggest that Mn ions in Ge are magnetically coupled through some paths
consisting of covalently-bonded Ge atoms, a hypothesis which deserves to be checked
by more detailed investigations. And a similar suggestion has been made for Mn
doped GaAs [144].
2.4.2 Curie temperature
To study the macroscopic magnetic properties of the codoped DMS materials using
our ab initio results, we turn to the classical Heisenberg model:
H = −
∑
i,j
Jijσi · σj, (2.3)
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Figure 2.8: Magnetic coupling along different crystal directions. Black squares are
for the (111) direction, red dots for the (110) direction and blue triangles for the (100)
direction. Magnetic coupling along a close-packed chain is illustrated in the inset.
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where Jij is the magnetic coupling constant between moment i and j, and σi is a unit
vector representing the direction of spin i. Then the AFM-FM energy difference ∆E
calculated in previous section is given by:
∆E = EAFM − EFM = 4J12, (2.4)
with 1 and 2 the indices of the two moments in the supercell. With given coupling
parameters, we then use Monte Carlo simulations to address the statistical mechanics
of the DMS systems at finite temperatures. To eliminate finite size effects, the
cumulant crossing method [137] is used to determine the Curie temperature. This two-
step approach has the distinct advantage over the ordinary mean field approach, that
both disorder and percolation effects are naturally and precisely taken into account
[145, 146].
We use three supercell sizes: 8×8×8, 10×10×10 and 12×12×12, where the unit
length is the edge length of a fcc cube. The number of spin in a supercell is calculated
by x · 8L3, where x is the spin concentration. Take the case of x =5% as an example,
we have 205, 400 and 691 spins respectively in the three corresponding supercells. In
our simulations these numbers are large enough to give a reliable result of Tc. For
disorder averaging in evaluating the Curie temperature, we use 40 randomly generated
spin configurations for each supercell size. To check the accuracy we also increase the
number of configurations to 100, and no obvious deviations are detected.
Using the ab initio coupling parameters for MnxGe1−x, we first find that MC does
not yield identifiable Tc up to x = 6% (see below). Nevertheless, after codoping with
As, MC shows that the system has high Tc, as summarized in Fig. 2.9, in which we
also include the results from the mean field approximation (MFA) using the formula
[147]
Tc =
1
kB
· 2x
3
∑
i 6=0
J0i. (2.5)
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Figure 2.9: Comparison between Curie temperatures calculated by the Monte Carlo
approach (MC, black squares) and those obtained by the mean field approximation
(MFA, red dots).
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These results show that the MFA greatly overestimates the Curie temperature, as
established before [145–147]. At x = 5%, Tc is evaluated to be 264K through MC,
which is much higher than the 118K of 5% Mn doped GaAs [148]. At the 6% Mn
concentration, MC gives a Tc higher than room temperature. However, considering
that x=6% is already a relatively high concentration, it may not be appropriate to
approximate the magnetic interaction to be pairwise any more. Nonetheless, arsenic
doping can still be expected to dramatically change the magnetic properties of Mn
doped Ge, namely, from no finite Tc to a potentially high Tc DMS material.
The dependence of the Curie temperature on Mn concentration, as obtained from
the MC results, is almost linear. This behavior is partly due to the approximation
of pairwise interaction we used, meaning that the strength of magnetic coupling does
not depend on Mn concentration. The only influence of concentration on Tc is the
average number of magnetic impurity atoms on each coordination shell. Thus, after
the configurational average, we expect that the dependence of Tc on x resembles the
linear one obtained within the MFA (Eqn. 2.5). Another reason for this linearity is
that the concentrations we studied are higher than the magnetic percolation threshold
of this system [147].
The presence of AFM couplings and the absence of Tc in the case of pure Mn doped
Ge suggests the possibility of a spin-glass ground state for this system. Jaeger et
al. [149] claimed that at low temperatures MnxGe1−x exhibits spin-glass-like behavior
and the critical temperature of the spin-glass phase transition is 12K and 15K, for
Mn concentrations x = 0.04 and x = 0.2, respectively. To examine whether this
is the case, we first study the spin-spin correlation function of 5% Mn doped Ge,
at T = 0.01K. The result is shown in Fig. 2.10, along with a plot for Mn/As
codoped Ge, for comparison. The correlation function of MnxGe1−x decays very
fast with increasing distance and approaches to zero, indicating the absence of FM
order even at low temperatures. We then use the Edwards-Anderson spin-glass order
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parameter [150], defined as
q = [〈Si〉2T ]av, (2.6)
and calculate the spin-glass cumulant of 5% Mn doped Ge using the two-replica
algorithm developed by Bhatt and Young [151]. After averaging over 100-200
configurations for each supercell size, our Monte Carlo simulations yield a transition
temperature ∼5K, a value in semi-quantitative agreement with the results of Jaeger
et al. [149].
2.5 Dicussion and conclusion
MnxGe1−x has been attractive within the DMS community because of its easy
incorporation into the current semiconductor industry. The mechanism of valence
hole mediated ferromagnetism for (Ga,Mn)As was proposed years ago [71, 142, 152]
and has been extensively accepted ever since, but there is still no definitive theory
for MnxGe1−x[74]. One major reason is the difficulty of decreasing the percentage
of interstitial Mn dopants. The other important point is the hard-to-control
inhomogeneity of this system, which has been realized only in recent years. The high
Curie temperature formerly reported in MnxGe1−x[116, 153] is now thought to be due
to the formation of Mn-rich regions in the host semiconductor [74, 130, 149, 154, 155].
For example, Mn-rich nanodots [156] and nanocolumns [81, 157, 158] in MnxGe1−x
have been reported by many experimental groups, and later reproduced in Monte
Carlo simulations [159].
Despite the seemingly unavoidable precipitation or spinodal decomposition [155]
present during the growth of MnxGe1−x samples, the study on homogeneously doped
MnxGe1−x has never stopped. Work by Li et al. [130, 154] indicates that the long-
range FM order in MnxGe1−x only exists at low temperatures (≤ 12K). Jaeger et al.
[149] claimed that even at low temperatures MnxGe1−x shows spin-glass-like behavior,
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Figure 2.10: Spin-spin correlation function obtained from the Monte Carlo
simulations.
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and proposed that this is due to the intercluster frustration between FM Mn-rich
clusters. Zeng et al. [122], using a newly developed subsurfactant epitaxy method,
successfully grew cluster-free MnxGe1−x samples with a Mn doping level of 0.25%.
Surprisingly, this low doping level (by normal DMS standards, where 1% to 5% is
typical) led to a Curie temperature as high as over 400 K.
The results in the present work provide a viewpoint that may resolve the seemingly
conflicting experimental results discussed above. Specifically, we showed that the
magnetic coupling between Mn ions in MnxGe1−x oscillates between FM and AFM
with increasing Mn-Mn distance and that homogeneous MnxGe1−x exhibits spin glass
behavior. Thus, the FM order observed in experiments could be due to spatially
ordered structures, which are formed due to precipitation or spinodal decomposition.
The high transition temperatures are expected because of the large concentration of
magnetic moments within the clusters. On the other hand, the AFM frustration in
this case only manifest itself in the inter-cluster interaction, and thus leads to the
spin-glass behavior at low temperatures.
The unexpected high Tc in Zeng’s work requires more discussion. Upon codoping
with donor As, the AFM coupling between Mn ions is absent, and a high Curie
temperature emerges. We thus speculate that the high transition temperature in
this case originates from this codoping effect, and the unexpected donor here is most
probably oxygen. Indeed, a recent study on the role of oxygen defects in MnxGe1−x by
Continenza and Profeta [160] supports this scenario, namely that oxygen acts as an
n-type codopant and facilitates the substitutional Mn doping. It is also reasonable
to expect a positive influence of oxygen on the Mn-Mn magnetic coupling, which,
together with the possible existence of Mn-rich regions, can lead to a high Curie
temperature.
Finally, this work suggests that the enhancement of substitutional Mn concen-
tration in group-IV DMS can be achieved in epitaxial growth by codepositing with
the donors. More specifically, this codoping method can be integrated in the recently
developed subsurfactant epitaxial growth [122], where pure Ge layers epitaxially grow
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on a Ge(100) substrate pre-covered with a submonolayer of Mn. During the growth
process, the Mn atoms tend to diffuse upward to the subsurface layer, as predicted in
a previous theoretical study [161]. When the growth is slow enough, a small fraction
of the Mn atoms can be trapped in substitutional sites, which leads to homogeneous
substitutional Mn doping with all the interstitial Mn floating at the subsurface layer.
However, the resulting Mn concentration is still pretty low (0.25%). Here we propose
that by codepositing Ge with another donor, with very low depositing rates, the
growth front could mimic the subsurfactant growth mode, but with more efficient
substitutional trapping of Mn. The Mn trapping rate can be controlled by changing
the concentration of the donor. Experimental confirmation of this codoping scheme
is highly desirable.
In conclusion, our ab initio DFT calculations show that in DMS materials n-
type electronic codopants (donors) can serve to enhance the substitutional doping
of p-type magnetic dopants such as Mn in the host group IV semiconductors Si
and Ge. The donors suppress to a large extent the charge and magnetic-moment
compensating effects from interstitial Mn, which is detrimental to FM order. We
calculate the magnetic coupling between moments associated with Mn atoms and
find that the coupling oscillates between ferromagnetic (FM) and antiferromagnetic
(AFM) with increasnig Mn-Mn distance in the Mn-doped Ge. Whereas in As/Mn n-p
codoped Ge the coupling values at Mn-Mn separations up to the 12th coordination
shell are all FM, except for the nearest-neighbor one. We find that the FM-AFM
oscillatory behavior in MnxGe1−x is due to anisotropy rather than being the result
of a RKKY-type interaction. The magnitude of Mn-Mn ferromagnetic couplings is
also enhanced upon codoping donors. Our Monte Carlo simulations, using magnetic
coupling parameters obtained from the ab initio calculations, indicate a high Curie
temperature in Mn/As-Ge of 264K at 5% Mn doping. On the other hand, no FM
order is observed in MnxGe1−x (without codoping) as Mn concentration ranges from
3.13% to 6%. Thus, the homogeneously doped MnxGe1−x is most likely a generic spin
glass, with a spin-glass transition temperature of 5K at 5% doping, also obtained
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from our Monte Carlo simulations. Accordingly, we suggest that the high Curie
temperature observed experimentally in MnxGe1−x is either due to the formation of
Mn-rich spatially ordered regions, or to n-p codoping effects from the n-type oxygen
impurities, or a combination of both.
44
Chapter 3
Graphene: Growth and
Functionality
3.1 Contrasting Behavior of Carbon Nucleation
in the Initial Stages of Graphene Epitaxial
Growth on Stepped Metal Surfaces
3.1.1 Introduction
Since its first isolation, graphene has attracted rapidly growing research interest
because of its various intriguing properties and potential applications in future
electronics [162, 163]. However, a route towards scalable mass production of quality
graphene for industrial use is still lacking. Among many newly developed techniques,
epitaxial growth of graphene on metal surfaces offers a promising avenue [40–53].
Large size and good quality graphene samples have been prepared on various metal
surfaces [40–46, 164]. The success in transferring the epitaxial graphene grown on
Ni and Cu surfaces to insulating substrates makes this method even more attractive
[44, 45]. Additionally, various aspects about the growth mechanisms of graphene
have been revealed in recent studies of representative carbon/metal systems. For
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example, the growth of graphene on Ir(111) and Ru(0001) substrates is fed by the
supersaturated two-dimensional (2D) gas of carbon adatoms, and a multi-carbon
cluster attachment mechanism has been proposed [47–49], with minimal effect of
hydrogen [48, 50]. On a Cu substrate, graphene is found to grow through a surface
adsorption process, while on Ni it is by carbon segregation or precipitation [51].
Despite these achievements, very little has been revealed about the growth
kinetics, especially in the initial nucleation stages of carbon adatoms. Experimentally
it has been found that carbon nucleation starts from the lower edges of steps on
Ir(111) [164] and Ru(0001) [47] surfaces, but it is still unclear why nucleation at the
step edges is preferred over terraces. Previous studies of C nucleation on stepped
metal surfaces were primarily based on consideration of preferred binding sites of C
monomers. For example, the observed C nucleation at the step edges on Ni(111) was
attributed to the strong binding of C monomers to the lower step edges [165, 166].
Determination of nucleation sites is crucial in improving both the quality and quantity
of epitaxial graphene. In the growth of graphene on Ru(0001), multiple nucleation
on terraces can easily degrade the quality of graphene because defects will form at
the interfaces of separately nucleated graphene islands [48]. In graphene growth
on Ir(111), the nucleation sites must not be too sparse, because otherwise rotated
graphene domains are more likely to grow at the boundaries of the major phase of
the islands that are aligned with the substrate [52, 53]. Quantity-wise, in order to
eventually achieve mass production for industrial applications, it is more desirable for
nucleation of graphene islands to take place over the entire substrate rather than only
at the edges of preexisting steps. In light of these aspects, a general guiding principle
of determining the nucleation sites on different substrates will be highly beneficial.
In this section, we present a comparative study of the energetics and kinetics in
the initial stages of epitaxial graphene growth on three representative stepped metal
surfaces, using first-principles calculations within density functional theory (DFT).
We find the traditional monomer-based picture of epitaxial growth cannot explain
the experimentally observed step edge nucleation of C on Ir(111) and Ru(0001),
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because the steps on these substrates cannot effectively trap C monomers. Instead,
a novel dimer-based picture is proposed, in which the substrate steps can readily
facilitate the formation of C dimers at their lower edges. Moreover, the interaction
between two adatoms is found to be repulsive on flat Ir(111) and Ru(0001), making
ad-dimer formation improbable, whereas it is attractive on flat Cu(111), leading to
easy ad-dimer formation. We rationalize these contrasting kinetic behaviors of carbon
adatoms based on the delicate competition between the C-C bonding and C-metal
bonding, and generalize this picture to predict the initial growth stages of graphene
on different metal substrates.
3.1.2 Methods
In our studies, we use the Vienna ab initio simulation package (VASP) [125] with
PAW potentials [126] and the generalized gradient approximation (PBE-GGA) [128]
for exchange-correlation potential. All the metal surfaces are modeled by a 6-layer
slab, with atoms in the lower 3 layers fixed in their respective bulk positions. We use
(322) and (332) surfaces to model the stepped Ir(111) and Cu(111) surfaces, which
contains {100} (A-type) and {111} (B-type) microfacets, respectively. The stepped
Ru(0001) surface is modeled by a vicinal surface with its normal along the 〈0 1 1 10〉
direction, which contains alternating A- and B-type steps. All the terrace widths are
∼11-12 A˚. The k-point mesh used in the calculations is 1×3×1 for stepped Ru(0001),
and 3× 3× 1 for all the other cases [167]. We use the climbing image nudged elastic
band (CINEB) method [136] to determine the energy barriers of the various kinetic
processes.
3.1.3 Dynamics and kinetics of single carbon atoms on metal
surfaces
We first study the adsorption and diffusion of isolated carbon atoms (monomers) on
flat metal surfaces. We considered the fcc hollow (with an atom directly below in the
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third layer), hcp hollow (with an atom directly below in the second layer), subsurface
octahedral, and subsurface tetrahedral sites for a given system. The most stable
adsorption sites and the corresponding binding energies, defined by4EC = EC/subst−
EC−Esubst, on Ir(111), Ru(0001) and Cu(111) are hcp (-7.44 eV), hcp (-7.66 eV) (in
agreement with previous calculations [47, 48]), and subsurface octahedral (-5.66 eV),
respectively. The stronger binding on the other two substrates and the weaker binding
on Cu(111) are consistent with the d -band model [26]. On Ir(111) and Ru(0001), the
energy in the metastable fcc sites are 0.25 eV and 0.74 eV higher, respectively. On
Cu(111), the metastable sites (fcc, hcp, bridge, subsurface tetrahedral) are less stable
than the subsurface octahedral sites by ∼0.6 eV. The surface diffusion barriers (εa)
of a C monomer between a stable and the nearest metastable states are 0.75 eV and
0.87 eV on Ir(111), Ru(0001), respectively. On Cu(111), the calculated C monomer
diffusion barrier (0.55 eV) is for hopping between octahedral subsurface sites via a
tetrahedral subsurface site.
We next investigate the adsorption and diffusion of single C adatoms at step edges
of Ir(111) and Ru(0001). As shown in Fig. 3.1, the calculated binding energies at step
edges are not much larger than those on flat surfaces. The same is true for the kinetic
barriers. Considering the high growth temperatures in experiments (∼1000 K), we
arrive at the conclusion that the substrate steps do not serve as effective traps for
single C adatoms. The absence of large step-crossing barriers and deep wells at step
edges, in contrast to the traditional Ehrlich-Schwoebel (ES) picture [14, 15, 168],
is attributed to the difference in passivation of the substrate atoms near step edges
by C adatoms [169]. We also note that when compared with the cohesive energy
of carbon atoms in freestanding graphene (-7.94 eV, in agreement with [47, 170]) or
graphene adsorbed on metal surfaces (slightly higher, [171]), the above energy values
for C monomer binding on terraces or around the steps suggest that there is always a
strong driving force on the C monomers toward growing into larger graphene sheets if
such carbon islands or adsorbed graphene sheets could first be formed on the surfaces.
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Figure 3.1: Top views of adsorption sites and binding energies of a C adatom
around (a) Ir A-step, (b) Ir B-step , (c) Ru A-step, and (d) Ru B-step. The solid
curves represent C diffusion profiles. The vertical dashed line represents the position
of step edge, and the horizontal dot-dashed line indicates the C binding energy on
flat surfaces. Definition of labels: U - upper terrace, L - lower terrace, R - ridge site
where C only binds to atoms in the ridge of a step edge; b - hcp site, c - fcc site.
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3.1.4 Formation of carbon dimers on metal surfaces
Where should nucleation of carbon adatoms occur if they are not effectively trapped
anywhere on the substrates of Ir and Ru? The above results indicate that knowing
the behavior of non-interacting single carbon adatoms is insufficient to answer this
question. Specifically, since carbon adatoms are known to form strong covalent bonds
with one another when they nucleate to form graphene, it is necessary to take the
carbon-carbon interaction into account. We therefore next study the formation of
C dimers as the first step of nucleation on the metal substrates. Fig. 3.2 shows the
trend of binding energies of two carbon adatoms on the flat metal surfaces, defined
by 4E2C = E2C/subst − 2EC − Esubst, as a function of the separation distance. One
can immediately notice that on Ir(111) and Ru(0001) the formation of C dimers is
energetically unfavorable, but on Cu(111), dimers are much more stable than separate
C adatoms by over 2 eV. Moreover, the energy barrier of forming a dimer for two
neighboring C adatoms is only 0.32 eV on Cu(111), which is much smaller than those
on Ir(111) (1.37 eV) and Ru(0001) (1.49 eV). These findings suggest that on Ir(111)
and Ru(0001), C adatoms are mutually repulsive and cannot form dimers, whereas
on Cu(111) they strongly attract each other, leading to the formation of dimers and
larger islands.
We next show that, even though on flat Ir and Ru surfaces C dimerization is not
preferred, it can be readily facilitated by the step edges. In Fig. 3.3 we plot the
binding energies of two C adatoms on stepped metal surfaces with their separation.
In all cases, there is a deep potential well upon the formation of a C dimer at lower
step edges. This exceptional tendency towards dimerization at substrate step edges
is related to the special local bonding geometry of a C dimer at those sites, which is
shown in Figs. 3.3 (a) and (b). By comparing those with a C dimer on flat surfaces
shown in the inset of Fig. 3.2, one can observe that the bonds in the latter case are
severely twisted. Since the covalent bonds are highly directional and it is energetically
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Figure 3.2: Binding energies of two C adatoms on flat metal surfaces as a function
of their separation distance. Data points around the vertical dashed line correspond
to the formation of C dimers. Inset shows the top view of a C dimer on a close-packed
metal surface. Kinetic barriers are not shown.
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costly to change the relative bond angles, the relaxation of the covalent bonds by the
step geometry leads to the extra stability of the C dimers.
Above results have shown that on Ir(111) and Ru(0001), nucleation of C adatoms
first occurs at substrate step edges, in agreement with existing experiments [47, 164];
whereas on Cu(111), our results predict that C adatoms should nucleate everywhere
on the surface. We note that, once formed on the flat surface of Cu(111), a carbon
dimer can also diffuse relatively freely with an activation barrier of ∼0.5 eV [170] to
reach a step edge, where it binds more strongly (see Figs. 3.3 (g) and (h)). However, at
desirable growth conditions, such C dimers can collect additional carbon monomers
or coalesce to form larger carbon fragments, and quickly lose their mobility, again
leading to fast growth of graphene everywhere on Cu(111).
The contrasting behavior of the interacting C adatoms on flat close-packed Ir(111),
Ru(0001), and Cu(111) surfaces can be attributed to the competition between the C-
C and C-metal interactions. The C-C bond lengths of carbon dimers on flat Ir(111),
Ru(0001) and Cu(111) surfaces are 1.397 A˚, 1.376 A˚, and 1.299 A˚, respectively, which
are very close to the length of a C-C double bond (1.34 A˚). A double bond requires
two bonding electrons from each C adatom, but one carbon adatom has only four
valence electrons and three nearest metal neighbors on the surface. So intuitively,
the formation of a C dimer will weaken the C-metal bonding because of less bonding
electrons. Therefore, if the C-metal bonds are very strong, which is the case of Ir and
Ru, the dimer formation is not energetically favorable. Conversely, in the case of Cu
where C-metal bonding is weak, formation of a dimer is preferred for two C adatoms.
3.1.5 Generalization to other metal substrates
Next we show that the above picture is not limited to the three representative cases,
but can be generalized into a simple guiding principle. To this end, we compare
the binding energies of C adatoms and C dimers on the close-packed surfaces of
various transition metals, as shown in Fig. 3.4. It is apparent that the weaker the
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Figure 3.3: (a) and (b) Top- and side-view of the most stable configuration of a C
dimer at the lower edge of a (a) A-step and (b) B-step. (c-h) Binding energies of two
carbon adatoms with one C atom fixed at the lower step edge and another placed in
stable or metastable sites on upper terraces, lower terraces, or at the lower step edges,
with increasing distances from the first adatom. Horizontal axis is their separation
distance. Vertical dashed line in each panel shows where a C dimer is formed, and
horizontal dot-dashed line shows the binding energy of two separate C adatoms on
flat surfaces.
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C-metal interaction is, the more preferred the C dimers are. In all the cases of
noble metals, which have closed d -shells and strong free-electron like surface states,
C dimerization is preferred. The dimer-preferred and dimer-not-preferred systems
are essentially separated by the vertical dashed line corresponding to the energy of
a C-C double bond (-6.33 eV). The deviation from this trend may be, for example,
because of the variation in bonding nature or geometrical effects. Based on the results
presented earlier and the prototypical nature of the systems we have studied therein,
we can further conclude that for those systems in which C dimers are not preferred
on terraces, C nucleation should first occur at substrate step edges. Thus, our study
makes it possible to predict where the initial nucleation should happen armed solely
with the knowledge of the binding energy of C adatoms to the metal substrate.
This generic principle can lead to many strong predictions. For example, in the
strong C-metal binding regime, a flat substrate with scarce steps may not result in
growth of quality graphene because of the simultaneous nucleation at multiple sites
on the terraces [47], a somewhat counterintuitive conclusion. In the weak C-metal
binding regime, epitaxy on single-crystal flat Cu(111) is more likely to yield graphene
with the desired high quality and potential mass production, because C adatoms
prefer to nucleate everywhere, and the mismatch of graphene with Cu substrate is
very small.
3.1.6 Conclusion
In summary, we have performed a comparative study of the energetics and kinetics of
carbon adatoms on stepped Ir(111), Ru(0001) and Cu(111) surfaces, with intriguing
predictions. The present work establishes that one must go beyond the standard
monomer-based nucleation and growth picture by explicitly considering where a C-C
dimer would prefer to nucleate in uncovering the underlying atomistic mechanisms
of growth of carbon nanostructures on metal surfaces, and the predicted behaviors
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Figure 3.4: Binding energy difference between a C dimer (4Edimer) and two separate
C adatoms (24EC) with respect to 4EC on close-packed transition metal surfaces.
Vertical dashed line corresponds to the binding energy of a C-C double bond (-6.33
eV).
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in the early stages of epitaxial graphene growth are expected to be instrumental in
achieving mass production of high quality epitaxial graphene.
3.2 Stable Carbon Nanoarches in the Initial Stages
of Epitaxial Growth of Graphene on Cu(111)
3.2.1 Introduction
As discussed in the previous section, epitaxial growth of graphene on metal substrates
is one of the most promising approach for mass production of quality graphene.
Especially, growth of graphene by chemical vapor deposition (CVD) on Cu foils
and Cu(111) single crystal [45, 51, 55–57] has been demonstrated to produce up
to hundreds of square inches of reasonable quality graphene sheets (monolayer
with regions of bi- and trilayer) with high electron mobility and superb thermal
conductivity [57]. The high yield of reasonable quality graphene and the relative
cheapness of Cu may make Cu an ideal catalyst for graphene production. As for
the growth mechanism, graphene growth on Cu was shown to proceed by a surface
catalyzed process rather than a precipitation or segregation process because of the
low solubility of C in Cu [51]. Despite these achievements, graphene samples grown
on Cu still display considerable imperfections such as wrinkles and grain boundaries,
indicating significant room for improvement of the growth process and the need for
a deeper understanding of the nucleation of graphene monolayers.
Nucleation from carbon monomers to dimers [54, 170] is a crucial step in the
formation of larger graphene islands. Previous density functional theory (DFT)
calculations have shown that a division can be made between metals for which dimers
form on the terraces and those for which dimers are only energetically favored to form
at step edges [54]. Cu(111) is one of the metal substrates predicted to belong to the
former category. Also, experiments combined with theoretical calculations revealed
dome-shaped graphene islands for the sizes of N = 13− 54 carbon atoms on Ir(111)
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[50], which is expected to be a common feature in graphene epitaxial growth on other
metal substrates. The present work intends to bridge the gap between carbon dimers
and larger islands. In this section, we will show the energetic preference for the
formation of stable one-dimensional (1D) carbon nanoarches consisting of 3-13 atoms
when compared to two-dimensional (2D) compact islands of equal sizes through a
systematic first-principles study. The monatomic 1D carbon chains have been long
pursued due to their predicted exceptional physical and chemical properties [172–
174]. However, little has been experimentally demonstrated mainly due to the lack
of a reliable and effective fabrication method [175–179]. The present work suggests
that such 1D carbon chains can be formed via self-assembly on Cu(111) substrates.
3.2.2 Methods
Calculations were conducted using the Vienna ab initio Simulation Package (VASP)
[125] implementation of DFT with projector-augmented wave [126, 127], Perdew-
Burke-Ernzerhof [128] (PAW-PBE) pseudopotentials and a 3 × 3 × 1 k-point mesh.
For smaller clusters (three to six atoms), we used a 5 × 6 supercell with six atomic
layers. For larger compact islands we reduced the number of atomic layers to five and
for larger chains we used a 4×8 supercell (long axis along the chain’s linear dimension)
with five atomic layers. Comparisons between the five- and six-layer supercells for the
same cluster showed a negligible difference in formation energy and structure. Carbon
atoms were placed on various adsorption sites (atop, hcp, and fcc) depending on the
structure, and optimized atomic geometries were obtained when the forces on all the
unconstrained atoms were smaller in magnitude than 0.02 eVA˚. The formation energy
per atom is calculated by the formula: Eform = (Etot − ECu(111) − N × EC,alone)/N ,
where Etot is the total relaxed energy, ECu(111) is the energy of the relaxed Cu(111)
surface alone, and EC,alone is the energy of an isolated carbon atom.
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3.2.3 Energetic preference of linear carbon nanoarches for
small clusters
Results for the energetics of the relaxed 1D and 2D structures are summarized in
Fig. 3.5. For carbon trimers (3C) we calculated a triangle and a linear chain. For the
chain we relaxed for several starting configurations, each consisting of three adjacent
binding sites. There are four nearly degenerate metastable configurations indicating
that the specific binding sites are not likely to significantly affect our results. All
the linear configurations are heavily favored over the triangle. For 4C-13C clusters
we compared one linear configuration with one compact. For 4C and 5C a rhombus
and a pentagon, respectively, were used for the compact clusters. For 6C and larger,
configurations of hexagonal rings were used for compact structures. There is a clear
trend of decreasing difference between the formation energies per atom of the compact
and linear structures. However, this trend does not appear for 4C and 8C. For 4C
it is likely because forming a rhombus requires a carbon atom close to an atop site,
which is a heavily unfavorable binding site. For 8C, the deviation from the trend
is likely due to a lack of completion of a hexagonal carbon ring. In all the cases
considered, a linear configuration is favored over a compact one. Here we note that
since sp-hybridized carbon atoms prefer linear configuration, isolated ring structures
with many highly bent divalent carbon atoms are highly unfavorable. Because C-Cu
binding is weak, the dangling σ bonds at the divalent bent vertices of isolated rings
cannot be sufficiently saturated, and the energy required to bend the sp carbon atoms
cannot be provided. This is in contrast to the situation on Fe or Ni surfaces, where
carbon-metal binding is stronger. Another observation from Fig. 3.5 is longer chains
are energetically more favorable than shorter chains, which is also because of the
much weaker C-Cu binding at the ends of the chains compared to the C-C binding
in the middle of the chains.
Aside from energetics, Fig. 3.5 also depicts several distinct structural aspects of
the clusters: the relaxed linear clusters form nanoarches with increasing arch height
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Figure 3.5: (a) The formation energies per carbon atom of 1D linear chains and
2D compact islands consisting of 3-13 carbon atoms on Cu(111). (b) Top views of
the relaxed 2D compact structures on Cu(111). Small orange and large gray balls
represent C and Cu atoms, respectively. (c) Side views of the relaxed 1D nanoarch
structures on Cu(111). Red arrows indicate the points where the arch collapses.
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from 3C to 8C, while at 13C a double arched structure is formed, with 10C being
intermediate between these two shapes. An explanation for a single arch to double
arch transition may be furnished by an analogy with a previous molecular dynamics
study comparing Au and Ni atom chains on an Au(110) surface [180]. This earlier
study found that, for Ni, for which a mismatch between the binding site distance and
the Ni adatom spacing in a chain is large (five Ni adatoms for every four binding
sites), dissociation preferentially occurs in the middle of Ni chains of length greater
than 4. This is in contrast with the Au chains where the mismatch is minimal and
the dissociations preferentially occur at the ends of the chains. In the present case,
we find that the mismatch results in ∼7 C adatoms for every 6 binding sites. This
leads to a collapse of the arch where this dislocation is likely to occur. In [180],
dissociation of the long Ni chains at finite temperature occurred at the dislocation
site, followed by the formation of 2D compact islands. By analogy, although the 13C
double arched structure is energetically favored over the 13C three-ring island, at
the high growth temperatures of graphene the arches are expected to dissociate into
shorter chains or transform to 2D compact islands. Here again, we stress a distinctive
feature of the carbon nanoarches from the previously reported metal chains, namely,
the carbon nanoarches have only two ends standing on the substrate, whereas for the
metal chains the whole structure lies on the substrate.
3.2.4 Transformation from linear nanoarches to compact
carbon islands
Though the nanoarch structure is energetically favored over the entire size range of
our study, an actual growth situation at finite temperatures would likely support
the coexistence of both 1D chains and 2D islands. In order to get a sense of the
metastability of a 2D island on the surface, we use the climbing image nudged elastic
band (CINEB) method [136] to determine the activation energy needed to break
a hexagonal ring, expected to be the smallest metastable 2D island according to
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Fig. 3.5(a). We found a barrier of 0.66 eV (Fig. 3.6), which would be easily overcome
at typical growth temperatures. Since any rings that happen to form would easily
be broken, we predict that linear chains will dominate on the surface when cluster
sizes are less than about ten adatoms. Once there are 10C compact clusters with
two closed rings, two bonds would have to be broken in order to form a chain, which
is much less likely. Though the energetics shows that a nanoarch is favored through
a 13C cluster, entropically there are many more ways to form a 13C island from
smaller linear chains than a 13C nanoarch. In a real growth situation 13C compact
islands will form and once formed will likely stay intact, because three bonds would
have to be broken to disassemble it. This observation, combined with the evidence
for dissociation of 10C and 13C chains, points to a relatively short lifetime of these
chains and the likely dominance of 2D islands around a typical cluster size of ∼10-13
atoms.
3.2.5 Discussion and conclusion
Despite the dominance of 1D linear chains observed in various metal-on-metal systems
[180–183], the underlying formation mechanisms involved are very different from that
in the present case. In conventional metal-on-metal systems, the formation of linear
chains is mainly due to the anisotropy of lattice mismatch between the substrate and
the deposited metal atoms. The metal adatoms prefer to have as many neighbors as
possible and therefore the chains always grow along the directions where the mismatch
is minimal. In the present carbon-on-metal systems, the formation of 1D carbon
chains is the result of the competition between C-C bonding and C-metal bonding
[54]. The stronger C-C bonding also dictates the arched shape of the chains, because
the carbon atoms in the middle can only weakly interact with the metal substrate
after forming strong C-C bonds with two carbon neighbors. In this sense, the 1D
carbon nanoarches are very similar to the 2D nanodomes [50], and are expected to be
a common feature in the growth process of graphene on metal substrates [47, 184, 185].
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Figure 3.6: Energy profile and atomic structures (top view) of a 6C hexagonal ring
breaking into a 1D chain. Small orange and large gray balls represent C and Cu
atoms, respectively.
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In summary, we have carried out a systematic first-principles study of carbon
nucleation during the early stages of graphene growth on Cu(111). Our calculations
have revealed an energetic preference for the formation of novel, stable 1D carbon
nanoarches consisting of 3-13 atoms when compared to 2D compact islands of equal
sizes. We have also predicted the critical sizes for 1D to 2D transitions under realistic
experimental growth conditions and we expect our findings will stimulate future
experimental investigations.
3.3 Suppression of Grain Boundaries in Graphene
Growth on Superstructured Mn-Cu(111) Sur-
face
3.3.1 Introduction
As mentioned in the previous section, one standing obstacle facing the community
of epitaxial graphene on Cu is the prevalence of grain boundaries (GBs) undesirably
introduced during growth [59–66]. A grain boundary refers to the junction region
of two crystalline grains with different orientations. The detailed atomic structures
of the GBs in epitaxial graphene have been investigated extensively [59, 61–66], and
their presence has been shown to severely degrade the electronic, transport, and
mechanical properties of graphene [59, 64]. Experimental efforts have also been made
to suppress their creation during growth [59, 186, 187], but so far with limited success,
partly because the underlying formation mechanism of the GBs is still unclear.
Existing experimental observations suggest that the GBs can form in the initial
nucleation stage when several graphene grains emanate from one nucleation site [64];
alternatively, they can be formed in the later growth stage when different graphene
grains with relative misorientations coalesce [56, 59, 66].
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In this section, we first demonstrate that, because of the inherently weak C-Cu
interaction, orientational disorders of carbon islands on Cu(111) will be abundant
in the early stages of nucleation and growth. Such disorders cannot heal themselves
with the enlargement of the islands, leading to the prevalence of graphene GBs upon
island coalescence. Based on this understanding, we propose to use a functionalized
Cu(111) surface to lift the energy degeneracy in the early stages of nucleation and
growth, thereby suppressing orientational disorders of the islands and the subsequent
GBs. Our proposed kinetic pathway invokes the steps of “seed and grow” [188]. In
the seeding step, carbon clusters are initiated by depositing coronene on a (
√
3×√3)
R30◦ Mn-Cu(111) alloyed surface [189, 190], which effectively helps the islands to
select predominantly only one orientation on the superstructurally alloyed surface.
In the growing step, larger, monolayer graphene is formed by conventional chemical
vapor deposition (CVD).
3.3.2 Methods
Our density functional theory (DFT) calculations are carried out using the Vienna
ab initio simulation package (VASP) [125] with PAW potentials [126, 127] and the
generalized gradient approximation (PBE-GGA) [128] for the exchange-correlation
functional. The lattice constant of Cu is obtained via structural optimization. The
generic Cu(111) surface is modeled by a slab of 5 atomic layers, and the Mn-Cu(111)
surface is realized by substituting Cu atoms by Mn atoms at ordered positions in the
first layer. The vacuum layers are more than 13A˚ thick to ensure decoupling between
neighboring slabs. During relaxation, atoms in the lower 2 atomic layers are fixed in
their respective bulk positions, and all the other atoms are allowed to relax until the
forces on them are smaller than 0.01 eV/A˚. A 2×2×1 k-point mesh is used for the
6×6 surface unit cell and 3×3×1 for the 4×4 surface unit cell [167]. The calculations
with Mn atoms are spin-polarized. We consider the ferromagnetic configuration of
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the Mn-Cu(111) surface, because of the triangular arrangement of the Mn atoms.
The binding energies are calculated as ∆E = Eadsorbate+Esubstrate−Eadsorbate+substrate.
3.3.3 Formation of graphene GBs on Cu(111) surface
Crystalline Cu has a face-centered cubic (fcc) structure, and its (111) surface exhibits
a hexagonal packing of surface atoms. As shown in Figs. 3.7 (a) and (b), both the
Cu(111) surface and graphene have atomic arrangements with six-fold symmetry.
Therefore, if carbon clusters nucleated at different sites are all oriented at the same
high-symmetry orientation (HSO) of the Cu(111) surface (e.g., Fig. 3.7 (c) or (d)),
their structural coherence will be ensured by the Cu substrate and there will be no
GBs when they merge. However, when a simple six-fold symmetric carbon cluster
composed of seven 6-carbon rings (7CR) is placed on the Cu(111) surface, our detailed
DFT calculations reveal that the energetically most stable geometry deviates from
the HSO of Fig. 3.7 (c) by 11◦ (Fig. 3.8 (b)). The carbon cluster also has a dome-
like structure (Fig. 3.8 (a)), with the central C atoms ∼2.30A˚ from the Cu surface.
Therefore, the cluster remains strongly bonded to the substrate only at the periphery
while the interaction between the central C atoms and the substrate is rather weak,
similar to the domed structure on Ir(111) [50]. Each of the 12 edge C atoms has two
C neighbors, and prefers to reside at the bridge sites between two surface Cu atoms,
because these edge atoms are closer to sp3 hybridization than sp2, thereby providing
the driving force for the rotation of the island away from the HSO.
Now we go from the early stages of island nucleation and growth to island
enlargement and coalescence. Since a small cluster such as the one shown in Fig. 3.8
is not oriented at the HSO, there will be a degenerate mirror geometry with respect
to the symmetry axis of Cu(111), indicating that islands with relative misorientations
can coexist. As a cluster grows larger, more edge C atoms will be involved in
determining its preferred orientation by adjusting their bonds with the underlying Cu
atoms. Therefore, there will be more nearly degenerate orientations, thus broadening
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Figure 3.7: (a) and (b) Structural illustrations of the Cu (111) substrate and
graphene, where the yellow and red dashed lines show their respective high-symmetry
axes. (c) and (d) Illustrations of two geometries where a 7CR carbon cluster is at a
HSO on the Cu(111) surface. In (c), the edge C atoms reside at the 3-fold hollow
sites; in (d), the edge C atoms are at the bridge sites between two surface Cu atoms.
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the orientational disorder of the carbon clusters. When a cluster has grown large
enough such that the edge atoms contribute only minimally to the total binding
energy, the cluster is either still in an energetically stable orientation different from
the HSO, or is too large to adjust its orientation to an energetically more favorable
HSO. When two such clusters with a relative misorientation coalesce, a larger
island containing a GB is formed, with a characteristic angle defined by the initial
misorientations of the merging clusters and the local structural adjustment within
the boundary. This scenario is qualitatively consistent with existing experimental
observations, and the detailed distribution of the GB angles may also depend on the
specific growth conditions [64–66].
Figure 3.8: Side and top view of a 7CR on the Cu(111) surface, illustrating the
domed nature (a) and the rotated nature (b) from the HSO of Fig. 3.7 (c), respectively.
3.3.4 Suppression of graphene GBs using a superstructurally
alloyed substrate and a two-step kinetic pathway
Next we search for ways to lift the energy degeneracy in island nucleation and growth
via Cu(111) surface modification. Fig. 3.9 (a) illustrates a (
√
3×√3) R30◦ X-Cu(111)
superstructurally alloyed surface, which has transition metal atoms X substituting Cu
at ordered positions. The choice of X is guided by the requirements that, (a) C binds
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more strongly to X than to Cu, so that the nucleated carbon clusters will prefer a HSO
in maximizing their interaction with the X atoms; and (b) the alloyed X-X atoms are
repulsive. We find that a number of transition metals (X= Ru, Fe, Co, Ni, Mn) have
unfilled d orbitals and bind more strongly with C, but only Mn atoms are mutually
repulsive when alloyed into the top layer of Cu(111), indicating that Mn could form
a superstructured surface alloy with Cu. Indeed, experimentally the formation of a
(
√
3×√3) R30◦ superstructured Mn-Cu(111) surface has been observed [189], whereas
the other metals only form islands or overlayers on Cu surfaces [191].
Still choosing 7CR as the testing baby graphene, we then calculate the total
energies of 7CR with different orientations on the (
√
3×√3) R30◦ Mn-Cu(111) alloyed
surface. We find three stable or metastable configurations of a 7CR island through
structural optimization, differentiated by placing the center of the 7CR above a Mn
or Cu atom, as shown in Fig. 3.9. Two of them (Figs. 3.9 (b) and (c)) are at HSO,
but only the HSO in Fig. 3.9 (b) is the most stable, while the energy of the other
two configurations is higher by 0.32 eV and 0.45 eV, respectively. Therefore, the
Mn atoms alloyed into the Cu(111) surface indeed successfully help to pin the 7CR
at the HSO. To see the underlying atomistic reason, we note that in all the three
cases, the island has a dome-like geometry similar to that on a pure Cu(111) surface,
indicating the predominant interaction with the substrate at its edge. Moreover, in
the most stable configuration, the 7CR maximizes its contact with the Mn atoms at
the periphery. The calculated binding energy per edge C atom of 7CR is 0.63 eV on
Cu(111) and 0.89 eV on Mn-Cu(111).
To take advantage of the superstructural Mn-Cu(111) surface and effectively
suppress the possible disorders induced in the initial nucleation process, we propose
the use of coronene as a good candidate to seed the initial carbon clusters. As
a polycyclic aromatic hydrocarbon, coronene is just like the 7CR island, but with a
hydrogen atom on each edge C atom. We have compared the dehydrogenation process
of coronene to that of benzene, which has been used for low temperature graphene
growth on Cu [192]. In free space, the C-H bond dissociation energies of benzene and
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Figure 3.9: (a) Structure of the (
√
3 × √3) R30◦ Mn-Cu(111) superstructurally
alloyed surface. (b-d) Three stable geometries of a 7CR adsorbed on the Mn-
Cu(111) surface. As indicated by the red dashed lines, (b) and (c) illustrate two
HSO configurations, while (d) is rotated from a HSO, and their relative stabilities are
indicated by their total energy differences.
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coronene are very close [193], as verified also by our DFT calculations. Considering
the effect of the catalytic substrates, the energy difference between the initial state,
where a coronene is adsorbed onto the Mn-Cu alloyed surface, and the final state,
where all the edge hydrogen atoms are dissociated in the form of H2, is 1.23 eV per H
atom, which is 0.16 eV lower than that of benzene on Cu(111). Therefore, the alloyed
surface will be more catalytic in dehydrogenating adsorbed coronene than Cu(111) in
dehydrogenating benzene [192]. We therefore propose to use coronene as the first-step
carbon source to seed carbon clusters on the patterned surface.
After the deposition and dehydrogenation of coronene on Mn-Cu(111) surface,
all the adsorbed 7CR islands will have the same orientation. In particular, when
two such 7CR islands coalesce to form a larger graphene cluster, no GB is formed
(Fig. 3.10). In order to achieve a continuous sheet of graphene, we invoke a second
step of growth to supply C atoms to fill the openings between the carbon clusters. We
notice that, in contrast to Cu(111), on which C adatoms are energetically much more
favorable to nucleate than to stay apart [54], here on Mn-Cu(111) the carbon adatoms
are less strongly inclined to nucleate. The energy difference between a C dimer
and two C monomers on the substrate, calculated as ∆E = Emonomer+substrate × 2 −
Esubstrate−Edimer+substrate is 2.92 eV on Cu(111) and becomes 1.70 eV on Mn-Cu(111).
Therefore, the conventional CVD growth using methane or ethylene could be applied
here to supply carbon adatoms to diffuse and attach to the nearby coronene-seeded
and correctly-oriented carbon islands (Fig. 3.10), rather than to nucleate new islands,
which is similar to the enhanced layer-by-layer growth of Ag on Ag(111) via a two-
step kinetic pathway [188]. Eventually, the 7CR-seeded islands will be enlarged and
connected to achieve a single-crystal graphene sheet with no or greatly suppressed
GBs.
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Figure 3.10: Enlargement of coronene-seeded carbon islands via conventional CVD
growth. The individual C adatoms supplied in the second step of the “seed and grow”
kinetic pathway diffuse and attach to the nearby islands to fill the opening spaces,
resulting in a larger graphene sheet with no GBs.
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3.3.5 Discussion and conclusion
It is important to note that, when a 7CR seed grows larger, the carbon clusters
will still be at or close to the HSO, because an edge C atom prefers to reside at
the bridge site between a Mn and a Cu atom. Because all the islands have nearly
the same orientation and dome-like geometry, they will be able to make minimal
local adjustments when they meet, and coalesce to form a single larger graphene
sheet without GBs. Because of the lattice mismatch and its stronger interaction with
the Mn-Cu(111) surface than with pure Cu(111), graphene may have a corrugated
geometry, similar to that on Ru [194]. Finally, the playground of using patterned
substrates is not necessarily limited to the Mn-Cu(111) surface; other superstructured
surface alloys with different transition metals beyond the ones already considered
here are also worth exploring. The present study of graphene growth on patterned
substrates via a two-step kinetic process thus opens the door towards a new and
viable approach for mass production of single crystalline monolayer graphene.
3.4 Formation of Graphene p-n Superlattices on
Pb Quantum Wedged Islands
3.4.1 Introduction
As conventional silicon-based semiconductor technology approaches its fabrication
and operation limits, the demand for new materials and devices becomes increasingly
pressing [195]. Graphene, owing to its simplicity and remarkable electronic transport
properties, has recently emerged as a promising candidate material for future post-
silicon electronics [196]. Its unusual linear energy dispersion gives rise to giant
charge carrier mobility and a Dirac-like transport behavior, thereby enabling both
fundamental studies of relativistic quantum phenomena and new device applications
[162, 163, 197]. Notable exotic relativistic quantum phenomena, such as Klein
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tunneling [198, 199], Veselago lensing [200], and guided plasmons [201], have
been theoretically predicted in graphene p-n junctions. More recently, it has
also been predicted that a graphene p-n superlattice structure can lead to a
number of fascinating new phenomena, including electron beam supercollimation [86],
anisotropic transmission [87], creation of additional Dirac cones [88, 89], and effective
magnetic fields [90]. However, the creation of well-ordered and atomically sharp p-n
junctions or superlattices remains practically challenging—though some prototype
graphene p-n junctions have been experimentally demonstrated via local gating
with costly and time-consuming e-beam lithographic techniques [202–204], spatially
selective chemical doping [205], or electrostatic modification of the gate insulator
surface [206]. Recent theoretical studies on the interaction between graphene and
a series of metals indicate that metal-induced changes to the electrostatic potential
in the graphene layer can result in net n- or p-type doping, depending on the work
function of the metal surface [207, 208]. Experimentally, epitaxial growth of high
quality graphene has been successfully demonstrated on a variety of metal substrates,
which may serve as a rational synthesis route for producing macroscopic single-
crystalline graphene [40, 42, 43, 45, 46, 48, 51, 209].
In this section, we report on a novel scheme to create graphene p-n superlattices
on Pb wedged islands by taking advantage of the spatial oscillations in the surface
work function. The Pb wedged islands, schematically illustrated in Fig. 3.11 (a),
can be grown on Si(111) vicinal substrates at room temperature [92]. These islands
have an atomically flat top oriented in the [111] direction driven by surface energy
minimization [210, 211], but their bottom extends laterally over several atomic steps
on the Si vicinal substrate. Thus each Pb wedged island contains striped regions
consecutively increasing in thickness, and, more importantly, the width of the stripes
is solely determined by the experimentally tunable terrace width of the underlying
Si vicinal substrate. Such wedged islands provide an ideal platform for studying
the influence of quantum size effects on the physical and chemical properties of the
materials adsorbed on top of the quantum wedge [212–215]. Previous first-principles
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calculations and scanning tunneling spectroscopy (STS) measurements have shown
that Pb(111) films exhibit a bi-layer work function oscillation (see Fig. 3.11 (b)),
which arises from the unique matching between the bulk Pb Fermi wavelength and the
Pb(111) interlayer lattice spacing [93–96]. Here, we use first-principles calculations
within density functional theory (DFT) to demonstrate that when a single layer of
graphene is placed on the surface of such a Pb wedged island, the spatial oscillations
in the surface work function will induce a corresponding oscillation in the position
of the graphene Dirac point relative to the Fermi level of the system. Furthermore,
by applying an external electric field of 0.5 V/A˚ perpendicular to the surface the
graphene Fermi level can be globally tuned to an appropriate position, such that the
whole graphene layer becomes a well-defined graphene p-n superlattice with seamless
junctions.
3.4.2 Methods
Our first-principles DFT calculations were carried out using the VASP code [125],
with the projector augmented wave (PAW) method applied to describe the electron-
ion interactions [126, 127]. The local density approximation (LDA) [216] was used
to approximate electron exchange and correlation—as it provides a much better
description of the graphene-metal binding energy and equilibrium separation than
the generalized gradient approximation (GGA) [208]. The plane-wave kinetic-energy
cutoff was set at 400 eV. The lattice constants of bulk Pb and graphene determined
with these computational approximations are 4.879 A˚ and 2.446 A˚, respectively, which
are in good agreement with the experimental values of 4.95 A˚ and 2.46 A˚. The Pb
films were modeled by periodic slabs consisting of 4-8 monolayers (MLs), separated
by a vacuum region of 18 A˚. To match graphene on the Pb films, we constructed
a 2 × 2 Pb(111) surface cell and placed a 3 × 3 graphene layer on top, resulting in
a mismatch of around 6%. We set the in-plane lattice constant of Pb(111) at its
optimized LDA value and adapted the lattice of graphene accordingly. In optimizing
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Figure 3.11: (a) Schematic illustration of a Pb wedged island grown on a Si(111)
vicinal substrate. (b) The work function of Pb(111) films calculated within DFT as
a function of the film thickness.
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the geometry, the bottom monolayer Pb atoms where fixed at their bulk positions
and all other atoms were allowed to relax until the forces on all the unconstrained
atoms were smaller in magnitude than 0.01 eV/A˚. To include the effect of an external
electric field, an artificial dipole layer was placed in the middle of the vacuum region
far away from either side of the slab [217, 218].
3.4.3 Oscillatory electron doping of graphene on Pb wedged
islands
We begin this study by searching for the stable adsorption geometries of graphene on
Pb(111) films. To this end, a number of possible configurations have been considered
in our study. Figs. 3.12 (a) and (b) show the two most stable structures, which are
nearly degenerate in energy. Their relative stability depends on the Pb film thickness,
but their total energy difference is less than 0.02 eV for all the cases studied. Even
with the most stable structures, graphene is weakly adsorbed (physisorbed) on the
Pb(111) films; the calculated binding energies are around 0.026 eV per carbon atom
and the average equilibrium separation between graphene and the Pb(111) surface is
around 3.6 A˚ for all film thicknesses [207, 208].
To identify changes in the electronic structure of graphene occurring upon Pb(111)
adsorption, we have calculated the band structure of graphene atop a 4-ML Pb(111)
film at both of the stable adsorption geometries [as illustrated in Figs. 3.12 (a) and
(b)]. The energy bands arising from graphene can be identified in the combined
system by comparing the band structure of free-standing graphene [see Fig. 3.12 (c)]
with that of an isolated 4-ML Pb(111) film [see Fig. 3.12 (d)]. Since a 3× 3 graphene
unit cell is used in the calculations, the 1 × 1 unit cell K points in reciprocal space
are folded onto the Γ point. The absorbed graphene band splitting at the Γ point
results from the periodic substrate induced corrugation, which introduces electronic
coupling between the two distinct Dirac cone valleys of flat graphene. Nevertheless
the Dirac cone of graphene is largely preserved, since flat strained graphene adsorbed
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Figure 3.12: Atomic structures and calculated band structures of the two most
stable configurations of graphene on 4-ML Pb(111) films [(a) and (b)], a single layer
of graphene (c), and a 4-ML Pb(111) film (d). Red and blue balls represent C and
Pb atoms, respectively. The Fermi levels are set to zero in the band structure plots,
as denoted by blue dashed lines. In the graphene/Pb combined systems (a) and (b),
the graphene band structure is highlighted via transparent red curves, and red short
bars attached to the energy axis indicate the positions of the graphene Dirac point.
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on Pb(111) films and the two relaxed minimum structures give nearly identical shifts
in the graphene Dirac point with respect to the Fermi level of the system. Similar
calculations have also been carried out for 5-8 ML Pb(111) films. Figs. 3.13 (a-e)
show the band structure of graphene atop 4-8 ML Pb films, respectively. Since the
two stable adsorption geometries have nearly identical band structures, only the plots
for the structure A [see Fig. 3.12 (a)] are presented in Fig. 3.13 for comparison. In
Fig. 3.12 (f), the position of the graphene Dirac point is plotted as a function of
the Pb(111) substrate film thickness, a clear bi-layer oscillation in the Dirac point is
evident (due to the work function oscillation in the underlying Pb films). A linear
relationship between the position of the graphene Dirac point and the work function
of the Pb films is revealed in Fig. 3.12 (g). However, the graphene Dirac point lies
below the Fermi level at all film thicknesses, meaning the graphene is n-type doped
by the Pb substrate. This can be attributed to the relatively small work function
of Pb(111) (∼4 eV). Previous calculations indicate that the crossover from n-type to
p-type doping occurs for a metal work function of ∼5.4 eV [207, 208].
3.4.4 Realization of graphene p-n superlattice with the help
of electric gating
To achieve a graphene p-n superlattice, the Fermi level of graphene needs to be shifted
downward. One possible way to achieve this is through an external electric field
applied perpendicular to the surface, as schematically illustrated in Fig. 3.14 (a), such
that some screening electrons on graphene are forced back into the Pb substrate and
consequently shift the graphene Fermi level downward. To quantitatively determine
the critical magnitude of the electric field required to form a graphene p-n superlattice
on a Pb wedged island, we have included an electric field in the surface normal
direction ranging from 0.1 V/A˚ to 0.8 V/A˚ in our first-principles calculations. The
results for film thicknesses from 4 to 8 MLs, presented in Fig. 3.14 (b), indicate that
the Dirac point position is elevated approximately linearly with respect to the external
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Figure 3.13: Band structure of graphene on 4- to 8-ML Pb(111) films [(a)-(e)]. The
Fermi levels are set to zero in the band structure plots, as denoted by blue dashed
lines. (f) The positions of the graphene Dirac point with respect to the Fermi level as
a function of the thickness of the underling 4- to 8-ML Pb films. (g) The correlation
between the position of the Dirac point and the work function of the Pb films.
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electric field magnitude. To better illustrate the evolution of the Dirac point shifts
and identify the critical magnitude of the electric field required to achieve a graphene
p-n superlattice, the same set of data is plotted as a function of the Pb film thickness
at different electric fields [see Fig. 3.14 (c)]. From this plot, it is evident that the
graphene Dirac points (for all film thickness) are simultaneously pushed upwards by
the applied field and that a critical electric field of around 0.5 V/A˚ is required to
form a graphene p-n superlattice on a Pb wedged island—which is comparable to the
field strength applied to open a bandgap in bilayer graphene as recently demonstrated
experimentally [113].
Figure 3.14: (a) Schematic illustration of a graphene p-n superlattice formed on a Pb
wedged island with an external electric field applied in the surface normal direction.
(b) and (c) Evolution of the graphene Dirac point position plotted as a function of
the electric field (b) and the Pb film thickness (c). The Fermi level is set to zero in
all plots and denoted by green dashed lines.
The correlation between the graphene Fermi level position and the external electric
field magnitude can be understood using a phenomenological parallel plate capacitor
model, such as that given in Refs. [207, 208]. There, the work function difference
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between graphene and the substrate is balanced by (1) the classical capacitance of
the capacitor (i.e. the potential difference developed due to charge redistribution
between two plates) plus the charging energy of each plate, and (2) the quantum
capacitance of graphene (i.e. the Fermi level shift relative to the Dirac point). In
Refs. [207, 208], the authors take the charge redistribution in (1) equal to the amount
calculated by integrating the graphene density of states in the range swept by the
Fermi level. However, in the following we point out that this parallel plate picture
is not entirely accurate when graphene and the substrate are in direct contact, such
that the overlap between the “spilled-out” charge is non-negligible.
To clearly visualize the charge redistribution upon application of an external
electric field, we plot the plane-integrated electron density screening charge of
graphene on a 7-ML Pb film in Fig. 3.15 (a) at various electric field intensities.
As expected, the applied electric field pushes electrons from graphene to Pb, and
this screening charge transfer increases with the applied electric field magnitude. We
then integrate screening charge in Fig. 3.15 (a) from the zero point halfway between
graphene and Pb to the vacuum above graphene where the screening charge density
vanishes. This amount of charge ∆QR (R for real space) is physically “on” the plate
of graphene and is analogous to the charge redistribution between two parallel plates
in a classical capacitor. For comparison we also calculated ∆QE (E for energy space)
by integrating the graphene density of states in the range swept by the Fermi level
(upon applying an external field). The results are depicted in Fig. 3.15 (b) and
one can see that ∆QE significantly underestimates the charge redistribution in the
real space. This is because ∆QE does not take into account the tail of the spilled-
out charge from Pb, which extends over the gap region between graphene and Pb
and contributes to screening the external field inside the gap. To better support
our statement, we separately calculated the screening charge redistribution of both
graphene and the 7-ML Pb film in isolation (with their respective geometries fixed).
We then properly combine the two isolated screening charge densities and perform
integration in the same spatial range as we did for ∆QR. Within the graphene-Pb gap
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this charge counting scheme is analogous to a phenomenological WKB model. The
resulting ∆QS quantity (S for spilled-out charge correction) is also shown in Fig. 3.15
b) and agrees well with ∆QR.
3.4.5 Discussion and conclusion
It should be noted that instead of modeling a Pb wedged island we used flat Pb
films of different thicknesses and performed the calculations separately. On a real
Pb wedged island, it is expected that some charges will accumulate at the interfaces
between the Pb stripe regions with different work functions. Such interface charge
accumulation will create a local electric field at the interface and thereby balance the
Fermi level difference between two adjacent regions. However, at a particular small
region the shift of the graphene Dirac point relative to the local Fermi level is solely
determined by the local work function of the Pb surface and the uniform external
electric field. Therefore, given the short screening length of Pb as a metal [∼0.75
nm as shown in Fig. 3.15 (a)], as evident from the experimental STS work function
measurements [95, 96], the interface charge accumulation is not expected to invalidate
our proposed scheme of creating graphene p-n superlattices on Pb wedged islands, as
long as the width of each Pb stripe region is much larger than the screening length
of Pb [95, 96].
The proposed graphene p-n superlattice mechanism in this work relies on the
spatial oscillation of the surface work function of metallic Pb wedged islands.
Hence with respect to graphene transport measurements, such metallic islands can
form an electrical short and are therefore only appropriate for ballistic conduction
measurements when the islands are not connected to the electron source or drain
injecting electrons/holes into graphene. The absence of Pb electronic states at the
graphene Dirac point and the weakness of the graphene-Pb physisobtion interaction
imply minimal electronic coupling between conducting graphene electrons and Pb (see
Figs. 3.12 and 3.13) [219]. Therefore, the probability of electrons injected directly
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Figure 3.15: (a) Electron screening charge for a graphene layer placed on a 7-ML
Pb(111) film. The screening charge density is integrated in the plane parallel to the
Pb(111) film and plotted in the perpendicular direction. Red and blue balls indicate
the positions of C and Pb layers, respectively. (b) Amount of charge transferred out
of the graphene versus the position of the Dirac point. Blue squares (∆QR) are the
total screening charge density integrated in real space from the zero point halfway
between graphene and the Pb film into the vacuum. Yellow dots (∆QE) are the
amount of charge transfer estimated from integrating the graphene DOS in the range
swept by the Fermi level. Green diamonds (∆QS) are the summed screen charges of
isolated graphene and the isolated Pb film (integrated in the same manner as ∆QR).
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into graphene (and not into Pb) subsequently scattering into an isolated Pb(111)
donor/acceptor substrate can be made negligible at sufficiently low temperatures
(where inelastic scattering into Pb is minimized) and at distances less than a mean
free path [220].
Additionally, we propose that this superlattice structure might possibly be
preserved through delicate chemical modifications. Previous experimental studies
have demonstrated that the surfaces of Pb(111) wedged islands exhibit spatial
oscillatory chemical reactivity [213] and adsorbate binding [215], due to the same
quantum size effects highlighted in this work. Similar tunable chemical behavior may
also exist on the surface of a graphene p-n superlattice when it is placed atop a
Pb wedged island. Once such a graphene layer is chemically modified, via selective
reactions or adsorbate bindings within the oscillatorily doped regions, the superlattice
structure might then be preserved even after it is lifted from the Pb wedged island for
further chemical modifications to create other types of graphene-based superlattices,
as a new way of achieving graphene band engineering. This strategy is similar
to a recent proposal to create hydrogenated graphene superlattices via selective H
adsorption on strain-engineered nanoripples [221]. The validity of this speculation
requires further extensive studies to confirm.
In summary, we have demonstrated a novel scheme to create atomically sharp
graphene p-n superlattices on Pb quantum wedged islands induced by an external
electric field. To achieve such a graphene p-n superlattice, a critical external electric
field of ∼0.5 V/A˚ has been estimated based on first-principles DFT calculations.
The relationship between the graphene Fermi level position and the external electric
field magnitude has been quantitatively analyzed using a phenomenological parallel
plate capacitor model. This finding may provide an effective approach to virtually
divide a single graphene layer into stripe regions with distinctive electronic and
chemical properties of well-controlled width, offering a novel route to potentially
create graphene-based superlattices with innovative applications such as electron
beam supercollimation [86].
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3.5 Diluted Ferromagnetic Graphene via Compen-
sated n-p Codoping
3.5.1 Introduction and methods
The high charge carrier mobility due to suppression of backscattering [163], and long
spin coherence time because of weak intrinsic spin-orbit coupling, make graphene
a promising material for spintronic applications [99]. A crucial issue in realizing
graphene-based spintronics is how to introduce magnetic order, or most ideally, long-
range ferromagnetism, in graphene. A number of mechanisms that can make graphene
magnetic have been proposed in the past few years, including zigzag edges in graphene
nanoribbons or quantum dots [100], carbon vacancies [101], hydrogenation [102, 103],
and doping with transition metal (TM) atoms [104], etc. Among them, adsorption
of TM atoms on graphene is one of the most explored approaches [105–112] due
to its many unique advantages, such as easy observation and manipulation using
scanning tunneling microscope, and relatively small influence to the crystalline quality
of graphene. However, dilute ferromagnetism has not been realized in TM decorated
graphene, mainly due to the following reasons: First, individual TM adatoms bind
to graphene weakly. Therefore they will quickly diffuse and nucleate into sparsely
distributed large clusters even at low temperatures, making it difficult to reach the
magnetic percolation threshold. Second, upon adsorption on graphene, the magnetic
moments of the TM atoms will be strongly suppressed, and in the case of Ni the
moment is completely quenched [111, 112].
In this section, using first-principles approach based on DFT, we demonstrate that
the n-p codoping method that we have shown in Chapter 2 [83–85, 222], can lead to
significant enhancement in both the binding energy of TM adatoms to graphene and
their magnetic moments. We first show that the TM adatoms (Fe, Co, and Ni), as
n-type dopants in graphene, will strongly bind to the substitutional p-type dopant B
[223–226] atoms due to electrostatic attraction, therefore suppressing the clustering
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of the adatoms. Furthermore, the magnetic moments of all the three TM adatoms
are found to be enhanced due to the doping effect by B. Particularly, Ni acquires
a moment of 0.57 µB. We then find that, although Co-B or Fe-B codoping will
likely open a band gap and thus hinder the long-range carrier-mediated magnetic
interaction, Ni-B codoping preserves the Dirac band structure and has RKKY-like
long-range magnetic interaction.
First-principles calculations were performed within the framework of DFT using
the projector-augmented wave method as implemented in the Vienna ab initio
simulation package code [125–127]. Generalized gradient approximation (PBE-
GGA) was adopted [128] for treating exchange correlation interactions. The atomic
structures were fully optimized until the Hellmann-Feynman forces on each ion were
smaller than 0.01 eV/A˚. A plane-wave energy cut-off of 500 eV, a k-point grid of
9× 9× 1, and the Gaussian smearing method with a smearing width of 0.1 eV were
used in structure relaxation. A k-point grid of 12× 12× 1 was applied for final total
energy calculations.
3.5.2 Enhancement in binding energies and magnetic mo-
ments of TM adatoms on graphene via n-p codoping
The adsorption energy Ead of TM adatoms on graphene is defined as
Ead = ETM + EG − Etot, (3.1)
where ETM is the energy of an isolated TM atom, EG is the energy of graphene (either
pure or B-doped), and Etot is the total energy of graphene with TM adsorption. As
shown in Fig. 3.16 (a), for the adsorption sites of TM adatoms we only consider the
hexagon-hollow sites [227, 228], denoted by Hn, whereas the sites of B substitution
are denoted by Sn. In Fig. 3.16 (b) we show Ead of an Fe adatom to graphene versus
its distance from a B dopant. It is clear from the figure that the Fe adatom prefers
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to stay close to the B dopant, which is due to the electrostatic attraction between
the two dopants as revealed in the DMS case in the previous section. In Fig. 3.16
(c) we show the change in adsorption energy of three TM adatoms Fe, Co, and Ni
on graphene after codoping with B. In all the three cases, the adsorption energies are
significantly enhanced with B codoping, from 1.19, 1.32, and 1.55 eV [105, 107] to
2.17, 2.37, and 2.36 eV, respectively. Therefore the n-p codoping method can indeed
help the TM adatoms to be more stabilized on graphene.
We next study the influence of B codoping on the magnetic moments of the TM
adatoms. In Fig. 3.16 (d) the moments of TM adatoms on graphene before and after
B codoping is shown. Again one can see that in all cases the moments are enhanced.
For Fe and Co, the moment goes up from 2.03 and 1.12 µB to 2.82 and 1.92 µB,
respectively. What is more interesting is the case of Ni, which has no magnetic
moments if deposited alone on graphene, but acquires a moment of 0.57 µB with B
codoping. In Fig. 3.16 (b) the magnetic moment of a Fe adatom versus its distance
from a B dopant is also shown. The negligible dependence of the Fe moment on
the separation between the Fe-B pair suggests that the moment enhancement is an
doping effect rather than from the direct interaction between the n- and p-dopants.
3.5.3 Magnetic coupling between two n-p pairs
Now that large and stable magnetic moments from TM adatoms on graphene can
be realized through B codoping, we next turn to the question that whether dilute
ferromagnetism can be established in such n-p codoped graphene. Fig. 3.17 (b) shows
the magnetic coupling strength between two n-p pairs, defined as the energy difference
between ferromagnetic and antiferromagnetic configurations of the two moments. The
positions of the n- and p-dopants are labeled in Fig. 3.17 (a), with one pair fixed at
H0-S0 and the other pair staying at H1-S1, H2-S2, H3-S2, etc. From Fig. 3.17 (b), two
B-Fe pairs are antiferromagnetically coupled except at the nearest neighbor distance.
Whereas two B-Co pairs are always antiferromagnetically coupled. Thus it is less
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Figure 3.16: (a) A schematic plot of a n-p pair in graphene. H0 represents a
transition metal (n-type) adsorption site, while S1-S7 represent the positions of a
substitutional B dopant (p-type). (b) Dependence of the binding energy and the
magnetic moment of a Fe adatom on its distance from a B dopant. (c) and (d)
Enhancement in binding energies and magnetic moments of transition metal atoms
on graphene with n-p codoping.
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likely to achieve long-range ferromagnetic order in Fe-B or Co-B codoped graphene.
However, for the case of Ni, the coupling oscillates between FM and AFM, and is
FM in a relatively large range of separation between the two Ni-B pairs. Therefore,
based on the experience from our study in the DMS systems, there is a hope to realize
dilute ferromagnetism in Ni-B codoped graphene.
To better understand the magnetic interaction between the Ni-B pairs, in
Figs. 3.18 we plot the density of states (DOS) of the FM configuration of two Ni-
B pairs located at H1-S1 and H1-S1 as shown in Fig. 3.17 (a). Several observations
are in order: First, the Dirac point still stays intact, and the Fermi level is still
in the linear DOS region, which is desired for application utilizing the exotic Dirac
charge carriers of graphene. The moderate p-doping, despite the large concentration
of the Ni and B dopants, is due to the compensation nature of the n-p codoping
approach. Second, there is a strong hybridization between the 2p orbitals of the C
atoms and the 3d orbitals of the Ni adatoms, which indicates the strong exchange
interaction between the graphene charge carriers and the d electrons of Ni, which
is the origin of the magnetic moments. The strongly p-d hybridization is the origin
of the long-range RKKY-like interaction between the Ni-B pairs. Third, the local
DOS around a B dopant is very similar to that around a C atom in graphene, which
indicates that B-doping can largely preserve the novel electronic structure of graphene.
Therefore, the Ni-B codoped graphene is not only a promising system for realizing
dilute ferromagnetism, but also largely preserves the Dirac-electron character of the
charge carriers of graphene, which is ideal for spintronic appliactions.
3.5.4 Ongoing work
Similar to the previous section, we can also estimate the Curie temperature of the Ni-
B codoped graphene, using a Monte Carlo approach based on a 2D diluted Heisenberg
model with the magnetic coupling parameters calculated from DFT. Another problem
to be addressed is why the Ni-B codoped graphene is different from the Fe-B or Co-B
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Figure 3.17: (a) Configurations of the n-p pairs considered in the calculation of
magnetic coupling between two pairs. H0-H6 represent adsorption sites of transition
metal atoms, S0-S4 represent the positions of B substitution. The first n-p pair is at
the position H0-S0. (b) The magnetic coupling strength between two n-p pairs versus
their separation.
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Figure 3.18: DOS and PDOS plots of the H0S0-H3S2 configuration shown in
Fig. 3.17 (a).
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codoped graphene in the behavior of the magnetic coupling. The reason may lie in
the details of the p-d hybridization between the TM adatoms and graphene.
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Chapter 4
Topological Insulator
Heterostructures
4.1 CO Oxidation Facilitated by Robust Surface
States on Au-Covered Topological Insulators
4.1.1 Introduction
Surface states [18, 19] can be present in many systems, e.g., the free-electron like
states on the (111) surfaces of noble metals [229], and the dangling bond derived
states on semiconductor surfaces [230]. Aside from their spatial proximity, the sp-
or d-band derived surface states can be located at or near the Fermi level (EF ) in
energy space; consequently they can significantly influence the physical and chemical
processes happening at the surfaces [20, 22, 231, 232]. However, since they arise
as a result of the different bonding environment at the surface from the bulk [18],
normal surface states are easily destroyed by local modifications at the surfaces,
e.g., presence of impurities, surface defects, surface reconstruction, or a change in
the surface termination or orientation. This fundamental limitation has prohibited
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systematic studies of the potential role of surface states in surface reactions and
catalysis, especially in more realistic environments.
In contrast, the exotic metallic TSS of the recently discovered three-dimensional
topological insulators (3DTI) [233–236] are exceptionally robust compared to con-
ventional surface states. The TSS arise from the nontrivial topology of the electron
bands of the 3DTI, and their persistence is protected by time-reversal symmetry.
Therefore, the TSS are insensitive to the structural details of the surface [237, 238],
and will persist as long as the bulk band gap embodying the TSS remains open. The
robust TSS thus provides a perfect platform for investigating the catalytic role of
surface states in less constrained environments.
In this section, we focus on CO oxidation by supported Au films, a prototype
system of fundamental and practical importance in heterogeneous catalysis [239–
242]. The use of the 3DTI Bi2Se3 [3, 243] as the substrate, instead of conventional
oxides such as TiO2 or MgO, is to introduce additional surface electron states (the
TSS) at EF . As shown recently for the case of metal-induced semiconductor surface
reconstruction [21], such extra states may serve as an electron bath to significantly
modify the bonding configurations on the surface through proper static electron
transfer.
4.1.2 Methods
Our density functional calculations are carried out using the Vienna ab initio
simulation package (VASP) [125] with PAW potentials [126, 127] and the generalized
gradient approximation (PBE-GGA) [128] for exchange-correlation functional. The
lattice constants of Bi2Se3 are adopted from experiments. The generic Bi2Se3
substrate is modeled by a slab of 15 atomic layers or 3 quintuple layers (QL), and a
Bi-terminated substrate is realized by removing one outermost Se layer. The vacuum
layers are over 20 A˚ thick to ensure decoupling between neighboring slabs. During
relaxation, atoms in the lower 11 atomic layers are fixed in their respective bulk
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positions, and all the other atoms are allowed to relax until the forces on them are
smaller than 0.01 eV/A˚. A 7×7×1 k-point mesh is used for the 1×1 surface unit cell,
and 3×3×1 for the 2×2 surface unit cell [167].
4.1.3 TSS on Au-covered Bi2Se3 surface
Crystalline Bi2Se3 has rhombohedral structure and its unit cell is composed of 3
weakly coupled QL, each of which comprises of 5 alternating Bi and Se layers in a
sequence Se-Bi-Se-Bi-Se [3, 243]. The naturally cleaved surface is therefore the Se
surface. In Fig. 4.1 (a) we plot the band structure around EF of a naturally cleaved
3 QL Bi2Se3 film. The surface states in the bulk band gap (∼0.3 eV) have close to
linear dispersion near EF . This single “Dirac-cone” like band structure is a distinctive
feature of the TSS of Bi2Se3 [3, 243]. The small gap (∼50 meV) opened at the Dirac
point is due to the coupling between the two degenerate TSS on the two surfaces of
a very thin 3DTI film [244].
We use the Bi-terminated surface of Bi2Se3, to which Au binds more strongly
than the naturally cleaved Se surface, to support Au atoms without formation of 3D
Au clusters [241]. Experimentally it is possible to intentionally introduce a large
amount of Se vacancies on the surfaces of Bi2Se3 or eventually form a complete
Bi-terminated surface, due to the large vapor pressure difference between Bi and
Se [244]. We therefore can use the ideal Bi-terminated surface in the present proof-
of-principle study. The band structure of the Bi-terminated film is shown in Fig. 4.1
(b). The two TSS Dirac bands still robustly persist and shift below EF , agreeing with
experiments [3, 237]. Additionally, the degeneracy of the two Dirac bands is lifted, of
which the upper and lower bands correspond to the TSS at the upper (Bi-terminated)
and lower (Se-terminated) surface, respectively.
We choose 2 monolayers (ML) of Au deposited on the Bi surface of the Bi2Se3 film
[Fig. 4.1 (c) inset] as a model system because of its optimal stability for subsequent
calculations. Here 1 ML is defined to be the same number of atoms as that in each
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Figure 4.1: (a) Band structure of a 3 QL Bi2Se3 film, where the shaded area is the
bulk band structure projected to the 2D Brillouin zone. The inset shows the shape
of the 2D Brillouin zone for different surface unit cells (Black solid lines-1×1; blue
solid lines-2×2). (b) Band structure of a Bi-terminated Bi2Se3 film. (c) and (d) Band
structures of 2 ML Au deposited on the Bi-terminated surface without and with SOC,
respectively. In (b) and (d) the TSS are highlighted by the transparent blue lines.
The inset in (c) shows the top and side views of the structure (only top 4 atomic
layers of Bi2Se3 are shown). Yellow balls-Au; light blue balls-Bi; dark blue balls-Se.
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atomic layer of Bi2Se3, which is equal to 0.48 times the atom density in a (111) layer
of bulk Au. Figs. 4.1 (c) and (d) show the band structures of the Au-covered Bi2Se3
film without and with spin-orbit coupling (SOC), respectively. Two TSS Dirac bands
emerge only when the SOC is switched on, confirming that the TSS indeed originates
from the SOC of the bulk states [233, 234]. This observation allows us to conveniently
isolate the effects of the TSS by comparative studies with and without SOC. The shape
of the two TSS bands near the Γ point closely resembles that of the TSS in Fig. 4.1
(b) for the Bi-terminated Bi2Se3 film despite the slight shift in their relative positions
in energy. Therefore the TSS survives even if the Bi2Se3 surface is completely buried
under the 2 ML Au film.
4.1.4 “Electron bath” effect of TSS in promoting surface
reactions
The CO binding energies on the model system with and without SOC, calculated as
∆E = Eadsorbate+substrate − Eadsorbate − Esubstrate, are listed in Table 4.1. With SOC,
the binding energy is considerably enhanced by 0.2 eV compared to that without
SOC, accompanied by a decrease of the C-Au bond length from 2.029 A˚ to 1.981 A˚.
The enhanced CO binding with SOC is due to the static electron transfer facilitated
by the TSS. To see this effect we first compare the local density of states (LDOS)
on the C atom of an adsorbed CO with and without SOC, shown in Fig. 4.2 (a).
The antibonding 2pi∗ states shift to higher energies with SOC, indicating decreased
electron occupation, and hence enhanced CO-Au binding [26, 245]. On the other
hand, from Fig. 4.2 (c), the top Dirac band, corresponding to the TSS on the Au-
deposited Bi-terminated surface, shifts to lower energy after the adsorption of CO,
indicating increased electron occupation. Taken together, net electrons are transferred
to the TSS serving as an electron bath when CO is adsorbed on the surface.
The enhanced CO binding with SOC is not due to Au, though Au does have large
SOC. To see this we consider two comparative cases: One is fixing the 2 ML Au film in
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Figure 4.2: (a) and (b) LDOS on the C atom of CO, and one O atom of O2, featuring
the energy range corresponding to the 2pi∗ states of CO and O2, respectively. (c) and
(d) Band structures of the CO and O2 adsorbed 2 ML Au-Bi2Se3 film, shown in a
reduced Brillouin zone corresponding to the 2×2 surface unit cell [Fig. 4.1 (a) inset].
The TSS bands are highlighted by the transparent blue lines. The blue dot-dash lines
indicate the position of the upper Dirac point in Fig. 4.1 (d). The upper and lower
panels in (e) and (f) are the top and side views of the atomic structures. Small red
balls-O; small gray balls-C; yellow balls-Au; light blue balls-Bi; dark blue balls-Se.
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Table 4.1: Binding energies (in eV) of CO and O2 on three comparative substrates.
(1) 2 ML Au on Bi-terminated Bi2Se3, (2) freestanding 2 ML Au fixed in the same
geometry as in (1), and (3) (unreconstructed) Au(111) surface. The CO/O2 coverage
is 1/4 ML in (1) and (2), and 1/16 ML in (3). The geometries of adsorbed CO and
O2 are shown in Figs. 4.2 (e) and (f), respectively.
(1) Au-Bi2Se3
(2) 2 ML Au (3) Au(111)
CO
SOC 0.49 0.95 0.30
No SOC 0.29 0.92 0.27
O2
SOC 0.23 0.52 <0.01
No SOC 0.07 0.49 <0.01
vacuum with the Bi2Se3 substrate removed; the other is the unreconstructed Au(111)
surface. The Au(111) surface is modeled by a 4 layer slab, each layer comprising of
16 Au atoms, with the lower 2 layers fixed. From Table I, the CO binding energy
differences with and without SOC are about one order of magnitude smaller (∼0.03
eV) in these two latter cases. We also note that with SOC the CO binding energy on
the Au-Bi2Se3 system is much larger than that on Au(111). Based on these results, we
conclude that the TSS of the underlying Bi2Se3 enhance the CO binding by accepting
the electrons that otherwise would have been transferred to the antibonding states of
the CO-Au system.
Next we show that the TSS as an electron bath can also enhance the adsorption
of O2, but by invoking a different direction of static electron transfer. On the Au-
Bi2Se3 substrate, O2 binding energy increases by 0.16 eV with SOC, which is also
much larger than that on the freestanding Au film or Au(111) surface (Table 4.1).
The LDOS on one O atom of O2 is shown in Fig. 4.2 (b). The two groups of
peaks below and above EF correspond to the spin-up and spin-down antibonding
2pi∗ states, respectively [246]. As the half-filled 2pi∗ states hybridize with the Au d
states, more electrons will be transferred to the 2pi∗ states and promote O2 toward
dissociation [246, 247]. At the same time, the spin splitting of the 2pi∗ states will
decrease due to the weakened O-O bond. In Fig. 4.2 (b), both groups of the
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spin-splitted peaks shift toward EF after turning on SOC, indicating decreased spin
splitting in the O2 orbitals. Meanwhile, the O-O bond length increases from 1.289 A˚
without SOC to 1.299 A˚ with SOC. The increased electron occupation of the 2pi∗ states
upon switching on SOC is not easily visible from Fig. 4.2 (b), but is confirmed by the
calculated increase in the relative spectral weight of the 2pi∗ DOS below EF , equal to
0.56 with SOC and 0.55 without SOC. This difference is roughly equal to 0.04 e per O2
molecule, originated from the TSS. On the other hand, from Fig. 4.2 (d), the top TSS
Dirac band shifts upward compared to that without O2 adsorption, indicating that
electrons are transferred out of the TSS. Therefore, rather than accepting electrons as
in the case of CO, the TSS now donates electrons and promotes O2 toward dissociative
adsorption on Au. Moreover, the adsorption energy of O2 is now comparable to that
of CO with a moderate strength, which is a desirable feature for easier reaction and
high catalytic activity.
In studying adsorption of molecules on transition metal surfaces, the prevailing
theoretical framework has been the d-band theory, according to which the chemical
activity of a metal substrate is correlated with the position of its d-band center (Ed) in
the energy spectrum [26, 245]. Specifically, the closer Ed of the metal substrate is to
EF , the stronger molecular adsorbates bind to the substrate. A major contribution
to the energy gain as Ed shifts up toward EF is from the decreased filling of the
adsorbate’s antibonding states as they are “pushed away” from EF by the d bands.
To see whether our results can be explained independently by the d-band theory, we
have calculated Ed of Au in the top layer of the 2 ML Au film [Figs. 4.3 (a) and (b)]
as
Ed =
∫∞
−∞PDOSd(E)× (E − EF ) dE∫∞
−∞PDOSd(E) dE
, (4.1)
where PDOSd is the density of states projected to the d orbital of Au. We find that,
in the present case, Ed actually shifts down away from EF by 0.21 eV (from -2.68
eV to -2.89 eV) after switching on SOC, and the shift is even larger than that of the
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freestanding 2 ML Au film, which is 0.12 eV to the same direction (from -2.57 eV
to -2.69 eV). These findings unambiguously rule out the d-band theory to be mainly
operative in the present systems.
4.1.5 Discussion and conclusion
An implicit assumption of the d-band theory is that the sp states around EF do not
differ much among different systems. However, our present study offers a striking and
unique counter example to this assumption. In particular, since these TSS are gapless
and not completely filled, they can readily donate or accept electrons in order to lower
the total energy upon molecular adsorption [see illustrations in Figs. 4.3 (c-e)]. Such
sp-band derived states near EF , either due to extrinsic effects such as the 3DTI
substrate studied here or associated with the transition metals themselves, can play a
prominent role in surface reactivity, especially for late transition metals with deeper
d bands. Furthermore, the delocalized sp surface states may also help to smooth
the energy profile of the surface and lower the diffusion and reaction barriers of the
adsorbed molecules [20, 231], an intriguing aspect worth future investigations. The
present study indicates manipulation of the sp surface states may be complementary
to the guiding principles from d-band theory in searching and designing new catalysts,
and 3DTI materials may offer rich opportunities for this purpose.
4.2 Precise Tuning of the Vertical Location of
Helical Surface States in Topological Insulator
Heterostructures via Dual-Proximity Effects
4.2.1 Introduction
In the previous subsection, we were essentially playing with the robustness of the
topological surface states, but did not really focus on the TSS itself. An especially
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Figure 4.3: (a) and (b) PDOS of an Au atom in the top layer of the 2 ML Au film
with and without Bi2Se3 substrate, respectively. In (b) the Au film is fixed in space.
The red and black dot-dash lines indicate the positions of Ed with and without SOC,
respectively. (c-e) Illustration of the role of the TSS in molecular adsorption. Blue-
valence and conduction bands of the 3DTI support; light green-antibonding states of
adsorbed molecules; red-TSS; dark green-metal d bands. (c) Without the TSS, the
support will not be involved in the static electron transfer. (d) and (e) With the
TSS, electrons of the molecule-metal system can be transferred either to or from the
partially filled metallic surface states, depending on which way can lower the total
energy.
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interesting problem in the studies of TI is how the TSS will behave when a TI is
hybridized with other materials, and a number of peculiar quantum phenomena have
been discovered in such TI-based heterostructures, such as Majorana fermions induced
by the superconducting proximity effect [33], topological magnetoelectric effect [34],
quantized anomalous Hall effect [35], etc.
In this section, we will reveal a new degree of freedom in the tunability of the TSS
properties, namely, its vertical location perpendicular to the surface, as a conventional
insulator (CI) overlayer is placed onto a TI substrate. We establish this intriguing
and highly desirable tunability using ultrathin (single stoichiometric layer) films of
CIs (ZnM , M = S, Se, and Te) on Bi2Se3 or Bi2Te3 as specific examples, and the
concepts established are expected to be applicable when thicker overlayers are used.
We show that, because of the strong influence of the interaction with TI on the
electronic properties of the ultrathin CI films, the latter may undergo a nontrivial
topological phase transition, implied by the relocation of the TSS from the TI/CI
interface to the top of the CI film [Fig. 4.4 (a)]. Furthermore, the TSS can also be
manipulated to stay put at the TI/CI interface [Fig. 4.4 (b)] by tuning one or more
key properties of the CI to be out of the window for topological phase transition.
Most strikingly, we discover a reverse-proximity effect: The top quintuple layer (QL)
of the TI may even be driven by the CI film to a topologically trivial phase, implied
by a spatial shift of the TSS toward the inside of the TI [Fig. 4.4 (c)].
4.2.2 Methods
All the density functional calculations were carried out using the Vienna ab
initio simulation package (VASP) [125] with projector-augmented-wave potentials
[126, 127] and the Perdew-Burke-Ernzerhof [128] generalized gradient approximation
for exchange-correlation functional. The lattice constants of Bi2Se3 and Bi2Te3 were
adopted from experiments. The generic Bi2Se3 and Bi2Te3 substrate was modeled
by a slab of 32 atomic layers or 6 QLs. The semiconducting overlayers ZnM(111)
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Figure 4.4: Schematic illustration on tuning the vertical location of the topological
surface states (TSS) as a topological insulator (TI) is covered with a layer of
conventional insulator (CI). (a) TSS Floating to the top of the CI. (b) Staying put at
the CI/TI interface. (c) Diving into the TI. (d) The atomic structure of ZnM/Bi2Se3
(M = S, Se, Te). The red lines denote the TSS; the arrows indicate the resulting
directions of the topological phase transition.
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(M = S, Se, Te) were epitaxially placed on the (0001) surface of the TIs, and the
energetically most stable configuration is obtained by putting Zn directly above Se,
and M in the hcp sites, with the Zn face adjacent to the Bi2Se3 surface [Fig. 4.4
(d)]. The vacuum layers used are over 20 A˚ thick to ensure decoupling between
neighboring slabs. During structural relaxation, atoms in the TI substrate were fixed
in their respective bulk positions, and all the other atoms in the semiconducting
overlayer were allowed to relax until the forces on them are smaller than 0.01 eV/A˚.
A 7× 7× 1 k-point mesh was used for the 1× 1 surface unit cell [167].
4.2.3 Proximity effects in ZnS/Bi2Se3 and ZnSe/Bi2Se3
A bulk ZnM (M = S, Se, and Te) material crystallizes in a zincblende structure
(space group Fd − 3m), with their (111) surface geometry matching well with the
(0001) surface of Bi2Se3. The lattice mismatch between ZnM(111) and Bi2Se3(0001)
is +8.4%, +3.5%, and -3.9% for M = S, Se, and Te, respectively, where “+” or “-”
denotes tensile or compressive strain. Another advantage of using the ZnM family is
that they span a considerable range of the key property parameters such as the SOC
and band gap (Table 4.2). As proof of principles, here we limit ourselves to the cases
where a single stoichiometric ZnM layer is deposited on TI substrate [Fig. 4.4 (d)].
Table 4.2: Characteristic properties and vertical locations of the TSS in different
CI/TI heterostructures. The values for the band gap (Eg), spin-orbit splitting (∆SO),
and work function (Φ) are obtained for free-standing single-layered CIs; the bulk
lattice constants (a) of the CI are from experiments. The last three columns indicate
the lattice mismatch (∆a), binding energy (Eb) between the CI and TI, and the
location of the TSS (Z). The values in the square brackets are the corresponding
values for the TI substrates.
System(Substrate) Eg (eV) ∆SO (eV) Φ (eV) a (A˚) ∆a Eb (eV) Z
ZnS (Bi2Se3) 1.82 [0.40] 0.03 6.10 [5.55] 3.82 [4.14] +8.4% 0.06 Interface
ZnSe (Bi2Se3) 1.58 [0.40] 0.20 5.77 [5.55] 4.00 [4.14] +3.5% 0.09 Top
ZnTe (Bi2Se3) 1.85 [0.40] 0.55 3.98 [5.55] 4.31 [4.14] -3.9% 0.29 Inside
ZnTe (Bi2Te3) 1.39 [0.39] 0.48 4.93 [5.00] 4.31 [4.38] +1.6% 0.19 Top
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Figs. 4.5 (a-c) display the atom-resolved band structure of ZnS/Bi2Se3. The Dirac
points of the TSSs are still located at the Fermi level, indicating a negligible charge
transfer between the ZnS film and Bi2Se3. Although the existence of the Dirac points
is guaranteed by time reversal symmetry, away from the Γ point, the degeneracy of the
two TSSs from the two surfaces of the TI slab is lifted, due to the interaction between
the ZnS film and the upper surface of the Bi2Se3. To find out the spatial location of
the TSS, we plot the atom-specific character of each band, as indicated by the dots
superposed onto the band structure. It is apparent from Figs. 4.5 (b) and (c) that
the Dirac-cone like TSS bands are localized in the 1st QL (upper surface) and 6th QL
(lower surface) of the Bi2Se3, whereas from Fig. 4.5 (a) the TSS has negligible weight
in the ZnS film. The real-space density of states of the upper-surface TSS at the
Dirac point [Fig. 4.5 (d)] also confirms this identification. Therefore, the ZnS/Bi2Se3
system can be regarded as the same as a bare Bi2Se3 film placed in the air, in the
sense that the ZnS film is a topologically trivial CI just like the vacuum, and hence
the TSS in essence stays put at the surface of the Bi2Se3.
The same analysis yields very different behaviors for the system of ZnSe/Bi2Se3,
shown in Figs. 4.5 (e-h). Compared to the former case of ZnS/Bi2Se3, the upper-
surface TSS now shifts downward in energy due to enhanced charge transfer from
ZnSe to Bi2Se3, which can be qualitatively understood from the smaller work function
of the ZnSe film than that of ZnS (see Table 4.2). However, the most interesting
difference between the present system and the former one is that, from Fig. 4.5
(e), a considerable weight of the TSS is carried by the ZnSe film, which is also
unambiguously confirmed by the real space density of states of the TSS in Fig. 4.5
(h). Because a TSS marks the boundary between topologically inequivalent phases
of matter, the upward shift of the TSS to the surface of the ZnSe overlayer indicates
that the ZnSe has experienced a topological phase transition from its CI state to TI
state, or in other words, being “topologized” by the TI via proximity effect.
We now discuss the underlying physical origin of the contrasting behaviors of the
TSS in ZnS/Bi2Se3 and ZnSe/Bi2Se3. Since the nontrivial topology of the electronic
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Figure 4.5: Band structures of ZnS/Bi2Se3 (upper row) and ZnSe/Bi2Se3 (lower
row) along the K-Γ-M direction. The dots indicate the electronic bands contributed
by the CI [(a) and (e)], the 1st QL of the TI [(b) and (f)], and the 6th QL [(c) and (g)],
respectively; the sizes and colors of the dots also indicate different spectral weights
and contributions from different atoms, respectively. (d) and (h) show the charge
density distribution of the upper-surface TSS at the Γ point marked by the circle
and indicated by DPU . The DPU/L stands for the Dirac point at the upper/lower
surface. The grey and cyan bars denote the locations of the different QLs and the
CI, respectively.
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structure of Bi2Se3 is ascribed to its strong SOC and small bulk band gap, it is
intuitive that these factors associated with the CI materials are also essential for the
different topological proximity effects we just observed. Indeed, the bulk phase of
ZnSe has a much larger SOC (0.12 eV compared to 0.02 eV) and smaller band gap
(1.20 eV compared to 2.09 eV) than ZnS, and the trend is preserved for the single-
layer films as well (see Table 4.2), making ZnSe “more proximate” to a TI material
property-wise. Thus the term “proximity effect” here carries a dual meaning of both
spatial and property-wise closeness. To gain a deeper understanding of the roles
played by these key parameters of the ZnM , we look into the band structures of
the two heterostructures [Figs. 4.5 (a), (e)]. In the ZnSe/Bi2Se3 case [Fig. 4.5 (e)],
one can see that the SOC-induced gap (∆SO) within the valence band of the ZnSe
is aligned with the energy range of the TSS, and the TSS is mainly derived from
the lower branch of the split bands. Such an optimal band alignment is essential
for the topological proximity effect to take place. In contrast, for ZnS/Bi2Se3, the
bulk gap (and correspondingly the TSS) of the TI falls completely within the gap
of the CI film [see Figs. 4.5 (a-c)]; consequently, the bands from the ZnS and Bi2Se3
are only mutually weakly perturbed. This “bad” alignment in the sense of absent
proximity effect is partly due to the much larger band gap of ZnS than that of ZnSe,
and partly because of the smaller mismatch between the work functions of the ZnS
film and Bi2Se3 substrate than that in the ZnSe/Bi2Se3 case (Table 4.2). As an
alternative view, the seemingly trivial case of ZnS/Bi2Se3 in essence represents a
balanced outcome of precise tuning, where one or more of the key CI parameters are
pushed out of the range for the topological phase transition to take place.
4.2.4 Reverse proximity effect in ZnTe/Bi2Se3
With these competing factors in mind, we next look into the system of ZnTe/Bi2Se3.
Since ZnTe has an even larger SOC and a smaller bulk band gap than that of ZnSe,
we expected to see an even more pronounced relocation of the TSS to the top of the
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ZnTe film. However, as a counterintuitive surprise, the upper-surface TSS now has a
reverse shift toward the inner of Bi2Se3, with its peaked density located on the top
of the 2nd QL [Figs. 4.6 (a-e)].
To reveal the physical origin of this unexpected reverse-proximity effect, we first
notice that, from Figs. 4.6 (a-d), both the bulk bands of Bi2Se3 and the TSS have
a more noticeable downward shift in energy compared to the case of ZnSe/Bi2Se3,
while the ZnTe film becomes strongly p-doped, indicating the most pronounced charge
transfer from the CI overlayer to the TI substrate among the three cases. This
behavior can be understood from the much smaller work function of the ZnTe film
than that of ZnSe. The concomitant misalignment between the TSS and valence band
top of ZnTe prevents the ZnTe film from being topologized by the Bi2Se3 substrate,
as we have discussed before. Moreover, because of the significant charge transfer,
the binding energy between the ZnTe film and the Bi2Se3 substrate (Table 4.2) is
much larger (0.29 eV) than the other two systems (<0.1 eV). Since the QLs of Bi2Se3
are mutually coupled through weak van der Waals-like interactions, such a strong
coupling between the ZnTe film and the 1st QL will compete with and weaken the
interaction between the 1st and 2nd QL. Therefore, not only being unable to be
topologized by the Bi2Se3 substrate, but the ZnTe film also forces the 1st QL of the
TI to be electronically partially decoupled from the remaining QLs. Furthermore,
because one QL of Bi2Se3 does not have gapless TSS [244], the upper-surface TSS
will naturally be relocated to the top of the 2nd QL. In other words, the CI has
prevailed by topologically “trivializing” the 1st QL of the TI via a reverse-proximity
effect.
To provide further support of the physical picture above, we have performed two
additional comparative studies. In the first one, we kept the relative positions of the
ZnTe film and the 1st QL of Bi2Se3 fixed, and increased the distance between the 1st
and 2nd QL from 2.5 A˚ to 3 A˚, hence further decreasing their coupling. As shown
in Figs. 4.6 (f-j), the TSS now becomes even more localized on top of the 2nd QL.
In the second one, we fixed all the QLs of Bi2Se3 and slightly increased the distance
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Figure 4.6: Band structures of ZnTe/Bi2Se3 and ZnTe/Bi2Te3 along the K-Γ-
M direction. Band structures of the relaxed ZnTe/Bi2Se3 system (top row), the
ZnTe/Bi2Se3 system with an increased separation of 3 A˚ from 2.5 A˚ between the 1st
QL and 2nd QL (second row), the ZnTe/Bi2Se3 system with an increased separation of
3 A˚ from 2.6 A˚ between the CI and 1st QL (third row), and the relaxed ZnTe/Bi2Te3
system (bottom row). All other symbols are the same as in Fig. 4.5.
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between the ZnTe film and the 1st QL from 2.6 A˚ to 3 A˚. As expected, the TSS now
moves back to the top of the 1st QL.
As yet another strong and complementary support of the above picture, here we
study the system of ZnTe/Bi2Te3, i.e., replacing Bi2Se3 with the structurally nearly
identical Bi2Te3, which is also a TI. The charge transfer is less dramatic than that
in ZnTe/Bi2Se3, as shown by Figs. 4.6 (k-n). The reason lies in the smaller work
function of Bi2Te3 than that of Bi2Se3, and the larger work function of the tensilely
strained ZnTe film than that in the ZnTe/Bi2Se3 case (Table 4.2). The band gap of
the ZnTe film is also decreased from 1.85 eV in the ZnTe/Bi2Se3 system to 1.39 eV in
the present structure, because of the different strains in the two systems (Table 4.2).
As a consequence, both the band misalignment [Fig. 4.6 (k)] and binding energy
(Table 4.2) between the ZnTe film and the substrate become smaller compared to
that in the former case. Naturally, the TSS now floats to the top of the ZnTe film,
indicating that the ZnTe is topologized by the Bi2Te3 substrate.
4.2.5 Discussion and conclusion
We note that the dual-proximity effects revealed above are reminiscent of the
proximity effect or the Holm-Meissner effect in the field of superconductivity. The
peculiarity lies in the dual directions of the proximity effects in the present systems,
which is an inherent property of the discrete nature of the Z2 order parameter for
this new class of quantum materials [34, 233, 234, 248]. The precise tunability of
the vertical location of the TSS using well-controlled conventional semiconductor
overlayers is expected to open a new route towards fully exploiting the properties and
different manifestations of the TSS in various heterostructures. Appealing examples
include exploiting the robust nature of the TSS on top of a conventional catalyst for
enhanced surface catalysis, isolating the TSS from the bulk state of TI for conductivity
measurement of the TSS, protecting the TSS from gas contamination in air, etc.
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Such advances will also enrich our imaginations on the functionality and potential
technological applications of the TI-based heterostructures.
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Chapter 5
Conclusion and Perspective
In this thesis, we have carried out a series of study under the general theme of
theoretical modeling of low-dimensional materials and systems, on the topical subjects
of diluted magnetic semiconductors, graphene, and topological insulators. Although
our work only covers a very small number of topics in the respective areas, not
to mention in the whole field of low-dimensional physics, we hope these works can
somehow convey our angle of seeing and addressing the problems in these areas, and
even beyond.
Throughout this thesis, we have been specially emphasizing the correlation
between structure and functionality. In DMS, in order to obtain high Curie
temperature one must decrease the amount of interstitial Mn doping. In surface
catalysis using gold films supported on oxides, the films must be at just the right
thickness to achieve optimal activity. In epitaxial growth of graphene on metal
substrates, the surface composition and morphology of the substrates determine the
quality of graphene thus obtained. On the one hand, the correlation usually implies
some underlying physical mechanisms to be sought out. On the other hand, it simply
means one generally should not ignore the structural details of a new system when
studying its properties. Moreover, the general experience acquired in the exploration
of the correlation between structure and functionality, guided by fundamental physical
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principles, can even help to construct or design new systems with desired properties.
For example, the electrostatic attraction between n- and p-type dopants can lead to n-
p codoped diluted magnetic semiconductors and diluted ferromagnetic graphene with
many desired properties. By realizing the possible charge transfer effect facilitated
by the delocalized surface states, replacing the inert oxide substrates by topological
insulators in gold catalysis can further enhance the catalytic activity of the supported
gold films. And, by using a superstructured surface alloy as the substrate to break
the orientational degeneracy of small carbon islands in the initial growth stage, grain
boundaries of epitaxial graphene can be significantly suppressed.
Although ab initio methods have a significant weight in the methodologies used in
this thesis, we stress that nowadays a (nearly) complete understanding of a problem
or a system generally requires the collaboration between several different methods.
This is not only because of the practical limitation of computation power, or the
fundamental inadequacy of the ab initio methods on certain topics, but also due to the
irreplaceable efficiency and elegance of many other methods in revealing the physics
in specific situations. For example, with the essential rate parameters obtained by
ab initio methods, a kinetic Monte Carlo simulation can straightforwardly show the
growth behaviors that may not be expected by just looking at the numbers. In
estimating the transition temperatures of magnetic systems, the disorder effect is
reasonably captured only with the help of the Monte Carlo approach. In our ongoing
effort of establishing the theory of RKKY interaction between magnetic nanoparticles
deposited on graphene, we are working on a phenomenological model based on the
Dirac Hamiltonian of the charge carriers of graphene, with the exchange parameters
between graphene and magnetic transition metal nanoparticles obtained by first-
principles methods. The model can be readily applied to large systems that cannot
be addressed by ab initio methods. Moreover, the phenomenological model can give
predictions with their physical origins easily traced back to the fundamental physics
built in the model. We are going to apply the multi-method multi-scale approach to
many other seminal topics such as nanoplasmonics, strongly-correlated oxides, etc.,
114
in low-dimensional systems and beyond, and expect more excitements to come about
in the future.
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