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1. Introduction
The fractal objects studied in this paper are limit net sets, whose construction we describe by means of net matrices, which
we deﬁne here. A limit net set can also be viewed as the limit set of a Moran construction [10,9,12], or, more generally, as
a random fractal (see, e.g., Falconer [4,5]).
Now we give a short outline of this paper.
In Section 2 we start with the deﬁnitions of notions that we use along the paper: we introduce net sets and the corre-
sponding limit net sets. A useful instrument for the construction of net sets are net matrices, which we also introduce here.
These are 4× 4 matrices with entries zero or one satisfying certain conditions, namely, that the “1” entries are, in a certain
sense, well distributed throughout the matrix. Actually, we called these matrices net matrices and the corresponding sets
net sets because the particular way in which the “1” entries are distributed is related to the notion of (t,m, s)-nets (more
exactly, (0,2,2)-nets in base 2). (t,m, s)-nets are point sets in the s-dimensional unit cube that are well distributed (for
more details see, e.g., [11]) and suitable, e.g., for numerical integration. However, as (t,m, s)-nets do not explicitely occur in
the considerations of this paper, we do not further mention this topic. We also introduce some notions of connectedness
for net sets and net matrices.
In Section 3 we study connectedness properties of net sets. First, we take the case of net sets deﬁned by substitutions
with connected net matrices and prove two propositions about how substitutions with connected net matrices “transmit”
the strong connectedness along sequences of net sets. The main part of this section is Subsection 3.2, where properties
of limit net sets are studied. We introduce the notion of net connectedness for limit net sets, which is stronger than con-
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connectedness or connectedness (with respect to the Euclidean topology) of limit net sets.
Theorems 5 and 6 give suﬃcient and necessary conditions for the total disconnectedness of a uniform limit net set.
Finally, the existence of different “degrees of connectedness” for limit net sets is established.
In Section 4 we approach the fractal structure of limit net sets. In the context of random fractals the question about
fractal percolation arises in a natural way. We deﬁne net percolation, which is an analogon of fractal percolation in the unit
cube, and show that it occurs for special cases of limit net sets. For details regarding fractal percolation in the cube we
refer, e.g., to Falconer [5], Chayes [2] or Dekking and Meester [3]. The section ends with an open problem on net percolation
depending on the probabilities of occurrence of connected and, respectively, disconnected matrices in the construction by
net substitutions of the net sets that deﬁne a limit net set.
To conclude, let us remark that the results proven in this paper provide methods for constructing random fractals with a
certain type of uniformity of structure by using net matrices, but also for constructing percolating fractal sets and sets with
certain connectedness properties.
2. Deﬁnitions
2.1. Net matrices
In the following we introduce net matrices, which we afterwards use for describing a Moran type construction of fractals.
Deﬁnition 1. Let A = (ai, j)0i, j3 be a 4× 4 matrix with entries in {0,1}. We say that A is a net matrix if exactly 4 entries
equal 1 and their distribution within the matrix satisﬁes the following conditions:
(1) in each row and each column of A there is exactly one entry with value 1,
(2) in each submatrix (ai, j) i=k,k+1
j=l,l+1
, where k, l ∈ {0,2} there is exactly one entry with value 1.
We denote by A the set of all net matrices.
It is easy to see that there are exactly 16 net matrices satisfying the conditions in Deﬁnition 1.
Deﬁnition 2. Two entries of a net matrix are said to be neighbours (or neighbouring entries) if either their column in-
dices coincide and their row indices are consecutive integers or their row indices coincide and their column indices are
consecutive integers.
Deﬁnition 3. A path in a net matrix is a ﬁnite sequence of neighbouring “0” entries of the matrix.
Deﬁnition 4. A net matrix is said to be connected if its set of “0” entries is connected, i.e., for any two “0” entries there
exists a path in the matrix that connects them. A net matrix which is not connected is called disconnected. C is the set of
all connected net matrices and D =A \ C is the set of the disconnected net matrices.
Example. The matrices
A =
⎛
⎜⎝
0 1 0 0
0 0 0 1
1 0 0 0
0 0 1 0
⎞
⎟⎠ and B =
⎛
⎜⎝
0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
⎞
⎟⎠ ,
are connected net matrices.
Here we list the disconnected net matrices
⎛
⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎞
⎟⎠ ,
⎛
⎜⎝
0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
⎞
⎟⎠ ,
⎛
⎜⎝
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
⎞
⎟⎠ ,
⎛
⎜⎝
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
⎞
⎟⎠ .
Remark. The last three deﬁnitions can be extended in a natural way to any {0,1}-valued matrix.
As we shall see later on, net matrices are a nice tool for the construction of net sets. This is why they were introduced
here.
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Substitutions are maps which assign words (concatenations of symbols) to symbols. They are also a good instrument for
describing certain self-similar sets or generalisations thereof (see, e.g., Dekking and Meester [3], Arnoux and Itô [1]). Here
we consider substitutions from the set of symbols {0,1} to the set A ∪ {1}, where 1 denotes the 4 × 4 matrix with all
entries “1”.
Deﬁnition 5. We call net substitution any mapping σ : (N ∪ {0})2 × {0,1} →A ∪ {1} satisfying the conditions σ(i, j,1) = 1,
and σ(i, j,0) ∈A, for all i, j ∈ N∪ {0}.
Let A0 = (a0i, j)0i, j3 ∈ A be a net matrix and let σ1 be a net substitution. By applying σ1 to A0 we get a 16 × 16
matrix A1. Let σ2 be a net substitution. By applying σ2 to A1 we obtain a 64× 64 matrix A2. Inductively, after k steps we
have a 22(k+1) × 22(k+1) matrix
Ak =
(
aki, j
)=
⎛
⎜⎜⎜⎝
ak
0,22(k+1)−1 a
k
1,22(k+1)−1 . . . a
k
22(k+1)−1,22(k+1)−1
. . . . . . . . . . . .
ak0,1 a
k
1,1 . . . a
k
22(k+1)−1,1
ak0,0 a
k
1,0 . . . a
k
22(k+1)−1,0
⎞
⎟⎟⎟⎠ . (2.1)
Let Ak denote the set of all {0,1}-valued 22(k+1) × 22(k+1) matrices that can be obtained by starting with a net matrix
and applying k times (i.e., in k steps) net substitutions. We will call the matrices of Ak net matrices of level k, k 0.
Deﬁnition 6. Let A = (ai, j)0i, j22(k+1)−1 be a net matrix of level k. A net substitution on the matrix A is the restriction of a
net substitution σ : (N∪ {0})2 × {0,1} →A∪ {1} to the set {(i, j,ai, j), 0 i, j  22(k+1) − 1}.
Each net matrix A0 of level 0 can be interpreted as the image of the 1 × 1 matrix (0) by a net substitution. Moreover,
each matrix satisfying the conditions of Deﬁnition 1 is a net matrix of level zero, i.e., A=A0. If a net substitution σ assigns
to all zeroes of a {0,1}-matrix A the same net matrix, say B , then we say that σ is a uniform net substitution on A with the
matrix B .
2.3. Net sets in the unit square
Now we use net substitutions in order to construct net sets.
For 0 i, j  22(k+1) − 1 and k 0 we introduce the notation Iki, j = Iki × Ikj , where Iki = [( i22(k+1) , i+122(k+1) )].
Deﬁnition 7. Let k 0 and A = (aki, j) ∈Ak be a net matrix of level k. We call the set
E :=
22(k+1)−1⋃
i, j=0
{
Iki, j
∣∣ aki, j = 0
}
the net set of level k corresponding to the matrix A. We denote by Ek the family of all net sets of level k.
Remark. As there is a one-to-one correspondence between the elements of Ak and the elements of Ek , sometimes we can
use properties of elements of Ak in order to derive properties of elements of Ek .
Deﬁnition 8. Let A ∈Ak be a net matrix of level k and E ∈ Ek be the corresponding net set. We call E a uniform net set of
level k if at each step of the construction of A by means of net substitutions a uniform net substitution was applied.
Thus, a uniform net set Ek = Ek(P0, . . . , Pk) ∈ Ek corresponds to a net matrix Ak = Ak(σ0, . . . , σk) ∈Ak , where σi is the
uniform substitution applied at the step (level) i of the construction, 0 i  k.
Each net set of level 0 is trivially uniform. Uniformity in net sets plays a role only starting with level 1. All net sets
represented in Figs. 2–5 are uniform.
We will call each of the intervals Iki, j deﬁned above a net square of level k, or, in short, a k-square. For a given Ak ∈Ak
and the corresponding net set Ek ∈ Ek we say that Iki, j is a white net square of level k or white k-square if aki, j = 0. Otherwise,
Iki, j is a black net square of level k or black k-square. When we do not specify the colour of a net square we mean a white net
square. As one can see in formula (2.1), we chose the indices of the matrix elements in net matrices in a particular way
in order to emphasise the correspondence between the matrix element aki, j and the left lower corner of the square I
k
i, j , for
k 0 and 0 i, j  22(k+1) − 1.
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Fig. 2. The uniform net set of level 1 based on the net sets in Fig. 1.
Remark. Let A0 = (a0i, j)0i, j3 ∈ A be a net matrix and E0 the corresponding net set. We have a0i, j = 0 if and only if
I0i, j ⊂ E0 (i.e., I0i, j is a white net square of E0). By Deﬁnition 7, in the construction of a net set of level k we replace every
white (k − 1)-square by a net set of level 0 scaled by the factor 2−2k .
Remark. Equivalently, a net set of level 0 is obtained by “cutting out” the black net squares associated to the “1” entries
of the corresponding net matrix and then taking the topological closure (with respect to the usual Euclidean topology) of
the obtained set. Proceeding inductively, one can deﬁne the net sets of level k, with k  1 with the help of cut out black
l-squares, with l = 0,1, . . . ,k and taking, at each step l, the topological closure (in the Euclidean topology).
Each net set is a compact set with respect to the topology induced by the Euclidean metric on R2.
Deﬁnition 9. Let E0 ∈ E0 and {Ek}k0, Ek ∈ Ek for k  0 and E0 ⊃ E1 ⊃ · · · Ek−1 ⊃ Ek ⊃ · · · be a decreasing sequence of net
sets. We call limit net set of the sequence {Ek}k0 the set
E∞ :=
⋂
k0
Ek.
If the sets Ek of the above sequence are uniform net sets, then E∞ is called a uniform limit net set.
Remark. Since any decreasing sequence of compact sets in R2 is convergent, the limit net set of a decreasing sequence of
net sets as above is always well deﬁned, and nonempty.
Deﬁnition 10. Let E ∈ Ek , k  0. Two net squares Ili, j and Ili′, j′ (having the same colour or different colours) of the same
level l  k occurring in E are said to be neighbours (neighbouring net squares) if they share an edge, or, equivalently, if ali, j
and ali′, j′ are neighbours in the corresponding net matrix A ∈Al .
Deﬁnition 11. A k-path in a set E ∈ Ek , k 0, is a ﬁnite sequence p of neighbouring (white) k-squares. The union of the net
squares of a path p is called the corridor of the path and is denoted by Γ (p).
Deﬁnition 12. Let E ∈ Ek , k  0. We say that E is strongly connected if for any k-squares S and T included in E there
exists a k-path p = p(S, T ) in E that connects S and T . This is equivalent to the connectedness of the net matrix A ∈Ak
corresponding to E .
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3.1. Net sets deﬁned by substitutions with connected net matrices
In this subsection we will show that substitutions with connected net matrices lead to net sets with nice properties.
For k  1 let ACk be the set of matrices of Ak that have the property that they can be obtained by starting with a
connected net matrix and subsequently applying only substitutions with connected net matrices. For k  0 we denote by
ECk the set of the corresponding net sets of Ek , i.e., the set of strongly connected net sets of level k.
Assume that we take an arbitrary net matrix A ∈ C (corresponding to a connected net set) and apply to it an arbitrary
net substitution σ with connected net matrices. That is, each “0” entry of A is replaced by some net matrix of C , and
each “1” entry by the matrix 1. We get a matrix A1 ∈AC1 . We analyse A1 with respect to its connectedness.
Let us consider two arbitrary connected net matrices S, T ∈ C. We analyse the (4× 8)- or (8× 4)-block built by “sticking
together” S and T . Let us take, without loss of generality, the case of a (4×8)-block, with left (4×4)- submatrix S and right
(4 × 4)- submatrix T . By Deﬁnition 1, the fourth column of S and the ﬁrst column of T respectively, contain exactly one
entry with value 1. Therefore we can ﬁnd at least two and at most three pairs of neighbouring zeroes in the (4× 8)-block
that have one element in the right column of S and the other element in the left column of T . This, together with the
connectedness of S and T implies the connectedness of the block. By applying this argument for all blocks composed by
two images through the substitution σ of neighbouring zeroes of A, we obtain, since A is connected, the connectedness of
the net matrix A1. As A and σ have been chosen arbitrarily, it follows by the deﬁnition of ACk , k  1, that all matrices of
AC1 are connected.
Example. A connected block constructed with two connected net matrices:
⎛
⎜⎝
1 0 0 0 0 0 0 1
0 0 1 0 1 0 0 0
0 1 0 0 0 0 1 0
0 0 0 1 0 1 0 0
⎞
⎟⎠ .
In particular, by the one-to-one correspondence of the elements of ACk and ECk , for k  1, we obtain, in the case k = 1,
that each element of EC1 is a strongly connected net set.
Now we proceed inductively. Assume that all elements of ACk are connected matrices (and, equivalently, all elements of
ECk are strongly connected). We take an arbitrary Ak ∈ACk and apply to it a net substitution τ which assigns to each “0”
entry of Ak some connected net matrix, such that distinct zeroes of Ak may be mapped into distinct connected net matrices.
We get a matrix Ak+1 ∈Ak+1. As Ak is connected, we deduce, by the same argument as for the connectedness of A1 above,
that Ak+1 is connected. By the deﬁnition of ACk+1 it immediately follows that all matrices of ACk+1 are connected, and,
equivalently, all net sets of ECk+1 are strongly connected.
Thus we have inductively proven the following
Proposition 1. Let E0 ∈ EC0 be a strongly connected net set with corresponding netmatrix A0 . By applying substitutionswith connected
net matrices we construct the sequence of net matrices A1, A2, . . . , with Ak ∈Ak, k 1. For every k 1 let Ek be the net set of level k
deﬁned by Ak. Then Ek is strongly connected, for all k 0.
Proposition 2. Let {Ek}k0 be a decreasing sequence of net sets and n 0 an arbitrary integer. If En+1 is strongly connected, then En
also is strongly connected.
Proof. Let Sn, Tn ⊂ En be two arbitrary net squares of level n. Then one can choose two arbitrary (n + 1)-squares, S, T ⊂
En+1, such that S ⊂ Sn and T ⊂ Tn . By the strong connectedness of En+1, there exists an (n + 1)-path pn+1 = pn+1(S, T )
that connects the net squares S and T . Then, by the construction of net sets, there exists a ﬁnite sequence of net squares of
level n, (Bi)i∈J , where J is a set of indices depending on S and T , such that Γ (pn+1) ⊂⋃i∈J Bi . The sequence (Bi)i∈J is
an n-path in En connecting Sn and Tn . 
3.2. Properties of limit net sets
In the following we analyse connectedness properties of limit net sets.
Deﬁnition 13. The limit set E∞ of a decreasing sequence of net sets {Ek}k0 is net-connected if for each two points x, y ∈
E∞ and for all k  0 there exist two k-squares Sk, Tk ⊂ Ek with x ∈ Sk and y ∈ Tk and a k-path in Ek that connects Sk
and Tk .
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Theorem 1. Let {Ek}k0 , be a decreasing sequence of strongly connected net sets, Ek ∈ ECk , and E∞ the corresponding limit net set.
Then E∞ is connected with respect to the topology induced by the Euclidean metric on R2 .
Proof. Let x, y ∈ E∞ be two arbitrary points of the limit set. Then, by the deﬁnitions of E∞ and Ek , k  0, there exist two
decreasing sequences of net squares, {Sk}k0 and {Tk}k0, where k indicates the level of the square Sk and Tk , such that
x ∈
⋂
k0
Sk and y ∈
⋂
k0
Tk.
By the strong connectedness of Ek , there exists for every k  0 a k-path pk in Ek that connects the net squares Sk and Tk .
Moreover, Γ (pk) is a compact and connected set, for all k  0. We have the decreasing sequence of connected sets (with
respect to the topology induced by the Euclidean metric on R2)
Γ (p0) ⊃ Γ (p1) ⊃ · · · ⊃ Γ (pk) ⊃ Γ (pk+1) ⊃ · · · ,
and x, y ∈ Γ (pk), for all k 0.
Thus x, y ∈⋂k0 Γ (pk), which is a connected set. This completes the proof. 
Proposition 3. Let {Ek}k0 , be a decreasing sequence of strongly connected net sets, Ek ∈ ECk , and E∞ the corresponding limit net set.
Then E∞ is locally connected with respect to the topology induced by the Euclidean metric on R2 .
Proof. Let k  0 be arbitrarily ﬁxed and Sk be a net square occurring in Ek . Let (E ′l)l0 be the decreasing sequence of
net sets deﬁned by the condition E ′l := φk(Ek+l), where φk is a properly chosen similarity of factor 22(k+1) and E ′∞ the
limit netset of (E ′l)l0. Then Sk ∩ E∞ = ψk(E ′∞), where ψk is a similarity of factor 2−2(k+1) , i.e., the set Sk ∩ E∞ can be
viewed as the image by a similarity of the limit net set of a decreasing sequence of net sets. Then, by Theorem 1 and the
continuity of similarities, Sk ∩ E∞ is connected. Let now ε > 0 be some arbitrarily chosen real number, and k  0 such
that 2−2(k+1)
√
2 < ε. Then each k-square Sk of Ek has diameter (with respect to the Euclidean metric) less than ε and, as
E∞ =⋃S∈Sk (S ∩ E∞), where Sk = {S: S is a k-square of Ek}, it follows that the limit net set E∞ is a continuum that can be
written as a ﬁnite union of connected sets of diameter less than ε. As ε was chosen arbitrarily, this implies, by a theorem
of Hahn–Mazurkiewicz–Sierpin´ski [7, Theorem 2, p. 256], that E∞ is locally connected. 
Hata [6] proved connectedness properties of self-similar sets by using arguments some of which are related to those
used in the proofs of the last two results.
Proposition 3 and the mentioned Hahn–Mazurkiewicz–Sierpin´ski theorem yield
Corollary 1. The limit net set E∞ of a decreasing sequence of strongly connected net sets is a continuous image of an interval. In
particular, E∞ is arcwise connected.
Remark. Using similar arguments as above, one can easily prove that every strongly connected net set of some level k  0
is locally connected and arcwise connected.
In the considerations to follow we will restrict ourselves to studying properties of connectedness and net-connectedness
of limit net sets.
The ﬁrst part of the proof of Theorem 1 immediately leads to
Theorem 2. Let {Ek}k0 , be a decreasing sequence of strongly connected net sets, Ek ∈ ECk , and E∞ the corresponding limit net set.
Then E∞ is net-connected.
Theorem 3. Let E∞ be the limit net set of a decreasing sequence of net sets. If E∞ is net-connected then it is also connected with
respect to the canonical topology of the Euclidean plane.
Proof. The aﬃrmation follows immediately from the deﬁnition of E∞ , of net-connectedness and connectedness with respect
to the topology induced by the Euclidean metric on R2. 
For simplicity, in the following, when talking about (limit) net sets, by connected we mean connected with respect to the
topology induced by the Euclidean metric.
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ing this is the case when at a certain level k0 of the construction of the sequence {Ek}k0 the matrix Ak0 corresponding to
the net set Ek0 contains a submatrix of the form shown below
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 1 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 0 1 0
0 1 0 0 0 1 0 0
1 0 0 0 1 1 1 1
0 0 0 1 1 1 1 1
0 0 1 0 1 1 1 1
0 1 0 0 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
This occurs when at the corresponding step k0 of the construction of the sequence {Ek}k0 there has been applied a net
substitution that replaces certain “0” entries of the net matrix Ak0−1 by a disconnected net matrix. In fact, if the above
block is a submatrix of Ak0 that contains one of the elements a0,22(k0+1)−1 or a22(k0+1)−1,0 of Ak0−1 or, e.g., if it is just a
submatrix of Ak0 , boarded from above by a row (1 1 1 1 t1 t2 t3 t4) and from the left by a column (1 1 1 1 y1 y2 y3 y4)
T ,
ti, yi ∈ {0,1}, i = 1,2,3,4, then we have in Ak0 a set of “0” entries which cannot be connected by a path to “0” entries
outside this set. Thus Ak0 is not connected and the corresponding net set Ek0 is not strongly connected.
Are the reciprocal aﬃrmations of the last three theorems also true?
The reciprocal of Theorem 1 does not hold, i.e., the fact that the limit net set of a decreasing net sequence {Ek}k0 is
connected does not necessarily imply that Ek is strongly connected, for all k 0. This is shown, e.g., by the following simple
counterexample. Let
A =
⎛
⎜⎝
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
⎞
⎟⎠ and B =
⎛
⎜⎝
0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1
⎞
⎟⎠ .
We construct a decreasing sequence of net sets by substitutions as follows. Let E0 be the net set corresponding to the net
matrix A. E0 is connected, but not strongly connected. Let now A1 be the net matrix that we obtain by applying a uniform
net substitution that replaces all zeroes in A0 by the matrix B , and let E1 be the corresponding net set of level 1. If we
continue the construction with net substitutions, replacing at each level k  1 all zeroes of Ak by the matrix B , then the
limit net set E∞ is connected, but none of the sets Ek , k  0, is strongly connected. Still, Ek, for k  1, is connected. Let
us explain this in a more general case. Suppose we take an arbitrary disconnected matrix A at the ﬁrst step (A0 = A) and
then at the next steps uniform net substitutions with a connected net matrix B , chosen with the property: if (i, j) is the
corner position of an “1” entry in A, then the entries of B at the positions (i, j) and (3− i,3− j) are zeroes. This property
does not let Ek , for k 1, get disconnected: if the intersection of two net squares of certain level is a point, then this point
remains in the net set at the next level.
Let us now prove the reciprocal of Theorem 2.
Theorem 4. Let {Ek}k0 , be a decreasing sequence of net sets, and E∞ the corresponding limit net set. If E∞ is net-connected then Ek
is strongly connected, for every k 0.
Proof. Let E∞ be as above. Suppose there exists a k  0 such that Ek is not strongly connected. Then, by the deﬁnition of
strong connectedness, there exist two distinct arbitrary net squares of level k, Sk, Tk ⊂ Ek which are not connected by any
k-path in Ek . Let now s ∈ Int(Sk) ∩ E∞ and t ∈ Int(Tk) ∩ E∞ be two points of the limit net set, where by Int we denote the
interior with respect to the topology induced by the Euclidean metric on R2. By the net-connectedness of E∞ there exist
two (k + 1)-squares S, T ⊂ Ek+1, with s ∈ S and t ∈ T , such that there is a (k + 1)-path in Ek+1, pk+1, connecting S and
T . Let us consider a ﬁnite sequence of net squares of level k, (Bi)i∈J , where J is a set of indices depending on S and T ,
such that Γ (pk+1) ⊂⋃i∈J Bi . It is easy to see that such a sequence exists and provides a k-path which connects Sk and Tk
in Ek . This contradicts the assumption that Ek is not strongly connected. 
It is easy to show that the reciprocal of Theorem 3 does not hold. Suppose the opposite. Let E∞ be the limit net set of
a decreasing sequence of net sets, such that E∞ is connected. Assume that the reciprocal of Theorem 3 holds. This would
imply that E∞ is also net-connected. Then by Theorem 4 the set Ek is strongly connected, for all k  0. This would imply
that the reciprocal of Theorem 1 holds, which, as it was already shown, is false.
Example. It is not diﬃcult to see that consecutively applying substitutions with the same disconnected net matrix lets the
diagonals of the net squares unchanged, but “splits” the set: at each second step where we apply such a substitution in the
construction of the sequence {Ek}, the number of connected components of Ek increases. Thus E∞ is disconnected. Actually
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the disconnectedness of E∞ is already provided after applying a uniform net substitution with a disconnected net matrix A
followed by a (not necessarily uniform) net substitution which replaces each zero by some net matrix B that satisﬁes the
following condition: if (i, j) is the “corner” position of a “1” entry in A, then B has a “1” entry in at least one of the
positions (i, j) and (3− i,3− j) (see also Fig. 3). One can ﬁnd even weaker conditions that provide the disconnectedness of
a net set of some level k and thus also of E∞ .
Let us now consider the special situation when in the construction of the decreasing sequence of net sets we apply,
starting with a level k, with k  1, only uniform substitutions with one and the same disconnected matrix at all levels
k+ 1,k+ 2, . . . . Thus all (white) net squares existing at level k are “cut” into “strips” getting at each level thinner, separated
by black squares (see also Figs. 4 and 5). E∞ is again disconnected. Later on we give suﬃcient and necessary conditions for
the limit net set to be disconnected.
Conclusion. There are the following “degrees” of connectedness that a limit net set can have:
(a) net-connected,
(b) connected,
(c) disconnected,
(d) totally disconnected,
where (a) and (d) are particular cases of (b), and (c) respectively.
The case when the limit net set is totally disconnected is approached in the considerations to follow.
Deﬁnition 14. Let A = (ai, j), with 0  i, j  3 be a net matrix. A is of type I if (a0,3 − 1)(a3,0 − 1) = 0. A is of type II if
(a0,0 − 1)(a3,3 − 1) = 0. We say that two net matrices are from different families when they are of different type.
Each disconnected net matrix is either of type I or of type II. Some of the connected net matrices are neither of type I
nor of type II.
Remark. Let (Ek)k0 be a decreasing sequence of uniform net sets. Consider some integers l 0, 0m < n and A(m), A(n)
two (not necessarily distinct) disconnected net matrices of same type (say a ∈ {I, II}) occurring at the mth and nth step of
the construction of the sequence by uniform net substitutions, respectively. Let us assume that A(m) is the (2l+1)th matrix
of type a that occurs in the construction of the sequence and A(n) be the (2l + 2)th matrix of type a that occurs in the
construction of the sequence. Then after applying the uniform net substitution with the matrix A(n) to the net matrix An−1
of level n − 1 corresponding to the net set En−1 there are created new “strips” containing only “1” entries that “cross” the
net matrix An of level n that corresponds to En . For example, the matrix
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . . . . . . . . . . .
1 1
1 1
. . . 1 1 . . .
1 1
1 1
. . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
corresponds to the case when A(m) and A(n) are disconnected matrices of type II. Here “strips” consisting only of “1” entries
separate regions of En consisting only of “0” entries. Correspondingly, the union of the black n-squares corresponding to the
“1” entries in these “strips” separate the net set En into connected components that occur at level n as strict subsets of the
connected components of En−1. Consequently, these “black strips” in En also separate connected components of E∞ .
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Fig. 5. The uniform net set of level 3 is constructed by net substitutions with two disconnected matrices from different families, and with one and the
same disconnected matrix, respectively.
The above remark is useful in the proofs of the theorems to follow.
Proposition 4. Let E∞ be the limit net set of a decreasing sequence of uniform net sets {Ek}k0 and, for k  0, let A0, A1, . . . , Ak
denote the sequence of net matrices that deﬁnes the set Ek. For every k  0 let m1(k) denote the number of disconnected matrices of
type I, andm2(k) the number of disconnected matrices of type II that occur in the ﬁnite sequence A0, A1, . . . , Ak. If Ak is a disconnected
matrix for all k 0, and
lim
k→∞
m1(k) = ∞ and lim
k→∞
m2(k) = ∞, (3.1)
then E∞ is totally disconnected with respect to the topology induced by the Euclidean metric on R2 .
Proof. Let x, y ∈ E∞ be two distinct points of the uniform limit net set E∞ mentioned in the theorem. Let d = d(x, y) > 0
be the Euclidean distance between x and y. As x ∈ E∞ , it follows that x lies in a connected component of Ek , for all k 0.
We consider the open ball B(x, d2 ) (with respect to the Euclidean metric), centered at x and with radius
d
2 . As y /∈ B(x, d2 ),
it is enough to show that there exists a connected component of E∞ which contains x and is contained in B(x, d2 ).
Let j, l  0, 0  q1 < q2 and 0  n1 < n2 be integer s, A(q1), A(q2) disconnected matrices of type I , and A(n1), A(n2)
disconnected matrices such that A(i) occurs in the last step of the construction of the net set Ei , for i ∈ {q1,q2,n1,n2}.
Suppose that l and j have the property that at the levels q1 and q2 respectively we have the (2 j + 1)th and (2 j + 2)th
occurrence of a disconnected matrix of type I (not necessarily the same), and that at the levels n1 and n2 we have the
(2l + 1)th and (2l + 2)th, respectively, occurrence of a disconnected matrix of type II in the construction of the sequence of
net sets deﬁning E∞ . Let h := max{q2,n2}, and g := min{q1,n1} − 1, if q1 · n1 = 0 and g := 0 if q1 · n1 = 0. Let δ(Eh) and
δ(Eg) be the diameter of the largest connected component of Eh and of Eg , respectively. Then δ(Eh) <
3
4 · δ(Eg), where the
constant 34 can actually be replaced by a smaller one, close to
1
2 (see also Figs. 4 and 5). As the optimality of this constant
does not change the essence of things, we will not get into more detail here.
Let now t > 0 and let E(t) be some net set obtained after having already applied t1  2t times substitutions with net
matrices of type I and t2  2t times substitutions with net matrices of type II in the construction of the net set sequence,
where at least one of the numbers t1, t2 equals 2t . Of course, E(t) is not uniquely determined by these properties, but
the existence of such a set is suﬃcient for our argument. The diameter δ(E(t)) of the largest connected component of
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√
2 · ( 34 )t . Hence, for t chosen large enough, δ(E(t))  d2 and thus the
connected component of E(t) which contains x is contained in B(x, d2 ). Consequently the connected component of E∞
which contains x is contained in B(x, d2 ). 
Based on the ideas of the above proof, and taking into account that the substitutions with connected net matrices do
not “cut” already existing connected components into smaller connected components (see Theorem 1), one can prove the
following more general result.
Theorem 5. Let E∞ be the limit net set of a decreasing sequence of uniform net sets {Ek}k0 and, for k 0, let A0, A1, . . . , Ak denote
the sequence of net matrices that deﬁnes the set Ek. For every k  0 let m1(k) denote the number of disconnected matrices of type I,
and m2(k) the number of disconnected matrices of type II that occur in the ﬁnite sequence A0, A1, . . . , Ak. If
lim
k→∞
m1(k) = ∞ and lim
k→∞
m2(k) = ∞,
then E∞ is totally disconnected with respect to the topology induced by the Euclidean metric on R2 .
Suppose we are in the setting of Theorem 5. Then we have the following
Theorem 6. Condition (3.1) is a necessary condition for a uniform limit net set E∞ to be totally disconnected.
Proof. Let E∞ be a totally disconnected uniform limit net set. Then, by the facts already shown, the inﬁnite sequence of
net matrices A0, A1, . . . , Ak, . . . contains at least two disconnected matrices of the same type.
From the conﬁguration of the disconnected net matrices one can infer that the consecutive occurrences of uniform net
substitutions with disconnected net matrices of the same type in the construction of the sequence {Ek}k0 does not change
the length of the diameter of the largest connected component of the net set. This is based on the fact that disconnected
net matrices have only zero entries on exactly one of their diagonals, where the diagonal with this property is the same for
disconnected net matrices of the same type.
The idea of constructing a totally disconnected uniform limit net set is to reduce, along the construction of the sequence
of net sets deﬁning E∞ , the diameters of the connected components, such that limk→∞ δ(Ek) = 0, where δ(Ek) denotes the
diameter of the largest connected component of Ek , for k 0. See also Fig. 5. 
With the same notations as in the above theorems we state two more results, whose proofs we omit, since they are
based on facts that have already been mentioned here.
Theorem 7. A uniform limit net set is disconnected, but not totally disconnected, if and only if there exists a constant M  0 and an
index j ∈ {1,2} such that m j(k) M for all k 0, and one of the following conditions is satisﬁed:
(1) there exists an integer k0  1 such that
(
m1(k0) − 2
)(
m2(k0) − 2
)= 0,
(2) there exists an integer k0  0 such that k0 is the ﬁrst step in the construction of the sequence {Ek}k0 when a uniform net
substitution with a disconnected matrix occurs, say A = (ai, j)i, j∈{0,...,3} , and an l  1 such that at step k0 + l a uniform net
substitution with a matrix B = (bi, j)i, j∈{0,...,3} is applied, where B has the same type as A.
Let A0, . . . , Ak, . . . denote the sequence of net matrices occurring in the construction of a sequence of uniform net sets
· · · ⊂ Ek ⊂ · · · ⊂ E0, such that Ak occurs at step k of the construction. We denote by m′1(k) the number of matrices Al of
type I , and m′2(k) the number of matrices Al of type II, with l k.
Theorem 8. A uniform limit net set is connected (in the usual Euclidean sense) but not net-connected if and only if there exists an
integer k0 such that m1(k0) +m2(k0) 1 and if for some k 0 and some j ∈ {1,2} we have m j(k) = 1 then m′j(n) = 1, for all n k.
3.3. Limit net sets as random fractals. Net percolation
Limit net sets, as they were deﬁned in Section 2, are limit sets of Moran constructions (see Moran [10], Mauldin and
Williams [9], Pesin and Weiss [12]). Already known results on Moran fractals (see, e.g., the same references) yield that limit
net sets are fractals whose Hausdorff and box-counting dimensions equal 1+ log3/ log4.
Limit net sets are also a species of random fractals. In the case of random fractals the self-similarity property is often
replaced by “statistical self-similarity”, in the sense that enlargements of small parts have the same statistical distribution
as the whole set. For more details and examples regarding random fractals we refer, e.g., to Falconer [4,5].
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are a particular case of random net fractals, introduced and studied by Falconer [4], and thus can be regarded as random
fractals.
In the following we approach net set fractals as a species of random net fractals. Since at each step of the construction
by means of net substitutions, each zero entry of the corresponding net matrix is replaced by a net matrix “with no
preferences”, we may assume that each of the 16 net matrices occurs, independently, with the same probability 116 , each
time when we apply a net substitution. This approach is somehow natural and at hand.
The deﬁnition and construction method of limit net sets leads in a natural way to the question whether and when there
occurs percolation for net set fractals.
The process of fractal percolation was ﬁrst described by Mandelbrot in the 1970s. Its study has been intensiﬁed and
extended in the 1980s. Fractal percolation has been used as a model for various physical processes such as intermittency in
turbulence or distribution of galaxies in the universe (see Mandelbrot [8]).
Let us give the following
Deﬁnition 15. Let (Ek)k0 be a decreasing sequence of net sets with limit net set E∞ . We say that net percolation in the
unit square occurs if Ek connects two opposite sides of the unit square, for all k 0.
Equivalently, we say that net percolation in the unit square occurs for a decreasing sequence of net sets (Ek)k0 if there
exists a path (i.e., the image of the interval [0,1] by a continuous real function) in the corresponding limit net set E∞ that
connects two opposite sides of the unit square.
The geometrical structure of net sets, in particular that of strongly connected net sets, and Theorem 2 immediately yield
the following
Proposition 5. If (Ek)k0 is a decreasing sequence of strongly connected net sets, then net percolation in the unit square occurs for
this sequence.
The above proposition states a suﬃcient condition for net percolation. By the counterexample that we gave with respect
to the reciprocal of Theorem 1, the condition in the proposition is not also necessary for net percolation. The question,
whether and when net percolation occurs if we allow in the construction (by means of net substitutions) of {Ek}k0 also
disconnected matrices, arises in a natural way. Since the facts that we have already shown about net sets do not give a
complete answer to this question, we reformulate it in terms of random fractals.
Net percolation can be regarded as a type of fractal percolation in the unit square (see, e.g., Falconer [5], Chayes [2],
Dekking and Meester [3]). In this context, let p ∈ [0,1] and q = 1 − p. We construct a decreasing sequence of net sets by
means of substitutions with net matrices, such that the following conditions are fulﬁlled:
(1) Every time when we replace a zero entry of a net matrix by some net matrix A, the probability that A is a connected
net matrix is p, for all zero entries, independently.
(2) Any of the 12 connected net matrices occurs with probability p12 and each disconnected matrix with probability
q
4 .
(3) The net matrix that corresponds to the net set E0 = E0(p) is with probability p12 one of the connected matrices and
with probability q4 one of the disconnected matrices.
Let E∞(p) denote the limit net set of the sequence Ek(p) of net sets introduced above.
In this setting, any limit net set can be viewed as a random fractal and thus net percolation becomes a certain type of
fractal percolation in the unit square. Analogously to the “classical” case of fractal percolation in the unit square one can
formulate the following questions.
Problem. How does, in terms of probability, the structure of E∞(p) variate in dependency of the parameter p? Does there
exist a critical value pc , such that for p > pc there is positive probability that E∞(p) connects opposite sides of the unit
square?
Of course, the cases p = 1 and p = 0 are trivial. We have in view the above problem for 0< p < 1 for further research.
4. Some ﬁnal remarks
One can see that the “nice” connectedness properties of net sets and limit net sets are due to their geometry, i.e., to the
“good distribution of the holes” in these sets, thanks to the distribution of the “1” entries in the net matrices.
One could also consider other classes of matrices in order to construct fractals, analogously as in the construction of net
sets. For example, in the case of (4× 4)-matrices one could take instead of net matrices the larger class of matrices having
in each line and each column exactly one “1” entry and the rest of entries equal zero (the permutation matrices). Several
results proven for net matrices hold in this case, for some of the criteria and results some of the conditions have to be
(slightly) changed, in order to make them hold. Still, net matrices have the nice property of providing the “well distributed”
structure of the fractals. This was the main motivation for concentrating our attention on this family of matrices.
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