Abstract-Unmanned air vehicles (UAV's) are seeing increased use in many applications. One common problem is keeping a target or region in the view of a camera mounted on an UAV. Keeping multiple targets in view compounds the problem. For a fixed wing UAV, this is further complicated by the forward velocity constraints of the system. This paper presents an initial investigation into such to solve this problem with motion planning algorithms. We propose to search through the space of elliptical orbits that to find one that best keeps multiple targets in view. The search is performed using rapidly expanding trees in the space of possible ellipses. The choice of ellipse is predicated on a pair of cost functions based on the mean and variance of the targets' locations in the camera image. Simulations are performed to demonstrate the ability successfully find an ellipse.
I. INTRODUCTION Unmanned air vehicles (UAV's) are receiving increased interest in wide a variety of applications. Cost for UAV's continues to drop, as does the cost and capability of low weight, low power sensors and control hardware. The ability to place sensors at altitude above areas of interest has advantages in mapping [1] , [2] , geoscience [3] , [4] , situational awareness [5] and surveillance [6] , [7] , [8] . A common problem to many applications is keeping a target or region of interest in the field of the onboard sensors, such as cameras. The focus of this paper is target tracking multiple targets using a fixedwing UAV with a fixed, nongimballed camera.
Keeping a target in the field of view is difficult in the case of a fixed-wing UAV (i.e. an airplane), which must maintain a forward velocity to remain airborne. Therefor, the UAV cannot hover to view a target. Path planning tools can be used choose a trajectory which will keep a target in view. Given this trajectory, a autopilot can provide low level control to maintain the trajectory [9] , [10] . This paper presents an initial investigation to keep multiple targets in the field of view of a single UAV with a fixed camera. This task is achieved by finding a trajectory for the UAV that maintains a desired distribution of targets in in the image. Specifically, the UAV will fly an elliptical orbit around the targets. As the UAV flies about the ellipse, the mean of the target distribution is maintained near the image center, and the variance of feature coordinates is maintained to a suitably small value. This ensues that the targets do not leave the FOV. The work in [11] introduced task functions based on mean and variance of feature point coordinates in the image. However, this control task involved a six-degree of freedom (6DOF) system that did not have minimum velocity constraints. The method was extended in [12] to include helicopter UAV's that were modeled with a linear system. Moments of segmented images, such as mean and variance, have been used as error signals in visual servo control in of a 6DOF system [13] and in control of position and attitude of a quad rotor aircraft [14] .
In this paper, the moments are used to develop cost functions which are used to select amongst possible elliptical orbits around the targets. A similar concept was used by Saunders and Beard [15] , who sought to find an orbit for a UAV about a single target to keep the target in view, despite disturbances such as wind. This was accomplished by finding velocities that obeyed a set of constraints on range and bearing to the target and roll angle. Thomasson [16] and Wang et al [17] introduced tracking algorithms for fixed wing aircraft that provide elliptical and circular orbits, but require a gimballed camera. This paper differs from previous research in several ways. Importantly, this work considers several targets and a fixed camera (no gimbal). The use of a gimbal adds weight and complexity to any system. This paper also focuses on path planning to find an ellipse that keeps the targets in view. Specific control to follow the ellipse is left to the autopilot and represents a potential avenue of future work. Path planning to find an elliptical orbit is achieved through rapidly-exploring random trees (RRT's) [18] . A set of cost functions is assigned to rate how well the targets are kept in view. A tree search algorithm on the space of possible ellipses tests each one to see how well it keeps all targets in view. The ellipse which has the lowest cost function is determined as the best ellipse to fly.
Section II of this paper details the camera and aircraft models used. Section III describes ellipses, the necessary aircraft kinematics to fly an elliptical orbit, and the cost functions of the orbit as a function of target distribution in the image. Section IV describes RRT's and the specific trees used in this paper. Finally, Section V provides simulations to demonstrate the success of the proposed method.
II. CAMERA AND AIRCRAFT MODEL

A. Camera Model
Consider a camera with coordinate frame F (t) as shown in Figs. 1 and 2 . The camera views a collection of k feature points in front of the camera. These points have coordinates 
. . k} in the camera frame. An image of the points is captured, resulting in a projection to a set of points in the image frame. These image points are given by the normalized coordinates
When captured in a digital image, points are expressed in pixel coordinates
The pixel coordinates are related to the normalized Euclidean coordinates,
where A is a constant invertible, upper triangular camera calibration matrix [19] defined as
In (3), u 0 , v 0 ∈ R denote the pixel coordinates of the principal point (the image center as defined by the intersection of the optical axis with the image plane), a, b ∈ R represent scaling factors of the pixel dimensions, and φ ∈ R is the skew angle between camera axes. If A is known, the normalized coordinates of point i can be recovered as
Since the last element of the three-dimensional normalized coordinates is superfluous, it will not be considered in the sequel. Define the coordinates m i (t) ∈ R 2 as
Given a collection of k feature points, along with their coordinates and velocity vectors, a state position vector m(t) and state velocity vectorṁ(t) are defined as
Cameras operate under a constraint not captured in the pinhole camera model discussed above. Cameras have a limited field of view (FOV) that is a function of the camera focal length and the physical dimensions of the image surface. The horizontal FOV angle is α, and the vertical FOV angle is β. This FOV can be thus modeled as a pyramid with rectangular base with the apex at the camera center and the base edges parallel to the x and y axes of the camera frame. In a slight abuse of notation, this pyramid is referred to as the sensor cone. The major goal of this work is to keep a set of target points m i (t), i ∈ {1 . . . k} in the field of view without requiring specific knowledge of the sensor cone shape or relative position of the points M i (t), i ∈ {1 . . . k} in the camera frame. This is illustrated in Figs. 1 and 2 .
B. UAV Model
Consider a UAV flying over flat ground (i.e. a plane). An inertial reference coordinate frame I is attached to the ground plane with the z-axis perpendicular to the plane and positive z facing up. The body frame of the UAV, F b (t), is oriented such that the z-axis points to the UAV's left, and the x-axis points forward out the nose. The UAV kinematics are described by the constant altitude kinematic model, meaning the U AV body frame x-axis is always perpendicular to the z-axis in the inertial frame. The coordinates of the origin of
The angle between the body x-axis and inertial x-axis is the heading angle, denoted by ψ(t) ∈ [0, 2π).
Denote linear velocity along the body frame axes as
Denote angular velocity about the body frame axes as ω x (t), ω y (t), ω z (t) ∈ R. Under this kinematic model, there are a number of velocity constraints on the UAV. Linear velocity along the x-axis is constrained as v x (t) ≥ v ′ > 0, where v ′ ∈ R is a constant, minimum velocity needed to maintain flight. Angular velocity along the x-axis is referred to as the roll rate. Defining the roll angle as φ(t) = t 0 ω x ds, the angular velocity is constrained such that φ ′ ≤ φ(t) ≤ φ" where φ ′ and φ" are constant bounds on the roll angle. When φ(t) = 0, the UAV body z-axis is parallel to the inertial xy-plane. This is illustrated in Figs. 1 and 2. Note that φ(t) in Fig. 2 is negative in keeping with conventions of a right-handed reference frame.
To simplify development, consider the angular velocity about the direction of gravity (i.e. negative z-axis of I)
The angular velocities about the UAV y-axis and z-axis are given by
Constant linear velocity v x (t) and zero angular velocity ω x (t) gives a constant angular velocity ω g (t) of the UAV, resulting in a circular trajectory about a point. The radius r of this circle is given by
Let [x c , y c , z c ] T ∈ R 3 denote the center of the circle as measured in the inertial frame I. If it is desired to have the camera pointed at the projection of the circle center to the ground plane (e.g [x c , y c , 0] T ), then the roll angle must satisfy
Combining (7) and (8), the velocity v x is determined to be
The plane has acceleration toward the radial center given by
which projects onto the body y and z axes as
The heading angle ψ(t) is the tangent to the curve, as measured in I. This is considered in more detail in Section III.
For ease of development, we assume the camera is rigidly connected to the aircraft such that the z-axis of the camera frame and z-axis of the UAV body frame coincide (i.e. the camera faces off the left side of the UAV). This is easily extended to the case that the camera is rigidly connected to the aircraft at some other orientation.
III. KEEPING TARGETS IN VIEW BY FLYING AN ELLIPTICAL ORBIT
As seen in Fig. 2 , a roll angle φ(t) ∈ (β, π + β) will result in some portion of the ground being visible in the camera field of view (e.g. the intersection of the sensor cone and ground surface is not empty). From (7), it can be seen that a constant roll angle and linear velocity will result in the the UAV flying an a circle with radius r. If the roll angle and/or forward linear velocity is allowed to vary, this idea can be extended to elliptical orbits. Given a counter clock wise (CCW) elliptical orbit, the camera will always be pointed toward the ground. Given a collection of targets, there exists some periodic, elliptical orbits such that the targets are in view for the entire orbit. Furthermore, if a set of orbits is available that keeps the targets in view, there may be criteria to prefer one orbit over another. This section details how elliptical orbits can be designated for the UAV and describes a set of measurements to provide a metric on how well a particular orbit keeps targets in the field of view.
A. Flying an Elliptical Orbit
For simplicity and feasibility with common UAV flight regimes, we limit φ(t) ∈ (β, π/2 − β]. As seen in 7, given a constant roll angle and linear velocity, the UAV will fly a circle with radius r. Note that the plane that contains the circle is parallel to the ground plane (e.g. the x, y axes of I). If the roll angle and/or forward linear velocity is allowed to vary, this idea can be extended to elliptical orbits.
Consider an ellipse with major and minor axes parallel to the xy plane of I, centered at [x c , y c , z c ] T ∈ R 3 , and rotated about z-axis of I by an angle θ. Th ellipse can be described by the set of points in the inertial frame that satisfy the equation
where a and b are the lengths of the axes. The perimeter of the ellipse cannot generally be given in closed form, but can be approximated by C = π 3a + 3b − (a + 3b) (3a + b) .
If restricted to an ellipse, the coordinates of the origin of the UAV frame can be described by the parametric equations
where ρ(t) ∈ [0, 2π) is called the eccentric anomaly of the ellipse. Note that ρ(t) is not the angle between the vector from the origin of the UAV frame to the ellipse center and the ellipse a axis; ρ(t) is defined with respect to the circle that circumscribes the ellipse (please refer to a text on geometry for a proper definition). This is illustrated in Figs. 3.
The unit tangent vector of the ellipse gives the heading angle of the UAV as measured from I. The heading angle is given by the unit tangent to the ellipse, and can be found as
where q(ρ) is a function to overcome the ambiguity of the atan function, and is defined as
The derivative of (12) is given bẏ
Assume the UAV begins an orbit at an intersection of the ellipse a axis and the ellipse perimeter. The desired roll angle at the initial time t 0 point is
Set velocity v x (t) to be constant as in (9) . Combining (6) and (13) , and settingρ(t) = 1 gives the necessary roll rate for the UAV to maintain the desired elliptical orbit, expressed aṡ
Since v x and g are constant, roll rateφ is decided by the heading rateψ. The rateψ is largest when the UAV is near the major axis of the ellipse. Assume that a is the length of the major axis (a similar argument is occurs when b is the major axis). When the ratio a b is large,ψ approaches π as the UAV approaches the major axis. In this case, (15)approaches -∞ or can become discontinuous, leading to system unstable. To prevent this, an ellipse should only be flown if it satisfies the constraint 1 π − ε < a b < π − ε for some small value ε ∈ R + . In simulation, ε > 0.3 prevented the system from becoming unstable. 
B. Performance metrics for keeping targets in the camera FOV
Two cost functions are presented as criteria to discriminate between potential orbits. Given a potential orbit, the UAV will fly once around the ellipse, record the time values of the two cost functions over the orbit, and calculate the RMS value. The first cost concerns the mean of the feature points, specifically the distance between the current sample mean and a desired sample mean. The logical choice for the desired mean is the image center. A low value of the RMS over an orbit means the feature points were well centered in the FOV over the orbit.
Given a desired value of the mean,m d ∈ R 2 , the mean cost function is denoted as χ m (t) ∈ R 2 and is given by
is the sample mean of the current feature points.
The second cost concerns the variance of the feature points about the mean, specifically the difference between the current variance and a desired value. A low value of this cost means that the feature points did not get too close to the edge of the FOV, nor did they get too close to each other, which could cause problems due to occlusions. Given a desired value of the sample variance, s 2 d ∈ R 2 , the variance cost function is denoted as χ v (t) ∈ R 2 and is given by
where s 2 (t) ∈ R 2 is the sample mean of the current feature points. Therefore the RMS values of the costs can be evaluated as closed-line integrals about the ellipse
and in the case of a digital camera can be approximated by
is the number of images taken over one orbit of the ellipse. Note that X m (t) ∈ R has units of pixels, and X v (t) ∈ R has units of pixels-squared. It may be desired to have both costs in terms of pixels, which can be accomplished by taking the square root of X v (t). There are many valid metrics that could be used to choose between two ellipses. We suggest two in this work. The first is k m X m (t) + k v X v (t), and the second is k m max(χ m (t)) + k v max( χ v (t)), where k m ≥ 0and k v ≥ 0 are scalar weights. It may also be useful to make χ m piecewise linear, such that it takes a very large or infinite value if the points ever leave the field of view.
A benefit of the mean and variance task functions is that no feature point tracking, matching or registration needs to occur, and the order of feature points in the feature vector m(t) is not important. This benefit is due to the fact that all specific point information is lost by taking the mean and variance. Some feature extraction methods, such as corner detection or taking the centroid of blob segments, do not match or order features between images without additional algorithms. Matching can be a difficult problem, so this is a notable advantage.
An example of the cost functions can be seen in Fig. 4 , which is a screen capture from a simulation. Four points representing the targets of interest are drawn in blue. The goal standard deviation (i.e. square root of variance) is drawn as a magenta ellipse about the goal mean. The current standard deviation about the current mean is drawn as a green ellipse.
If variance is regulated to a suitably small goal value, a subset of feature points can be guaranteed to stay in view. Given a random variable x with meanx and variance σ 2 x , Chebyshev's inequality states [20] 
This provides a bound on the number of elements in a sample that are farther than a specified distance of the mean. Specifically, Chebyshev's inequality proves that at least 75% of all values are within two standard deviations of the mean, and at least 89% of values are within three standard deviations. For a normally distributed random process, these limits are tighter such that approximately 95% of all values are within two standard deviations, and 99.7% of all values will be within three standard deviations. Consider a camera with a 512x512 pixel FOV and normally distributed feature points in the image plane. Regulating the mean to the camera center and variance to 128 2 will ensure that at least 95% of all points remain in the FOV. For arbitrary distribution of feature points (e.g. uniformly distributed), regulating the 
IV. SEARCHING FOR THE BEST ELLIPSE
Searching for the optimal ellipse is a difficult problem due to the complicated and non-linear cost functions that are to be minimized. One practical method for searching out optima while guaranteeing kino-dynamic constraints is using a random tree search. RRT's were first developed in robotics settings [21] , where they were used to search configuration spaces for feasible paths that would solve constrained motion problems. RRT's, due to the way they are grown, have been proven to quickly grow into unexplored regions of the state-space, and they nodes of an RRT will eventually densely cover the desired space. RRT's have been proposed in path-planning problems [18] , usually in a receding-horizon framework where a tree is regrown periodically and only the first few nodes of a desirable path are actually traversed before a new tree is produced.
RRT's are employed in the current setting in order to find a near-optimal ellipse: the space to be searched is a 6 dimensional region defined by three Cartesian coordinates of the ellipse center {x c , y c , z c }, two Cartesian values which indicate the length of the elliptical axes {a, b}, and a single angle which represents the orientation of the elliptical axes relative to the North-East-Down frame, θ. Thus the space of elliptical orbits to search can be dictated by the Cartesian product E = R 3 × R 2 × S 1 . It can be seen that an ellipse rotated by θ = π is the same as an ellipse that is not rotated. Furthermore, an ellipse that is rotated by θ = π/2 is the same as an ellipse that is not rotated but the values of a and b are swapped. To avoid the problem of nonuniqueness, θ is limited to θ ∈ (−π/2, π/2).
The tree is represented as a directed graph, or a set of vertices (or nodes) and a set of edges which connect the vertices. Each vertex is a point in the search space, so in this work, each vertex represents an elliptical orbit. The graph is initialized with some root vertex which indicates a point in the six-dimensional search space that serves as an initial guess. The root vertex can be the result of a previous tree search or other optimization routine. A tunable parameter ǫ ∈ R + is used to control the density of the RRT by defining edge lengths: larger edge lengths lead to more coarse (but faster) trees when coupled with a constraint that that new vertices cannot lie within an δ-ball of any existing vertex in the tree. Forbidden regions that should not have vertices can given by an obstacle map. To build a tree with N nodes, the tree is grown as shown in Algorithm 1. When each vertex is added, the corresponding ellipse is flown around once and the cost functions given in Section III-B are calculated for that ellipse. The ellipse with the best cost is stored for future reference. Trees grown via this method will quickly fill the search space. Given sufficient growth, it can be shown some vertex in the tree will lie within an arbitrarily small δ-ball of the optimal solution. The vertex which yields the lowest cost is a sub-optimal, but usually very good, ellipse.
V. RESULTS
Simulations were carried out to test the method. The camera was simulated as having a 7.8mm focal length and resolution of 1560×1560 pixels. 2 . A simulated camera image of the target points is seen in Fig. 4 .
The initial orbit ellipse, giving the root of the RRT, had parameters {x c , y c , z c a, b, θ} = {70, −215, 25, 210, 220, 0}. This ellipse has the targets in view for part of the orbit, but not the entire orbit. A view of the ellipse, target points, UAV, and sensor cone can be seen in Fig. 5 . The intersection of the sensor cone and ground plane is shaded darker. 
VI. CONCLUSIONS AND FUTURE WORK
UAV's are becoming an increasingly accessible and successful approach to obtain sensor data over large, remote and/or dangerous areas. Many sensors have a limited cone of reception, as personified by cameras with a limited field of view. This work presented a path planning approach to keep multiple targets in the view of a camera mounted on a fixed wing UAV. This was accomplished by building a rapidly expanding random tree in the space of elliptical orbital paths above the targets. The best available ellipse is the one that best keeps the target in the center of the camera field of view, as measured by cost functions of the mean and variance of targets in the camera image. Simulations were performed to verify the method.
These results can be expanded in several ways. It was assumed that the UAV autopilot could accurately fly the elliptical path. Disturbances, sensor error and actuator errors could be addressed through feedback control. This work did not consider path planning or flying between ellipses. This would necessitate a more advanced model of the UAV. A more advanced model of the UAV could also allow for orbits Fig. 7 . The costs over one orbit (left) an orbit that keeps targets in view part of the time (right) an ellipse that keeps the targets in view the entire orbit not parallel to the ground plane. Such orbits could have advantages for certain target configurations. Moving targets would also require additional work, possibly incorporating velocity estimation and receding horizon path planning.
