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Facial expressions are key to social interactions and to assessment of potential danger in various situations. Therefore, our brains
must be able to recognize facial expressions when they are transformed in biologically plausible ways. We used synthetic happy, sad,
angry and fearful faces to determine the amount of geometric change required to recognize these emotions during brief presentations.
Five-alternative forced choice conditions involving central viewing, peripheral viewing and inversion were used to study recognition
among the four emotions. Two-alternative forced choice was used to study aﬀect discrimination when spatial frequency information
in the stimulus was modiﬁed. The results show an emotion and task-dependent pattern of detection. Facial expressions presented with
low peak frequencies are much harder to discriminate from neutral than faces deﬁned by either mid or high peak frequencies. Peripheral
presentation of faces also makes recognition much more diﬃcult, except for happy faces. Diﬀerences between fearful detection and
recognition tasks are probably due to common confusions with sadness when recognizing fear from among other emotions. These
ﬁndings further support the idea that these emotions are processed separately from each other.
 2005 Elsevier Ltd. All rights reserved.
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Facial expressions are an important physical transfor-
mation that humans have evolved as a purely visual cue
to social interactions. The elimination of facial hair in pri-
mates facilitated the use of subtle facial information for
recognition of individuals of the species and for social
interaction. From an evolutionary perspective, facial
expressions may signal approaching predators or aggres-
sive conspeciﬁcs. These facial early warning indicators also
govern our reactions to other people, thereby mediating
our social interactions, which aﬀect our evolutionary ﬁt-
ness as individuals.
In humans and monkeys, facial expression and identity
processing, in spite of activating separate pathways
(Hasselmo, Rolls, & Baylis, 1989; Sergent, Ohta,
MacDonald, & Zuck, 1994), use similar processing mecha-
nisms. Facial expression processing activates speciﬁc brain0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.10.028
* Corresponding author. Tel.: +1 416 736 2100x33140.
E-mail address: hrwilson@yorku.ca (H.R. Wilson).regions responsible for emotion processing. The most
established emotion processing regions are the amygdala,
responsible for fear processing (LeDoux, 1996), and the
insula, responsible for processing disgust (Phillips et al.,
1997). Face processing occurs within the Fusiform Gyrus
(Allison, Puce, Spencer, & McCarthy, 1999; Kanwisher,
McDermott, & Chun, 1997). In spite of this physical sepa-
ration, both facial expressions and identity have been pro-
posed to employ conﬁgural processing mechanisms that
rely on the relative position of face components (Calder,
Young, Keane, & Dean, 2000; Leder, Candrian, Huber,
& Bruce, 2001). This mechanism is believed to be lateral-
ized to the right hemisphere in identity recognition (Kanw-
isher et al., 1997; Puce, Allison, Asgari, Gore, & McCarthy,
1996; Rhodes, 1993).
The mechanism and location of facial expression percep-
tion, including conﬁgural and categorical processing, are
still widely debated. Emotion lateralization has led to two
theories. The right hemisphere may dominate emotion per-
ception (Borod et al., 1998). This may lead to the increase
in perceived emotional intensity of the right half of the face
n¼1
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sis suggests that negative and positive emotions are lateral-
ized to diﬀerent hemispheres (Adolphs, Jansari, & Tranel,
2001). Whether this lateralization is due to a visual ﬁeld
advantage for particular emotions will be tested in the cur-
rent study.
The most important components of an emotional
expression are not yet clear. Whether there are particular
regions of the face which are of greater importance (e.g.,
eyes) is still not completely understood. Another important
aspect of emotional expression is the spatial frequency
range that supports it. Spatial frequency dependence, long
studied for face recognition, is not fully explored for
expression recognition. Facial recognition is dependent
on peak bands between 8 and 13 cycles per face with an
optimal bandwidth of two octaves (Costen, Parker, &
Craw, 1996; Gold, Bennett, & Sekuler, 1999; Na¨sa¨nen,
1999). Facial expression dependence on spatial frequency
has not been studied psychophysically, although one fMRI
study suggests that low pass ﬁltering increases amygdala
activation to fearful faces more than those with high spatial
frequency bands (Vuilleumier, Armony, Driver, & Dolan,
2003). This study also suggested a preference in the Fusi-
form cortex for high spatial frequencies, independent of
emotion.
The current study uses a novel set of synthetic face stim-
uli that allow us to quantify emotion intensity based on a
metric of deviation from a neutral face. A previous study
shows that these faces can be accurately matched to face
photographs and show similar inversion eﬀects to face pho-
tographs (Wilson, Loﬄer, & Wilkinson, 2002). Further-
more, masking studies indicate that synthetic faces
activate higher levels of form vision (Loﬄer, Gordon,
Wilkinson, Goren, & Wilson, 2005), and unpublished
fMRI results from our laboratory show that synthetic faces
are very eﬀective stimuli for the fusiform face area (FFA).
Using synthetic face stimuli, two basic tasks were exam-
ined: discrimination of emotional from neutral faces, and
recognition of the actual emotion conveyed. The ﬁrst is,
in principle, a simple pattern discrimination task, while rec-
ognition requires categorization of the emotion as being
happy, sad, afraid, or angry. These two tasks enabled us
to systematically explore the eﬀects of peripheral viewing,
inverted presentation and manipulation of spatial frequen-
cy content on facial emotion processing.
Our study shows that emotion recognition is indeed sen-
sitive to modiﬁcations in the available information present-
ed in a face, which can occur naturally due to the position
of a face relative to the observer. Removal of high spatial
frequency bands aﬀects the detection of fear, sadness and
happiness, but not anger. Facial expression recognition is
more sensitive to spatial frequency modiﬁcations than
facial identity. Inversion and peripheral viewing produce
similar impairments of emotion recognition, and no signif-
icant diﬀerences were found between visual hemiﬁelds.
Happiness is the least aﬀected by peripheral presentation,
but the most aﬀected by inversion. Diﬀerences betweenthe detection (from neutral) and recognition (from among
other emotions) tasks suggest that fear, the easiest emotion
to detect as a deviation from neutral, is often confused with
sadness in brief presentations, making it much harder to
recognize among other emotions.2. Methods
2.1. Stimuli
Synthetic faces were created using a procedure described in detail
elsewhere (Wilson et al., 2002). Brieﬂy, faces were derived from a data-
base of male and female greyscale photographs digitized using 37 points
on the face, spanning the head shape, hairline, position and size of inter-
nal features. The faces were manipulated for both emotion recognition
and identity discrimination experiments. These points were all localized
using the bridge of the nose as the origin of a polar coordinate system.
Head shape was deﬁned as the sum of radial frequency patterns (Wilson
& Wilkinson, 2002). The female and male means of this population were
calculated and used as the basis for emotion recognition experiments.
Original experiments show that subjects are able to discriminate emotion
in male and female faces with equal accuracy, so data were averaged
across genders.
Faces were bandpass ﬁltered using a radially symmetric ﬁlter based on
a diﬀerence of Gaussians (DOG):
DOGðRÞ ¼ 1:26 expðR2=rÞ  0:26 expðR2=ð2:2rÞ2Þ; ð1Þ
where R is the radius of the ﬁlter and r was adjusted to create a two octave
bandwidth at half amplitude with a peak frequency of approximately
10 cycles per face width (range 8–13), considered optimal for face recogni-
tion (Costen et al., 1996; Gold et al., 1999; Na¨sa¨nen, 1999). This peak
frequency was used in all cases, unless stated otherwise. Spatial frequency
experiments manipulate only the peak frequency, using the same
bandwidth in all cases. At our viewing distance the peak spatial frequency
was 8.0 cpd.
Four ecologically important expressions, having clear positive or
negative valences, were morphed in accord with Ekmans qualitative
descriptions of facial expressions (Ekman & Friesen, 1975). Happi-
ness, fear, anger and sadness were deemed to be inherently positive
or negative in nature (unlike surprise) and relatively independent of
texture-based transformations (unlike wrinkling of nose in disgust).
Changes were applied to the height and shape of eyebrows, amount
of visible sclera, upper and lower eyelid positions, width of nose
and curvature and size of mouth and lips, producing a total of 10
possible variations as shown in Table 1. The maximum transforma-
tion for each emotion was gauged by asking naı¨ve individuals to rank
exemplars using maximum intensity and realism as the criteria. Tex-
ture information was removed, so wrinkling between eyebrows in
anger and sadness as well as crinkling beside the eyes in happiness
were excluded, leaving all emotion judgments dependent on basic geo-
metric information. Note that emotions are still easily perceived at
viewing distances where texture information such as wrinkling is invis-
ible. Mouths were kept closed to prevent obvious luminance cues due
to white teeth during smiling or large dark areas for open mouths.
Fig. 1 shows the most extreme versions of each emotion and the spa-
tial frequency modiﬁcations applied to each face (described in detail
later).
The amount of change from the neutral expression to the most extreme
version of each expression was calculated based on a Euclidian distance
that accounts for changes in each feature deﬁned as a fraction of head
radius
DEN ¼
X10
ðEn  NnÞ2
 !0:5
; ð2Þ
Table 1
Transformations applied to neutral faces to create emotional expressions
Feature change Happy Sad Anger Fear
Nose ﬂare — — X —
Brow distance — X X X
Brow upward curve — X X X
Brow curvature — X — X
Brow height — X X X
Upper eyelid height (visible sclera) X — X —
Lower lid position X X X X
Outer edges of mouth X X — —
Width of mouth X X — —
Low lip position X X X X
X denotes that this transformation was applied. The quantity of change
varied depending on the expression.
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emotional feature modiﬁcation, n. Each expression has a unique value
for D, which is used throughout the experiments as a measure of physical
change from a neutral face common to all expressions to measure recog-
nition abilities.
Facial identity manipulations were created using face cube stimuli
(Wilson et al., 2002). This system is based on creating morphs which devi-
ate from the mean in the direction of each of four randomly chosen faces
within the database of synthetic faces, orthogonalized using the Gram–
Schmidt procedure, and a ﬁfth face which is a combination of the four fac-
es at equal distance from the mean (Wilson et al., 2002). The deviation of
each face is based on the Euclidian distance metric deﬁned by variation
from the mean as a fraction of head radius in 37-dimensional face space:
DAN ¼
X37
n¼1
ðAn  NnÞ2
 !0:5
; ð3Þ
where A is a randomly chosen face and N is the mean face of the same gen-
der, for each feature change, n. Similar to Eq. (2), D is used as a measure
of each faces deviation from an average face.
2.2. Procedure
A total of eight subjects, three males and ﬁve female students at York
University ranging in age from 21 to 42, served as observers in these exper-
iments. All subjects had normal or corrected to normal vision. Seven sub-
jects were experienced psychophysical observers but naı¨ve to the purpose
of the experiment.Fig. 1. Emotional synthetic face stimuli based on Ekman and Freisen descr
emotions and neutral (in the centre). Far left panels (1) are angry faces with m
On the far right (2a, 2b) are the equivalent spatial frequency modiﬁcations foSubjects were seatedwith ﬁxed head position 1.31 m froman iMAC, res-
olution 1024 · 768, which subtended 13.4 · 10.1, making each pixel
47.0 arc sec square. Experiments were run in Matlab using the psychophys-
ics toolbox (Brainard, 1997; Pelli, 1997) with a frame rate of 75 Hz and 8 bit/
pixel greyscale. Mean luminance for the screen was 38.0 cd/m2. Unless
otherwise stated, face stimuli subtended approximately 3.4 · 4.6.
All experiments used forced choice matching paradigms. Targets for all
experiments were ﬂashed for 110 ms and followed immediately by a noise
mask of equal peak spatial frequency and bandwidth. Mask duration was
200 ms. Target duration ensured the minimum amount of time required to
discriminate faces (Lehky, 2000), which may actually take longer than
facial expression perception (Herrmann et al., 2002), making 110 ms suﬃ-
cient processing time. After the mask was presented, a spatial forced
choice was presented to the observer. In discrimination experiments two
faces were presented side by side, with one being the previously ﬂashed tar-
get face and the other the mean face. In recognition experiments, ﬁve faces
were presented in a square array comprising the mean face, and the max-
imum degree of expression (see Eq. (2)) for each emotion. This procedure
required the observer to determine which emotion had been portrayed by
the ﬂashed target face, which contained a more subtle indication of emo-
tion than was represented in the spatial forced choice. To reiterate, dis-
crimination tasks refer to 2AFC tasks which required the matching of
aﬀect (i.e., is there emotion present, or is the face neutral), but not the rec-
ognition of a particular. Recognition tasks refer to 5AFC tasks which
required the subject to match the emotion which was presented (i.e., was
the face happy, sad, etc.). Subjects were given unlimited time for this part
of the trial but rarely took longer than 3.0 s.
For all experiments face position, unless otherwise stated, was random-
ly jittered over ±0.7 to prevent subjects from ﬁxating on a particular
feature.
Emotion discrimination experiments involved the discrimination of a
particular emotion from neutral. Two-alternative forced choice experi-
ments were performed in which subjects were expected to discriminate
the emotional from the neutral face. In one set of experiments three peak
spatial frequency values were tested: the mid peak frequency (10 cycles/
face, 8 cpd), low peak frequency (3.33 cycles/face, 2.67 cpd) and high peak
frequency (30 cycles/face, 24 cpd). Studies of human psychophysics and
monkey physiology suggest that simple cells in primary visual cortex have
a bandwidth of 1.5 octaves (DeValois, Albrecht, & Thorell, 1982; Wilson,
McFarlane, & Phillips, 1983), indicating that these three peak frequencies
activate separate channels. A bandwidth of two octaves was used for all
conditions, as this has been proposed to be the optimal bandwidth for rec-
ognition of faces (Costen et al., 1996; Gold et al., 1999; Na¨sa¨nen, 1999).
Emotion recognition experiments involved categorizing the target
among all four emotions plus neutral. These 5AFC experiments are divid-
ed into four conditions: foveal viewing, peripheral viewing with ﬁxation
8.1 from the centre of the face (right and left visual ﬁeld presentation)iptions (1975). Middle panel are the MSF (10c/face) stimuli for all four
odiﬁed peak frequencies, LSF (a-3.3c/face) and HSF (b-bottom, 30c/face).
r sad faces.
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Fig. 2. Baseline emotion discrimination thresholds (MSF) for four
subjects. Mean and standard errors are reported. Note that in all cases
fear is the easiest emotion to discriminate and anger the most diﬃcult.
Identity is more diﬃcult to recognize than happy, sad and fear.
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nating emotion presented in male versus female faces and no interaction
with emotion, so these thresholds were combined.
For each experiment, four geometric increments were used. A percent-
age correct was calculated for each increment. These percentage values
were used to calculate a threshold based on a minimum of 24 trials/incre-
ment. Thresholds were calculated by ﬁtting a Quick (Quick, 1974) or
Weibull function (Weibull, 1951) using maximum likelihood estimation
based on a 75% correct level (2AFC) or 60% (5AFC). Thresholds are
expressed as change from the mean as a fraction of head radius (see
Eqs. (2) and (3)). A minimum of three threshold values were measured
for each condition for each subject. Mean and standard errors are
reported and used for statistics.
Repeated measures ANOVAs were performed across subjects and
followed by Tukeys honest signiﬁcant diﬀerence tests at a values of 0.05
and 0.01. These values were calculated based on the MsError term with
corrected degrees of freedom when sphericity was violated.
Error biases were calculated for emotion recognition experiments
(5AFC). The frequency distributions of errors within runs used to deﬁne
each threshold were averaged across subjects. As the expressions were
deﬁned as variation from the neutral face, the majority of errors occurred
when the face was very similar to the neutral. Thus, the neutral case was
not considered a bias in error judgment and was excluded from the error
frequency data. Analyses were performed to identify frequently confused
emotions by looking for interactions between presented and chosen emo-
tions. These biases were tested using one sample t tests with a comparison
value of 1/3 (random distribution across three possible error emotions)
and using a Bonferroni correction for multiple comparisons, within each
condition.
3. Results
3.1. Experiment 1: Emotion and identity discrimination
Recent studies using synthetic faces have successfully
quantiﬁed discrimination abilities for facial identity
(Wilson et al., 2002). Little has been done to quantify
expression discrimination using a metric that can be com-
pared across emotions. This experiment quantiﬁes the
amount of transformation required to discriminate each
emotion from neutral to determine which emotions require
the most and least geometric change to discriminate the
presence of aﬀect from the lack, in an individual of ﬁxed
identity. These baselines will subsequently be important
to understand how discrimination thresholds change with
the shifting of spatial frequency bands.
A two-alternative match to sample task was used in
which the task begins with a mouse click and the presenta-
tion of a target face followed by a mask, followed by two
choice faces. The subject was instructed to choose the tar-
get face presented previously. Subjects were tested with
both male and female faces, but data were averaged across
face genders, as there was no signiﬁcant diﬀerence between
them.
3.1.1. Mid spatial frequency—Baseline
Aﬀect discrimination abilities vary with the emotion
being discriminated from neutral. Fig. 2 demonstrates that
at mid spatial frequencies (MSF), to which we are most
sensitive for facial identity tasks, identity discrimination
(in neutral faces) (0.0486 ± 0.0047) is signiﬁcantly morediﬃcult than discriminating emotions from neutral (when
identity remains the same) (0.0240 ± 0.0050, p < 0.05).
Another clear pattern that emerges is that anger is more
diﬃcult (0.0444 ± 0.0149) to discriminate from neutral
than fear (0.0172 ± 0.0017, p < 0.05). In fact, fear is the
easiest emotion to discriminate, whereas anger is the most
diﬃcult. Anger and sadness are not statistically diﬀerent
from one another. These patterns change with the shifting
of spatial frequency bands.
3.2. Spatial frequency modiﬁcations
Previous research shows that recognition of identity is
optimal in the presence of mid spatial frequency bands
(Costen et al., 1996; Gold et al., 1999; Na¨sa¨nen, 1999). Fac-
es deﬁned by peak frequencies outside of these mid-range
bands are much harder to recognize, and performance
degrades signiﬁcantly. A recent fMRI study shows that
emotion recognition regions are preferentially sensitive to
particular spatial frequency bands. Speciﬁcally, low spatial
frequency fearful faces activate the amygdala more than
high spatial frequency ﬁltered faces (Vuilleumier et al.,
2003). If this is true, then shifting spatial frequency bands
in fearful faces should have no negative impact on the dis-
crimination of fearful faces. To test this hypothesis, the
same procedure was used as for mid spatial frequency faces
(MSF), with both targets and choice faces at shifted peak
frequencies. Low spatial frequency (LSF) faces and high
spatial frequency (HSF) faces diﬀered from mid spatial fre-
quency (MSF) by a factor of 3 to ensure diﬀerent spatial
frequency channels were being activated.
Peak frequency and emotion (including identity) were
analysed as within subject factors. Both emotion and the
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fore Huyn–Feldt epsilon adjusted degrees of freedom were
used for the F test. Peak frequency, emotion and the
interaction between these two factors were found to be
signiﬁcant (F(2,6) = 10.986, p < 0.01, partial eta squared =
0.785; F(4,12) = 24.601, p < 0.001, partial eta squared = 0.891;
F(6,19) = 2.990, p < 0.029, partial eta squared = 0.499).
3.2.1. Low spatial frequency
The greatest impairments in performance due to spatial
frequency modiﬁcations occur when only low spatial fre-
quencies are present (Fig. 3). The emotion that shows a sig-
niﬁcant change when the bands are shifted from MSF to
LSF is sadness (p < 0.05). This emotion shows a greater
than twofold increase in threshold when comparing
performance with mid (0.0198 ± 0.0072) versus low peak
frequencies (0.0465 ± 0.0044). Sadness also shows a signif-
icant diﬀerence between LSF and HSF (0.0163 ± 0.0026,
p < 0.05). Fear and happiness show approximately twofold
increases in threshold with low peak frequencies as com-
pared to the mid peak frequencies, but these diﬀerences
are not statistically signiﬁcant. Discrimination of sadness,
happiness and fear is dependent on the presence of high
spatial frequency bands for accurate discrimination, but
the shifting to low spatial frequency bands has very little
eﬀect.
Anger is the only emotion that showed no signiﬁcant
increase in threshold with the shifting of peak frequency
(Fig. 3). The average threshold shows an improvement with
the shift from MSF (0.0444 ± 0.0149) to LSF
(0.0388 ± 0.0045). The other condition that shows very lit-0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
4              6 8      10                                      30
Happy
Anger
Sad
Fear
Identity
M
ea
n 
Th
re
sh
ol
d 
(pr
op
ort
io
n 
of
 h
ea
d 
ra
di
us
)
Peak spatial frequency (cycles/face)
*
*
Fig. 3. Spatial frequency dependence of emotion and identity discrimina-
tion. Reported are the means and standard errors collapsed across four
subjects. Asterisks indicate signiﬁcant diﬀerence from LSF (Tukeys HSD,
*p < 0.05).tle change in threshold with the shift from MSF to LSF is
facial identity.
Discrimination of aﬀect (from neutral) is much more
dependent on spatial frequency than facial identity
(Fig. 3). Identity discrimination showed very small increas-
es in threshold, smaller than most emotions. Averaging
across subjects, the increase in facial identity threshold
was by a factor of 1.27 when comparing mid
(0.0486 ± 0.0047) to low peak frequencies (0.0615 ±
0.0042). Emotion discrimination is much more aﬀected by
the lack of high peak frequencies than identity discrimina-
tion (an overall factor of 1.57), speciﬁcally sadness, happi-
ness and fear.
3.2.2. High spatial frequency
Shifting peak frequencies to high frequency bands has
much smaller eﬀects on emotion discrimination, causing a
small but insigniﬁcant improvement in performance
(Fig. 3). Comparing MSF to HSF, there is a lot of between
subject variability for each emotion. Some subjects
improve, some show no change and some perform more
poorly. In general, the lack of low spatial frequency com-
ponents of a face does not aﬀect emotion discrimination,
whereas the lack of high frequency components impairs
discrimination of happiness, sadness and fear.
3.3. Experiment 2: Recognizing emotions
Recognizing emotions from among other emotions is
perhaps even more important than discriminating an emo-
tion from neutral, so this experiment was designed to quan-
tify the amount of change required to recognize each of the
emotions. For this experiment, a ﬁve-alternative forced
choice paradigm was used in which the target face was pre-
sented, followed by a mask and a choice screen, consisting
of an exemplar from each emotion category (four emo-
tions) and the neutral face. Subjects were instructed to click
on the emotion that was presented in the target face.
3.3.1. Foveal upright emotion recognition—Baseline
The results indicate that certain emotions are easier to
recognize than others. In Fig. 4, the only two emotions
which are signiﬁcantly diﬀerent from each other are anger,
the most diﬃcult to recognize (0.0717 ± 0.0063), and hap-
piness, the easiest to recognize (0.0283 ± 0.0043, p < 0.01).
These patterns are diﬀerent than those found for aﬀect dis-
crimination, discussed above.
3.4. Eﬀect of viewing conditions
To understand how facial expression recognition occurs,
it is important to explore its limitations. Two transforma-
tions of viewing conditions that can occur are peripheral
viewing of faces and inversion (although inversion is cer-
tainly less frequent in natural settings). An ANOVA on
these conditions shows signiﬁcant eﬀects of condition
(F(3,15) = 26.841, p < 0.001, partial eta squared = 0.843)
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Fig. 5. Emotion recognition when faces are presented foveally and
peripherally. Shown are the averages of six subjects with standard error
bars. Asterisks denote conditions that are signiﬁcantly diﬀerent from
foveal viewing (Tukeys HSD, *p < 0.05, **p < 0.01). Note that all
emotions except happiness are aﬀected by peripheral presentation. Three
subjects were unable to reach threshold for fear in at least one visual
hemiﬁeld. Another subject was unable to recognize sadness in either visual
hemiﬁeld.
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Fig. 4. Baseline emotion recognition thresholds (5AFC) for six subjects.
Means and standard errors are reported. Note that all subjects show an
advantage for happy faces.
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squared = 0.837). The interaction eﬀect was also signiﬁcant
(Huyn–Feldt correction for violation of sphericity,
F(8,43) = 3.992, p = 0.001, partial eta squared = 0.444).
These experiments are discussed in greater detail in the fol-
lowing paragraphs.
3.4.1. Peripheral experiments
Peripheral experiments tested recognition performance
for a horizontal eccentricity of 8.1–8.2 (to centre of the
face), which is also 5.5–5.8 (to nearest contour). Allow-
ances were made for anatomical and physiological diﬀer-
ences in peripheral versus foveal viewing. Faces were
doubled in size, to 6.9 · 9.1 and the peak spatial frequen-
cy was halved, to compensate for larger peripheral recep-
tive ﬁelds and lower photoreceptor density. For this task,
the mask was also increased in size and reduced in spatial
frequency to match the new face. Positional jitter from trial
to trial was added to a ﬁxation cross presented at the oppo-
site edge of the screen because peripheral target faces
extended the entire height of the screen. Jitter was only
added along the vertical axis because altering the horizon-
tal position of the face would aﬀect the eccentricity of
peripheral targets.
Peripheral viewing increases thresholds by an overall
factor of 1.68 (Fig. 5), suggesting that although emotion
can be recognized in most cases, our ability to do so is
severely compromised. Fear (p < 0.01), anger (p < 0.01)
and sadness (p < 0.05) show strong impairments when pre-
sented peripherally. Fear in particular suﬀers from periph-
eral presentation, as three of six subjects were unable to
reach threshold (60% correct in 5AFC) in at least one visu-
al hemiﬁeld. Happiness, the only emotion all subjects could
recognize peripherally, suﬀers the least from peripheralpresentation, showing no signiﬁcant diﬀerence from foveal
performance.
Preferences for visual hemiﬁeld are not signiﬁcant and
there is variability among subjects. One subject showed a
left visual ﬁeld advantage for all emotions, thus a right
hemisphere advantage. Happiness showed a non-signiﬁcant
small advantage for ﬁve subjects when presented in the
right visual hemiﬁeld (0.0342 ± 0.0043) as compared to left
visual hemiﬁeld (0.0399 ± 0.003), which corresponds to a
left hemisphere advantage.
3.4.2. Inverted experiments
To test if the emotions studied here are processed conﬁg-
urally (Calder et al., 2000) and to determine if the eﬀect of
impaired peripheral presentation was due to a breakdown
of conﬁgural processing which may result from the foveal
organization of face processing areas (Levy, Hasson,
Avidan, Hendler, & Malach, 2001) and a very fast decline
in performance in the periphery for ﬁne spatial discrimina-
tion (Levi, McGraw, & Klein, 2000), the next experiment
was an inversion task. In this task, both target and choice
faces were presented upside-down.
Inverting faces increased recognition thresholds signiﬁ-
cantly compared to foveal presentations (Fig. 6). The eﬀect
of inversion was equal to impairments found for peripheral
viewing (a factor 1.65). Thresholds for sadness (p < 0.05)
and fear (p < 0.05) increase by a factor of approximately
1.7. Happiness is the most aﬀected by inversion, having
an increase in threshold of 2.2 (p < 0.05), with three of
six subjects unable to reach threshold. The only emotion
that had no signiﬁcant eﬀect of inversion was anger.
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Fig. 6. Emotion recognition when faces are presented upright and
inverted. Shown are the averages of six subjects with standard error bars.
Upright data are the same foveal data as in Fig. 5. Asterisks denote
conditions that are signiﬁcantly diﬀerent from foveal viewing (Tukeys
HSD, *p < 0.05). Note that three of six subjects were unable to reach
threshold for happiness.
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Category boundaries, which are believed to be impor-
tant in emotion recognition (Calder, Young, Perrett,
Etcoﬀ, & Rowland, 1996), create an advantage when
discriminating among emotions. If categories exist for indi-
vidual emotions, then biases between emotions should not
be found. Patterns of errors were analysed from our data to
determine if, in fact, clear category boundaries could be
found between emotions.
Fear and sadness are the two most commonly con-
fused emotions (Fig. 7). Fear is often mistaken for sad-
ness (77.1 ± 2.2%), regardless of viewing conditions
(one sample t tests with a Bonferonni correction for0
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Fig. 7. Error distributions after the removal of neutral biases. Shown are the b
signiﬁcantly more than one-third of the time (using a Bonferonni correction
signiﬁcant bias for sadness in peripheral presentations.within conditions, p < 0.0125). Sadness is only confused
signiﬁcantly with fear for peripheral conditions (p <
0.0125), although averaging across all conditions, fear
is chosen more than chance (55.5 ± 2.3%). Foveal view-
ing leads to confusion between sadness and fear (p =
0.028), which is not signiﬁcant when corrections are
made for multiple comparisons. This common confusion
may be responsible for the reduction in recognition
abilities for fear, and somewhat for sadness when com-
paring experimental aﬀect discrimination from neutral
to emotion recognition.
3.5. Comparison of emotion discrimination (2AFC) to
emotion recognition (5AFC)
To better understand why the patterns of emotion dis-
crimination from neutral vary from the patterns of emotion
recognition, an analysis comparing the baseline conditions
was conducted.
Comparing baseline emotion discrimination from neu-
tral and emotion recognition shows that some emotions
are easy to detect from neutral, but often confused with
other emotions, whereas some emotions are hard to dis-
criminate from neutral but rarely confused with other emo-
tions (Fig. 8). A repeated measures ANOVA shows
signiﬁcant eﬀects of emotion, condition (discrimination
from neutral, recognition from other emotions) and signif-
icant interaction eﬀects (sphericity assumed in all cases—
F(1,3) = 18.227, p < 0.024, partial eta squared = 0.859;
F(3,9) = 7.588, p < 0.008, partial eta squared = 0.717;
F(3,9) = 8.151, p < 0.006, partial eta squared = 0.731). The
eﬀect of emotion in each of these tasks has been stated pre-
viously, thus the important component of this analysis is
the interaction between the condition and the emotion.
Happiness is easier to recognize from other emotions as
compared to discriminating from neutral, but this is not
statistically signiﬁcant. The one emotion that experiences
a signiﬁcant eﬀect as a factor of condition is fearFovea LVF RVF INV
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Fig. 8. A comparison of emotion discrimination (from neutral) and
recognition (from among other emotions). Shown are the averages of four
subjects with standard error bars. Note that only fear is signiﬁcantly
harder to recognize when presented with other emotions (Tukeys HSD,
*p < 0.05).
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criminating from neutral (0.0126 ± 0.0037) is lost when
fear is presented among other emotions (0.0419 ±
0.0078), increasing the average threshold by a factor of
3.33. This is most likely due to the strong confusion
between fear and sadness, which aﬀects the ability to recog-
nize fear much more than sadness.
4. Discussion
Facial expression recognition and discrimination from
neutral are dependent on both the particular facial expres-
sion and the way the face is displayed. Shifting spatial fre-
quency bands to low peak frequencies greatly impairs
performance on emotion discrimination tasks whereas
identity discrimination is less aﬀected. High peak frequen-
cies have no negative impact on discrimination abilities for
either identity or emotion discrimination tasks. Diﬀerences
between discrimination from neutral and recognition abili-
ties reﬂect common confusions among emotions, particu-
larly sadness and fear. Peripheral viewing produces a
large deﬁcit in our ability to recognize emotions, except
in the case of happiness.
4.1. Spatial frequency information
At low peak frequencies emotion discrimination from
neutral is impaired. This suggests that many emotion pro-
cessing regions require mid and/or high peak spatial fre-
quencies. This ﬁnding has strong implications for human
interactions. At far viewing distances, where faces are lack-
ing HSF relative to head size, our visual systems cannotidentify emotion. This means that to interpret another per-
sons facial expression—speciﬁcally happiness, sadness and
fear, HSF information must be present, and the face must
be within relative proximity. This is reasonable because
emotions such as sadness and happiness are normally pres-
ent during social interactions, which occur when two peo-
ple are speaking within a distance of a few metres,
ensuring that ﬁne detail is available to the perceiver. Phys-
iologically, these ﬁndings suggest that emotion recognition
regions receive inputs from cells in primary visual cortex
with small receptive ﬁelds, probably from the parvocellular
pathway. This anatomical explanation for the current
behavioural data has been supported by evolutionary stud-
ies which show strong correlations between regions of the
amygdala responsible for social interactions and the parvo-
cellular layers of the LGN (Barton & Aggleton, 2000).
These ﬁndings are in contrast to an fMRI study in which
the amygdala is reported to be preferentially sensitive to
LSF fearful faces (Vuilleumier et al., 2003). According to
the current psychophysical results, the amygdala should
be preferentially sensitive to high or mid spatial frequen-
cies. This discrepancy may be explained partially by stimu-
lus diﬀerences. The current study used bandpass ﬁltered
images, whereas Vuilleumier et al. (2003) used high pass ﬁl-
ters with diﬀerent bands than the current study (>24 cycles/
face) and low pass ﬁlters which were very similar to the
bands in the current study (<6 cycles/face). The pathways
activated by the current study and the Vuilleumier study
probably diﬀer due to task diﬀerences. Vuilleumier et al.
(2003) did not analyse emotion recognition using an explic-
it emotion recognition task which may mean that the path-
way employed is an automatic fear processing pathway
(Morris, O¨hman, & Dolan, 1999; Whalen et al., 1998), dif-
ferent than the explicit emotion recognition pathway
assessed in the current study.
This same study (Vuilleumier et al., 2003) found a bias
for HSF in the Fusiform Gyrus, which is in keeping with
highly accurate HSF face identity discrimination found in
the current study. According to our behavioural data,
observers are able to discriminate facials identity deﬁned
by LSF, MSF and HSF suggesting that the Fusiform Face
Area receives inputs from receptive ﬁelds of various sizes,
allowing accurate identity discrimination for a number of
diﬀerent spatial frequency bands at various distances. This
ﬁnding is in contrast to previous psychophysical studies
that ﬁnd an ideal mid band of spatial frequencies (Costen
et al., 1996; Gold et al., 1999; Na¨sa¨nen, 1999). A potential
explanation for the diﬀerences between these and the cur-
rent study is found in a psychophysical study that showed
equal recognition eﬃciency for high, mid and low spatial
frequency bands if both the learned face and the test face
are ﬁltered in the same way (Therrien & Collin, 2005).
4.2. Discrimination versus recognition
Although seemingly linked, discrimination of emotions
from neutral and recognition among other emotions are
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from neutral, is much harder to recognize among other emo-
tions in brief presentations. This implies that a fearful face is
very obviously aﬀective, but that it is easily confused with
sadness during brief presentations. Fear, as long as it is rec-
ognized by the fast, automatic subcortical pathway (Morris
et al., 1999) may not need to be recognized semantically as
fear. In evolutionary terms, the body should spend its ener-
getic resources recognizing potential predators.Current data
suggest that the diﬃculty in recognizing fearful faces is due to
a common mistaking of fear for sadness.
Many studies have suggested that emotional recognition
is highly categorical (Etcoﬀ & Magee, 1992), so emotions
with clear category boundaries should be easy to distinguish
from each other. The current study ﬁnds common confu-
sions between fear and sadness, which may suggest a very
small category boundary between these two emotions, espe-
cially during the very brief presentationswe employed.These
confusions may reﬂect more diﬃculty at greater distances
from the exemplar (Young et al., 1997) in contrast to previ-
ous studies which show strong categorical eﬀects for many
emotions (Calder et al., 1996; Etcoﬀ & Magee, 1992). In
our experiments, fear is mistaken for sadness in foveal,
peripheral and inverted conditions, indicating a consistent
confusion across viewing conditions. According to
EMPATH, aneuralmodel created to recognize facial expres-
sions, fear is very diﬃcult to recognize, and often confused
with surprise (Dailey, Cottrell, Padgett, & Adolphs, 2002).
In human discrimination studies this confusion occurred in
both upright and inverted presentations (McKelvie, 1995).
This confusion is consistent with our results.
The lack of a clear category boundary between fear and
sadness may arise from geometric similarity between them.
Comparing the angles between pairs of emotions as deﬁned
by variation from the neutral origin, fear and sadness share
the angle that deviates the most from orthogonal (61.6)
along with sadness and anger (61.5), whereas the remain-
ing combinations of emotions average to 90. Perceptually,
this similarity may arise from the upward movement of the
inner corners of the eyebrows in both fear and sadness.
According to a recent study, eyebrows are key components
of faces, used for facial identity and emotion perception
even more than eyes (Sadr, Jarudi, & Sinha, 2003).
Eyebrows, being a very salient cue to facial attributes
and similar in shape for fearful and sad expressions, may
elicit similar responses in our visual systems, making these
expressions hard to distinguish in brief presentations.
According to one PET study both sadness and fear activate
the left amygdala suggesting physiological overlap between
the two expressions (Blair, Morris, Frith, Perrett, & Dolan,
1999), which may account for the common confusions
between these emotions.
4.3. Peripheral recognition
Peripheral recognition of emotion is impaired signiﬁ-
cantly in spite of compensation for increased receptiveﬁeld size in peripheral vision. This suggests a need for
high spatial frequency information in emotion recogni-
tion areas. To recognize an angry, fearful or sad face
one must direct ones gaze toward the face to ensure that
the face falls within central vision. This is not necessary
to recognize a happy face, perhaps because the smile is a
very salient feature.
The need for foveation in emotion recognition sup-
ports fMRI results which found that face processing
areas are activated most by foveal targets. In contrast,
brain regions which process scenes, such as the parahip-
pocampal place area, are activated most by peripheral
targets (Levy et al., 2001). Our visual systems seem to
have evolved to detect faces in the periphery, but only
to draw attention towards them to direct gaze towards
the face. Once foveated, information from the face such
as the identity of the individual, mouth movements
related to speech, and emotion from facial expression
can be processed. Another potential explanation for det-
riments in the periphery might be a breakdown of con-
ﬁgural processing. This is a question for further
investigation, such as the coupling of inversion and
peripheral presentation.
The lack of emotion lateralization found in the current
study implies that when faces fall entirely within left or
right peripheral visual ﬁeld, there are no diﬀerences. These
ﬁndings do not infringe on previous research, which sug-
gests that half of the face is perceived as more intense (Burt
& Perrett, 1997). Instead they suggest that as long as the
face is processed entirely within one hemisphere, there is
no clear preference for hemisphere. Regardless of whether
a person approaches from the left or the right, we can rec-
ognize the emotion with equal although degraded accura-
cy. This is reasonable because there is no biological or
social advantage for a particular emotion to be recognized
in one visual ﬁeld.
This study is one of the ﬁrst to quantify facial expres-
sion recognition based on geometry. Results indicate that
emotions are diﬀerentially sensitive to transformations.
Poor performance at low peak frequencies reﬂects poten-
tial evolutionary changes to connections between early
visual areas (e.g., primary visual cortex) and the amygda-
la that strengthened high acuity parvocellular connec-
tions (Barton & Aggleton, 2000). Fear, the emotion
that we are best able to discriminate from neutral, is
often confused with sadness, aﬀecting recognition abili-
ties. Peripheral recognition of emotion is impaired for
all emotions (except happiness) perhaps reﬂecting the
foveal arrangement of face processing areas. To improve
our understanding of facial expression perception, further
work should focus on the interaction between conﬁgural
mechanisms and peripheral presentation to determine
whether facial expression perception in the periphery is
degraded due to conﬁgural mechanism breakdown. This
would contribute signiﬁcantly to our understanding of
conﬁgural processing and peripheral vision for complex
stimuli.
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