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Abstract 
Santha, M. and U.V. Vazirani, Parallel searching of multidimensional cubes, Discrete Mathematics 
114 (1993) 425-433. 
We prove a tight lower bound of fi(log log n) in the parallel decision tree model, on the complexity of 
searching the d-dimensional cube of side n using nd- ’ processors. The lower bound is valid even for 
randomized algorithms which err with constant probability. 
1. Introduction 
The general problem of searching an ordered data structure using comparison 
queries is formulated by Linial and Saks [4] as follows: Let (P, <) be a finite partially 
ordered set (the data structure). Let $P+R be an order-preserving injective real 
function, i.e. satisfying p#q S- f(p)#f(q) and p<q =t- f(p) <f(q) (f is referred to as 
a storagefunction). The searching problem associated with P is: Given a real number 
x, determine whether there exists an element PEP such thatf(p) = x, and find such an 
element if it exists. An elementary step is the evaluation off at some element of P. 
A sequential algorithm can make an evaluation every step, a parallel algorithm using 
k processors may perform k evaluations simultaneously in one step. Following 
Valiant’s parallel decision tree model [7], we shall assume that the k queries in any 
round can be an arbitrarily complex function of the answers to queries from previous 
rounds. The complexity c(P) of the problem is the minimum taken over all algorithms 
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which solve the problem of the maximum number of steps taken by the algorithm. 
When k processors are used, the complexity is denoted by cL(P). 
We will consider the searching problem when P is a product of several chains of the 
same length. Let d 22 be an integer and let Qn,d be the set (1, 2, . . , n)” with the 
following partial order: 
(i i,... ,id)<(jl , . . . ,jd) if i1 <ji, . ,id<jd. 
Q n,d is just a d-dimensional cube of side n in the fundamental lattice of the Euclidean 
space Rd, where points are compared coordinatewise. We will be concerned with 
B”(n, d, k) = ck(Qn,d), the complexity of searching Qn,d with k processors. 
The complexity of searching multidimensional cubes sequentially was investigated 
by Linial and Saks [3]. They proved, that, for every d 3 2, searching Qn,d takes O(nd- ‘) 
evaluations. 
Shearer [6] observed that the problem of searching Qn,2 is equivalent to the 
merging of two lists ui < ... <u, and u1 < ... <u, of distinct real numbers. A corres- 
pondence between the two problems can be established by showing that any algo- 
rithm for merging lists can be transformed into a cube-searching algorithm (and vice 
versa) by replacing comparisons of the form ui < Uj by the query x >f((i, y1+ 1 -j)) (and 
vice versa). Then the computational trees representing the corresponding two algo- 
rithms are identical. 
The parallel complexity of the merging problem is well studied: Valiant [7] gave 
a deterministic algorithm for merging two lists of n elements using at processors with 
O(log log n) comparisons. Borodin and Hopcroft [l] proved that Q(log log n) com- 
parisons are also necessary. Gertb-Graus and Krizanc [2] established that the 
R(log log n) lower- bound remains valid even for parallel randomized algorthms. 
In this paper we will generalize the results obtained for the parallel searching of the 
square Q,,, 2. We will show that W(n, d, n d- ‘) = @(log log n), and that, moreover, any 
randomized algorithm using nd-’ processors for searching Qn,d takes time 
R(log log n). The results are stated in form of asymptotic inequalities. We will not use 
‘floors’ and ‘ceilings’ in the proofs, which will not affect their validity. 
2. Basic notions 
A subset I c P is an ideal if it is satisfies: pal and 4 <p imply q~l. The complement 
of an ideal is ajilter. If I is an ideal, its complement is denoted by i For every PEP, the 
ideal Z(p) generated by p is the set of elements which are smaller than or equal to p. 
The filter F(p) generated by p is the set of elements which are greater than or equal to 
p. If for an evaluation it turns out thatf(p) < x, then for every qsZ(p),f(q) < x; thus, the 
elements of Z(p) should not be searched any more. We will say that the evaluation 
eliminates Z(p). Similarly, if f(p) > x, then this evaluation eliminates F(p). 
The search problem induces the ideal of the elements in P which are smaller than x. 
It is clear that the knowledge of this ideal is sufficient to solve the problem. On the 
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other hand, when x is not in the image off, identifying this ideal is necessary to solve 
the search problem Thus, the search problem is actually equivalent to the identifica- 
tion of the ideal induced by it. We will also use this equivalent version of the problem. 
A subset of P is convex if it is the intersection of an ideal and a filter. Linial and Saks 
[4] have shown that if S G P is convex then c(S) < c(P). Their result easily generalizes 
to the parallel case. 
Proposition 2.1. Zf S is a convex subset of P then, for every k, Q(S) < Q(P). 
Proof. Letf, be the storage function for which cR(S) queries are necessary. We show 
how to extend fs into a storage function fP for P such that solving this new search 
problem is at least as hard, thus showing that ck(P) > Q(S). By definition,_& is identical 
with fs on S, its value being negative infinity on every point in the ideal which is not in 
S, and infinity everywhere else. 0 
If the number of elements in P is greater than the number of processors, than an 
adversary can always answer the evaluations in one step such that some elements are 
not eliminated. This gives the following result. 
Proposition 2.2. For every k, k < 1 PI $ and only if cL(P) > 1. 
Two elements p and q are incomparable if p $4 and q $p. A set of elements are 
incomparable if any two elements of the set are incomparable. Two subsets A and 
B are incomparable if, for every PEA and qEB, p and q are incomparable. Finally, a set 
of subsets are incomparable if any two subsets are incomparable. Clearly, the union of 
incomparable convex subsets is a convex subset. 
We need some definitions about cubes. In the rest of the paper, by a cube we always 
mean a d-dimensional cube. A set of points in Qd,n are coplanar if they are in the same 
hyperplane of Rd. A subcube of Q,,n of side s is a subset of the form 
fi (ik,ik+l ,..., ik+s-1}, 
k=l 
where 1 < ik < n -s + 1 for k = 1, . . , d. The subcube which is uniquely determined by its 
smallest element (i, . . , id) and its side s will be denoted as C((i,, . . . , id), s). The center of 
a subcube is the point whose coordinates are the average of the corresponding 
coordinates of the vertices. A main hyperplane of a subcube is a hyperplane which 
contains an element of the subcube and is orthogonal to the vector (l,l, . . . , 1). The 
elements in a main hyperplane are incomparable. Let H be a main hyperplane of the 
cube and let p be an element of the cube. By definition, pQ H (pa H) if there exists 
qE H such that p < q (p 3 q). If p d H and p$ H, then p is below H (in notation p < H). 
We note that this notion coincides with the geometrical notion of the point p being 
below the hyperplane H since H is a main hyperplane. Symmetrically, if p > H and 
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p&H, then p is above H (p > H). The central hyperplane of a subcube is the main 
hyperplane which contains its center. 
We will often divide cubes into aligned subcubes. The division of the cube 
C((i l,..., id), s) into aligned subcubes of side t is the set of (s/t)d disjoint subcubes of 
side t of the form C((i, +jIt, . . . , id+jdt), t), where jI, . . . ,jdE{O, . . . ,(s/t)- l}. A division 
of a cube into aligned subcubes of side t induces d(s/t - l)+ 1 diagonals, where 
a diagonal is the set of the aligned subcubes which have the same central hyperplane. 
The common central hyperplane is also called the central hyperplane of the diagonal. 
The following proposition says that, in a subcube of side s, a main hyperplane which 
is not too far away from the central hyperplane contains R(sd- ‘) elements. 
Proposition 2.3. Let 1> y >O be a constant. Let C(s) be a subcube of side s and let H(s) 
be a main hyperplane of C(s) whose distance from its central hyperplane is 
d’12((s + 1)/2 - ys). Then there exists a constant c(n, d) > 0, such that 
lim I WnffH4 = cty dJ 
sd-l 2 . 
s-01 
Proof. For any integer s, let X1, . . . , Xd be identically distributed independent random 
variables, where Pr [Xi = t] = l/s for t = l/s, . , s/s. Then we have 
=Sd i Pr[xd=t/s] Pr 1 Xi=vld-t/s 
[ 
d-l 
t=1 i=l 1 
d-l 
=sdKIPr yd-l< C Xi<vd-l/s . 
i=l 1 
Let Y, , . . . , Yd be identically distributed independent random variables with uniform 
density on [0, 11. When s goes to infinity, the distribution of Xi approaches the 
distribution of Yi. Thus, 
lim I C(~)nH(s)l d-l 
sd-1 qd-16 C Yi<nd =c(n,d). 0 
s-m i=l 1 
3. Lower bound for deterministic algorithms 
Theorem 3.1. For every dk2, 
W(n, d, nd- ‘) = @(log log n). 
Proof. The upper bound is easily achieved by partitioning the cube Qn,d into trd-’ 
squares of side n, and searching each with n processors using Valiant’s algorithm. 
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For the lower bound, we use an inductive argument to prove the following 
stronger claim: Let T(s, d, p) = min ( # steps to search k incomparable cubes of side 
s with pk processors} (i.e. the akverage number of processors per cube is p). Then 
T(n, d, nd- ‘) = R(log log n), 
Claim 3.2. If sd > p then 
T(s, d, p) >, 1 + T(s/2pd- ‘, d, 4dpd- ‘). 
Proof. By Proposition 2.2, T(s, d,p)> 1. Let k be the number of cubes for which 
T(s,d,p) is minimal. We divide each of these cubes into 3p subcubes of side 
s/(3p)d_ I > s/2pd_ I. Since the average number of processors per cube is p, at last k/2 
cubes are each assigned no more than 2p processors. Consider only such cubes. In 
each such cube there are at least p subcubes without any evaluation. The division 
induces less then d(3p) dm’ diagonals; thus, there exists a diagonal containing at least 
p/d(3p)d-1>p’-d- ‘/2d subcubes without evaluation. Let us fix in each cube such 
a diagonal and its subcubes without evaluation. Altogether, there are at least 
kpledm’/4d subcubes of side at least s/2pd-’ without any evaluation. Let Y be an 
element in one of the fixed cubes, and let H be the central hyperplane of the diagonal 
fixed in this cube. If the adversary answers ‘f(r) > x’ if and only if r is above H, then no 
element in the subcubes is eliminated. As their union forms a convex set, Proposition 
2.1 implies the result. 0 
We are interested in T(n,d,nd-‘). L e us define two series Ui and bi by recursion: t 
ao=bo=l, ai+l=ai/2bfm’, and bi+,=4db~~‘. Iterating Claim 3.2, an easy induction 
shows the following claim to be true. 
Claim 3.3. If(ai_,nd~“~“)d>bin(d-l)d~‘, then 
T(n,d,nd-‘)>i+ T(aind-‘, d, bi_ln(d-l)d-‘i-“). 
It is also simple to show by induction the following (not at all tight) bounds on ai and 
bi: 
b.<(4d)’ and a.>2-i(4d)-“-1”‘2. IL L, 
Proof of Theorem 3.1 (conclusion). To finish the proof of the theorem, we observe that, 
for some sufficiently small constant E, i = E log log n satisfies the condition of Claim 3.3; 
thus, the complexity of the problem is indeed Q(log log n). 0 
4. Lower bound for randomized algorithms 
One way of proving lower bounds on randomized algorithms was suggested by Yao 
[S]. He pointed out that the famous minimax theorem of von Neumann [S] implies 
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the following: the running time of any randomized algorithms on its worst input is 
bounded below by the expected running time of the best deterministic algorithm for 
any fixed distribution on the inputs. (Actually, the minimax theorem implies that if we 
take infimum on the randomized algorithms, and supremum on the input distribu- 
tions, then these two quantities are equal). Thus, in order to prove a !2(log log n) lower 
bound for every randomized algorithm which searches Qd, it is sufficient to provide 
an input distribution on which every deterministic algorithm takes R(loglog n) 
expected time. 
We shall define a distribution on ideals such that, on an average, the best deter- 
ministic algorithm requires fi(loglogn) rounds of probes to determine the 
ideal chosen. To facilitate some measure of the progress of the searching algorithm 
in the middle of its execution, we shall view the algorithm at any point in time 
as having computed an approximation to the ideal in question. This is formalized 
below. 
Definition. Let A and B be two subsets of Qn,d. The couple (A, B) is called an 
approximation if A is an ideal, B is a filter and AnB = 0. If (A, B) is an approximation 
and I is an ideal, then I is compatible with (A, B) if A G I and B G i For any subset A of 
Q n,d? we say that an ideal I crosses A if AnZ # 0 and Anf# 0. Finally, for any family 
S of subsets Of Qn,d, I crosses S if I crosses the elements of S. 
Say that (A, B) contains a set of queries if all the queries lie in AuB. Clearly, at any 
stage of the algorithm if (A, B) contains the queries made by the algorithm so far, then 
the algorithm has narrowed down its search for the ideal no better than the approx- 
imation (A, B). Indeed, to facilitate our argument showing the limits to the best 
approximation obtainable in i steps, we shall define the input probability distribution 
on ideals by first defining a probability distribution on approximations, and then 
picking a random ideal compatible with an approximation picked from this distribu- 
tion. The probability distribution is uniform on a certain class of hierarchically 
defined approximations. 
Definition. The unique O-collection of cubes is the singleton containing Qn,d. For i> 0, 
a set of cubes S’ = {C;, . . , CL}, each of side s, is an i-collection if there exists an 
(i - 1)-collection S = { Ci , . . . , C,} such that, for the division of the cubes in S into 
aligned subcubes of side s, we have: 
(i) Forj=l,..., m, C> is one of the aligned subcubes. 
(ii) For j= 1, . . . , k, there exists a diagonal Dj of Cj such that 
The diagonal in (ii) is called the dejning diagonal and we say that the i-collection S’ is 
derived from the (i - 1)-collection S. Clearly, the cubes in an i-collection are incompar- 
able. 
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Definition. For i = 0, 1,2, , let us give a family of i-collections. If every i-collection in 
the family is derived from a unique (i-l) collection in the family then we say that the 
family is uniquely derivable .We define now, by recursion on i, the approximation 
generated by an i-collection in a uniquely derivable family. For i =O, the unique O- 
collection generates (8, 0). Let the i-collection S’ = {C; , . . . , Cm $ be derived from the 
(i-1)-collection S={C1,...,Ck} and let us suppose that S generates (A,@. For 
j= 1, . . . , k, let Hj be the central hyperplane of the defining diagonal in Cj. Then S’ 
generates (A’, B’), where 
A’=AU ~ j.X~Cj: XdHj, ~~ijC;i. 
j=l I=1 
B’=Au i, {x~C~: x>Hj, X~ ~ C;} 
j=l I=1 
We say that an ideal I is compatible with an i-collection S if I is compatible with the 
approximation generated by S. If an ideal is compatible with an i-collection then, for 
O<I< i, the I-collection associated with I is the I-collection which was used for the 
derivation of the i-collection I is compatible with. To facilitate the lower bound, we 
shall restrict the i-collections by insisting that they obey some uniformity properties. 
For definiteness, we shall associate some lexicographical ordering on all subcubes of 
a given size. 
Definition. We define by recursion on i the family of i-cubings with size functon s(i) 
and count function #(i). The only O-cubing is the only O-collection. An i-collection 
S’= { C’i, , CL} derived from the (i- I)-cubing S = { Ci, . . . , C,} is an i cubing if the 
following two conditions are satisfied: 
(i) Forj=l,..., m, Cl has side s(i). 
(ii) For j= 1, . . . . k, S’ contains exactly the first #(i) subcubes of the defining 
diagonal Dj. 
Since the family of i-cubings is a uniquely derivable family of i-collections, the 
notion of an approximation generated by an i-cubing is well defined. Say that 
a diagonal of a cube in an (i - 1)-cubing is eligible for an i-cubing if it has at least #(i) 
subcubes of size s(i). The advantage of i-cubings is that the added uniformly condi- 
tions imply that a random ideal I consistent with a randomly chosen i-cubing (with 
functions s(i) and #(i), satisfies the following properties: 
(1) Let 0 d 1 <i, let C be a cube in the I-cubing associated with I, and let D1, . . . , Dk 
be the eligible diagonals of C. Then, for 1 <j 6 k, the events Ej= ‘I crosses Dj, are 
disjoint and equiprobable. 
(2) Let 0 < I< i, let {C, , . . , C,} be the I-cubing associated with I, and, for 1 <j< m, 
let Dj be an eligible diagonal of Cj. The events Ej=‘Z crosses Dj’ are mutually 
independent. 
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We now show the existence of i-cubings for i = E log log n and for suitable functions 
s(i) and #(i), where E is some sufficiently small constant. Let bi = (c(1/4, d), lOc(1/2, d))‘, 
where c( l/4, d) and c( l/2, d) are the constants in Proposition 2.3. Let s(i) = bind-’ and 
#(i)= 10n (d- lJcd- lJdmi Let C be a cube of an (i- 1)-cubing. The division of C into 
aligned subcubes of side s(i) induces d(bi_ l/bi)n’d-“d-‘-d+ 1 diagnals. A diagonal is 
called a middle diagonal if it is one of the n(d-l)d-’ closest diagonals to the central 
hyperplane of C. We claim that every middle diagonal is eligible. Indeed, as 
bi/dbi_ 1 < l/2, Proposition 2.3 implies that the number of subcubes in a middle 
diagonal is 
c(1/4,d)b~~~n’d-‘)d~“~“/c(1/2,d)b~-’n’d-’)d~i~ #(i). 
Thus, i-cubings exist with size and count function defined as above for i = E log log n, 
for some small enough constant E. Each such i-cubing has 10in’d- 1)(1-d-‘) cubes. 
Definition. The input distribution is the uniform distribution over the ideals which are 
compatible with an clog log n-cubing with size function s(i) and count function #(i) 
defined as above. 
Theorem 4.1. For every d>2, the randomized complexity of searching Qn,d with nd-’ 
processors is fi(log log n). 
Proof. We will show that, with the above input distribution, any deterministic 
algorithm using nd- ’ processors takes expected time n(log log n) for searching Qn,d; 
thus, Yao’s theorem implies the result. Let us consider any searching algorithm and let 
I be a random ideal from the above distribution. For i = 0, 1, . . . , E log log n, let Ai be 
the set of elements eliminated in the first i steps. We will prove by induction on i, that, 
after i steps, with probability at least 2(1- l/n)‘- l/3 (with probability 1 if = 0), at least 
nCd-‘)(’ -d-‘) cubes from the i-cubing associated with I are included in Q,,d-Ai. We 
will call these cubes unknown. For i=eloglogn, it will follow that, with probability 
2/3 -o(l), the algorithm makes at least E log log n steps; thus, its expected running time 
is indeed R(log log n). 
The claim is true for i=O, let us suppose that we have proven it for some i- 1. In 
the next step the algorithm makes nd-’ evaluations. On an average, an unknown 
cube gets at most n(d-l)d~“~l’ evaluations; thus, at least half of them get at most 
twice as much. Let the set of cubes which get at most 2n(d-1)d-iz-” evaluations be 
{C,,...,Ck},wherek=n (d-1)(1 -d-” “j/2. For 1 <j < k, let Dj be the defining diagonal 
in Cj. For every j, in Cj an eligible diagonal gets on an average at most 2ntd- l)(d-l)d-’ 
evaluations, because the number of eligible diagonals is at least the number of middle 
diagonals. Thus, in a fraction of at least 2/3 of the eligible diagonals at most 
6n(d-“‘d- lJdm’ elements are evaluated. Property (1) implies that, with probability at 
least 2/3, at most 6ncd- l)(d-l)dm ’ elements are evaluated in the union of the subcubes in 
Dj. As the i-cubing associated with I contains the first #(i) subcubes of Dj, with 
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probability at least 2/3, we can take 4n(d-‘)(d-1)d-’ of them without any evaluations. 
If i=l, any n (d-l)(d-l)d~‘=n(d-l)(l-d~‘) of them can be chosen for the claimed 
subcubes. 
If i > 1 then, for 1 <j< k, let Xj be a O-l valued random variable, where, by 
definition, Xj= 1 if among the first #(i) subcubes of Dj there are 4~(~-‘)(~~‘)~-’ 
subcubes without any evaluations. Property (2) implies that these are mutually 
independent random variables, where Pr[Xj= l] >2/3. Let Y=ci= ,Xj. If Y> k/2 
then there are +k4ncd- l)(d-l)dm’ subcubes in the i-cubing associated with I without any 
evaluations; these are the claimed ones. Using Chernoffs bound, an easy computation 
shows that Pr[Y 3 k/2] > 1 - l/n, which finishes the induction. Cl 
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