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The use of numerical tools in fire safety engineering became usual nowadays 
and this tendency is expected to increase with the evolution of performance-
based design. Despite the constant development of fire modelling tools, the 
current state of the art is still not capable of predicting accurately solid ignition, 
flame spread or fire growth rate from first principles. The condensed phase, 
which plays an important role in these phenomena, has been a large research 
area since few decades, resulting in an improvement of its global understanding 
and in the development of numerical pyrolysis models including a large number 
of physical and chemical mechanisms. This growth of complexity in the models 
has been justified by the implicit assumption that models with a higher number 
of mechanisms should be more accurate. However, as direct consequence, the 
number of parameters required to perform a simulation increased significantly. 
The problem is when the uncertainty in the input parameters accumulates in 
the model output beyond a certain level. The global error induced by the 
parameters uncertainty balances the improvements obtained with the 
incorporation of new mechanisms, leading to the existence of an optimum of 
model complexity. 
 
While one of the first modelling tasks is to select the appropriate model to 
represent a physical phenomenon, this step is often subjective, and detailed 
justifications of the inclusion or exclusion of the different mechanisms are 
infrequent. The issue of how determining the most beneficial level of model 
complexity is becoming a major concern and this work presents a methodology to 
estimate the affordable level of complexity for polymer pyrolysis modelling prior 
ignition. The study is performed using PolyMethylMethAcrylate (PMMA) which 
is a reference material in fire dynamics due to the large number of studies 
available on its pyrolysis behaviour. The methodology employed is based on a 
combination of sensitivity and uncertainty analyses. 
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In the first chapter, the minimum level of complexity required to explain the 
delay times to ignition of black PMMA samples at high heat flux levels is 
obtained by exploring one by one the effect on the condensed phase of several 
mechanisms. It is found that the experimental results cannot be explained 
without considering the in-depth radiation absorption mechanism. 
In the second chapter, a large literature review of the variability associated 
with the main parameters encountered in pyrolysis models is performed in order 
to establish the current level of confidence associated with the predictions using 
simple uncertainty analyses.  
In the third chapter, a detailed analysis of the governing parameters 
(parametric sensitivity) is performed on the model obtained in chapter 1 to 
predict the delay time to ignition. Using the ranges obtained in chapter 2 for the 
input parameters, a detailed uncertainty analysis is performed revealing a large 
spread of the numerical predictions outside the experimental uncertainty. While 
several parameters, including the attenuation coefficient (from the in-depth 
radiation absorption mechanism), present large sensitivity, only a few are 
responsible for the large spread observed. The parameter uncertainty is shown 
as the limiting step in the prediction of solid ignition. 
In the fourth chapter, a new methodology is developed in order to investigate 
the predominant mechanisms for the prediction of the transient pyrolysis 
behaviour of clear PMMA (no ignition). This approach, which corresponds to a 
mechanism sensitivity, consists of applying step-by-step assumptions to the 
most complex model used in the literature to model non-charring polymer 
pyrolysis behaviour. This study reveals the relatively high importance of the 
heat transfer mechanisms, including the process of in-depth radiation.  
In the fifth chapter, an investigation of the uncertainty related to the 
calibration of pyrolysis models by inverse modelling is performed using several 
levels of model complexity. Inverse modelling couples the experimental data to 
the model equations and this dependency is often ignored. Varying the model 
complexity, this study reveals the presence of compensation effects between the 
different mechanisms. The phenomenon grows in importance with model 
complexity leading to unrealistic values for the calibrated parameters. 
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From the performed sensitivity and uncertainty analyses, the mechanism of 
in-depth absorption appeared critical for some applications. In the sixth chapter, 
an experimental investigation on specific conditions impacting the sensitivity of 
this mechanism shows its large dependency on the heat source emission 
wavelength when comparing the two heat sources of the most used pyrolysis test 
apparatuses in fire safety engineering. More fundamental investigations 
presented in the seventh chapter enabled to quantify this dependency that 
needs to be considered for modelling or experimental analyses. The impact of the 
heat source on the radiation absorption (depth and magnitude) is shown to be 
predictable thanks to the detailed measurements of the attenuation coefficient 
of PMMA and the emissive power of the heat sources.  
 
The global uncertainty associated with the input parameters, extracted 
either from independent studies or by inverse modelling, appears as a limiting 
step in the improvement of pyrolysis modelling when a high level of complexity 
is implemented. A combination of numerical (sensitivity and uncertainty) 
analyses and experimental studies is required before increasing the level of 
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This thesis is written in manuscript format. As such each chapter is a 
standalone document suitable for journal publication. The material is presented 
as follows: 
 
Chapter 1 presents a numerical investigation on the failure of the classical 
ignition theory to explain experimental measurements at high heat flux levels. 
This manuscript has been published as: 
 
N. Bal and G. Rein, Numerical investigation of the ignition delay 
time of a translucent solid at high radiant heat fluxes, Combustion 
and flame 158 (2011) 1109–1116, 
http://dx.doi.org/10.1016/j.combustflame.2010.10.014. 
 
Chapter 2 corresponds to a review of the state-of-the-art for piloted solid 
ignition of PolyMethylMethAcrylate and to the variability of the main 
parameters encountered in pyrolysis modelling. This chapter is intended to be a 
published manuscript. 
 
Chapter 3 identifies, using sensitivity analyses, the governing parameters 
of a solid ignition model and assesses, using uncertainty analyses, the global 
level of confidence associated with the model predictions when the input 
parameters are calibrated with the literature database. This chapter is intended 
to be a published manuscript and a previous version has been presented to the 
fire community in a conference as part of a process of continuous improvement.  
 
N. Bal and G. Rein, Sensitivity and uncertainty of ignition modelling, 




Chapter 4 presents a novel approach to study mechanism sensitivity in the 
context of pyrolysis modelling. This chapter is intended to be a published 
manuscript and a previous version has been presented to the fire community in 
a conference as part of a process of continuous improvement. 
 
N. Bal and G. Rein, On the Uncertainty and Complexity in Model of 
Polymer Ignition, Recent advances in flame retardancy of polymeric 
material 22 (2011), BCC Research. 
 
Chapter 5 investigates the influence of the model complexity in the context 
of pyrolysis modelling when the calibration process is performed by inverse 
modelling. This chapter has been submitted for publication to a relevant journal 
and is currently under review. It has been presented to the fire community in a 
conference as part of a process of continuous improvement. 
 
N. Bal and G. Rein, Uncertainty and calibration in polymers 
pyrolysis modelling, Recent advances in flame retardancy of 
polymeric material 23 (2012), BCC Research. 
 
Chapter 6 corresponds to an experimental sensitivity analysis where the 
differences in the pyrolysis behaviour induced by the use of two different heat 
sources are investigated. This manuscript has been published as: 
 
P. Girods, N. Bal, H. Biteau, G. Rein and J.L. Torero, Comparison of 
pyrolysis behaviour results between the Cone Calorimeter and the 
Fire Propagation Apparatus heat sources, Fire safety science 10 
(2011) 889-901, http://dx.doi.org/10.3801/IAFSS.FSS.10-889. 
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Chapter 7 reports fundamental investigations on the wavelength 
dependency of the radiative heat transfer in case of translucent solid. This 
manuscript has been submitted for publication to a relevant journal and is 
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While the ultimate goal of fire safety engineering has always been to protect 
the persons, properties and environment, its strategy has evolved since several 
decades. Historically, this one was based on the principles of flammability, 
failure and resistance capability of every element taken individually 
(combustible materials, safety device and structural elements). The regulation 
was based on a ranking system obtained from standardized tests. The strategy 
assumed therefore implicitly that the global level of safety corresponds to the 
weakest component. As a direct consequence of this methodology, large safety 
factors were implemented to cover the lack of understanding of the different 
interactions between the components (e.g. assumption of an infinite increase of 
temperature in the ISO 834 curve which attempts to envelop the worst 
temperature attainable in a compartment). Fire safety engineering was 
therefore fully prescriptive. 
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However, the research and the development of engineering tools enable more 
and more to understand the physics and chemistry controlling fires. The 
objective evolved from being able to rank the fire safety solutions to capturing 
the interaction between the different components in order to allow innovations 
and the inclusion of new technologies. In this context, fire safety engineering 
approaches progressed from standardizing experimental procedure to developing 
comprehensive models capable of predicting the evolution and the consequences 
of fire accident. The regulation is changing slowly, opening the path to 
performance-based design. While large safety factors were imposed before 
without proper knowledge of them, the new approach tends to quantify them, or 
at least to compare the safety between different strategies, in order to optimise 
the projects from a financial and innovative point of view. The freedom 
associated with this necessary evolution can be dangerous if the understanding 
does not follow the innovations.  
 
The prediction of the fire growth is one of the main challenges of the fire 
safety engineering in this context of performance-based design. The pyrolysis of 
the solid material and their ignitability play a major role in this phenomenon. 
More than only being the initial event causing the fire start, solid ignition 
controls also the flame propagation: either from a continuous point of view 
(flame spread) or by the spread from an item to its neighbourhood. 
 
The pyrolysis models have experienced a strong development as the global 
understanding of the phenomena occurring in the condensed and gas phases 
prior ignition increased. The first models, such as the classical ignition theory 
[1] were developed to analyse specific experimental procedures. The objective 
was not to predict the delay time to ignition but to extract internal parameters 
(material properties) to rank the material on a flammability scale. Then, 
correlations resulting from experimental understanding were developed [2,3], 
but their predictive capabilities are constrained to the range of tests performed 
(i.e. materials and experimental procedures). Since a decade ago, more 
comprehensive models, including mainly heat transfer and chemical degradation 
sub-models, have been developed [4-10]. However, even if the large part of solid 
ignition complexity is understood philosophically [1,11-14], its mathematical 
3 
formulation is still ill-defined. Some mechanisms are still not mature enough 
(e.g. bubble formation) and are neglected as a first approximation.  
 
Such models have been developed with the constant willingness to get closer 
to the reality, including therefore more and more mechanisms. A direct 
consequence of this growth of complexity is the increasing number of input 
parameters required. The issue comes from the uncertainties associated with 
these parameters. They result mainly from the available resources (human, 
material and financial) to extract them and the experimental state-of-the-art. 
While often ignored, the parameter uncertainty directly impacts the level of 
confidence of model predictions. They accumulate in the model output up to a 
point that they overcome the error due to the simplicity of the model equations 
and potentially become the main source of error. It exists therefore an optimum 
level of complexity which depends on the knowledge of the phenomenon and of 
the model parameters. This optimum is not fixed and can move when more 
fundamental analysis are performed to reduce the parameters uncertainty. As 
the number of available mechanisms and sub-models grows rapidly, the issue of 
how determining the most beneficial level of model complexity to predict an 
event is becoming a major concern.  
 
This concept is not specific to fire safety engineering and other disciplines 
have handled this issue [15,16]. They have demonstrated that the most complete 
models are not necessarily the most accurate.  
 
The different chapters of this thesis represent a first attempt to characterise 
the balance between prediction accuracy and model complexity for the pyrolysis 
process leading to solid ignition. The methodology employed consists of a 
combination of sensitivity and uncertainty analyses. These studies diverge from 
previous analyses since they are focused on the required and affordable model 
complexity. The parameter uncertainty is investigated following two types of 
calibration process: literature review and inverse modelling.  
 
These studies are performed with PolyMethylMethAcrylate (PMMA) which 
is a reference material in fire safety engineering. While its application is limited, 
4 
it is a very simple non-charring polymer which is by far the most studied since 
decades ago. The large amount of available analyses for this material provides a 
good representation of the experimental state-of-the-art for parameter 
variability. This later is therefore expected to be wider for any other materials.  
 
Finally, fundamental studies are performed for the mechanism of in-depth 
absorption which appears in the sensitivity and uncertainty analyses as a 
critical mechanism for PMMA pyrolysis.  
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Numerical investigation of the 
ignition delay time of a translucent 







A one-dimensional numerical model describing the physical and chemical 
phenomena occurring in a translucent solid fuel up to ignition is used to 
investigate the failure of the classical ignition theory at radiant heat fluxes 
above 70 kW/m2. Comparison with a very large dataset of experimental 
measurements of time to piloted ignition for black PMMA 
(PolyMethylMethAcrylate) samples shows that model predictions agree well for 
heat fluxes from 20 to 200 kW/m2. The only two existing sets of experimental 
data for ignition at high heat fluxes for black-carbon coated and uncoated 
samples are used. Predictions of the transient temperature profiles inside the 
solid at different heat fluxes also agree well with measurements. Among all the 
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mechanisms investigated, agreement with measurements at heat fluxes above 
70 kW/m2 is only possible when in-depth radiation absorption is included in the 
model. Observed behaviour at high heat fluxes cannot be otherwise explained by 
the reaction scheme, ignition criterion, temperature dependency of material 
properties, surface heat losses or radiation attenuation by pyrolyzates. The 
model is also used to show that the traditional coating of black carbon added on 
the sample does not cancel in-depth radiation absorption but its effect is to 
absorb at the surface around 35 % ± 5% of the incoming radiation. This chapter 
explains the failure of the classical ignition theory at high heat fluxes and it is 
the first time that the effect of black-carbon coating is explained and quantified.  
 
Collaboration 
This chapter results from a joint work performed with Dr Guillermo Rein 
from the University of Edinburgh (UK).  
 
Nomenclature 
A  Pre-exponential factor [s-1] Subscripts c  Specific heat [J/(kg.K)] ∞  Ambient conditions E  Activation energy [kJ/mol] i  Species h  Convective heat transfer coef. 
[W/(m2.K)] 
ign  At ignition 
 s  At the surface k  Thermal conductivity [W/(m.K)]   L  Sample thickness [m] Greek symbols m! ""  Mass loss rate [g/(m2.s)] α  Thermal diffusivity [m2/s] n  Order of reaction [ - ] γ  Fraction of non-reflected radiation 
absorbed at the surface [ - ] q! #""  Heat flux [kW/m2]  r  Surface reflectivity [ - ] ε  Surface emissivity [ - ] R  Ideal gas constant [J/(K.mol)] '  Gas phase absorptivity [ - ] t  Time [s] κ  Attenuation coefficient [m-1] T  Temperature [K] ρ  Density [kg/m3] w  Mass fraction [ - ] σ  Stefan-Boltzmann coef. [W/(m2.K4)] y  Depth [m] υ  Yield of reaction [ - ] 
 
1. Introduction 
The key phenomena governing ignition and flame spread (continuous 
ignition over condensed fuels) are the radiant heat flux from the flame, the solid-
phase response (heat and mass transfer and kinetics) and the gas-phase 
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processes (mixing and combustion). Of these three phenomena, the solid 
response is examined in this paper for a very wide range of heat fluxes up to 
200 kW/m2. Typical heat fluxes in small-scale experiments reach 10-60 kW/m2. 
However, heat fluxes significantly above 60 kW/m2 are observed close to the 
pyrolysis front during flame spread bench-scale test [1,2] and in large-scale fires 
[2-8]. Heat fluxes up to 100 or 200 kW/m2 have been reported in real enclosure 
fires [3], forest fire [4], tunnel fires [5], jet fires [6], vapour explosion [6,7], and in 
industrial standard tests [2,8]. Therefore, the high end of the possible heat flux 
range (> 100 kW/m2), which is often not experienced, is also very important for 
the understanding of fire behaviour.  
The delay time to ignition of solid materials is a well studied subject. A 
theory (called classical ignition theory in this chapter), based on a fixed surface 
temperature as ignition criterion T-  ./0, links linearly the inverse of the square 
root of the delay time to ignition 1 2t./0⁄  with the heat flux imposed on the solid 
sample q! #"" as shown in Eq. 1.1. The different steps to obtain Eq. 1.1 are shown in 
detail by Torero [9]. 
4
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One of the best materials to investigate solid ignition is 
PolyMethylMethAcrylate (PMMA) because it is the material for which most 
experimental data, properties and numerical studies are available in the 
literature. Figure 1.1 shows the delay time to piloted ignition of black PMMA 
samples for a wide range of experimental conditions found in the literature [10-
24]. For any set of data, the results below a heat flux of 70 kW/m2 show that the 
inverse of the square root of the time to ignition varies linearly with the applied 
heat flux as predicted by the classical theory in Eq. 1.1. However, each set of 
data has a different slope. These differences in slope and time to ignition 
measurements stem from the different experimental conditions and from PMMA 
properties variability (i.e. ambient and flow conditions, pilot location, heat 
source type, sample orientation, black PMMA formulation, samples insulation, 
black-carbon coating, ignition detection method, etc.). Most of these parameters 
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are not taken into account by the classical theory. It could be concluded that the 
experimental data cloud in Fig. 1.1 represents the overall experimental 




Figure 1.1: Times to piloted ignition of black PMMA samples for a wide range of 
experimental conditions in the literature. Continuous line is the classical theory 
which best fits for whole dataset between 20 and 70 kW/m2. (a) inverse of the 
square root of the delay time to ignition (inset: zoom for heat fluxes up to 
60 kW/m2) and (b) delay time to ignition. 
 
The classical theory predicts well the experimental results for a wide range 
of materials, for heat fluxes up to 70 kW/m2 [9,13,25]. However, as Beaulieu and 
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Dembsey [10,11] and Delichatsios and Saito [23,24] have measured 
experimentally, an unexpected curve divergence appears at high heat fluxes for 
1 2t./0⁄  in Fig. 1.1a. This curvature means that the measured delay times to 
ignition are significantly longer than those predicted by the classical theory for 
heat flux levels above 70 kW/m2. This has also been observed for other materials 
[10,11] such as PolyOxyMethylene, PolyVinylChloride, pine wood, and asphalt 
shingle. The curvature implies that at least one of the classical theory’s 
assumptions fails at high heat fluxes. This chapter investigates numerically the 
possible reasons causing it. 
 
2. Behaviour at high heat fluxes 
Torero [9] provides a detailed review of the classical ignition theory resulting 
in Eq. 1.1 which is presented in Fig. 1.1a by a straight line. A fundamental 
assumption of the theory is that the gas-phase chemical induction and mixing 
times are negligible in comparison to the solid heating time. This is known to be 
a good assumption at low heat fluxes [26]. In addition to this, the following six 
assumptions are made in the development of the theory:  
 
1. The solid is inert. 
2. The total incident heat flux is absorbed at the surface (the solid is opaque 
to radiation and the absorption coefficient is equal to 1). 
3. The ignition criterion is specified as a fixed ignition temperature 
(considered traditionally as a material property). 
4. All material properties are invariants (e.g. thermal diffusivity α  is 
constant). 
5. Heat losses at the exposed surface are negligible for high external heat 
fluxes. 
6. The solid is semi-infinite (it behaves as thermally thick). 
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One or more of these assumptions break down at high heat fluxes as shown 
in Fig. 1.1. According to Beaulieu and Dembsey [10,11] the divergence is a true 
material response and they suggest that the assumption of an inert solid (#1) 
does not apply. During their experiments, they observed in-depth radiation 
absorption effects on their temperature measurements [11]. This observation 
would suggest that all the heat flux is not absorbed at the surface (assumption 
#2). However, Beaulieu and Dembsey do not consider the in-depth radiation 
absorption mechanism as the source of divergence at high heat fluxes.  
Lautenberger and Fernandez-Pello [27] investigated the failure of the 
classical theory and developed an approximate analytical solution for the mass 
loss rate of a thermally thick degrading solid. They determined with this 
relation a link between the critical mass flux of pyrolyzate leaving the sample at 
ignition (chosen as the ignition criterion) and the non-constant surface 
temperature. Thus, from the six assumptions of the classical theory, 
assumptions #1 and #3 were not adopted whereas the others were used. 
However, the model failed to capture the behaviour at high heat fluxes as 
measured in the experiments of Beaulieu and Dembsey [10,11].  
Jiang et al. [12] developed an analytical solution for the temperature profile 
inside a translucent sample by including the in-depth radiation absorption 
mechanism. They used the variable ignition temperature criterion calculated by 
Lautenberger and Fernandez-Pello [27], which is based on the temperature at 
the surface when the critical mass flux of pyrolyzate is reached. Jiang et al. [12] 
did not adopt assumptions #2, #3 and #5 of the classical theory, whereas the 
others were used. The model predicts well the ignition delay times at high heat 
fluxes on uncoated (i.e. without blackcarbon coating) samples measured by 
Delichatsios and Saito [23,24]. The authors concluded that the mechanism 
causing the failure of classical ignition theory is the in-depth radiation 
absorption (assumption #2).  
The problem of ignition at high external heat fluxes is revisited in this work 
with a numerical model that includes all the important mechanisms for the 
response of a translucent solid at high external radiant fluxes. For the first time, 
several assumptions of the classical theory are investigated independently and 
combined. The numerical predictions are compared to the only two existing sets 
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of experimental measurements at high heat fluxes available in the literature 
[10,11,23,24]. Also, this study investigates for the first time both coated and 
uncoated samples.  
 
3. Pyrolysis model 
The main objective of the model is to simulate piloted solid ignition, 
especially at high heat fluxes. The system of equations used here includes all 
important mechanisms but is deliberately as simple as possible. Its development 
follows the rule that simplifications are required where the expected precision 
does not warrant the inclusion of higher levels of complexity.  
A semi-infinite slab with coordinate y for the depth is considered with 
external radiant heat applied to the top surface. The one-dimensional pyrolysis 
model presented in [28] is used. It solves the heat transfer equation (Eq. 1.2) 
with an energy source term to account for in-depth radiation absorption in 
translucent media: 
ρc HCIJ,5)H5  k H
LCIJ,5)
HJL M I1 N ')I1 N r)I1 N γ)q! #""κeIEOJ)  (1.2) 
 
As spectral radiation is emitted by a heat source, a fraction ' is absorbed in 
the gas phase by ambient gases and pyrolyzates. A fraction r of the radiation 
intensity that arrives to the surface of the solid is reflected away. Only a fraction 
I1 N ')I1 N r)γ is absorbed at the surface and contributes to energy conservation 
in the sample through the boundary condition in Eq. 1.3. The remaining fraction 
I1 N ')I1 N r)I1 N γ)  penetrates into the solid and is subjected to in-depth 
attenuation due to scattering and absorption in the translucent media 
(quantified by the attenuation coefficient κ  also called in-depth radiation 
absorption coefficient in Eq. 1.2). For materials in general, radiation absorption 
is wavelength and temperature dependent [14,29,30] but an effective value 
(taken broadband over the range of temperature encountered) is considered 
here. The validity of this assumption is partly supported by the experimental 
study of Hallman [14] showing that the surface reflectivity r for black PMMA 
does not vary significantly with wavelength.  
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Material properties k (thermal conductivity), ρ (density) and c (specific heat) 
are function of the sample temperature. As a first step, it is considered that 
their variations with temperature are negligible and constant values are used. 
The effect of this assumption is investigated subsequently.  
The slab is initially at ambient temperature TP = 293 K (Eq. 1.5). The solid 
loses heat from the top surface by convection and re-radiation to the background 
environment (Eq. 1.3). The solid is approximated as semi-infinite by setting the 
back boundary as adiabatic (Eq. 1.4) at a large distance L from the exposed 
surface. 
Qt; Nk RHCHJSJTU  γI1 N ')I1 N r)εq! #"" N hIT- N TP) N εσIT-V N TPV )  (1.3) 
Qt; Nk RHCHJSJTW  0  (1.4) 
Qy;  TIy, t  0)  TP  (1.5) 
 
As the solid heats up, it undergoes pyrolysis. In general, the decomposition 
mechanism is made of several consecutive and parallel steps but only a few are 
important and control the process of ignition [18]. A global one-step reaction is 
considered here: 
 PMMA [  υ\\]MMA M I1 N υ\\])residue   (1.6) 
 
More complex kinetics schemes are explored later. This pyrolysis reaction 
produces the gas MethylMethAcrylate (MMA) [29]. The reaction rate w! `]a , 
which is temperature dependent, is quantified using an Arrhenius law. Pyrolysis 
takes place not only at the surface but also in-depth, so the total mass loss is 
obtained by integrating the reaction rate over the entire depth (Eq. 1.7). 
m! ""  ρ b w! `]adyJTWJTU  ρ b A exp d Ee fCIJ,5)g w h\\]0 dyJTWJTU   (1.7) 
 
When the pyrolysis gases leave the top surface, they mix with the 
surrounding air. As soon as a flammable concentration of pyrolyzate is reached 
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at the pilot location, flaming ignition takes place. The time for this concentration 
to be reached could be linked to a critical mass flux leaving the surface [21,31]. 
This is the ignition criterion assumed in this work.  
The heat transfer equation (Eq. 1.2) neglects the endothermic and 
exothermic contributions respectively from the pyrolysis and oxidation 
reactions. The heat of pyrolysis for black PMMA is estimated to be within the 
range 0.84-1.2 kJ/g from the Refs. [10,11,37] (0.84 kJ/g is calculated in [37], and 
1.2 kJ/g is estimated by deducting the sensible heat from the measured heat of 
gasification in Refs. [10,11].), and the pyrolysis mass flux at ignition is    
2.42 g/(s m2) (average value in the range from 1.82 to 4.5 g/(s m2) found in the 
literature [31-36]). Thus, the endothermic contribution of pyrolysis is around 
5-7 % of the power received from an external heat flux of 40 kW/m2 or 1-2 % for 
a flux of 200 kW/m2. Therefore, neglecting the pyrolysis endothermic 
contribution seems to appear as a valid assumption for medium and high 
external heat fluxes since the induced error is small. The advantage is that the 
solution to the heat transfer problem is decoupled from the pyrolysis process.  
The model would not be valid for material forming a significant char layer 
before ignition since this modifies the heat arriving to the unreacted mass, but it 
is valid for PMMA which is a melting polymer. 
 
4. Numerical investigation 
The effects of each mechanism and assumption on the predictions are 
explored here. The base case considers all important mechanisms except in-
depth absorption. Table 1.1 presents the set of parameters for the base case, all 
obtained from the literature for PMMA. 
4.1. Kinetics, critical mass flux and heat losses 
Assumptions #1, #3 and #5 of the classical theory for ignition were tested by 
considering a reacting solid without in-depth radiation absorption ( γ  = 1), 
implementing the critical mass flux as ignition criterion and adding the 
convection and radiation heat losses at the exposed surface. Simulations were 
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run covering a wide range of values (see Table 1.1) for the kinetics parameters, 
the critical mass flux and the convective heat transfer coefficient.  
 
Table 1.1: Parameter values used in the base case and range of values found in 
the literature, mostly, for black PMMA (References not exhaustive). 
Material parameters 
Parameter  Value Range References 
Density ρ [kg/m3] 1187.8 [1180 ; 1191] [10-12,15,17,37,38] 
Thermal 
conductivity 
k [W/(m.K)] 0.21 [0.19 ; 0.27] [10-12,15,17,37,38] 
Specific heat c [J/(kg.K)] 1664.66 [1420 ; 2090] [10-12,15,17,37,38] 
Attenuation 
coefficient 
κ [m-1] 500 [333 ; 2000] [11,12,39,40] 
Reflectivity r [ - ] 0 [0 ; 0.055] [12,14] 
Surface emissivity   ε [ - ] 0.945 [0.9945 ; 1] [12,14] 
Non-reflected 
radiation absorbed 
at the surface 
i [ - ] 1 [0 ; 1] - 
     
Kinetics parameters 
Parameter  Value Range References 
Pre-exponential 
factor 
A [1/s] 5 108 [2104 ; 9.1013] [35,36,41-44] 
Activation energy E [kJ/mol] 125 [74 ; 196] [35,36,41-44] 
Reaction order n [ - ] 1 - [45] 
Yield of MMA υ\\] [ - ] 1 Non charring material [11,17] 
     
Other parameters 
Parameter  Value Range References 
Critical mass flux 
at ignition  
m! ./0""  
[g/(m2.s)] 
2.42 [1.82 ; 3.75] [31-36] 
Convective heat 
transfer coefficient 
h [W/(m2.K)] 10 [5 ; 25] [12,46,47] 
Gas-phase 
absorbed fraction 
Φ [ - ] 0 [0 ; 0.1] [48] 
 
The results show that the term 1 2t./0⁄  varies linearly with the heat flux and 
no curvature is obtained at high heat fluxes. Thus, assumptions #3 and #5 are 
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not responsible for the divergence of the classical theory at high heat fluxes. 
Concerning assumption #1, it cannot be concluded entirely since only 1-step 
pyrolysis reaction with constant kinetics parameters was explored at this stage. 
 
4.2. Reaction scheme 
Assumption #1 is further investigated by expanding the 1-step reaction 
scheme in Eq. 1.6 to a two-step reaction scheme. A two-step scheme allows 
considering the possibility of an apparent 1-step scheme with non-constant 
kinetics parameters as well. 
Both consecutive reactions (Eq. 1.8) and competitive reactions (Eq. 1.9) are 
considered. The additional kinetics parameters are taken from Lautenberger 
and Fernandez-Pello [39]. 
 
Consecutive reactions: 
PMMA [  β PMMA  (1.8) 
β PMMA [  υ\\]MMA M I1 N υ\\])residue  
  
Competitive reactions: 
PMMA [  β PMMA   (1.9) 
PMMA [  υ\\]MMA M I1 N υ\\])residue  
 
The specie β PMMA is a solid-phase species. The mass loss rate is therefore 
the same as for the 1-step scheme expressed in Eq. 1.7.  
The results for each of the three schemes are presented in Fig. 1.2. The 
competitive scheme predicts shorter ignition delay times than the consecutive 
scheme. For all schemes, the prediction of 1 2t./0⁄  varying linearly with the heat 
flux and no curvature is obtained at high heat fluxes. This further confirms that 
multistep kinetics reactions (and assumption #1) are not responsible for the 




Figure 1.2: Effect of the different reaction schemes on the predictions of the 
inverse square root of the time to ignition. 
 
4.3. Temperature dependent material properties 
The material properties density ρ, thermal conductivity k and specific heat c 
are known to be temperature dependent. These dependencies are provided as 
polynomial functions for black PMMA in Refs. [17,38]. One set is shown in 
Table 1.2. Figure 1.3 shows the effect of the temperature dependency on the 
predictions. The dependency leads to longer delay times to ignition but 1 2t./0⁄  
still varies linearly with the heat flux. It is concluded that assumption #4 is not 
responsible for the failure of classical theory. 
 
Table 1.2: Example of the material property temperature dependency equations. 
Property Equations  
Density ρ [kg/m3] ρIT kKm)  1404.5 N 0.7316 T  (1.10) 
Thermal conductivity k [W/(m.K)] kIT kKm t 378)  0.1959 M 4.954 · 10
Ex IT N 273.15)  kIT kKm z 378)  0.2249 N 2.318 · 10EV IT N 273.15)  (1.11) 
Specific heat c [J/(kg.K)] cIT kKm t 378)  173 M 204.1 · 10
{ TE9 M 4.341 T  cIT kKm z 378)  1212 M 2.547 T  (1.12) 
Reference [38] 

















 Heat flux [kW/m2]
Reaction scheme:
 One step
 Two step - Competitive
 Two step - Consecutive
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Figure 1.3: Effect of the material property temperature dependency on the 
predictions of the inverse square root of the time to ignition. 
 
4.4. Incident radiation attenuation 
Prior to ignition, the pyrolysis gases leaving the solid absorb a fraction of the 
external radiation (represented by the factor '  in Eq. 1.2) and therefore 
partially shield the exposed solid surface. It has been suggested that the 
assumption (#2) (the total radiation heat flux is absorbed at the surface) could 
explain the behaviour at high heat fluxes. Recent experimental measurements 
by Zhou et al. [48] on PMMA samples at heat fluxes up to 60 kW/m2 show that 
this absorption at the time of ignition reaches a maximum of 10 %. Figure 1.4 
shows the two limiting curves of 1 2t./0⁄  against the applied heat flux when ' is 
equal to 0 and 0.1.  
Even if the attenuations were to start at 0 and increase up to 0.1, the 
curvature associated is not significant and does not explain the experimental 
observations at high heat fluxes. Thus, the radiation attenuation by the 
pyrolysis gases is not responsible for the failure of classical theory at high heat 
fluxes. 
 









 Classical theory (Best fit)









 k c = constant [17]
 k c = f (T) [17]
 k c = constant [38]
 k c = f (T) [38] - Eqs. 1.10 - 1.12
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Figure 1.4: Effect of the incident radiation attenuation by the pyrolysis gases on 
the predictions of the inverse square root of the time to ignition. 
 
4.5. In-depth absorption 
The effect of in-depth radiation absorption, also related to assumption #2, is 
investigated by setting γ = 0 (no surface absorption) in Eqs. 1.2 and 1.3, and by 
varying the attenuation coefficient κ over a wide range of values found in the 
literature (see Table 1.1). Results are presented in Fig. 1.5. The in-depth 
absorption brings a significant curvature to 1 2t./0⁄  as the heat flux is increased. 
For different values of κ, different radii of curvature are found. Therefore, it is 
concluded that assumption #2 and the translucency of black PMMA is 
responsible for the failure of the classical theory at high heat fluxes. This finding 
agrees with the conclusions in previous works [12,15,23,49] which showed that 
in-depth radiation is important at medium and high heat flux levels.  
As shown in Table 1.3, the model predicts within 10 % (in average) both 
experimental measurements for ignition delay times by Beaulieu and Dembsey 
[10,11] and by Delichatsios and Saito [23,24] when κ  equals 500 m-1 and   
1400 m-1, respectively for uncoated and coated samples (other parameter values 
shown in Table 1.1). However, it should be emphasized that these comparisons 
are only discrete and do not quantify the curvature. Moreover, the range of κ 
that would explain the experimental variability in 1 2t./0⁄  measurements for 
uncoated samples between 40 and 200 kW/m2 varies between 300 and 900 m-1 
with best predictions between 500 to 600 m-1 (work using Monte-Carlo 



















  = 0 (NO gas phase absorption)
  = 0.1 [48]
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Figure 1.5: Effect of the attenuation coefficient on the predictions of the inverse 
square root of the time to ignition. 
 
Table 1.3: Comparison between model predictions and experimental 
measurements of the inverse square root of the delay time to ignition. 
Experimental results for 20 t q! #"" t 200 kW/m2 Κ = 500 m-1 uncoated | κ = 1400 m-1 coated Maximum error (%) Averaged error (%)  
Uncoated samples Beaulieu and Dembsey [11] 11 % 7 % 
Coated samples Beaulieu and Dembsey [10,11] 22 % 7 % 
Uncoated samples Saito et al. [23,24] 21 % 8 % 
Coated samples Saito et al. [23,24] 17 % 10 % 
Error is defined as 100 } | Experimental - Simulated| / Experimental 
 
Jiang et al. [12] measured the attenuation coefficient for uncoated black 
PMMA samples in the range of heat fluxes from 3 to 30 kW/m2 and found a 
value of 960.5 m-1 ± 14.3 %. They used this value in an analytical model and 
their predictions agree with the experimental measurements within 11 % 



















 Classical theory (Best fit)
Attenuation coefficient:
   =  2000    [m-1]
   =  1400    [m-1]
   =    960.5 [m-1]
   =    500    [m-1]
   =    250    [m-1]
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average error (maximum error 29 %). The value of 500 m-1 estimated here for a 
heat flux range from 20 to 200 kW/m2 is 50 % smaller.  
Moreover, the predictions from the numerical model presented in this 
chapter (Eqs. 1.2-1.7) with an attenuation coefficient of 960.5 m-1 are not the 
same as those from the analytical model of Jiang et al. [12] with the same 
coefficient. The numerical predictions for a coefficient κ of 960.5 m-1 fall inside 
the global experimental cloud area but not inside the uncoated sample 
experimental cloud area as it should be (see Fig. 1.5). This discrepancy is mainly 
due to the use of different material properties and a different ignition criterion. 
Although the analytical model of Jiang et al. [12] includes in-depth radiation 
absorption, they used a variable ignition temperature criterion calculated by the 
model of Lautenberger and Fernandez-Pello [27] which does not include 
in-depth radiation absorption. Comparing with the surface temperature 
obtained with the numerical model presented in this chapter and the material 
properties in Table 1.1 with an attenuation coefficient of 500 m-1, the ignition 
criterion from Lautenberger and Fernandez-Pello [27] overpredicts the surface 
temperature at ignition by 11 % in the heat flux range from 20 to 200 kW/m2. 
This over-prediction results in an over-prediction of the time to ignition by 38 %. 
Thus the different ignition criterion used by Jiang et al. [12] explains most of 
the discrepancy with our results.  
Model predictions of the in-depth temperature profile for different heat 
fluxes are shown in Fig. 1.6. Profiles are shown at the time to ignition, except for 
the 15 kW/m2 case that did not ignite (it is below the critical heat flux for 
ignition [9]). The comparison to the only experimental measurements of 
temperature profiles available (Beaulieu and Dembsey [10,11] for coated 
samples) shows a good agreement with the result obtained using the parameters 
in Table 1.1 and an effective attenuation coefficient of 1400 m-1. These 
temperature profiles span over a wide range of heat fluxes and confirm that all 
the important mechanisms in the solid response are included and solved 





Figure 1.6: Comparison of experimental temperature profiles (at ignition except 
for (a) 15 kW/m2 - coated samples) with model predictions (attenuation 
coefficient of 1400 m-1) with and without temperature dependency. Experimental 
errors: ±1.5 mm for depth and ±10 °C for temperature. Inset (d): comparison of 
the temperature profile with and without the in-depth radiation absorption 
phenomenon. 
 
Figure 1.6 serves to illustrate the effect of the in-depth radiation absorption, 
manifested physically by the presence of the peak temperature inside the solid 
(at about 0.2 mm in inset Fig. 1.6d and 0.3 mm with κ = 500 m-1 when ignition 
occurs) and not at the surface. The peak location is related to the depth 
penetration by radiation which is proportional to the inverse of the attenuation 
coefficient. The total thermal depth by combined conduction and radiation is 
seen in Fig. 1.6 to decrease from 12.5 (at 15 kW/m2) to 7.5 mm (at 90 kW/m2). 
The thermal depth by radiation is independent of the heat flux level and is 
established instantaneously, whereas the thermal depth by conduction grows 
with time (proportional to √αt [25]). Thus, at high heat fluxes, since the delay 
time to ignition is short, the depth penetration by conduction is much shorter 
than the depth penetration by radiation. The opposite is true at low heat fluxes. 
The peak produced by radiation absorption is more pronounced as the heat flux 
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Figure 1.6 also shows the resulting temperature profiles when temperature 
dependency of the material properties is considered (see Table 1.2). It is seen 
that the results are not significantly different from those using constant 
properties. This is against the suggestion in Ref. [12] that the increasing 
thermal conductivity and the specific heat at higher temperatures would bring 
further curvature to 1 2t./0⁄  at high heat fluxes. 
 
The model is used in Fig. 1.7 to investigate the surface temperature at the 
time to ignition. Coated samples ignite at surface temperatures 7 % higher (on 
average) than uncoated samples. Moreover, the surface temperature is not 
strictly constant as the heat flux level varies from 40 to 200 kW/m2 but 
monotonically increases from 284 to 305 °C for uncoated samples (from 304 to 
325 °C for coated samples) as it was already reported experimentally by Cordoba 
et al. [21]. This confirms that the surface temperature at ignition is not a 




Figure 1.7: Surface temperature at the time to ignition over a wide range of heat 
fluxes for coated and uncoated samples. 
 
5. Effect of black-carbon coating 
In some standard flammability tests and experimental research 
[10,11,15,40,50], the exposed surface of the sample is coated with a thin layer of 
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black carbon in order to absorb radiation at the surface and attempt to eliminate 
the in-depth radiation absorption phenomenon. The effect of the black carbon on 
PMMA for ignition tests has not been often investigated and reported. Beaulieu 
[11] carried out ignition experiments on coated and uncoated samples of black 
PMMA in the same apparatus and controlled environmental conditions. The 
measured time to ignition was significantly different for coated and uncoated 
samples, and the difference increased with the heat flux (Fig. 1.1: AFM 
apparatus). Similar experimental observations were done independently by 
Delichatsios and Saito [23,24] (Fig. 1.1: Tungsten lamp heat source) and 
Tewarson and Ogden [15].  
 
The previous section shows a three-fold increase of the attenuation 
coefficient when black-carbon coating is present (see Fig. 1.5). However, this 
coefficient is considered as a material property and should not change by a 
surface treatment. The effective change is caused by a surface phenomenon 
taken into account by the model in Eqs. 1.2 and 1.3 via the surface absorptivity 
γ. In principle this coefficient can vary between 1 (all irradiation is absorbed at 
the coating) to 0 (all radiation is absorbed in-depth). The effect of changing γ 
while keeping κ fixed at 500 m-1 is shown in Fig. 1.8 for a range of values of γ 
from 0 to 0.5.  
Predictions with a surface absorptivity γ of 0.35 ± 5% are as close to the 
experimental results for coated samples as the predictions with an effective 
attenuation coefficient equals to 1400 m-1 and no surface absorption. Thus, the 
significant surface absorption explains the effect of the carbon coating. The 
remaining 0.65 fraction, not absorbed at the surface, is transmitted through the 
coating. Even when the attenuation coefficient of black carbon is high (>104 m-1 
[49]), it is reasonable that the very thin layer (<0.1 mm) is optically thin and 




Figure 1.8: Predictions of the ignition delay times by combining surface 
absorption and in-depth absorption. 
 
6. Conclusion 
A one-dimensional pyrolysis model decoupling the heat transfer and the 
chemical kinetics is used for solving the transient radiant heating of a 
translucent solid. The model is especially apt for medium and high heat flux 
range which is the most important in large-scale fire behaviour.  
The model predictions of transient temperature profiles and delay time to 
ignition over a wide range of heat fluxes agree well with measurements (less 
than 10 % in average error with a maximum at 22 %). The model is able to 
explain the failure of the classical ignition theory at high heat fluxes for black 
PMMA only when in-depth radiation absorption is included. This agrees with 
the conclusion of Jiang et al. [12]. The observed behaviour at high heat fluxes 
cannot be explained by the reaction scheme, the ignition criterion, the 
temperature dependency of the material properties, the surface heat losses or 
the radiation attenuation by pyrolyzate.  
Using the model, it is concluded that the traditional coating of black carbon 
added on the sample does not cancel in-depth radiation absorption but its effect 
is to absorb at the surface around 35 % ± 5% of the incoming radiation. The 
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study uses the only two available sets of experimental data at high heat fluxes 
for both coated and uncoated black PMMA samples to reach this conclusion. 
This is the first time that the effect of black-carbon coating is quantified and 
captured in an ignition model.  
The model also shows that the inclusion of the temperature dependency of 
the material properties does not improve the results significantly. Investigation 
of the surface temperature at ignition shows that it grows with the heat fluxes 
and thus is not a simple material property. However, it varies only slightly with 
imposed heat flux and thus is approximately invariant.  
This chapter cannot categorically conclude on the effect of the phenomena 
not included in the model. These phenomena are considered much less 
important during the ignition of black PMMA but should be further studied to 
improve the understanding of solid ignition in general. These include the 
wavelength dependency of the attenuation coefficient, in-depth re-radiation, 
formation and transport of bubbles and surface oxidation reactions. Also the 
fundamental underlying assumption that transport and combustion times in the 
gas phase are negligible compared to those in the solid phase needs to be further 
investigated at high heat flux levels. The exact roles of these mechanisms 
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Pyrolysis modelling up to ignition – 
Part I: Literature review on sources 





Solid ignition is a key phenomenon in fire safety engineering due to its influence 
on the fire growth. Its prediction requires the full resolution of the mechanisms 
occurring in the condensed and the gas phases but the phenomenon complexity 
cannot be solved for most of the engineering applications and simplifications are 
unavoidable. Moreover, the mathematical formulation of some mechanisms is 
still ill-defined implying also some simplifications of the physics. The 
mechanisms not explicitly considered affect implicitly the value attributed to the 
model input parameters. Moreover, the methodology used to extract the 
parameters adds uncertainty to the parameter values. As a consequence of these 
experimental and methodological uncertainties, the value associated with the 
parameter is not error free and while often ignored, a range of variability exists 
34 
for each input parameter of a model. The quantification of this uncertainty has 
been performed in this chapter for the most common input parameters of models 
predicting the delay time to ignition of PolyMethylMethAcrylate (PMMA) 
samples. The literature review reveals some scatter in the available studies for 
parameters such as the solid kinetics.  
 
Collaboration 
This chapter results from a joint work performed with Dr Guillermo Rein 
and Prof José L. Torero from the University of Edinburgh (UK).  
 
Nomenclature 
A   Pre-exponential factor [s-1] Conv Convective c  Specific heat [J/(kg.K)] Back At the back E  Activation energy [kJ/mol] e  External h  Convective heat transfer coef. 
[W/(m2.K)] 
F  Flammable gases 
 ign  At ignition ΔH  Heat of pyrolysis [kJ/kg] λ  Wavelength k   Thermal conductivity [W/(m.K)] o  Oxygen L  Sample thickness [m] p  At the peak m! ""  Mass loss rate [g/(m2.s)] Rad  Radiative n  Order of reaction [ - ] ref Reference q! ""   Heat flux level [kW/m2] s  At the surface r  Surface reflectivity [ - ] T  Thermal R  Ideal gas constant [J/(K.mol)]   t  Time [s] Greek symbols T  Temperature [K] α  Absorbance [ - ] U  Flow velocity [m/s] δ  Pilot distance [m] V  Front velocity [m/s] ε  Depth [m] w  Mass fraction [ - ] κ  Effective attenuation coef. [m-1] y  Depth [m] ρ  Density [kg/m3] 
  σ  Stefan-Boltzmann coef. [W/(m2.K4)] 
Subscripts φ  Material properties ∞  Ambient conditions χ  Permeability coefficient [ - ] Ch  Char ω  Constant kinetic rate [s-1] 
 
1. Introduction 
Solid ignition is a key phenomenon in fire safety engineering due to its 




In the past, this phenomenon was considered only by ranking the materials 
according to their ease of ignition (i.e. qualitative analysis). By reproducing the 
same experimental procedure between tests (i.e. standardization of the tests), it 
was possible to consider that the differences between the materials at ignition 
were not related to the set up but only to the differences in the solid phase 
temperature evolution and chemical degradation (i.e. condensed phase response) 
[1].  
 
However, nowadays, fire safety strategy is more and more based on the 
material performance and a quantitative analysis of the phenomenon of solid 
ignition is therefore required. An issue in the prediction of solid ignition is the 
characterization of the intrinsic material properties. They are mostly extracted 
from experiments where a high number of external variables, such as the flow 
field, the atmospheric composition or the thermal exposure, are controlled and 
the mathematical models used for the extraction are often based on strong 
assumptions (e.g. material properties invariant with temperature). The values 
attributed to the material properties can change from one study to another due 
to experimental and methodological variations. Generally, this uncertainty in 
the extracted properties is often ignored for model calibration whereas it can 
have a major influence on the predictions. The characterization of these 
uncertainties is essential. 
 
Babrauskas [2] gathered information on most of the individual studies 
exploring the influence of procedural conditions but the resulting variability in 
the extracted parameters is not assessed. 
The objective in this chapter is to analyse the origin of these experimental 
and methodological uncertainties in order to assess, afterwards, the parameter 
uncertainty in the context of solid ignition. The study is focused on 
PolyMethylMethAcrylate (PMMA) due to the large number of investigations 
available on this material.  
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2. Piloted solid ignition 
The concept of solid ignition is covered briefly to apprehend its complexity 
and to understand afterwards the simplifications required to model it. Excellent 
theoretical reviews are available elsewhere [1,2-7] 
 
2.1. Phenomenon complexity 
When a solid sample, initially at ambient temperature TP, is exposed to an 
external heat flux q! #""  (i.e. fire), its temperature starts to increases and its 
molecules are stimulated. Their bonds finally break-up, producing flammable 
gases. These pyrolysis gases leave the top surface and mix with the surrounding 
air to form a flammable mixture which moves upwards and ignite as soon as it 
reaches the pilot location. 
 
This simple view of the solid ignition hides a large number of complex 
phenomena both in the condensed and gas phases (see schematic on Fig. 2.1).  
 
 
Figure 2.1: Schematic of the complexity encompassed in the pyrolysis process. 
T TP 
x  εC 
χ 
x  εh 
x  ε 





q! ><""  
m! "" m! "" q! 0""  U 
q! f""  
w 
w 
Adapted from Torero [1] 
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The heat flux q! #"" is absorbed in-depth according to the material radiative 
properties and generates a thermal wave which propagates with a velocity VC 
(function of the temperature) and affects a depth εC of the solid. The absorbed 
energy is balanced by the heat losses at the surface (re-radiation q! f""  and 
convection q! 0"" ) and at the back q! ><""  (function of the boundary conditions - 
hypothesis of one-dimensional problem).  
 
When local temperature increases, the solid can undergo a phase change 
(e.g. melting) affecting the viscosity and creating potential internal convective 
flow such as in a liquid phase. Any water contained inside the solid evaporates 
prior to the beginning of the chemical degradation process which follows a 
complex reaction scheme highly influenced by the atmospheric composition and 
the heating rate [1]. This process, globally endothermic, represents a heat sink 
in the heat balance. 
The pyrolysis gases m! "" produced in depth by the degradation reactions and 
the vaporized water try to escape through the less resistant path. This mass 
transfer is mainly controlled by the viscosity and the permeability χ of the solid 
which evolves in time with the presence of bubbles along the depth εh where 
pyrolysis occurs. The oxygen present in the surrounding atmosphere, with a 
mass fraction w, diffuses in a counter flow (m! "") and penetrates inside the solid 
matrix up to a depth ε affecting the pyrolysis reaction scheme and oxidizing the 
pyrolysis gases released.   
In the case of charring material, a carbonaceous layer ε is formed above 
the virgin material. This layer can undergo a second degradation process to form 
ashes.  
 
Moreover, above the exposed surface, the fuel mass fraction w  of the 
mixture is a function of the pyrolysis gases m! "" and the flow velocity U (on the 
three dimensions). Once the mixture reaches its lean flammability limit at the 
pilot location δ , the energy provided by this latter enables the combustion 
reaction to occur. The nascent flame propagates to the rest of the mixture and 
becomes sustainable if the heat produced by the combustion reaction and 
38 
provided back to the solid fuel is enough to overcome the heat loses [7]. The 
mass flux of pyrolysis gases m! ""  leaving the sample determines the flame 
temperature and thus its stability. If only a flash appears, a higher m! ""  is 
required. 
 
The prediction of the delay time to ignition requires therefore the full 
description of the chemical and physical phenomena occurring in the gas phase 
and the condensed phase (e.g. thermal and oxidative pyrolyses, combustion 
reaction, heat and mass transport). The interactions between these two phases 
through the thermal and flow boundary conditions need also to be considered.  
 
2.2. Modelling of the condensed phase 
The complex phenomena mentioned above, while well understood, are 
generally poorly formulated. Large approximations are required. A simple 
mathematical expression for the heat balance of the solid phase 
(one-dimensional) is presented in Eq. 2.1 in the case where the solid is exposed 
to a uniform and constant heat flux at the front (Eq. 2.2 – heat losses by 
convection with a constant heat transfer coefficient h and by re-radiation) and is 
insulated at the back (Eq. 2.3 – semi-infinite solid). The influence of the gas 
phase is neglected [4] and the incident heat flux is assumed to be partially 
absorbed (absorptivity α) at the surface. The production rate of the pyrolysis gas 
is modelled in Eq. 2.4 with a simplified Arrhenius law (1-step reaction controlled 
by the pre-exponential factor A and the energy activation E ). The power laws 
used in Eq. 2.4 for the mass fraction of flammable fuel and oxygen are generally 
unknown and taken respectively as unity and null. The endothermicity (ΔH) of 
the pyrolysis reaction appears as a heat sink in Eq. 2.1. The simplified heat 
balance presented in Eq. 2.1 neglects any internal mass transfer and change of 
conductive heat transfer due to bubble formation. 
ρc HCIJ,5)H5  k H
LCIJ,5)
HJL N ΔH m! """  (2.1) 
Qt; Nk RHCHJSJTU  αq! #"" N hIT- N TU )– σαIT-V N TUV)  (2.2) 
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Qt; RHCHJSJTW  0 (2.3) 
m! """  ρA exp d Ee f CIJ,5)g w w  (2.4) 
 
These equations are applicable for non-charring polymer such as PMMA. 
While a more complete set of equations can be found elsewhere [1,8,9], Eqs. 2.1 
to 2.4 correspond to the skeleton of most pyrolysis models.  
Through a series of assumptions, Torero [1] and Atreya [4] arrive to two 
different models which respectively reflect the main concepts used nowadays for 
the prediction of solid ignition based on condensed phase criteria. These models 
have not been developed by these two authors but their respective review 
provides a deep understanding of them. 
In the model reviewed by Torero [1], it is assumed that given the typical 
large activation energy E associated with pyrolysis reactions, the exponential 
characteristic of the Arrhenius law can be viewed as a step function (kinetics 
infinitely fast). The pyrolysis reaction rate jumps as soon as a characteristic 
temperature, called pyrolysis temperature, is reached. Since surface absorption 
is considered, the peak temperature is located at the surface and the solid is 
assumed inert until the pyrolysis temperature is reached at the surface. The 
heating process of the solid is the predominant mechanism and a surface 
temperature T- ./0 is used as ignition criterion.  
For Atreya [4], the kinetics of the pyrolysis reactions have a finite-rate (use 
of an equation similar to Eq. 2.4). The solid ignition is reached when a critical 
mass flux of pyrolyzates m!  ./0""  is released by the sample. This concept of critical 
mass loss rate is related to the lean flammability limit that the mixture should 
reach at the pilot location. Lyon and Quintiere [10] related this critical mass flux 
to a critical heat release rate required to exceed the heat losses and guarantee a 
sustained ignition.  
Long et al. [11] have added the gas phase response to the concept reviewed 
by Torero [1]. Flaming ignition is defining when a specific ratio fuel/air is 
reached at the pilot location. This sophisticated concept requires the knowledge 
of the flow field which is generally unknown or not well characterized. As a 
40 
consequence, a condensed phases criterion ( T- ./0  and m!  ./0"" ) is generally 
considered by default, assuming that the atmospheric conditions (i.e. 
temperature, flow, oxygen concentration) are approximately constant and 
therefore that the critical values for the condensed phase criteria are only 
function of the material.  
 
With the increasing understanding of the condensed phase behaviour, a 
large number of physical and chemical processes were introduced in pyrolysis 
models, increasing their global complexity. Two groups of models have emerged 
depending on the assumption concerning the predominant mechanism: heating 
process or chemical degradation. These models are however still uncoupled to 
the gas phase and ignition is therefore related to a condensed phase criterion. 
The codes developed by Rhodes and Quintiere [12] and by Wasan et al. [13] 
consider that the heating process controls the evolution of the solid phase 
(kinetics infinitely fast). On the other side, codes such as Gpyro [14], ThermaKin 
[15], FireFoam [16] and FDS [17] consider that the chemical degradation is 
fundamental (finite-rate kinetics). Different levels of complexity are possible in 
these models and it is therefore the responsibility of the user to choose the 
appropriate level of complexity. This level will control the number of parameters 
requiring a calibration. Even with the implementation of these mechanisms, a 
large number of physical and chemical phenomena presented in section 2.1 are 
neglected. 
 
2.3. Experimental state-of-the-art  
The phenomenon of solid ignition has mainly been studied in the past with 
bench-scale experiments to control the boundary conditions and the quantity 
observed to analyse this phenomenon has often been the delay time to reach a 





2.3.1 Time to ignition t./0 
The delay time to ignition for more than 250 black PMMA samples has been 
gathered in a previous chapter [18 (chap 1)] in order to assess the experimental 
uncertainty of piloted ignition and its apparatus dependency. Figure 2.2 
represents a part of these data sets (q! #"" < 100 kW/m2). The cloud of data points is 
the result of differences in the experimental conditions (external parameters) 
and in the material intrinsic properties (internal parameters).  
 
 
Figure 2.2: Times to piloted ignition of black PMMA samples for a wide range of 
experimental conditions (data extracted from the literature). 
 
A large number of experiments have been performed to estimate the 
influence of the external and internal parameters on the delay time to ignition 
t./0 . As an example, Fig. 2.3 illustrates experimental sensitivity analyses 
performed by Cordova et al. [19] on t./0 varying the flow velocity and the oxygen 
concentration in the Forced-flow Ignition and Flame-spread Test (FIST). t./0 is 
delayed by an increase of the flow velocity and a decrease of the oxygen 
concentration but these effects are reduced when q! #"" increases. Table 2.1 gathers 
the results of the main experimental sensitivity studies performed on t./0 with 
PMMA samples (non-exhaustive list). 
 








Apparatuses:                   Experimental conditions:
 AFM                       No black carbon coating
 Cone calorimeter            or no information
 FPA                        Black carbon coating
 FIST                       Vertical sample
 LIFT                       Controled atmsophere       
 Apparatuses with           (18% < [O2] < 30%)
         tungsten lamps       Miscellaneous    
          heat source
 Apparatuses with                  
          flame heat source                                   
 
                      Experimental uncertainty  
                                                  Time: ± 2s 
                                                  Heat flux: +3 / -13 %
                    










 Heat flux [kW/m2]
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Figure 2.3: Variations of the measured delay time to ignition for different flow 
conditions and atmospheric compositions (black PMMA samples).  
 
Table 2.1: Sensitivity of t./0 to experimental conditions for PMMA samples. 
Parameters  Sensitivity results  References 
Pilot distance δ  δ4 t δ9  t./0  t t./0 L [11] 
 




Molecular weight MW   MW4 t MW9  t./0 \ z t./0 \L  (thermally thin) [23] 
 






Oxygen concentration kO9m  
 
kO2m4 t kO2m9  t./0 kO2m z t./0 kO2mL  [19] 
 
Orientation  t./0 «.¬05 t t./0 #«5.> (min for 30° from horizontal) [20,25] 
 
Black coating  t./0 >5# t t./0 ­0>5#  [21,24] 
 









Heat flux q! #""  q! #""4 t q! #""9  t./0 ?! @AA z t./0 ?! @AAL [19,22,25] 
 









































Following the results in Table 2.1, ignition is enhanced when the sample is 
thin with a high molecular weight and the external variables promoting ignition 
are a pilot close to the surface, a stagnant flow, a large mass fraction of oxygen 
and a large applied heat flux level. However, these results are specific to the 
tested experimental conditions and the conclusion can change if these latter 
vary. This is the case for example with the thickness: t./0 is dependent only until 
a certain threshold corresponding to the thickness where the solid ignites before 
the thermal wave is able to reach the back of the sample. 
Among the experimental conditions explored in Table 2.1, some reflect the 
influence of the gas phase (e.g. flow field or the oxygen concentration). The 
differences in the measured delay times to ignition resulting from gas phase 
mechanisms cannot be explicitly considered with models that ignored this 
phase. However, they will be implicitly considered within the variation of the 
ignition criterion. This variation is not only related to the ignorance of gas phase 
mechanisms but it is a consequence of the whole simplifications implemented in 
the models. 
 
2.3.2 Variation of the condensed phase ignition criteria 
As it has been mentioned previously, most of the models predict the 
occurrence of ignition based on a condensed phase criterion. The actual 
computational resources and the knowledge on the solid decomposition do not 
enable the use of a critical equivalence ratio (i.e. constant fuel/air ratio at the 
pilot location [11]) for realistic conditions where the external variables (e.g. flow 
field) are not controlled [27]. 
Thomson and Drysdale [28,29] measured the variability of m!  ./0""  (mass flux) 
and T- ./0  (surface temperature) for different plastics. They found for clear 
PMMA samples that T- ./0 was varying only slightly with the applied heat flux 
(from 301 to 317 ºC between 17 and 38 kW/m2) except close to its critical value 
(T- ./0  = 238 ºC at 13 kW/m2). Their results for m!  ./0′′  show a narrower range 
(from 1.90 to 2.15 g/(m2.s) between 13 and 33 kW/m2). However, they obtained 
these results when only the heat flux level was varied. Looking at other 
experimental conditions, they have demonstrated that some external 
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parameters could have an impact on these criteria. This has been confirmed for 
the flow velocity by Cordova and his co-authors. In their studies, T- ./0  was 
found to vary between 283 and 360 ºC [19] and m!  ./0′′  between 1.3 and 
3.9 g/(m2.s) [30]. Figures 2.4 gathers values of T-  ./0  (Fig. 2.4a) and m!  ./0′′  
(Fig. 2.4b) reported in the literature [10,11,19,23-26,28-37] for clear and black 
PMMA. Each bar represents the range reported in a study while one parameter 
(external or internal) was varied: ambient conditions (pressure and oxygen 
concentration) [26,32,35], flow velocity [19,24,30,35], sample orientation [25,31], 
applied heat flux (magnitude and spectral characteristics) 
[10,11,28,29,33,34,36,37] and formulation (i.e. thermal stability) [23,38]. The 
results for each criterion do not present distinct trends according the visual 
aspect (clear or black) of the PMMA samples. As shown on Fig. 2.4, the 
condensed phase criteria are not invariant. Reasonable ranges for T-  ./0  and 
m!  ./0′′ , extracted from bench-scale measurements, are respectively [523 ; 673 K] 
and [1 ; 5.6 g/(m2.s)]. These ranges exclude outliers which can be explained by 
the experimental procedure. As an example, Rasbash et al. [35] found for m!  ./0""  
a value higher than 10 g/(m2.s) for a low oxygen concentration (18 %) and a drop 
below 5 g/(m2.s) when the oxygen concentration is increased of 1 %. While 
similar quantitative measurement of m!  ./0""  have not been reported in literature, 
Rich et al. [36] observed also a sharp increase of m!  ./0""  when the oxygen 
concentration is reduced. The high value of m!  ./0""  recorded by Rasbash et al. [35] 
is probably the consequence of the increased impact of the gas phase as observed 
by Cordova et al. [19]. The decrease of oxygen implies an increase of the 
chemical time (time required for the reaction to occur when the mixture is 
between its flammability limits) which cannot be neglected anymore despite the 
presence of the pilot. The mass flux measured when flaming ignition occurs 
cannot be considered as a critical mass flux. This result illustrates the 
limitations to uncouple and neglect the gas phase response for the prediction of 





Figure 2.4: (a) Surface temperature and (b) mass flux measured at ignition with 
different experimental conditions for black and clear PMMA samples.  
 
This specific phenomenon occurred only close to the critical oxygen 
concentration required for ignition. It is therefore reasonable to not consider this 
value in the range associated with m!  ./0""  but to constrain the use of a condensed 
phase criterion to atmosphere where the oxygen concentration is a few percent 
higher than the critical concentration. The threshold is suspected to vary with 
the flow velocity due to the importance of the ratio between the chemical time 
and the local residence time (time the reactants remain together at a specific 
location). This ratio is called the Damkholer number [1,6]. Moreover, Fereres et 
al. [32] and McAllister et al. [26] have demonstrated that the chemical time is 
also increased when the pressure is reduced, implying a similar issue concerning 
the prediction of the delay time to ignition.  


























































Torero [1] and Fernandez-Pello [6] have concluded that in ignitibility tests, 
the condensed phase response is predominant only in the presence of a strong 
pilot, at atmospheric pressure, with a stagnant flow and in a sufficiently 
oxygenated atmosphere.  
 
Figure 2.5 represents typical measurements of the surface temperature and 
the mass loss rate for PMMA samples exposed to a uniform external heat flux. 
The surface temperatures (left Y-axis) increased sharply at the beginning but 
reached a plateau after a certain time whereas the measured mass loss rates 
(right Y-axis) stay negligible for a long time (i.e. pyrolysis time) and increases 
exponentially once initiated. Due to the plateau reached by the surface 
temperature, a small variation in the value used for T-  ./0  will have a large 
impact on the predicted t./0. This is not the case for m!  ./0""  due to the exponential 
character of the mass loss rate measurements. However, as Kashiwagi et al. [38] 
have shown in their study, different polymer samples sold under the same trade 
name PMMA could present different mass loss rate histories resulting from 
different thermal stabilities while the surface temperature evolutions are 
similar between samples (Fig. 2.5).   
 
 
Figure 2.5: Surface temperature and mass loss rate for two samples sold under 
the trade name PMMA (18 kW/m2 - air).  
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To summarize, this section illustrates issues concerning the capability to 
predict the onset of flaming ignition which are the consequence of the 
phenomenon complexity and the engineering solutions applied to overcome 
these difficulties. The simplifications lead to the use of a condensed phase 
ignition criterion and induce variations of the values for this criterion. 
 
3. Extraction of the input parameters 
Whatever is the reason why solid ignition is predicted (e.g. research, design 
or forensic analysis); the model used needs to be calibrated. The parameters can 
be extracted from different sources: independent measurements, inverse 
modelling, expert judgement or literature. This section explores the different 
sources of uncertainty associated with these methods. 
 
3.1. Independent measurements 
The use of independent experiments, as it has been performed by Stoliarov et 
al. [15] for most of the parameters in their study on non-charring polymers 
degradation, represents the best solution. However, this technique can be 
challenged by the capability to reproduce the experimental conditions (e.g. 
atmospheric composition [39,40]), by the availability of the material (e.g. 
thermal stability from different production batches [38,41] – Fig. 2.5) and by the 
methodology used (e.g. apparatus and analysis). The last point, while often not 
mentioned, could be an important source of uncertainty, especially when several 
mechanisms are coupled. Hirata et al. [42] found discrepancies in the kinetics 
parameters (Eq. 2.4) using two different thermal exposures (ramped or 
isothermal heating). Lyon et al. [43] have also recently noticed differences in the 
kinetics parameters according to the theoretical model used in the analyses. The 
issue is not only related to the chemistry decomposition. As an example, Linteris 
et al. [44] have demonstrated that a small change in the range of wavelengths 
used to study in-depth radiation absorption (Beer-Lambert’s law) might have a 
large influence on the predicted location (in-depth) and magnitude of energy 
absorbed. Finally, the number of tests required by this methodology could 
represent a prohibitive cost.  
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3.2. Inverse modelling 
The extraction of the input variables by inverse modelling [14,16] requires 
less experimental resources. The entire set of parameters is calibrated 
simultaneously by optimising the match between the numerical predictions and 
experimental measurements of a quantity of interest such as surface 
temperature.  
The advantage with this technique is that the assumptions performed to 
extract the parameters are these of the model used afterwards for the 
prediction. However, the system studied is open [45] (i.e. more unknown than 
experiments to identify a unique solution for each variable [46,47]) and the 
mathematical technique considered for the optimisation can have a significant 
effect as shown recently by Lautenberger and Fernandez-Pello [46] using four 
different algorithms. 
 
3.3. Expert judgment 
This technique, while corresponding to the easiest, is also the most uncertain 
because its effect is rarely quantifiable. The parameter is estimated by a simple 
engineering judgment, based generally on the analogy to another study. An 
example of common engineering judgment calibration is the values attributed to 
the radiative properties of the condensed phase (i.e. absorbance, reflectance and 
transmittance).   
 
3.4. Literature 
The last possibility is to use the large database available in the literature. 
This is often the case for design and forensic analysis. The applicability of the 
results is questionable mainly due to the extrapolation of the results out the 
experimental conditions and the difference in the material used (i.e. influence of 
the thermal stability). However, the main advantage of a large database, as it is 
for PMMA, is that a large number of experimental configurations and material 
polymerisations have been investigated. The extracted ranges can therefore be 
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considered as representative of the experimental and methodological 
uncertainties. 
 
Whatever methodology is used to extract the values for the input 
parameters, there are several sources of uncertainty (experimental and/or 
methodological). 
 
4. Literature review of main input parameters 
This section is dedicated to the quantification of the uncertainty associated 
with the most common parameters used in pyrolysis models when only the 
database from the literature is exploited. Some of them correspond to external 
variables but the majority are internal material properties. The literature 
review, focused on PMMA, do not pretend to be exhaustive. 
The pyrolysis model have generally 12 parameters in common: the applied 
heat flux level q! #""  [kW/m2], the thermal conductivity k [W/(m.K)], the specific 
heat c  [J/(kg.K)], the density ρ  [kg/m3], the in-depth radiation absorption 
coefficient κ  [m-1], called also attenuation coefficient, the ignition criterion 
(mainly T- ./0  [K] or m!  ./0""  [g/(m2.s)]), the convective heat transfer coefficient 
h  [W/(m2.K)], the reflectivity r  [-], the heat of pyrolysis ∆H  [kJ/g] and the 
kinetics triplet composed of the pre-exponential factor A  [s-1], the activation 
energy E [kJ/mol] and the order of the reaction n [-].  
 
4.1. Thermophysical properties 
The thermal conductivity k, the density ρ and the specific heat c are the 
main material properties controlling the temperature evolution inside a solid 
sample (Eq. 2.1) and they are known to be temperature dependent. There are 
several techniques to estimate these properties (e.g. Differential Scanning 
Calorimetry - DSC - or guarded hot plate [48]). Values extracted from the 
literature (non exhaustive search) for k, c and ρ are plotted in Figs. 2.6 to 2.8. 
Excluding outliers, the observable ranges for these parameters are: 
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Figure 2.6: Thermal conductivity extracted from the literature for PMMA 




Figure 2.7: Specific heat extracted from the literature for PMMA samples: (a) 
property function of temperature and (b) property considered as invariant.  
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Experimental data:                              
 Stoliarov and Walters [59]         
 Steinhaus [48]                               
 Vovelle et al. [50]                       
 Agari et al. [61]                               







Figure 2.8: Density extracted from the literature for PMMA samples: (a) 
property function of temperature and (b) property considered as invariant. 
 
The whole sets of data agree on the general trend for c  and ρ : they 
respectively increase and decrease when the local temperature increases. The 
evolution of k is less unanimous. While most of the sets provide a global decrease 
of k as the temperature increases, some sets [15,49] show an opposite behaviour. 
Nevertheless, the ranges of variation in all sets are similar. 
 
In models taking into account the temperature dependency of these 
parameters, the evolution is mainly assumed to be linear (Eq. 2.5 - as 
ThermaKin [15]) or to follow a power law (Eq. 2.6 - as Gpyro [14]). Table 2.2 
gathers the best fits of Eqs. 2.5 and 2.6 to the data presented in Figs. 2.6 to 2.8. 
Moreover, in order to illustrate the variability of the different coefficients, the 
best fits to specific sets of data are also reported in Table 2.2. PMMA undergoes 
a glass transition around 378 K, therefore the coefficients from the best fits in 
Table 2.2 are associated with a temperature range located prior to or post to the 
glass transition. 
φ  φU M φ4T  (2.5) 
φ  φU d CC£@¨g
°
  (2.6) 
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where φ ± ²k ;  ρ ; c³ , φU  and φ4  are constant coefficients and T«#´  is a 
reference temperature. 
 
Table 2.2: Equation coefficients for PMMA thermophysical properties. 
Temperature 
[K] 
Thermal dependency models  
References φU Eq. 2.5 φ4 Eq. 2.5 φU Eq. 2.6 φ4 Eq. 2.6a 
      
Thermal conductivity  
[273 ; 378] 0.170 0.9010-4 0.192 0.12 Best fitb 
Best fitb [378 ; 517] 0.258 -1.6710-4 0.148 -0.39 
      
[316 ; 403] -0.008 4.6410-4 0.131 1.05 [15] 
[403 ; 524] -0.001 4.3310-4 0.128 1.02 [15] 
      
[276 ; 378] 0.183 0.59810-4 0.201 0.09 [48] 
[378 ; 420] 0.283 -2.0810-4 0.225 -0.42 [48] 
      
Specific heat 
[234 ; 378] 21.8 4.63 1411 0.97 Best fitb 
Best fitb [378 ; 642] 1375.7 2.04 1932 0.42 
      
[300 ; 403] 1323 8.54 1250 1.82 [59] 
[403 ; 642] 1125 2.40 1784 0.52 [59] 
      
[300 ; 370] 146.4 4.08 1369 0.90 [59] 
[379 ; 551] 1107 2.41 1793 0.50 [59] 
      
[290 ; 360] -515.5 6.25 1359 1.34 [48] 
[390 ; 500] 1045 2.94 1892 0.55 [48] 
      
Density 
[273 ; 378] 1243 -0.215 1178 -0.059 Best fitb 
Best fitb [378 ; 553] 1408 -0.665 1238 -0.276 
      
[313 ; 378] 1261 -0.255 1185 -0.074 [62] 
[378 ; 533] 1438 -0.723 1255 -0.301 [62] 
a T«#´  300 K 
b based on the whole data sets in Figs. 2.6 to 2.8 
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When the different sets of data are considered one-by-one, the coefficients 
resulting from the best fits of Eqs. 2.5 and 2.6 present linear correlations 
( φ4  α M φUβ  – not represented). This mathematical aspect suggests the 
presence of a compensation effect between these coefficients.  
 
4.2. Pyrolysis kinetics 
The main product released by the pyrolysis reaction of PMMA is its 
monomer MMA (Methyl MethAcrylate). However, the number of steps and the 
onset temperature of decomposition (i.e. thermal stability) diverge between the 
different small-scale studies [23,38,39,42,43,63-65]. These steps, consisting of 
the polymer unzipping process, result mainly from random scission and 
chain-end initiation. The difference in thermal stability between samples is due 
to the presence of abnormal structures which results from particular conditions 
of polymerisation and presence of additives [5]. An example of the observable 
variability between thermogravimetric analyses (TGA) is shown in Fig. 2.9 for 
experiments in inert atmosphere (nitrogen or argon) and air with a heating rate 
of 5 K/min. For inert atmosphere, except for one measurement, all the TGA 
present a main peak between 350 and 370 °C. However, prior to this main peak, 
the steps are totally disparate implying a difference in the onset temperature of 
decomposition (between 130 and 260 °C). The presence of oxygen in the 
atmosphere has a double effect: on the one hand, it increases the onset 
temperature of decomposition, but on the other hand, it enhances the random 
scission process shifting the main peak to lower temperature [42]. The large 
discrepancies observable between the TGA in air (Fig. 2.9a) cannot be neglected 
given the influence of the atmospheric composition on the mass loss rate. 
Indeed, Kashiwagi and Ohlemiller [40] first and then Vovelle et al. [66] have 
demonstrated by performing bench-scale experiments in different oxygen 
concentration that the mass flux released by the sample is influenced by the 
presence of oxygen. However, this sensitivity is evolving with the applied heat 
flux. Since m! "" acts as a counter flow (Fig. 2.1), an increasing m! "", induced by a 
higher heat flux level, will decrease the diffusion of oxygen and therefore avoid 
in-depth oxidative reactions. Nevertheless, the critical value of m! "" where oxygen 
has reduced effect on the decomposition corresponds to the upper range of mass 
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flux reported at ignition in Fig. 2.4b [40,66], thus oxidative reactions should be 
considered in pyrolysis models.  
 
 
Figure 2.9: Thermogravimetric analyses extracted from the literature for PMMA 
at 5 K/min: (a) in air and (b) in inert gas. 
 
Hirata et al. [42] performed two unusual but interesting sets of experiments. 
In the first one, they carried out a purification (i.e. chemical process) of the 
PMMA sample beforehand. They found that while the degradation of the sample 
is almost unchanged for inert atmosphere in comparison to the original sample, 
the reaction occurring in oxygenated atmosphere is significantly affected. The 
reaction scheme evolves from four stages for non purified PMMA to only one 
stage in air. In the second set of experiments, Hirata et al. [42] pre-heated a 
sample in air up to a temperature slightly lower than the onset of decomposition 
and finished the test under nitrogen. Once again, they found differences in the 
thermal stability of the pre-heated sample in comparison to the original one. 
This second set tends to replicate the experimental conditions where the 
quantity of pyrolysis gases increases and reaches a level preventing the 
diffusion of oxygen in the surface sample.  
 
Dakka et al. [65] and more recently Comuce et al. [39] have coupled their 
thermogravimetric experiments to a gas phase analysis. Their respective 
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measurements show different gas product compositions. A deeper investigation 
is required to assess if this difference is due to the analysis or if the 
experimental procedures are responsible for these differences. In the latter case, 
the mixture flammability and therefore the ignition delay time could be affected. 
Rich et al. [36], performing an analysis on the dependency of m!  ./0""  to 
experimental conditions, emitted the hypothesis that at higher heat flux levels, 
the gases released by the sample might contained an increasing concentration 
level of CO, CO2 and H20, due to a higher level of oxidation.  
 
Some issues are encountered in the thermogravimetric experiments 
concerning the heat and mass transport. The heating rates applied are generally 
slow (from 1 to 10 K/min) to avoid a temperature gradient and mass transport 
limitation. However, this heating rate is one order of magnitude lower than the 
heating rate applied in bench-scale ignition tests (from 0.8 to 5.8 K/s for heat 
fluxes between 50 and 100 kW/m2 [43]) and in flame spread tests (from 5 to 
10 K/s [5]). Moreover, when the heating rate is increased in TGA, the peak of 
mass loss rate shifts towards higher temperature [39,42,43,64,65]. Gao et al. 
[67] and Holland and Hay [68] have estimated the activation energy from TGA 
that they carried out at different heating rates. They found a variation between 
160.6 and 260 kJ/mol for heating rates varying between 1 and 20 K/min. 
Several experimentalist teams [63,42] found a heating rate threshold around 
2-3 K/min above which mass transport affects the mass loss evolution. 
Kashiwagi and Omori [23] have shown that samples with a lower viscosity, 
enhancing therefore the mass transport, ignite at longer delay time. They 
concluded from their experiments that while the mass transport might have an 
impact, the thermal stability of a sample, effecting the pyrolysis reaction, has a 
higher effect on the ignition process.  
To sum up, the chemical decomposition of PMMA presents large 
discrepancies from one sample to another and between different experimental 




The evolution of the mass for a solid subjected to chemical degradation is 
predicted by the combination of two models: the first one capturing the 
dependence of the reaction rate to the available mass of fuel and the second its 
dependence to the local temperature. Arrhenius law is generally used to express 
the temperature dependency (Eq. 2.4). The impact of the mass of fuel is, most of 
the time, an unknown function and it is therefore assumed. The submodel 
included in Eq. 2.4 corresponds to a (a+b)th order reaction model. The order of 
the reaction, often taken arbitrary equals to unity, was found to vary in the 
literature between 0.5 and 2.2 [63,64,67,68]. Once the model is assumed, a fit is 
performed to obtain the kinetics parameters. The most famous technique is the 
Kissinger’s method [42,43,63] but other methodologies can be used [43].  
Vyazovkin and Wight [69] in a large review of the kinetics in solids claim 
that the activation energy is expected to vary with the extent of the reaction and 
the type of reaction occurring. The usual techniques averaging this evolution of 
the activation energy, like the Kissinger’s method, will result in the failure to 
predict the mass loss evolution. In a few studies [64,67], a methodology called 
isoconversional [69], where the activation energy is evolving with the extent of 
reaction, was used to investigate PMMA degradation. The activation energy was 
found to vary between 100 and 230 kJ/mol (maximal range). 
 
As shown in Eq. 2.4, the two main parameters in an Arrhenius law are the 
activation energy E and the pre-exponential factor A. Around sixty couples of 
these parameters (constant values) extracted from the literature for PMMA 
decomposition are plotted in Fig. 2.10. They have been obtained for different 
reaction schemes consideration (1-setp in open symbols and multi-steps in solid 
symbols), in different atmospheres (triangles for inert conditions and circles for 
oxygenated atmosphere) and with different experimental methodologies (such as 
constant heating ramp TGA [15,23,38,42,53,63-68,70], iso-thermal heating TGA 
[42,67], Microscale Combustion Calorimeter (MCC) [70] or inverse modelling 
coupled with bench-scale experiments [14,16,18 (chap 1),30]). It is worth 
noticing that the couples obtained by inverse modelling are encompassed within 
the data obtained from small-scale experiments (Fig. 2.10).  
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Except for a few points (all coming from the experiments - including 
overlapping peaks [64]), the parameters E and µ¶IA) present a linear correlation 
(R2 > 0.95) demonstrating the presence of a compensation effect. The spread of 
the data is framed by the dashed lines. The range of variation for these 




Figure 2.10: Correlation between the Arrhenius kinetics parameters (activation 
energy and pre-exponential factor) for the chemical decomposition of PMMA 
(data extracted from the literature). 
 
Lyon et al. [70] suggested recently that the important parameter to extract 
from small-scale tests such as TGA is the temperature where the peak of mass 
loss rate occurs: T. Based on the definition of the Arrhenius law, they express 
the activation energy as a function of T, A and ω (the kinetics constant rate at 
T). 
E  T R µ¶IA) N T R µ¶Iω)  (2.7) 
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Using the best fit between µ¶IA) and E presented in Fig. 2.10 with Eq. 2.7, 
T and ω are estimated to 583 K and 510-3 s-1. The kinetics constant rate ω is 
one order of magnitude lower than the prediction by Lyon et al. [70] at 1 K/s 
(ω ≈ 0.05 s-1). T is under estimated of about 40 to 60 K when compared to the 
temperature of the peaks plotted in Fig. 2.9. This can be probably attributed to 
the fact that the correlation between µ¶IA) and E is an average over different 
experimental conditions (e.g. heating rate, atmospheric composition, initial 
mass). 
 
In another study but following the same principle, Lyon et al. [43] provide a 
methodology to assess the ignition temperature T- ./0 . Based on the data in 
Fig. 2.10 (583 K), T- ./0  is estimated to be between 499 and 556 K (for 
91<E<290 kJ/mol - kinetics couples with only 1-step reaction scheme. This 
corresponds to a lower range of the value found in Fig. 2.4a.  
 
The variability in the chemical decomposition of PMMA samples presented 
in this section clearly shows that unless the thermal stability of a specimen is 
investigated, the uncertainty associated with the prediction of its pyrolysis 
decomposition is expected to be significant. 
 
4.3. Radiative properties 
The radiative properties of PMMA samples will interact with the energy 
absorption (location and order of magnitude). The incident energy received at 
the surface sample is divided in three parts: reflected, absorbed and 
transmitted. Absorptivity is not a surface property since in reality radiations are 
absorbed in-depth. This mechanism is often neglected due to the small thickness 
of the layer (just below the surface) where the energy is absorbed. Kashiwagi 
[57] claims that this approximation is valid if 2Ik ρc⁄ )t · 1 κ̧⁄  , with κ̧ 
corresponding to an effective attenuation coefficient (broadband average of the 
attenuation coefficient κ  - dependent of the heat source and the material). 
Tewarson and Ogden [24] with black PMMA samples and more recently Girods 
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et al. [74 (chap 6)] with clear PMMA samples have shown that in-depth 
radiation can have a significant impact on the pyrolysis behaviour in some 
experimental conditions.  
The reflectivity r has been often taken in the past as the complement of the 
absorptivity (assuming the solid as opaque) or simply neglected [54]. This 
parameter can be measured thanks to integrating spheres [44,75] or estimated 
from the refractive index [76]. Linteris et al. [44] have compared both techniques 
and found less than 6 % of difference for r averaged over the entire spectrum. 
Figure 2.11 presents the range of values found in the literature for r . The 
resulting range of possible values is [0 ; 0.15]. The measurements from Manohar 
et al. [77] are not considered in this range since the presence of noise provokes 
large scatters in comparison to others measurements [75,44].   
 
 
Figure 2.11: Reflectivity coefficients extracted from the literature for black 
PMMA. 
 
The reflectivity is found slightly higher for clear PMMA than for black 
PMMA. In fact, as it is explained by Tsilingiris [76], the fraction of radiation 
non-reflected at the surface travels inside the medium and a part is reflected by 
the back surface (internal reflection), crossing again the sample to exit the front 
surface. This process of internal reflexion is function of the absorbance of the 
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the summation of the different radiations reflected by the front or back surfaces. 
A higher value of the reflectivity of clear PMMA samples provides a hint on its 
lower absorbance. 
 
A fundamental study [78 (chap 7)] on the radiative properties of clear PMMA 
shows that knowledge of the spectral distribution of the attenuation coefficient 
κ¹ (inverse of the mean distance before absorption or scattering) enables the 
characterization of the absorbance as function of the sample thickness L 
(Eq. 2.8).  
α¹  1 N I1 N r)9 expINκ¹L) N r  (2.8) 
 
κ¹ is an intensive parameter but its effective value κ̧ (broadband average) 
appears to be extensive as presented by Linteris et al. [44]. The current 
pyrolysis models, except in a few studies [27,79], allow only the use of a scalar 
value of the attenuation coefficient. As a consequence, the dependence of κ̧ to L 
has to be neglected and this parameter is used often as a potentiometer [18 
(chap 1),30]. Figure 2.12 gathers the different values of κ̧ found in the literature 
for black PMMA. They range between 333 and 5340 m-1. A similar graph can be 
obtained for clear PMMA except that lower values would be found (e.g. 10 m-1 
[74 (chap 6)]). 
 
The symbols in Fig. 2.12 represent measurements of κ̧ carried out for specific 
thicknesses whereas lines are the results of estimations or optimisations. Their 
respective length corresponds to the thickness of the sample on which the 
optimisation has been performed. The optimised values agree with the global 
trend obtained with measurements. The high values of κ̧ reported for small 
thicknesses demonstrate that a large part of the energy is absorbed close to the 
surface. By using a small value for thick sample, as suggested by Fig. 2.12, the 
energy absorption cannot be correctly modelled (i.e. localisation). The 
methodological uncertainty imposed by the broadband average of the 
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Figure 2.12: Effective attenuation coefficients extracted from the literature for 
black PMMA. 
 
Moreover, although the impact of the radiative properties is well understood 
at ambient conditions, there is a significant absence of studies on the 
temperature dependency of these properties and also on the effect of the bubbles 
produced by the degradation process. Försth and Roos [75] are the first 
presenting an analysis on the bubbles impact by measuring the absorbance of 
PMMA samples after different exposition duration to a constant heat flux level. 
From their experiments using a cone calorimeter, it seems that for clear and 
black PMMA, the influence of bubbles is negligible. 
 
4.4. Convective heat transfer coefficient 
Newton’s law is used to assess the convective heat losses (Eq. 2.2). The 
convective heat transfer coefficient h is a function of the gas velocity, the solid 
geometry and the temperature of both phases. Some standard experimental 
procedures imposed forced flow like ASTM E2058 [80] (used with the Fire 
Propagation Apparatus) whereas others like ASTM E1354 [81] (use with the 
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Cone Calorimeter) use only natural flow. From the fire literature, it appears 
that h is either estimated through theoretical correlations [54] or estimated by 
the inverse resolution of an energy balance on a piece of metal exposed to a 
constant external heat flux level [82-85]. The values found for h in the literature 
are reported on Fig. 2.13 with a few sets of available correlations between h and 
Ta. h varies between 3.5 and 34 W/(m2.K) in the studies considered in Fig. 2.13.  
 
 
Figure 2.13: Convective heat transfer coefficients extracted from the literature 
for bench-scale tests. 
 
While h  is generally taken as constant in pyrolysis models, it changes 
according to the experimental conditions (e.g. flow velocity or heat flux level). 
The difference of the convective loses between vertical and horizontal sample 
configurations is often ignored whereas it can explain, at least, part of the 
differences in surface temperature [25]. 
 
4.5. Heat of pyrolysis 
The heat of pyrolysis corresponds to the amount of energy required to 
convert a unit of solid mass to pyrolysis gas when this one is already at its 
pyrolysis temperature. This is different from the heat of gasification which 
includes also the energy required to heat the solid sample from ambient 
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temperature to its pyrolysis temperature. Staggs [53] and Stoliarov and Walters 
[59] provide excellent reviews on the heat of gasification with the methodology 
to extract it. In his review, Staggs [53] is looking at the methodological 
uncertainty associated with the definition and extraction of the heat of 
gasification.  
Both heat of pyrolysis and heat of gasification are mainly obtained from DSC 
(Differential Scanning Calorimetry) analyses. The different values reported in 
the literature are gathers in Fig. 2.14. The ranges for the heat of pyrolysis and 
heat of gasification are respectively [0.42 ; 1.007] kJ/g and [1.42 ; 2.77] kJ/g.  
 
 
Figure 2.14: Heat of pyrolysis and gasification extracted from the literature for 
PMMA. 
 
4.6. Incident heat flux level 
The applied heat flux level is usually calibrated using a heat flux gauge 
[80,81] with an uncertainty of ± 3 %. However, the variability of the actual heat 
flux received by the sample (in comparison to applied heat flux) is much higher 
due to gas phase absorption. Kashiwagi [88] observed using an electrical conical 
heater at 40 kW/m2 (coils at 700 °C) a reduction of 35 % of the incident heat flux 
(horizontal configuration for the sample) prior to auto-ignition but almost no 
absorption was measured for two-thirds of the exposure duration. More recently, 
Zhou et al. [89] have measured a reduction only up to 10 % of the incident 
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radiative heat flux before auto-ignition of horizontal PMMA slabs using also an 
electrical resistance operating between 600 and 1000 °C (26 to 57 kW/m2). 
Vovelle et al. [50], for vertical orientation and similar range of heat flux levels 
(30 kW/m2 with a heater temperature estimated at 635 °C) did not observe such 
reduction. Due to the large number of measurements performed by Zhou et al. 
[89], the range of reduction is estimated to be of the order of 10 %.  
The prediction of the actual heat flux received with time required the 
resolution of the gas phase and the consideration of the complex spectral 
distribution of MMA radiative properties [90]  
Kashiwagi studied [57] the influence of the sample orientation on this 
phenomenon and found that a horizontal sample was more affected. This is 
related to the length of the pyrolysis gases plume crossed by the radiation which 
is lower for vertical sample.  
Finally, a change in the spectral emission of the heat source can affect the 
energy absorption through the process of in-depth radiation (location and 
magnitude). This change of temperature evolution was demonstrated to 
influence the sample pyrolysis behaviour [74 (chap 6)]. 
 
4.7. Range of variability 
Based on the different sections presented above, variability ranges are 
estimated in Table 2.3 for each of the common input parameters. In the ranges 
proposed, outliers have been removed. Except Steinhaus [48] who performed a 
similar analysis for the thermophysical properties of PMMA, the identification 
of the parameter variability is often ignored.  
This variability is not only the result of differences in the sample properties. 
The change in the experimental conditions (e.g. heating rate or atmospheric 
composition in TGA) and the required simplifications in the extraction models 
provoke experimental and methodological uncertainties. The spread of possible 
values for one parameter reflects these uncertainties.  
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Table 2.3: Ranges of variability extracted from the literature for the main input 
parameters of pyrolysis models applied to PMMA samples. 
Parameter Range 
Thermal conductivity k [W/(m.K)] [0.13 ; 0.27] 
Specific heat c [J/(kg.K)] [1200 ; 3050] 
Density ρ [kg/m3] [1000 ; 1220] 
Effective attenuation  
coefficient (black PMMA) 
κ̧ [m-1] [333 ; 5340] 
Surface temperature at ignition T- ./0 [K] [523 ; 673] 
Mass flux at ignition m!  ./0""  [g/(m2.s)] [1.00 ; 5.6] 
Heat transfer coefficient H [W/(m2.K)] [3.5 ; 34] 
Activation energy E [kJ/mol] [31 ; 290] 
Pre-exponential factor A [s-1] [1.1100 ; 4.501023] 
Order of reaction n [ - ] [0.5 ; 2.2] 
Reflectivity coefficient r [ - ] [0 ; 0.15] 
Heat flux q! #"" [kW/m2] [-13 % ; +3 %] 
Heat of pyrolysis ∆H [kJ/g] [0.42 ; 1.007] 
 
The problem arises when the parameter uncertainty accumulates in a model 
output. As model complexity growths, the number of parameters is increased as 
well and the parameter uncertainty can balance the improvement obtained by a 
better mathematical formulation of the phenomenon (i.e. more mechanisms 
implemented).  
While the use of the simplest models, already developed decades ago, can 
include error in the prediction due to the simplicity of it mechanisms, direct use 
of the most complex models (“brute force”) has the potential of leading to 
spurious results due to the parameter uncertainty. This emphasizes that the 
appropriate level of complexity results from a balance between mechanisms 
simplicity and parameter uncertainty. It is therefore essential to assess the 
prediction uncertainty and the parameters which are responsible for this 
uncertainty. These investigations require performing sensitivity and 




The prediction of solid ignition is complex since it requires the full 
characterization of the condensed phase and the gas phase. While the 
phenomena occurring in both phases are generally understood philosophically, 
the mathematical formulation of some mechanisms is still ill-defined (e.g. 
bubbles formation). Moreover, the fine resolution that is required to predict 
accurately the occurrence of a sustainable flame above the solid is not possible 
for most of the engineering applications due to the resources needed. 
Simplifications in the models are therefore unavoidable. The effects of the 
mechanisms which are not explicitly embedded in pyrolysis models are 
implicitly considered in the values attributed to the input parameters. These 
assumptions generate therefore uncertainties in the parameter. As an example, 
the ignorance of the gas phase implies that the onset of ignition is defined by a 
condensed phase criterion which is shown to vary when external parameters are 
changed.  
 
The parameter uncertainty is also a function of the means used to extract 
their values. While the use of independent experiments is expected to be the 
best solution for calibration, this methodology is not error free and the 
significant amount of resources that it requires encourage modellers to use 
others techniques such as inverse modelling, expert judgment or simply to pick 
up the parameter values from the database available in the literature. It was 
demonstrated that every methodology owns some drawbacks and induces 
methodological and experimental uncertainties which also results in parameter 
uncertainties  
 
The parameter uncertainty propagates through the model. In order to assess 
the prediction uncertainty associated with a model, the ranges of variability of 
its input parameters need to be established. This has been carried out in this 
chapter for the most common input parameters of models predicting the ignition 
of PMMA samples.  
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Based on the parameter uncertainty reported in this chapter, a detailed 
investigation of the prediction uncertainty associated with the simple pyrolysis 
model used by Bal and Rein [18 (chap 1)] is performed in the following chapter 
[91 (chap 3)].  
 
Finally, the present literature review emphasizes some issues such as the 
variability of the chemical degradation scheme, the gas phase absorption and 
the influence of bubbles and temperature gradient on the radiative properties. 
These mechanisms need particular attention in the future.  
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Pyrolysis modelling up to ignition – 
Part II: Parametric sensitivity and 






The level of confidence associated with the prediction from a pyrolysis model 
is a function of the model accuracy but also of the spread of the predictions 
resulting from the parameter uncertainty. The assessment of this level of 
confidence requires the quantification of the governing parameters and of the 
effect of the parameter variability. In this chapter, several parametric 
sensitivity and uncertainty analyses are performed on a pyrolysis model 
predicting the delay time to ignition at high heat flux levels for 
PolyMethylMethAcrylate samples. The results between the different techniques 
used are complementary and consistent. They show that while the specific heat, 
the attenuation coefficient, the kinetics, the applied heat flux level and the 
density have a large influence on the predictions, the uncertainty found in the 
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literature for the three first parameters is responsible for most of the prediction 
spread. The influence of the uncertainty associated with the attenuation 
coefficient is increasing when the applied heat flux increases, whereas an 
opposite behaviour is observed for the kinetics. The influence of the specific heat 
stays stable over the range of heat flux studied. When a large set of simulations 
is performed (random sampling of the input parameters), the interval defined by 
one standard deviation on either side of the average prediction capture the 
experimental uncertainties. However, the global dispersion of the predictions is 
found to be significantly higher than this interval. The investigation reveals 
therefore that one of the main issues in the prediction of solid ignition based on 
literature calibration is the uncertainty of the governing parameters.  
 
Collaboration 
This chapter results from a joint work performed with Dr Guillermo Rein 
from the University of Edinburgh (UK).  
 
Nomenclature 
A  Pre-exponential factor [s-1] u  Uncertainty coefficient c  Specific heat [J/(kg.K)] w  Mass fraction [ - ] E  Activation energy [kJ/mol] X  Input quantity of interest   Model y  Depth [m] h  Convective heat transfer coef. 
[W/(m2.K)] 
Y  Output quantity of interest 






A model is a simplified representation of a phenomenon. The capability of 
predicting this phenomenon prior its actual realization is of great importance in 
design and especially in safety fields. However, the predictions extracted from a 
model are irrelevant if the level of confidence associated is low. This is related to 
the difference between the concepts of trueness and uncertainty. The first one 
corresponds to the agreement between the predictions and the experimental 
results while the second corresponds to the dispersion of the predictions due to 
the uncertainty associated with the parameters [1]. The last concept should be 
also included in the validation process of a model.  
 
The parameter uncertainty is function of the technique used to calibrate 
them. While the determination from direct measurements represents the ideal 
solution, the values are often difficult to extract due to limitations in the 
experimental and methodological states-of-the-art (e.g. coupling between 
different mechanisms, required resources, scale effect or model hypotheses) [2 
(chap 2)]. Modellers are therefore obliged to use other methodologies and sources 
such as inverse modelling, expert judgement and the literature [2 (chap 2)]. The 
required accuracy for a parameter is a function of its influence (i.e. sensitivity 
analysis) on the predicted quantity. A parameter having a negligible effect will 
not provoke a large dispersion of the predictions whatever is its uncertainty and 
it does not need a particular attention during the calibration process. The 
relative influence of the input parameters is therefore required to prioritize 
their determination and optimise the resources available for the model 
calibration.  
 
In the context of fire safety, the prediction of piloted solid ignition is a 
challenge due to its importance on fire growth (e.g. initiation, flame spread and 
secondary ignition). This phenomenon has been subject to intense research for 
several decades. A theory (called classical ignition theory) expresses the delay 
time to ignition t./0 of thermally thick samples as a function of the applied heat 
flux q! #""  (Eq. 3.1). A full description of this theory with a review of the 
assumptions made can be found elsewhere [3]. 
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t./0  kρc ;V BCD 678ECFG
L
?! @AAL  (3.1) 
In this theory, the occurrence of flaming ignition is specified by a surface 
temperature criterion T- ./0  which is assumed invariant. However, due to the 
simplifications required to reach the simple analytical solution presented in 
Eq. 3.1, changes in the ignitability tests (e.g. flow conditions, sample orientation 
or heater used) provoke some variations of its value [2 (Chap 2)].  
 
While the simple approach of the classical ignition theory provides correct 
orders of magnitude for most materials and for most parts of the heat flux range 
encountered in fire safety, it fails to capture the experimental ignition behaviour 
of translucent polymers at large heat flux levels [4,5]. Jiang et al. [6] have 
shown that the mechanism of in-depth radiation absorption could explain these 
experimental observations. This statement has been confirmed and completed 
by Bal and Rein [7 (chap 1)] who have investigated a large number of condensed 
phase mechanisms and have found that the only one which was able to explain 
the discrepancy between the experimental results and the classical ignition 
theory was in-depth absorption.  
Bal and Rein [7 (chap 1)] have confronted the predictions (dashed line in 
Fig. 3.1) of their simple pyrolysis model including in-depth absorption to more 
than 250 bench-scale measurements of delay time to ignition for black 
PolyMethylMethAcrylate (PMMA) samples.  
 
While the model predictions are enclosed inside the experimental 
uncertainty, traducing the concept of trueness, it is essential to identify the 
controlling parameters and to assess the influence of the variability (i.e. 




Figure 3.1: Delay times to piloted ignition of black PMMA samples for a wide 
range of experimental conditions (data from literature).  
 
Linteris [8] conducted a sensitivity analysis on the pyrolysis model 
Thermakin [9] for the predictions of the delay time to ignition t./0  of a 
non-charring material with nominal properties close to PMMA. Based on 
variability ranges for the input parameters which have been fixed arbitrary, 
Linteris [8] has estimated the sensitivity graphically (i.e. qualitative analysis) 
using a methodology called scatter plot (SP) where only one parameter is varied 
over its range at the time (more details provided in section 3.1.1). For few input 
parameters, Linteris [8] has fitted with a power law the evolution of the 
predicted t./0  when the input parameter studied is varied (i.e. quantitative 
analysis) and compared this power with the theoretical dependency of t./0 
according to Eq. 3.1. He concluded that the specific heat c  has the largest 
influence on the prediction of t./0 and that the uncertainty for the predictions of 
t./0  evolves proportionally to the variation applied to c . By looking the 
sensitivity of t./0 at different heat flux level q! #"", Linteris [8] observed that the 
effect of some parameters evolves with the applied heat flux level. This is the 
case for the thermal conductivity k which presents a decreasing effect when q! #"" 
increases.  
While the sensitivity analysis performed by Linteris [8] provides good insight 
on the governing mechanisms, its remains mainly qualitative and the effect of 








Apparatuses:                                  Experimental conditions:
 AFM                                     No black carbon coating
 Cone calorimeter                          or no information
 FPA                                      Black carbon coating
 FIST                                     Vertical sample
 LIFT                                     Controled atmsophere       
 Apparatuses with tungsten         (18% < [O2] < 30%)
          lamps heat source               Miscellaneous    
 Apparatuses with                    Experimental uncertainty
          flame heat source                             Time: ± 2s              
                                                                    Heat flux: +3 / -13 %            
      
       Modelling results:
        Best cases scenario for uncoated samples (  = 500m-1)











 Heat flux [kW/m2]
80 
the different parameters are not linked to the parameter uncertainty to estimate 
the level of confidence associated with the prediction of the delay time to 
ignition. Stoliarov et al. [10] have included in their study (using also Thermakin 
[9]) such approach by looking the difference in the predicted t./0  when the 
parameters are at their nominal value or at the bounds of their respective 
variability ranges. However, they looked at only one parameter at a time, 
keeping the other at their nominal values (more details provided in section 
3.2.1). Stoliarov et al. [10] used variability ranges for the input parameters 
which correspond to the values found in the literature for a large variety of 
polymers, so their results cannot provide information on the uncertainty 
associated with the predictions of the delay time for one particular material.  
In both studies, solid ignition is specified by a critical value of m!  ./0"" . This 
quantity is predicted in Thermakin [9] by an Arrhenius law. Both modelling 
teams assumed a correlation, called compensation effect, between the pyrolysis 
kinetics of the Arrhenius law: the pre-exponential factor A and the activation 
energy E. Linteris [8] used a fixed correlation whereas Stoliarov et al. [10] have 
considered variations in the correlation. In the present chapter both techniques 
will be investigated to provide a full characterization of the sensitivity and 
uncertainty on the prediction of t./0.  
A different pyrolysis model is used in this chapter, allowing an inter-model 
comparison with the studies from Linteris [8] and Stoliarov et al. [10]. Moreover, 
in this chapter, the predictions of the delay time to ignition are confronted to 
experimental results at the opposite of both studies previously mentioned. Due 
to the diversity in the experimental procedures and formulations of black 
PMMA used in Fig. 3.1, the experimental uncertainty is considered 
representative of the current experimental state-of-the-art for this material. The 
level of confidence associated with the pyrolysis model and the uncertainty of its 





2. Piloted ignition model 
The one-dimensional model used in this chapter is described in detail 
elsewhere [7 (chap 1)], however, the equations are presented briefly here for 
completeness.  
 
A semi-infinite and translucent slab of PMMA, initially at ambient 
temperature TP, is subjected to external radiation q! #"" on its free surface (y  0). 
While a fraction r of the radiation intensity is reflected away at the surface, the 
remaining part is crossing the solid interface and undergoes an exponential 
attenuation quantified by the attenuation coefficient κ  also called in-depth 
radiation absorption coefficient (Beer-Lambert’s law). The slab loses heat at its 
free surface due to convection (controlled by a constant heat transfer coefficient 
h) and re-radiation with an emissivity equivalent to the fraction of radiation not 
reflected I1 N r) (Kirchhoff’s law for opaque material).  
 
The temperature evolution is governed by an energy balance (Eq. 3.2) with 
its boundary conditions (Eqs. 3.3 and 3.4) 
ρc HCIJ,5)H5  k H
LCIJ,5)
HJL M I1 N r)q! #"" κ eIEO J)  (3.2) 
Qt; Nk RHCHJSJTU  NhITa N TP )– σI1 N r)BTaV N TPV G  (3.3) 
Qt; RHCHJSJTW  0 (3.4) 
 
The solid decomposition is assumed to follow a 1-step reaction scheme 
modelled by a first order Arrhenius law (Eq. 3.5).  
m! ""  ρ b A exp d Ee f CIJ,5)g w dzJTWJTU  (3.5) 
 
When the pyrolysis gases leave the free surface, they mix with the 
surrounding air and ignite once a flammable mixture is reached at the pilot 
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location. A full resolution of the flow, species and temperature fields through 
momentum, mass transport and gas-phase chemistry equations are required to 
predict accurately the delay time to ignition [3]. Due to the presence of a pilot 
and the short distance separating it to the solid free surface (similar in most of 
the bench-scale apparatuses), the prediction of flaming ignition can be simplified 
by considering a condensed phase ignition criterion [3]. In this chapter, a critical 
mass flux of pyrolysis released by the sample m!  ./0""  is used to define the 
occurrence of ignition.  
 
The particularity of this model is that mass conservation is neglected (e.g. no 
surface regression) and the energy sink by endothermicity of the pyrolysis 
reaction is neglected in the energy balance (Eq. 3.2). Both of these 
simplifications are justified by the range of applied heat fluxes considered: 
q! #"" ≥ 40 kW/m2. At these heat flux levels, the delay time to ignition is short and 
the surface regression is therefore negligible. The heat losses by the reaction 
represent less than 10 % of the energy received above 40 kW/m2 [7 (chap 1)]. 
These simplifications able to uncouple the energy balance from the pyrolysis 
decomposition process. 
 
The model has been calibrated by Bal and Rein [7 (chap 1)] based on the sets 
of data from Fig. 3.1 corresponding to uncoated samples (opened symbols). 
 
3. Sensitivity and uncertainty analyses: 
concepts and methodologies 
3.1. Sensitivity analyses 
A parametric sensitivity study consists of assessing the impact on the output 
Y of a model  when a small variation is applied to a input parameter X.. This 
effect, corresponding to the derivative ∂ ∂X.⁄ , is called sensitivity coefficient s. 
[11]. The complexity of some models does not allow the expression of an 
analytical solution for s. and needs to be estimated numerically.  
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Moreover, for non-linear model , s. is local and can evolve according to the 
position of the other parameters in the hyperspace.  
 
Morris [12] identified four different classes for s.: (#1) negligible suggesting 
that Y is non-sensitive to X., (#2) constant (≠ 0) indicating that the effect of X. is 
linear and additive, (#3) non-constant function of X. traducing a non-linear effect 
and (#4) non-constant function of one or more X½¾.  showing an interaction 
between the input parameters.  
 
In this study, an increasing complexity of the techniques to assess s.  is 
explored. However, only a few sets of techniques is investigated. A review of a 
large number of sensitivity techniques is available elsewhere [13]. 
 
3.1.1 Scatter-plot (SP) 
This technique consists of representing graphically the evolution of Y while 
varying only one X.  over its range of potential values and keeping the others 
constant.  
These plots provide double information. First, the sensitivity of the different 
parameters can be assessed qualitatively. Then, using curve fitting, s. can be 
assessed quantitatively by performing the derivative of the obtained best fit 
function. In this study, only linear and power laws are explored.  
 
3.1.2 One-At-a-Time (OAT) 
With this technique, the derivative ∂ ∂X.⁄  is assessed numerically by 
estimating Y at the nominal value X.,U and at BX.,U M ∆X.G. ∆X. should represent a 
small variation.  
The input parameters X. do not have the same units and the comparison of 
their sensitivity is possible only by evaluating a nondimensionalized s. called 
effective sensitivity coefficient s¿. (Eq. 3.6). This is achieved by multiplying s. by 
the ratio X.,U YB X.,U G⁄ . 
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This methodology enables only the quantification of the first order 
derivatives of a Taylor series expansion of  around the nominal value X.,U. 
One issue related to this methodology is the determination of ∆X.. In Eq. 3.6, 
 is implicitly assumed linear over ∆X., which can be reasonably considered for 
small ∆X. . However, when ∆X. [ 0 , numerical instabilities appear. As a 
consequence, s¿. should be assessed for different ∆X. to estimate its appropriate 
value. ∆X. is taken, in this chapter, as a percentage of X.,U.   
 
3.1.3 Design of Experiments (DoE) 
With this technique, the understanding is pushed one step further by 
including the mixed partial derivative of the Taylor series expansion of . This 
permits therefore to distinguish the Morris’s class #4 (only locally due to the 
small variations imposed). The concept of DOE is explained in detail somewhere 
else [14].  
 
3.2. Uncertainty analyses 
A parameter is never known with a perfect accuracy. The uncertainty uIX.) 
corresponds to the lack of knowledge of the parameter X. . It represents the 
dispersion around the quantity (i.e. range of possible value) that results from its 
calibration. There are two ways to evaluate this uncertainty [11]: the first one is 
based on repeated observations (i.e. statistics) whereas the second is based on 
scientific judgement.  
 
The uncertainty on the different parameters uIX.) induces an uncertainty on 
the predictions (i.e. spread of the predictions) uIY). In this chapter, only two 
techniques are explored to assess the uncertainty on the prediction of t./0 but 
others can be found elsewhere [15]. 
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3.2.1 Prediction intervals 
This simple technique consists of assessing the spread of the predictions 
resulting only from the uncertainty of one parameter uIX.) while the others 
parameters are kept constant. The spread represents the largest interval 
existing between two predictions when only one parameter is varied.  
This technique is simple to apply but it does not consider the interactions 
existing between the different parameters and more important, it neglects the 
uncertainty associated with the others parameters.  
 
3.2.2 Monte Carlo analysis 
Monte Carlo is a more sophisticated methodology for the propagation of 
uncertainty [16]. In this technique, the value of each parameter is attributed 
randomly among their respective range of variation. The uncertainty associated 
with the predicted quantity of interest uIY) is assessed by performing a large 
number simulation [16], varying at each simulation the parameter values. The 
non-linearity of the model  and the interactions between the parameters are 
therefore considered with the parameter uncertainty. A major drawback of this 
technique is its computational cost. 
 
4. Input parameters 
The model from Bal and Rein [7 (chap 1)] requires 10 parameters: the 
applied heat flux level q! #""  [kW/m2], the thermal conductivity k [W/(m.K)], the 
specific heat c  [J/(kg.K)], the density ρ  [kg/m3], the attenuation coefficient     
κ  [m-1], the critical mass flux at ignition m! ./0""  [g/(m2.s)], the convective heat 
transfer coefficient h  [W/(m2.K)], the reflectivity coefficient r  [ - ], the 
pre-exponential factor A [s-1] and the activation energy E [kJ/mol].  
 
A detailed literature review of the parameter values has been performed for 
black PMMA in a previous chapter [2 (chap 2)]. The variability range for each of 
the parameters is reported in Table 3.1 with their nominal value used to predict 
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the delay time to ignition (dashed line in Fig. 3.1) of uncoated black PMMA 
samples (open symbols in Fig. 3.1).  
 
Table 3.1: Input parameters and uncertainty ranges extracted from literature 
for PMMA samples. 
Parameter Range Nominal value 
Thermal conductivity k [W/(m.K)] [0.13 ; 0.27] 0.21 
Specific heat c [J/(kg.K)] [1200 ; 3050] 1664.66 
Density ρ [kg/m3] [1000 ; 1220] 1187.80 
Attenuation coefficient κ [m-1] [333 ; 5340] 500 
Mass flux at ignition m! ./0"" [g/(m2.s)] [1.00 ; 5.6] 2.42 
Convective heat 
transfer coefficient 
h [W/(m2.K)] [3.5 ; 34] 10 
Activation energy E [kJ/mol] [91 ; 290] 125 
Pre-exponential factor A [s-1] [7.6105 ; 4.61023] 5108 
Reflectivity r [ - ] [0 ; 0.1] 0.055 
Heat flux q! #"" [kW/m2] [-13 % ; +3 %] [50 - 200] 
Reference [2 (Chap 2)] 
 
As demonstrated in the previous chapter [2 (chap 2)], µ¶IA) and E present a 
strong correlation called compensation effect [10]. This is illustrated in Fig. 3.2 
with the data sets of ²E; µ¶IA)³ extracted from the literature for 1-step pyrolysis 
reaction (PMMA [ GAS) [2 (chap 2)]. 
 
Bal and Rein [7 (chap1)] have calibrated their kinetics couple ²A; E³  by 
fitting their predictions of t./0 to the bench-scale measurements from Fig. 3.1 at 
heat flux levels lower than 70 kW/m2. It is worth noticing that the values found 
for µ¶IA)  and E  match perfectly with the best fit correlation expressed on 
Fig. 3.2.  
For the rest of this chapter, only one parameter is considered for ²A; E³. The 
second is deduced from the best fit correlation suggested in Fig. 3.2 by the 
continuous line. However, other linear relationships can be fitted between the 
two dashed lines representing the boundaries of the spread extracted in the 
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literature for ²A; E³. The dash-dotted lines in Fig. 3.2 correspond to the extreme 
correlations. The consequences of the uncertainty on the correlation will be 
investigated as part of the sensitivity and uncertainty analyses.   
 
 
Figure 3.2: Correlation between the Arrhenius kinetics parameters for the 
chemical decomposition of PMMA samples simulated with 1-step reaction 
scheme (data extracted from the literature). 
 
5. Results of parametric sensitivity analyses 
The three sensitivity techniques presented in section 3.1 are used to assess 
the governing parameters among the nine required by the model to predict t./0 
(A and E being assumed as one). The study is performed at four different heat 
flux levels (50, 100, 150 and 200 kW/m2) to assess potential evolution of the 
sensitivity.  
 
5.1. Scatter plot (SP) 
The evolution of the predicted t./0 when only one parameter is varying along 
its variability range (Table 3.1) is assessed for each parameter. An example is 
plotted in Fig. 3.3 for κ. The dash-dotted lines frame the range of variability of 
the parameter. In this particular case, the predictions of t./0  do not evolve 
linearly, so s¿O  is not constant and κ  belongs to Morris’s class #3. The same 
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non-linear behaviour occurs for m! ./0"" , the couple ²A; E³  and q! #"" . The other 
parameters have a constant s¿. and are therefore from Morris’s classes #1 or #2. 




Figure 3.3: Evolution of the predicted delay time to ignition at four heat flux 
levels over the range of variation of the attenuation coefficient (SP technique). 
 
By fitting the evolution of the predicted t./0 to simple relationships such as 
linear (É  aX. M b) or power (É  m X.0) laws, s¿. can be expressed quantitatively 
by multiplying the analytic expression of ∂É ∂X.⁄  by the ratio X.,U YB X.,U G⁄ . For 
the particular case of the power law, s¿. is equivalent to the power n.  
The results are reported on Table 3.2. For low coefficient of determination R2 
obtained with the best fit, the law was not considered as applicable to the data 
and “N.A.” is reported in Table 3.2.  
The laws complement each other since they do not necessarily fit the 
predictions of the same parameters. In the cases of k, ρ and c, both laws fit and 
the results present a very good agreement (difference between s¿. ≤ 10-2). When 














































































































































50 0.26 1 0.88 N.A. N.A. 0.12 N.A. N.A. -1.47 
100 0.17 1 0.90 N.A. N.A. 0.10 N.A. N.A. -1.29 
150 0.14 1 0.90 N.A. N.A. 0.10 N.A. N.A. -1.22 









50 0.27 1.00 0.89 N.A. 7.910-2 N.A. 7.910-2 N.A. N.A. 
100 0.18 1.00 0.90 N.A. 7.210-2 N.A. 4.110-2 N.A. N.A. 
150 0.15 1.01 0.90 N.A. 6.910-2 N.A. 2.910-2 N.A. N.A. 






50 0.27 1.01 0.87 -0.60 7.810-2 0.12 7.810-2 
0.20a 
(-1.03 ; 1.33)b 
-1.41 
100 0.18 1 0.9 -0.70 7.410-2 0.10 4.010-2 
0.14 a 
(-0.88 ; 1.16) b 
-1.26 
150 0.14 0.99 0.89 -0.74 6.610-2 8.910-2 2.510-2 
0.13 a 
(-0.79 ; 1.11) b 
-1.18 
200 0.12 0.99 0.89 -0.77 7.010-2 9.310-2 2.310-2 
0.093a 
(-0.79 ; 1.06) b 
-1.14 
a s¿. obtained from best fit linear correlation in Fig. 3.2. 
b Range of variation of s¿. due to possible linear correlations between µ¶IA) and E. 
 
5.2. One-At-a-Time (OAT) 
This methodology enables, whatever is the law of evolution of t./0 , the 
assessment of s¿. using Eq. 3.6. The main issue of this technique is the definition 
of ∆X.. In case of a non-linear law, s¿. evolves until it reaches a stable value for 
small ∆X. corresponding to the actual tangent to the curve t./0 versus X. at X.,U. 
An example of this behaviour is plotted Fig. 3.4 for κ. The results for s¿.  are 
reported in Table 3.2. Figure 3.4 demonstrates that using a high ∆X. for κ results 
in an overestimation of s¿O. 
The different possibilities of the linear correlation between µ¶IA)  and E 
(consequence of the data spread around the best fit correlation - Fig. 3.2), is 
considered by assessing s¿²];e³  for extreme correlations (dash-dot lines in 
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Fig. 3.2). The results, for the extreme correlations, are reported between 
brackets in Table 3.2.  
 
 
Figure 3.4: Change in the effective sensitivity coefficient s¿O at four heat flux 
levels as a function of the variation ∆X..  
 
5.3. Design of Experiments (DoE) 
The assessment of the local interactions (Morris’s class #4) using DoE 
demonstrated that they are negligible. A high confidence is associated with 
these results because the technique enables also the estimation of the first order 
derivatives and it provides similar results as SP and OAT for the different 
parameters.  
 
5.4. Analysis and discussion 
Table 3.2 gathers the numerical values of s¿. obtained from the SP and OAT 
techniques. For the parameters presenting a linear or power correlation with 
t./0, an excellent agreement is observed between OAT and SP techniques, even if 
s¿. evolves with  q! #"", as is the case for k (s¿< changes from 0.26 to 0.12 when q! #"" 
increases from 50 to 200 kW/m²). This agreement obtained between both 
techniques strengthens the results.  
The negative values for s¿?! @AA  and s¿O  indicate that the predictions of t./0 
decrease when q! #"" and κ increases. The kinetics parameters ²A; E³ are particular 





























Pertubation to the nominal value X  [%]
Heat flux level:





due to the possible linear correlations between µ¶IA) and E that result from the 
spread of data plotted in Fig. 3.2. While the predictions of t./0 increase with E 
when the best fit linear correlation is applied, there are some correlations where 
the opposite occurs (s¿²];e³ < 0).  
 
Figure 3.5 represents, for each parameter, the absolute value of its relative 
sensitivity s¿. s¿. ®Ë⁄  where s¿. ®Ë is the highest effective sensitivity coefficient (s¿?! @AA 
according to Table 3.2).  
 
 
Figure 3.5: Relative sensitivity s¿. s¿. ®Ë⁄  of the different parameters (assessed 
from SP and OAT techniques) at four heat flux level.  
 
From Fig. 3.5 and Table 3.2, two distinct groups of parameters appear: one 
composed of q! #"", c, κ, and ρ, corresponding to the influential parameters (i.e. t./0 
is sensitive to these parameters) while the other, with m! ./0"" , h, k and r, includes 
parameters considered of secondary importance.  
The relative sensitivity of the kinetic ²A; E³  represented on Fig. 3.5 is 
obtained from the best fit linear correlation given on Fig. 3.2. According to the 
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relative sensitivity of ²A; E³  becomes significant (second in the rank) if the 
uncertainty associated with the correlation used is considered (error bars in 
Fig. 3.5). ²A; E³ should therefore be included in the group of parameters that 
need to be considered for calibration (i.e. influential group). 
 
The uncertainty associated with the prediction of t./0 is therefore expected to 
be low if the parameters from the influential group are characterised with a 
high level of accuracy. These results suggest that an experimentalist willing to 
extract the parameters from independent experiments to calibrate the model 
would need to focus in priority on q! #"", ²A; E³, c, κ, and ρ (decreasing order) to be 
cost effective.   
 
The rank of the parameters does not evolve over the range of heat flux levels 
studied. However, as q! #""  increases, the relative sensitivities of c , ρ  and κ 
increase. For c and ρ, this increase is only due to the reduction of s¿?! @AA (s¿> and s¿= 
are constant in Table 3.2) whereas in the case of κ, it is also due to the raise of 
its effect s¿O. 
 
The effective sensitivity coefficients s¿.  can be compared to the power of 
evolution of the different parameters present in Eq. 3.1. In this latter, the power 
of k, ρ and c is 1 and does not evolve with the applied heat level. This is in close 
agreement with the results in Table 3.2 for ρ and c, but the sensitivity of t./0 to k 
is found lower in the present study and it decreases when the applied heat flux 
increases (from 0.27 at 50 kW/m² to 0.12 at 200 kW/m²). The effect of q! #"" presents 
also discrepancies. In Eq. 3.1, the power of q! #"" is -2 and is invariant whereas it is 
estimated to vary between -1.41 and -1.14 respectively at 50 and 200 kW/m². 
The other parameters do not appear in Eq. 3.1. These disagreements can be 
directly related to the different assumptions included in the models. This can be 
demonstrated by performing identical analysis with another analytical solution 
for the prediction of t./0 (Eq. 3.7) which is based on a finite reaction rate and 
critical mass flux ignition criterion [17]. 
93 
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  (3.7) 
where T1, T2 and D represent constant parameters. 
 
Except for c, the values of s¿. in Eq. 3.7 are different from Eq. 3.1 since k, ρ 
and q! #"" are present in the bracket at the most right. Using either the nominal 
values suggested by Lautenberger and Fernandez-Pello [17] or by Table 3.1, the 
ratio IRT9) E⁄  is estimated to be of the order of 510-2. Multiplying this 
coefficient by 2 due to the squared character of the equation, ρ is found to evolve 
theoretically with a power of 0.9 as predicted by the present sensitivity analysis 
(Table 3.2). The agreement is also very good for m! ./0""  which evolves with a power 
of 0.1 in Eq. 3.7.  
The estimations of s¿<  and s¿?! @AA  present again discrepancies with the 
theoretical powers from Eq. 3.7, respectively of 0.9 and -1.9. This can be 
explained by the presence of the in-depth absorption mechanism in the pyrolysis 
model used in this study (Eq. 3.2). While analytical solutions have been 
developed for models including in-depth radiation absorption [6,18], their 
formulations does not allow a direct comparison with a power law. With both 
analytical formulations, κ increases the delay time to ignition when its value 
decreases, implying a negative value for s¿O as predicted in Table 3.2. 
The pyrolysis model used by Linteris [8] is closer to the model studied in this 
chapter considering the assumptions performed. In his study, Linteris [8] has 
quantified only s¿. for k, κ and c. The values for κ and c are similar to the values 
presented in Table 3.2, even when the heat flux level is changed (i.e. the trend is 
respected). However, s¿<  is in agreement only qualitatively and discrepancies 
exits quantitatively. This is probably due to the nominal values used by Linteris 
[8] which are different for some parameters. 
The changes in the parameter evolution powers between the different models 
show the impact that the assumptions (i.e. equations of a model) can have on the 
results. This demonstrates that a sensitivity analysis is not only local on the 
hyperspace (i.e. function of the nominal values of the parameters) but can 
change between models, even if they predict the same quantity of interest.  
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It is worth noticing that while local interactions between the parameters are 
not significant according the DoE techniques (i.e. mixed partial derivatives 
negligible); there are global interactions between parameters since s¿. changes for 
some parameters when the applied heat flux is increased. 
 
6. Uncertainty analyses 
In this section, the objectives are to assess the uncertainty associated with 
the prediction of t./0 and also to determine which parameters are responsible for 
the dispersion of the predictions. 
 
6.1. Prediction intervals 
Within this section, the spread of the predictions for t./0  (i.e. maximum 
prediction interval) induces by the parameter uncertainty is assessed varying 
only one parameter at the time. The prediction interval is then divided by the 
nominal prediction of t./0  (i.e. prediction with the nominal values of the 
parameters - Table 3.1) in order to assess the relative importance of the 
prediction uncertainty (Table 3.3). 
 




























































































50 18% 111% 16% 86% 14% 21% 24% 19% 27% 
100 12% 111% 17% 104% 13% 18% 12% 13% 23% 
150 10% 111% 17% 111% 12% 17% 9% 11% 22% 
200 8% 111% 17% 115% 12% 16% 7% 9% 21% 
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The uncertainty on c and κ produce the biggest effects with a spread larger 
than the nominal prediction (ratio > 100 %). For the other parameters, the 
spread of the predictions represent less than 30 % of the nominal prediction.  
 
While the effect of the uncertainty associated with c and ρ are stable when 
q! #""  increases; the uncertainty in κ  has a growing importance. The opposite 
behaviour occurs for k, q! #"", h and ²A; E³.  
In fact, the influence of ²A; E³ in Table 3.3 is only estimated considering the 
best fit correlation from Fig. 3.2. If the uncertainty in the correlation is taken 
into account, the effect resulting from the uncertainty on ²A; E³ is still found to 
decrease when q! #"" increases, but the ratio between the prediction interval and 
the nominal prediction of t./0 takes the first position in the rank of importance: 
from 177 % at 50 kW/m2 to 128 % at 200 kW/m2. 
 
6.2. Monte Carlo 
The uncertainty associated with the prediction of t./0  is investigated 
applying a Monte Carlo methodology with 10 000 simulations by heat flux level 
studied. The variability range of each parameter (Table 3.1) is sampled 
randomly following an uniform distribution, as recommended by the Joint 
Committee for Guides in metrology [11]. For each heat flux level studied, the 
probability density function (pdf) obtained from the predictions of t./0 is plotted 
in Fig. 3.6 with the average and standard deviation (estimated following Ref. 
[16]). The best fit for the pdf, obtained with a Generalized Extreme Value 
distribution, is also represented in Fig. 3.6 for completeness.  
While the standard deviation of the predictions is getting narrower with 
increasing heat flux level, the spreads of the predictions (called u( t./0 ) in 
Fig. 3.6) are significant, especially at 50 kW/m2 (≈ 320 s).  
The measured delay times to ignition from Fig. 3.1 are plotted bellow each 




A drawback of Monte Carlo technique is its incapacity to assess the 





Figure 3.6: Probability density functions of the predicted delay time to ignition 
resulting from the parameter uncertainty: (a) 50 kW/m2, (b) 100 kW/m2, (c) 
150 kW/m2 and (d) 200 kW/m2.  
 
For the parameters revealed by the sensitivity analysis as being influential 
(q! #"" , c , ρ , κ  and ²A; E³ ), a second set of Monte Carlo simulations has been 
performed (2 500 simulations each) where one parameter is kept fixed at its 
nominal value while the others are sampled randomly over their ranges. The 
objective is to assess the evolution of the spread if one parameter is assumed to 
be known without uncertainty.  
Figure 3.7 shows the influence on the pdf at 100 kW/m2 when κ and ²A; E³ 
are fixed. For κ, the distribution is significantly different. The average and 
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33 %. On the contrary, the pdf for the set of simulations with ²A; E³  fixed 
presents almost no changes. The variation in the average prediction is lower 
than 1 % and the standard deviation is only reduced by 15 %.  
 
 
Figure 3.7: Impact on the probability density function best fit at 100 kW/m2 
when a parameter is kept constant. 
 
Figure 3.8 reports the relative difference in the average and standard 
deviation of the predictions between the simulations where all the parameters 
vary simultaneously and the simulations where only one parameter is fixed at 
its nominal value.   
 
The effect of kinetics parameters has been studied from different angles: first 
both parameters have been fixed (columns with the nomenclature ²A; E³  in 
Fig. 3.8) and then only the correlation between the parameters was fixed 
(correlation suggested in Fig. 3.2 - columns with the nomenclature E  IA) in 
Fig. 3.8). Figure 3.8 shows that fixing κ has the biggest influence on the average 
of the predictions. This influence is increasing with q! #"".  
 
By fixing the value of c, κ or ²A; E³ (parameters or correlation), the standard 
deviation of the predictions is significantly changed. They have therefore a high 
effect on the uncertainty of t./0. While the perfect knowledge (i.e. no uncertainty) 
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knowledge of κ and ²A; E³ has respectively an increasing and decreasing impact 
as q! #"" increases. The uncertainty of q! #"" and ρ do not influence significantly the 




Figure 3.8: Relative differences in the average and standard deviation between 
the simulations where all parameters vary simultaneously and the simulations 
where one parameter is fixed: applied heat flux q! #""; specific heat c; density ρ; 
attenuation coefficient κ; kinetics parameters ²A; E³  or kinetics correlation E  IA). 
 
6.3. Analysis and discussion 
From these uncertainty studies, a clear and uniform message is obtained: 
the uncertainty on c , κ  or ²A; E³  when extracted from the literature is 
responsible for a large part of the spread in the prediction of t./0. In the mean 
time, the relatively low uncertainties in the values attributed to q! #"" and ρ imply 
that these two parameters explain only a small part of the dispersion of the 
prediction around the nominal prediction.  
With both methodologies it is found the effect of uIκ) increases in importance 
when q! #""  increases whereas the opposite behaviour occurs for uI²A; E³) . 









































































uI²A; E³). With the prediction intervals, uI²A; E³) is found to have the biggest 
influence whereas the opposite is reached with Monte Carlo. 
This change in the rank demonstrates that uBt./0G is not only the summation 
of the effects resulting from the uncertainty of the different parameters when 
studied independently. The interactions between the different mechanisms, 
considered with Monte Carlo methodology, are responsible for this change. 
 
Using a methodology equivalent to the prediction intervals, Stoliarov et al. 
[10] found also that the uncertainty on ²A; E³ (with the correlation uncertainty) 
has the highest effect on the predictions of t./0. However, their results diverge 
from Table 3.3 for the other parameters. This can be justified by the differences 
in the range applied for each parameter and c and κ in particular. Moreover, 
Stoliarov et al. [10] performed their analyses at lower heat flux levels: 
q! #"" ≤ 75 kW/m2. 
 
The experimental delay times to ignition shown in Fig. 3.1 are reported in 
Fig. 3.6 to compare the experimental and predictions uncertainties. When the 
parameter variability from the literature is considered, the spread of the 
predictions is significantly higher than the experimental uncertainty. However, 
the experimental uncertainty falls within a range defined by one standard 
deviation on either side of the average prediction. 
When q! #"" increases, two distinct groups of experimental results are observed. 
The reason for this difference is mostly the application of black-carbon coating 
on the exposed surface for some sets of data (semi-opened symbols in Figs. 3.1 
and 3.6). This experimental artefact, applied to improve the radiation 
absorption, is influencing the experimental uncertainty at high heat flux level. 
The effect of black-carbon coating on the radiation absorption can be captured by 
increasing the effective value of κ [7 (chap 1)]. By fixing κ to its nominal value 
(Table 3.1), the predictions get closer to the experimental delay time to ignition 
for uncoated samples (Fig. 3.7). The uncertainty on κ is therefore not just related 
to the material but also to the experimental set up.  
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7. Conclusion 
The sensitivity and uncertainty analyses of a pyrolysis model predicting the 
delay time to ignition have been performed using several methods. The 
sensitivity studies provide the governing parameters to predict ignition whereas 
the uncertainty analysis characterizes the prediction uncertainty. In order to 
make these uncertainty analyses realistic, they have been based on the 
parameter variability found in the literature for black PMMA [2 (chap 2)]. 
Moreover, both sensitivity and uncertainty analyses have been studied at four 
heat flux levels (from 50 to 200 kW/m2) in order to capture the potential 
evolution of the parameter sensitivity and of the prediction uncertainty. 
 
The sensitivity analysis shows that the predictions of the delay time to 
ignition for heat flux levels higher than 50 kW/m2 are sensitive to the applied 
heat flux, the specific heat, the density and the attenuation coefficient 
(decreasing order of important). The kinetics parameters are particular since 
their sensitivity is a function of the correlation used between the activation 
energy and the pre-exponential factor. The best fit correlation over the kinetics 
found in the literature provide a sensitivity which is relatively low, whereas the 
possible correlation uncertainty implied by the data spread around this best fit 
can position the kinetics couple as the second most influential parameter. The 
relative sensitivity of these influential parameters in comparison to the group of 
parameters considered as secondary increases with heat flux level. The research 
and the calibration efforts should be focused on the group of parameters 
considered as influential. 
 
The uncertainty analyses demonstrate that the uncertainty on the 
attenuation coefficient, the specific heat and the kinetics parameters is 
responsible for most of the spread in the predictions. The influence of the 
uncertainty associated with the attenuation coefficient is shown to increase with 
the heat flux level, whereas an opposite behaviour is observed for the kinetic 
parameters.  
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Neglecting the interactions between the different input parameters over 
their respective range of variability, as it is with the prediction interval 
methodology, is shown to change the rank of importance attributed to the 
parameter uncertainty. The uncertainty on the attenuation coefficient has more 
influence on the prediction spread if the variability of the other parameters is 
considered. Nevertheless, both uncertainty analyses emphasize the same 
parameters. 
Moreover, the applied heat flux level and the density which are two 
influential parameters (sensitivity analyses) produce only a low effect on the 
spread due to their low uncertainty.  
 
The combination of both analyses is important. The sensitivity enabled the 
identification of five influential parameters reducing the research domain of the 
uncertainty analysis.  
 
For the first time, the spread of model predictions is compared to actual 
experimental data. These measurements of the delay time to ignition of black 
PMMA samples gathered in a previous chapter [7 (chap 1)] represent the 
experimental state-of-the-art of piloted ignition for this material: large sets of 
protocol and formulations of black PMMA.  
When a high number of simulations is performed varying the value of the 
input parameters at each run, the interval defined by one standard deviation on 
either side of the average prediction captures the experimental uncertainty. 
However, the global spread of the predictions is significantly higher than this 
interval. The level of confidence that can be attributed to one specific prediction, 
when the model is calibrated thanks to the literature database, is therefore 
relatively low. Modellers are required to define the probable range of evolution 
for each of the parameters to obtain statistically a higher level of confidence in 
their predictions.  
The spreads observed in this study tend to show that one of the main issues 
in solid ignition prediction is the variability of the parameters if they are 
extracted from the literature.  
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Finally, it is worth noticing that in the case of real fire the heat flux received 
is not constant and well controlled as in a bench-scale experiment. The 
sensitivity of the delay time to ignition to this parameter suggests that an 
accurate determination of its evolution is essential for the prediction capability 
of a model.   
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Relevant model complexity for 








The choice of the heat, mass and chemical mechanisms included in a 
pyrolysis model is often subjective, and detailed justifications of the inclusion or 
exclusion of the different mechanisms are infrequent. The implicit assumption 
that models with a higher number of mechanisms reproduce more accurately the 
reality has led to the recent growth of complexity in pyrolysis modelling seen in 
the literature. However, the comparison of several models predicting the same 
experimental results does not support this assumption, but reveals the presence 
of unnecessary complexity. Using a novel approach corresponding to a 
mechanism sensitivity, the influence of the heat, mass and chemical 
mechanisms on the transient predictions of surface temperature and mass loss 
rate (non flaming conditions) for PolyMethylMethAcrylate samples is 
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investigated. While a small change in the chemical degradation mechanism has 
a large effect on the predictions of the mass loss rate in oxygen atmospheres, the 
surface temperature is not affected. The heat transfer mechanisms appear to 
have however a significant effect on both quantities of interest. This study tends 
to demonstrate that the use of complex chemical mechanisms (e.g. multi-step 
reaction scheme or oxidative reaction) is not justified if the mechanisms of the 
heat transfer are kept simple. The calibration of the energy distribution and the 
heat losses should be considered as a priority. 
 
Collaboration 
This chapter results from a joint work performed with Dr Guillermo Rein 
from the University of Edinburgh (UK).  
 
Nomenclature 
A  Pre-exponential factor [s-1] ref  Reference  T«#´  300 K c  Specific heat [J/(kg.K)] s  At the surface E  Activation energy [kJ/mol] sim  Simulation k  Thermal conductivity [W/(m.K)] T- Surface temperature m! ""  Mass loss rate [g/(s.m2)]   M  Model Greek symbols n  Order of reaction [ - ] γ  Power properties evolution [ - ] N  Number of experimental points ∆  Prediction error T  Temperature [K] ε  Absorptivity / emissivity [ - ] 
  κ  Attenuation coefficient [m-1] 
Subscripts υ  Yield of reaction [ - ] ∞  Ambient conditions ρ  Density [kg/m3] exp  Experiment φ  Material properties i  Model number '  Measurements m  Mass loss rate   
 
1. Introduction 
While the choice of a model is a major step in the prediction of a 
phenomenon, its justification is often subjective, and detailed justifications of 
inclusion or exclusion of the different mechanisms are infrequent. Assumptions 
and simplifications decrease the complexity of a model and define somehow its 
limitations. The implicit hypothesis that models with a higher number of 
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mechanisms reproduce more accurately the reality has led modelling in general 
and fire modelling in particular to undergo recently a large growth in complexity 
[1-3]. 
Chwif et al. [4] have listed some of the reasons for this growth in complexity. 
Among the non-technical, they highlight the “include all” syndrome and the 
“possibility” factor. The first one is the consequence of the inexperience of the 
modellers who might feel insecure and include the maximum number of 
mechanisms just in case. The second one is due to the increasing computational 
power available which makes possible to include a significantly higher number 
of mechanisms without increasing the running time. One example of the 
technical reasons listed is the willingness of gathering the needs of several 
users, thus increasing the scope of the model and the number of mechanisms. 
However, as the global level of complexity increases in models, the number of 
input parameters required increases as well. These parameters could be, for 
example, physical properties (or effective properties), mathematical constants, 
experimental constants or calibration factors, and all carry some degree of 
uncertainty. Their respective uncertainty accumulates in the model and 
contributes to the global uncertainty associated with the numerical predictions. 
The discrepancy between the experiments and the predictions is a combination 
of errors due to the lack of important mechanisms (continuous line in Fig. 4.1) 
and the parameter uncertainty (dashed line in Fig. 4.1) [5,6].  
An equilibrium is therefore required between the error related to the 
simplicity of the model equations and the prediction uncertainty in order to find 
an appropriate level of model complexity as shown in Fig. 4.1. The parameter 
uncertainty can be reduced by a calibration process, decreasing the resulting 
prediction uncertainty. The appropriate level of complexity is therefore moving 
in the direction of growing complexity.  
As the number of available mechanisms (i.e. complexity) grows rapidly, the 
issue of how determining the most beneficial level of model complexity to predict 




Figure 4.1: Schematic of the relationship between prediction error, prediction 
uncertainty and model complexity. 
 
This paper explores the relationship between complexity and prediction error 
in the pyrolysis modelling of a non-charring material. This is one of the most 
important and best known problems in fire science. Moreover, this phenomenon 
is fundamental in the context of solid ignition and fire growth.  
 
The predictions from a range of pyrolysis models are compared in order to 
investigate their sensitivity to the heat, mass and chemical mechanisms. This 
approach diverges from previous sensitivity analyses found in the literature 
which focused on the parameter sensitivity [7-9]. Instead, this methodology 
studies the evolution of the predictions by adding one-by-one assumptions to a 
base model corresponding to the highest complexity (i.e. most complete set of 
pyrolysis mechanisms available in the literature), until a relatively simple 
model is reached. 
 
2. Several model complexities for one set of 
experiments 
2.1. Comparison to experiments 
The prediction capability of a pyrolysis model is usually inferred from 
comparisons against transient measurements of mass loss rate m! "" and surface 
temperature Ta. One of the most complete sets of pyrolysis measurements in the 
Complexity ↗ 
Error Uncertainty 
Appropriate level of complexity 
109 
literature is that by Kashiwagi and Ohlemiller [10]. They exposed vertical 
samples of PolyMethylMethAcrylate (PMMA), 15 mm thick, to two different 
radiative heat flux levels (17 and 40 kW/m2) in several atmospheric compositions 
(from 0 to 40 % in oxygen concentration) and provided measurements of m! "" and 
Ta. They have estimated their measurement uncertainty to be of 5 % for m! "" and 
3 % for Ta.  
These high quality experiments have been used for comparison to model 
predictions by Lautenberger and Fernandez-Pello [1], Kashani and Esfahani 
[11] and Staggs [12]. Part of the comparisons between these predictions and the 
measurements is shown in Fig. 4.2. Note that among the experiments 
considered, Staggs [12] predict only one set of conditions (40 kW/m² and inert 
atmosphere) whereas Lautenberger and Fernandez-Pello [1] and Kashani and 
Esfahani [11] compared to all four sets.   
 
The predictions of Ta from the three models are in good agreement with the 
experimental results for all conditions. While the predictions from Lautenberger 
and Fernandez-Pello [1] are almost always within the experimental uncertainty 
at 40 kW/m2 for both atmospheric compositions, they slightly overestimate Ta at 
17 kW/m2. Their predictions are overall the best, but Kashani and Esfahani [11] 
predict slightly better the results at 17 kW/m2 in 20 % of oxygen.  
From a general point of view, the predictions of m! "" by the three modelling 
teams in Fig. 4.2 present more discrepancies and do not stay within the 
experimental uncertainty. Similarly to the prediction of Ta, the predictions of 
Lautenberger and Fernandez-Pello [1] are the most accurate at 40 kW/m2, even 
if the model does not capture correctly the early stages (< 3 g/(m2.s)) in the 
presence of oxygen (maximum error ≈ 1 g/(m2.s) at 60 s). At 17 kW/m2 in the 
presence of oxygen, it is again the predictions from Kashani and Esfahani [11] 
which predict best the transient m! "" . Overall, all three models capture 
approximately the shape of m! "" but fails to predict the onset of pyrolysis.  
Due to the relative similarity in their predictions, it is interesting to compare 





Figure 4.2: Numerical predictions of surface temperature and mass loss rate 
from literature against experimental measurements for clear PMMA: (a-b) at 
40 kW/m2; (c-d) at 17 kW/m2; (a-c) in 20 % of oxygen concentration and (b-d) in 
nitrogen atmosphere. 
 
2.2. Differences in the model equations 
The three models solve the energy conservation equation in the solid, but the 
mass of the condensed phase is not always conserved (regression assumed 
negligible by Kashani and Esfahani [11]).  
The gas phase treatment differs between the three models. Stagg [12] does 
not consider any. Lautenberger and Fernandez-Pello [1] solve the momentum 
equation for the gases moving across the solid matrix and assume thermal 
equilibrium between the condensed and gas phases. Finally, Kashani and 
Esfahani [11] solve the energy and species conservation equations only for the 
gas above the front surface.  
Although the three models have based the quantification of m! ""  on an 
Arrhenius kinetics model, the reaction schemes differ. Lautenberger and 
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Fernandez-Pello [1] used a 3-steps reaction scheme whereas Kashani and 
Esfahani [11] and Stagg [12] considered only 1-step. Stagg [12] is the only one 
that does not include oxidative reaction. For Lautenberger and Fernandez-Pello 
[1] (only one step sensitive to oxygen) and Kashani and Esfahani [11], the 
Arrhenius term of the oxidative reaction includes a factor varying with the 
oxygen concentration.   
 
The mechanism of energy absorption of the incident radiative heat flux is 
also different. Staggs [12] assumes that the radiation is absorbed at the surface 
(boundary condition), whereas the two other models consider in-depth radiation 
absorption (Beer-Lambert’s law). While Lautenberger and Fernandez-Pello [1] 
keep the attenuation coefficient constant and uniform, Kashani and Esfahani 
[11] use a transient attenuation coefficient to account for bubble formation 
during in-depth degradation. Lautenberger and Fernandez-Pello [1] model the 
bubbles impact by introducing an intermediate solid species with different 
material properties than the virgin PMMA (PMMA [ β PMMA - where β PMMA 
stands for bubbled PMMA).  
Only Lautenberger and Fernandez-Pello [1] uses thermal properties varying 
with temperature whereas the others assume constant and uniform properties.  
Finally, the treatment of the convective heat losses varies also between the 
models. Lautenberger and Fernandez-Pello [1] considered the convective heat 
transfer coefficient as constant at both boundaries whereas Kashani and 
Esfahani [11] take it as function of Ta . Staggs [12] assumed a constant 
convective heat transfer coefficient at the front surface but the back boundary 
was insulated (heat losses negligible).  
 
2.3. Parameter values 
The three models have been calibrated differently. Staggs [12] used data 
extracted from the literature except for the determination of the kinetics couples 
(independent study). Kashani and Esfahani [11] used also mainly the data from 
the literature but the radiative properties (attenuation coefficient and 
reflectivity) and the oxygen sensitivity of the pyrolysis degradation have been 
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optimised based on the measurements from Kashiwagi and Ohlemiller [10]. 
Lautenberger and Fernandez-Pello [1] optimised most of their parameters by 
inverse modelling with the full set of measurements from Kashiwagi and 
Ohlemiller [10]. 
The material properties used by the modelling teams have different values 
but they all fit inside the ranges of variability for PMMA observed from the 
literature [13 (chap 2)]. In particular, the kinetics couple (pre-exponential factor 
A and activation energy E) used falls inside the range of variability shown in 
Fig. 4.3 (60 kinetics couples). The techniques employed to extract theses couples 
are emphasized in Fig. 4.3.  
 
 
Figure 4.3: Kinetics parameters collected from the literature for PMMA 
decomposition. Inset: Comparison between experimental and numerical results 
of TGA at 5 K/min in inert atmosphere. 
 
Hirata et al. [14], performed thermogravimetric analyses (TGA) on PMMA 
samples from the same supplier as in Kashiwagi and Ohlemiller [10]. They 
found that while a 1-step reaction suffices to describe the chemical degradation 
in nitrogen atmosphere, three steps were required in air.  
Using a 1-step Arrhenius model (PMMA [ GAS) with the kinetics couples 
applied in the three models [1,11,12], the thermogravimetry is predicted in 
nitrogen at 5 K/min and compared in the inset of Fig. 4.3 to the experimental 
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results reported by Hirata et al. [14]. Kashani and Esfahani [11] have 
introduced a calibration factor in the Arrhenius law to calibrate the oxygen 
sensitivity. This factor has been considered for the calculation. Staggs’ kinetics 
[12], obtained from independent TGA performed at 10 K/min, predicts the 
temperature for the peak mass loss within 10 % of error. However, the 
magnitude of the peak mass loss is predicted within 32 % of error. Lautenberger 
and Fernandez-Pello [1] who performed an inverse modelling using the 
experimental data from Kashiwagi and Ohlemiller [10] (estimated heating rate 
< 1K/s [15]) predict the temperature and the magnitude of the peak with less 
than 5 % of error. The predictions using the kinetics from Kashani and Esfahani 
[11] (found in the literature) fall between the two previous. 
The discrepancy between the thermogravimetry simulations and the 
experimental results in air is significantly higher (number of peaks and 
location).  
 
Even if agreement is not consistent, the different models present similarities 
in the results whereas the mechanisms included in the models and the values of 
the input parameters present large differences. This demonstrates that there is 
some degree of unnecessary complexity in the models and some non-relevant 
parameters that nonetheless add modelling uncertainty. It is therefore 
important to identify the mechanisms that control the modelling accuracy.  
 
3. Mechanism sensitivity 
3.1. Taxonomy of model complexity 
In this section, the predictions of different models are compared to the 
experimental results from Kashiwagi and Ohlemiller [10] at 40 kW/m2 (Fig. 4.2). 
The taxonomy of the models is obtained by adding, one-by-one, assumptions to 
the model used by Lautenberger and Fernandez-Pello [1] and called M1 
hereafter. It represents the highest level of complexity (i.e. most complete set of 
mechanisms). At each assumption or approximation, a new model Mi+1 is 
obtained and used to predict surface temperature and mass loss rate with the 
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same values for the input parameters as for M1. In this novel approach based on 
a mechanism sensitivity, the values of the input parameters are kept unchanged 
in order to reveal the influence of the simplifications.  
 
M1 is based on mass, species and energy balances for the condensed phase. 
The source terms included in the energy conservation encompass the energy 
consumed by the chemical reactions and the in-depth radiation absorption. On 
top of that, the mass, species and momentum conservation equations are solved 
for the pyrolysis gases inside the solid matrix. The momentum equation enables 
the consideration of the gas pressure evolution and the description of the mass 
flux of gases released at the front surface instead of assuming an instantaneous 
release of the pyrolysis gases produced in depth. The pyrolysis degradation is 
composed of 3 steps (Eqs. 4.1 to 4.3).  
PMMA [ β PMMA  (4.1) 
β PMMA [ GAS   (4.2) 
β PMMA M υLO9 [ υ`]aGAS  (4.3) 
 
In the first reaction (Eq. 4.1), the solid species PMMA produces another solid 
species called β PMMA. This reaction allows variations of the material properties 
to account for the formation of bubbles. This reaction does not absorb energy (i.e. 
heat of pyrolysis ΔH = 0 kJ/kg). The two other reactions produce pyrolysis gases: 
one by thermal degradation (Eq. 4.2) whereas the other by oxidation (Eq. 4.3). 
They are both assumed endothermic. These reactions are modelled by Arrhenius 
laws with the kinetics triplet: pre-exponential factor A, activation energy E and 
order of reaction n. The material properties (thermal conductivity k, specific heat 
c  and density ρ ), expressed generically by φ , are allowed to vary with 
temperature in Eq. 4.4 following a power law controlled by γ°. This temperature 
dependency implies a potential swelling or shrinking only due to thermal 
impact.  
φ  φP d CC£@¨g
ÒÓ
         φ ± ²k ;  ρ ; c³  (4.4) 
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The radiation absorption (non-reflected fraction of the incident radiation 
based on the absorptivity/emissivity ε ) is assumed to occur in-depth using 
Beer-Lambert’s law with a finite attenuation coefficient κ . The full set of 
equations is available elsewhere [1]. 
 
From this model, a set of assumptions is added to decrease the model 
complexity. Table 4.1 gathers the different assumptions referenced by letters 
from A to I. These ones can be classified in 3 groups: (1) mass transfer ²A³, (2) 
chemical degradation ²B ; C ; E ; G³ and (3) heat transfer ²D ; F ; H ; I³. 
 
Table 4.1: Assumptions and simplifications added to model M1. 









The gases produced are released without resistance (low 









The solid decomposition is anaerobic.  









The chemical degradation is described with only one reaction.  









The energy consumed (or produced) by a chemical reaction is 










The mass lost by the solid is negligible.  










The material properties are considered independent of 








The chemistry degradation process is negligible.  









The incident radiative heat flux is absorbed at the surface.  









All the incident heat flux is absorbed by sample. 
Absorptivity/Emissivity equal to unity. 
 
 
The order in which each assumption is invoked is not unique. The impact of 
this order could be important and so it is also investigated in this study. A total 
of 17 models have been created. An a priori order, illustrated in Fig. 4.4, has 
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been investigated first. It specifies the taxonomy α which reflects the general 
ranking of complexity found in the literature. Some examples follow. Stoliarov et 
al. [7] used a model similar to M4. The difference resides in the mathematical 
formulation of some mechanisms such as for in-depth absorption. Bal and Rein 
[16 (chap 1)] predicted the delay time to ignition at high heat fluxes with a 
model equivalent to M6. Cordova and Fernandez-Pello [17] used a model 
equivalent to M7 for the same purpose. Their model differs slightly from M7 since 
it considers the endothermicity of the pyrolysis reaction (assumption D not 
invoked). Jiang et al. [18] developed an analytical solution of a model similar to 
M8. The difference being that they assumed linear heat losses at the front 
surface (combination of convective and radiative heat losses). Finally, the 




Figure 4.4: Model taxonomy α (diamond: models - square: assumptions). 
 
3.2. Results and discussion 
The error, called ∆ , between the experimental and numerical results is 
defined in Eq. 4.5. The experimental data set used is from Kashiwagi and 
Ohlemiller [10] at 40 kW/m2 (see Figs. 4.2a and 4.2b). 
∆  1 N ÌÌ4Ö ∑ Í Ø@ÙÚÛÜÄÄBØ@ÙÚEØD6ÝG Ã U.Ux Ø@ÙÚ Ï
9Ð d 4 U.Ux g
9Þ Ð k%m  (4.5) 
β PMMA M O9 [ GAS 
m! ""  à ρω!W
U
dz PMMA [ GAS 
∆H  0 kJ/kg 
L  constant 
A B D E C 
φ  φP γ°  0 
m! ""  0 g/Im9. s) 
κ [ ∞ 
ε  1 
I H F G 
1 2 3 4 5 
6 7 8 9 10 
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ãäB'#Ë N '-.®G   åæ'#Ë N '-.®æ   if '-.® not ±  in experimental error0                     if '-.®  ± in experimental error  R  
where '  is the quantity of interest and N  is the number of data points 
considered. 
 
There are two errors considered: ∆® associated with m! "" and ∆Cè associated with 
Ta. 
 
3.2.1 Taxonomy α 
The models from the taxonomy α  are used to simulate m! ""  and Ta  at 
40 kW/m2 in 20 % of O2, keeping the values of the input parameters suggested 
by Lautenberger and Fernandez-Pello [1]. The simulations of the different 
models are plotted in Fig. 4.5.  
 
  
Figure 4.5: Predictions against experimental measurements at 40 kW/m2 in 
20 % of O2 for models in taxonomy α: (a) surface temperature and (b) mass loss 
rate. 
 
The predictions of Ta with the models M1 to M4 show a good agreement with 
the experimental results since they are in the experimental uncertainty (not 
entirely for M4). For M5 and simpler models (Mi>5), Ta is over estimated. Cordova 
et al. [20] reported similar behaviour using a model close to M10. They claimed 
that this overestimation was due to the assumption of negligible endothermic 
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pyrolysis reaction (assumption D, M4 to M5). However, assumption D implies 
overestimations only after a certain threshold (≈ 325 °C).  
The assumptions related to the heat transfer, F (thermo-physical parameters 
invariant, M6 to M7) and H (in-depth absorption negligible, M8 to M9) are also 
very influent (Fig. 4.5a) since they increases significantly the overestimation. 
 
Concerning the predictions of m! "", the assumption of instantaneous release of 
the pyrolysis gases produced (assumption A, M1 to M2) seems to not influence 
the prediction.  
Assumption of negligible oxidation reaction (assumption B, M2 to M3 - 
Eq. 4.3) affects significantly the magnitude of m! "" but not its shape. Simplifying 
the reaction scheme to only one reaction, where PMMA produces directly gases 
(assumption C, M3 to M4), provokes change in m! "" only after 4 g/(s.m2) whereas 
neglecting the endothermicity (assumption D, M4 to M5) influences considerably 
its shape. This assumption affects directly the energy balance. Note that for the 
prediction of ignition using a critical mass flux, the results show that the 
endothermicity has a negligible effect since the ignition threshold is generally 
considered ≤ 3 g/(m2.s) and predictions from M4 and M5 are close up to this 
threshold (Fig. 4.5b). m! "" is not calculated for model Mi>7 since assumption G 
considers the solid as inert. 
 
The error ∆ has been assessed following Eq. 4.5 in order to quantify the 
evolution of the predictions as a function of the model complexity (Fig. 4.6). 
 
The relationship between model complexity and error ∆ is monotonic but 
varies according to the quantity of interest studied: m! ""  or Ta . The error ∆Cè 
ranges from 7 % to 98 % between M1 and M10 whereas the error ∆® spreads 




Figure 4.6: Relationship between model complexity (taxonomy α) and prediction 
error for surface temperature and mass loss rate at 40 kW/m2 in 20 % of oxygen. 
The x-axes represent (a) the number of parameters in the models and (b) the 
reference number of the models. 
 
The complexity-error relationship for Ta presents a plateau at around 7 % for 
high complexity (beginning of the taxonomy - high number of parameters) and 
suddenly increases below 25 parameters. The assumption C (1-step chemical 
reaction, M3 to M4) increases the error of 20 %. This significant increase, not 
visible on Fig. 4.5a, comes from the closeness between the numerical predictions 
and the experimental uncertainty. The predictions fall outside the experimental 
uncertainty at some time intervals which results in an increase of the numerical 
value for ∆Cè . A large impact on the complexity-error relationship for Ta  is 
caused by assumption D (heat of pyrolysis negligible, M4 to M5). The assumption 
of negligible regression (assumption E, M5 to M6) does not affect the numerical 
quantification of the error ∆Cè whereas in Fig. 4.5a, its effect on the prediction 
shape is important: Ta  present smoother curvature after 375 °C when the 
surface regression is considered.   
While assumption F (thermo-physical parameters invariant, M6 to M7) and 
assumption H (in-depth absorption negligible, M8 to M9) provoke similar 
influence in Fig. 4.5a, only assumption F induces a significant jump in the error 
∆Cè. Assumption H does not seem to have an impact because the error with M8 is 
already poor.  
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Ta is therefore predicted in reasonable accuracy (26 % error) with only 1-step 
reaction including losses by endothermicity, thermal dependency of the material 
properties and in-depth radiation absorption. Following this taxonomy, simpler 
models would result in an error at least of 57 %. M4 required only 13 parameters 
instead of the 33 of M1, reducing therefore the required effort for calibration.  
 
The shape of the relationship between the error ∆® and model complexity 
presents an opposite trend. The predictions of m! "" diverge drastically from the 
experimental measurements as soon as a single simplification is performed on 
the chemical degradation complexity. The error ∆® goes from 43 % to 84 % when 
the oxygen sensitivity is neglected (assumption B, M2 to M3).  
After only a few assumptions, ∆®  reaches a plateau at around 84 %. At the 
opposite of the plateau observed for the error ∆Cè which is the consequence of no 
improvement when the complexity is increased, in the case of ∆®, the plateau 
results from a large disagreement with the measurement. Even if assumptions 
C to F (added between M3 and M7) provokes changes in the predictions of m! "", 
the fit between the prediction of M3 and the measurement is already poor 
(Fig. 4.5b) and the simplifications do not influence ∆® . The error does not 
increase above 84 % because in the early stages (< 40 s), the experimental and 
predicted m! "" are both null. The 16 % of agreement correspond therefore to the 
prediction of the pyrolysis time. 
It is worth mentioning that assumption A (gases released instantaneously, 
M1 to M2) improves the predictions (43 % error with M2 instead of 50 % with M1). 
While the physical phenomenon of mass transfer inside the solid matrix is 
observed experimentally, its mathematical formulation or its calibration, in M1, 
is not satisfactory. 
 
The thermogravimetric analysis (TGA) performed by Hirata et al. [14] 
reveals a large complexity of the reaction scheme in oxygenated atmosphere 
(three steps) whereas it seems to be composed only of one reaction in nitrogen. 
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By performing an equivalent analysis in nitrogen with the models from the 
taxonomy α, the sensitivity of m! "" to the oxidation reaction is avoided and it is 
possible to assess the impact of the following assumptions. The models 
predictions for inert atmosphere are plotted in Fig. 4.7. 
 
  
Figure 4.7: Predictions against experimental measurements at 40 kW/m2 in 
nitrogen for models in taxonomy α: (a) surface temperature and (b) mass loss 
rate. 
 
For Ta , the evolution of the predictions with model complexity provides 
similar results as in 20 % of O2. Only models simpler than M4 (i.e. Mi>4) predict 
Ta  outside of the experimental uncertainty. Whatever chemical reaction is 
occurring, the predictions of the surface temperature have a similar level of 
accuracy.  
 
As expected, m! "" is not influenced by assumption B (oxidation negligible, M2 
to M3) due to the inert atmosphere surrounding the sample. The simplification of 
the reaction scheme with the assumption C (1-step chemical reaction, M3 to M4), 
which removes the intermediate species β PMMA, affects the prediction of m! "" 
after 4 g/(m2.s). However, the predictions of m! "" evolves with time in a similar 
manner than the experimental measurement. However, when the 
endothermicity of the reaction is neglected (assumption D, M4 to M5), the shape 
of the predicted m! "" is drastically changed. 
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The quantification of the complexity-error relationship for the taxonomy α in 
inert atmosphere is plotted in Fig. 4.8. As it was observed in Fig. 4.7a, Ta is 
relatively well accurate up to M4. The overestimation using M5 appears only 
above 400 ˚C, which corresponds to a higher threshold than in oxygenated 
atmosphere. As a consequence, ∆Cè is only at 25 % of error with M5, which is 
equivalent to the level of error reached with M4 in oxygenated atmosphere. This 
decrease in required complexity (only 12 parameters with M5) shows that the 
experimental conditions affect the mechanisms sensitivity. Indeed, the reduction 
of m! "", caused by the absence of oxidative reaction (Eq. 4.3), provokes a lower 
level of heat losses by endothermicity and therefore a lower influence of the 
assumption D (heat of pyrolysis negligible, M4 to M5).  
Assumption F (thermo-physical parameters invariant, M6 to M7) induces an 
increase of the error ∆Cè  which reaches a similar level (≈ 87 %) that in 
oxygenated atmosphere for the same number of parameters.  
 
 
Figure 4.8: Relationship between model complexity (taxonomy α) and prediction 
error for surface temperature and mass loss rate at 40 kW/m2 in nitrogen. The 
x-axes represent (a) the number of parameters in the models and (b) the 
reference number of the models. 
 
The prediction of m! ""  appears again sensitive to a change of the reaction 
scheme. The error ∆® increases from 51 % to 84 % with the simplification of the 
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reaction scheme to only 1-step (assumption C, M3 to M4). Eq. 4.1 is not a limiting 
reaction in models Mi<4, meaning that the pyrolysis reaction producing the gas 
(Eq. 4.2) is not regulate by the production of solid species β PMMA . The 
suppression of this species by assumption C induces changes only on the 
material properties. The production rate of gases is affected by the change of 
density and local temperature. 
 
While the shape of m! ""  with M4 appears close to the experimental 
measurements in Fig. 4.7b, the quantification of the error ∆® indicates that the 
predictions are only slightly better than the predictions using M5.  
 
As a conclusion of the investigations performed on taxonomy  α , the 
mechanisms controlling the prediction of m! "" and Ta tend to be different. In the 
case of m! "" , the prediction accuracy is affected as soon as an assumption is 
performed on the chemical mechanisms. While in air the experimental results 
show that the chemical decomposition is relatively complex, in nitrogen, the 
degradation is well described with only 1step. A detailed analysis of the 
predictions in inert atmosphere shows that m! "" is affected also by the evolution 
of the temperature (mechanisms of heat transfer).  
In the case of Ta, accurate predictions can be achieved with a relatively low 
complexity: only 12 or 13 parameters (depending of the atmosphere) instead of 
33 with M1. The mechanisms impacting significantly the results are from the 
group of the heat transfer mechanisms (i.e. group (1) from Table 4.1: heat of 
pyrolysis negligible -assumption D-, thermo-physical parameters invariant -
assumption F- and in-depth absorption negligible -assumption H). 
 
The taxonomy α  reveals that m! ""  requires a high level of complexity 
concerning the chemical mechanisms, whereas Ta  does not. Some results 
indicate that heat transfer can also affects m! "" . The implementation of the 
assumptions following the taxonomy α does not allow the investigation of the 
sensitivity of m! "" to the heat transfer mechanisms. For this reason, a second 
taxonomy, called β and presented Fig. 4.9, is investigated.  
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3.2.2 Taxonomy β 
Taxonomy β is such that the assumptions related to the heat transfer are 
added before reducing the chemical degradation complexity. This taxonomy is 
applied at 40 kW/m2 in 20 % of O2 and the predictions for Ta and m! "" are shown 
in Fig. 4.10. 
 
 
Figure 4.9: Model taxonomy β (diamond: models - square: assumptions). 
 
  
Figure 4.10: Predictions against experimental measurements at 40 kW/m2 in 
20 % of O2 for models in taxonomy β: (a) surface temperature and (b) mass loss 
rate. 
 
As in taxonomy α, neglecting the endothermic heat losses (assumption D, M2 
to M11) provokes the prediction of Ta to fall outside the experimental uncertainty 
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after a certain temperature threshold (around 375 ˚C for taxonomy β). However, 
at the opposite of taxonomy α, the complete reaction scheme (Eqs. 4.1 to 4.3) is 
still considered when assumption D is performed. This result confirms that the 
increase of error in the prediction of Ta  is not coupled to the assumption 
performed on the chemical mechanisms. This is of great importance since it 
makes possible to calibrate the heat losses by endothermicity without predicting 
the exact reaction scheme but by using the measured mass loss rate.  
The prediction of Ta falls mainly out of the experimental uncertainty once the 
material thermal dependency is neglected (assumption F, M11 to M12). However, 
the predictions using M12 stays close to the experimental range and the largest 
effect on the transient evolution of Ta is obtained by the simplification of the 
radiation absorption mechanism (assumption H, M12 to M13). 
 
The predictions of m! ""  (Fig. 4.10b) are also significantly influenced by the 
simplifications of the heat transfer mechanisms: endothermic heat losses 
negligible (assumption D, M2 to M11), invariant material properties (assumption 
F, M11 to M12) and radiation absorption as the surface (assumption H, M12 to 
M13).  
 
The complexity-error relationship ∆ resulting from the taxonomy β is plotted 
in Fig. 4.11. The two curves representing the relationship between model 
complexity and the predictions error have a similar shape in this taxonomy for 
both quantities Ta  and m! "" . This demonstrates that the accuracy of the 
predictions is affected by the same simplifications.  
As it is observed in Fig. 4.11, with only three assumptions (endothermic heat 
losses negligible, invariant material properties and absorption of the external 
radiation at the surface, respectively D, F and H, M2 to M13), the error ∆Cè 
increases from 7 to 95 %. This influence of the heat transfer mechanisms on ∆Cè 
is in agreement with the result from taxonomy α. However, the quantification of 
the error ∆Cè gives more influence to assumption F (thermo-physical parameters 
invariant, M11 to M12) than assumption H (in-depth absorption negligible, M12 to 
M13) whereas the transient prediction shows the opposite in Fig. 4.10a. 
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The quantification of the error ∆®  confirms that the heat transfer 
mechanisms have also a large influence on m! "" , since ∆®  increases when a 
simplification from this group is performed. The plateau reached by ∆® in this 
taxonomy is higher (95 %) than in taxonomy α (84 %) because the models predict 
a shorter pyrolysis time (onset of decomposition) in this taxonomy (Fig. 4.10b). 
 
The prediction capability of a pyrolysis model is therefore intimately linked 
to the accuracy of the energy distribution inside the solid sample and the heat 
losses. Considering the importance of these aspects, in-depth temperature 
measurements are required to validate the correct implementation of these 




Figure 4.11: Relationship between model complexity (taxonomy β) and 
prediction error for surface temperature and mass loss rate at 40 kW/m2 in 20 % 
of oxygen. The x-axes represent (a) the number of parameters in the models and 
(b) the reference number of the models. 
 
4. Conclusion 
While one of the first modelling tasks is to select the appropriate model to 
simulate a physical phenomenon, detailed justifications of the inclusion or 
exclusion of the different mechanisms are infrequent and the model complexity 





























is often subjective. A brief comparison of three models used for predicting the 
same experimental results reveals that some degree of complexity in their 
mechanisms is unnecessary. Moreover, the complexity of two of the models 
required the use of inverse modelling for the parameter calibration.  
Considering that each parameter owns some uncertainty, the multiplication 
of the number of mechanisms can only increase the prediction uncertainty. It is 
therefore important to identify the governing mechanisms.  
 
A novel approach corresponding to a mechanism sensitivity (parameters kept 
constant) is used to identify the predominant mechanisms for transient 
pyrolysis. From one of the most complex pyrolysis models for non-charring 
polymer available in the literature, a series of assumptions and simplifications 
have been performed; reducing step-by-step its complexity. The specific order of 
these assumptions defined a taxonomy of model complexity and the influence of 
this order is investigated via two taxonomies (17 different models in total).  
 
The capability of these models to predict the pyrolysis behaviour of clear 
PMMA has been observed from the transient evolution of the mass loss rate and 
the surface temperature at 40 kW/m2 in two different atmospheric compositions. 
The qualitative and quantitative evaluations of the disagreement between 
experimental and numerical results show an increase of the prediction error 
when model complexity is decreased. While this increase is expected, the shape 
of the complexity-error relationship is unknown a priori and the study shows 
that this one is dependent of the observed quantity of interested. 
 
The mechanisms of heat transfer appear to be the most important since their 
simplifications provokes a large increase of the prediction error for the surface 
temperature whatever complexity is considered for the chemical mechanisms. In 
the case of simple chemical complexity (1-step reaction), neglecting the 
endothermic heat losses, the thermal dependency of the material properties and 
the mechanism of in-depth absorption implied in this study an increase from 25 
to 96 % for the error on the surface temperature predictions (taxonomy α). If the 
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full reaction scheme is considered (3-steps reaction), the same simplifications 
implied an increase from 7 to 96 % for the surface temperature (taxonomy β). 
Moreover, in the latter case, the mass loss rate is also significantly impacted by 
these simplifications (error from 43 to 83 %). 
The complexity associated with mass transfer (i.e. gas pressure evolution) 
appears negligible in this study.  
The transient predictions of m! ""  is significantly affected by the level 
complexity of the chemical mechanisms. However, according to this study, 
without a good prediction of the energy distribution and the heat losses, the 
prediction of m! "" could not be accurate neither. It is therefore recommended to 
not include a large complexity to simulate the chemical degradation if the heat 
transfer mechanisms included in the model are kept simple. 
 
The knowledge of the predominant mechanisms enables the reorientation of 
the research concerning their formulations and their ranking for calibration 
purposes. Fundamental studies are required to improve the submodels linked to 
heat transfer and more generally energy distribution. An accurate 
implementation of these mechanisms can be achieved by selecting appropriate 
quantities of interest (e.g. temperature profile) and experimental conditions 
where the mechanisms are influent.  
 
Like a parametric sensitivity study, the results are specific to the cases 
studied (i.e. experimental conditions). Similar investigations are required 
varying experimental conditions and taxonomies. A global optimisation of the 
required mechanisms might be assessed using sophisticated techniques such as 
genetic algorithms applied on the selection of the mechanisms.  
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Uncertainty in the calibration 







Polymer pyrolysis is a key phenomenon in solid ignition, flame spread and 
fire growth. It is therefore an essential part in the understanding of fire 
behaviour. Advances in pyrolysis modelling during the last decade have mainly 
resulted in an increase of the number of physical and chemical mechanisms 
implemented in the models. This stems from the implicit assumption that 
models with a higher level of complexity should be more accurate. However, a 
direct consequence of this growth in complexity is the addition of new 
parameters and the accumulation of modelling uncertainty by the lack of 
knowledge of their values. Their large number and the difficulty to quantify 
their values from direct measurements often oblige modellers to solve an inverse 
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problem to perform the calibration of their models. With this technique, the 
model equations and the experimental data are consequently coupled to the 
parameter values. This phenomenon, which is most often ignored, is 
investigated in this study using different levels of model complexity for the 
simulation of transient pyrolysis of PolyMethylMethAcrylate in non-flaming 
conditions. Among the wide range of possible model complexities, five models 
with a number of parameters going from 30 to 3 are considered. Models with 
different number of mechanisms achieve a similar level of accuracy by virtue of 
using different parameter values. The results show the strong presence of 
multiple compensation effects between different mechanisms, and that an 
increase of model complexity induces accumulation of uncertainty in the 
parameter values. It is expected that the use of more and specific data can help 
to break down the compensation effects. It is therefore desirable that an 




This chapter results from a joint work performed with Dr Guillermo Rein 
from the University of Edinburgh (UK).  
 
Nomenclature 
A  Pre-exponential factor [s-1] ref  Reference  T«#´  300K c  Specific heat [J/(kg.K)] sim  Simulation E  Activation energy [kJ/mol]   k  Thermal conductivity [W/(m.K)] Greek symbols n  Order of reaction [ - ] γ  Power properties evolution N  Number of experimental points ε  Absorptivity coefficient [ - ] T  Temperature [K] κ  Attenuation coefficient [m-1] 
  ρ  Density [kg/m3] 
Subscripts υ  Yield of reaction 






Despite the extensive use and constant development of fire modelling tools, 
the current state of the art is still not capable of predicting fire growth rate from 
first principles. The pyrolysis process of the condensed phase represents one of 
the main challenges related to this problem. It is a key phenomenon in solid 
ignition, flame spread and therefore in the global understanding of fire 
behaviour. Advances in pyrolysis modelling during the last decade have mainly 
resulted in an increase of the number of physical and chemical mechanisms 
implemented in the models. This stems from the implicit assumption that 
models with a higher level of complexity should be more accurate. However, a 
direct consequence of this growth in complexity is the addition of new 
parameters and the accumulation of modelling uncertainty by the lack of 
knowledge of their values.  
 
A computational model is based on three main components: the equations of 
the model, the input parameters, and the experimental data used to validate the 
model. The equations, direct function of the assumptions performed, describe 
mathematically the physical and chemical mechanisms which are then solved in 
time based on the assumed boundary conditions. The input parameters are a set 
of values required to perform a simulation. This set is composed of material 
properties (e.g. kinetic triplet, attenuation coefficient), initial and boundary 
conditions (e.g. incident heat flux, sample thickness, convective cooling) and 
numerical aspects (e.g. grid size and time steps). The experimental data is made 
of the measurements to which the model predictions are to be compared (e.g. 
mass loss rate, surface temperature and in-depth temperature profile). 
 
The goal of a model is to be able to predict the evolution of the pyrolysis 
behaviour. In practice, the change of experimental conditions can influence the 
controlling mechanisms [1 (chap 6),2], implying the necessity of adding more 
mechanisms (simple models are often valid only for specific experimental 
conditions) or to compensate the simplified mechanisms by considering effective 
properties which become dependent on the experimental procedure [3,4 
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(chap 2)]. The first models for the prediction of ignition were simple analytical 
expressions based on heat conduction. The most recent ones are numerical and 
multi-physics models of the heat and kinetic transient response of the polymer. 
Issues grow rapidly with the number of possible mechanisms that can be added. 
 
Once the model equations are chosen, the input parameters are then 
quantified through a process called calibration. Recently, Stoliarov et al. [5] 
showed that is possible to quantify many of the material properties from 
multiple independent experiments. However, for some materials (especially 
charring materials), challenging experimental difficulties arise and some key 
input parameters cannot be measured independently [3,6]. Moreover, the scarce 
availability of experimental data in fire science (especially for new materials) 
and the large number of parameters required (including new more specific ones) 
imply that model calibration using independent experiments quickly becomes a 
prohibitive economic and time cost. The applicability of this methodology is 
therefore limited.  
The number of experiments can be reduced by exploiting the data base 
available in the literature. However, the variability of the results can be 
significant [4 (chap 2)]. As an example, Kashiwagi et al. [7] have demonstrated 
that two materials supplied by different manufacturers, but sold under the same 
trade name, can present large differences in their pyrolysis behaviour. This 
material variability cannot be ignored and it is expected to increase with the use 
of new technologies such as fire retardant and nanocomposites.  
 
The mentioned difficulties associated with the calibration process inspired 
the concept of inverse modelling. In this case, the experimental data become 
entirely integrated in the calibration process and an optimisation routine is used 
to quantify the best set of parameters which explain the observed pyrolysis 
behaviour. The most used experimental data for model calibration have been the 
mass loss rate and the surface temperature [8-10]. The optimisation technique 
used is a function of the number of variables and their interactions. In the past, 
only the few most uncertain parameters (i.e. the kinetics parameters) were 
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generally used as potentiometers [11]. However, sophisticated mathematical 
procedures have been developed to increase the number of parameters optimised 
simultaneously (e.g. Genetic Algorithm GA [8,12] or Shuffled Complex Evolution 
SCE [9]). Lautenberger and Fernandez-Pello [10] have shown recently the 
influence that the choice of algorithm can have on the optimised parameters. 
 
With this calibration technique, the optimised parameters become coupled to 
the set of equations included in the model and to the experimental data. The 
objective of this study is to assess the influence of the model complexity (i.e. 
mechanisms), most often ignored, on the calibration process using inverse 
modelling. The investigation is performed for the most understood non-charring 
polymer, PolyMethylMethAcrylate (PMMA), in non-flaming conditions. 
 
This modern topic of model complexity goes beyond polymer pyrolysis but 
applies to modelling of physical process in general [13,14]. The question of how 
to determine the most beneficial level of model complexity escapes simplistic 
approaches. This study is an approach to assess the prediction uncertainty 
caused by the selection of the model complexity. 
 
2. Experimental data 
The results from Kashiwagi and Ohlemiller [15] are used in this study as 
experimental data. They exposed 15 mm thick PMMA samples, vertically 
oriented, to a constant level of heat flux using a graphite plate heated at 
1260 °C. While they performed tests in different atmospheric compositions and 
at different heat flux levels, only the results obtained in [O2] 20% / [N2] 80% at 
40 kW/m2 are used. The influence of the experimental data on the calibration 
process by inverse modelling is out of the scope of this work.  
The mass loss rate and surface temperature measurements are plotted in 
Fig. 5.1. The experimental error has been estimated at 3 and 5 % respectively 
for the surface temperature and the mass loss rate according to the information 
given in Ref. [15].  
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3. Model equations 
3.1. Reference model 
Lautenberger and Fernandez-Pello [8], using their pyrolysis model called 
GPYRO, have performed an inverse modelling analysis with the full set of 
experimental data provided by Kashiwagi and Ohlemiller [15]. Their best 
predictions for the experiments studied in this work are also shown in Fig. 5.1.  
 
 
Figure 5.1: Mass loss rate and surface temperature of clear PMMA at 40 kW/m2 
in 20 % oxygen (non flaming conditions): measurements and predictions. 
 
The simulated mass loss rate follows closely the experimental measurements 
(within experimental errors). However, in the early (< 80 s) and final (> 160 s) 
stages, the mass loss rate is under-predicted. In the case of the surface 
temperature, the predictions capture the experimental behaviour even better.  
 
The model used by Lautenberger and Fernandez-Pello [8], called the 
“reference model” in the rest of this study, is based on mass, species and energy 
balances for the condensed phase. The source terms include in the energy 
conservation encompass the energy consumed by the chemical reactions and the 





































 Experiment [15]   
  Exp. error
  Reference model [8]
40 kW/m2 












in-depth radiation absorption. On top of that, the mass, species and momentum 
conservation equations are solved for the pyrolysis gases inside the solid matrix. 
The momentum equation enables the consideration of the gas pressure evolution 
and a description of the mass flux of gases released at the front surface instead 
of assuming an instantaneous release of the pyrolysis gases produced in depth.  
The pyrolysis chemical degradation used by Lautenberger and 
Fernandez-Pello [8] is composed of three steps (Eqs. 1 to 3).  
PMMA [ β PMMA  (5.1) 
β PMMA [ GAS   (5.2) 
β PMMA M υLO9 [ υ`]aGAS  (5.3) 
 
In the first reaction (Eq. 5.1) the solid species PMMA produces another solid 
species called β PMMA.  This reaction allows variations of the material 
properties to account for the formation of bubbles. This reaction does not absorb 
energy (i.e. heat of pyrolysis ΔH = 0 kJ/kg). The other two reactions produce 
pyrolysis gases: one by thermal degradation (Eq. 5.2) whereas the other by 
oxidation (Eq. 5.3). They are both assumed endothermic. These reactions are 
modelled by Arrhenius’s laws with the kinetics triplet: pre-exponential factor A, 
activation energy E and order of reaction n. The material properties (thermal 
conductivity k, specific heat c and density ρ), expressed generically by φ, are 
allowed to vary with temperature in Eq. 5.4, following a power law controlled by 
γφ. This temperature dependency implies a potential swelling or shrinking only 
due to thermal impact.  
φ  φP d CC£@¨g
ÒÓ
         φ ± ²k ;  ρ ; c³  (5.4) 
 
The radiation absorption (non-reflected fraction of the incident radiation - 
based on the absorptivity/emissivity ε ) is assumed to occur in-depth using 
Beer-Lambert’s law with a finite attenuation coefficient κ . The full set of 




3.2. Model taxonomy 
In this study, the model GPYRO is used with different levels of complexity. 
The most complex model, called M1, is identical to the reference model with the 
exception that the pressure evolution inside the condensed phase is considered 
negligible (i.e. gas phase momentum equation not solved). Lautenberger et al. 
[17] used a similar level of complexity for the pyrolysis behaviour of fibre 
reinforced polymer. The other models, ranked from M2 to M5 (decreasing level of 
complexity), correspond to simplifications of M1. The total number of parameters 
evolves from 30 to 3 between M1 and M5.  
M2 assumes that among the mechanisms included in M1, the predominant 
ones are related to the chemical decomposition of the solid sample. The evolution 
of the material properties with temperature is therefore considered negligible 
(γφ  0) and the energy is integrally (ε  1) absorbed at the surface (κ [ ∞). On 
top of that, the heat sinks due to the endothermicity of the reactions are 
assumed not to be significant (ΔH = 0 kJ/kg).  
M3 considers only 1 step reaction (PMMA [ GAS ) but the heat transfer 
mechanisms from M1 are all considered. Cordova and Fernandez-Pello [11] 
estimated with a similar model the time to reach critical mass flux (ignition 
criterion) for black PMMA subjected to a constant heat flux level. 
M4 suggests that the chemical degradation is secondary (opposite 
assumption as M2) and more importance is put to the heat transfer mechanisms. 
The solid is therefore assumed inert (i.e. no reaction) but the in-depth radiation 
absorption and the temperature dependency of the material properties are 
modelled. Jiang et al. [18] provided an analytical solution for a model close to M4 
but without the temperature dependency mechanism.  
Finally, the simplest model M5, is equivalent to M4, except that the solid is 
assumed to absorb at the surface (ε  1 and κ [ ∞) and the material properties 
are constant (γ°  0). Rhodes and Quintiere [19] used a similar approach to 
estimate the ignition time of non-charring polymers. 
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Table 5.1 summarizes the assumptions of the different models studied in this 
paper and the number of parameters to optimise. There are many possible 
model taxonomies but the selected one serves to illustrate the global levels of 
complexity that can be found in the literature for finite-rate chemistry pyrolysis 
models. 
 
Table 5.1: Taxonomy of models complexity. 
Assumption invoked 
Models 
M1 M2 M3 M4 M5 
Heat of pyrolysis negligible: ∆H  0 kJ/kg      
1-step chemical degradation: PMMA → GAS      
Inert solid: no kinetics, no mass loss      
Constant thermo-physical parameters: γφ  0      
Radiation absorption at the surface: ε  1, κ [ ∞      
Number of input parameters 30 18 12 8 3 
Reference similar models [17] - [11] [18] [19] 
 
4. Optimisation process 
The process of inverse modelling has been performed in this study with a 
genetic algorithm (GA) implemented in GPYRO. This technique, based on 
Darwinian evolution, enables the optimisation of several parameters for 
non-linear models. Details on the principle and its implementation in GPYRO 
are available in the user and technical reference guides of the software [16].  
 
For each model, a GA with a population of 250 individuals has been run, in 
order to obtain the best set of parameters which predicts the measured mass 
loss rate and the surface temperature evolution presented on Fig. 5.1. The 
process of optimisation has been performed over 500 generations, except for M1 




The fitness, f-.®[#Ë , between experiments and simulations is estimated 
thanks to Eq. 5.5. 
f-.®[#Ë   4Ö ∑ Í Ø@ÙÚæØ@ÙÚEØD6ÝæÃU.UxØ@ÙÚÏ
9
 (5.5) 
where ' is the quantity of interest (either surface temperature or mass loss 
rate) and N  is the number of times experimental data and predictions are 
compared.  
 
There are two possible f-.®[#Ë, one for the mass loss and one for the surface 
temperature. For the calibration of M1, M2 and M3, the fitness used is the sum of 
both, whereas for M4 and M5, only the surface temperature fitness is used since 
the inert solid assumption leads to no mass loss predictions.  
The research domain is based on a literature review of the parameter 
variability for PMMA [4 (chap 2)]. These ranges have been taken wider on 
purpose to avoid any possible restriction derived from limitation of the current 
literature. 
 
5. Results and discussion 
The set of the 10 best simulations obtained with GA for each model is plotted 
on Figs. 5.2 to 5.5. The results obtained with the reference model are also 
represented for comparison. The calculated fitness spreads between 372 and 383 
for M1, 358 and 387 for M2 and between 382 and 403 for M3. A better fitness is 
therefore obtained for a model which does not have the highest level of 
complexity.  
 
By claiming different values for the input parameters, all models are capable 
of following the measurements with some degree of scatter. This scatter is more 
pronounced for the mass loss rate than for the surface temperature and it is 
found more significant with M2 (Fig. 5.3). Note that the simulations obtained 
with M2 which over predict or under-predict significantly the surface 
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temperature (Fig. 5.3b), are not the same simulations failing to simulate the 
mass loss rate (Fig. 5.3a). 
 
  
Figure 5.2: Comparison of the 10 best simulations obtained with model M1 
against the experimental results: (a) mass loss rate and (b) surface temperature. 
 
  
Figure 5.3: Comparison of the 10 best simulations obtained with model M2 
against the experimental results: (a) mass loss rate and (b) surface temperature. 
 
The predictions from M4 and M5 are shown in Fig. 5.5. These models assume 
that the solid is inert, and therefore only the surface temperature can be 
compared. In both cases, the 10 best fit simulations predict accurately the 
surface temperature with negligible scatter up to a threshold temperature 
around 370 °C (Fig. 5.5). The inclusion of in-depth absorption (M4) leads to a 
slight improvement of 10 °C but the over prediction above 380 °C remains. The 
failure of inert assumption models to predict the surface temperature above this 
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threshold has been observed also by Cordova et al. [20] (using an approximate 
analytical solution of M5). They claimed that the failure is related to the absence 
of heat losses by endothermicity of the pyrolysis reaction. The effect of 
endothermic pyrolysis can be further explored by looking at the improved 
surface temperature predictions of M1 and M3 (Figs. 5.2b and 5.4b). With both 
models, the surface temperature predictions are inside the experimental error. 
There are two mains differences between the model couples {M1 ; M3} and 
{M4 ; M5}: the chemical reaction scheme and the heat losses by endothermicity. 
The model M2, which includes a reaction scheme but does not consider 
endothermic pyrolysis, fails to predict correctly the surface temperature above 
375 °C. This result confirms the findings by Cordova et al. [20]: the accurate 
prediction of the surface temperature above 375 °C requires inclusion of 
endothermic pyrolysis. The failure of the inert assumption models is not linked 
to the change of solid species, induced by the reaction scheme and which can 
influence the heat transfer by conduction. However, the heat loss mechanism 
can be compensated in the prediction of the mass loss rate since M2 can provide 
predictions as good as those of the reference model (Fig. 5.6). 
 
  
Figure 5.4: Comparison of the 10 best simulations obtained with model M3 
against the experimental results: (a) mass loss rate and (b) surface temperature. 
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Figure 5.5: Comparison of the 10 best simulations obtained with model (a) M4 
and (b) M5 against the experimental results for the surface temperature. 
 
Figure 5.6 shows, for each model M1, M2 and M3, the best single match to the 
mass loss rate prediction from the reference model. There is at least, for each 
model, one simulation presenting a similar level of accuracy to the reference 
model. The agreement between different models using different parameter 
values illustrates the process of compensation effect. This artefact, which is 
commonly recognised in chemical kinetics [21], is shown in this study to apply 
also for heat transfer.  
 
 
Figure 5.6: Mass loss rate evolution of the single best match from M1, M2 and M3 
to reference model prediction. 
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Figure 5.7 shows the different values of the input parameters for the 10 best 
fits of each model. The spread of values is wider for the models with higher 
complexity (i.e. widest spread is for M1 and M2). This is an indication that the 
number of compensation effects increases significantly with the number of 
parameters. Many of the optimised values go significantly over the range found 
in the literature, indicating that unphysical values are found during the 
optimisation. 
 
   
   
   
   
Figure 5.7: Comparison of the optimised parameters from the 10 best fits for 
each model M1 to M5 with ranges found in the literature (solid lines) and values 
obtained with the reference model (dotted lines). 
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One issue related to inverse modelling is that it is difficult to take into 
consideration known correlations existing between parameters. As an example, 
for the thermo-physical properties described by Eq. 5.4, the coefficient γ° and 
the value at ambient temperature φP are linked to each other [4 (chap 2)]. As a 
consequence, even if the values for φP and γ° can both be found separately to be 
inside the literature ranges after optimisation, their combination could be 
unrealistic. This issue is observed more strongly in model M1. As an example, for 
one of the best fits obtained with M1, the parameters γ° and φP for the specific 
heat are found to be equal respectively to 0.88 and 2900 J/(kg.K). Both of these 
values are included in the literature ranges but their combination provides 
unrealistic values for temperature higher than 100 °C. 
 
As has been mentioned, models M1 to M3 can reproduce almost identically 
the prediction of the mass loss rate (Fig. 5.6) and of the surface temperature 
obtained by the reference model [8]. These do not represent necessarily the best 
predictions obtained with the models but their comparison is interesting due to 
the observable compensation effect. Table 5.2 compares the parameters of these 
simulations. While most of the values obtained with M2 and M3 agree 
approximately with the order of magnitude of those found by Lautenberger and 
Fernandez-Pello [8], the ones obtained with M1 are not in agreement and seem 
unrealistic. 
 
Note that the mass loss rate simulations (M1 to M3 and reference model) fail 
to capture the early stage (Figs. 5.2a to 5.4a) of the pyrolysis behaviour. This 
failure cannot be explained with the results presented here. It is probably the 
consequence of the change of the oxidative pyrolysis effect when the mass flux 
released at the free surface grows and displaces ambient oxygen as claimed by 
Kashiwagi and Ohlemiller [15] and Vovelle et al. [22]. This failure is a hint that 
another mechanism (probably in the gas phase) is required to capture the full 
mass loss evolution. However, more numerical and experimental evidence 
combined with fundamental studies are needed to confirm this theory before 
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oxygen displacement can be readily added to a pyrolysis model without 
accumulating uncertainty with new unknown parameters. The level of 
complexity associated with a model should be increased only when 
investigations show that the failure of the predictions to capture the 
experimental behaviour is related to its high degree of simplifications and that it 
is possible to quantify the new parameters added with the extra mechanisms.  
 
Table 5.2: Ranges of optimised values for best matched predictions of the mass 
loss rate between the reference model and M1 to M3.  
Variables Reference model [8] M1 M2 M3 
k [W/(m.K)] [0.16 ; 0.20] [0.29 ; 0.82] [0.28 ; 0.32] [0.26 ; 0.32] 
c [J/(kg.K)] [1572 ; 3327] [1122 ; 32565] [3402 ; 3614] [2109 ; 3704] 
ρ [kg/m3] [923 ; 1193] [470 ; 1250] [1007 ; 1158] [885 ; 1146] 
κ [1/m] [1000 ; 1980] [4430 ; 6870] N.A. 7106 
ε [-] [0.86 ; 0.87] [0.51 ; 0.99] N.A. 0.91 
logIA) [1/s] [1010 ; 1016] [1017 ; 1025] [1012 ; 1019] 1012.3 
E [kJ/mol] [115 ; 198] [218 ; 259] [125 ; 246] 169 
n [-] [1.04 ; 1.31] [0.8 ; 5] [1.51 ; 4.72] 1.71 
ΔH [kJ/g] [0.45 ; 0.73] [0.3 ; 0.96] N.A. 0.39 
 
M1, M2 and M3 can predict similar mass loss evolution to the reference model 
(Fig. 5.6) but this is achieved by using different parameter values. These 
differences have a significant influence on the in-depth temperature profile as 
shown in Fig. 5.8. Temperature differences up to 50 °C are observed between the 
simulations.  
 
The accuracy of thermocouples positioned close to the surface is low due to 
the presence of bubbles and melted polymer. However, the temperature 
evolution in-depth and away from the free surface, where the bubbles are not 
present, can be measured with an accuracy much lower than 50 °C and used as 
experimental data in order to reduce the uncertainty on the parameter during 
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the calibration process. The level of complexity of a model should be related to 
the resources available to calibrate it. 
 
 
Figure 5.8: Comparison of the in-depth temperature prediction for the 
simulations presenting equivalent predictions of the mass loss rate. 
 
6. Conclusion 
The influence of the model complexity on the calibration process by inverse 
modelling has been investigated in this study using genetic algorithms. It is 
shown that the same experimental data can be accurately predicted with 
different levels of complexity by using different parameter sets (number and 
values). This reveals the presence of multiple compensation effects between the 
mechanisms. They are shown to increase with model complexity and can lead to 
unphysical values for the optimised input parameters. These compensation 
effects in excessively complex models can prevent the understanding of the 
essential mechanisms. 
 
While inverse modelling is a powerful tool, the current state-of-the-art is 
such that uncertainty is created by the possible compensation effect when the 
level of complexity is increased arbitrarily. A model should be kept as simple as 
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its predictions. The comparison of the predictions from the different model 
equations suggests that a certain level of complexity is required to capture the 
experimental pyrolysis behaviour.  
 
The calibration conducted in this study considers surface temperature and 
mass loss rate. The process of calibration can be improved by using data 
obtained from different experimental conditions (e.g. different heat fluxes, 
ambient gas concentrations) where the importance of the parameters (i.e. 
sensitivity) is changed but it can be also improved by varying the type of 
measurements (e.g. in-depth temperature profile). It is expected that the use of 
more and better quality data can help to break down the compensation effects. 
In the future, it is therefore desirable that a more appropriate level of 
complexity is reached by considering the quality of the available data. 
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Comparison of pyrolysis behaviour 
results between the Cone 
Calorimeter and the Fire Propagation 





The Cone Calorimeter and the Fire Propagation Apparatus (FPA) are often 
used to carry out flammability studies of materials. There are various 
differences in the set up of these two devices that could lead to different fire 
behaviour for the same material. Among these, the impact of the different heat 
sources used is studied here. The Cone Calorimeter employs electric coils and 
the FPA uses tungsten lamps to radiate a given heat flux level to the sample. 
Experiments are conducted in the FPA set up using a conical resistance or 
tungsten lamps as the heat source with clear PMMA and wood samples. Mass 
loss and temperature measurements are taken during the tests, and the bubble 
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layer depth is measured after the tests. Significant differences in the pyrolysis 
behaviour of both samples between the Cone Calorimeter and the FPA are 
consistently observed at the same heat flux level. The theory of radiative heat 
transfer and qualitative modelling show that the wavelength dependency of the 
radiation, reflectance and in-depth radiation absorption are the main reasons 
explaining the different pyrolysis behaviours. The conclusion reached 




This chapter results from a joint work performed with Dr Pierre Girods from 
ENSTIB, the University of Nancy (France), Dr Hubert Biteau, Dr Guillermo 
Rein and Prof José L. Torero from the University of Edinburgh (UK).  
 
Nomenclature 
L  Optical path [m] ini  Initial condition r  Reflectivity [ - ] λ  Wavelength dependent t  Time [s]   T  Temperature [K] Greek symbols 
  α  Absorbance [ - ] 
Subscripts γ  Dimensionless mass loss [ - ] alu  In aluminium block κ  Attenuation coefficient [m-1] ign  At ignition   
 
1. Introduction 
Research in fire safety related to material characterization typically involves 
the use of bench-scale apparatus such as the Cone Calorimeter [1] or the FM 
Global Fire Propagation Apparatus (FPA) [2]. Both apparatuses aim to provide 
similar information on the behaviour of materials exposed to an external heat 
flux [3,4]: ignitability (time to ignition, critical heat flux), heat release rate, 
combustion gases, mass loss and others. Accurate measurements of these 
variables are essential to understand the response of materials to fire and to 
obtain relevant flammability properties. Knowledge of the latter allows an 
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advanced description of the chemical and physical mechanisms taking place 
during burning, i.e. modelling.  
The designs of the Cone Calorimeter [3] and the FPA [4] were defined more 
than 30 years ago. While the exhaust and gas collection systems are relatively 
similar, the heating system and the geometry of the combustion chamber 
contain significant differences. Under similar experimental conditions, there is 
an expectation that similar results will be obtained since both apparatuses were 
designed to be able to extract material properties. However, experimental 
measurements have shown otherwise (Fig. 6.1). 
The time to ignition measurements carried out with the Cone Calorimeter 
and the FPA (or slight variants of this apparatus) for black 
PolyMethylMethAcrylate (PMMA) samples (Fig. 6.1) show two distinct groups of 
data. The samples of black PMMA ignite faster with the Cone Calorimeter than 
with the FPA. 
 
 
Figure 6.1: Inverse square root of the time to ignition for black PMMA samples 
extracted from the literature. The uncertainty is estimated at ± 2 s. 
 
Given the importance of the flammability properties when defining standard 
material classification or when using fire models, the origins of these differences 










Factory Mutual Research Corporation's Flammability apparatus
and Advanced Flammability Measurements apparatus











 Cone calorimeter 
 FPA (or similar )
Black PMMA
154 
need to be fully understood. The magnitude and consistency of the differences 
between the two test methods makes it unlikely that it stems only from errors 
inherent to heterogeneities of the tested materials or from errors associated with 
the measurements. Consequently, potential biases relative to the methodology 
need to be investigated. 
To be relevant, the argument has to emphasize the main differences between 
both apparatuses:  
 The sample holder: it is square (stainless steel) for the Cone 
Calorimeter and square or circular (aluminium) for the FPA. 
Dimensions are nevertheless consistent. 
 The design of the combustion chamber: different geometry. 
 The pilot used for ignition: spark for the Cone Calorimeter and 
air/ethylene flame for the FPA. 
 The heating source type: truncated cone made of electrical coils for 
the Cone Calorimeter and 6 tubular quartz-filled with halogen gas 
placed in a rectangular-shaped enclosure (4 lamps) for the FPA. 
 The heating source position: directly above the sample for the Cone 
Calorimeter and on the side for the FPA. 
 The experimental protocols: the main difference is linked to the 
presence of air supply (200 l/min recommended) blowing under the 
sample in the case of the FPA. 
The equipment design and the experimental protocols of both apparatuses 
are explicitly mentioned in the corresponding standards: ASTM 1354-10a (Cone 
Calorimeter) [1] and ASTM E2058-03 (FPA) [2]. 
The degree of influence of these differences on the experimental results is 
best assessed on a one-to-one basis (uncoupled manner). 
A non-exhaustive literature review [6–11] shows that the influence of the 
radiative characteristics of the heater source on the results is an area of concern. 
Thomson and Drysdale [6] studied the impact of the spectral distribution on 
the time to ignition for PMMA using a conical heater. In order to assess the 
impact, they used the same heater but with two different experimental 
protocols. First, they varied the heat flux by increasing and decreasing the 
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temperature of the heater element while they kept the distance to the sample 
constant. Then, they carried out a new series of tests changing the heat flux 
level by varying the vertical elevation of the heater above the sample but with a 
constant heater temperature. According to Wien’s law, variations in the emitter 
temperature have a direct influence on the spectral distribution and the position 
on the peak of emission. Thomson and Drysdale [6] concluded that ignition time 
measurements depend on the spectral distribution of the radiant heater. Finally, 
they compare their previous time to ignition to tests carried out with a CO2 laser 
beam providing a heat flux of 34 kW/m2. The time measured with the laser was 
up to 6 times larger. In this work Thomson and Drysdale [6] focussed on the 
surface temperature at ignition and they found that for PMMA, the surface 
temperature tends to be independent of the emission wavelengths. They 
confirmed this with their laser tests. They compared their results with 
Kashiwagi [7] who also used a CO2 laser beam as the heater source. The time to 
ignition could not be compared since he performed his experiments at heat flux 
levels higher than 70 kW/m2. However, their surface temperature 
measurements can be compared. Kashiwagi’s measurements [7] were found to 
be relatively high. They claimed that this discrepancy in the surface 
temperature measurements came from the pilot used and the fact that the part 
of radiation absorbed by the gas phase was significantly higher in the range of 
heat flux levels used by Kashiwagi [7]. 
Hallman [8] compared the ignition delay time for black, clear and white 
PMMA with two different heaters: a tungsten lamp and a benzene flame (see 
Fig. 6.2). The experiments were carried out with the sample mounted in the 
vertical position to reduce the dependence on the flow conditions. Hallman’s [8] 
results show that the impact of the heater does not appear with all the types of 
PMMA. Ignition of black PMMA is independent of the heater used. However, the 
ignition of clear and white PMMA samples is a function of the heater source 
used and the difference in the delay time to ignition between both heaters 





Figure 6.2: Ignition test measurements for (a) black PMMA and (b) clear PMMA 
with two heater sources: tungsten lamp and benzene flame. The uncertainty is 
estimated at ± 2s. 
 
Wesson et al. [9] carried out similar experiments to Hallman [8] (same 
apparatus, vertical orientation and same heaters) with the difference that they 
used wood samples (6 different types of wood for ignition tests). By taking into 
account the relative absorbance of their samples under a benzene flame and 
tungsten lamps, and the effect of the density and the thickness of the different 
types of wood, they were able to explain the discrepancy between the ignition 
delay times measured with both heater sources for all wood types. They 
concluded that the time to ignition is strongly dependent on the spectral 
distribution of the incident radiation since the absorbance of wood is low (with a 
minimum of 0.16) between 0.6 µm and 2 µm and becomes higher (with a 
maximum of 0.95) at longer wavelengths. They presented absorbance 
measurements as a function of the wavelength for only two kinds of wood but 
they claimed that the results for the 14 types of wood tested are similar. They 
provided the effective absorptivity (across a range of wavelengths included 
between 0.3 µm and 5.45 µm) for the 14 types of wood: the data spreads over a 
narrow range with an average value of 0.76 ± 0.01 for benzene flame radiation 
and 0.48 ± 0.08 for tungsten lamps. 
 
Recently, Försth and Roos [10] have carried out a large experimental study 
on absorptivity measurements for different material types. They assessed 
theoretically the impact of the heater temperature by calculating the effective 











































absorptivity of their sample as a function of the emissive power of the radiative 
source. They also provide some interesting results on the evolution of the 
absorptivity of the sample after being exposed to an external heat flux for 
different times. 
Linteris et al. [11] have studied the concept of the absorbance in detail and 
provide experimental results where they clearly show a dependency on 
thickness. On top of that, they show that according to the range of wavelengths 
analysed, the measurements of absorbance can give results differing by an order 
of magnitude. Their results emphasize the relative caution that experimentalist 
and modelling teams need when they deal with in-depth radiation absorption.  
 
As a consequence of these studies, experimental teams [12-14] have resorted 
to using a black coating on all tested samples to try to guarantee that the heat 
flux measured by a gauge is the same as that absorbed by the material surface, 
independently of the radiative properties of the material. While this guarantees 
consistency between tests, it changes the impact of the effective radiative 
properties of the material and also results in non-quantified degradation issues 
of the coating. A recent study [5 (chap 1)] tends to prove that a black coating on 
the exposed surface does not guarantee a total surface absorption. 
 
The present work focuses on how the heating systems of the Cone 
Calorimeter and the FPA affect the pyrolysis behaviour of flammable materials. 
Experiments have been conducted using clear PMMA and wood (Spruce) 
samples. Comparisons of visual observations and mass loss and temperature 
measurements are performed. These complement previous experimental 
findings concerning the impact of the radiative source on the ignition delay 
times and confirm theoretical ones. Indeed, a deeper analysis of the pyrolysis 
behaviour (not only on delay time to ignition) enables an emphasis of the 




2. Experimental section 
2.1. Sample preparation 
The present study incorporates several modifications to the standard 
sample holders to minimize the effect of these on the results. The main 
differences between the sample holders are associated with the insulation of the 
sample and the way the sample edges are treated. Therefore, for the present 
study, the sizes of the samples were reduced to 65 × 65 × 65 mm for the wood 
and 75 × 75 × 25 mm for the clear PMMA. The sample edges were treated in an 
identical manner. The lateral sides of the samples were insulated with ceramic 
fibre (10 mm width) coated with aluminium foil that also covered the edges of 
the sample. Heat transfer through the back of the sample was standardized by 
introducing an insulated aluminium block [15]. The back surface of the sample 
was thus in contact with an aluminium block that was insulated on the sides 
and back (see Fig. 6.3). High thermal conductivity glue (Dow Corning 340) was 
added between the back surface of the sample and the aluminium block to 
ensure good contact. In the case of wood, the samples are placed such that the 
wood fibres are perpendicular to the vertical axis. More detailed justifications 
for the sample holder arrangement can be found in Carvel et al. [15]. 
 
 
Figure 6.3: Schematic of the sample holder. 
 
2.2. Experimental procedure 
Experiments have been performed with the two types of heaters (conical 
resistance and tungsten lamps) at 20 kW/m2. To make the tests comparable, 
they have both been carried out within the chamber of the FPA apparatus. In 
PMMA or Wood 
Aluminium block 
Insulation 
the case of the test with the conical resistance, the FPA has been modified (see 
Fig. 6.4) by placing the electrical cone hea
Cone Calorimeter.  
 
Figure 6.4: Schematic and picture of the experimental apparatus with both 
heaters
 
In the FPA confi
quartz lamps filled with halogen (Research Inc. model 5208) have been used. 
The conical resistance is made of inconel and its temperature is regulated by a 
PID (Proportional Integral and Derivative) t
types has been calibrated using a heat flux meter to 
heat on the top surface of the sample is kept within ±
during the course of the experiment. 
Natural convection condition
of the flow caused by the presence of the conical resistance just above the 
sample. To increase the time before ignition, the tests have been performed 
without pilot. 
The mass loss of the sample has been mea
The temperature profile has been recorded in
The measurements have been carried out with three Type
(1 mm of diameter) inserted parallel to the exposed surface at 5, 15 and 
depths. For the PMMA samples, only the temperature of the aluminium block 




ter above the sample as it is in the 
 
: tungsten lamps and conical resistance.
guration, four heaters composed of six
emperature controller. Both heater 
ensure that the radiant 
 10 % in time and space 
 
s are chosen in order to reduce the perturbation 
sured for both materials studied. 
-depth only for the wood samples. 









were avoided because this material has a high transmittance and the measured 
temperature would correspond to a complex mixture of the absorption of the 
radiation by the thermocouple and conduction from the material, thus 
introducing further sources of uncertainty. 
 
Temperature and mass loss were not taken simultaneously due to the large 
perturbation on the mass loss reading caused by the vibrations of the 
thermocouples wires. Basic visual observations were noted on the sample shape 
after the experiments and of the thickness of the bubble layer appearing due to 
in-depth thermal degradation. 
 
2.3. Experimental results 
For both heaters set up at 20 kW/m2, auto-ignition was not observed for both 
types of materials (wood and clear PMMA), thus the discussion concerns only 
the interaction between the heaters and the samples. 
 
2.3.1 Clear PMMA samples 
The temperature increase of the aluminium block located at the back is 
shown in Fig. 6.5 for only 500 s over the more than 2000 s the tests lasted. The 
repeatability of the results for both heater types is excellent (± 2 °C over 
35 min). It appears that the aluminium block located under the sample exposed 
to the tungsten lamps is heated as soon as the exposure starts. Its temperature 
is increased of 10 % in less than 100 s whereas it takes around 350 s for the 
same increase when the sample is exposed to the electrical conical resistance 
 
Mass loss measurements are shown in Fig. 6.6 based on the dimensionless 
mass loss parameter γ which is defined as the mass lost since the beginning of 
the test divided by the initial mass (percentage). The samples exposed to the 




Figure 6.5: Temperature increase of the aluminium block located at the back of 




Figure 6.6: Dimensionless mass loss coefficient γ versus time for tungsten lamps 
and conical resistance experiments with clear PMMA samples. 
 
During the experiments, bubbles appeared on the exposed side of the 
samples. After the tests, the samples were cut (Fig. 6.7) in order to observe the 
thickness of the bubble layer on the cross section. It is observed that the bubble 
layer is thicker when the sample is exposed to the lamps. This indicates that the 
in-depth temperature profile depends on the heater type. In the case of the 























































Modelling: Mechanism of in-depth radiation absorption








 Conical resistance    Tungsten lamps       
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conical resistance, heating takes place on a thin layer close to the top surface. In 
contrast, clear PMMA seems to absorb energy at a greater thickness when it is 
exposed to the tungsten lamps.  
 
  
Figure 6.7: Vertical sections of clear PMMA samples showing the bubble layer 
depth. Samples were exposed to a heat flux level of 20 kW/m2 for 35 min with: 
(a) conical resistance and (b) tungsten lamps. 
 
The differences in sample observations, mass loss measurements and 
aluminium block heating are the result of different radiation attenuations 
according to the heater used. The non-reflected radiation in the clear PMMA 
surface is passing through the sample and it is subjected to in-depth attenuation 
as it is presented in Eq. 6.1. The energy is not absorbed at the surface but 
in-depth (Beer Lambert’s law) and the value of the attenuation coefficient κ 
controlling this absorption is not the same for both heaters. 
α¹  1 N I1 N r)9eIEOéW) N r  (6.1) 
 
A consequence of the in-depth radiation absorption is the presence of a peak 
of temperature inside the solid and not at the surface. This characteristic is 
more apparent as the heat flux level increases [5 (chap 1)]. The peak location is 
related to the depth penetration by radiation which is proportional to the 
inverse of the attenuation coefficient. The radiative penetration depth is 
independent of the heat flux level and is established instantaneously, whereas 







In order to estimate the value of the attenuation coefficient κ, measurements 
of the transmittance of the clear PMMA (by means of a heat flux gauge) for two 
different sample thicknesses (5 and 25 mm) have been carried out with the 
tungsten lamps. This experimental protocol corresponds to the one operated by 
Jiang et al. [16] for a range of wavelengths estimated between 0.46 µm and 
2.08 µm (60 % of the energy irradiated). The slope obtained by plotting the 
logarithm of the transmittance measured against the sample thickness gives an 
approximate value of the order of 10 m-1 for κ. 
 
In order to support the statement about the heater dependence of the 
attenuation coefficient, a qualitative analysis was performed with a pyrolysis 
model. This model, presented by Chaos et al. [17], solves kinetics, energy and 
mass conservation with the inclusion of the in-depth radiation absorption. The 
model is similar of the model GPYRO which is explained in detail elsewhere 
[18,19]. For the qualitative analysis, a single step reaction following a first order 
Arrhenius law with only two species (PMMA [ GAS) is considered. 
Considering that the bubble layer thickness for the clear PMMA exposed to 
the conical resistance indicates a high attenuation coefficient (κ [ ∞), it is first 
assumed that the material does not absorb in-depth but at the surface. Then, 
the most uncertain parameter values (kinetics parameters) have been modified 
in order to obtain numerically the same mass loss measured experimentally (see 
Fig. 6.6). The rest of the parameters are taken from those measured by 
Steinhaus [20]. In-depth radiation absorption is then included but no other 
parameter values changed. The measured value for the attenuation coefficient 
with the lamps of 10 m-1 was used. By only adding in-depth radiation 
absorption, the mass loss measurements for samples exposed to the tungsten 
lamps is captured (see Fig. 6.6). While these modelling results are only 
approximate and that the results should not be taken as quantitative, this 
simple analysis enables a confirmation that the in-depth radiation absorption 




2.3.2 Wood specimens 
During the tests with wood specimens, thermocouples were used to measure 
the temperature profile of the samples (see Fig. 6.8). The repeatability of the 
tests is worse than for the aluminium block measurements but this was 
predictable considering the non-homogeneity of the material properties (e.g. 




Figure 6.8: Temperature measurement in-depth (below the exposed surface) for 
wood sample exposed to tungsten lamps and conical resistance: (a) temperature 
vs. time and (b) depth vs. temperature. 
 
Among the temperature measurements plotted in Fig. 6.8, the temperatures 
5 mm below the surface of the samples present the higher difference between 
each type of heaters. The samples exposed by the conical resistance have the 
highest temperature at 5 mm under the surface. 
The mass loss measurements for the wood samples (Fig. 6.9) present the 
same behaviour as the ones presented in Fig. 6.6 for clear PMMA. Once again, 
the samples exposed to the conical resistance have a mass loss at similar time 
which is more significant than the ones exposed to the lamps. From Figs. 6.6 
and 6.9, it can be seen that the uncertainty on the measurements performed 
with the conical resistance are higher. This seems to be due to the rate of the 
mass loss which is more important for the samples exposed to the conical 
resistance. 
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Figure 6.9: Dimensionless mass loss coefficient γ versus time for tungsten lamps 
and conical resistance experiments with wood samples. 
 
3. Discussion 
In order to assess the possible causes of the discrepancy in the observed 
pyrolysis behaviour of the same material exposed by two different heat sources, 
the differences in the experimental set up have to be investigated more in depth. 
The first one is link to the position of the source. In the case of the Cone 
Calorimeter the heater is located just above the sample (at 2.5 cm [1] – see 
Fig. 6.4). This could have an impact for two reasons: the presence of an obstacle 
perturbs the flow and the high temperature of the conical heater elements (see 
Table 6.1) creates buoyancy. In the case where tungsten lamps are used, there is 
no obstacle directly above the sample. In order to reduce the impact that the 
flow could have on the results, it has been decided, given the protocol presented 
in Refs. [1,2], to perform the test in a horizontal position but without any 
injected air (natural convection). The ideal solution to avoid this perturbation 
would be to use a vertical orientation [8,9]. 
The second difference which is significant is the temperature range of the 
radiative source. Indeed, the conical resistance temperature is lower than 
1000 K for heat flux levels under 40 kW/m2, whereas the tungsten lamps (four in 
the FPA) are working in a temperature range greater than 2000 K for heat flux 
levels above 10 kW/m2 (see Table 6.1). 




















As a first approximation, it is assumed that these heat sources radiate as 
black bodies. Planck’s distribution of blackbody emissive power [21] gives the 
temperature and wavelength dependency of the emissive power. From this, it is 
shown that the difference in the operating temperature ranges of the heaters 
change significantly the wavelengths at which the emissive power is distributed 
(Fig. 6.10). 
 
Table 6.1: Operating temperatures for heat sources for Cone Calorimeter and 
FPA. 
Heat flux [kW/m2] 
Conical resistance Tungsten lamps 
Operating temperature [K] 
10 725 1970 
20 855 2280 
40 1013 2625 
 
Hallman [8] and Wesson et al. [9] measured respectively the absorbance of 
PMMA and wood. Figure 6.10 compares the spectral distribution of the 
absorbance for clear PMMA (a-b) and wood (c-d) with the emissive power 
distribution as a function of the wavelength for the conical heater (a-c) and the 
tungsten lamps (b-d). For both materials, the absorbance is relatively high in 
the operating wavelengths range of the conical heater and relatively low for the 
range of the infrared heater lamps. In general, clear PMMA and wood absorbs 
energy mostly for wavelengths higher than 2 µm. Below this threshold, the 
tungsten lamps emit around 60 % of their energy (see shaded are in Figs 6.10b 
and 6.10d). The same level of energy is emitted by the conical heater for 
wavelengths higher than 5 µm.  
Försth and Roos [10], in their recent study, confirmed this global trend for 
wood and plastic samples (sometimes with a decrease between 4 µm and 6 µm). 
Their numerical results of the effective absorptivity over the emitting ranges of 
different heater temperatures corroborate the global observation explained 
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above concerning the difference of absorption between radiation emitted at 




Figure 6.10: Spectral distribution of the absorbance against the emissive power 
of a blackbody at the corresponding heater temperature providing a heat flux of 
20 kW/m2. (a) conical resistance, clear PMMA; (b) tungsten lamps, clear PMMA; 
(c) electrical cone resistance, wood; (d) tungsten lamps, wood. Shaded area is 
60 % of the total intensity and centred on the peak emissive power value. 
 
In Ref. [8], Hallman indicates that he measured a non-negligible 
transmittance at low wavelengths for his clear PMMA samples (Fig. 6.11). 
 
From Figs. 6.10 and 6.11, it is seen that for clear PMMA not all the incident 
radiation is absorbed by the sample and the transmitted part is high for 
wavelengths lower than 2 µm. For wood, the transmittance is very low (for the 
whole spectrum) and can be assumed equal to 0. As a consequence, the low 
absorbance at wavelengths below 2 µm means that a large fraction of the 
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incident radiation is reflected [9]. These two different radiation behaviours 
explain well the measurements presented here. 
 
  
Figure 6.11: Spectral distribution of the transmittance of clear PMMA against 
the emissive power of a blackbody at the corresponding heater temperature 
providing a heat flux of 20 kW/m2: (a) conical resistance; (b) tungsten lamps. 
Shaded area is 60 % of the total intensity and centred on the peak emissive 
power value. 
 
For clear PMMA, the relatively high increase in temperature of the 
aluminium block when the tungsten lamp is used (wavelength below 2 µm) is 
due to higher transmission of the incident radiation. This high ratio of 
transmitted radiation means that the attenuation coefficient κ is low which is 
confirmed by the order of magnitude found by measurement: 10 m-1. In addition, 
a low coefficient κ leads to a larger radiation penetration depth (confirmed by 
the visual thickness of the bubble layer in Fig. 6.7). The presence of bubbles 
indicates the thermal decomposition of the solid into pyrolysis gases. However, 
the mass loss rate is lower for the samples exposed to tungsten lamps in 
Fig. 6.6. This is the consequence of a lower amount of energy absorbed but also 
of a wider distribution inside the sample. 
The presence of the bubbles in-depth goes against the main hypothesis of 
most of the pyrolysis models which states that pyrolysis gases are 
instantaneously released out of the sample. This observation tends to show that 
the transport of the pyrolysates may play an important role. 
















































































































For the wood, higher temperature measurements, just below the surface, 
are observed when the conical heater is used (wavelength above 2 µm). This is 
explained by the significant part of the incident radiation being reflected by the 
wood sample exposed to the lamps. The higher mass loss attributed to the 
samples exposed to the conical resistance in Fig. 6.9 is therefore only the 
consequence of a higher quantity of energy absorbed and not of the thickness 
through which the energy is distributed. 
Finally, the third difference between the two heater sources studied here is 
linked also to the position of the heaters. Due to their respective position 
(Fig. 6.4) the incident radiation does not arrive with the same angle on the 
sample. The conical resistance provides incident radiations intercepting the 
sample with a large range of angles (due to its inclined shape) whereas tungsten 
lamp radiations arrive with an angle between 70 ° and 80 ° to the normal of the 
surface. Hallman [8] studied the angular variation of the absorbance for clear 
PMMA and showed that the variation from a normal orientation to 70 ° is 
included within 15 % for wavelengths lower than 2 µm. A supplementary study, 
with the relation given by Jiang et al. [16] to calculate the reflectivity at a 
particular wavelength (linked to reflective index), shows that the reflected ratio 
varies between 0.038 and 1 when the angle formed with the normal of the 
sample is between 0 and 90 ° (0.17 for an angle of 70 ° and 0.39 for an angle of 
80 °). 
According to the experimental results from Hallman [8] and from Försth 
and Roos [10], the absorbance of the black PMMA is approximately constant 
over the wavelength range covered by the conical resistance and the tungsten 
lamps. Therefore a significant difference between these heaters should not 
appear. Figure 6.2a is in perfect agreement with this statement whereas Fig. 6.1 
is not. The difference between these two sets of data is the experimental 
protocols. In Fig. 6.2, the experiments were carried out with only one apparatus 
in a vertical orientation to avoid any flow disturbance whereas in Fig. 6.1 the 
measurements are obtained from Cone Calorimeter and FPA (or similar 
apparatuses) ignition tests.  
The discrepancies between the ignition delay times in Fig. 6.1 do not seem 
to be linked to the wavelength dependency of the material but could come from 
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the flow field and the sample holder differences. In [12], Beaulieu claims, 
according to measurements performed with black PMMA, that the shape and 
the thickness of the sample do not bring significant difference on the time to 
ignition but the Cone Calorimeter sample holder (due to conduction through it 
at its edges) and the flow are responsible for some discrepancies. The pilot used 
(flame or spark) seems not to cause a significant difference to the piloted 
ignition time since these two types of pilot are used indifferently with the Cone 
Calorimeter and the FPA (or similar) among the data set presented in Fig. 6.1. 
 
4. Conclusion 
The impact on the results obtained with a Cone Calorimeter and a Fire 
Propagation Apparatus (FPA) heater source has been studied here. This chapter 
builds on previous work which studied the impact of the heater source on time to 
piloted ignition. It confirms and expands previous studies by including 
temperature, mass loss and pyrolysis observations for clear PMMA and spruce 
wood samples. 
Planck’s wavelength distribution shows that the conical resistance wire 
from the Cone Calorimeter emits most of its intensity in a range of wavelengths 
greater than 2 µm whereas for the tungsten lamps from the FPA, the range is 
mainly situated under 2 µm. Moreover, it appears from previous studies on 
absorbance measurement (Hallman [8], Wesson et al. [9] and Försth and Ross 
[10]), that most of the energy absorbed by clear PMMA and wood samples is for 
wavelengths above 2 µm. However, different behaviour appears for clear PMMA 
and wood when the wavelength is lower than 2 µm: clear PMMA transmits the 
energy whereas wood reflects it. Mass loss and temperature measurements 
confirm that this mechanism explains the significantly different pyrolysis 
behaviour observed in the experiments. Therefore, it appears important to pay 
careful attention to the radiative properties of the material under study before 
making conclusions from the experimental results. 
It should be noted that in Ref. [2], it is recommended to use a quartz tube 
between the lamps and the sample. However, the tube filters the wavelengths 
greater than 2 µm. So with its use, the difference between the two heaters would 
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be increased. Moreover, for the typical uses of the Cone Calorimeter and the 
FPA, when the experimentalist desires to increase the heat flux imposed on the 
sample, the temperature of the heater is increased. This increase of temperature 
could therefore have an impact according to the radiative properties of the 
material.  
Finally, it appears that although some materials like black PMMA do not 
have a significant wavelength dependency in their radiation material properties, 
some small discrepancies appear between the Cone Calorimeter and the FPA 
ignition tests. These differences could be caused by many other variables and 
need to be explored in more detail. 
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Experimental study of radiative heat 
transfer in a translucent fuel sample 






Radiative heat transfer to a solid is a key mechanism in fire dynamics, and 
in-depth absorption is especially of importance for translucent fuels. The 
sample-heater interaction for radiative heat transfer is experimentally 
investigated in this study with two different heaters (electrical resistance and 
tungsten lamp) using clear PolyMethylMethAcrylate (PMMA) samples from two 
different formulations (Plexiglass and Lucite). First, the significant effects of the 
heater type and operating temperature on the radiative heat transfer are 
revealed with broadband measurements of transmittance on samples of different 
thicknesses. Then, the attenuation coefficient in Beer-Lambert’s law has been 
calculated from detailed spectral measurements over the full wavelength range 
encountered in real fires. The measurements present large spectral 
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heterogeneity. These experimental results and calculation of in-depth absorption 
are used to explain the reason behind the apparent variation of the fuel 
absorbance with the sample thickness observed in previous studies. The 
measurement of the spectral intensity emitted by the heaters verifies that the 
common assumption of blackbody behaviour is correct for the electrical 
resistance, whereas the tungsten lamp does not even behave as a grey body. 
This investigation proves the necessity of a multi-band radiation model to 
calculate accurately the radiative heat transfer which affects directly the in-
depth temperature profiles and hence the pyrolysis process for translucent fuel. 
 
Collaboration 
This chapter results from a joint work performed with Mr Jean Raynard 
from Airbus (France), Dr Michael Försth from SP (Sweden), Dr Pascal Boulet, 
Dr Gilles Parent, Dr Zoubir Acem from LEMTA, the University of Nancy 
(France), Dr Gregory Linteris from NIST (U.S.A.), Dr Guillermo Rein and Prof 
José L. Torero from the University of Edinburgh (UK). 
 
Nomenclature 
J  Intensity of emitted radiation 
[W/(m2.sr.µm)] 
FRONT Flux at the front surface 
 λ  Wavelength L  Thickness [m] τ  Transmitted flux q! ""   Heat flux [kW/m2]   r  Reflectivity [ - ] Greek symbols T  Temperature [K] α  Absorbance [ - ] 
  κ  Attenuation coefficient [m-1] 
Subscripts ρ  Reflectance [ - ] 0  Incident flux τ  Transmittance [ - ] BACK  Flux at the back surface   
 
1. Introduction 
Heat absorption for solid fuels is a key mechanism in fire growth (ignition 
and flame spread) [1]. Bench-scale tests have been developed in order to rank 
different fuels according to their flammability (e.g. Cone Calorimeter [2], Fire 
Propagation Apparatus (FPA) [3]. In these tests, the incident radiation on the 
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fuel sample is generally thought to be well known by virtue of assuming that the 
heat flux is emitted by a black body and received at the sample’s free surface 
with a constant absorptivity coefficient close to unity. These assumptions allow 
characterization of the incident heat flux simply by means of a heat flux meter.  
Past studies have challenged this assumption of total absorption by varying 
the type of heater [2-6], the heater-sample distance [6], the sample orientation 
[5] or by adding carbon coating [7]. These studies have revealed that the 
radiative heat transfer between the heater and the sample, which is essential 
for the understanding of pyrolysis and fire, is dependent on the experimental set 
up.  
 
Significant research is available on the experimental characterization of the 
material radiative properties. Hallman [4] measured the spectral absorbance α¹ 
for 36 polymers up to 6.5 µm under different incidence angles and for two 
thicknesses (3.175 and 1.27 mm). The variations in the measurements of the 
ignition delay time depending on the heat source (tungsten lamp or benzene 
flame) was explained by the spectral distribution of the absorbance.  
Försth and Roos [8] measured α¹ (6 mm thick samples) for 62 materials over 
a wavelength range [0.3-20 µm]. Given the spectral intensity emitted by the 
source J¹, they estimated the broadband effective absorbance αë with Eq. 7.1: 
αëIL)  b ìéIW)íéIC)¹FÂ b íéIC)¹FÂ   (7.1) 
 
where λ  is the wavelength, T  the heater temperature and L  the sample 
thickness.  
Equivalent expressions can be developed for the effective transmittance τ̧ 
and reflectance ρ̧  respectively based on their spectral distribution τ¹and ρ¹. 
Försth and Roos [8] specified J¹ assuming blackbody behaviour for a conical 
electrical resistance (operating temperature between 674 and 1300 K providing 
a heat flux between 10 and 100 kW/m2). They observed a weak dependency of αë 
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to the heater temperature (e.g. for clear PolyMethylMethAcrylate (PMMA) 
0.87 < αë < 0.93).  
Linteris et al. [9] measured α¹ over [1.5-15.1 µm] for 11 thermoplastics using 
samples with L lower than 3.5 mm. They estimated τ̧ through the sample as a 
function of L using an equivalent expression to Eq. 7.1. Moreover, they studied 
the ratio of spectral radiative fluxes q! î"" q! U""⁄  (where q! î""  is the radiative flux 
transmitted through the sample and q! U"" the incident flux on the free surface - see 
set up in Fig. 7.1). This ratio q! î"" q! U""⁄  is equivalent to τ̧  in Eq. 7.1 with the 
approximation that the view factor of the source to the top surface is equal to 
the view factor of the source to the back surface [10]. Linteris et al. [9], using a 
conical electrical resistant, observed discrepancies between τ̧  and q! î"" q! U""⁄  that 
were assumed to be the consequence of the narrowness of the spectral range 
explored. They show also that most of the radiation (> 80 %) is absorbed 
in-depth over a thin layer (~1 mm for clear PMMA). Moreover, they also 
observed that µ¶Iq! î"" q! U""⁄ )  varies non-linearly with L , indicating that 
Beer-Lambert’s law [10] is not satisfied broadband.  
 
 
Figure 7.1: Experimental set up of the heat source, the sample and the heat flux 
meters. Inset: Schematic of the multiple reflection mechanism. 
 
Most of previous investigations on radiative heat transfer to solid fuel have 
been performed with a conical electrical resistance as heat source, whereas other 
sources are used in flammability tests such a benzene flame [4] or tungsten 
lamps in the FPA [5,11 (chap 6)-13 (chap 1)]. Girods et al. [11 (chap 6)] 
conducted pyrolysis experiments on clear PMMA and wood samples using two of 
these sources: a tungsten lamp and an electrical resistance. They showed that 
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the pyrolysis behaviour is strongly dependant on the heater type and that it is 
essential to better understand the physical mechanism of in-depth heat 
absorption through fundamental measurements. 
 
Standard ignition tests aim at eliminating the impact of the radiative 
material properties by adding a carbon coating on the free surface and hence 
facilitate the assumption of absorptivity equal to 1. Bal and Rein [13 (chap 1)] 
recently demonstrated that this assumption is incorrect and that around 65 % of 
the radiation is transmitted through the coating layer and absorbed in-depth. 
Linteris et al. [9] further supported this finding by showing that the 
transmittance of thin black PMMA (L < 0.2 mm) is around 60 %. Thus, in-depth 
radiative heat transfer through the material is of importance in pyrolysis for 
translucent fuels, even in the presence of carbon coating.  
 
While the flammability results extracted from standard tests (e.g. time to 
ignition and ignition temperature) are commonly used for the calculation of fire 
growth, the differences in the radiative heat transfer between tests have been 
largely ignored in the past. This paper investigates experimentally the radiative 
heater-sample interaction by using the heat sources of the two most important 
flammability bench-scale apparatuses (tungsten lamp and electrical resistance) 
on two types of clear PMMA samples (Plexiglass and Lucite) over a range of 
sample thicknesses. 
 
2. Broadband measurements of the sample 
transmittance 
The ratios q! î"" q! U""⁄  of transmitted to incident radiative heat fluxes were 
measured for clear PMMA samples of different thicknesses when exposed to a 
tungsten lamp and an electrical resistance. A heat flux gauge was used to 
measure q! î"" and q! U"" following a methodology similar to that in Linteris et al. [9] 
(Fig. 7.1).  
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The tungsten lamp heater is made of six tubular quartz bulbs filled with 
halogen gas placed in a rectangular-shaped enclosure with a quartz window. 
The resistance heater is a truncated cone made of electrical coils. Both heaters, 
positioned normal to the free surface, were set to provide 20 kW/m2 at the centre 
of the sample’s free surface. This heat flux level is achieved for the resistance 
when located 25 mm away from the sample and with the coil temperature sets 
at 858 K (controlled by a proportional integral-derivative device). The heat flux 
level is reached for the lamp when located 160 mm from the sample and with 
the filament at 2610 K (data based on the operating voltage from manufacturer 
for only one lamp). These heat flux levels and heater positions correspond to 
typical conditions used in bench scale tests.  
The samples of PMMA used come from two different suppliers and are sold 
under the commercial names of Plexiglass and Lucite. Samples from both 
extruded and cast manufacturing processes are explored. In total, ten different 
thicknesses from 0.375 to 51 mm were tested.  
 
The ratio q! î"" q! U""⁄ , measured and reported on Fig. 7.2 as a function of the 
sample thickness L, corresponds to averages over three consecutive tests (lasting 
only a few seconds each). The maximum deviation from the average was 0.045 
for the electrical resistance and 0.03 for the lamp.  
Given that the radiation sources are not collimated, the heat flux 
continuously decays with distance from the source. Therefore, the incident heat 
flux q! U"" is neither the incident heat flux measured at the distance of the free 
surface q! U fÖC"" , nor the one measured at the distance of the back surface 
(without sample) q! U ï]ð"" , but it is in-between these two. The true ratio is 
therefore inside in the range ²q! î"" q! U fÖC""⁄ ; q! î"" q! U ï]ð""⁄ ³, represented in Fig. 7.2 
by the dashed area for 20 kW/m2. The good repeatability of the measurements is 
also visible in Fig. 7.2 (e.g. Lucite for L equals 9 or 20 mm).  
 
Figure 7.2 shows that q! î"" q! U""⁄  decreases non-linearly with L , and that the 
trend is different for each heater. A 1 mm thick sample exposed to 20 kW/m2 
with the lamp transmits between 63 and 69 % of the incident heat flux, while 
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only 9 to 10 % is transmitted with the resistance. For a 50 mm sample (typical 
upper size in bench-scale testing), more than 20 % of the lamp radiation is 
transmitted through the sample whereas less than 1 % is transmitted with the 
conical resistance. 
In-depth radiation heat transfer is not significantly affected by the 
formulation (Plexiglass/Lucite Fig. 7.2) or by the manufacturing process 
(cast/extruded; not represented in Fig. 7.2 for clarity). 
 
  
Figure 7.2: Transmitted to incident heat flux ratio for clear PMMA samples 
(Plexiglass and Lucite) exposed to a radiative source (conical resistance and 
tungsten lamp) providing 10 and 20 kW/m2 for thicknesses ranging between 
0.375 and 51 mm. 
 
The influence of the distance heater-sample was investigated by keeping the 
same emitting temperature but moving the heaters from their initial position of 
distances between 20 and 50 mm. This is the same technique employed by 
Thomson and Drysdale [6] which leads to changes for q! U"" . The resulting 
differences in the q! î"" q! U""⁄  measured are lower than 5 % (comparable to the 
repeatability error) and therefore the effect of distance is considered negligible. 
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The sensitivity to the heater operating temperature was investigated by 
lowering the voltage to provide 10 kW/m2 (at the original distance 
heater-sample). This change leads to lower operating temperatures of the 
sources. The 10 kW/m2 level is reached with operating temperatures of 723 K for 
the resistance and 2248 K for the lamp, representing approximately a decrease 
of 15 % from the operating temperatures at 20 kW/m2. The resulting variation of 
q! î"" q! U""⁄ , shown in Fig. 7.2 (range represented by filled area) is significant only for 
the lamp, whereas it is negligible for the resistance. This confirms the relatively 
low dependency of αë to operating temperatures measured by Försth and Roos [8] 
for clear PMMA samples of similar thickness (6 mm) using a resistance heater. 
However, the effect of the operating temperature depends on L and is significant 
for thin samples. 
 
In summary, measurements reported in Fig. 7.2 prove that radiative heat 
transfer through a sample depends strongly on thickness (or depth) and of the 
emitting source (type and operating temperature), but it is independent of the 
clear PMMA formulation and of the relative distance heater-sample. Both of 
these strong dependencies appear in Eq. 7.1 via α¹ which is function of the depth 
L, and via the spectral emitted intensity J¹  which depends on the operating 
temperature T and the source. These two variables are investigated in the next 
sections. 
 
3. Sample in-depth absorption 
When a radiative beam crosses a gas-solid interface, a fraction r is reflected. 
The crossing part I1 N r)  undergoes an exponential attenuation eIEOé W)  inside 
the solid according Beer-Lambert’s law [10] (where κ¹  is the attenuation 
coefficient) up to the next interface where a fraction r of the remaining beam is 
reflected (Fig. 7.1).  
α¹ is the complement to the reflectance ρ¹Ir) and the transmittance τ¹Ir) as 
pointed out in Eq. 7.2a. These quantities express respectively, the total reflected 




α¹  ñ1 N τ¹Ir) N ρ¹Ir)                  Ia) multiple re¯lections1 N I1 N r)9 eIE Oé W) N r          Ib) simple re¯lectionR  (7.2) 
 
The spectral distributions of α¹ were measured for eight Plexiglass samples 
of thicknesses ranging from 0.375 to 30 mm. Results are plotted in Fig. 7.3 for 
the thinnest and the thickest samples only. ρ¹  and τ¹  were measured using 
integrating spheres with a Perkin Elmer Lambda 900 double beams 
spectrometer in the wavelength interval [0.3-2.5 µm] and with a Bruker Tensor 
single beam spectrometer in the interval [2.5-20 µm]. Details of the procedure 
can be found elsewhere [8]. The repeatability of the measurements, based on 
three repeats, is good with a standard deviation lower than 3.510-3 on average 
over the wavelength interval [0.3-20 µm] and a maximum of 0.033.  
 
 
Figure 7.3: Absorbance measurements for 0.375 mm and 30 mm thick Plexiglass 
samples. 
 
The observed independence of q! î"" q! U""⁄  on the type of clear PMMA reported in 
Fig. 7.2, is confirmed spectrally by the near perfect agreement of α¹ (not plotted 
- standard deviation lower than 4.510-3 in average) for Plexiglass and Lucite 
(cast and extruded). 
 





















The measurements of α¹  in Fig. 7.3 show large heterogeneities over their 
spectral dimension (non-grey property) between 0 and the maximum I1 N ρ¹). 
When L increases, a larger part of the irradiation is absorbed (as predicted by 
Beer-Lambert’s law) and the width of the bands where α¹  is not maximum 
(visible and near-infrared bands) is reduced.  
 
Using these measurements of α¹ , the spectral distribution of κ¹  has been 
calculated numerically by solving the 3rd-order equation in eIEOé W) resulting from 
multiple reflections (see [14] for details). The solution is most challenging for 
wavelength bands where the transmission is close to 0 or close to I1 N ρ¹). Most 
of the problems of signal saturation (high transmission for visible and 
near-infrared bands) and of low signal-to-noise ratio (low transmission for 
infrared bands) were avoided by using respectively, thick samples (L = 30 mm) 
to reduce the bands of high transmission and thin samples (L = 0.375 mm) to 
reduce the bands of low transmission. For the bands where the problem was still 
present, κ¹ was set to 0 m-1 for bands of high transmission and 12000 m-1 for 
bands of low transmission (best estimation for a reasonable signal-to-noise 
ratio). 
Figure 7.4 shows the calculated spectral distribution of κ¹ for Plexiglass. κ¹ is 
lower than 1000 m-1 only in the range [0.5-2.7 µm]. Given that κ¹ is the inverse 
of the mean penetration distance, almost the entire radiation spectrum of 
interest to fire science is absorbed in a thin layer within 1 mm of the top of the 
exposed surface. This is in agreement with the recent experimental observations 
of Linteris et al. [9]. The only measurements of κ¹ available in the literature are 
those of Manohar et al. [15] (symbols in Fig. 7.4) over the narrow band 
[1.59-5.56 µm]. These have been included in Fig. 7.4 to show that the agreement 
is good over the band although Manohar et al.’s [15] measurements  carry a very 
large noise and only average values are presented. 
 
Once κ¹ is known, it can be used to calculate α¹ for any sample thickness 
inside the studied range. When ρ¹ is not known, the multiple reflections need to 
be neglected and Eq. 7.2b for a simple reflection should be used as first 
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approximation (r is estimated from the refractive index taken as 1.49 for 
Plexiglass [14]). This calculation is used to predict in Fig. 7.5 the independent 
measurements of α¹  conducted by Hallman [4] and Linteris et al. [9] for 
L = 3.175 and 3.15 mm respectively. A good agreement is observed and it is 
expected that even more accurate calculations can be obtained with a good 
knowledge of ρ¹. 
 
 
Figure 7.4: Spectral distribution of the attenuation coefficient for Plexiglass. 
 
 
Figure 7.5: Comparison of independent measurements of the absorbance with 
predictions based on the measured attenuation coefficient. 
 
Knowledge of κ¹  serves to quantify the depth of the absorption but the 
magnitude absorbed depends on the spectral distribution of the radiation from 
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the source. In the following section, the spectral intensity of the two sources is 
measured to complete the understanding of the sample-heater interaction. 
 
4. Spectral emission from heaters 
The two heaters used in this study (conical resistance and tungsten lamp) 
are different in multiple senses such as the physical principle, material, 
operating temperature, shape and distance to sample.  
The spectral intensity J¹ of the heaters has been measured by comparing the 
emission received by a spectrophotometer from the heaters to that from a 
reference black body (Mikron M330 EU) at high temperature. The spectrometer 
(Vertex 80V) is used with different detectors (DTGS and Si) and beam splitters 
(Ge-KBr and CaF2 – function of the investigated range). The ranges of study are 
respectively [1.6-22 µm] for the conical resistance and [0.5-22 µm] for the lamp. 
Outside these ranges, the accuracy of the measurements would be low but the 
emission from the heaters is negligible as well. More details on the methodology 
can be found in [16]. The temperature of the heaters was set to 858 K and 
2610 K, like for the broadband measurements reported in the second section. 
Each measurement has been repeated twice and the error is estimated to be 
lower than 5 %. 
 
Figure 7.6 shows the measurements for the spectral distribution of J¹ . 
Significant differences are apparent between both heaters. The resistance emits 
90 % of its intensity over the range [1.66-10.1 µm] with a peak at 3.40 µm. The 
lamp emits the same percentage on the narrower range, [0.5-2.8 µm], with its 
peak at 1.08 µm. The lamp’s peak is more than 40 times higher than the 
resistance’s peak. Also, the measurements at different operating temperatures 
(not represented) provide similar curves but the peak shifts to lower wavelength 
for higher temperature, as expected. 
 
Fig. 7.6b shows that the calculated spectral intensity from a black body 
using Planck’s law at 858 K matches the experimental J¹  for the electrical 
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resistance near perfectly. This demonstrates that the electrical coils emit as 
blackbodies and validates this common assumption for this heater. The lamp, 
which emits strongly in the visible and the near-infrared (signal weak for 
λ  > 4.3 µm), does not present a blackbody behaviour. Fig. 7.6a also includes 
comparison to the intensity emitted by a grey body at 2610 K with an emissivity 
of 0.17 and allows the conclusion that the lamp spectral emission does not 
behave as a grey body either. It is believed that this non-greybody behaviour is 
induced by the spectral emissivity of tungsten [10], but also by the bulbs, the 
window and the cooling system (water and air) of the lamp. 
 
 
Figure 7.6: Spectral distribution of the emitted intensity (left axes) for (a) the 
tungsten lamp at 2610 K and (b) the conical resistance at 858 K. The absorbance 
for the 1 mm Plexiglass sample is shown on the right axes for comparison. 
 
5. Discussion 
The previous two sections provide fundamental insights which enable a 
better understanding of the radiative sample-heater interaction presented in 
Fig. 7.2.  
The measurement of κ¹, which is shown here to be strongly heterogeneous 
for clear PMMA with variation from 0 to 12000 m-1 (Fig. 7.4), allows 
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understanding how α¹ varies with L (Fig. 7.5). This large heterogeneity explains 
the reason why Linteris et al. [9] found κ̧  (average of κ¹  obtained from 
broadband measurements) to be dependent on L instead of being an intensive 
property. An opaque material (no transmitted heat flux) does not necessarily 
absorb all the radiation close to the surface and the opacity criterion is 
dependent on the sample thickness. Only the spectral distribution of κ¹ or the 
broadband quantity q! î"" q! U""⁄  for different thicknesses provide the necessary 
information on the absorbing depth. However, q! î"" q! U""⁄  integrates the dependency 
associated to the heater and cannot be applied to other radiation scenarios. 
Then, J¹ provides the magnitude of radiation received by the sample. In case 
of heaters behaving as a black body, such as the resistance, Planck’s law 
provides the spectral variation of J¹ and the only additional required information 
is the heater operating temperature. If the heater can be considered as a grey 
body instead, the value of its emissivity is also required. In the other cases 
(heater neither black nor grey), like for the lamp in this study, a full 
characterization of J¹ is required.  
 
The direct comparison in Fig. 7.6 of α¹ (right axes) and J¹  shows that the 
majority of the radiation emitted by the resistance is absorbed in the top 1 mm 
layer, whereas only a small fraction is absorbed in this layer for the lamp. This 
is confirmed in Fig. 7.2 where the resistance transmits only around 10 % of the 
incident heat flux for L = 1 mm while the lamp transmits between 63 % and 
69 %. The numerical prediction of τ̧ using Eq. 7.1 with the measured values of κ¹ 
and J¹ is plotted in Fig. 7.2. The predictions agree well with the measurements 
of q! î"" q! U""⁄  and capture the dependence with L and the heater type despite the 
assumptions made. The main assumptions are that the heater and the sample 
have perfectly diffusive surfaces, that the temperature distribution over the 
resistance coils and tungsten filaments is uniform, that radiation beams are 
collimated (i.e. the view factors of the source to the top surface is equal to the 
view factor of the source to the back surface) and that no other surface or media 
exchange radiation. These assumptions explain the relatively small 
discrepancies in Fig. 7.2 between experimental measurements and numerical 
predictions. While the heaters are positioned normal to the sample, all the 
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incident beams are not normal to the free surface. The influence of the incident 
angle, investigated using Fresnel’s equation, has not been included in Eq. 7.1 
due to the negligible improvement when it is considered. Eq. 7.1 should be taken 
as a qualitative tool with enough complexity to capture the main dependencies 
of the sample-heater interaction. 
 
Because radiation absorption is directly dependent on the sample-heater 
interaction, these results prove experimentally the necessity of a multi-band 
radiation model to calculate accurately the heat transfer to the free surface of a 
translucent fuel. Manohar et al. [15] and Sohn et al. [17] have shown this 
numerically but only for a small spectral range [1.59-5.56 µm]. In fact, this will 
affect the in-depth temperature profile and hence the pyrolysis process. The 
number of bands required would depend on the applications (e.g. thickness and 
heat source). For example, to predict the penetration depth within 1 mm 
accuracy, only the spectral distribution of κ¹  over the range [0.5-2.7 µm] 
(κ¹ < 1000 m-1) is required. 
The temperature profile of a fuel sample absorbing significant radiation 
inside the interval [0.5-2.7 µm] will therefore be significantly different from the 
temperature profile of a sample absorbing outside this interval. For the same 
amount of energy absorbed, the first sample has a thicker thermal layer but the 
local temperatures are lower, significantly affecting its pyrolysis behaviour [11 
(chap  6)] and the time to ignition [4]. 
At high heat flux levels, radiative heat transfer becomes predominant over 
conduction [13 (chap 1),18,19] and the spectral distribution of κ¹ needs to be 
considered over a wider band. 
 
Regarding the limitations of the findings, we note that the radiative 
properties have been measured for a short period of exposure such that the heat 
absorbed by the sample is negligible and the sample temperature remains close 
to ambient. The in-depth temperature gradient and bubbling phenomenon 
(typical of PMMA pyrolysis) are expected to affect these radiative properties and 
the sample-heater interaction. The gas phase could also influence this 
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interaction by absorbing part of the incident radiation [20]. The evolution of the 
attenuation coefficient as a function of these phenomena should be investigated 
further as advanced in [8].  
 
Due to the significant effects that J¹ can have on the pyrolysis results, the 
use of the electrical resistance alone will not allow the radiative heat transfer to 
be captured correctly since it is not a good representation of real fires (wildland 
[16], industrial facilities (liquid fuel) [4], common items [21]). On the other hand, 
the use of the lamp increases the complexity of flammability tests since 
experimentalist teams need to consider the difference in the heat absorbed by 
two fuels. The combined use of both the resistance and the lamp sources is 
therefore recommended. Moreover, while the tungsten lamp is a more complex 
spectral source, it offers other advantages over the resistance in flammability 
testing not related to radiation alone. For examples, the lamp prevents the 
pyrolysis gases from being in direct contact with a hot source possibly affecting 
the time to ignition and the absence of vertical obstacles just above the sample 
allows a better control of the flow field. 
 
6. Conclusion 
The sample-heater interaction for radiative heat transfer has been 
experimentally investigated for clear PMMA samples with two different heaters 
(electrical resistance and tungsten lamp).  
Broadband measurements of transmittance through samples of different 
thicknesses show that radiative heat transfer is strongly dependent on the 
heater type and the operating temperature. For example, less than 10 % of the 
incident heat flux is transmitted through a 1 mm thick clear PMMA sample 
when exposed to the electrical resistance, whereas at 50 mm, a sample exposed 
to the lamp transmits more than 20 % of the incident radiation. 
However, clear PMMA formulation (Plexiglass/Lucite), manufacturing 
process (extruded/cast) and the relative distance heater-sample are shown to 
have a negligible influence on the transmittance.  
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The main dependencies observed on the broadband measurements were 
investigated more fundamentally through the quantification of the sample 
spectral absorbance and the spectral intensity emitted by the heater.   
 
The attenuation coefficient, controlling the spectral absorbance through 
Beer-Lambert’s law, has been estimated in this study for clear PMMA. It is the 
first time that this is performed over the full wavelength range encountered in 
real fires. The sufficiency of these calculations was shown by comparing to 
independent measurements in the literature. The attenuation coefficient 
presents strong spectral heterogeneity (variation from 0 to 12000 m-1). The 
assumption of a single effective value for this coefficient, as used nowadays in 
most of the pyrolysis models, cannot accurately capture in-depth absorption.  
 
The spectral measurements of the emitted intensity by the heaters led to 
three main conclusions. First, both heaters emit in significantly different 
wavelengths ranges. Second, the conical resistance behaves almost as a black 
body; its spectral intensity can be described therefore by Planck’s distribution 
and the operating temperature is the only required information. Third, the lamp 
does not even behave as a grey body and a full description of its spectral 
intensity is required. The blackbody assumption, usually accepted as first 
approximation is shown to not be always applicable. 
 
Knowledge of the spectral distribution for these two fundamental variables 
(attenuation coefficient and emitted intensity) enables a better understanding 
the radiative heat transfer for a translucent fuel. This investigation proves the 
necessity of a multi-band radiation model to calculate accurately the heat 
transfer to the free surface of a translucent fuel on fire, which affects directly 
the in-depth temperature profile and hence the pyrolysis process. However, the 
required complexity of the spectral heterogeneity for the attenuation coefficient 
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1. Outcomes of the present research 
The state-of-the-art in pyrolysis modelling has evolved over a few decades 
resulting in a large growth of model complexity by the addition of new physical 
and chemical mechanisms. Taken individually, these mechanisms represent 
realistic concepts (e.g. temperature dependency of the material properties). They 
are added into the models with the implicit assumption that models with a 
higher number of mechanisms tend to be more accurate. In the present work, 
this assumption has been challenged by exploring the relation between 
prediction uncertainty and model complexity for the pyrolysis modelling of 
PolyMethylMethAcrylate (PMMA) in non-flaming conditions (process prior to 
ignition). The present research can be divided into three parts. 
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The first part gathers investigations on the model equations. Two 
approaches were used. In the first one, the minimum level of complexity 
required to explain the experimental delay time to ignition of black PMMA 
samples is assessed by exploring the influence of the mechanisms one by one. 
Applying the rule that simplifications are required where the expected precision 
does not warrant the inclusion of higher levels of complexity, it was 
demonstrated that the complexity usually considered (e.g. thermal dependency 
of the material properties or multiple reaction scheme) cannot explain the 
experimental behaviour encountered when high heat flux levels are applied in 
bench-scale tests. The mechanism of in-depth radiation absorption is shown to 
be essential to predict the ignition at extreme heat fluxes.  
In the second approach, a different methodology is applied. The most 
complex model available in the literature is employed and assumptions or 
simplifications are added step by step, reducing its global complexity in order to 
assess the importance of the mechanisms. Using different taxonomies, it was 
demonstrated that for the prediction of the pyrolysis process prior to ignition, 
the mechanisms of heat transfer, including the in-depth absorption mechanism, 
have a large impact on the surface temperature and mass loss rate, whereas the 
chemical degradation only impacts the mass loss rate. Without a good 
formulation and calibration of these mechanisms, an a posteriori optimisation of 
the mass loss rate is required to compensate the prediction error. More 
fundamental investigations are required on the heat transfer to ensure an 
accurate modelling of the local temperature.  
The two approaches correspond in fact to sensitivity studies. However, they 
diverge from usual sensitivity analyses which are parametric. Moreover, these 
two studies operate differently. In the first one, the initial model is simple and 
the mechanisms are explored one by one but they are not added whereas in the 
second one, the model is deliberately taken to be complex and simplifications 
accumulate. These two methodologies can complement each other.  
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The second part of this work is dedicated to the assessment of the level of 
confidence that a modeller can have in his predictions. The global growth of 
complexity in pyrolysis modelling implies an increase of the number of input 
parameters. The problem is when the uncertainties associated with the different 
parameters accumulate in the model output. The global error induced by the 
parameter uncertainty balances the improvements obtained with the 
incorporation of new mechanisms, leading to the existence of an optimum of 
model complexity (or at least a more appropriate level of complexity decreasing 
the global error). 
The parameter uncertainty is directly linked to the calibration process. This 
can be achieved mainly by three different processes: the realisation of 
independent studies, inverse modelling or the use of the literature database. The 
first one presents some problems related to the methodology (scale, 
experimental conditions, ...) and to the required resources (human, material and 
financial) but it is expected to be the best solution. This technique is generally 
reserved to research and high technology. The present research explores the 
uncertainty associated with the parameter calibration using the last two 
techniques which appear to be more and more employed, especially in the 
context of performance-based design and forensic analyses.  
A large literature review of the main parameters encountered in pyrolysis 
modelling is performed for PMMA which the simplest and best known 
non-charring polymer. The large number of available studies for this material 
enables the characterization of the experimental uncertainty for bench-scale 
tests and for the model input parameters extracted from such tests. The 
obtained parameter variability needs to be considered when the literature 
database is used to calibrate a model. Using sensitivity and uncertainty 
analyses, the controlling parameters and the global level of confidence 
associated with a solid ignition model has been assessed. The results show that 
the variability of only a few parameters (all internal parameters) is important 
for the prediction of solid ignition of black PMMA. The parameters which are 
non-influent (low sensitivity for the predictions) or the ones presenting a small 
variability can be chosen directly from the literature. The prediction uncertainty 
has been compared to the experimental one obtained by gathering more than 
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250 tests results. Using a simple pyrolysis model, it was shown that the range of 
prediction is significantly wider than the experimental uncertainty. However, it 
is worth noticing that the standard deviation associated with the predictions 
captures the experimental uncertainty.  
The influence of the model complexity on the calibration process by inverse 
modelling has been investigated using genetic algorithms. Identical matches to 
experiments were achieved for various levels of complexity, demonstrating the 
presence of compensation effects between the mechanisms and optimised 
parameters. The phenomenon grows in importance with model complexity 
leading to unrealistic values for the calibrated parameters. The study 
demonstrates also that the model complexity needs to be related to the available 
resources. A large model complexity implies a high number of parameters and 
the optimisation algorithm does not manage to reach a unique solution if a 
sufficient number of measurements is not performed. 
 
The third part of the present work results from the observation performed in 
the two previous parts. The mechanism of in-depth radiation absorption appears 
to be critical in specific conditions for the prediction of the pyrolysis process up 
to ignition. Moreover, the variability of the parameter controlling this 
mechanism (i.e. the attenuation coefficient) was found to be large in the 
literature. Experimental investigations were therefore carried out in order to 
understand the variability of the attenuation coefficient (scalar). The use of 
different heat sources reveals its dependency to the emission wavelengths. 
Fundamental investigation enabled the quantification of this dependency. The 
impact of the heat source on the radiation absorption (depth and magnitude) is 
shown to be predictable thanks to the detailed measurements of the attenuation 
coefficient of PMMA and of the emissive power of the heat sources. Moreover, 
the spectral measurement of the attenuation coefficient is able to explain 
independent studies performed with other types of PMMA, demonstrating that 
the variability of this coefficient in the literature results mainly from the 
simplifications performed on the mathematical formulation of the mechanism 
(impact of the heat source neglected). These simplifications can however be 
justified in some experimental conditions.  
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To conclude, the pyrolysis models available in the literature reached a level 
of complexity such that parameter uncertainty can control the prediction error. 
The study of the process of calibration is therefore important. This process is a 
function of the available resources. Independent experiments are highly 
resource demanding. Advanced techniques such as inverse modelling present 
some problems due to the coupling between the model equations and the 
optimised parameters. The database in the literature provides ranges for the 
input parameters which are already too wide for simple models. The choice of 
model equations cannot be purely arbitrary. A combination of numerical 
(sensitivity and uncertainty) analyses and experimental studies is required to 
avoid unnecessarily increase of the level of complexity of a pyrolysis model. The 
two main questions that should drive the specification of a model are: what is 
the minimum level of complexity required to explain the experimental results 
and what level of complexity can be afforded due to the resources available to 
calibrate the model? 
 
2. Future work 
Pyrolysis modelling is unavoidable in the prediction of the fire growth. Due 
to its importance, fundamental studies are required in order to understand the 
phenomenon and improve the models’ predictive capabilities. These studies need 
to be experimental but also numerical. Indeed, the failure of a model to predict a 
particular behaviour can be investigated numerically thanks to sensitivity and 
uncertainty analyses. Once an issue is identified, a specifically designed 
experiment can help to characterize a physical or chemical phenomenon, prior to 
adding a mechanism simulating it into the model. Pointing out failures is an 
essential work which is often not acknowledged as it should be. 
Moreover, most of the experimental investigations on pyrolysis are 
performed at small and bench scales. These tests are convenient due to the 
possibility of fixing some external variables. However, by controlling part of the 
experimental conditions, the protocol steps away from the reality. It is 
important to identify the differences between the reality and the experimental 
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procedure and to assess their influences on the extracted parameters. The 
perfect example is the radiative heat source as it has been shown in this work. 
In order to go beyond the present study, since a fire is not a black body, it is 
important to assess the error induced by using values for parameters that have 
been extracted from bench-scale tests using blackbodies heat source. To the 
knowledge of the author, the influence of the atmosphere composition and the 
radiative heat transfer on the pyrolysis process are real challenges for the 
future.  
 
However, as the present work has also demonstrated, the global prediction 
capability is not only a function of the model equations and significant 
improvements in pyrolysis modelling would be achieved only if the parameters 
calibration process is considered simultaneously with the model equations. Due 
to the large number of parameters present in the current models, the process of 
inverse modelling is more and more frequently used. In this process, the 
measurements used were often chosen by default. The sensitivity of the quantity 
predicted to the different input parameters was not investigated. The obvious 
coupling between the data and the model equations in the process of inverse 
modelling could be overcome if each of the input parameters were to be 
optimised over a range of experiments where the most influent external 
variables for each parameter are varied.  
Another potential improvement resides in the implementation of sensitivity 
and uncertainty analyses during the process of optimisation. Sensitivity studies 
would help to identify, at each step, the predominant parameters in order to 
focus the optimisation. As an example, for techniques similar to genetic 
algorithms, the results from the sensitivity studies could assist in having an 
adaptive level of mutation to look most of the research domain for the 
predominant parameters. The parameter uncertainty, characterized by the 
width of the parameter ranges providing similar matches to the experimental 
results, is useful in detecting if a parameter can be calibrated accurately given 
the experiments performed. A high level of variability indicates that the level of 
complexity implemented in the model is not adapted.  
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On top of that, the process of inverse modelling should integrate the 
possibility to optimise not only the parameters but also the mechanisms as a 
function of the available experimental data.  
In the case where the calibration using experimental data is not possible, as 
it is most of the time in the context of performance based design, a probabilistic 
approach is required in order to integrate the parameter variability. Monte 
Carlo is a very good technique but it is hard to implement due to its 
computational cost. Techniques using surrogate functions need to be developed 
and implemented in the pyrolysis model in order to assess the global predictions 
uncertainty. 
 
 
