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Abstrakt
Cílem této práce bylo vytvorˇení demo aplikace pro vizualizaci bio-signálu˚ rozpoznáva-
ných headsetem Emotiv EPOC. Soucˇástí této práce bylo také seznámení se s problemati-
kou BCI systému˚ a s headsetem samotným. Na této práci jsem spolupracoval s Bc. Mar-
tinem Bartecˇkem, který meˇl na starosti analýzu bio-signálu˚. Výsledkem jsou dveˇ apli-
kace, které obsluhují daný headset a prˇedstavují možné použití daného BCI systému
jako prostrˇedek k rozpoznávání a následné vizualizaci pohybových akcí. Soucˇástí byly
výkonostní testy obou aplikací.
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Abstract
The aim of this work was to create a demo application for visualization of bio-signals
Emotiv EPOC headset recognized. Part of this work was also to get familiar with the
problems of BCI systems and headset itself. On this project I worked with Bc. Martin
Bartecˇek, who was in charge of the analysis of bio-signals. The results are two applica-
tions that control the headset and represent the possible use of the BCI system as a tool
for recognition and visualization of the human motion events. Part of this thesis was also
performance-testing of both applications.
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Seznam použitých zkratek a symbolu˚
EEG – Electroencephalography
3D – Trojrozmeˇrný
BCI – Brain - computer interface
Shader – program beˇžící na grafické karteˇ
Headset – náhlavní souprava
Fragment – Nejmenší cˇást obrazu
GPU – Graphical processing unit
API – Application Programming Interface
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51 Úvod
S objevem EEG signálu˚ se otevrˇel zcela nový prostor pro bádání, a tak vznikla otázka,
zda nelze tyto signály využít k rozpoznávání myšlenek, nálad a jiných mozkových akti-
vit. Tyto možnosti jsou dnes již nejen reálné, ale dostupneˇjší než kdy drˇíve, díky relativneˇ
levným rˇešením od ru˚zných firem. Naskýtají se tak možnosti, které byly drˇíve výsadou
pouze drahých výzkumných strˇedisek a institucí. Prˇichází tak doba, která se prˇibližuje
scénám, které byli doménou pouze veˇdeckofantastických knih a filmu˚. Vznikají tak tzv.
BCI (Brain-Computer Interface), které propojují mozek a pocˇítacˇ pomocí headsetu, který
snímá EEG signály a aplikace, která je zpracovává. Bohužel stále nelze cˇíst lidské myš-
lenky, avšak je možné rozpoznávat ru˚zné cˇinnosti spojené s pohybem svalu˚, náladami a
psychickým stavem cˇloveˇka poprˇípadeˇ reagovat na intenzivní myšlenky. Lehce lze zjistit
i míra aktivity v ru˚zných oblastech mozku. Tyto možnosti zkoumání EEG signálu˚ nachá-
zejí využití v ru˚zných odveˇtvích od lékarˇství až po zábavní pru˚mysl. Analýza EEG sig-
nálu˚ je již nedílnou soucˇástí medicínských zarˇízení, avšak využití v zábavním pru˚myslu
je stále spíše v experimentální fázi.
Cílem této práce bylo vytvorˇení aplikace pro vizualizaci pohybu lidského teˇla. Dále
bylo náplní práce vytvorˇit aplikaci pro správu headsetu, nahrávání akcí a vizualizaci
signálu EEG. Z teˇchto cˇástí utvorˇit celek, který pokryje vše potrˇebné k rozpohybování
modelu ve 3D scéneˇ za pomocí rozpoznávání akcí v EEG signálu. Soucˇástí práce bylo
také meˇrˇení výkonu aplikace prˇi ru˚zných nastaveních vizualizace. Pro snímání byl pou-
žit headset EPOC od spolecˇnosti Emotiv. Ten poskytuje cenoveˇ dostupné rˇešení snímání
EEG signálu˚.
V teoretické cˇásti práce je uveden úvod do teorie ohledneˇ EEG a EEG signálu vcˇetneˇ
typu˚ vln nacházejících se v neˇm. Poté byl popsán mozek vcˇetneˇ jeho cˇástí, hlavneˇ du˚ležitá
cˇást pro tuto práci, a to koncový mozek s jeho laloky. Dále jsou popsány BCI systémy
z hlediska složení, historie a významných úspeˇchu experimentu˚ jak na zvírˇatech, tak
na lidech s pomocí ru˚zných typu˚ snímacích zarˇízení. S tímto souvisí popis použitého
headsetu Emotiv EPOC a standardizovaného systému rozložení elektrod.
V praktické cˇásti je jako první popsáno technologické zázemí implementace. Poté je
popsána aplikace pro správu headsetu spolecˇneˇ s popisem jednotlivých trˇíd a celkovou
implementací programu. Dále je popsána druhá aplikace, a to demo scéna, vcˇetneˇ popisu
implementace jednotlivých trˇíd pro nacˇítání, práci s geometrií a kosterním systémem, vy-
tvárˇení animací lidské postavy a vizualizace scény s popisem vytvorˇených trˇíd a shaderu˚.
Je zde také popsáno, jak tato aplikace zajišt’uje výmeˇnu informací mezi knihovnou pro
zpracování dat z headsetu, touto aplikací a aplikací pro správu headsetu. Prˇedposlední
cˇástí je, již drˇíve zmíneˇné, meˇrˇení výkonu demo scény prˇi ru˚zném nastavení. Poslední ka-
pitolou je záveˇr shrnující nabyté poznatky. Celá implementace je v jazyce C++ s využitím
knihovny OpenGL a frameworku Qt.
62 EEG
Je neurologická vyšetrˇovací metoda, díky níž mu˚žeme sledovat aktivitu mozku v kýže-
ných oblastech. Tato metoda je založena na faktu, že nervové bunˇky si prˇedávají mezi
sebou informace zmeˇnou elektrického napeˇtí. Tyto zmeˇny lze na povrchu hlavy zmeˇrˇit
elektrodami a získat tak kýženou mozkovou aktivitu ve sledované oblasti. Tato metoda je
nazývána neinvazivní. Existují také invazivní a semi-invazivní metody. Ty sice podávají
velmi prˇesné výsledky, avšak jsou pro beˇžné použití nevyhovující, jelikož je zapotrˇebí
provést chirurgický zákrok pro získání prˇíslušných hodnot elektrického napeˇtí. Výhoda
neinvazivní metody také spocˇívá v relativneˇ nízkých nákladech na porˇízení záznamu
EEG signálu a fyzické nenárocˇnosti na zkoumanou osobu cˇi zvírˇe [4].
Tato metoda byla vynalezena v roce 1875 Richardem Catonem[3], který poprvé zmeˇrˇil
elektronické napeˇtí mozkových hemisfér u králíku˚ a opic. Pozdeˇji byla jeho práce dále
rozvíjena dalšími veˇdci, až byl v roce 1924, neˇmeckým neurologem Hansem Bergerem[2],
sestrojen prˇístroj pro snímaní EEG signálu[1] a byl porˇízen první záznam.
2.1 EEG signál
Je soucˇet všech elektrických signálu˚ mezi neurony v oblasti snímané elektrodou. Elek-
trická aktivita je dána prˇesunem elektricky nabitých iontu˚ prˇi zmeˇnách vodivosti buneˇcˇ-
ných membrán. A to konkrétneˇ thalamu a kortexu, prˇicˇemž thalamus generuje rytmus
teˇchto zmeˇn. Tento signál je závislý na cˇase, a tak jej lze jednoduše zobrazit v grafu ja-
kožto hodnotu na ose Y. Teˇchto záznamu˚ je obvykle porˇizováno více na ru˚zných oblas-
tech mozku. Záznamy jsou porˇizovány sensory, které zachycují tzv. dipól, ten je tvorˇen
dveˇma stejneˇ velkými opacˇneˇ nabitými náboji[6][7].
Vyskytují se zde potenciály tohoto typu:
• Jednotkové Trvají v rámci jednotek milisekund. Snímány jsou na teˇle neuronu˚.
• Synaptické Trvají v rozmezí 15 - 45 ms
• Dendritické Jsou složiteˇjšího tvaru a trvají až 100 ms .
Z teˇchto trˇí typu˚ potenciálu se na EEG signálu nejvíce podílí synaptické a dendritické
ve vrchních vrstvách kortexu. Mezi nejdu˚ležiteˇjší vlastnosti signálu patrˇí jeho amplituda,
tvar, periodicita, rytmicita, perzistence, symetrie a reaktivita.
V EEG signálu se vyskytují vlny, které jsou definovány výše zmíneˇnými zmeˇnami po-
tenciálu a tvorˇí tak mozkovou aktivitu (sled vln) v dané oblasti. U zdravého jedince se
vlny pohybují do 80 Hz. Tyto vlny mohou být ru˚zných délek, a tak rozlišujeme pomalé
a rychlé vlny. Mezi pomalé rˇadíme vlny s délkou menší než 8Hz a zbytek jsou klasifi-
kovány jako rychlé vlny. Amplituda signálu se u zdravého jedince vyskytuje do 300 µV.
Vlny se dále deˇlí do podskupin pojmenovaných podle rˇecké abecedy, serˇazeny tak, jak
byly v historii objeveny. Liší se amplitudou, významem i polohou, kde jsou tyto vlny
rozpoznávány. V následujících odrážkách jsou popsány jejich typy[9][1].
7Obrázek 1: Ukázka náhlavní soupravy pro snímání EEG signálu [27]
• Alpha: je nejvýznamneˇjší aktivitou v EEG. Tyto vlny se pohybují ve frekvencˇním
pásmu od 8-14 Hz. Amplituda mu˚že být ru˚zná, avšak u dospeˇlých a zdravých je-
dincu˚ se pohybuje maximálneˇ do 50 µV. Tyto vlny byly objeveny historicky nejdrˇíve
a byly jako první zaznamenány výše zmíneˇným Hansem Bergerem. Vyskytují se prˇi
uvolneˇném stavu, v leže, prˇi zavrˇených ocˇích v bdeˇlosti. Po otevrˇení ocˇí se tyto vlny
utlumují. Maximální amplituda vln je meˇrˇena v parietooccipitální oblasti, kdy ryt-
mus je ovlivneˇný talamickými strukturami.
• Beta: je nejbeˇžneˇjší aktivitou a objevuje se prˇi otevrˇených ocˇích, prˇi beˇžné akti-
viteˇ jako je rozhodování, prˇemýšlení a obecneˇ prˇi vstrˇebávání informací z okolního
sveˇta. Je nejvýrazneˇjší na frontálním laloku. Pohybuje se v pomeˇrneˇ širokém frek-
vencˇním pásmu, a to od 14 Hz po maximálneˇ 30 Hz. Výška amplitudy nedosahuje
více než 20 µV. Dlouhodobá rytmická aktivita je spojena s užíváním léku cˇi nemo-
cemi. Dále se deˇlí na trˇi podskupiny podle frekvence.
– Nízká beta: 12 - 15 Hz. Soustrˇedeˇní smeˇrované dovnitrˇ.
– Strˇední beta: 18 - 18 Hz. Stav bdeˇlosti, soustrˇedeˇní ven.
– Vysoká beta: nad 18 Hz. Podráždeˇnost a ostražitost.
• Gama: má nejvyšší pásmo a to nad 30 Hz s amplitudou od 3 µV do 10 µV. Vlny
tohoto typu se vyskytují prˇi extrémním soustrˇedeˇní, rˇešením problému˚, logickém
uvažování, ale i vypeˇtí a stresu. Tato aktivita je zaznamenávána hlavneˇ v neokor-
texu, tektu a cˇichovém bulbu.
• Delta: jsou to vlny s nejnižší frekvencí, a to v rozsahu od 0,5 do 4 Hz. Odpovídají
stavu velmi hlubokého spánku nebo naprˇ. hypnóze. Z vývojového hlediska je to
aktivita snímána v kojeneckém veˇku. U bdeˇlého, dospeˇlého cˇloveˇka je tento stav
8Obrázek 2: Ukázka typu˚ mozkových vln serˇazených podle frekvence
považován za patologický. Amplituda je nejveˇtší ze všech a pohybuje se v rozmezí
20 - 200 µV.
• Theta: jsou typické vlny zrajícího mozku deˇtí v bdeˇlém stavu, nejvýrazneˇjší v 2 - 3
letech. Jsou asociovány se sneˇním, prˇedstavivostí a živými vzpomínkami. Zasahují
do frekvencˇního pásma 5 - 7 Hz s amplitudou 5 - 100 µV. Vlny jsou lokalizovány v
parentální a temporální oblasti mozku.
U deˇtí a starých lidí se EEG signál v neˇkterých ohledech liší. U deˇtí se výrazneˇ meˇní
EEG signál od narození až do šesti let a až teprve v 15 - 20 letech se tento signál stabilizuje.
Rozdílnosti se projevují hlavneˇ ve frekvenci, aktiviteˇ a zmeˇnou tvaru vln a reaktivností.
Alpha aktivita bývá dominantní, beta aktivita se rozširˇuje a naopak výskyt theta vln se
snižuje. U starých lidí se pak alpha aktivita zpomaluje, Beta se zmnožuje a zveˇtšuje se
výskyt vln delta a theta. Jednotlivé typy vln ukazuje obrázek [2].
2.2 Mozek
Je jeden z nejdu˚ležiteˇjších orgánu˚ lidského teˇla a zárovenˇ hlavní testovací subjekt této
práce. Mozek je rˇídícím a organizacˇním centrem nervové soustavy a je uložen v neuro-
kraniu. Hmotnost mozku je prˇibližneˇ okolo 1500 g u dospeˇlého cˇloveˇka, ovšem mu˚žeme
se setkat i s hodnotami výrazneˇ se lišícími. Nejlehcˇí mozek tak meˇl 241 g a naopak nejteˇžší
9Obrázek 3: Mozek a jeho hlavní cˇásti[11]
vážil okolo 2800 g. Oba tyto prˇípady se však vyskytovali u jedincu˚ s idiocií. Mozek ob-
sahuje až 100 miliard neuronu˚, které komunikují prˇes více než biliardu spojení zvanými
synapse.
Mozek je deˇlen na neˇkolik cˇástí plnící ru˚znou funkcionalitu, ty spolupracují a tvorˇí
tak hlavní orgán [3][11]. Mezi základní cˇásti patrˇí zadní mozek, strˇední mozek a prˇední
mozek. Zadní mozek je tvorˇen prodlouženou míchou, Valorovým mostem a mozecˇkem.
Prˇední mozek se skládá z mezimozku a koncového mozku.
Prodloužená mícha, Valoru˚v most a strˇední mozek tvorˇí nejstarší cˇást mozku nazý-
vanou mozkový kmen. Dále je mozek chráneˇn, prˇed vneˇjšími vlivy lebkou, mozkovými
blánami a mozkomíšním mokem. Nervové bunˇky jsou také chráneˇny, a to pomocí hema-
toencefalické bariéry zkráceneˇ HEB. Ta je tvorˇena souvislou vrstvou endotelových buneˇk,
která zamezuje pru˚chodu látek mezibuneˇcˇným prostorem a chrání nervové bunˇky prˇed
škodlivinami z krve. V následující podkapitole bude popsána pouze jedna cˇást mozku,
a to koncový mozek, který je pro tuto práci nejdu˚ležiteˇjší, jelikož je centrem lidského
veˇdomí.
2.2.1 Koncový mozek
Je hlavní soucˇástí centrálního nervového systému a prˇedstavuje 83% mozkové hmoty.
Na povrchu se nachází šedá ku˚ra mozková, latinsky cortex celebri. Dále je tvorˇen bílou
hmotou, která je pod kortexem, a bazálními ganglii, neboli shluky šedé hmoty uvnitrˇ
té bílé. Mozek je tvorˇen dveˇma hemisférami - levou a pravou, mezi nimiž je sagitálneˇ
orientovaná podélná mozková šteˇrbina. Obeˇ mozkové hemisféry spojuje mozkový svalek
10
Obrázek 4: Rozmísteˇní mozkových laloku˚[11]
taktéž zvaný "telefonní ústrˇedna hemisfér", který koordinuje obeˇ hemisféry. Na povrchu
mozku se nacházejí rýhy, zvané sulci, a mezi nimi jsou závity, zvané gyri. Na hemisférách
se rovneˇž nacházejí brázdy, které mozek rozdeˇlují do laloku˚.
2.2.2 Mozkové laloky
Celkem je peˇt laloku˚ oddeˇlených konstantními brázdami [4]. V prˇední cˇásti mozku se
nachází cˇelní lalok, který sahá až po centrální brázdu. Za ním je temenní lalok, který leží
za centrální brázdou a pokracˇuje až po temenotýlní brázdu. V zadní cˇásti je lokalizována
týlní oblast. Cˇástecˇneˇ pod týlním a temenním lalokem je spánkový lalok, který je oddeˇlen
bocˇní brázdou. Posledním lalokem je ostrovní lalok, který je skryt pod cˇelním, temenním
a spánkovým lalokem pod bocˇní a centrální brázdou.
• Cˇelní lalok
– Primární motorická oblast: nachází se pod centrální brázdou. Stará se o zrucˇné a
prˇesné pohyby teˇla a to prˇedevším prstu˚, prˇedloktí a svalu˚ na tvárˇi.
– Premotorická ku˚ra: kontroluje složiteˇjší pohyby závislé na zpeˇtné vazbeˇ naprˇ.
uchopování prˇedmeˇtu˚, skok prˇes prˇekážky apod.
– Cˇelní zraková oblast: má na starosti rychlé pohyby ocˇí prˇi sledování pohybují-
cího se objektu.
– Primární cˇichová oblast: je lokalizována po stranách cˇelního laloku a je zodpo-
veˇdná za poznávání pachu˚ cˇi vu˚ní. Je napojena na cˇichové oblasti v nižších
centrech limbického systému.
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– Brocovo rˇecˇové centrum: závisí na dominanci hemisfér. V levé dominantní hemi-
sférˇe rˇídí tvorbu rˇecˇi, zatímco v pravé kontroluje emocˇní zabarvení a krátko-
dobé pameˇti slov a rˇecˇi. U dominantní pravé hemisféry se tyto funkce prohodí.
Dále toto centrum souvisí s levorukostí a pravorukostí.
– Prefrontální ku˚ra: podílí se na myšlení, vnímání, zapamatování a rozpoznávání
informací, sebeuveˇdomování, abstraktním myšlení a sebekontrole.
• Temenní lalok
– Senzitivní korová oblast: stará se o vnímaní chutí, dotyku, bolesti, chladu a tepla.
Také zajišt’uje lokalizaci prostorových vjemu˚. Nachází se hned za centrální
brázdou.
– Somatosenzitivní asociacˇní oblast: nachází se za senzitivní korovou oblastí a plní
funkci asociace tvaru˚ prˇedmeˇtu na základeˇ prˇedchozích zkušeností.
• Týlní lalok
– Primární zraková oblast: nachází se na samém kraji týlního laloku. Prˇijímá infor-
mace ze sítnice ocˇí, a poté tyto informace zpracovává pro obeˇ ocˇi dohromady.
– Asociacˇní zraková oblast: spolupracuje s primární zrakovou oblastí na rozpozná-
vání barev, tvaru a pohybu objektu. Spolupracuje s ostatními oblastmi mozku
pro naprˇ. rozpoznávání textu z obrazu cˇi rozpoznávání oblicˇeju˚. Komunikuje s
teˇmito oblastmi pomocí prˇední a zadní dráhy. Nachází se v prˇední cˇásti týlního
laloku.
• Spánkový lalok
– Sluchová oblast a vestibulární oblast: stejneˇ jako u týlního laloku se zde rozlišují
primární a asociacˇní oblasti. Primární oblast rozpoznává hlasitost, rytmus a
výšku tónu, zatímco asociacˇní oblast teˇmto rozpoznaným zvuku˚m prˇirˇazuje
zvuky z pameˇti naprˇ. hudba, hrˇmeˇní, jásot.
• Ostrovní lalok
Funkce tohoto laloku jsou nejméneˇ prozkoumané. Souvisejí však hlavneˇ s rˇízením
vegetativních funkcí a emotivitou. Úcˇastní se tak na tvorbeˇ emocí, hlavneˇ na pocitu
líbí se mi/nelíbí se mi a komplexními funkcemi tzv. emocˇní inteligence.
– Prˇední cˇást rˇídí vegetativní reakce na základeˇ cˇichových a chut’ových pocˇitku˚.
Aktivita této cˇásti je velmi ovlivneˇna expozicí nelibým pachu˚m.
– Zadní cˇást zpracovává informace prˇedevším ze sluchových, premotorických, a
somatosenzorických oblastí mozku.
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3 Snímání mozkové aktivity
Jak již bylo rˇecˇeno drˇíve, existují trˇi metody snímání EEG signálu. Invazivní, semi-invazivní
a neinvazivní. První dveˇ metody mohou být pro zkoumaný subjekt velmi nebezpecˇné,
protože hrozí krvácení nebo zjizvení mozkové tkáneˇ s trvalými následky. Proto se nejcˇas-
teˇji využívá metoda neinvazivní, která nemá žádné škodlivé úcˇinky a je méneˇ nárocˇná
jak cˇasoveˇ, tak i co se týcˇe nákladu˚ na zarˇízení. Dnes si lze porˇídit již neˇkolik zrˇízení vy-
užívající tuto metodu a lišící se moha parametry naprˇ. pocˇtem a kvalitou elektrod, jejich
umísteˇním a kvalitou výstupu zesilovacˇe. Práveˇ použití kvalitních materiálu˚ a citlivých
zesilovacˇu˚ nejvíce zvyšuje prˇesnost výsledného signálu. Snímaný signál také ovlivnˇují
elektromagnetické vlny rádiových a televizních vysílání nebo mobilních sítí. Ideální pod-
mínky(odstíneˇní místnosti) je však v mnoha situacích obtížné realizovat, a tak se veˇtšinou
zanedbávají. Všechny neinvazivní zarˇízení však zpravidla obsahují následující cˇásti.
• Zesilovacˇ: EEG signál se pohybuje v desítkách, maximálneˇ stovkách µV, proto se
musí prˇed samotnou analýzou zesílit. Jsou použity dva diferenciální zesilovacˇe.
Prvneˇ jde signál prˇes prˇedzesilovacˇ, a poté na vstup hlavního zesilovacˇe. Každý jej
zesílí prˇibližneˇ tisíckrát. Prˇedzesilovacˇ by se meˇl nacházet co nejblíže k elektrodám,
aby docházelo k co nejmenšímu zkreslení signálu z elektrod.
• Filtry: Vstupní signál je trˇeba orˇezat o nežádoucí frekvence. Prˇed a za výše zmíneˇný
zesilovacˇ se aplikují dva filtry. Prˇed ním najde uplatneˇní horní propust pro signály
menší než 0,5 Hz a stejnosmeˇrnou složku. Za zesilovacˇ se naopak používá dolní
propust, která naopak omezí maximální frekvenci veˇtšinou na 70 Hz. Kromeˇ teˇchto
frekvencí se pomocí tzv. notch filtru filtruje také frekvence 50 Hz, jakožto rušení z
elektrické síteˇ.
• Elektrody: Slouží k snímání napeˇt’ových potenciálu˚ na povrchu lebky. Jsou vyro-
beny z kovu, a jeho druh a kvalita ovlivnˇuje výraznou meˇrou kvalitu snímaného
signálu. Používá se veˇtšinou cˇisté strˇíbro, nerezová ocel, pozlacené strˇíbro anebo
cˇisté zlato. Elektrody jsou rozmísteˇny na ru˚zných místech lebky tak, aby snímaly
aktivitu v kýžených oblastech mozku. Toto rozmísteˇní bylo sjednoceno systémem
10/20 v roce 1957 na mezinárodním kongresu EEG. Tento systém je popsán v další
kapitole.
3.1 Systém 10/20
Tento systém slouží k mapování pozic sensoru˚ na lebku[25]. Je standardizovaným sys-
témem rozmísteˇní elektrod a byl zaveden kvu˚li porovnatelnosti nameˇrˇených výsledku˚
naprˇícˇ studiemi subjektu˚. Mapování elektrod je založeno na vztahu pozic teˇchto elektrod
k mozkové ku˚rˇe. Cˇíslice 10 a 20 v názvu odpovídají rozmezí elektrod v celkovém pokrytí
lebky jak v prˇícˇném, tak podélném smeˇru viz obrázek[5]. Takto je definováno základních
19 pozic. Pro veˇdecké úcˇely je však tento pocˇet nedostacˇující, a tak byl tento systém podle
stejné konvence rozšírˇen na 10/10 a 10/5. Maximální pocˇet elektrod tak vzrostl na 128.
Tento pocˇet limituje také velikost sensoru˚ a lebky samotné. Písmena v názvu jednotlivých
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Obrázek 5: Rozložení elektrod na lebce podle systému 10/20 s vyznacˇeným procentuál-
ním rozmísteˇním. Vlevo pohled z profilu, vpravo pohled z vrchu[25]
sensoru˚ jsou odvozena z oblasti lebky kde se nacházejí. Cˇíselné oznacˇení je rozlišeno na
sudé a liché reprezentující levou a pravou hemisféru. Sensory umísteˇné na strˇední linii
jsou oznacˇovány místo cˇíslicí písmenem z. Níže jsou rozvedeny názvy oblastí podle jed-
notlivých písmen.
• C – centrální oblast
• P – parientální (temenní lalok)
• F – frontální (cˇelní lalok)
• Fp – frontopolární (cˇelní lalok)
• O – okcipitální (týlní lalok)
• T – temporální oblast (spánková)
Alternativu k tomuto systému nabízí spolecˇnosti specializující se na výrobu náhlav-
ních souprav urcˇených k diagnostice ru˚zných nemocí cˇi výzkumu˚ zameˇrˇených na urcˇité
oblasti mozku. Lze se tak setkat s náhlavními soupravami s vyšším pocˇtem elektrod v
oblasti rˇecˇových center a podobneˇ. Mimo tyto úcˇeloveˇ cílené systémy jsou použity i sys-
témy sférického rozmísteˇní založené na stejné vzdálenosti elektrod od sebe. Tyto prˇístroje
vyrábí naprˇ. firma EasyCap[24].
3.2 Emotiv EPOC
Je náhlavní souprava(headset)[23] snímající EEG aktivitu mozku od spolecˇnosti Emo-
tiv[7]. Emotiv je spolecˇnost pu˚vodem z Austrálie zabývající se vývojem pocˇítacˇového
rozhraní založeného na EEG technologii. Firma Emotiv[22] byla založena v roce 2003
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Obrázek 6: Vrchní pohled na rozmísteˇní a pojmenování elektrod podle systému 10/10[25]
teˇmito veˇdci: neurologem a profesorem Allanem Snyderem, Neilem Westem a technolo-
gickými podnikateli Tan Le a Nam Do.
Toto zarˇízení využívá neinvazivní zpu˚sob snímání mozkové aktivity. Disponuje bez-
drátovou komunikací(2.4 GHz), a tak jej lze snadno propojit s pocˇítacˇem za pomocí USB
prˇijímacˇe. Obsahuje také vlastní baterii, které výrobce deklaruje až 12 hodin provozu na
jedno nabití. Nabíjení probíhá za pomocí USB kabelu propojeného s pocˇítacˇem. Bohužel
není možné zárovenˇ nabíjet zarˇízení a používat jej. EPOC obsahuje rovneˇž gyroskopický
sensor pro snímání pohybu hlavy ve dvou osách. Headset je vybaven 14-ti sensory pro
snímání aktivity v jednotlivých oblastech podle systému 10/20 popsaném v minulé kapi-
tole. Obsahuje také dva referencˇní sensory. Kvalitu prˇijmu signálu jednotlivých sensoru˚
posílá headset spolecˇneˇ s prˇíslušnými daty. Sensory jsou opatrˇeny tkaninou, kterou je
potrˇeba prˇed použitím navlhcˇit fyziologickým roztokem dodaným rovneˇž ve standard-
ním balení headsetu. Všechny sensory jsou vymeˇnitelné a soucˇástí balení je i pouzdro
pro jejich uskladneˇní. K headsetu je dodávána také sada aplikací pro správu headsetu a
demonstrování jeho možností. Jedná se o TestBench, EmoComposer, EmoKey, hra Spirit
Mountain a další. Dále je k dispozici SDK pro možnosti implementace vlastních aplikací
využívající Emotiv EPOC. SDK je tvorˇeno knihovnami edk.dll a edk_utils.dll, které obsa-
hují vše potrˇebné pro obsluhu a získání dat z headsetu. Knihovna edk.dll obsahuje trˇídu
EmoEngine, která se stará o schranˇovaní dat a informací z headsetu, a tyto data zpraco-
vává do srozumitelné formy. Spolecˇnost Emotiv nenabízí aktualizace svého SDK zdarma,
což znamená, že každou novou verzi je nutné zakoupit znovu. SDK je dostupné pro sys-
témy Windows, Linux a Apple Mac OS X. V následující tabulce je specifikace headsetu
Emotiv EPOC dle oficiálních stránek výrobce[3.2].
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Obrázek 7: Headset Emotiv EPOC[23]
Parametery
Pocˇet kanálu˚
14 + 2 (referencˇní CMS/DRL,
lokalizacˇní P3/P4)
Názvy kanálu˚ (10/20) AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8,AF4
Vzorkovací metoda Sekvencˇní vzorkování, analogoveˇ digitální prˇevodník
Vzorkovací frekvence 128 vzorku˚ za vterˇinu, 2048 Hz vnitrˇneˇ
Rozlišení 14 bitu˚, 1 LSB = 0,51 uV
Šírˇka pásma 0,2–45 Hz, digitální notch filtr na 50 Hz a 60 Hz
Filtry
zabudovaný digitální 5-ti rˇadý
sinc filtr (dolní propust)
Dynamický rozsah 8400 uV (pp)
Spojovací mód AC spojený
Spojení proprietární bezdrátové, pásmo 2,4 GHz
Napájení LiPoly
Výdrž na baterii 12 hodin
Meˇrˇení impedance
kontrola kvality spojení v
reálném cˇase pomocí patentovaného systému
Tabulka 1: Parametry Emotiv EPOC
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4 BCI
Jako BCI oznacˇujeme, jak již z prˇekladu zkratky vyplývá, propojení mezi mozkem a
pocˇítacˇem[10]. Pocˇátek vývoje teˇchto systému˚ se datuje do 70. let minulého století do
meˇsta Los Angeles. První pokusy sestrojit toto rozhraní se zameˇrˇují na cˇisteˇ medicínské
úcˇely, a to prˇedevším na alesponˇ cˇástecˇné obnovení sluchových, zrakových cˇi pohybo-
vých schopností subjektu pomocí implantátu˚. První testy byly provádeˇny na zvírˇatech.
V 90 letech zacˇal výzkum na lidech. Díky velké prˇizpu˚sobivosti mozku byly subjekty
schopny, po adaptaci, využívat implantátu˚ prˇirozeneˇ a bez veˇtších problému˚.
4.1 Výzkum provádeˇný na zvírˇatech
Neˇkolik veˇdeckých laboratorˇí bylo schopno snímat mozkovou aktivitu opic a krys inva-
zivní metodou k ovládání BCI systému. Opice tak byly schopné ovládat kurzor myši na
pocˇítacˇi nebo naprˇ. pohybovat robotickou rukou a uchopovat ru˚zné prˇedmeˇty. V roce
1969 prˇišli veˇdci na skutecˇnost, že jsou opice schopny se naucˇit ovládat robotickou ruku
na základeˇ svých myšlenek. Pozdeˇji bylo dokázáno, že tyto opice jsou schopné genero-
vat požadované vzorce v mozkové aktiviteˇ, pokud jsou za to posléze odmeˇnˇovány. V 70.
letech byl také vynalezen algoritmus pro rekonstruování pohybu na základeˇ myšlenek.
O dekádu pozdeˇji Apostolos Georgopuolos objevil matematické závislosti mezi elektric-
kými impulzy kortikální motorické oblasti mozku opic druhu makak rhesus a pohybem
jejich rukou na základeˇ kosinové funkce.
Prˇední úspeˇchy veˇdeckých výzkumu˚:
• Phillip Kennedy: Se svými kolegy sestrojili první BCI implantováním elektrod do
mozku opic.
• Yang Dan: Jako první dokázal zpracovat výboje neuronu˚ produkovaných prˇi vy-
tvárˇení obrazu ve zraku kocˇek. On a jeho tým použili pole elektrod implantova-
ných do thalamu ostrˇe vidící kocˇky. Kocˇce poté bylo ukázáno osm krátkých videí
a mezí tím byly nahrávány tyto výboje v thalamu. Poté byly tyto záznamy, pomocí
matematických filtru˚, dekódovány a zrekonstruovány do obrazu, ve kterém pak
bylo možné rozpoznat jak urcˇité scény, tak i pohybující se objekty[8].
• Miguel Nicolelis: Používal, na rozdíl od ostatních, neˇkolika elektrod k snímání
aktivity ve velkých cˇástech mozku pro použití v systémech BCI. Zredukoval tak
variabilitu výstupního signálu prˇi použití jedné elektrody. První pokusy provádeˇl
na opicích z cˇeledi ploskonosých, u kterých v roce 2000 dokázal úspeˇšneˇ reprodu-
kovat pohyby rukou, když používaly opice joystick nebo se krmily. BCI fungovalo
v reálném cˇase a zárovenˇ byla robotická ruka ovládána vzdáleneˇ pomocí interneto-
vého protokolu [9]. Tento zpu˚sob se nazývá otevrˇená smycˇka. V dalším výzkumu
Miguel použil jiný druh opic, a to druh makak rhesus, který meˇl lepší prˇedpoklady
pro snímáni pohybové aktivity. Zameˇrˇil se, a byl úspeˇšný, na postup zvaný uza-
vrˇená smycˇka, kdy byly opice schopny ovládat robotickou ruku umísteˇnou vedle
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Obrázek 8: Rekonstruovaný záznam videˇní kocˇky, nahorˇe originál a dole záznam[26]
Obrázek 9: Originál schématu systému BCI podle Miguela Nicolelise[10]
nich a používat ji jako by byla jejich vlastní. BCI používalo predikci rychlosti po-
hybu a síly úchopu.
4.2 Výzkum provádeˇný na lidech
Výzkum BCI systému˚ provádeˇný na lidech je, co se týcˇe invazivního a semi-invazivního,
zameˇrˇen hlavneˇ na obnovu smyslu˚ jako je zrak cˇi sluch nebo na alesponˇ cˇástecˇné znovu-
získání pohybových schopností postižené cˇásti po úrazu.
• Obnovení zraku: Jako jeden z prvních veˇdcu˚, který se podílel na takovémto zarˇí-
zení, byl William Dobelle. Ten se zameˇrˇil na výzkum cˇástecˇného obnovení zraku
u jedincu˚ s úplnou ztrátou zraku. První prototyp (1978) obsahoval 68 elektrod im-
plantovaných do primární zrakové oblasti muže který v dospívání oslepl. Aparát
se skládal z kamery na brýlích prˇipojené na pocˇítacˇ. Tento BCI systém umožnil
muži videˇt odstíny šedi v nízkých hodnotách snímku˚ za sekundu. Druhý prototyp
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byl vytvorˇen v roce 2002 a bylo to jedno z prvních zarˇízení tohoto typu vyrobené
pro komercˇní použití. První sadu teˇchto prˇístroju˚ si koupilo 16 pacientu˚. Tato gene-
race zarˇízení byla mnohem skladneˇjší a tudíž jej mohli pacienti používat i v každo-
denním životeˇ. Zarˇízení umožnˇovalo pacientu˚m vnímat základní obrazové jevy a
prakticky ihned po zákroku byli schopni rˇídit auto na parkovišti ve velmi pomalé
rychlosti.
• Obnovení pohybu: Další oblastí zameˇrˇení veˇdeckých týmu˚ vyvíjející BCI systémy
je obnovení pohybu paralyzovaných pacientu˚, nebo propojení jejich mozku s po-
cˇítacˇem ovládající naprˇ. robotickou ruku [10]. V roce 2005 nastal pru˚lom v tomto
odveˇtví, kdy se Matt Nagle (kvadruplegik) stal první osobou ovládající robotickou
ruku pomocí systému BCI. Tento systém vyvinul profesor Jonathan Wolpaw a jeho
tým. Jejich zarˇízení obsahovalo 96 elektrod prˇipojených na pravou cˇást primární
motorické oblasti umožnˇující Mattovi hýbat s robotickou rukou pouze myšlenkami.
Toto zarˇízení využívalo semi-invazivní technologii.
• Neinvazivní systémy: Vedle použití invazivních metod se vyskytují také BCI sys-
témy založené na neinvazivním prˇístupu k získání mozkové aktivity pracující na
základeˇ EEG. Tyto zarˇízení mají velkou výhodu v nenárocˇnosti použití avšak za
cenu nízké kvality signálu a velkého šumu. Další nevýhodou je potrˇeba dlouhého
tréningu a velkého soustrˇedeˇní k pozitivním výsledku˚m. Naprˇ. v 90 letech Niels
Birbaumer vytvorˇil BCI systém založený na EEG, který svým pacientu˚m umožnil
pohyb kurzorem. Pacientu˚m ale trvalo neˇkolik meˇsícu˚ naucˇit se napsat pomocí to-
hoto kurzoru 100 znaku˚ za hodinu. Pokrok nastal s využitím tzv. P300 vln, které
jsou generovány spontánneˇ když lidé vidí neˇco co znají. V 80. letech bylo sestrojeno
zarˇízení, které pomocí teˇchto vln umožnˇovalo subjektu˚m se syndromem uzamcˇení
zadávat slova, písmena a jednoduché úkoly pocˇítacˇi a umožnilo jim také prˇes syn-
tetizér mluvit. Na základeˇ dalších výzkumu˚ se dokazálo, že potenciál systému˚ vy-
užívající EEG se blíží potenciálu invazivních systému˚. Naprˇ. v roce 2013 byl prˇed-
staven systém pro ovládání dálkoveˇ rˇízené kvadroptéry [11]. Vznikl i obor herního
pru˚myslu, tzv. neurogaming, zabývající se využití teˇchto zarˇízení prˇi hraní pocˇíta-
cˇových her. Na trhu také existuje neˇkolik dostupných zarˇízení, která lze použit pro
zábavní úcˇely jako naprˇ. NeuroSky nebo Emotiv Epoc, který je použit v této práci.
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Obrázek 10: Pacientka ovládající robotickou ruku pomocí semi-invazivního BCI[29]
Obrázek 11: Subjekt ovládající kvadroptéru pomocí neinvazivního BCI[28]
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5 Implementace
Hlavním cílem této práce bylo vytvorˇit demo scénu využívající zarˇízení s rozpoznává-
ním mozkové aktivity. Pro tento úcˇel bylo vybráno, již drˇíve zmíneˇné, zarˇízení Emotiv
EPOC. Úkolem bylo vizualizovat motorické stavy subjektu, pro které nebyl tento head-
set prˇímo zkonstruován, a tak zjistit jeho možnosti v teˇchto oblastech. Aplikace je však
napsána tak, aby bylo možné prˇipojit jakékoliv zarˇízení rozpoznávající mozkovou akti-
vitu. Náplní této práce bylo také vytvorˇit aplikaci pro správu headsetu a vše potrˇebné pro
nahrávání a vytvárˇení záznamu˚ pro rozpoznávané akce. Tato aplikace je rovneˇž nezávislá
na rozpoznávaném zarˇízení, ale i na demo scéneˇ, pouze s limitací na pocˇet elektrod a to
na 128 (Limitace dána systémem 10/5). Aplikace využívá knihovnu pro rozpoznávání
akcí od Martina Bartecˇka, se kterým jsem úzce spolupracoval.
5.1 Použité technologie
Obeˇ aplikace jsou napsány v jazyce C++ s využitím grafického API OpenGL pro demo
scénu a frameworku Qt v aplikaci pro správu headsetu. Tyto technologie bude popiso-
vat následující podkapitola. Využití frameworku .NET bylo v pru˚beˇhu vývoje nahrazeno
Qt frameworkem, který byl vhodneˇjší pro propojení s OpenGL aplikací využívající kni-
hovnu FreeGlut pro správu oken.
5.1.1 OpenGL
Je standard specifikující multiplatformní rozhraní(API) pro tvorbu aplikací využívající
3D a 2D grafiku[8]. API OpenGL[13][14][15][16] existuje pro všechny pocˇítacˇové plat-
formy a je nezávislá na použitém hardwaru, avšak daný hardware podporuje tuto kni-
hovnu jen do urcˇité verze. OpenGL je volneˇ dostupným produktem a je spravováno ne-
ziskovou organizací Khronos Group[12][12]. Soucˇasná verze je 4.5. OpenGL samotné se
nestará a vytvorˇení okna pro vykreslení grafiky, a tak je zapotrˇebí využití dalšího ná-
stroje. V této práci byla k tomuto úcˇelu použita knihovna Glut, a to konkrétneˇ v distribuci
FreeGlut. Dále byla použita knihovna FreeImage pro nacˇítaní obrazových dat pro 1D a
2D textury. OpenGL obsahuje dva profily, a to tzv. compatibility a core profile. Compa-
tibility profile je urcˇen pro zpeˇtnou kompatibilitu se staršími verzemi karet využívající
tzv. fixed function pipeline. Tento profil je však pro tuto práci nevhodný jelikož neposky-
tuje kýženou funkcionalitu. V následujících odrážkách jsou popsány hlavní vlastnosti
OpenGL v režimu Core profile.
• Geometrie jsou v OpenGL reprezentovány pomocí bodu˚, úsecˇek, trojúhelníku˚, troj-
úhelníkových pásu˚ cˇi cˇtyrˇúhelníku˚.
• Vykreslování je provádeˇno do Framebufferu˚, ke kterým je možné prˇipojit ru˚zné
renderbuffery cˇi textury.
• OpenGL umožnˇuje ukládání dat pro geometrie, textury a jiná data do bufferu˚, které
jsou uloženy prˇímo v pameˇti grafické karty.
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Obrázek 12: Logo OpenGL a Khronos group[13][12]
• Umožnˇuje vykreslování cˇástecˇneˇ pru˚hledných ploch pomocí mixování barev frag-
mentu˚ cˇi jejich alfa složek .
• Pro vykreslení jakékoliv geometrie je trˇeba definovat program obsahující tzv. sha-
dery, které se starají o to, jak má být daná geometrie vykreslena. Shadery jsou ná-
sledujícího typu.
– Vertex Shader: je program který se provede pro každý vrchol geometrie, slouží
veˇtšinou k transformaci vrcholu a k výpocˇtu informací pro fragment shader.
– Fragment Shader: je program pracující s fragmenty povrchu geometrie po ras-
terizaci. Využívá se naprˇ. k nasvícení scény, nebo aplikaci materiálu˚ cˇi efektu˚.
– Geometry Shader: slouží, stejneˇ jako vertex shader, pro úpravu vrcholu˚ geomet-
rie, avšak s tím rozdílem, že mu˚že prˇidávat cˇi odebírat vrcholy této geometrie.
– Compute Shader: se využívá k urychlení algoritmu˚ zpracovávajících at’ už geo-
metrii nebo jiná data. Výpocˇet, jako u všech shaderu˚, probíhá na grafické karteˇ.
– Tessellation Shader: se skládá ze trˇí shaderu˚ z nichž jsou dva programovatelné,
a to tesselation control a tesellation evaluation. Tyto shadery umožnˇují meˇnit
geometrii pomocí deˇlení primitiv.
5.1.2 Qt framework
Je multiplatformní knihovna pro implementaci programu˚ s grafickým uživatelským pro-
strˇedím [13]. Knihovna byla pu˚vodneˇ vytvorˇena spolecˇností Trolltech v roce 1999.[18]
Poté ji spolecˇnost prodala firmeˇ Nokia, v roce 2008, a nakonec ji odkoupila spolecˇnost
Digia, která ji vlastní dodnes. Používá jazyk C++, ale existuje i pro jiné jazyky jako naprˇ.
Python, C#, Java, Ruby a další. Standardní C++ však rozširˇuje o systém signálu˚ a slotu˚
znacˇneˇ ulehcˇujících implementaci událostí na základeˇ zmeˇny stavu objektu. Tato knihovna
má podporu pro práci se soubory, XML, SQL, grafikou cˇi multimédii a je tak oblíbe-
ným nástrojem pro tvorbu aplikací. Knihovna používá nativní vzhled operacˇního sys-
tému a tak se tyto aplikace vizuálneˇ prˇizpu˚sobí do používaného prostrˇedí. Výhodou této
knihovny je také velice dobrá dokumentace na oficiálních stránkách výrobce. S knihov-
nou jsou distribuovány také vývojové prostrˇedí QtCreator a QtDesigner. Lze nainstalovat
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Obrázek 13: Logo Qt[17]
i plugin do Visual Studia. Aplikace vytvorˇené pomocí této knihovny je možno distribuo-
vat pod licencí GPL, LGPL a za urcˇitých podmínek mohou být distribuovány i komercˇneˇ.
Knihovna je nyní ve verzi 5.4.
V této práci bylo nutné tento framework rozšírˇit o knihovnu QWT[19], která rozširˇuje
Qt o widgety používané v technických aplikacích jako naprˇ. 2D Grafy, posuvníky, dis-
playe, potenciometry a další. Knihovna byla použita kvu˚li grafu˚m pro vizualizaci EEG
signálu. Je zdarma a pod licencí QWT založenou na licenci LGPL.
5.1.3 MakeHuman
Je nástroj pro tvorbu anatomicky správných prototypu˚ geometrií lidského teˇla. Je vyvíjen
programátory, umeˇlci a studenty se zájmem o 3D modelování.
Pu˚vod této aplikace sahá do roku 1999. Pu˚vodneˇ se jednalo pouze o skript jménem
MakeHead do modelovacího nástroje Blender[21]. O rok pozdeˇji byl vytvorˇen tým a pro-
jekt dostal svu˚j nyneˇjší název, avšak stále byl napsán pouze pomocí jazyka Python s vy-
užitím API Blenderu. V roce 2005 byl kompletneˇ prˇepsán do jazyka C a vydán jako sa-
mostatný nástroj. V dalších letech byl postupneˇ prˇepisován do jádra napsaném v jazyce
C++, které je doplneˇno o skripty v jazyce Python. Soucˇasná verze je 1.0.2.
Aplikace využívá technologii morfování geometrie. Základem je obecná geometrie
lidské postavy, kterou lze upravit posuvníky do kýžené podoby. Na výbeˇr je z mnoha
atributu˚ urcˇující veˇk, pohlaví, rasu, výšku a další. Tuto postavu lze však dále upravovat
pro jednotlivé cˇásti lidského teˇla. Lze tak naprˇ. nastavit proporce oblicˇeje, rukou, nohou
nebo jednotlivých prstu˚. Nástroj je také schopen prˇidat ke geometrii vlasy, obocˇí, ocˇní
bulvy, zuby nebo jazyk. K výsledné geometrii lze také nastavit kostru, která slouží k ani-
maci postavy. Následneˇ lze zvolit i z neˇkolika druhu˚ oblecˇení a textur ku˚že, vlasu˚, obocˇí
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Obrázek 14: Ukázka prostrˇedí programu Makehuman[20]
a ocˇí. Výsledný model lze exportovat do neˇkolika standardizovaných formátu˚ souboru.
Aplikace je dále rozšírˇitelná o skripty psané v jazyce Python a obsahuje také nástroje pro
program Blender spolu s výmeˇnným formátem speciálneˇ pro neˇj.
MakeHuman obsahuje také nastavení hustoty trojúhelníkové síteˇ. Pro úcˇely aplikace
byla zvolena varianta z velkou hustotou síteˇ kvu˚li malé vzdálenosti kamery od modelu.
Byla tak vygenerována topologie s 91,552 vrcholy a 181,008 trojúhelníky.
Díky teˇmto vlastnostem je tento nástroj kompletním a nedocenitelným pomocníkem
prˇi tvorbeˇ prototypu˚ lidských postav využívaných k rekonstrukci vzhledu, prˇi návrhu
budov, industriálním designu nebo naprˇ. v herním pru˚myslu. Uživatelské prostrˇedí lze
videˇt na obrázku[14]. MakeHuman je distribuován pod licencí AGPL a je zcela zdarma.
5.2 Aplikace pro správu headsetu
První z vytvorˇených aplikací je aplikace urcˇena na správu headsetu. Uživatelské pro-
strˇedí využívá frameworku Qt. Obsahuje nejdu˚ležiteˇjší informace o aktuálním stavu za-
rˇízení, zobrazení signálu a spektrální analýzy, a vše potrˇebné k vytvárˇení záznamu˚ EEG
signálu a vytvárˇení jednotlivých akcí. Pro zachování univerzálnosti není tato aplikace
prˇímo propojena s headsetem Emotiv EPOC. Obsahuje uživatelské prostrˇedí pro ovlá-
dání headsetu, získávání dat z neˇj a logiku pro práci s teˇmito daty. Celá aplikace je roz-
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Obrázek 15: Prˇipojení a aktuální stav headsetu
deˇlena na dveˇ cˇásti umísteˇné vedle sebe, z nichž jedna obsahuje nastavení a druhá slouží
k zobrazení a práci se signálem. Každá z nich je rozdeˇlena na záložky. Tato aplikace je ve
formeˇ knihovny jménem SignalGui propojené s hlavní aplikací zobrazující demo scénu. Z
Demo scény se také spouští a to tlacˇítkem EEG tools. V následujících podkapitolách jsou
popsány jednotlivé cˇásti této aplikace.
5.2.1 Prˇipojení a aktuální stav
První záložka nastavení obsahuje základní informace o stavu headsetu a neˇkteré ovládací
prvky viz obrázek [15]. Pro prˇipojení slouží tlacˇítko Connect. Poté, co se aplikace prˇipojí,
zmeˇní se cˇervený nápis offline na online zelené barvy. Prˇi výpadku spojení s headsetem
se stav zmeˇní zpeˇt na offline. Ve spodní cˇásti je widget typu progress bar zobrazující ak-
tuální stav baterie. Jelikož je tato aplikace implementována s ohledem na univerzálnost,
je zde ovládací prvek typu combobox pro výbeˇr zarˇízení, i když byla použita pouze se
zarˇízením Emotiv EPOC. Dále je zde volba typu spektrální analýzy a jestli se má zob-
razovat vedle aktuálního signálu. Další možnou volbou je zapnutí nahrávání signálu a
oznacˇování jeho cˇástí za beˇhu. Tato funkcionalita, spolecˇneˇ s zobrazením dat akcí pomocí
tlacˇítka action data, je popsána v podkapitole 5.2.2.
Vedle sekce pro nastavení se nachází sekce skládající se ze dvou záložek. Záložka EEG
zobrazuje data z jednotlivých senzoru˚ ve formeˇ EEG signálu. Pocˇet senzoru˚ se zadává v
konstruktoru objektu SignalGui, který deˇdí z trˇídy QMainWindow reprezentující hlavní
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obrazovku aplikace. V metodeˇ init() se poté podle tohoto pocˇtu inicializují objekty typu
SignalChannel, které obsahují popisek a grafy pro každý kanál reprezentující EEG signál a
spektrální analýzu. Tento objekt deˇdí z trˇídy QTreeWidgetItem, jelikož je prvkem v objektu
typu QTreeWidget, který efektivneˇ zobrazuje všechny tyto prvky pod sebou viz obrázek
[15]. Popisek signálu každého senzoru obsahuje jeho název podle systému˚ 10/20 a aktu-
ální stav kvality signálu obarvený prˇíslušnou barvou. Data signálu senzoru jsou v grafu
zobrazena zmeˇnou signálu závislou na cˇase. Grafy jsou objekty typu QwtPlot. Knihovna
Qwt umožnˇuje do teˇchto grafu˚ vkládat jeden cˇi více objektu˚ typu QwtPlotCurve reprezen-
tující pru˚beˇh velicˇiny zobrazený v grafu. Lze také zobrazit mrˇížku grafu a jednotlivým
krˇivkám nastavit vzhled. Data se grafu˚m prˇirˇazují pomocí funkce UpdateData. Ta má v
parametrech trˇi odkazy na pole hodnot. Dva jsou typu double a reprezentující data sig-
nálu(Osa Y) a cˇas (Osa X). Trˇetí je typu float a jsou v neˇm uložena data pro graf spektrální
analýzy. Hodnot je vždy 256 pro data signálu a 128 pro spektrální analýzu. Prˇirˇazení hod-
not grafu˚m probíhá pomocí funkce setRawSamples() objektu QwtPlotCurve daného grafu.
Tato metoda prˇijímá parametry typu double pro osu X, osu Y a celocˇíselnou promeˇnou
pro pocˇet hodnot.
void initChannels(int count)
{
noChannels = count;
signalChannels.clear();
actionsView = new ActionsView(noChannels);
for( int i = 0; i<count;i++)
{
SignalChannel∗ channel = new SignalChannel(ui.signalTreeWidget);
channel−>initWidget(i + 1);
connect(channel, SIGNAL(zoneSelected(QPointF)), this,
SLOT(on_selectedSignalPlotZone(QPointF)));
connect(channel, SIGNAL(rightClick(QPointF)), this,
SLOT(on_rightClickedSignalPlotZone(QPointF)));
connect(channel, SIGNAL(panning(int, int)), this,
SLOT(on_plotPanned(int, int)));
connect(channel, SIGNAL(plotZoomed(QRectF)), this,
SLOT(on_signalPlotZoomed(QRectF)));
connect(channel, SIGNAL(magnify(double)), this,
SLOT(on_signalPlotMagnify(double)));
signalChannels.push_back(channel);
ui .signalTreeWidget−>addTopLevelItem(channel);
ui .signalTreeWidget−>setItemWidget(channel, 0, channel−>getOnlineLabel());
ui .signalTreeWidget−>setItemWidget(channel, 1, channel−>getSignalPlot());
ui .signalTreeWidget−>setItemWidget(channel, 2, channel−>getSpectrumPlot());
}
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connect(actionsView, SIGNAL(on_selectedChannelAndAction(std::string,int)),this,
SLOT(on_ActionChanged(std::string,int)));
this−>setCentralWidget(ui.centralWidget);
plotZoneItemManager = new PlotZoneItemManager(count);
}
Výpis 1: Inicializace seznamu senzoru˚ a použití systému signálu˚ a slotu˚
Druhá záložka, v téže sekci jako zobrazení EEG signálu, se nazývá Sensors viz obrá-
zek [16]. Má na starosti zobrazení kvality snímaného signálu v jednotlivých senzorech.
Senzory jsou zobrazeny jako obarvené body na silueteˇ lidské hlavy a nacházejí se na po-
zicích podle systému 10/20. O vykreslování senzoru˚ se stará trˇída SensorsGraphicsScene,
která deˇdí z trˇídy QGraphicsScene. Ta je prˇirˇazena do instance widgetu GraphicsView vy-
tvárˇející plochu pro jednotlivé grafické scény. Ve trˇídeˇ SensorsGraphicsScene je inicializacˇní
metoda initSensor, která obsahuje dva parametry. Pocˇet senzoru˚ a kolekci textových rˇe-
teˇzcu˚ reprezentující názvy všech senzoru˚ headsetu. V této metodeˇ se inicializuje velikost
bodu˚ reprezentující senzory a nacˇtou se ze souboru prˇedem vypocˇtené pozice senzoru˚ na
obrázku. Beˇhem nacˇítání se ukládají pouze ty, které jsou prˇedem urcˇené v drˇíve zmíneˇné
kolekci. Pozice jsou podle systému 10/20 a jsou uloženy pod standardizovanými názvy
tohoto systému. Jsou to cˇísla typu float v rozmezí -1 až 1, a lze je tedy snadno prˇepo-
cˇítat pro jakýkoliv obrázek reprezentující pozadí. V souboru je uloženo 128 pozic, a tak
je možné ho použít pro jakýkoliv headset využívající systém 10/20. Jednotlivé senzory
jsou instance trˇídy SensorGraphicsItem, která deˇdí z QGraphicsItem. Objekty tohoto typu
lze prˇidávat do grafické scény a ty jsou pak vykreslovány na svých pozicích v ní. Obsa-
hují metodu paint(), která se volá prˇi každém vykreslení objektu a v ní je také definováno
jak a co se bude vykreslovat. Vyobrazený senzor mu˚že mít následující barvy na základeˇ
kvality signálu.
• Cˇerná: Bez signálu (Headset vypnutý nebo je špatneˇ umísteˇný senzor)
• Cˇervená: Velmi slabý signál
• Oranžová: Slabý signál
• Žlutá: Dobrý signál
• Zelená: Vynikající signál
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Obrázek 16: Zobrazení kvality signálu senzoru˚ v rozmísteˇní podle systému 10/20
5.2.2 Nahrávání,nacˇítání záznamu˚ a ukládání akcí
Nahrávání záznamu˚ se zapíná pomocí tlacˇítka Start/Stop Recording umísteˇném na záložce
viz obrázek Connection[15] v levé sekci aplikace. Toto tlacˇítko je trˇístavové a prˇi spušteˇní
nahrávání zu˚stane stisknuto tak, aby signalizovalo probíhající nahrávání. Beˇhem nahrá-
vání lze také použít okamžité oznacˇování úseku signálu, a to tlacˇítkem Start/Stop Labeling,
které je také trˇístavové. Po stisknutí tohoto tlacˇítka se zacˇne oznacˇovat vždy cˇasovou ob-
last zacˇátku grafu a po opeˇtovném stisknutí ukoncˇí oznacˇovaní rovneˇž na cˇasovém údaji
na zacˇátku grafu. Pro ukoncˇení nahrávání je zapotrˇebí znova stisknout tlacˇítko Start/Stop
Recording, které otevrˇe dialog s polem pro zadání názvu souboru. Po stisknutí tlacˇítka
Save se záznam uloží do složky ../Data/Records pod daným názvem a prˇíponou .dataEEG.
Záznamy oblastí se ukládají do stejné složky a pod stejným názvem, ale prˇíponou .data-
Zones. Pro nacˇtení daného záznamu je trˇeba odpojit headset pomocí trˇístavového tlacˇítka
Connect v levé sekci na záložce Connection. Poté je možno nacˇíst uložený soubor pomocí
tlacˇítka Load Record ve stejné sekci pod záložkou Load/Save. Data se ihned nacˇtou i s ozna-
cˇenými oblastmi.
Po nacˇtení záznamu mu˚žeme oznacˇit urcˇité úseky, které je možno uložit jako akci,
která bude poté rozpoznávána. K tomuto úcˇelu slouží štítky, které lze spravovat v zá-
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Obrázek 17: Nacˇtení záznamu a uložení vybrané akce
Obrázek 18: Správa štítku˚ a oznacˇení oblastí v grafu
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Obrázek 19: Detail vymazávání štítku˚ v signálu prˇi prˇekrytí
ložce Labels. Každý štítek má svoji barvu a název. Štítek lze vytvorˇit v cˇásti oddeˇlené
nápisem Add Label viz obrázek [18]. Nachází se zde textové pole pro zadání názvu štítku
a combobox pro výbeˇr z neˇkolika barev. Po stisknutí tlacˇítka Add Label se prˇidá vytvorˇený
štítek do seznamu štítku˚. Ve vrchní cˇásti stejné záložky jsou, ve widgetu typu combobox,
na výbeˇr všechny vytvorˇené štítky. Pomocí tlacˇítka Remove lze vybraný štítek vymazat.
Pro tuto funkcionalitu byla vytvorˇena trˇída LabelManager, která se stará o ukládání a nacˇí-
taní štítku˚ ze souboru a nastavování stavu ovládacích prvku˚. Každý noveˇ prˇidaný štítek
je uložen do souboru, vložen na první pozici v comboboxu a je nastaven jako výchozí.
Nacˇítání všech štítku˚ probíhá v konstruktoru manageru. Tyto štítky lze použít pro ozna-
cˇování urcˇitých oblastí v nacˇteném záznamu EEG signálu. Oblasti lze oznacˇovat prˇímo v
grafech a to pouze stisknutím levého tlacˇítka myši na ploše grafu, posunutím kurzoru a
pušteˇním tlacˇítka nad tou cˇástí grafu, kde se má nacházet konec oznacˇené oblasti. Daná
oblast se oznacˇí vybraným štítkem, a to jeho barvou a názvem viz obrázek [18]. Oznacˇo-
vání v grafu je realizováno pomocí instance trˇídy PlotPicker, která deˇdí z trˇídy QwtPlotPic-
ker knihovny QWT. Trˇída PlotPicker obsahuje dva objekty typu QwtPlotMarker reprezen-
tující hranice oznacˇované oblasti a instanci trˇídy QwtPlotZoneItem reprezentující oblast
mezi nimi. O oznacˇení se stará metoda move(), která posouvá hranice oznacˇené zóny a
vybarvuje vnitrˇek zóny barvou. Po vybrání oblasti je emitován signál zoneSelected. Na
tento signál reaguje instance trˇídy PlotZoneItemManager. Tato trˇída má na starosti práci
se zónami oznacˇenými v grafech. Stará se o prˇidávání a mazání zón z grafu˚, a také na-
cˇítání a ukládání všech zón pro daný graf do souboru s prˇíponou .dataZones. Prˇi prˇidání
zóny do tohoto manažeru se daná zóna zobrazí ve všech grafech, a to oznacˇena práveˇ
vybraným štítkem. Oznacˇenou oblast lze z grafu také vymazat, a to kliknutím pravého
tlacˇítka myši na danou oblast. Pokud se v dané oblasti nachází více prˇekrývajících se zón,
zobrazí se nabídka s výbeˇrem všech zón v daném místeˇ. Obsahuje vždy index zóny, jeho
barvu a délku viz obrázek [19]. Po vybrání je zóna vymazána ze všech grafu˚. Pro prˇehled-
nou práci se záznamem signálu jsou vždy zobrazeny dveˇ sekundy záznamu. Záznam lze
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Obrázek 20: Zobrazení vzorku˚ nahrané akce a jejích spektrální analýza
v grafu posouvat pomocí tzv. gesta swipe, implementovaným stisknutím klávesy shift,
stisknutím levého tlacˇítka myši nad oblastí grafu a potažením do opacˇného smeˇru než
kam jej chceme posunout. Všechny grafy se následneˇ posunou do stejné cˇasové oblasti.
Tato funkcionalita je zajišteˇna použitím instance trˇídy typu QwtPlotPanner a její prˇirˇazení
ke grafu. Záznamy lze rovneˇž prˇibližovat a oddalovat pro zobrazení detailu signálu. To je
implementováno dveˇma zpu˚soby. První je implementován pomocí trˇídy QwtPlotZoomer,
a to stisknutím klávesy Ctrl a oznacˇení obdélníkové oblasti tažení myši se stisknutým
levým tlacˇítkem. Pro zobrazení pu˚vodní oblasti lze stisknout klávesu Esc. Druhý zpu˚sob
je díky trˇídeˇ QwtPlotMagnifier, a to opeˇt stiskem klávesy Ctrl a použitím kolecˇka myši
prˇibližovat cˇi oddalovat záznam. Daná oblast se v obou prˇípadech prˇiblíží cˇi oddálí na
všech grafech.
Pro uložení oznacˇených oblastí a zárovenˇ definování a uložení dat akce slouží tlacˇítko
Save Action na záložce Load/Save. Zóny se uloží pod jménem záznamu, avšak jimi defino-
vaná akce se uloží pod jménem napsaným v textovém poli nad tímto tlacˇítkem. Uloží
se rovneˇž pouze záznamy oznacˇené štítkem vybraným z widgetu typu combobox nad
textovým polem pro název akce. V tomto comboboxu se nacházejí všechny typy štítku˚
použitých v záznamu.
K zobrazení dat pro jednotlivé akce slouží tlacˇítko Action Data na záložce Connection
viz obrázek [15]. Po stisknutí se otevrˇe okno s grafy zobrazující signál jednotlivých vzorku˚
viz obrázek [20]. V comboboxu pod nadpisem Action jsou na výbeˇr jednotlivé akce. Stejneˇ
jako na záložce Connection v hlavním okneˇ pro správu headsetu je i zde volba typu spek-
trální analýzy a to jestli se má zobrazovat, i když zde byla použita pouze furierova trans-
formace. Tento combobox je zde opeˇt kvu˚li univerzálnosti aplikace. Poslední možností je
výbeˇr senzoru, pro který se mají vzorky ukázat.
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5.3 Demo scéna
Hlavní náplní této práce bylo vytvorˇit aplikaci pro vizualizaci motorických stavu˚ lid-
ského teˇla, snímaných EEG headsetem. Aplikace je vytvorˇena pomocí programovacího
jazyka C++, knihovny OpenGL pro vykreslování 3D scény a knihovny AntTweakBar
pro tvorbu jednoduchého uživatelského prostrˇedí. Tato aplikace také obsahuje propo-
jení mezi knihovnou pro získávání dat a rozpoznávání akcí z headsetu a aplikací pro
jeho správu. Je tak hlavní aplikací rˇídící chod celého tohoto systému.
O toto propojení se stará trˇída GUItoEEGmanager obsahující metodu Update(), která
následneˇ volá metody pro aktualizaci stavu˚ propojených komponent roztrˇídeˇných podle
jejich úcˇelu. Tato metoda je volána ve speciálním vlákneˇ a to trˇicetkrát beˇhem vterˇiny.
Tímto je omezena výkonová záteˇž tohoto procesu. Tato trˇída rovneˇž obsahuje vše po-
trˇebné k tomuto propojení vcˇetneˇ instancí obou komponent. Oddeˇluje tak tuto logiku od
zbytku logiky aplikace demo scény, a ta je tudíž nezávislá na obou teˇchto komponentách.
5.3.1 Uživatelské prostrˇedí
K ovládání aplikace slouží lišta s ovládacími prvky umísteˇná na levém okraji obrazovky.
Nachází se zde neˇkolik sekcí pro ovládání dané cˇásti aplikace. První sekce s názvem
Draw options má na starosti zmeˇnu vizualizace scény. Nachází se zde zapnutí/vypnutí
vykreslování kostry modelu, vizualizace vah kostí, zobrazení drátového modelu, SSAO
a nefotorealistické zobrazení modelu. Mimo to zde lze nastavit jas a kontrast obrazu. V
další sekci lze zapnout ve scéneˇ možnost pohybovat s kostmi kostry modelu pomocí tla-
cˇítka Pose skeleton. Sekce pod ní slouží k rychlému výbeˇru pohledu kamery. Na výbeˇr
je z peˇti smeˇru˚ kolem modelu plus pohled z pravého horního rohu nastavený jako zá-
kladní. Další sekce je veˇnována rychlému zapnutí headsetu, výpisu jeho stavu, zapnutí
rozpoznávání akcí, výbeˇru rozpoznávací metody a zapnutí vizualizace mozkové aktivity.
V prˇedposlední sekci je zapnutí výše zmíneˇné aplikace pro správu headsetu, záznamu˚ a
akcí. Poslední sekce slouží k vytvárˇení animací k definovaným akcím.
Uživatelské rozhraní je definováno v trˇídeˇ GUIManager. Zde je v metodeˇ init() vy-
tvorˇena samotná lišta, a to pomocí funkce TwDefine(). K nim jsou prˇirˇazovány ovládací
prvky typu tlacˇítko pomocí funkcí TwAddButton(). Zatrhávající polícˇka jsou prˇidávány
funkcí TwAddVarRW(). Všem teˇmto ovládacím prvku˚m je trˇeba nastavit popisek, štítek
do kterého se mají vykreslovat a promeˇnnou cˇi funkci, která bude obsluhovat zmeˇnu
stavu. Trˇída GUIManager obsahuje i definice štítku˚ pro uživatelské rozhraní editace ani-
mací akcí, které bude popsáno v podkapitole [5.3.3]. Je typu singleton proto, aby byla
prˇístupná v jakékoliv cˇásti programu aplikace.
5.3.2 Kosterní systém
Hlavním úkolem aplikace je vizualizace motorických stavu˚ lidské postavy v 3D prostoru.
K vizualizaci tak nestacˇí pouze 3D model lidské postavy. Je zapotrˇebí tento model ply-
nule deformovat do polohy reprezentující rozpoznaný motorický stav lidského teˇla. Jed-
nou z možností jak toho dosáhnout je použití kosterního systému, který se svou variabi-
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Obrázek 21: Kostra modelu, vpravo zobrazen detail oblicˇeje
litou nejlépe hodí pro tuto aplikaci. Pro tento úcˇel byl zvolen formát souboru MD5 , který
mu˚že obsahovat jak definici geometrie tak i kosterní systém a díky své strukturˇe jej lze
snadno nacˇíst. Model byl vytvorˇen pomocí programu MakeHuman a prˇeveden do MD5
formátu za pomocí modelovacího programu Blender.
Základem kosterního systému jsou kosti a váhy, které jsou prˇirˇazeny jednotlivým vr-
cholu˚m geometrie. Kosterní systém je ve veˇtšineˇ prˇípadu˚ tvorˇen stromovým systémem,
kdy každá kost má svého rodicˇe kromeˇ kosti reprezentující korˇen stromu. Každá kost je
definována svou pozicí a orientací. Ve formátu MD5 je kosterní systém definován klouby,
avšak princip je totožný s reprezentací pomocí kostí. Orientace kloubu je reprezentována
quaternionem závislým na svém rodicˇi. Je tudíž v lokálním prostoru daného kloubu. Po-
zice je v globálním prostoru modelu. Ke každému vrcholu geometrie je definována sada
indexu˚ jednotlivých kloubu˚ a sada vah, v rozmezí 0 až 1, které urcˇují v jakém pomeˇru
daný kloub ovlivnˇuje pozici vrcholu.
Formát MD5 definuje váhy, vrcholy, trojúhelníky a kosterní systém v souboru s prˇí-
ponou .md5mesh. Všechny tyto prvky jsou definovány zvlášt’, avšak vždy s referencí na
ostatní prvky tak, aby šlo sestavit geometrii propojenou s prˇíslušným kostrou. Klouby
jsou uloženy pomocí jména, pozice, orientace a indexu rodicˇe ve stromové strukturˇe.
Váhy jsou reprezentovány indexem, indexem kloubu, samotnou vahou a pozicí v 3D
prostoru a jsou uloženy za sebou pro jednotlivé vrcholy. Vrcholy jsou definovány sou-
rˇadnicemi na texturˇe, pocˇátecˇní vahou a pocˇtem vah. Pozice vrcholu˚ je trˇeba vypocˇítat
z pozic kloubu˚ a vah ovlivneˇných orientací kloubu˚ a hodnotami jednotlivých vah. Rov-
neˇž normály vrcholu˚ je zapotrˇebí vypocˇítat. Vrcholy jsou spojeny trojúhelníky, které jsou
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definovány indexy jednotlivých vrcholu˚. Formát MD5 obsahuje rovneˇž soubor s prˇípo-
nou .md5anim, který slouží k prˇenosu již prˇedem vytvorˇené animace. Jelikož však apli-
kace obsahuje vlastní editor animací, je použití teˇchto souboru˚ zbytecˇné. Tento formát
rovneˇž obsahuje u každé cˇásti geometrie seznam názvu˚ textur, prˇípadneˇ zpu˚sob jejich
kombinace. To je však pro definici materiálu dané cˇásti geometrie nedostatecˇné, a tak byl
daný systém rozšírˇen o materiálový soubor formátu .mtl obsahující kýžené informace.
Název tohoto souboru je v hlavicˇce souboru .md5mesh a u každé cˇásti geometrie je ná-
zev prˇíslušného materiálu. Tento formát je rovneˇž rozšírˇen o soubor definující maximální
a minimální úhly jednotlivých kloubu˚ ve všech osách. Tento soubor je poté prˇi nacˇítání
modelu nacˇten a jednotlivé hodnoty jsou prˇirˇazeny daných kloubu˚m.
Model a jeho kosterní systém reprezentuje trˇída RiggedModel. Ta obsahuje metody pro
nacˇtení MD5 modelu, výpocˇet pozic vrcholu˚ a výpocˇet normál. Obsahuje rovneˇž metody
pro prˇepocˇet pozic a orientací kloubu˚ prˇi vytvárˇení animací modelu. V následujících od-
rážkách jsou popsány hlavní metody této trˇídy.
• LoadModel(): Má na starosti nacˇtení informací o modelu a jeho kosterním systému
do prˇedem vytvorˇených struktur reprezentující vrchol, trojúhelník, kloub a váhu.
Pole teˇchto struktur jsou uložena v objektu trˇídy Mesh reprezentující cˇást modelu.
Pole teˇchto cˇásti pak tvorˇí celý model. Po nacˇtení každé cˇásti modelu jsou volány
metody PrepareMesh() a PrepareNormals() pro vypocˇítání pozic vrcholu˚ a jejich nor-
mál. Po nacˇtení celého modelu je zavolána metoda CreateBoneMatricesFromJoints()
pro vytvorˇení matic kloubu˚ potrˇebných k deformaci geometrie v shaderech.
• PrepareMesh(): Obsahuje výpocˇet pozic vrcholu˚ na základeˇ nacˇtených pozic vah a
kloubu a orientace teˇchto kloubu˚. Ukázka kódu výpocˇtu teˇchto sourˇadnic je uve-
dena níže.
• PrepareNormals(): Slouží k výpocˇtu vyhlazených normál geometrie. Prochází troj-
úhelníky geometrie a vypocˇítává normálu na základeˇ vektorového soucˇtu dvou
smeˇrových vektoru˚ definující trojúhelník. Tyto normály pak prˇicˇítá k, již v prˇedcho-
zích krocích již vytvorˇeným, normálám geometrie a tvorˇí tak vyhlazené normály po
celém povrchu.
• rotateCurrentJoint(): Je vytvorˇena pro rotaci zvoleného kloubu o urcˇitý pocˇet stupnˇu˚.
Každý kloub obsahuje hodnoty pro aktuální, maximální a minimální úhel rotace
v každém smeˇru v lokálním prostoru daného kloubu. Na zacˇátku této metody se
kontrolují hranice rotací a prˇípadneˇ prˇicˇítají aktuální úhly. Rotovat je zapotrˇebí i po-
tomky daného kloubu ve stromové strukturˇe. Jelikož každý kloub obsahuje pouze
index svého rodicˇe, je zapotrˇebí najít všechny potomky a rotovat je podle vybra-
ného kloubu. K tomuto úcˇelu slouží metoda rotateChildJoints(), která rotuje pozici
a smeˇr všech potomku˚ kloubu vu˚cˇi jeho pozici a smeˇru. Na konci této metody je
volána metoda CreateBoneMatricesFromJoints() pro prˇepocˇet transformacˇních matic.
• CreateBoneMatricesFromJoints(): Vytvorˇí z pozic a smeˇru˚ všech kloubu˚ matice pro
prˇepocˇet pozic vrcholu˚ v shaderech. Tento princip je vysveˇtlen v následujícím od-
stavci.
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Pro zmeˇnu tvaru geometrie, podle pohybu kloubu˚ kostry, je potrˇeba zmeˇnit pozici
všech jejich vrcholu˚. Jelikož je tato operace výpocˇetneˇ nárocˇná, je zmeˇna pozic a orientací
kloubu˚ prˇevádeˇna do transformacˇních matic, které jsou následneˇ použity v shaderu pro
prˇepocˇet pozic samotných vrcholu˚. Nejnárocˇneˇjší operace je tak prˇemísteˇna na grafickou
kartu a je tak urychlen její výpocˇet. Do shaderu˚ se tak posílají nejen informace o pozicích
vrcholu˚, normály a sourˇadnice vrcholu˚ na texturˇe, ale i indexy v poli transformacˇních ma-
tic a váhy jejich vlivu. Indexy i váhy jsou reprezentovány vektorem s dimenzí o velikosti
4. Jeden vrchol tak mohou ovlivnˇovat maximálneˇ cˇtyrˇi klouby. Vždy se tak v shaderu scˇí-
tají 4 matice, každá vynásobena váhou. Výsledkem je matice, kterou se vynásobí vrchol
a se tak zmeˇní jeho aktuální poloha v prostoru.
for (unsigned int i = 0; i < mesh.vertices.size() ; i++)
{
Vertex& vert = mesh.vertices[i ];
for (unsigned int j = 0; j < vert .m_WeightCount; j++)
{
Weight& weight = mesh.weights[vert.m_StartWeight + j];
Joint& joint = joints [weight. jointId ];
glm::vec3 rotPos = joint . orientation ∗ weight.position ;
vert . position += ( joint . position + rotPos) ∗ weight.bias;
if ( j < 4)
{
vert .boneIndices[j] = (float )weight. jointId ;
vert .boneWeights[j] = weight.bias;
}
}
mesh.positions.push_back(vert.position);
mesh.tCoords.push_back(vert.tcoord);
mesh.boneIndexes.push_back(vert.boneIndices);
mesh.boneWeights.push_back(vert.boneWeights);
}
Výpis 2: Ukázka výpocˇtu sourˇadnic vrcholu˚ na základeˇ údaju˚ obsažených v .md5mesh
souboru
5.3.3 Vytvárˇení a editace animací
Aby vytvorˇená aplikace demo scény splnˇovala vše potrˇebné k vizualizaci motorických
stavu˚ lidského teˇla, bylo zapotrˇebí vytvorˇit nástroj pro vytvárˇení animací, které prˇed-
stavují práveˇ tyto stavy. Tento nástroj je implementován prˇímo do demo scény. Spouští
se kliknutím na tlacˇítko Edit Animations. Po kliknutí se v pravém horním rohu zobrazí
lišta se seznamem všech akcí, vytvorˇených v aplikaci pro správu headsetu. Po kliknutí
na danou akci se zobrazí další lišta se seznamem klícˇových snímku˚ dané aplikace. Klí-
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Obrázek 22: Vizualizace vah kloubu˚ kosterního systému
cˇové snímky reprezentují stav geometrie. Mezi klícˇovými snímky se provádí lineární in-
terpolace tak, aby vznikl spojitý vjem pohybu geometrie reprezentující lidskou postavu.
Prˇidávání klícˇového snímku se provádí tlacˇítkem Add Keyframe a lze také vymazat po-
slední vytvorˇený klícˇový snímek pomocí tlacˇítka Remove Last Keyframe. Po prˇidání klí-
cˇového snímku se zkopíruje stav všech kloubu˚ geometrie do následujícího snímku tak,
aby šlo navazovat plynule ve zmeˇneˇ stavu geometrie v dalším snímku. Poslední tlacˇítko
na této lišteˇ je Play Animation, které prˇehraje animaci. Pro zmeˇnu stavu geometrie v da-
ném klícˇovém snímku je zapotrˇebí kliknout na vytvorˇený klícˇový snímek. Otevrˇe se lišta
s nastavením. Poté lze kliknutím oznacˇit kloub, který chceme rotovat. O výbeˇr se stará
trˇída Raytracer, která pomocí stejnojmenného algoritmu hledá nejbližší kloub. Pomocí
stisknutí klávesy R a pohybu myši ve vertikálním smeˇru lze s tímto kloubem rotovat. V
tomto režimu lze stisknout klávesu X,Y nebo Z pro výbeˇr osy, ve které bude provádeˇna
rotace. Opeˇtovným stisknutím klávesy R se zruší možnost rotování a kloub zu˚stane v
daném stavu. Lišta zobrazená po vybrání klícˇového snímku obsahuje informace o vybra-
ném kloubu, kterým chceme rotovat. Jedná se o jméno kloubu, jeho aktuální, minimální
a maximální úhly rotace a vybranou osu rotace. Ve spodní cˇásti se nachází tlacˇítko Save
To File, které slouží k uložení animace do souboru.
O správu teˇchto animací se stará trˇída EEGActionManager. Tato trˇída obsahuje ko-
lekci objektu˚ trˇídy EEGAction reprezentující animace prˇirˇazené k prˇedem vytvorˇeným ak-
cím. Trˇída EEGAction obsahuje kolekci trˇíd Keyframe obsahující pozice a orientace všech
kloubu˚ modelu v daném klícˇovém snímku. Trˇída EEGAction rovneˇž obsahuje metody
pro nacˇítání a uložení všech svých klícˇových snímku˚ do souboru s prˇíponou .jointInfo do
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Obrázek 23: Uživatelské rozhraní pro tvorbu animací
stejné složky, kde jsou uloženy vzorky všech uložených akcí. Všechny klícˇové snímky
dané akce jsou uloženy do jednoho souboru reprezentujícího danou akci. Jsou zde ulo-
ženy všechny pozice a orientace kloubu˚ v daném klícˇovém snímku s tím, že klícˇové
snímky jsou oddeˇleny složenými závorkami. Trˇída obsahuje rovneˇž promeˇnnou, která
urcˇuje jak dlouho daná animace bude trvat. Ta je poté nastavena prˇi rozpoznání akce, a
to na základeˇ amplitudy signálu rozpoznané akce.
Prˇehraní animace, po rozpoznání akce, má na starosti metoda performActionEEG()
ve trˇídeˇ Entity_Animated. Entitní systém reprezentace objektu˚ ve scéneˇ bude popsán v
podkapitole [5.3.4]. Metoda performActionEEG() pouze nastaví v této trˇídeˇ promeˇnnou
currentAction na instanci trˇídy EEGAction reprezentující akci k provedení. V trˇídeˇ En-
tity_Animated je metoda update(), která se provádí v prˇedem daných cˇasových interva-
lech. Obsahuje interpolaci pozic a orientací všech kloubu˚ mezi jednotlivými klícˇovými
snímky v závislosti na cˇase.
5.3.4 Vizualizace scény
Pro splneˇní hlavního cíle této aplikace byla zvolena vizualizace motorických stavu˚ ve 3D
scéneˇ. Byl kladen du˚raz na jednoduchost scény zameˇrˇené na vizualizaci lidské postavy a
její animace. Pomocí nastavení popsaného v kapitole [5.3.1] lze meˇnit charakter vzhledu
scény. V následujících odstavcích a podkapitolách jsou popsány hlavní prvky vizualizace
a jejich implementace.
Objekty ve scéneˇ jsou reprezentovány trˇídami, které deˇdí z obecné trˇídy Entity, ob-
sahující deklaraci metod a promeˇnných spolecˇných pro každý objekt ve scéneˇ. Jsou to
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prˇedevším metody draw(), drawForShadows(), update() a init(), díky nímž lze prˇistupovat
stejným zpu˚sobem k objektu˚m s ru˚znými vlastnostmi. Metoda init() obsahuje iniciali-
zaci geometrie a atributu˚ objektu, metoda draw() se stará o vykreslení objektu a metoda
update() pro aktualizaci stavu objektu cˇi jeho animace. Funkce drawForShadows() obsahuje
vykreslení geometrie pro zápis do hloubkové textury použité k vytvorˇení stínu geomet-
rie. V každém tomto derivátu trˇídy Entity je uložen objekt typu Model(Obj formát) nebo
RiggedModel (formát MD5), ve kterém jsou uloženy informace o geometrii a metody pro
vytvorˇení bufferu˚, které jsou v metodeˇ init() nacˇteny do pameˇti grafické karty. Všechny
vytvorˇené entity jsou uloženy do kolekce ve trˇídeˇ SceneManager, která je hlavní trˇídou
celé aplikace. Pro úcˇely této aplikace byly implementovány trˇídy Entity_Animated, En-
tity_Plane, Entity_Human a Entity_Brain reprezentující animovanou postavu, jednoduché
okolní prostrˇedí, statickou lidskou postavu a mozek pro vizualizaci mozkové aktivity. V
následujících odstavcích si popíšeme vizualizaci provedenou v teˇchto trˇídách. Vizuali-
zace mozkové aktivity je popsána v podkapitole [5.3.5].
Trˇída Entity_Plane obsahuje nacˇtený model cˇtverce, který je zveˇtšen aby prˇesahoval
rozmezí dohledu kamery a reprezentuje tak podstavu pro model lidské postavy. Na tento
model je opakovaneˇ nanesena textura jemné mrˇížky, která má definované mipmapy tak,
aby se ve vzdálenosti od kamery ztrácel její vzor. Tato plocha je vykreslována bez požití
osveˇtlovacího modelu , pouze je zde zobrazen stín postavy, která se na ní nachází.
Další výše zmíneˇnou trˇídou je trˇída Entity_Animated, která se stará o vykreslení a
správu animovaného modelu lidské postavy. Tato trˇída obsahuje neˇkolik režimu˚ vykres-
lování, které lze prˇepínat na hlavní lišteˇ uživatelského prostrˇedí. Jednotlivé režimy, repre-
zentované metodami používající ru˚zné shadery, jsou popsány v následujících odrážkách.
• DrawBasic(): Tato metoda vykresluje lidskou postavu nasvícenou bodovým sveˇt-
lem. Pro nasvícení geometrie lze použít neˇkolik metod, v práci byla použita metoda
využívající Phongova osveˇtlovacího modelu. Ten je založen na výpocˇtu ambientní,
difúzní a zrdcadlové složky. Difúzní složka je vypocˇtena pomocí kosinu úhlu mezi
normálou a smeˇrem paprsku sveˇtla k fragmentu. Zrcadlová složka je pak vypo-
cˇítána na základeˇ kosinu úhlu mezi odraženým paprskem sveˇtla od fragmentu a
smeˇrem pohledu z kamery. Zrcadlová složka je následneˇ umocneˇna koeficientem
svítivosti materiálu lidské postavy. Na postaveˇ jsou vykresleny také stíny. Pro vý-
pocˇet stínu˚ v pocˇítacˇové lze grafice použít neˇkolik metod. Jednou z nich je vykres-
lení ostrých stínu˚ za použití hloubkových map. Tyto stíny lze poté filtrovat a získat
tak meˇkké stíny. Pro výpocˇet teˇchto stínu˚ se používá dvou pru˚chodová metoda. Prˇi
prvním pru˚chodu je generována hloubková mapa, obsahující vzdálenost jednotli-
vých fragmentu˚ scény z pohledu sveˇtla. V druhém pru˚chodu se vykreslí scéna z po-
hledu kamery. Pozice objektu˚ se prˇevede pomocí transformacˇní matice do prostoru
sveˇtla, zjistí se pozice na hloubkové mapeˇ a z ní se získá vzdálenost. Pokud je vzdá-
lenost fragmentu veˇtší než vzdálenost uložena v hloubkové mapeˇ, fragment je ve
stínu, pokud není, tak je osveˇtlený. Pro zjemneˇní stínu˚ byla použita technika PCF,
která funguje na principu zpru˚meˇrování hodnot prˇíspeˇvku okolních fragmentu˚
ke stínu. Byla vyžita cˇástecˇná hardwarová podpora této metody výrobcem grafic-
kých karet NVIDIA, a to nastavením parametru GL_TEXTURE_COMPARE_MODE
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hloubkové textury na GL_COMPARE_R_TO_TEXTURE a použití sampleru typu
sampler2DShadow ve fragment shaderu.
• DrawWireframe(): Je metoda zobrazující trojúhelníkovou sít’ modelu, která je vy-
kreslena na model postavy, na kterém je nanesena pouze difúzní textura viz ob-
rázek [24]. Tento režim umožnˇuje prohlédnout si vygenerovanou geometrii apli-
kací MakeHuman, a lze se tak prˇesveˇdcˇit o kvalitách tohoto programu. Trojúhel-
níková sít’ je pravidelná a lze videˇt její zhušteˇní, naprˇ. v místech oblicˇeje, která
jsou obecneˇ problematická prˇi použití kosterního systému k deformaci geometrie
modelu. Vykreslování drátového modelu je nastaveno pomocí funkce glPolygon-
Mode(GL_FRONT_AND_BACK, GL_LINE).
• DrawSkeleton(): Slouží k vykreslení kostry modelu, pro snadneˇjší výbeˇr kloubu˚
prˇi vytvárˇení animací. Vykreslení se skládá ze dvou kroku˚. Jedním je vykreslení
kloubu˚ pomocí bodu˚ a druhý je vykreslení úsecˇek mezi nimi. Musejí tak být vy-
tvorˇeny navíc dva buffery obsahující pozice kloubu a pozice kloubu˚ ve dvojicích
reprezentující úsecˇky. Vykreslování kostry lze zapnout prˇi jakémkoliv jiném nasta-
vení a daná kostra se vykresluje vždy nezávisle na hloubce uložené v hloubkovém
bufferu, a tudíž ji lze videˇt vždy prˇes geometrii lidské postavy.
• DrawToon(): Je urcˇena k vykreslení nerealistického zobrazení scény tzv. cell cˇi toon.
Tato technika spocˇívá ve vykreslení siluet geometrie a skokovém zabarvení podle
pohledoveˇ závislého phongova osveˇtlovacího modelu. Silueta je zjišteˇna cosinem
uhlu mezi normálou a smeˇrem pohledu, kde výsledná hodnota menší než 0.2 je
obarvena cˇerneˇ a na zbytek je aplikován skokový prˇechod pro definovaný pocˇet
prˇechodu˚. Ukázka vykreslení geometrie tímto shaderem je na obrázku [25].
• DrawWeights(): Je poslední možností vizualizace ve trˇídeˇ Entity_Animated. Pomocí
této metody, a v ní použitém shaderu, lze zobrazit váhy vrcholu zvoleného kloubu.
Po zvolení kloubu, kliknutím blízko jeho pozice, se obarví vrcholy ovlivneˇné práveˇ
tímto kloubem. Barva závisí na hodnoteˇ váhy, která slouží jako sourˇadnice na 1D
texturˇe s barevným gradientem sveˇtelného spektra viz obrázek [22].
5.3.5 Vizualizace mozkové aktivity
Soucˇástí této práce bylo také vizualizovat aktivitu v jednotlivých cˇástech mozku, které
snímají senzory headsetu. K tomuto úcˇelu posloužil veˇrohodný model lidského mozku,
na kterém by byla tato aktivita ukázána. Tento model je k dispozici zdarma na stránce
turbosquid.com. Pro vizualizaci bylo ovšem potrˇeba zjistit pozice jednotlivých senzoru˚
na povrchu modelu. K tomuto úcˇelu byl použit modelovací nástroj Blender, ve kterém
byla vygenerována textura, na které jsou pozice reprezentovány pomocí cˇerných kruhu˚.
Následneˇ byly pozice strˇedu˚ kruhu prˇepocˇítány na sourˇadnice v rozmezí 0 až 1 v obou
sourˇadnicových osách. Pole teˇchto sourˇadnic je poté posíláno do shaderu spolecˇneˇ s hod-
notami síly signálu v jednotlivých senzorech na teˇchto pozicích.
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Obrázek 24: Dráteˇný model animované postavy
Obrázek 25: Toon shader, reprezentující nerealistické vykreslování
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Obrázek 26: Vizualizace mozkové aktivity
Vykreslení modelu obstarává trˇída Entity_Brain, která rovneˇž obsahuje metodu s ná-
zvem setSensorPower() pro nastavení síly mozkové aktivity v jednotlivých senzorech. Síla
signálu v jednotlivých oblastech je reprezentována barvou od tmaveˇ modré prˇes zelenou
až po cˇervenou. Barvy jsou reprezentovány 1D texturou obsahující práveˇ gradient ba-
rev. Výpis [4] zobrazuje kód fragment shaderu, vypocˇítávající vliv jednotlivých senzoru˚
na barvu fragmentu˚ trojúhelníku˚ geometrie lidského mozku. V ukázce lze videˇt smycˇku
procházející síly všech senzoru˚. Pro síly veˇtší než nula vypocˇítává vzdálenosti senzoru od
nyneˇjší pozice na texturˇe a rádius. Pokud je vypocˇtená vzdálenost menší než rádius do-
sahu senzoru je vypocˇítáván barevný prˇíspeˇvek tohoto senzoru do výsledné barvy frag-
mentu. Tato barva se poté smíchá s barvou nastavenou v prˇedchozích krocích cyklu. Po
vypocˇtení výsledné barvy se aplikuje efekt zvýrazneˇní prˇechodu˚ geometrie. To je dosa-
ženo pomocí zjišteˇní kosinu úhlu mezi smeˇrem pohledu z kamery a normály fragmentu,
který urcˇuje odvrácení prˇíslušného fragmentu od kamery. Tento koeficient byl následneˇ
škálován v rozmezí 0.4 až 1.0 a použit pro smíchání výsledné barvy pixelu s bílou barvou
reprezentující výrazný prˇechod geometrie. Kolem mozku je rovneˇž vykreslena zjedno-
dušená geometrie hlavního modelu lidské postavy pomocí stejného postupu zvýrazneˇní
prˇechodu˚ geometrie pouze s využitím pru˚hlednosti tak, aby byl mozek, umísteˇný uvnitrˇ
hlavy postavy, videˇt. Vizualizaci mozkové aktivity lze videˇt na obrázku [26].
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for( int i = 0; i < noSensors; i++)
{
power = sensorPowers[i];
if (power > 0.0)
{
position = sensorPositions[i ];
x = position .x − texCoords.x;
y = position .y − texCoords.y;
radius = power ∗ radiusAttentuation;
coef = power ∗ powerAttentuation;
m = x∗x + y∗y − radius∗radius;
if (m < 0)
{
float cco = min(abs(distance(position, texCoords.xy)/radius) ,1.0) ;
vec3 t = texture(gradientTexture, (1.0−cco)∗coef).rgb;
finalColor = mix(vec4(t, 1.0) , finalColor , cco);
}
}
}
Fragment_color = finalColor;
float rimCon = 1.0 − max(dot(E, N), 0.0);
rimCon = smoothstep(0.4, 1.0, rimCon);
Fragment_color = mix(Fragment_color,whiteColor,rimCon)
Výpis 3: Kód fragment shaderu vykreslující mozkovou aktivitu v oblastech senzoru˚ EEG
headsetu.
5.3.6 SSAO
Pro vylepšení výsledného vzhledu byl implementován post-procesový efekt SSAO. Pro
tento úcˇel je v aplikaci pro demo scénu vytvorˇena trˇída PostProcess. Ta se stará o úpravu
obrazu po vykreslení geometrie a pracuje tak s finálními fragmenty obrazu. K získání
textury obsahující tento obraz je zapotrˇebí definovat framebuffer, ke kterému je prˇirˇa-
zena jedna cˇi více textur. Framebuffer lze použit pomocí funkce bindMRTfbo() v této trˇídeˇ.
Tuto metodu je potrˇeba umístit prˇed vykreslení geometrie tak, aby se nastavil vytvorˇený
framebuffer pro zápis místo výchozího, systémoveˇ definovaného. Po vykreslení je po-
trˇeba opeˇt prˇepnout framebuffer zpeˇt na výchozí. Trˇída je tvorˇena tak aby mohla provést
libovolný pocˇet na sebe navazujících operací s obrazem a to díky systému dvou frame-
bufferu˚, ke kterým je prˇirˇazena barevná textura. Tyto framebuffery se po každém kroku
strˇídají tak, že v minulém kroku vygenerovaná textura je použita jako vstup následují-
cího kroku. S touto texturou jsou do daného shaderu posílány rovneˇž textury generované
beˇhem vykreslování scény do obrazu. Jsou to textury obsahující barvu, pozici fragmentu˚
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v prostoru kamery a normály fragmentu˚. Pomocí všech teˇchto textur lze vytvorˇit širokou
škálu post-procesových efektu˚. Pro definování sady shaderu˚, které se provedou za sebou
v daném porˇadí, slouží jednoduchá struktura PP_Shaders obsahující jméno a kolekci sha-
deru˚. Lze vytvorˇit neˇkolik teˇchto post-procesových efektu˚ složených z libovolného pocˇtu
shaderu˚ a prˇepínat mezi nimi. Poslední shader v dané kolekci je použit pro vykreslení na
obrazovku, a tedy do systémového framebufferu.
Tento sytém post-procesu˚ byl použit v této aplikaci pro nastavení kontrastu a jasu
výsledného obrazu a SSAO. Nastavení jasu a kontrastu provádí jednoduchý jednopru˚-
chodový shader. Ten odecˇte od pu˚vodní barvy hodnotu 0.5 a vynásobí ji dvojnásobkem
nastavené hodnoty kontrastu, která je v rozmezí 0 až 1. Poté k této hodnoteˇ prˇicˇte pu˚-
vodní hodnotu barvy a nastavenou hodnotu jasu rovneˇž ve stejném rozsahu.
Druhým použitým post-procesovým efektem je SSAO, neboli Screen space ambient
occlusion. Jedná se o globální metodu osveˇtlení scény nejcˇasteˇji doplnˇující výpocˇet lo-
kálního osveˇtlení naprˇ. pomocí Phongova osveˇtlovacího modelu. Tento efekt slouží k
aproximaci vlivu okolního prostrˇedí na zastíneˇní zkoumaného fragmentu a je aproximací
efektu Ambient occlusion pro použití prˇi vykreslování scény v reálném cˇase. Tento post-
procesový efekt se skládá ze cˇtyrˇ pru˚chodu. První je vytvorˇení okluzní mapy. Druhý a
trˇetí pru˚chod má na starosti rozmazání této textury za použití Gaussianova filtru v hori-
zontálním a vertikálním smeˇru. Poslední krok je pak pouze vynásobením pu˚vodní barvy
okluzní mapou. Výpocˇet okluzní mapy probíhá následovneˇ. Pro výpocˇet se používají dveˇ
jádra pro výbeˇr fragmentu˚ ovlivnˇující okluzi každého fragmentu. Offset pro výbeˇr prv-
ního jádra se vypocˇítá následovneˇ. Jsou urcˇeny cˇtyrˇi smeˇry reprezentující nejbližší okolí
fragmentu, pomocí hodnoty pomocné textury obsahující náhodné cˇísla jsou následneˇ vy-
pocˇítány jejich odrazy a vynásobeny velikostí pixelu na texturˇe. Druhé jádro výbeˇru je
vytvorˇeno otocˇením prvního jádra o 45 stupnˇu˚. Následneˇ jsou tyto offsety vynásobeny
polomeˇrem jádra a prˇicˇteny k pu˚vodním sourˇadnicím. Takto je to provedeno cˇtyrˇikrát pro
každý ze smeˇru˚ s tím, že je zmenšen polomeˇr obou jader. Tímto zpu˚sobem je vybráno 16
prvku˚ s ru˚zným, pseudonáhodným odstupem. Od teˇchto fragmentu je poté vypocˇítán
prˇínos energie jakožto kosinus úhlu mezi normálou pu˚vodního fragmentu a smeˇru k vy-
branému fragmentu z okolí. Tato intenzita je poté vynásobena útlumem vypocˇítaným na
základeˇ vzdálenosti obou fragmentu˚. Výsledné hodnoty všech prvku˚ jádra výbeˇru jsou
zpru˚meˇrovány a uloženy do výstupní textury. Kód implementace SSAO je uveden níže.
Na obrázku[27] je vyobrazen vliv SSAO na výsledný vzhled scény.
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float SamplePixels (vec3 srcPosition, vec3 srcNormal, vec2 uv)
{
vec3 dstPosition = texture(positionTexture , uv).xyz;
vec3 positionVec = dstPosition − srcPosition;
float intensity = max(dot(normalize(positionVec), srcNormal) − OccluderBias, 0.0);
float lng = length(positionVec);
float attenuation = 1.0 / (Attenuation.x + (Attenuation.y ∗ lng) ) ;
return intensity ∗ attenuation;
}
void main()
{
vec3 srcPosition = texture(positionTexture , tCoords).xyz ;
vec3 srcNormal = texture(normalTexture, tCoords).xyz;
vec2 randVec = normalize(texture(randomTexture, tCoords).xy∗2+1);
float occlusion = 0.0;
vec2 kernel [4];
kernel [0] = vec2(0.0, 1.0) ;
kernel [1] = vec2(1.0, 0.0) ;
kernel [2] = vec2(0.0, −1.0);
kernel [3] = vec2(−1.0, 0.0);
for ( int i = 0; i < 4; i++)
{
vec2 k1 = reflect (kernel[ i ], randVec);
vec2 k2 = vec2(k1.x ∗ Sin45 − k1.y ∗ Sin45,k1.x ∗ Sin45 + k1.y ∗ Sin45);
k1 ∗= TexelSize;
k2 ∗= TexelSize;
occlusion += SamplePixels(srcPosition, srcNormal, tCoords + k1 ∗ kernelRadius);
occlusion += SamplePixels(srcPosition, srcNormal, tCoords + k2 ∗ kernelRadius ∗ 0.75);
occlusion += SamplePixels(srcPosition, srcNormal, tCoords + k1 ∗ kernelRadius ∗ 0.5);
occlusion += SamplePixels(srcPosition, srcNormal, tCoords + k2 ∗ kernelRadius ∗ 0.25);
}
occlusion /= 16.0;
FragColor = vec4(occlusion,occlusion,occlusion,1.0);
}
Výpis 4: Kód fragment shaderu vypocˇítávající okluzní mapu efektu SSAO
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Obrázek 27: SSAO s detailem, nahorˇe zapnuto a dole vypnuto
5.3.7 Testování aplikace
Vývoj a testování této aplikace probíhal na pocˇítacˇové sestaveˇ A uvedené v tabulce [2].
Pro vývoj bylo použito vývojové prostrˇedí Microsoft Visual Studio 2013. Grafická scéna
byla implementována v OpenGL v souladu se specifikací verze 4.5. V knihovneˇ pro
správu headsetu bylo použito Qt ve verzi 5.4. Pro úcˇely testování byl použit i pocˇítacˇ
na kterém byla vytvorˇena knihovna zajišt’ující prˇístup k headsetu a rozpoznávání akcí,
a to notebook Lenovo ThinkPad T520 jehož parametry jsou uvedeny v tabulce [3] pod
názvem sestava B.
Procesor Intel(R) Core(TM) i5-4430 3GHz
Operacˇní pameˇt’ 8 GB DDR3
Grafický procesor NVIDIA GeForce GTX760 2GB GDDR5
Operacˇní systém Microsoft Winfows 7 Professional 64-bit
Tabulka 2: Parametry sestavy A
V tabulkách [4] a [5] lze videˇt výsledky testu˚ na obou testovaných sestavách s ru˚z-
ným nastavením vizualizace. Ve všech prˇípadech byl meˇrˇen pocˇet snímku˚ za sekundu,
který je pro plynulost vizualizace klícˇový. Jako základní vykreslení je zvoleno vykres-
lení lidské postavy bez stínu˚, vlivu animací cˇi vykreslení její kostry. Pro meˇrˇení vlivu
post-procesových efektu˚ bylo požito základní nastavení se zapnutými stíny a vlivy ani-
mací. Do meˇrˇení post-procesových shaderu˚ byla zahrnuta zmeˇna výpocˇetního jádra pro
každý fragment. Jednotlivé velikosti jsou oznacˇeny cˇíslem za názvem SSAO. Pro všechny
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Procesor Intel(R) Core(TM) i5-2520M 2.5GHz
Operacˇní pameˇt’ 8 GB DDR3
Grafický procesor NVIDIA NVS4200M 1GB GDDR3
Operacˇní systém Microsoft Winfows 7 Professional 64-bit
Tabulka 3: Parametry sestavy B
prˇípady meˇrˇení byla vypnuta i komunikace mezi knihovnou pro získávání dat headsetu
a aplikací pro správu headsetu tak, aby bylo eliminováno zpomalení. Prˇi zapnutí apli-
kace pro správu headsetu bylo zaznamenáno pouze velmi nízký pokles okolo 5 snímku˚
za sekundu. To ovšem neplatilo prˇi prˇepnutí na záložku Senzors, kde se ukázala mezera
optimalizace Qt, kdy došlo ke snížení pocˇtu snímku˚ za sekundu prˇibližneˇ o 50, prˇi za-
pnutí základní vizualizace se stíny a animacemi.
Nastavení Sestava A [FPS] Sestava B[FPS]
Základní 1192 136
Základní + animace 900 203
Základní + stíny 451 129
Základní + kostra 1178 60
Základní + animace + stíny 392 51
Dráteˇný model 312 45
Váhy 510 69
Toon 435 63
Tabulka 4: Výsledky meˇrˇení výkonu jednotlivých vizualizací
Shader Sestava A [FPS] Sestava B[FPS]
Jas a kontrast 382 41
Jas a kontrast + SSAO 16 138 12
SSAO 16 149 15
SSAO 32 115 10
SSAO 64 78 7
Tabulka 5: Výsledky meˇrˇení výkonu post-procesových shaderu˚
Z nameˇrˇených výsledku˚ lze videˇt jak rozdíl mezi testovanými sestavami, tak i výko-
nové rozdíly jednotlivých operací. Lze videˇt, že i když byly použity matice k deformaci
animované postavy, je propad pocˇtu snímku za sekundu témeˇrˇ cˇtvrtinový. Ješteˇ veˇtší zá-
teˇž prˇedstavují stíny s použitím PCF pro zjemneˇní. Zde je propad víc než polovicˇní a
stíny tak prˇedstavují nejnárocˇneˇjší operaci ve scéneˇ. To je cˇástecˇneˇ zpu˚sobeno použitím
velmi prˇesné textury pro generování hloubkové mapy a tím, že podrobnou geometrii
lidské postavy bylo nutné vykreslit pro jeden snímek dvakrát. Naopak velmi malé roz-
díly jsou v prˇípadeˇ vykreslení kostry. Použití Toon shaderu je výkonoveˇ nárocˇné velmi
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podobneˇ jako vykreslení základní metodou, a to je dáno podobnými výpocˇetními ope-
racemi v shaderech. Vykreslení dráteˇného modelu je prˇibližneˇ o cˇtvrtinu nárocˇneˇjší než
vykreslení základního modelu se stíny. To je dáno opeˇt vykreslením geometrie dvakrát
pro jeden snímek. Rozdíl však není tak velký, jak by se mohlo zdát. To je zaprˇícˇineˇno
méneˇ nárocˇnými shadery oproti základnímu vykreslování.
U post-procesového shaderu lze videˇt mírný pokles pocˇet snímku˚ za sekundu, a to
okolo 10. U takhle jednoduchého shaderu lze prˇipsat veˇtší cˇást tohoto poklesu režii prˇe-
pínání framebufferu˚ a generování prˇesných vstupních textur. Prˇi použití SSAO lze vi-
deˇt znatelný propad pocˇtu snímku˚ za sekundu daný vysokou nárocˇností shaderu pro
výpocˇet okluzní mapy a také fakt, že je použito 4 pru˚chodové posloupnosti shaderu˚
zahrnující opeˇt nutnou režii framebufferu˚. Horizontální a vertikální rozmazaní obrazu
pomocí Gaussianova filtru se však ukázalo velmi úsporným rˇešením. Prˇi odstraneˇní po-
užití teˇchto shaderu˚ bylo zaznamenáno jen minoritní zveˇtšení snímku˚ za sekundu a to
v rámci jednotek. Prˇi násobení velikosti jádra výpocˇtu okluzní mapy byl zaznamenán
pokles vždy o prˇibližneˇ 35 snímku˚ za sekundu.
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6 Záveˇr
V teoretické cˇásti této práce byly popsány principy EEG a EEG signálu samotného a
druhu˚ vln, které se v neˇm nacházejí. Poté byl popsán mozek jako takový vcˇetneˇ nej-
du˚ležiteˇjší cˇásti pro tuto práci a to koncový mozek a jeho laloky. Dále jsou popsány BCI
systémy s du˚ležitými historickými milníky ve veˇdeckých experimentech jak u zvírˇat, tak
i lidí pomocí ru˚zných zarˇízení. V teoretické cˇásti byly popsány také systémy mapování
pozic senzoru˚ na lebku, a to prˇedevším systém 10/20, který byl použit u headsetu Emotiv
EPOC, který byl následneˇ popsán.
Cílem práce bylo vytvorˇit aplikaci demo scény pro vizualizaci motorických stavu˚
lidského teˇla rozpoznaných headsetem snímající EEG signály z ru˚zných oblastí mozku.
Rovneˇž byla implementována aplikace pro správu EEG headsetu. Pro snímání EEG vln
byl použit headset Emotiv EPOC, avšak byl kladen du˚raz na univerzálnost obou aplikací
tak, aby bylo možno použít jakékoliv zarˇízení. K obsluze headsetu, získávání dat, jejich
zpracování a rozpoznání akcí byla použita knihovna. Byl kladen du˚raz také na to, aby
tyto aplikace byly od sebe, a taktéž od knihovny pro získávání dat z headsetu, oddeˇlené a
pracovali jako samostatné, nezávislé cˇásti. K implementaci teˇchto zarˇízení posloužil jazyk
C++, technologie Qt a OpenGL. Pro reprezentaci lidské postavy byla implementována
3D vizualizace pomocí knihovny OpenGL. K vygenerování geometrie byl použit pro-
gram MakeHuman. Jako prˇenosový formát byl použit formát MD5. Deformace geomet-
rie probíhala pomocí matic na GPU. V aplikaci demo scény byly rovneˇž implementovány
ru˚zné styly vizualizace pokrývající potrˇeby práce vcˇetneˇ vizualizace mozkové aktivity v
jednotlivých oblastech snímaných senzory. Byl implementován i editor animací rozpo-
znávaných akcí, vcˇetneˇ polohování modelu a vytvárˇení klícˇových snímku, reprezentující
prˇechodné stavy animace. V aplikaci pro správu headsetu bylo implementováno vše po-
trˇebné k správeˇ headsetu, vcˇetneˇ vizualizace kvality prˇíjmu signálu jeho senzoru˚, stavu
baterie cˇi signálu prˇipojení. Byla zde také implementována funkcionalita spojená s na-
hráváním záznamu˚, vybíráním vzorku˚ v neˇm a ukládáním akcí. Byl vytvorˇen kompletní
a intuitivní systém oznacˇování vzorku˚ prˇímo v grafech zobrazující záznam EEG signálu.
Obeˇ aplikace tak tvorˇí funkcˇní celek obsahující vše potrˇebné k vytvárˇení a vizualizaci akcí
reprezentující motorické stavy lidského teˇla. Záveˇr praktické cˇásti je veˇnován testování
jednotlivých nastavení vizualizace na dvou pocˇítacˇových sestavách.
Vypracování práce obsahuje všechny body obsažené v zadání práce. Aplikaci by bylo
možné dále rozšírˇit o další prvky vizualizace, prˇípadneˇ další práci s animovanou posta-
vou. Bylo by tak možné rozšírˇit vizualizaci demo scény o pokrocˇilé techniky nasvícení
ku˚že cˇi látek oblecˇení nebo naprˇ. implementace dynamických vlasu˚.
Jakub Rodzenák
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