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Internal state variableThe following article proposes a damage model that is implemented into a glassy, amorphous thermo-
plastic thermomechanical inelastic internal state variable framework. Internal state variable evolution
equations are deﬁned through thermodynamics, kinematics, and kinetics for isotropic damage arising
from two different inclusion types: pores and particles. The damage arising from the particles and crazing
is accounted for by three processes of damage: nucleation, growth, and coalescence. Nucleation is deﬁned
as the number density of voids/crazes with an associated internal state variable rate equation and is a
function of stress state, molecular weight, fracture toughness, particle size, particle volume fraction, tem-
perature, and strain rate. The damage growth is based upon a single void growing as an internal state var-
iable rate equation that is a function of stress state, rate sensitivity, and strain rate. The coalescence
internal state variable rate equation is an interactive term between voids and crazes and is a function
of the nearest neighbor distance of voids/crazes and size of voids/crazes, temperature, and strain rate.
The damage arising from the pre-existing voids employs the Cocks–Ashby void growth rule. The total
damage progression is a summation of the damage volume fraction arising from particles and pores
and subsequent crazing. The modeling results compare well to experimental ﬁndings garnered from
the literature. Finally, this formulation can be readily implemented into a ﬁnite element analysis.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
Continuum damage modeling used in ﬁnite element analysis of
polymers is a quickly expanding area of interest as polymers are
being viewed as a competitor to some metals for lightweighting
designs. As such, the demand for more accurate material models
is warranted (see Bouvard et al., 2009). For a review of the multi-
scale aspects of amorphous polymers, please see Boyce and
Arruda (2000) for rubber constitutive modeling or Horstemeyer
and Bammann (2010) for internal state variable theory for
inelasticity). Part of the demand for more accurate modeling
requires including appropriate damage progression effects.
However, the bulk of modeling damage in polymers employs
the classic work by Gurson (1977). Lazzeri and Bucknall (1993,
1995) proposed and applied a modiﬁed Gurson model to rubber-
toughened polymers to account for dilatational yielding. Jeongand Pan (1995) generalized Gurson’s yield criterion to take into
account pressure sensitivity, which reduced to Coulomb’s yield cri-
terion when the void volume fraction was zero. Later, Jeong (2002)
implemented the same model into a ﬁnite element (FE) code and
also added tensile hydrostatic pressure effects. To account for rup-
ture due to vapor pressure in polymer electronic packages compo-
nents, Guo and Cheng (2002) implemented the modiﬁed Gurson–
Tvergaard model (Tvergaard, 1989), which calls a microscopic
stress tensor and the void volume fraction as internal variables,
into an FE code. Damage in rubber-modiﬁed epoxies was modeled
by both Kody and Lesser (1999) and Imanaka et al. (2003) with
Gurson constitutive equations. Because the Gurson formulation
was originally applied to metals which fracture at small strains
compared to ductile polymers, the yield stress is overestimated.
Therefore, Pijnenburg and der Giessen (2001) modiﬁed it to
account elasticity effects and shear banding. This same issue of
large strains is also dealt with in Steenbrink et al. (1997) and
Steenbrink and van der Giessen (1997). Recently, Zaïri et al.
(2008) extended the Bodner–Partom model (Bodner and Partom,
1975) with a modiﬁed Gurson model (Tvergaard, 1981) in a thor-
ough experimental/computational approach. Challier et al. (2006)
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Fig. 1. Decomposition of the deformation gradient F into four components:
deviatoric plastic Fp, volumetric plastic (damage) Fd, thermal F t , and elastic Fe.
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then used the mechanical testing and microscopic observations
to ﬁt the Gurson–Tvergaard–Needleman (GTN) model (Tvergaard,
1982; Tvergaard and Needleman, 1984) in an FE analysis.
Laiarinandrasana et al. (2009) studied PVDF as well but at lower
temperatures, which drastically altered the mechanical response,
yet they ﬁt the GTN model to correspond to the material proper-
ties’ temperature dependence following Khan et al. (2006). The
GTN model was also compared to Bridgman tests to capture triax-
iality effects in polyamide by Boisot et al. (2011).
Other failure criteria, apart from Gurson, have been developed
as well for polymers. Gearing and Anand (2004a) employed two
parameters into an FE analysis to distinguish between brittle and
ductile failure, where once a critical strain was reached in an ele-
ment, it was removed. To model crazing and molecular chain-scis-
sion related failure, a similar failure criterion was used by Gearing
and Anand (2004b) where craze breakdown or molecular chain-
scission occurred when a critical strain value was reached.
The following work proposes a damage framework that includes
three mechanisms: damage from pores, damage from particles, and
crazing. Crazing in this context is the organized ﬁbrillar microstruc-
ture with lines of voids perpendicular to the principle tensile stress
resulting from weak imperfections in the molecular composition.
The damage from particles and crazes will be deﬁned by separate
void nucleation, growth, and coalescence rate equations that are
included in a modiﬁed inelastic amorphous glassy thermoplastic
internal state variable (ISV) model (Bouvard et al., 2013). The orga-
nizational structure of this study is as follows: First, the kinematics
will be prescribed beginningwith amultiplicative decomposition of
the deformation gradient. Next, the thermodynamic restrictions as
given by Coleman and Gurtin (1967) are followed to where a tem-
perature evolution is found. Finally, the kinetics and constitutive
model is proposed. Within the section, the damage evolution equa-
tions are given, and a void nucleation evolutionmodel is developed.
The notion is that this ISV model would be able to be employed
within a ﬁnite element code.
1.1. Notation
Standard notation will be followed in this formulation. Tensors
are denoted by boldface font while scalar values will have the stan-
dard weight. For example, the scalar product, C, of tensors A and B
appears as A : B ¼ C. Special care is given to specify conﬁgurations
throughout the derivation by using accent marks where the tilde
(~B), circumﬂex (B^), andmacron (B) represent different intermediate
conﬁgurations. The following deﬁnitions are used in the text:
AB) ðA  BÞij ¼ AikBkj;a b) ða bÞij ¼ aibj; A : B ¼ AijBij, and
Ak k ¼ ðAijAijÞ1=2.
2. Kinematics
For a continuous three dimensional body in its initial state, any
arbitrary point X can be mapped smoothly to a corresponding
point, x, in the current conﬁguration using the deformation gradi-
ent tensor F along with a mapping function, x ¼ v X; tð Þ, where
F X; tð Þ ¼ @v X; tð Þ
@X
ð1Þ
Both points X and x are located in the same coordinate system
(X1;X2;X3), where X is the location of the point when time ¼ 0
and x in the location of the point when time ¼ t. The extended mul-
tiplicative decomposition of the deformation gradient tensor (Bilby
et al., 1955; Kröner, 1958; Bammann et al., 1996) will take the fol-
lowing form:
F ¼ FeF tFdFp ð2ÞIn Eq. (2), each individual deformation gradient represents a
physical deformation phenomenon. The elastic deformation gradi-
ent tensor, Fe, represents chain rotations and bond stretching that
are reversible. The isotropic thermal deformation gradient tensor,
Ft, represents deformation due to thermal expansion. The damage
deformation gradient tensor, Fd, or volumetric inelastic deforma-
tion gradient, represents volumetric deformation due to increasing
void volume. The plastic deformation gradient tensor, Fp, repre-
sents isochoric irreversible deformation.
There is no consensus on the placement of the thermal defor-
mation gradient tensor, Ft; however, it is usually found either fol-
lowing the elastic deformation gradient (Weber and Boyce, 1989;
Boyce et al., 1992; Arruda et al., 1995) or following the plastic
deformation gradient (Bammann and Solanki, 2010; Bouvard
et al., 2010). A physical basis for the latter can be made by consid-
ering a uniaxial tension test at room temperature interrupted prior
to failure. The internal temperatures of thermoplastics generally
rise during deformation. After unloading, the specimen is allowed
to return to room temperature. The elastic deformation and the
isotropic thermal expansion, is assumed to be negligible and the
volumetric and deviatoric plastic deformation remains. Decompos-
ing the total deformation gradient tensor into four separate defor-
mation gradient tensors creates three intermediate conﬁgurations
between the reference conﬁguration, B0, and the current conﬁgura-
tion, B. The ﬁrst intermediate conﬁguration, ~B, is deﬁned by Fp. The
second intermediate conﬁguration, B^, is deﬁned by FdFp. The third
intermediate conﬁguration, B, is deﬁned by FH where
FH ¼ F tFdFp; F ¼ FeFH ð3Þ
The model is primarily expressed in the intermediate conﬁgura-
tion of B followingWeber and Boyce (1989). The order of the defor-
mation gradient tensors and conﬁgurations are visualized in Fig. 1.
The Jacobian of the deformation gradient tensor is the ratio of
volume change for the previous conﬁguration to the following con-
ﬁguration. For the damage deformation gradient, the Jacobian
takes the following form:
Jd ¼ det Fd ¼
bVeV ð4Þ
Because of void nucleation, growth, and coalescence, the rela-
tionship between the volumes at ~B and B^ are given bybV ¼ VV þ eV ð5Þ
where VV is the volume of voids. Damage, /, is deﬁned as the ratio
of the void volume to the total volume in B^.
/ ¼ VVbV ð6Þ
Given Eqs. (4)–(6), assuming isotropic damage, the damage defor-
mation gradient can thus be written in terms of / as
Jd ¼
1
1 / ; Fd ¼
1
1 /ð Þ1=3
1 ð7Þ
where 1 is a second rank identity tensor. The total Jacobian, which
accounts for total volumetric change becomesFH represents the plastic-damage-thermal deformation gradient.
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Je ¼ det Fe; Jt ¼ det F t ¼ F3t ; Jp ¼ det Fp ¼ 1
ð8Þ
As linear isotropic thermal expansion is assumed,
F t ¼ 1þ athDhð Þ1 ¼ Ft1 ð9Þ
where ath is the linear coefﬁcient of thermal expansion and h is the
temperature.
Given the deformation gradients in Eqs. (2) and (3), the Cauchy-
Green deformation tensors are deﬁned as the following,
C ¼ FTF; Cp ¼ FTpFp; CH ¼ FTHFH;
~Cd ¼ FTdFd; C^t ¼ FTt Ft; Ce ¼ FTeFe
ð10Þ
along with the corresponding Green-Lagrangian strain tensors
E ¼ 1
2
C  1ð Þ; Ep ¼ 12 Cp  1
 
; EH ¼ 12 CH  1ð Þ;
~Ed ¼ 12
~Cd  1
 
; E^t ¼ 12 C^t  1
 
; Ee ¼ 12
Ce  1
  ð11Þ
Each Cauchy-Green deformation tensor in Eq. (10) can undergo a
spectral decomposition of the form
C ¼
X3
i¼1
k2i ni  ni ð12Þ
where the stretch ratio, ki, is the square root of each positive eigen-
value that corresponds to each orthonormal eigenvector, ni. Each
deformation gradient tensor has a polar decomposition of the form
F ¼ RU ð13Þ
where () can be any of terms resulting from the deformation gra-
dient decomposition (p;d; t; e). The relationship between C and U is
U ¼
ﬃﬃﬃ
C
p
¼
X3
i¼1
kini  ni ð14Þ
where the directions (eigenvalues) remain unchanged, and the prin-
cipal stretch ratios are used. The right stretch tensors associated
with the damage in the ~B and B conﬁgurations, which will be used
in the Thermodynamics Section, are found as
~Ud ¼ ~C1=2d ¼ FTdFd
 1=2
¼ 1 /ð Þ1=31;
Ud ¼ FTt FTd ~UdF1d F1t ¼
1 /ð Þ1=3
F2t
1
ð15Þ
and in rate form
_Ud ¼ 
_/
3F2t 1 /ð Þ2=3
1 ð16Þ
A scalar form of the damage right stretch tensor affecting the scalar
ISVs along with the scalar rate form is
td ¼ 13 tr
Ud
  ¼ 1 /ð Þ1=3
F2t
; _td ¼ 
_/
3F2t 1 /ð Þ2=3
ð17Þ
The velocity gradients l in the current conﬁguration B and LH in the
intermediate conﬁguration B are
l ¼ _FF1 ¼ _FeF1e|ﬄﬄ{zﬄﬄ}
le
þ FeLHF1e|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
lH
;
LH ¼ _F tF1t|ﬄﬄ{zﬄﬄ}
Lt
þ Ft _FdF1d F1t|ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
Ld
þ F tFd _FpF1p F1d F1t|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Lp
ð18Þ
where
lH ¼ FeLtF1e|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
lt
þ FeLdF1e|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
ld
þ FeLpF1e|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
lp
ð19ÞBecause both the damage and thermal deformation gradients
are isotropic, they can be further simpliﬁed.
Lt ¼ _F tF1t ¼ _FtF1t 1 ¼ F1t
@Fh
@h
_h1 ¼ fh _h1;
lt ¼ FeLtF1e ¼ fh _h1
ð20Þ
L^d ¼ _FdF1d ¼
_/
3 1 /ð Þ 1^;
Ld ¼ F tL^dF1t ¼
_/
3 1 /ð Þ
1;
ld ¼ FeLdF1e ¼
_/
3 1 /ð Þ1
ð21Þ
where fh is a temperature dependent variable describing the ther-
mal expansion. Pulling back the velocity gradient l to the interme-
diate conﬁguration B creates the following relations:
L ¼ F1e lFe ¼ Le þ LH; Le ¼ F1e _Fe ð22Þ
The velocity gradients can then be decomposed into their symmet-
ric and skew parts as
D ¼ sym L  ¼ De þ DH; DH ¼ Dt þ Dd þ Dp ð23Þ
and
W ¼ skew L  ¼ We þ WH; WH ¼ W t þ Wd þ Wp ð24Þ
respectively. Due to the assumed isotropy in Ft and Fd; W t ¼ 0 and
Wd ¼ 0. Also, the plastic ﬂow is assumed as incompressible
(detFp ¼ 1 and trðLpÞ ¼ trðDpÞ ¼ trð WpÞ ¼ 0).
The Cauchy stress, r, expressed as the following,
r ¼ J1e s ¼ J1e FeSFTe ð25Þ
where the Cauchy stress and Kirchhoff stress (s) are found in
the current conﬁguration, B, and the second Piola–Kirchhoff
stress (S) is located in the intermediate conﬁguration B
(Holzapfel, 2000).
3. Thermodynamics
The thermodynamic approach proposed by Coleman and Gurtin
(1967) is followed as it describes the underlying irreversible effects
governing plastic deformation. Beginning with the local form of the
ﬁrst law (energy balance) and second law (entropy inequality) in
the B conﬁguration,
_eV þ eV tr LH
  S : _Ee þ M : Dd þ M : Lp þ M : Dt þ $  Q
 RV ¼ 0 ð26Þ
_sV þ sV tr LH
 
P
RV
h
 1
h
$  Q þ 1
h2
Q  $h ð27Þ
eV and sV are the internal energy and entropy per unit volume, Q is
the heat ﬂux per area, RV is the heat source per unit volume, and M
is the Mandel stress where M ¼ CeS. The dot () in Eqs. (26) and (27)
is used to designate the gradient and divergence with the del ($)
operator. For a detailed treatment of the derivations of Eqs. (26)
and (27), see Bouvard et al. (2013). From Eqs. (18)2, (20)1, and
(21)1, we ﬁnd
trðLHÞ ¼ trðLd þ LtÞ ¼
_/
1 /þ 3f h
_h ð28Þ
which will be used to simplify Eqs. (26) and (27). The Helmholtz
free energy per unit volume function wV at the B conﬁguration
can be related to the internal energy and entropy by
wV ¼ eV  hsV ; _wV ¼ _eV  _hsV  h_sV ð29Þ
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ing Eq. (26) into (27) for RV and also using the Helmholtz free
energy function from Eq. (29).
 _wV  wV tr LH
  _hsV þ S : _Ee þ M : Dt þ M : Dd þ M : Lp 
 1
h
Q  $hP 0 ð30Þ
The Helmholtz free energy is assumed here to be a function of
the following independent state variables: the elastic strain/dam-
age stretch product Ee Ud, a set of kinematic-like ISVs P that are
affected by damage, and temperature h as
wV ¼ wV Ee Ud; P; h
  ¼ wV Ee Ud; n1td; n2td; aUd; h  ð31Þ
departing from using the void volume fraction, /, as an ISV that was
motivated by Bammann and Solanki (2010). Using the elastic-
strain/damage-stretch product, as opposed to simply the void vol-
ume fraction, the rationale follows: consider a single void among
amorphous chains. The presence of the void may change the surface
energy, but it does not affect the internal energy given that the
material is under no loads. If the material is then stressed, the elas-
tic strains are then concentrated by the void. If a void-free material
is stressed, the elastic strains are not concentrated. The effect on the
free energy can be described as
w Ee Ud
  ¼ 0 if Ee ¼ 0w Ee  if / ¼ 0
(
ð32Þ
When a material is void-free, / ¼ 0 and Ud ¼ 1.
The set of kinematic-like ISVs, P, will follow the three proposed
by Bouvard et al. (2010), where the two scalar ISVs, n1 and n2, rep-
resent internal strain induced by entanglement points and large
strain chain alignment/coiling, respectively. Chain motion is
restricted as entanglement density increases and as shown by
Hossain et al. (2010), as deformation increases, the number of
entanglement points decreases. The ISV n1 is used to capture this
phenomenon. Also, as shown in Bouvard et al. (2010), chain align-
ment resulting from large strains increases strain hardening due to
van der Waals interactions, which n2 captures. Also a part of P is a
symmetric tensorial variable a that accounts for direction-depen-
dent hardening instigated by chain stretching between entangle-
ment points. Given these ISVs, the free energy rate is
_wV ¼ @
wV
@ Ee Ud
  : _Ee Ud þ @wV
@ Ee Ud
  : Ee _U1d þ @wV@ n1td  _n1td
þ @
wV
@ n1td
  n1 _td þ @wV
@ n2td
  _n2td þ @wV
@ n2td
  n2 _td
þ @
wV
@ aUd
  : _aUd þ @wV
@ aUd
  : a _U1d þ @wV@h _h ð33Þ
By substituting Eq. (33) into (30) and rearranging, we get the
dissipation inequality.
S  @
wV
@ Ee Ud
  UTd
 !
: _Ee  @
wV
@ Ee Ud
  : Ee _U1d  _/3 1 /ð Þ 3wV þ M : 1 
þ M : Lp  _h @
wV
@h
þ 3f hwV þ sV  fh M : 1
 	
 @
wV
@ n1td
  _n1td  @wV
@ n1td
  n1 _td  @wV
@ n2td
  _n2td
 @
wV
@ n2td
  n2 _td  @wV
@ aUd
  : _aUd
 @
wV
@ aUd
  : a _U1d  1h Q  $hP 0 ð34ÞCorresponding to the three ISVs (n1td; n2td, and aUd)
are their stress-like thermodynamic conjugates (j1; j2, and b)
where
j1 ¼ @
wV
@ n1td
 td; j2 ¼ @wV
@ n2td
 td;
b ¼ @
wV
@ aUd
  UTd ¼ @wV@ aUd  Ud
ð35Þ
In the same way the ISVs represent physical phenomena, so do
their thermodynamic conjugates. Following the standard (Coleman
and Gurtin, 1967) rationale, from dissipation inequality, Eq. (34),
the general constitutive equations for the Second Piola–Kirchoff
stress, S, and the entropy, sV , are
S ¼ @
wV
@ Ee Ud
  UTd ¼ @wV@ Ee Ud  Ud;
sV ¼  @
wV
@h
 3f hwV þ fh M : 1
ð36Þ
The dissipation inequality, Eq. (34), can be reduced using Eqs.
(15)–(17), (35), and (36) to
M : Lp j1 _n1 j2 _n2 b : _a1h
Q  $h

_/
3 1/ð Þ 3
wV þ3S : Eeþ tr S
 þ j1n1þ j2n2þ b : a
 P 0 ð37Þ
The ﬁrst term in the dissipation inequality, Eq. (37), relates to
plastic dissipation. The next three terms relate to internal work
resulting from defect induced residual microstresses (such as
entanglement points or chain alignment). The sixth term relates
to internal dissipative work due to void nucleation, growth, and
coalescence. Each ISV thermodynamic ﬂux ( _n1; _n2, and _a) has its
respective thermodynamic force (j1; j2; b). Interestingly, from
the simpliﬁed dissipation inequality, if the thermodynamic
cross-couplings are neglected, the thermodynamic driving force
for the damage ﬂux, _/, is the large bracketed term in Eq. (37).
However, the damage cross-couplings present in the dissipation
inequality reveal the complicated thermodynamic relationships
that arise from introducing damage not simply as a stand-
alone ISV but instead coupling with the kinematic-like ISVs
(Eq. (31)).
The free energy rate, Eq. (33), can also be simpliﬁed using Eqs.
(15)–(17), (35), and (36) as
_wV ¼ S : _Ee þ j1 _n1 þ j2 _n2 þ b : _a _h sV þ 3f hwV  fhS : Ce
 

_/
3 1 /ð Þ
S : Ee þ j1n1 þ j2n2 þ b : a
  ð38Þ
After substituting the free energy rate, Eq. (38), into
Eq. (29)2 which is then inserted into the energy balance, Eq. (26),
yields
 M : Lp þ j1 _n1 þ j2 _n2 þ b : _aþ 3f hsVh _hþ h_sV

_/
3 1 /ð Þ 3
S : Ee þ tr S
 þ j1n1 þ j2n2 þ b : a 3eV
 
þ $  Q  RV ¼ 0 ð39Þ
The time derivative of entropy can be obtained from (36)2 after
some algebra as
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sV
@h
_h @
S
@h
þ3f hS fh
@Ce : S
@ Ee Ud
  Ud
 !
: _Ee
 @j1
@h
þ 3f h j1
 	
_n1  @
j2
@h
þ 3f h j2
 	
_n2  @
b
@h
þ 3f hb
 !
: _a
þ
_/
3 1/ð Þ
@S
@h
þ 3f hS fh
@Ce : S
@ Ee Ud
  Ud
 !
: Ee
"
þ @j1
@h
þ 3f hj1
 	
n1 þ @
j2
@h
þ3f hj2
 	
n2 þ @
b
@h
þ 3f hb
 !
: a
#
ð40Þ
Using the deﬁnition of heat capacity per unit volume (CV ), the ﬁrst
term of Eq. (40) is determined using Eqs. (29)1 and (36)2 as
CV ¼ @
eV
@h
¼ @
@h
wV þ hsV
 
; h
@sV
@h
¼ CV þ 3f hwV  fh M : 1 ð41Þ
The temperature increase due to adiabatic heating, which fol-
lows, can be found by substituting the entropy rate, Eq. (40), into
Eq. (39) and then simplifying the result using Eqs. (29)1, (35),
(36), and (41)2. The result couples damage, mechanical, and ther-
mal effects to give the temperature increase.
_h¼ 1
CV þ3f heV  fhtr M
 
h@
S
@hþ3f hhS fhh @
Ce :S
@ Ee U1dð Þ
U1d
 	
: _Eeþ h@j1@h þ j1 3f hh1ð Þ
  _n1
þ h@j2
@h þ j2 3f hh1ð Þ
  _n2þ h@b@hþb 3f hh1ð Þ  : _aþ M : Lp $  QþRV
 _/3 1/ð Þ
h@
S
@hþ3S hfh1ð Þ fhh @
Ce :S
@ Ee U1dð Þ
U1d
 	
: Eeþ h@j1@h þ j1 3f hh1ð Þ
 
n1
þ h@j2
@h þ j2 3f hh1ð Þ
 
n2þ h@b@hþb 3f hh1ð Þ
 
: _atr S þ3eV
2664
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266666666664
377777777775
ð42Þ4. Kinetics
Building on the two previous sections (kinematics and thermo-
dynamics), the following section will continue in the constitutive
model development. The damage, each ISV, and the free energy
will be given rate equations though simplifying assumptions. The
damage evolution will be given extra care and analysis as this is
the ﬁrst attempt for such a formulation for thermoplastics. All con-
stitutive equations will be expressed in the intermediate conﬁgu-
ration, B. Following the temperature dependent inelastic ISV
model proposed in Bouvard et al. (2013), the addition of damage
will accomplish two main goals: degrade moduli and predict fail-
ure using the void volume fraction. These stress-like quantities
(S; j1; j2; b) are related to strain-like variables
(Ee Ud; n1td; n2td; aUd) via an explicit expression for the Helmholtz
free energy.
4.1. Helmholtz free energy
The Helmholtz free energy is assumed to additively decompose,
which follows
w Ee Ud; n1td; n2td; aUd; h
  ¼ wEe Ud Ee Ud; h þ wn1td n1td; h 
þ wn2td n2td; h
 þ waUd aUd; h  ð43Þ
For the physical basis of each term, the reader is referred to the
work of Bouvard et al. (2010). Because voids concentrate the strain,
the strain-like ISVs cannot stand alone and are affected by the dam-
age entity; hence, the free energy needs to include the strain and
the damage in a multiplicative manner. The quadratic form usedto describe the thermodynamic state assuming small elastic and
internal strains is
w ¼ l hð Þtr Ee Ud : Ee Ud
 þ k hð Þ
2
tr Ee Ud
  2 þ C j1l hð Þ n1td 2
þ C j2l hð Þ n2td
 2 þ CblR hð Þ aUd : aUd þ w hð Þ ð44Þ
where k hð Þ ¼ K hð Þ þ 23l hð Þ. C j1 ; C j2 , and Cb are stress state parame-
ters that allow for each ISV to account for tension, compression, and
torsion (Miller and McDowell, 1992). Each stress state parameter
takes the form
C ¼ a b 427
J23
J32
" #
þ c J3
J3=22
þ d I1ﬃﬃﬃﬃ
J2
p

 !
ð45Þ
where the  is a placeholder for three stress-like ISVs identiﬁers. I1
is the ﬁrst invariant of the Cauchy stress (I1 ¼ tr rð Þ). J2 is the second
invariant of the deviatoric stress (J2 ¼ 12 ðr0 : r0Þ) where
r0 ¼ r 13 trðrÞ1. J3 is the third invariant of the deviatoric stress
(J3 ¼ det r0ð Þ). The Lamé constants l hð Þ and K hð Þ are elastic shear
and bulk modulus deﬁned as
l hð Þ ¼ E hð Þ
2 1þ mp
  ; K hð Þ ¼ 2l hð Þ 1þ mp 
3 1 2mp
  ð46Þ
E hð Þ is a temperature dependent Young’s modulus, mp is Poisson’s
ratio assumed constant below the glass transition temperature, and
lR hð Þ is a temperature dependent hyperelasticmodulus. The damage
will operate on theparameters in Eq. (46)naturally andwill be shown
later. The temperature dependent Young’s modulus is deﬁned as
E hð Þ ¼ Eref þ E1 h hrefð Þ ð47Þ
where Eref and E1 are speciﬁed material parameters, and href is a ref-
erence temperature.
4.2. Cauchy stress tensor
From the constitutive law for S in Eq. (36)1 the Cauchy stress in
Eq. (25) becomes
r ¼ J1e Fe
@wV
@ Ee Ud
  UTd
 !
FTe ð48Þ
From Eq. (25)
@wV
@ Ee Ud
  ¼ 2l hð ÞEe Ud þ k hð Þ tr Ee Ud 1 ð49Þ
and the Second Piola–Kirchoff stress for the case of isotropic dam-
age becomes
S ¼ 2l hð ÞEe Ud þ k hð Þ tr Ee Ud
 
 
UTd
¼ 2l hð ÞEe þ k hð Þ tr Ee
 
1

  1 /ð Þ2=3
F4t
ð50Þ
The co-rotational Jaumann rate of the Cauchy stress is
r
 ¼ _rWerþ rWe ð51Þ
where the elastic spin is
We ¼W Wp ð52Þ
The form of the plastic spin is motivated by Dafalias (1985) and
modiﬁed by Bammann (1990) and takes the form of
Wp ¼ b1n bDp  Dpb
  ð53Þ
where, from Bammann (1990), the evolution of the scalar value bn is
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The plastic spin is used to capture anisotropic chain alignment at
large strains. However, other forms of the plastic spin have been
proposed for polymers at large strains (Batterman and Bassani,
1990; Pereda et al., 1993; Nemat-Nasser, 1990).
4.3. Internal state variables (ISVs) and rate equations
From Eq. (44), the thermodynamic force conjugates to each ISV
are
j1 ¼ @
wV
@ n1td
 td ¼ 2C j1l hð Þn1 tdð Þ2 ð55Þ
j2 ¼ @
wV
@ n2td
 td ¼ 2C j2l hð Þn2 tdð Þ2 ð56Þ
b ¼ @
wV
@ aUd
  Ud ¼ 2CblR hð Þ aUd Ud ð57Þ
In the case of isotropic damage, from Eqs. (15) and (17), the internal
stresses become
j1 ¼ 2C j1l hð Þn1
1 /ð Þ2=3
F4t
ð58Þ
j2 ¼ 2C j2l hð Þn2
1 /ð Þ2=3
F4t
ð59Þ
b ¼ 2CblR hð Þa
1 /ð Þ2=3
F4t
ð60Þ
The two scalar ISVs, n1 and n2, are used to describe the entangle-
ment density and large-strain chain alignment/coiling, respectively.
The evolution equations for n1 follows the work of Boyce et al.
(1988), Anand and Gu (2000), Anand and Gurtin (2003) and
Bouvard et al. (2013). For n1,
_n1 ¼ H1 1
n1
n
 	
_cp; _n hð Þ ¼ nsat hð Þ  g0 hð Þn
 
_cp;
n1 X;0ð Þ ¼ 0; n X;0ð Þ ¼ n0 hð Þ
ð61Þ
The strain-like qualities for chain slip, n, and its saturation value,
nsat, are temperature dependent while the hardening modulus
(H1) is temperature independent.
n0 hð Þ ¼ C3 h hrefð Þ þ C4; nsat hð Þ ¼ C5 h hrefð Þ þ C6;
g0 hð Þ ¼ C7 h hrefð Þ þ C8
ð62Þ
As pointed out by Bouvard et al. (2013), the trend between the n1
evolution equation and the van der Waals energy in molecular
dynamics simulations (Hossain et al., 2010) gives conﬁdence to
the evolution equation. The viscous shear strain, _cp, follows a mod-
iﬁed (Richeton et al., 2005, 2007) cooperative model (Fotheringham
et al., 1976; Fotheringham and Cherry, 1978) where
_cp¼ _c0p exp DHbkBh
 	
sinhn
seqV
2kBh
 	
; seq¼ s Y hð Þþ j1þ j2ð Þ ð63Þ
In Eq. (63), _c0p is a reference strain rate, DHb is an activation energy,
V is an activation volume, n is a parameter describing the molecular
chain segments’ cooperative behavior, and Y hð Þ is a temperature
dependent yield surface given by
Y hð Þ ¼ C1 h hrefð Þ þ C2 ð64Þs ¼ S0  b0 = ﬃﬃﬃ2p is the equivalent shear stress, where S0 and b0 are
the deviatoric parts of the second Piola–Kirchhoff stress and back
stress, respectively.
For n2, the evolution equation, from Ames et al. (2009), is given
as
_n2 ¼ H2 kp  1
 
1
n2
n2sat hð Þ
 	
_cp  Rs hð Þ
 
;
kp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
3
tr Bp
 r
; Bp ¼ FpFTp
ð65Þ
where, the hardening modulus, H2, is temperature independent. The
saturation value, n2sat, and the static recovery, Rs, are temperature
dependent of the forms
n2sat hð Þ ¼ C9 h hrefð Þ þ C10; Rs hð Þ ¼ C11 h hrefð Þ þ C12 ð66Þ
The static recovery term, Rs2, is scalar in nature and helps capture
creep-like phenomena after Bammann (1990). The effective plastic
stretch, kp, is related to the square root of the left Cauchy-Green
deformation tensor (Ames et al., 2009).
The second-rank tensorial strain-like ISV, a, is introduced to
capture the large strain hardening behavior of thermoplastics
known to be caused by chain stretching. The free energy due to
hyperelasticity in Eq. (44) deviates from the classical hyperelastic
rubber models (cf. Mooney, 1940; Rivlin, 1948, 1949; Treloar,
1943a,b; Varga, 1966; Ogden, 1972; Arruda et al., 1993) where
stretches, not strains, are used. However, Bouvard et al. (2010)
compared a quadratic form of ‘‘hyperelastic’’ strain to a classical
hyperelastic model (Gent, 1996) and showed nearly identical
results. The temperature rubbery modulus, lR hð Þ, is deﬁned as
lR hð Þ ¼ nedkBh ð67Þ
where ned is an entanglement density, and kB is the Boltzmann con-
stant (kB ¼ 1:38065 1023 J=K).
Guided by Bouvard et al. (2010), the evolution equation for a is
_a ¼ Ca1 hð Þ þ Ca2 hð Þ ak k2
 
Dp  rs hð Þ
ﬃﬃﬃ
2
3
r
ak ka; a X;0ð Þ ¼ 0 ð68Þ
where Ca1 hð Þ and Ca2 hð Þ are temperature dependent material
parameters deﬁned as
Ca1 hð Þ ¼ C13 h hrefð Þ þ C14; Ca2 hð Þ ¼ C15 h hrefð Þ þ C16 ð69Þ
The static recovery takes the form
rs hð Þ ¼ C17 h hrefð Þ þ C18 ð70Þ
Similar to the classic hyperelastic approaches, the ak k term in the
evolution equation denotes a stretching of the chains, and the Dp
term deﬁnes the rate of these stretches in the direction of the plastic
ﬂow as suggested by Hoy and Robbins (2008) and Robbins and Hoy
(2009).
4.4. Plastic ﬂow rule
The ﬂow rule describing the plastic deformation is given as
Boyce et al. (1988)
_Fp ¼ LpFp; Lp ¼ Dp þ Wp; Dp ¼ 1ﬃﬃﬃ
2
p _cp Np ð71Þ
where the direction of the ﬂow, Np, is
Np ¼
S0  b0
S0  b0  ð72Þ4.5. Damage evolution
In the previous Kinematics Section, the void volume fraction, /,
is deﬁned (Eq. (6)). In this section, both physically and phenome-
Fig. 2. Comparison between the Cocks–Ashby void growth model and the unit cell
representative volume element (V–BCC Model) while varying the (a) initial void
volume fraction (/0) when TR ¼ 0:33 and (b) triaxiality (TR) when /0 ¼ 25%. The
dashed lines represent the Cocks–Ashby equation and the solid lines represent the
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age evolution. The evolution equation for the total void volume
fraction is expressed as
_/total ¼ _/particles þ _/pores þ _/crazing
 
c
þ /particles þ /pores þ /crazing
 
_c ð73Þ
where c is damage coalescence. The damage that arises as a direct
result from particles, pores, or crazes will interact with one another.
In order to account for this interaction, the coalescence term is
included in the total void volume fraction. The functional form for
coalescence will be given following the derivation for the three
independent damage sources (particles, pores, and crazes). For
amorphous glassy thermoplastics, the damage due to particles
and pre-existing voids are likely negligible. However, for rubber-
modiﬁed thermoplastics or semi-crystalline polymers, particles
and voids may inﬂuence damage behavior more. For the sake of
completeness, void growth from particles and void growth from
pre-existing voids are given below. These evolution equations have
successfully modeled void growth within metals (Horstemeyer,
2012). More study needs to conﬁrm that these formulations accu-
rately capture deformation damage mechanisms in polymers. Yet,
following the particle and void damage equations, a new crazing
damage evolution equation is given that will strongly inﬂuence fail-
ure in glassy polymers.
Particle damage begins with the nucleation, g, of a void
between the particle or ﬁber and the matrix. Once the particle
either cracks or debonds, the newly formed void then grows. The
void volume is described by m. The rate of damage due to the par-
ticle follows:
_/particles ¼ _gparticlemþ gparticle _m ð74Þ
A nucleation model developed by Horstemeyer and Gokhale (1999)
could be used,
_gparticle ¼ gparticle
d1=2 Dp
 
K Icf 1=3
exp Cgph
h
 	
 ag 427
J23
J32
" #
þ bg J3
J3=22
þ cg I1ﬃﬃﬃﬃ
J2
p

( )
ð75Þ
where the average particle size, d, the initial volume fraction of par-
ticles, f, and fracture toughness of the particles K Ic are needed for
this model.
The void growth equation developed by Budiansky et al. (1982)
could be adopted for polymer usage. The original form follows:
_m ¼ 3
2
m
I1
m
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
12J2
p þ m 1ð Þ mþ 0:4319ð Þ
m2
" #m
Dp
  ð76Þ
This void growth model assumes a spherical cavity within a strain
rate hardening matrix. Other void growth models such as Rice
and Tracey (1969), who assume a spherical cavity in a perfectly
plastic matrix, or McClintock (1968), who assumes a cylindrical cav-
ity in a plastic strain hardening matrix, could more accurately cap-
ture void growth in polymers. Assuming a constant plastic strain
rate, Eq. (76) can be integrated to become
m ¼ CBUD exp
3 Ep
 
2
I1
m
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
12J2
p þ m 1ð Þ mþ 0:4319ð Þ
m2
" #m( )
ð77Þ
During polymer fabrication, voids arising in the bulk material
are not uncommon, so having a damage model to predict failure
would be of engineering value. The growth rate of these voids
could be captured by the Cocks and Ashby (1980) model.
_/pores ¼ v 1
1 /pores
 m  1 /pores 
" #
Dp
  ð78Þwhere
v ¼ sinh 2 m 0:5ð Þ
mþ 0:5ð Þ
p
re
 
¼ sinh 2 2m 1ð Þ
3
ﬃﬃﬃ
3
p
2mþ 1ð Þ
I1ﬃﬃﬃﬃ
J2
p" # ð79Þ
where p is the hydrostatic pressure, and re is the von Mises equiv-
alent stress. As this growth rate was developed for a power law
plasticity for metals, one might doubt the appropriateness of using
it for polymers. However, Fig. 2 shows a comparison between the
Cocks–Ashby model and micromechanical void growth data using
a unit cell with a void in tension embedded in a polymer from
Socrate and Boyce (2000) using a material model from Arruda and
Boyce (1993) and Boyce et al. (1988). The volumetric strain, EV ,
was determined from the micromechanical simulation by Socrate
and Boyce (2000) but not the void volume fraction. The increase
of void volume fraction as a function of volumetric strain is deter-
mined as
/ ¼ 1 exp EVð Þ 1þ /01 /0
 	 1
ð80Þ
where EV ¼ ln V=V0ð Þ. For the comparison in Fig. 2, the strain rate
sensitivity exponent m ¼ 0:74 was assumed. Socrate and Boyce
(2000) studied two different representative volume elements
(RVE) micromechanical models: an antisymmetric Stacked Hexago-
nal Array (SHA) of voids (Tvergaard, 1982) and a Voronoi tessella-
tion of a Body Centered Cubic array of voids (V–BCC) (Dib and
Rodin, 1993). Socrate and Boyce (2000) concluded that the V–BCC
model was more accurate. The (Cocks and Ashby, 1980) void growth
equation shows its ability to capture void growth at low strains in
polymers. However, at higher stress triaxialities, the Cocks–Ashbymicromechancial simulation results from Socrate and Boyce (2000).
Table 1
Parameters for void growth and coalesence in Fig. 4.
Parameters Steenbrink
et al. (1997)
Socrate and
Boyce (2000)
m 0.8 0.55
Ccoal1 7.0 1.4
Ccoal2 0.6 4.0
z 1.5 2
Cchh 0 0
(a)
(b)
Fig. 4. Comparison between the combined C–A void growth model and coalescence
to data from (a) Steenbrink et al. (1997) and (b) Socrate and Boyce (2000).
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simulations well. Steenbrink et al. (1997) ran similar micromechan-
ical calculations with a SHA model and modiﬁed Gurson’s yield
potential (Gurson, 1977) to ﬁt results. A comparison of their simu-
lated void growth is compared to Cocks–Ashby void growth (Cocks
and Ashby, 1980) using m ¼ 1:21 in Fig. 3. The micromechanical
simulations suggest a more linear void growth where the Cocks–
Ashby model returns exponential void growth. At lower stress triax-
ialities, the Cocks–Ashby model exhibits a nearly linear behavior
between e ¼ 0 0:4 matching the micromechanical results very
well as shown in Fig. 2(a). Other void growth models, such as Rice
and Tracey (1969) or McClintock (1968), also include the triaxiality
in an exponential or hyperbolic sine nature.
A single void growth model alone is not sufﬁcient to capture
the void volume fraction evolution from the micromechanical
results shown in Figs. 2 and 3. In both micromechanical simula-
tions, the RVE boundaries were close enough to the initial voids
to impact their growth. Horstemeyer et al. (2000) showed that if
the intervoid ligament distance (ILD) was less than six diameters,
then coalescence occurred for metals. The ILD in Steenbrink et al.
(1997) was two diameters so the rate of growth would be
expected to be greater than a single void growing. The ILD varied
in Socrate and Boyce (2000) from 2.0 when /0 ¼ 10% to 1.5 when
/0 ¼ 25%, so the rate of growth would be greater than a single
void growing as well. In order to match the (Steenbrink et al.,
1997) results and (Socrate and Boyce, 2000) results, a single void
growth model would need to incorporate coalescence to address-
ing the small ILDs. Due to the RVE boundaries affecting void
growth, using a simpliﬁed coalescence equation, from Eq. (81),
along with the Cocks–Ashby void growth equation more accu-
rately captures all of the interacting mechanisms. Table 1 lists
the parameters used to capture the void growth and coalescence
interactions for the micromechanical simulations from
Steenbrink et al. (1997) and Socrate and Boyce (2000), and Fig. 4
shows the damage evolution as a function of strain. In
Steenbrink et al. (1997), the ILD was only reported for stress triax-
ialities of 0.33, 1, and 3. In Socrate and Boyce (2000), the ILD was
only reported for initial void volume fractions (/0) of 10% and 25%.
Including the coalescence ILD effects improves the accuracy of the
model ﬁts in both sets of data as shown in Fig. 4. However, the
hyperbolic nature of the void growth’s triaxiality function in Eq.
(79) does not follow the more linear micromechanical simulation
results observed in Fig. 4(a).
_c ¼ Ccoal1 _/pores þ Ccoal2
4d0
dNN
 	z
exp Cchhð Þ Dp
  ð81ÞFig. 3. Comparison between the Cocks–Ashby void growth model and the unit cell
representative volume element (SHA) while varying the triaxality when /0 ¼ 8:3%.
The dashed lines represent the Cocks–Ashby equation and the solid lines represent
the micromechanical simulation results from Steenbrink et al. (1997).Relationships directly relating the void volume fraction to both
craze nucleation and craze growth are presently sparse. From other
micromechanical simulations, Socrate et al. (2001) developed a
model to predict multiple crazing in high impact polystyrene.
Sharma et al. (2008) continued that work by calculating the craze
volume fraction in an RVE of polymeric microlaminates. Seelig and
der Giessen (2009) used the maximum hydrostatic stress as a cri-
terion for craze initiation, and then a cohesive model (Tijssens
et al., 2000; Estevez et al., 2000) for craze growth. A few creep
craze damage models have been formulated (Luo et al., 2008;
Luo and Liu, 2007), and creep damage mechanisms have also been
postulated by Hamouda et al. (2001).
Bucknall (2012) used linearly elastic fracture mechanics to
relate biaxial loading conditions to craze initiation, and (Estevez
et al., 2000) studied how the fracture toughness in an amorphous
glassy polymer changes by crazing and shear yielding. A good
review of craze initiation as well as a fracture mechanics based
approaches to crazing can be found in Bucknall (2007). Starting
with fracture mechanics, in a manner similar to Horstemeyer and
Gokhale (1999) for particle nucleation, a craze nucleation will be
shown here. Crazes generally initiate at locations of high stress
intensity. Irwin’s equation for the stress intensity factor is given
by the following,
K I ¼ ry
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2prp
q
Y wð Þ ð82Þ
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plastic zone size, and Y wð Þ is a dimensionless constant or function
that depends on the geometry of the specimen. Irwin’s equation
(Eq. (82)) can be generalized as
K Ic ¼ f rð Þg zð ÞY wð Þh rateð Þf hð Þ ð83Þ
where f rð Þ is a function of the applied stress, g zð Þ is a length scale
parameter that uses the most important microstructual feature that
contributes to crazing, h rateð Þ is a function related to strain rate,
and f hð Þ is a function related to temperature.
Tijssens et al. (2000) showed the importance that temperature
plays in the behavior of crazes. Therefore, a simple Arrhenius tem-
perature dependence is used for Eq. (83).
f hð Þ ¼ exp Ccrh
h
 	
ð84Þ
Crazing is a complex process. The ability to nucleate crazes tends to
increase the fracture toughness of polymers (Donald and Kramer,
1982), which is why dispersed rubber particles toughen thermo-
plastics. The particles generate many small crazes helping to dissi-
pate energy. However, in thermoplastics with no inclusions, crazes
are much less plentiful and when crazes do form, they tend to
induce failure quicker rather than toughening the material. There-
fore, and increase in the craze nucleation rate decreases the fracture
toughness.
h rateð Þ ¼ g Dp
 
_g
ð85Þ
As for the geometrical function T wð Þ, a material constant, Ccoeff , will
be introduced to capture this geometrical effect once the craze evo-
lution equation is integrated. The length scale parameter, g zð Þ, in Eq.
(83) represents the most important microstructural feature, which
could be either the molecular weight, Mw, (Pitman and Ward,
1979; Kramer, 1979; Rottler et al., 2002), molar weight (De
Focatiis et al., 2008), or particle diameter (Donald and Kramer,
1982), since these features inﬂuence craze nucleation. As crazes
nucleate and grow primarily under tension (Sharma et al., 2008),
an applied stress function, f rð Þ, is needed to account for this stress
state dependence.
f rð Þ ¼ f I1; J2; J3ð Þ ¼ dg
4
27
 J
2
3
J32
" #
þ eg J3
J3=22
þ fg I1 þ I1k k
2
ﬃﬃﬃﬃ
J2
p ð86Þ
This particular form allows for crazes to nucleate in tension as well
as compression (Bevan, 1978), and torsion.
The craze nucleation rate is found by substituting Eqs. (84)–(86)
into Eq. (83) and then solving for _gcraze.
_gcraze ¼ gcraze
Mw
K Ic
Dp
  exp Cgch
h
 	
 dg 427
J23
J32
" #
þ eg J3
J3=22
þ fg I1 þ I1k k
2
ﬃﬃﬃﬃ
J2
p( ) ð87Þ
The molecular weight was chosen as the dominate length scale
parameter for this study due to the absence of particles in the amor-
phous glassy polymer. Assuming a constant plastic strain rate,
molecular weight, critical fracture toughness, and temperature,
the integrated evolution equation in Eq. (87) becomes
_gcraze ¼ Ccoeff exp MwK Ic Ep
  exp Cgch
h
 	
 dg 427
J23
J32
" #
þ eg J3
J3=22
þ fg I1 þ I1k k
2
ﬃﬃﬃﬃ
J2
p( )# ð88ÞThe damage rate resulting from a single craze is
_/craze ¼ _gcrazemþ gcraze _m ð89Þ
To show the functionality of this particular damage evolution,
the damage due to crazing from the work of G’Sell et al. (2002)
to the craze evolution in Eq. (89) follows. In G’Sell et al. (2002),
they calculated the volumetric strain during tension tests. They
also analyzed micrographs at approximately 50% strain to show
crazing details. From the micrograph in G’Sell et al. (2002), the
number of crazes as well as the percent of crazes were calculated
using ImageJ (Schneider et al., 2012). Due to the limited micro-
graphs, the void growth and crazing cannot be treated separately,
thus they are plotted together in Fig. 5(a). The nucleation and total
damage are plotted separately in Fig. 5(b) and (c), respectively. The
total damage is calculated from the volumetric strain using Eq.
(80). Table 2 lists the material properties and constants used. The
Budiansky et al. (1982) void growth equation, Eq. (76), is also used.
The experimental point for mc will be slightly greater than reality
due to G’Sell et al. (2002) forcing open the crazes in an unquantiﬁ-
able manner to highlight them.
The coalescence term, _c, in Eq. (73), take the following form in a
manner similar to Horstemeyer et al. (2000) and Allison (2009).
_c ¼ Ccoal1 _gparticlemþ _mgparticle
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Crazing from particles
þCcoal2 _gcrazemþ _mgcrazeð Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
General crazing in matrix
þ Ccoal3
4d0
dNN
 	z
exp Cchhð Þ Dp
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Impingement
ð90Þ
where Ccoal1 ; Ccoal2 , and Ccoal3 are coalescence dependent parame-
ters. The lengths d0 and dNN represent the average particle diameter
and the nearest neighbor distance, respectively. Cch is a void coales-
cence temperature dependent parameter, and z is a material con-
stant. The impingement term in Eq. (90) would only be needed as
particles are added into matrix. Impingement in this case refers to
void nucleating at particles and those voids growing together with-
out crazing. As crazing is a complicated mechanism, there are at
least two ways crazes coalesce. When rubber particles are distrib-
uted to toughen a polymer, thousands if not millions of crazes are
formed (Nielsen and Landel, 1994), which is what the ﬁrst term in
Eq. (90) captures. Crazes also coalesce with other crazes, which is
what the middle term of Eq. (90) attempts to capture.
4.6. Temperature evolution
As thermoplastic polymers are strongly temperature depen-
dent, their material models require a robust approach in capturing
two dependencies: ﬁrst, how temperature affects the stress and
stress-like ISVs and second, how the temperature changes due to
deformation. Experimental works such as Garg et al. (2008) and
Bjerke et al. (2002) where temperature increase during deforma-
tion is studied are critical in understanding these effects at the
macroscale. From the heat equation, Eq. (42), the rise in tempera-
ture is simpliﬁed as
_h ¼ 1
CV þ 3f heV  fhtr M
 

Ge :
_Ee þ G1 _n1 þ G2 _n2 þ Ga : _aþ M : Lp  $  Q þ RV
 _/3 1/ð Þ
Ge  3S
 
: Ee þ G1n1 þ G2n2
þGa : _a tr S
 þ 3eV
" #2664
3775
ð91Þ
(a) (b)
(c)
Fig. 5. Comparison between experimental work from G’Sell et al. (2002) to the proposed theoretical damage framework excluding pre-existing porosity, void impingement
effects, and temperature effects due to the lack of data. The experimental points are designated with a diamond () in (a) the void growth and coalescence, mc, and (b) the
nucleation evolution. The total void volume fractions from the theory and experiment are compared in (c). Since the experimental specimen was bent after the test to expose
the pores, the overall mc values were greater than what was actually experienced by the material in G’Sell et al. (2002). Hence, our theoretical comparison for mc would be in
closer agreement, where the number density would be equivalent.
Table 2
The parameters used for the comparison to G’Sell et al. (2002).
Parameter Nominal Value Units
Strain rate 0.1 1/s
CBUD 1.2 1/ unit area
Ccoeff 0.75
Mw 26 kg/mol
dg 0 MPa2mol
ﬃﬃﬃﬃﬃ
m
p
/kg
eg 0 MPa3/2mol
ﬃﬃﬃﬃﬃ
m
p
/kg
fg 0.21 103 mol
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
MPa m
p
/kg
Cgch 0 K
K Ic 7 MPa
ﬃﬃﬃﬃﬃ
m
p
m 1.2
Ccoal1 0
Ccoal2 1.5
Ccoal3 0
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Ge ¼
2 @l hð Þ
@h
Ee þ @k hð Þ@h tr Ee
 
1
fh 2l hð Þ þ k hð Þð Þ1
 !
h 1 /ð Þ2=3  fhhS
G1 ¼ 2C j1n1 h @l hð Þ@h þ l hð Þ 3f hh 1ð Þ
 
1 /ð Þ2=3
G2 ¼ 2C j2n2 h @l hð Þ@h þ l hð Þ 3f hh 1ð Þ
 
1 /ð Þ2=3
Ga ¼ 6CbfhhlR hð Þa 1 /ð Þ2=3
ð92Þ
where
@l hð Þ
@h
¼ E1
2 1 mp
  ; @k hð Þ
@h
¼ E1mp
1þ mp
 
1 2mp
  ð93Þ4.7. Temperature dependence of the physical properties
As physical properties in thermoplastics are temperature
dependent, below Tg, the density, heat capacity per unit volume,
and thermal conductivity, from van Krevelen and te Nijenhuis
(2009) and Bicerano (2002), are given as
q hð Þ ¼ q 298Kð Þ 1:42Tg þ 44:7
1:42Tg þ 0:15h ð94Þ
CV hð Þ ¼ CV 298Kð Þ 0:106þ 3 103h
h i
ð95Þ
k hð Þ ¼ k Tg
  h
Tg
 	0:22
ð96Þ5. Conclusions
A theory for a viscoelastic, viscoplastic material model that joins
thermal, damage, and mechanical effects for an amorphous glassy
thermoplastic has been developed. The kinematics, thermodynam-
ics, and kinetics were considered in formulating the internal state
variables for nucleation, growth, and coalescence. Damage evolu-
tion was compared to microscale simulations (Socrate and Boyce,
2000) and experimental results (G’Sell et al., 2002) and was deﬁned
by three mechanisms: damage from particles, damage from pre-
existing pores, and crazing. The damage from particles and from
crazing were by different internal state variable rate equations
for nucleation, growth and coalescence. The void growth model
of Cocks and Ashby (1980) was used for the pre-existing voids.
Future experiments and lower length scale simulations for captur-
ing the progression of the three distinct damage mechanisms are
needed. The modeling framework can be readily implemented into
a ﬁnite element code for engineering analysis.
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