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The emergence of collective decision in swarms and their coordinated response to complex environ-
ments underscore the central role played by social transmission of information. Here, the different
possible origins of information flow bottlenecks are identified. Using a combination of network-,
control- and information-theoretic elements applied to a group of interacting self-propelled par-
ticles, the effect of varying information capacity of the signaling channel on dynamic collective
behaviors is revealed. We find a sufficient condition on the information data rate that guarantees
the effectiveness of swarming while also highlighting the profound connection with the topology of
the underlying interaction network. We also show that when decreasing the data rate, the swarming
behavior invariably vanishes following a second-order phase transition irrespective of the intrin-
sic noise level. The variations along the transition line are found to be in good agreement with
information-theoretic predictions.
PACS numbers: 89.75.Fb, 64.60.Cn, 05.70.Fh, 89.70.Kn
Information is a crucial currency for animals from a
behavioral standpoint. This has important consequences
when considering collective behaviors of interacting indi-
viduals [1]. Information exchange is critical to the exe-
cution and effectiveness of a host of collective behaviors:
fish schooling, birds flocking, amoebae aggregating, lo-
custs marching or more generally agents swarming [2–9].
However, animals are generally faced with uncertain en-
vironments and fast-changing circumstances, and, often,
their survival critically depends on their ability to swiftly
manage and respond to such unpredictable changes in
their surroundings. It is now widely believed that the
benefits of swarming are directly related to their en-
hanced ability in dynamically responding to uncertain
and rapidly-changing natural environments [10, 11]. In
recent years, there has been mounting recognition that
distributed transfer of behavioral information is key to
the highly responsive nature of swarms [12–17]. It is now
becoming apparent that collective intelligence in the form
of adaptive behavioral response relies upon having both
accurate and sufficient social information exchanges oc-
curring among interacting units.
Networked dynamical systems (NDSs) and multiagent
adaptive systems are engineering embodiments of natural
swarms. A key problem with these systems is the design
of controls achieving specific collective behaviors in the
presence of limited or unreliable information exchanges
and dynamically changing topologies [18, 19]. In the
past two decades, significant advances have been achieved
paving the way to emerging engineering applications such
as the control of distributed sensor networks, the coor-
dination of autonomous—air, surface and underwater—
vehicles, robotic swarming, etc. [20]. Information and
communication constraints are now recognized as being
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critical to large-scale NDSs, whose performance and ef-
fective operation require appropriate and sufficient infor-
mation exchanges among the different parts constituting
the system [18, 19]. Over the past decade, an integrated
view of information and control theories has led to new
insights into the interplay between control and commu-
nication in NDSs along with a host of new theoretical
results focusing on fundamental trade-offs between infor-
mation flow constraints and effective collective dynam-
ics [18–27].
Any information exchange—whether through a digital
wireless network as in the case of mobile sensory net-
works, or through a fluid as in the case of flocking birds
and schooling fish—occurs over communication channels
that are imperfect due to intrinsic limitations, primarily
in terms of channel capacity and topology. For specific
classes of networked control systems, necessary and/or
sufficient conditions on the smallest data rate [21–25] and
on the communication topology [18, 20, 26, 27] for their
stability or stabilizability have been established.
Despite strong similarities between NDSs and natural
swarms, there exist numerous differences in the nature
and properties of their respective communication chan-
nels. Significant attention has been devoted to under-
standing these differences in terms of topology and struc-
ture. In particular, the emphasis has been put on the im-
pact of dynamic and switching topologies on the collec-
tive dynamics of locally-interacting agents [8, 20, 28, 29].
This effort is justified by our incomplete understanding
of natural swarming behaviors, and also by the ongoing
development of new biologically-inspired designs of artifi-
cially swarming systems. Comparatively, the specificities
of the transmission channels of naturally swarming sys-
tems in terms of capacity have been relatively overlooked.
However, the problem of reduced information flow due to
limited data rates in social transmission of information
is as critical in the natural realm as it is in the engi-
neering one. For instance, it has been found that the
collective synchronization of neurons in dorsal root gan-
2glions is thwarted by a chemically-induced reduction of
the firing frequency [30], which effectively corresponds to
a reduction in collective information flow associated with
smaller data rates.
Here, we investigate this problem of reduced informa-
tion flow due to limited data rates in the particular case
of collective behaviors originating from local interactions
and for which information flows through a directed and
temporally-adaptive signaling network. First, using our
prior knowledge of this adaptive interaction network and
by invoking the min-flow max-cut theorem, we identify
and formalize the different possible origins of information
flow bottlenecks. We then focus on the problem of ensur-
ing a coherent swarming behavior and establish mathe-
matically a sufficient condition on the information data
rate guaranteeing the emergence of a collective response.
This condition highlights the profound connection be-
tween information flow and topology of the signaling net-
work. As a last step, we provide the first investigation of
the continuous phase transition—from a globally-ordered
state to a disordered one—induced by limited data rates.
The existence of a transition line relating signaling chan-
nel bandwidth and signal-to-noise ratio is revealed and
the variations along this transition line are in good agree-
ment with information-theoretic predictions.
RESULTS
Informational bottlenecks in collective behaviors
The mechanistic quest initiated with the self-propelled-
particles (SPP) model introduced by Vicsek et al. [31]
has recently focused on gaining insight into exactly how
information flows through a swarm, with the ultimate
goal of achieving functional predictions about collective
animal behavior [12–14]. Here, we use a prototypical
model of swarming, which is a refinement to the original
model by Vicsek et al. [31] albeit based on a topologi-
cal interaction distance (see Methods). In this class of
models, like in real swarms, collective decisions globally
emerge from local information exchanges associated with
actual interagent interactions. At this stage, it is impor-
tant highlighting a notable difference between commu-
nication in NDSs and in natural swarms. In the former,
communication implies a deliberate transmission whereas
in the latter they are often not associated with deliber-
ate exchanges of information. A study of swarm dynam-
ics benefits from a description and representation of the
true communication that follows those information trans-
fers [32]. As already highlighted, any real communication
channel, irrespective of its topology and the nature of the
signal, has a finite informational capacity owing to its
noisiness and limited bandwidth. For natural swarms,
channels may consist of chemicals (e.g. chemotactic ag-
gregation of amoebae, colony of ants) or of various forms
of energy such as electromagnetic waves and light, sound
vibrations, pressure or temperature. In practice, more
than one channel may be operating simultaneously as is
the case with fish while schooling where both vision and
lateral line sensing are required [33].
Recently, a network-theoretic approach focusing on the
specificities of the interaction network of natural swarms
has emerged [8, 12, 34–36]. That approach opens new
avenues for the study of the unifying concept of swarm
information flow representing the propagation of behav-
ioral changes. However, such a high-level structural rep-
resentation should not hide the complexity of a central
part of the real informational channel associated with the
agents’ sensory cascade [32]—detection, processing fol-
lowed by response—taking place when information hits a
node and is routed through the swarm signaling network
(SSN) [34]. This crucial factor can be better fathomed
when considering the prototypical swarming behavior of
predator avoidance of fish and marine insects [37, 38] or
flocking birds [6] in which the detection of an incom-
ing predator triggers a fright response—in the form of
a swift directional change—in a limited set of agents.
These localized behavioral responses initiated by the in-
formed agents constitute a signal transmitted through
the medium (edges of the SSN) which, in turn, is de-
tected by the agents (nodes of the SSN) linked to the
informed nodes (see Fig. 1) if the SSN has the required
connectedness. This latter property of the SSN has been
shown to primarily depend on the interaction distance—
metric, topological, or hybrid [39]—and the density of
swarming agents, and to profoundly influence the consen-
sus reaching dynamics [8]. For swarms of topologically-
interacting agents, we have established that the SSN is a
homogeneous, small-world and moderately clustered net-
work [34]. Moreover, the SSN is a temporal adaptive net-
work [40], whose dynamics is tightly coupled to that of
the agents in the physical space. It is therefore neces-
sary to account for some of the functional details of each
agent, and in particular, its sensory cascade [32], which
can conceptually be modeled using the control-theoretic
concept of multi-input and multi-output plant [19].
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FIG. 1. Schematic of a networked flock of birds with the asso-
ciated transmission channel in the form of the swarm signaling
network (SSN). Edges represent an interaction between two
agents. Nodes are the agents themselves, which act as routers
for the behavioral information.
A full description of the information flow through a
dynamic swarm would not be complete without another
conceptual layer borrowing elements from information
theory. As already mentioned, this integrated view of
3information and control theories has been successful in
advancing our understanding of the interplay between
control and communication in NDSs [18–27]. If the to-
tal power in a channel is distributed between the sig-
nal S and random (Gaussian) noise N , the Shannon–
Hartley theorem provides the maximum rate of informa-
tion transmission, or capacity C, of the channel
C = B log2(1 + SNR), (1)
where B represents the channel’s bandwidth and SNR =
S/N is the signal-to-noise ratio [41]. Bandwidth B is
technically defined as the range of frequencies that can
be transmitted, but in natural systems the lowest fre-
quency is always zero and it is therefore identified with
the highest frequency at which the channel can be var-
ied. In most real channels, the value of the bandwidth
cannot always be easily determined. In the particular
case of human information exchange through speech, it
has been shown that a bandwidth of 7 kHz is required
to distinctively understand individual syllables [42]. In
the case of swarms, one has to consider Ce associated
with informational signaling through the medium—the
network edges “e”: e.g. the ambient fluid for flocking
birds, schooling fish and synapses for neurons—as well
as Cn for the sensory cascade internal to each agent—
the network nodes “n”, which serve as routers for the
behavioral information (see Fig. 1).
Returning to the problem of global information flow
through the SSN, the max-flow min-cut theorem [43] in-
forms us about informational bottlenecks, whereby the
maximum information flow rate is given by the mini-
mum capacity of the network edges or nodes. In other
words, the spread of information through the swarm is
either limited by the signaling through the medium (ex-
trinsic limit) or by the agent’s sensory cascade (intrinsic
limit). At this point, it is worth stressing yet another
specificity of natural swarming individuals pertaining to
this intrinsic limit to deal with information flow at the
agent’s level regardless of the nature of the signal and
how it propagates information through the surrounding
medium. Indeed, for most animals (including humans),
there is an enormous gap between the information ca-
pacities of sensory organs and the capacity of the central
nervous system to analyze and retain information [32].
Consequently, without loss of generality, we can asso-
ciate Cn with the information processing capacity of the
agent. To fix ideas, it is interesting knowing that in the
particular case of fire ants orientating, a rough estimate
of Cn is between 0.01 and 2 bits/s [44].
As can be seen from (1), the informational capacity is
either bandwidth- or SNR-limited, therefore leading to
only four possible distinct informational bottlenecks:
(i) low signal-to-noise ratio, SNRe, in the medium,
which often occurs because of high levels of ambient
noise;
(ii) low signal-to-noise ratio, SNRn, within each agent;
(iii) low bandwidth or data rate, Be, of the medium;
(iv) low bandwidth or data rate, Bn, in processing infor-
mation at the agent’s central nervous system level.
Note that option (iii) is physically irrelevant since in most
media, Be is typically very high [32], unless it is artifi-
cially constrained.
Conditions for the emergence of collective behavior
under data rate limitations
In the sequel, we focus on the overlooked option (iv)
(see Discussion) and study the effects of information
flow breakdowns in swarms stemming from either the
finiteness of the agents’ bandwidth Bn or an artificially-
induced reduction in Bn. Given the Nyquist theorem, to
consider the effects of a reduction in Bn is equivalent to
considering an increase in the unit interval Tn = 1/(2Bn),
which is the minimum time interval between condition
changes of data transmission signal, a.k.a. the symbol
duration time [41] (see Methods). Note that our anal-
ysis and the associated results would still hold if we
were to artificially reduce the bandwidth of the medium,
Be = 1/(2Be) as is later suggested.
In our minimalistic model, the N topologically inter-
acting SPPs perform a collective behavior of the con-
sensus type for their direction of travel θi. At each in-
stant, the collective state of the swarm is characterized
by Θ(t) = [θ1(t), θ2(t), · · · , θN (t)]
T
, which is updated
according to the time update rule (9) at the agent level
(see Methods). To allow for an analytical study of this
system, we first neglect the effects of noise, and given any
initial state Θ0 at time t = 0, at any point in time the
swarm’s state is
Θ(t+mTn) = [Πj=1,··· ,mPn((j − 1)Tn)]Θ0, (2)
given the dynamical swarm update rule (10). Pn(t) =
(I − TnL˜(t)) are Perron matrices dependent on the unit
interval Tn [20], with L˜(t) = L(t)/k, L(t) being the out-
degree graph Laplacian for the SSN characterizing the
instantaneous communication topology between individ-
uals, and k is the fixed number of topological neighbors
(see Methods). It is worth adding that these Perron
matrices fully embody the instantaneous relationship be-
tween information flow and communication structure at
the core of our problem.
In the presence of a static communication topology,
the stability of the dynamical system would be governed
and controlled by the spectral properties of the constant
Perron matrix [20]. In the present case, however, the
constantly reconfigurable and switching network requires
a generalization of such stability analysis accounting for
possibly varying symbol duration times Tn.
Theorem. Let us consider the time-dependent net-
worked sampled-data system
Θ(t+ Tn) = Pn(t)Θ(t) = (I− TnL˜(t))Θ(t), (3)
4where L˜(t) = L(t)/k, L(t) being the outdegree graph
Laplacian of the network connectivity.
A necessary and sufficient condition for this system to
be stable, and asymptotically stable, is that it is stable at
every point in time tj = jTn.
This key result is obtained by studying the convergence
of infinite products of matrices Pn(tj) by means of the
joint spectral radius ρ˜ defined as [45]
ρ˜ := lim sup
j→∞
(
max
t1,··· ,tj∈[1,m]
‖Pn(t1) · · ·Pn(tj)‖
)1/j
. (4)
Proof. Let ρ(·) be the spectral radius of a matrix. By
taking t1 = · · · = tj in Eq. (4) and invoking Gelfand’s
spectral radius formula, we have
ρ˜ ≥ lim
j→∞
‖Pn(t)
j‖1/j = ρ(Pn(t)), (5)
for any t ∈ [1,m]. Therefore, if ρ(Pn(t)) > 1, for any
t, then ρ˜ > 1. On the other hand, for any ε > 0, there
exists a matrix norm ‖ · ‖ such that (e.g. [46, Lemma
5.6.10])
ρ˜ ≤ lim
j→∞
(
max
t1,··· ,tj∈[1,m]
‖Pn(t1)‖
1/j
)
· · ·
·
(
max
t1,··· ,tj∈[1,m]
‖Pn(tj)‖
1/j
)
= max
t∈[1,m]
‖Pn(t)‖
≤ max
t∈[1,m]
{ρ(Pn(t)) + ε}. (6)
Therefore, if ρ(Pn(t)) < 1 for all t, we can choose ε small
enough so that ρ˜ < 1. Recall that the system (3) is stable
if and only if ρ˜ < 1 [28, 45].
✷
The above Theorem leads to the following Corollary,
which has very important practical implications, as it
guarantees the system stability, namely, the consensus
reaching of the swarm under certain conditions on the
symbol duration Tn.
Corollary. A sufficient condition for the stability of
the networked sampled-data system (3) is given by the
following upper bound on the symbol duration time, which
has to be verified at every single point in time tj = jTn:
Tn <
2
max1≤i≤N |λi(L˜(t))|
for all t, (7)
where λi(L˜(t)) are the eigenvalues of L˜(t) = L(t)/k, L(t)
being the outdegree graph Laplacian of the network con-
nectivity.
Proof. It follows from (7) that, for all i and t, 0 ≤
λi(TnL˜(t)) < 2, and hence −1 < λi(Pn(t)) ≤ 1. Note
that we are unable to sharpen the upper bound to
λi(Pn(t)) < 1 (hence, we cannot conclude the stability
immediately) since 0 is always an eigenvalue of TnL˜(t)
for any Tn ≥ 0. However, we know that as Tn → 0 the
corresponding continuous system is stable. Therefore,
when Tn becomes small enough (as specified by (7)), our
system (3) is also stable and ρ˜ < 1 follows. The above
Theorem therefore allows us to conclude the proof of this
Corollary.
✷
Based on condition (7) and the relation Tn = 1/(2Bn)
between unit interval and bandwidth, we find that if the
bandwidth satisfies the sufficient condition
Bn > B
0
n =
1
4
max
1≤i≤N
|λi(L˜(t))| for all t, (8)
then the consensus reaching of the swarm is guaranteed.
Note that the superscript “0” in B0n serves as reminder
that this analytic derivation was obtained in the absence
of intrinsic or extrinsic sources of noise.
Analysis of swarming collapse under data rate
limitations
As a next step, we seek evidences of such required
minimum information flow by simulating the dynamics
of N SPPs governed by (9), with decreasing bandwidth
Bn—the control parameter—in the presence of different
levels of intrinsic noise ηn (see Methods). The effective-
ness in swarming is classically measured by the order pa-
rameter ϕ(t) ≡ 1N
∣∣∣∑Nj=1 eiθj(t)
∣∣∣. For large bandwidths,
Bn ≫ B
0
n, swarms of vastly different sizes systematically
produce large-scale order, even in the presence of rela-
tively high noise levels (see Fig. 2). Continued reduction
in Bn below B
0
n consistently yields a swarming collapse—
corresponding to a disordered state of the system lacking
large-scale self-organization—irrespective of the swarm
size N or noise level ηn (see Fig. 2).
These phase transitions are of second order since the
Binder cumulant [47], U ≡ 1 − 〈ϕ4〉/3〈ϕ2〉2, remains
positive for all values of the control parameter Bn (see
Fig. 3(a)). However, it is very likely that similarly to
noise-induced phase transitions, the observation of con-
tinuous phase transitions is only apparent owing to strong
small-size effects [48–50]. Indeed, in our particular frame-
work, we are dealing with real-life finite-size swarms. For
such swarms, the population N is relatively small, espe-
cially compared to the thermodynamic limit, which is
classically invoked to fully characterize the very nature
of a phase transition from the statistical physics stand-
point.
We further observe the existence of a transition line
for which the critical bandwidth varies with the noise, i.e.
Bcn = B
c
n(ηn). As expected, the variations of the suscepti-
bility χ ≡ ℓ2(〈ϕ2〉−〈ϕ〉2) with Bn reveal the occurrence of
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FIG. 2. Collapse of swarming with decreasing Bn: (a)
N=1024; (b) ηn=1%; (c) ηn=20%. Values for B
0
n(N) are
obtained from (8) in the ηn=0 limit upon averaging over a
sample of 104 SSNs. (v0=0.3, k=7, ρ=N/ℓ
2=100, and equiv-
alent statistics for all data points.)
large fluctuations of the order parameter near the phase
transition (see Fig. 4). It is worth adding that all the
above observations remain unchanged for larger values of
N , other values of the density ρ = N/ℓ2, for a wide range
of v0, and for other values of k > 7. As mentioned earlier,
in the thermodynamic limit, we still expect to obtain a
phase transition albeit possibly of the first order kind as
is the case with noise-induced phase transitions [48–50].
However, our focus here was on swarms numbering in
the thousand—as is typical with topologically-interacting
flocks of starlings [5], and was not on determining the fine
nature of the phase transition taking place when reducing
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FIG. 3. Stationary values of U : (a) wide Bn range; (b) At the
critical bandwidth Bcn=0.286±0.001, U has the same value for
not too high ηn. (v0=0.3, k=7, ρ=N/ℓ
2=100, and equivalent
statistics for all data points.)
the bandwidth.
DISCUSSION
The study of the effects of reduced accuracy—owing to
the ubiquitous presence of environmental noise combined
to limited sensory capabilities—in social transmission of
information has received significant attention at both the
experimental and modeling levels [51]. Comparatively,
the consequences of limited social information flow within
natural swarms have been relatively overlooked despite
the realization of its significance in networked control
system theory over a decade ago [19, 23, 24, 52]. Infor-
mation is often defined as being the capacity to organize
a system. This definition resonates very well with our
search for informational bottlenecks hindering the self-
organization of swarms. Combining network-theoretic
and information-theoretic elements, our analysis reveals
4 possible sources of informational bottleneck: (i)–(iv)
(see Results). As already highlighted, option (iii), which
corresponds to low Be, is physically irrelevant for nat-
urally evolving swarms. The influence of low SNRe in
the medium, option (i), can be used to explain empiri-
cal evidences of some specific swarming breakdowns: e.g.
schools of fish disperse at dusk [53–55]. Essentially, the
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FIG. 4. Stationary values of χ: (a) N = 1024; (b) N = 128
and N = 1024. (v0=0.3, k=7, ρ=N/ℓ
2=100, and equivalent
statistics for all data points.)
phase transitions uncovered using Vicsek’s model and
its variations [51], from a collectively ordered phase to
a disordered one following an increase in ambient noise
level, can be traced back to information flow breakdowns
through noisy channels: either with low SNRe [48] as
in option (i), or with low SNRn [31] as in option (ii).
Other empirical evidences are stressing the importance
of a sufficiently-high bandwidth [56] in complex adaptive
systems: e.g. information transmission through signal-
ing relay during the collective migration of social amoe-
bae [3], or the induction of differential anesthesia when
chemically reducing the firing frequency of neurons in
dorsal root ganglions [30]. These empirical evidences
are additional motivations for our investigation of the
overlooked option (iv) and the associated study of the
effects of information flow breakdowns in swarms stem-
ming from either the finiteness of the agents’ bandwidth
Bn or an artificially-induced reduction in Bn or Be.
The study of these limiting effects on swarm dynam-
ics has been carried out using two complementary ap-
proaches. First, we neglected the effects of noise in
Eq. (10) and modeled the swarm as a networked sampled-
data system governed by Eq. (3) (see Methods & Re-
sults). The study of the stability and asymptotic sta-
bility of the swarm dynamics led to Eq. (8). This suf-
ficient condition on the bandwidth Bn reveals the pro-
found connection between, on the one hand the switching
communication topology—through the maximum eigen-
value of the normalized directed graph Laplacian L˜(t) of
the signaling network, and on the other hand, the nec-
essary information flow for effective swarming measured
by the bandwidth Bn. We speculate that the effects of
not satisfying this condition (i.e. having Bn > B
0
n) can
readily be tested experimentally using a simple setup
consisting of fish schooling in a tank with a strobo-
scopic light shining onto them. By reducing the fre-
quency f of the flash, we artificially force the decrease
in Bn (and Be) and we expect that at a given critical
frequency f c = 2Bcn, the coordinated schooling behav-
ior will disappear. We further speculate that owing to
their evolutionary-optimized character, biological swarm-
ing agents such as fish and birds do not naturally ex-
hibit the bandwidth-induced swarming collapse uncov-
ered here. Beyond the consequences for self-organized
biological systems, our work also highlights the impor-
tance of having sufficient information signaling capacity
when designing artificial swarms so as to ensure their ef-
fectiveness. At a more qualitative level, our analysis also
provides the first physical explanation for the required
minimum firing frequency of neurons in dorsal root gan-
glions to maintain consciousness and thereby avoid in-
ducing differential anesthesia [30].
The second approach used to study the limiting effects
of information bottlenecks on swarm dynamics consists
in carrying out actual SPP simulations. That approach
has the advantage of incorporating the combined effects
of SNRn and Bn. More importantly, it allows us to care-
fully study changes in the swarm dynamics in the vicinity
of the collapse of long-range order, i.e. the phase transi-
tion. That was not possible with our first approach that
focused on preventing a swarming collapse in the absence
of noise. It is worth adding that most SPP simulations
heretofore reported in the literature (e.g. [5, 8, 14, 34, 48])
have been generated using arbitrary, yet sufficiently high,
bandwidth levels. Therefore, in those past works, the
collapse of swarming is rooted in the noisiness of the
signaling channel. For all swarm sizes, the simulation
results confirm the occurrence of a swarming collapse
as expected from our analytical study of the networked
sampled-data system (3) (see Results). The key point
revealed by these simulations concerns the existence of
a transition line for which the critical bandwidth varies
with the noise, i.e. Bcn = B
c
n(ηn). The existence of this
transition line could have been anticipated from the in-
terplay between noise and bandwidth originating from
the Shannon–Hartley theorem and the expression (1) for
the channel capacity. Indeed, along the transition line
Bcn(ηn), we have that B
c
n decreases with decreasing ηn.
This important observation is consistent with our intu-
ition that a higher noise level would require a higher vol-
ume of information to be exchanged for the swarm to
self organize. From the information-theoretic viewpoint,
this trend can readily be explained if we assume the ex-
istence of a minimum “critical” rate of information Rc
below which a collapse of swarming occurs. At the crit-
7ical point, the max-flow min-cut theorem [43] gives us
Cn = R
c and given expression (1), we have that Bcn ↓
with ηn ↓. Despite the singularity in Shannon’s capacity
at the zero-noise limit, our approach allows us to de-
termine the critical bandwidth in this limit through the
intersection of the U(Bn) for several nonzero values of ηn
(see Fig. 3(b)).
METHODS
We consider a minimalists model for the swarming
system, which consists of N topologically interacting
SPPs [5, 8, 12, 31, 34, 35], moving at constant speed v0
through a ℓ×ℓ domain having periodic boundaries. Each
individual i is characterized by its direction of travel θi,
and a canonical swarming behavior of the consensus type
is examined. To account for the finiteness of the band-
width, we consider synchronous information exchanges
occuring every Tn = 1/(2Bn), where the unit interval Tn
is the minimum time interval between condition changes
of data transmission signal, a.k.a. the symbol duration
time [41]. The agents move synchronously at discrete
time steps Tn by a fixed distance δ = v0Tn upon receiv-
ing informational signals from their neighbors as per the
linear update rule
θi(t+ Tn) = θi(t) +
Tn
ki
∑
j∼i
{θj(t)− θi(t)}+ ηnξi(t), (9)
where ki = k is the fixed number of individuals in the
topological neighborhood j ∼ i of i and ηnξi(t) is a Gaus-
sian white noise (ξi(t) ∈ [−π, π]).
Even though directions are intrinsically nonlinear
quantities, such linear consensus models are known [8,
20, 28, 34, 35] to yield phase transitions similar to those
obtained with nonlinear models, such as the one in
Ref. [31]. In addition, Eq. (9) is a discrete-time ver-
sion of the minimal model consistent with experimen-
tal correlations in natural flocks of birds, while also
predicting the propagation of order throughout entire
flocks [5, 35]. Note that the growing body of evidence
in support of a topological model of interaction between
flocking birds [5, 8, 12, 34, 35] guided our choice. How-
ever, qualitatively similar results were obtained with the
exact same model with metric interactions, which is con-
sistent with the recent evidence of a unique universality
class in the noise-induced critical behavior of SPPs, re-
gardless of the metric or topological nature of interac-
tions [57].
At each instant, the dynamical swarm behavior is gov-
erned by:
Θ(t+ Tn) = Pn(t)Θ(t) + ηnΞ(t), (10)
with (Θ(t),Ξ(t)) = ({θi(t)}
T
1≤i≤N , {ξi(t)}
T
1≤i≤N ) and
Pn(t) = (I − TnL˜(t)) are Perron matrices dependent on
the unit interval Tn [20], with L˜(t) = L(t)/k, L(t) being
the outdegree graph Laplacian for SSN characterizing the
instantaneous communication topology between individ-
uals. The system (10) fully embodies the time-dependent
relationship between the information flow and communi-
cation structure at the core of our problem.
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