A novel and efficient algorithm is presented in this paper to deal with DNS of turbulent reacting flows under the low-Mach-number assumption, with detailed chemistry and a quasi-spectral accuracy. The temporal integration of the equations relies on an operating-split strategy, where chemical reactions are solved implicitly with a stiff solver and the convection-diffusion operators are solved with a Runge-Kutta-Chebyshev method. The spatial discretisation is performed with high-order compact schemes, and a FFT based constant-coefficient spectral solver is employed to solve a variable-coefficient Poisson equation. The numerical implementation takes advantage of the 2DECOMP&FFT libraries developed by Li and Laizet [1], which are based on a pencil decomposition method of the domain and are proven to be computationally very efficient. An enhanced pressure-correction method is proposed to speed-up the achievement of machine precision accuracy. It is demonstrated that a second-order accuracy is reached in time, while the spatial accuracy ranges from fourth-order to sixth-order depending on the set of imposed boundary conditions. The software developed to implement the present algorithm is called HOLOMAC, and its numerical efficiency opens the way to deal with DNS of reacting flows to understand complex turbulent and chemical phenomena in flames.
p(x, t) = p 0 (t) + p 1 (x, t) ��������
where p 0 (t) is spatially uniform and p 1 (x, t) is the fluid dynamic perturbation, while M is the 103 Mach number. Introducing the pressure split expressed in Eq. (1) in the state equation and taking 104 the asymptotic limit M → 0 leads to the following simplified state law:
where ρ is the density, T the temperature, R the universal gas constant and W the mean molecular 106 weight defined as
Here, W s and Y s are the molecular weight and the mass fraction of the species s, respectively, N s 108 being the total number of species present in the mixture. 109 The meaning of Eq.
(2) is that the thermodynamic pressure p 0 is constant in space (but may 110 vary in time) and it is decoupled from the fluctuating part p 1 . As the Mach number is considered 111 small, acoustic fluctuations are neglected and p 1 (x, t) only embeds hydrodynamic perturbations.
112
A rigorous mathematical derivation may be found in the seminal work of Majda and Sethian 113 [21] . Conservation equations of continuity, momentum, energy and species transport can then be 114 recast in the following low-Mach-number formulation, respectively:
∂Y s ∂t = C Ys + D Ys + R Ys s = 1, 2, . . . , N s ,
where u i and x i are the velocity and spatial coordinate along the i−th direction, respectively. 116 The convection C and diffusion D terms in Eqs. (5-7) are defined as
The source terms from chemical reactions are given by:
In the above equations, μ and λ are the dynamic viscosity and heat conductivity of the mix-120 ture, respectively, while C p,s and C p are the specific heat capacity at constant pressure for the 121 species s and the total mixture, respectively, and are related by the following expression:
The termsω s and h s represent the mass production rate and enthalpy, respectively, of the 
where Δh 0 f,s is the enthalpy of formation of the species s at T 0 = 298.15 K. Finally, D s is 125 the mass diffusivity of the species s. Rigorous evaluation of D s is very expensive and several
where the RHS of Eq. (16) is obtained by differentiating the equation of state along particle paths, 141 leading to:
Replacing the material derivatives that appear in Eq. (17) by their expressions in Eqs. (6) and (7) 143 leads to the following expression of the velocity constraint:
where � P = 1
In the context of a simulation with open boundaries, typically inflow/outflow conditions, the 145 thermodynamic pressure p 0 is static in time and set by atmospheric conditions. Consequently, 146 the term dp 0 /dt vanishes in Eq. (18). However if the computational domain is closed, the ther-147 modynamic pressure p 0 may change in time. As the total mass remains constant through the 148 domain and is equal to the volume integral of the density, p 0 can be expressed with the help of 149 Eq.
(2) and reads:
Ys Ws
with M 0 = � V ρ dV. As pointed out by Nicoud [14] , the time derivative of p 0 may be expressed 151 by integrating Eq. (18) over a domain V to give the following equation:
Since 
where H is the solution vector while H refers to the operators of convection (C), diffusion (D) 184 and reaction (R pointed out that merging the term appearing in the right hand side of D T (see Eq. (9)) into the 230 diffusion integration procedure would increase the computational burden. Instead, they merged 231 this term with the convection operator to impose it as a constant source term. It was found in the 232 development of the present algorithm that such a choice leads locally to a lack of conservation 233 of the mass, reducing strongly the accuracy of the algorithm. Hence, despite the additional 234 computational cost, this term is repeatably evaluated during the integration procedure to ensure 235 mass conservation. The pressure-projection step employed in Part 2 is widely pointed out in the literature as 238 posing a particular difficulty, playing a crucial role in determining the numerical stability [14, 15] .
239
The origin of this method goes back to the fractional-step, projection method developed for small amplitude variations of the density (the ratio value of 3 is commonly reported). Najm et al.
261
[24] proposed a predictor-corrector scheme that extended the stability to density ratios of 10.
262
During the development of the present paper, this predictor-corrector approach has been tested 263 and it has been observed that the stability also depends on the spatial steepness and time evolution 264 of the density ratio. In the context of autoignition of an heptane/air mixture presented in §4.3, 265 this approach has been found to be always unstable for density ratios greater than approximately The numerical methods presented in this paper are implemented in the HOLOMAC soft- as the numerical methods for the spatial discretisation, are now presented below. The first step of the present algorithm is to compute the explicit terms that will be imposed as and species transport equations are expressed as follows:
where 298 � dp 0 dt =
is the extrapolation of the time derivative of the thermodynamic pressure computed over the new time-step, and with number of iterations K is a free parameter chosen by the user, but the RKC scheme requires at least two iterations, viz. K � 2.
310
The starting values, denoted by superscript 0, are values at time-step n:
During the first stage of integration, denoted by superscript 1, values are updated using the 312 following relations:
Integration over the remaining stages of integration, denoted k with k = 2, . . . , K, is per-314 formed by employing the following relations:
At the end of the integration, values at time-step n + 1/2 are given by
Note that in order to save a significant amount of computational time, the thermodynamic pa-317 rameters D s , C p and λ are not computed at each stage through the CHEMKIN routines, but 318 extrapolated from previous values (see §3.4 for more details).
319
The coefficients appearing in all stages of integration are given by
where a k , b k , ω 0 and ω 1 are given by
with
.
(48)
Note that in the remainder of the present paper, the value of � = 10 is chosen (see discussion at §4.4). Moreover, T l (x) is the first kind Chebyshev polynomials:
Step 3: Stiff integration of reactive terms over a full time-step 322 During this step, the reactive terms R T and R Ys are integrated over a full time-step Δt n . These 323 terms involve the computation of chemical reaction rates that are very sensitive to temperature 324 and species mass fractions. Thus, it forms the following stiff system of ODEs:
The starting values are denoted by the superscript * and are the ones computed at the end 326 of §3.2.2. Note that as the chemical reactions do not involve a variation of mass, the density is 327 kept constant during the whole integration stage, and is only updated at the end of the process, 328 denoted by the superscript * * : 
DT Dt the projection method to second-order. Note also that the stages of integration are denoted l = 362 2, . . . , L. The following relations are then employed:
Similarly to the RKC integration of diffusion terms in the scalars equations described in 364 §3.2.2, the density ρ and viscosity μ are interpolated from t n and newly known t n+1 values (see 365 §3.4 for more details).
366
At the end of this step, the velocity field does not satisfy the divergence constraint formulated 367 in Eq. (16), and is at a provisional state denoted by the superscript * :
The boundary conditions for momentum are applied at the end of this step. In the case of an In the fractional-step method, the final velocity field u n+1 is obtained by correcting the pro-375 visional velocity field u * i with the gradients of the hydrodynamic pressure, which is obtained by 376 solving the following variable-coefficient Poisson equation:
where p � = p n+1 1 − p n 1 . Note that the last term of the RHS has been computed in §3.2.5 using 378 Eq. (54).
379
In the present paper, three methodologies based on a FFT spectral solver are investigated to The basic brute-force approach suggested by Nicoud [48] is to solve Eq. (63) with the 383 following iterative procedure: 
where ||.|| is the L 2 -norm, and ξ is a tolerance parameter set by the user.
390
The provisional velocity field is then corrected by applying the following relation:
where p � q is the solution of the last iteration of Eq. (64).
392
As shown in §4.3, inaccuracy in the evaluation of the pressure leads to errors in the ve- ing to a significant total number of iterations q, typically of the order of several hundreds.
396
Note that in order to accelerate the convergence, an initial starting value p � 0 is provided 397 with the help of the extrapolation p n+1 = 2p n − p n−1 , so that:
• Method II: Semi implicit -direct 
Of course Eq. (68) is very similar to Eq. (64) in method I. The difference in method II is 404 that the correction of the provisional velocity field now includes the contributions of both 405 the implicit and explicit pressure terms, i.e.
As demonstrated by Dodd and Ferrante [49], this method is efficient when the gradients of 407 pressure are smooth in time, which is not always the case in combustion applications. As 408 shown in §4.3 with a test case of autoignition of a heptane/air mixture, this method, while 409 the fastest, leads to errors of order 10 −3 during the pressure correction step.
• Method III: Semi implicit -iterative the correction of the velocity field is obtained with the following variant of Eq. (69):
As shown in §4.3, this method is very efficient. Based on the two test cases investigated, 414 the machine precision accuracy in the projection/correction step is achieved for values of 415 the tolerance parameter ξ ranging from 10 −8 to 10 −6 , which represents a significant gain in 416 the required total number of iterations and thus, computational time.
417
Once the final velocity field u n+1 i is updated, the new hydrodynamic pressure p n+1 1 can be 418 updated with the following relation:
At this step, the velocities u n+1 i , temperature T n+1 and species mass fractions Y n+1 s are spa-420 tially filtered (see §3.3) in order to remove small oscillations that could destabilise the algorithm.
421
Hence, the computation of the next time-step can begin with §3.2.1. The domain of length l x is discretised along the x axis by a uniform distribution of N x nodes 424
In the present algorithm, the spatial derivatives are 425 computed implicitly with high-order finite difference compact schemes. Given a generic function 426 f (x), the first derivative f � (x) is computed with the following expression:
As shown by Lele [50], the coefficients α = 1/3, a = 14/9 and b = 1/9 give a quasi-spectral 428 sixth-order accurate approximation of the derivatives. Of course this procedure is the same along 429 the y and z directions if the domain is 2D or 3D.
430
A particular issue concerns the computation with compact schemes of the diffusion operators, 431 which can be defined in a generic way with the following expression: 
Under the compact scheme formulation, the second derivative that appears in Eq. (74) is 438 approximated by the following relation:
where f �� i represents the second derivative of a function f (x) at a point x i , and where the 440 coefficients α = 2/11, a = 12/11 and b = 3/11 have been chosen to ensure sixth-order 441 accuracy with the similar spectral resolution as for the first derivative.
442
As pointed out by Cook and Riley [23] , the second discretisation technique is free of grid-443 to-grid oscillations but the conservative form of the diffusion operator is not maintained. On the 444 other hand, the first discretisation technique is conservative but develops grid-to-grid oscillations, 445 which can however be removed by spatial filtering.
446
In the present algorithm, care must be taken in the choice of a discretisation technique. It 447 has been found that the second discretisation technique leads to significant errors in mass con- with the help of compact filters by applying the following relation:
where f is the filtered variable while the following coefficients represent a sixth-order low-pass 460 filter:
Note that −0.5 < α < 0.5 is a parameter freely set by the user to control the spectrum of the have the form
that are third-order accurate, while at adjacent nodes the following fourth-order accurate formu-469 lations are used:
For spatial filtering with compact schemes, several formulations for points near boundaries can 471 be found in the review paper of Gaitonde and Visbal [51] .
472
Note that the pressure is discretised on a staggered grid and interpolations and derivatives 
where ψ refers to D s , C p and λ.
493
• In step §3.2.6, values at time t RKC are interpolated from known values at t n and t n+1 , i.e.
where ψ refers to μ and ρ. 
Results
In this section the performance of the numerical methods developed in Sec. 3 is assessed. For this configuration, the thermodynamic pressure p 0 is set to 2 × 10 6 Pa. The flame is kept 539 stationary in the domain by setting the inflow velocity u f to be the flame speed.
540
The premixed flame profile is interpolated from CHEMKIN into HOLOMAC on a domain 541 of 2 mm, the flame front being located at 1 mm. In order to ensure a consistent initial condition to 542 perform convergence test, a preliminary computation is performed to let the flame profile adapt 543 to the mesh grid of the new solver. As the influence of numerical errors must be as small as 
564
Convergence tests are evaluated with the L 2 -norm of the difference between the computed 565 and the reference solutions, which is expressed as follows:
where subscripts sol and ref identify the computed and reference solutions, φ is the variable 567 investigated, and N x is the number of points of the mesh grid. The convergence rate is then 568 computed by best-fitting the curve formed by successive L 2 -norms.
569
Recall that S init is the solution computed on the 2001 points grids (Δx ≈ 1 μm) with a time- Results are gathered in Table 1 for a selection of variables. The global spatial rate of conver-580 gence is approximately O(4.5). This result was expected, because as described at §3.3 the order 581 of accuracy of the spatial discretisation schemes is degraded to third-order at boundary points and 582 fourth-order accuracy for adjacent points. Due to the implicit nature of compact schemes, despite 583 the sixth-order accuracy for the remaining interior nodes, this degradation at boundaries intro-584 duces then an error O(3) in the whole domain that impede the global spatial rate of convergence.
585
With a balance between sixth-order and third-order accuracy for the discretisation schemes, an 586 overall accuracy O(4.5) can be expected, which is confirmed by results presented in Table 1 . As 587 explained above, species with very small mass fractions are more sensitive to numerical errors 588 and it is observed that the global spatial convergence rate for such variables can be affected and 589 reduced to approximately O(3).
590
Furthermore, results reported in Table 1 show a temporal global rate of convergence of order 
Variable
Global rates of convergence Results are gathered in Table 3 for a selection of variables. The global spatial and temporal 641 rates of convergence are approximately sixth-order and second-order, respectively. As the spatial sufficient information to exactly reproduce the same flame. However, this case represents a good 657 numerical test to assess the implementation in 2D, as well as the stability behaviour of the code 658 when vortices are leaving the domain through the outflow boundary.
659
The simulations are carried out in a rectangular domain of length l x = 4 mm and height 660 l y = 2 mm. The freely propagating 1D methane/air flame, which has been previously computed 661 in §4.1.1, is imported as an initial condition, and flow parameters as well as boundary conditions 662 are unchanged. The position of the flame front is located at x = 1 mm, and the flame profile is 663 homogeneously recopied along the y axis.
664
Two vortices are superimposed on the flow. One vortex can be described by the following 665 expressions:
where u f is the initial velocity profile of the flame along the x axis, while x 0 and y 0 are the coordinates of the center of a vortex and C and R denote the strength and radius, respectively.
Finally, r = � � (x − x 0 ) 2 + (y − y 0 ) 2 � /R, and in the present simulation R = l y /48. If the subscripts 1 and 2 refer to the clockwise and counterclockwise rotating vortices, respectively, their initial locations and parameter C are defined by
x 02 = l x /4, y 02 = l y /2 + l y /6,
The inflow/outflow configuration is problematic, especially for the treatment of the hydrody-667 namic pressure. Indeed, as a zero pressure gradient is imposed at inflow and outflow boundaries, tested. Basically a source term is added to the governing equations:
In the above equations, Q represents the solution vector and σ max = 1 in the present sim- given by
where x is the coordinate of a mesh point, while x f = l/2 and δ f = 120 μm are the location and 727 the thickness of the interface between heptane and air, respectively. Moreover, no initial velocity 728 is imposed on the flow, hence u 0 = 0 everywhere.
729
The mesh grid is composed of 1001 points, which represents a space grid of Δx ≈ 5 μm. reaches a maximum value of 0.02 at 0.2 ms when the velocity is maximum (see below). Such a 736 low value is selected to ensure that no stability issues will arise during the study of the methods 737 proposed to solve the variable-coefficient Poisson equation. Finally, the chemistry is described 738 by a 37 species, 56 reactions mechanism proposed by Peters et al. [58] .
739
The temporal evolution of the flow is depicted in Fig. 4 for a selection of variables and 740 for three times during the autoignition process. From the beginning of the simulation until 741 t = 0.1 ms, the fuel (heptane) and the air are mixing through laminar diffusion. As the ini-742 tial pressure and temperature are high, typical of diesel combustion engines, the mixture then method I and with ξ = 10 −12 . This choice is justified by the fact that for ξ = 10 −12 , both methods
753
I and III give virtually the same solution.
754
Results are shown in Fig. 6 . The methods I, II and III are represented by circle, cross and 755 square symbols, respectively. Obviously method II is the least accurate as the error is O(10 −3 ), 756 which is far from the machine precision limit. Both methods I and III convergence to the ma-757 chine precision accuracy for very low ξ values. However an interesting feature of method III is 758 that the accuracy of O(10 −12 ) is reached for values of ξ of O(10 −6 ), while with method I such 759 order of accuracy is only reached for ξ of O(10 −12 ). This suggests that method III significantly 760 accelerates the convergence when the pressure equation is solved iteratively.
761
As visible in Fig. (4) for the density and 
