We sketch a constructive formal theory TCF + of computable functionals which allows to reason not only about the functionals themselves but also about their finite approximations. Types are built from base types by the formation of function types, ρ → σ. The intended semantical domains for the base types are non-flat free algebras, given by their constructors, where the latter are injective and have disjoint ranges; both properties do not hold in the flat case. In this setting we give an informal proof (based on Berger [2]) of Kreisel's density theorem [7] , and an adaption of Plotkin's definability theorem [10, 11] . We then show that both proofs can be formalized in TCF
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+ . The naive model of a finitely typed theory like TCF + is the full set theoretic hierarchy of functionals of finite types. However, this immediately leads to higher cardinalities, and does not lend itself well for a constructive theory of computability. A more appropriate semantics for typed languages has its roots in work of Kreisel [7] (which used formal neighborhoods) and Kleene [6] . This line of research was developed in a mathematically more satisfactory way by Scott [12] and Ershov [3] . Today this theory is usually presented in the context of abstract domain theory (see [14, 1] ); it is based on classical logic. The present work can be seen as an attempt to develop a constructive theory of formal neighborhoods for continuous functionals, in a direct and intuitive style. The task is to replace abstract domain theory by a more concrete, finitary theory of representations. As a framework we use Scott's information systems (see [13, 8, 14] ). In this setup the basic notion is that of a "token", or unit of information. The elements or points of the domain appear as abstract or "ideal" entitites: possibly infinite sets of tokens, which are "consistent" and "deductively closed".
The paper is organized as follows. Section 1 collects basic facts about information systems, and section 2 contains informal proofs of the density and definability theorems for the case of the non-flat natural numbers, in enough detail to guide the formalization. Section 3 contains the language and axioms of the theory TCF + . The formalization of both theorems in TCF + is discussed in section 4.
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Partial Continuous Functionals
1.1. Information systems. The basic idea of information systems is to provide an axiomatic setting to describe approximations of abstract objects (like functions or functionals) by concrete, finite ones. The axioms below are a minor modification of Scott's [13] , due to Larsen and Winskel [8] .
An information system is a structure (A, Con, ) where A is a countable set (the tokens), Con is a nonempty set of finite subsets of A (the consistent sets) and is a subset of Con × A (the entailment relation), which satisfy U ⊆ V ∈ Con → U ∈ Con, {a} ∈ Con, U a → U ∪ {a} ∈ Con, a ∈ U ∈ Con → U a,
The elements U of Con are called formal neighborhoods. We use U, V, W to denote finite sets, and write U V to mean U ∈ Con ∧ ∀ a∈V (U a), and a b (a, b are consistent) to mean {a, b} ∈ Con.
The ideals (also called objects) of an information system A = (A, Con, ) are defined to be those subsets x of A which satisfy U ⊆ x → U ∈ Con (x is consistent),
x ⊇ U a → a ∈ x (x is deductively closed ).
For example the deductive closure U := { a | U a } of U is an ideal. The set of all ideals of A is denoted by |A|.
Examples. Every countable set A can be turned into a flat information system by letting the set of tokens be A, Con := {∅} ∪ { {a} | a ∈ A } and U a mean a ∈ U . In this case the ideals are just the elements of Con.
Consider the algebras B (booleans), N (natural numbers), P (positive numbers written binary), D (derivations) given by the constructors For any such algebra ι we define an information system C ι = (C ι , Con ι , ι ): (a) The tokens a ∈ C ι are the type correct constructor expressions Ca * 1 . . . a * n where a * i is an extended token, i.e., a token or the special symbol * which carries no information.
. . . Figure 1 . Tokens and entailment for N (b) A finite set U of tokens in C ι is consistent (i.e., ∈ Con ι ) if all its elements start with the same n-ary constructor C, say U = {C a * 1 , . . . , C a * m }, and U i ∈ Con ι where U i consists of the (proper) tokens among a * 1i , . . . , a * mi . (c) {C a * 1 , . . . , C a * m } ι C a * is defined to mean C = C , m ≥ 1 and U i a * i , with U i as in (b) above (and U * defined to be true). For example, the tokens for N are shown in Figure 1 . For tokens a, b we have {a} b if and only if there is a path from a (up) to b (down). In D, the set {C0 * , C * 0} is consistent, and {C0 * , C * 0} C00. One easily sees Lemma (Comparability). If ι has at most unary constructors, then any two consistent tokens a, b are comparable, i.e., {a} b or {b} a.
Function spaces.
Let A = (A, Con A , A ) and B = (B, Con B , B ) be information systems. Define the function space A → B = (C, Con, ) by
For the definition of the entailment relation it is helpful to first define the notion of an application of
From the definition of Con we know that this set is in Con B . Now define
Clearly application is monotone in the second argument, in the sense that U A U implies (W U ⊆ W U , hence also) W U B W U . Application is also monotone in the first argument, i.e.,
Using this one easily proves that A → B is an information system provided A and B are.
For any information system A the set of all O U := { x ∈ |A| | U ⊆ x } with U ∈ Con forms the basis of a topology on |A|, the Scott topology. The continuous functions (w.r.t. the Scott topology) from |A| to |B| are in a natural bijective correspondence with the ideals of A → B: (a) With any ideal r ∈ |A → B| we can associate a continuous function |r| : |A| → |B| by |r|z := { b ∈ B | (U, b) ∈ r for some U ⊆ z }. We call |r|z the application of r to z. (b) Conversely, with any continuous function f : |A| → |B| we can associate an idealf :
These assignments are inverse to each other, i.e., f = |f | and r = |r|. We usually write rz for |r|z, and similarly (U, b) ∈ f for (U, b) ∈f .
Lemma (Approximable maps [13] ). Let A = (A, Con A , A ) and B = (B, Con B , B ) be information systems. The ideals of A → B are exactly the approximable maps from A to B, i.e., the relations r ⊆ Con A × B with
Types are built from base types ι (here the algebras above) by ρ → σ. For every type ρ we define the information system C ρ = (C ρ , Con ρ , ρ ) starting from the C ι by formation of function spaces C ρ→σ := C ρ → C σ . The set |C ρ | of ideals in C ρ is the set of partial continuous functionals of type ρ. A partial continuous functional x ∈ |C ρ | is computable if it is recursively enumerable when viewed as a set of tokens. The information systems C ρ enjoy the pleasant property of coherence, which amounts to the possibility to locate inconsistencies in two-element sets of data objects. Generally, an information system A = (A, Con, ) is coherent if it satisfies: U ⊆ A is consistent if and only if all of its two-element subsets are.
It is easy to see that every constructor C generates a continuous function
, and that
Hence constructors are injective and have disjoint ranges. Notice that neither property holds for flat information systems, since for them, by monotonicity, constructors need to be strict (i.e., if one argument is the empty ideal, then the value is as well). But then we have
where C is a binary and C 1 , C 2 are unary constructors. 
Every defined constant D comes with a system of computation rules, consisting of finitely many equations D P i ( y i ) = M i (i = 1, . . . , n) with free variables of P i ( y i ) and M i among y i , where the P i ( y i ) must be "constructor patterns", i.e., lists of applicative terms built from constructors and distinct variables, with each constructor C occurring in a context C P , C P of base type. We assume that P i and P j for i = j are non-unifiable. Examples are (i) the predecessor function P : N → N defined by the computation rules
For every constructor C and defined constant D we have
with one such rule (D) for every computation rule
and a list V of the same length and types as x, P ( V ) is a list of formal neighborhoods of the same length and types as P ( x ): x(V ) is V , and
is defined as usual, by adding 1 at each rule. We define its D-height similarly, where only rules (D) count.
If a term M converts to M by βη-conversion or application of a computation rule, then its value is preserved, i.e.,
For a term M with free variables among x and an assignment x → u of
(continuity of application).
Proposition. For every n > 0, there is a derivation of
i ∅ by monotonicity of application. Because ofŴ n+1 ∅ Ŵ n ∅ (proved by induction on n, using monotonicity) we obtainŴ n ∅ b i with n := max
Corollary. The fixed point operator Y has the property
Proof. Since w k+1 ∅ for fixed k is continuous in w, from b ∈ w k+1 ∅ we can infer W k+1 ∅ b for some W ⊆ w, and conversely.
] for some W ⊆ w, by (A). Now apply the proposition.
Total functionals.
We now single out the total continuous functionals from the partial ones. Our main goal will be the density theorem, which says that every finite functional can be extended to a total one.
The total ideals x of type ρ (notation x ∈ G ρ ) and the equivalence relation x 1 ≈ x 2 between them are defined inductively.
(a) For an algebra ι, the total ideals x are those of the form C z with C a constructor of ι and z total (C denotes the continuous function |r C |). Two total ideals x 1 , x 2 are equivalent (written x 1 ≈ ι x 2 ) if both are of the form C z i with the same constructor C of ι, and z 1j ≈ ι z 2j for all j. (b) An ideal r of type ρ → σ is total if and only if for all total z of type ρ, the result |r|z of applying r to z is total. For f, g ∈ G ρ→σ define f ≈ ρ→σ g by ∀ x∈Gρ (f x ≈ σ gx).
We show that x ≈ ρ y implies f x ≈ σ f y, following Longo and Moggi [9] .
Proof. By induction on ρ. For base types ι use induction on the definition of f ∈ G ι . ρ → σ: Assume f ∈ G ρ→σ and f ⊆ g. We show g ∈ G ρ→σ . So let x ∈ G ρ . We show gx ∈ G σ . But gx ⊇ f x ∈ G σ , so the claim follows by induction hypothesis.
Proof. By the definition of |r|,
The part ⊆ of the middle equality is obvious. For ⊇, let
Proof. By induction on ρ. For ι use induction on the definitions of f ≈ ι g and G ι . ρ → σ:
Proof. Since x ≈ ρ y we have x ∩ y ∈ G ρ by the previous lemma. Now f x, f y ⊇ f (x ∩ y) and hence f x ∩ f y ∈ G σ . But this implies f x ≈ σ f y again by the previous lemma.
We prove the density theorem, which says that every finitely generated functional (i.e., every U with U ∈ Con ρ ) can be extended to a total one. A type ρ is called dense if
(i.e., G ρ ⊆ |C ρ | is dense w.r.t. the Scott topology), and separating if
We prove that every type ρ is both dense and separating. Define the height |a * | of an extended token a * , and |U | of a formal neighborhood U , by
Remark. Let U ∈ Con ι be non-empty. Then every token in U starts with the same constructor C. Let U i consist of all tokens at the i-th argument position of some token in U . Then C U U (and also U C U ), and
Proof. By induction on ρ.
Case ι, (a). We construct x ⊇ U such that it contains a total token, using induction on the height |U |. For U = ∅ let x := {C 0 } with C 0 the nullary constructor of ι. If U = ∅, define U i from U as in the remark above; then C U U and |U i | < |U |. Because of |U i | < |U | by induction hypothesis we have
Let z be an arbitrary total ideal ⊇ S. In more detail, use induction on max(|U |, |V |). Define V i from V as in the remark above; then C V V and |V i | < |V |. If C = C , we have U i ∪V i / ∈ Con for some i. Because of |U i | < |U | and |V i | < |V | by induction hypothesis we have (U i , tt), (V i , ff) ∈ G ι→B . Define p ∈ G ι→ι by the computation rules p(C x ) = x i and p(C y ) = y 0 for every constructor C = C, with a fixed y 0 ∈ G. Let z := z • p. Then z ∈ G ι→B , and (U, tt) ∈ z because of C U U , (C U , U i ) ⊆ p and (U i , tt) ∈ z ; similarly (V, ff) ∈ z. If C = C , define z ∈ G ι→B by z(C x) = tt and z(C y) = ff for all constructors C = C.
We need z ∈ G (ρ→σ)→B such that (W 1 , tt), (W 2 , ff) ∈ z. It suffices to have ({ (U 1 , a 1 
Hence for our particular a 1 , U 1 satisfying ({a 1 }, tt) ∈ v 0 and U 1 ⊆ x 0 we have ({ (U 1 , a 1 
Define for every U ∈ Con ρ a set I U of indices i ∈ I such that "U behaves as U i with respect to the z ij ". More precisely, let
Notice that k ∈ I U k . We first show V U := { a k | k ∈ I U } ∈ Con σ . It suffices to prove that a i a j for all i, j ∈ I U with i < j. Since a i a j is decidable we can argue indirectly. Consider i, j ∈ I U with i < j and assume a i / a j . Then (U, tt), (U, ff) ∈ z ij and hence z ij would be inconsistent. This contradiction proves a i a j and hence V U ∈ Con σ .
By induction hypothesis (a) we have
We will show r ∈ G ρ→σ and W ⊆ r; hence we can define f ρ→σ W := r.
For W ⊆ r we show (U i , a i ) ∈ r for all i ∈ I. But this holds, since i ∈ I U i , hence a i ∈ V U i . For r ∈ |C ρ→σ | we verify the properties of approximable maps. We first show that (U, a) ∈ r and (U, b) ∈ r implies a b. Since the conclusion is decidable, we can argue by cases on the decidable condition
in the definition of r. If it holds, the claim follows from the consistency of y V U . If not, it follows from general properties of information systems. Next we show that (U,
We argue by cases. If the left hand side holds for one b k we have (3). Since {b 1 , . . . , b n } ⊆ y V U we have b ∈ y V U by deductive closure. Hence (U, b) ∈ r. If the right hand side holds for all b k , then V U {b 1 , . . . , b n } b and therefore (U, b) ∈ r as well. Finally we show that (U, a) ∈ r and U U imply (U , a) ∈ r. We again argue by cases. Assume (3) and a ∈ y V U . Because of U U (3) holds for U as well. We show a ∈ y V U . We have I U = I U , hence V U = V U , hence y V U = y V U . Now assume V U a. Because of U U we have I U ⊆ I U , hence V U ⊆ V U , hence V U a and a ∈ y V U . It remains to prove r ∈ G ρ→σ . Let x ∈ G ρ . We show rx ∈ G σ , i.e.,
Recall z ij ∈ G ρ→B for all i < j with a i / a j . Hence tt ∈ z ij x or ff ∈ z ij x for all such i, j, and we have U ij ⊆ x with (U ij , tt) ∈ z ij or (U ij , ff) ∈ z ij . Hence (3) holds with U := U ij . Therefore (U, a) ∈ r for all a ∈ y V U , i.e., y V U ⊆ rx and hence rx ∈ G σ , by the Extension Lemma.
2.3.
Definability. We will need some special computable functionals.
The parallel conditional pcond : B → ρ → ρ → ρ. It is defined by the clauses
We also need the least-fixed-point axiom, i.e., any set of tokens (U, V, W, a) satisfying (4)- (6) is a superset of pcond; it is easy to see that pcond is an ideal.
Lemma (Properties of pcond).
tt ∈ z → pcond(z, x, y) = x,
ff ∈ z → pcond(z, x, y) = y, (8) a ∈ x → a ∈ y → a ∈ pcond(z, x, y).
Proof. (7). Assume tt ∈ z. "⊇". Let a ∈ x. We show a ∈ pcond(z, x, y). It suffices to find U ⊆ z, V ⊆ x and W ⊆ y such that (U, V, W, a) ∈ pcond. Since ({tt}, {a}, ∅, a) ∈ pcond by (4) we can take {tt} for U , {a} for V and ∅ for W . "⊆". Let a ∈ pcond(z, x, y). We show a ∈ x. By continuity of application we have U ⊆ z, V ⊆ x and W ⊆ y such that (U, V, W, a) ∈ pcond. It suffices to show V a. This will follow from the rules for pcond, since (because of tt ∈ z) the token (U, V, W, a) must have entered pcond by clause (4) or (6). Formally we make use of the least-fixed-point axiom for pcond, and apply it to C := { (U, V, W, a) | U ⊆ z → V a }. We show that C satisfies (4)- (6) . For (5) we must show
This follows from ex-falso-quodlibet, since U ⊆ z and U ff implies ff ∈ z, which because of tt ∈ z contradicts the consistency of the ideal z. (4) and (6) have the desired conclusion V a among their premises. But now the least-fixed-point axiom for pcond implies (U, V, W, a) ∈ C and hence V a.
(8) is proved similarly. (9) . It suffices to have V ⊆ x and W ⊆ y such that (∅, V, W, a) ∈ pcond. Use (6) with {a} for V and W .
A continuous variant of the union. Fix enumerations (a n ) n of all tokens and (U n ) n of all formal neighborhoods, one for each type. They are assumed to be bijective if the sets they enumerate are infinite. The continuous variant ∪ # of the union has type ρ → N → ρ; its defining clauses are
and again we require the least-fixed-point axiom. U a n means ∀ a∈U (a a n ). It is easy to see that ∪ # is an ideal.
n ∈ G → a n ∈ x ∪ # n. Proof. (12) . Assume n ∈ G and a a n for all a ∈ x.
"⊇". Let a ∈ x ∪ {a n }. We show a ∈ x ∪ # n. It suffices to find U ⊆ x, V ⊆ n such that (U, V, a) ∈ ∪ # . Let U := {a} in case a ∈ x, and U := ∅ in case {a n } a. Then (U, {S n 0}, a) ∈ ∪ # by (10) or (11), respectively. "⊆". Let a ∈ x ∪ # n. We show a ∈ x ∪ {a n }. By continuity of application we have U ⊆ x and V ⊆ n such that (U, V, a) ∈ ∪ # . Let
C satisfies (10) and (11) . Hence by the least-fixed-point axiom for ∪ # we have (U, V, a) ∈ C. If U a the claim is immediate, since U ⊆ x. Otherwise we have k ∈ G such that {a k } a and V S k 0. But V ⊆ n implies k = n. Hence {a n } a and therefore a ∈ {a n }. (13) . Assume n ∈ G. It suffices to have U ⊆ x and V ⊆ n such that (U, V, a n ) ∈ ∪ # . Use (11) with a n for a, ∅ for U and {S n 0} for V .
A continuous variant of consistency. We define # of type ρ → N → B by the clauses
Again we require the least-fixed-point axiom; it is easy to see that # is an ideal.
Lemma (Properties of # ).
Proof. (16). Let n ∈ G. "→". Assume tt ∈ x # n. We show x ⊇ U n . By continuity of application we have U ⊆ x and V ⊆ n such that (U, V, tt) ∈ # . Let C be the predicate consisting of all (U, V, c) such that
C satisfies (14) and (15). Hence by the least-fixed-point axiom for # we have (U, V, tt) ∈ C, i.e., U U n and V S n 0. Now U ⊆ x implies x ⊇ U n . "←". Assume x ⊇ U n . We show tt ∈ x # n. It suffices to find U ⊆ x and V ⊆ n such that (U, V, tt) ∈ # . Take U n for U and {S n 0} for V . Then (U, V, tt) ∈ # by (14) . (17) is proved similarly. For "→" we can use the same C, and for "←" use (15) instead of (14) .
Let ι have at most unary constructors, i.e., be one of N, B or P. A partial continuous functional Φ of type ρ 1 → · · · → ρ p → ι is recursive in pcond, ∪ # and # if it can be defined explicitly by a term involving the constructors for ι and N, the constants predecessor, the fixed point operators Y ρ , the parallel conditional pcond and the continuous variants of union and of consistency. Proof. The fact that the constants are defined by the rules above implies that the ideals they denote are recursively enumerable. Hence every functional recursive in pcond, ∪ # and # is computable. For the converse let Φ be computable of type ρ 1 → · · · → ρ p → ι. Then Φ is a primitive recursively enumerated set of tokens (U 1 f 1 n , . . . , U p fpn , a gn ) where f 1 , . . . , f p and g are fixed primitive recursive functions.
Let ϕ = ϕ 1 , . . . , ϕ p be arbitrary continuous functionals of types ρ 1 , . . . , ρ p , respectively. We show that Φ is definable by the equation Φ ϕ = Y w ϕ 0 with w ϕ of type (N → ι) → N → ι given by
Here ∧ is the parallel and of type B → B → B, defined by ∧(p, q) := pcond(p, q, {ff}). To simplify notation we assume p = 1 in the argument to follow, and write w for w ϕ . For later reference we split the rest of the argument into steps.
Step 1. We first prove that
The proof is by induction on k. For the base case assume a ∈ w∅n, i.e., a ∈ pcond(ϕ # f n, ∅ ∪ # gn, ∅).
Then clearly ϕ ⊇ U f n and {a gn } a.
Step 2. For the step k → k + 1 we have
with v := w k+1 ∅(n+1). Then either a ∈ v (and we are done by the induction hypothesis) or else ϕ ⊇ U f n and {a gn } a.
Step 3. Now Φϕ ⊇ Y w0 follows easily. Assume a ∈ Y w0. Then a ∈ w k+1 ∅0 for some k, by (2) . Therefore there is an l with 0 ≤ l ≤ k such that ϕ ⊇ U f l and {a gl } a. But this implies a ∈ Φϕ.
Step 4. For the converse assume a ∈ Φϕ. Then for some U ⊆ ϕ we have (U, a) ∈ Φ. By our assumption on Φ this means that we have an n such that U = U f n and a = a gn . We show
The proof is by induction on k. For k = 0 because of ϕ ⊇ U f n we have tt ∈ ϕ # f n and hence wψn = ψ(n + 1) ∪ # gn a gn = a, for any ψ.
Step 5. For the step k → k + 1 by definition of w (:= w ϕ )
with v := w k+1 ∅(n − k). By induction hypothesis a ∈ v; we show a ∈ v . If a and a g(n−k−1) are inconsistent, a ∈ Φϕ and (
Step 6. If a and a g(n−k−1) are consistent, a and a g(n−k−1) are comparable, since our underlying algebra ι has at most unary constructors.
Step 7. In case {a
and hence a ∈ v because of a ∈ v.
Step 8. In case {a} a g(n−k−1) we have a g(n−k−1) ∈ v because of a ∈ v, hence v ∪ # g(n − k − 1) = v and therefore again a ∈ v .
Step 9. Now the converse inclusion Φϕ ⊆ Y w ϕ 0 can be seen easily. Since a ∈ Φϕ, the claim just proved for k := n gives a ∈ w n+1 ϕ ∅0, and this implies a ∈ Y w ϕ 0.
The Theory TCF

+
We sketch a formal system TCF + intended to talk about computable functionals plus (hence the "+") their finite approximations, i.e., tokens and formal neighborhoods. Since continuous functionals (i.e., ideals) are possibly infinite sets of tokens, TCF + contains for every type ρ ideal variables x ρ . The only existence axiom for ideals will be Σ-comprehension. There will be three kinds of (natural) numbers: (i) index numbers, (ii) tokens S n 0 in the algebra N, and (iii) total ideals of type N.
3.1.
Language. We use variables n for index numbers, x for ideals, a for tokens (atoms) and U for formal neighborhoods. As before, C is used for constructors, ρ for types, a and U for the code of a, U (which is an index number), |a| and |U | for the height of a, U (which again is an index number). We have a predicate constant G ρ expressing totality of an ideal of type ρ, and [[λ x M ]] (with M a term as above) and also pcond, ∪ # , # are constants for ideals. Moreover we have constants for functions converting a total ideal x in G N into an index number index(x), and conversely an index number n into a total ideal ideal(n). With f we denote primitive recursive functions on index numbers. We assume fixed enumerations (a n ) n of tokens and (U n ) n of formal neighborhoods, one for each type, and injective if possible. Examples of such functions are, for an arbitrary type ρ:
(i) For every k, a function assigning to codes of k tokens of type ρ the code of the formal neighborhood made up from these tokens, provided they are consistent, and 0 otherwise. (ii) A function assigning to every code of a formal neighborhood U and every number n the code of the n-th token in U (in the order of the given enumeration), if n is less than the length of U , and 0 otherwise.
Similarly for tokens we have the following functions.
(iii) For every k-ary constructor C and every subset of {1, . . . , k}, a function mapping codes for as many tokens a i as the subset has elements to the code for the token C a * , where the remaining argument positions are filled with the special symbol * which carries no information. (iv) For every k-ary constructor C, a function mapping codes of U 1 , . . . U k to the code of C U , with
For every k-ary constructor C and i < k, a function mapping the code of C a * to the code of a * i if a * i is not * , and to 0 otherwise.
(vi) For every U formed with a k-ary constructor C and every i < k, a function mapping the code of U to the code of U i , where U i consists of the (proper) tokens among a * 1i , . . . , a * mi , and U = {C a * 1 , . . . , C a * m }. (vii) A function (of n) denoted S n 0, producing the (number of the) token of type N obtained by applying n times the successor constructor to 0. For every type ρ → σ we have: (viii) A function mapping the codes of a formal neighborhood U of type ρ and of a token a of type σ to the code of the token (U, a) of type ρ → σ; (ix) Functions mapping the code for the token (U, a) of type ρ → σ to the codes for U of type ρ and for a of type σ. (x) A function assigning to codes for formal neighborhoods W , U of types ρ → σ and ρ, respectively, the code for the formal neighborhood W U of type σ, as defined in 1.2. Prime formulas of TCF + are obtained by substituting appropriate terms for the variables in n = m, n < m, a ρ b, a∈ ρ U , U ρ a, a ∈ ρ x, x ∈ G ρ , x 1 ≈ ρ x 2 . The index ρ will be omitted if it is inessential or clear from the context. We use the abbreviations
and for a term M with free variables among x we write
Decidable formulas are those built from atomic formulas a ρ b, a∈ ρ U , U ρ a and a ∈ x by →, ∧, ∨ and bounded quantifiers, i.e., ∀ a∈U , ∃ a∈U , ∀ n<m and ∃ n<m . Then Σ-formulas are defined inductively, as follows. 3.2. Axioms. The formal system TCF + is based on intuitionistic logic. Its axioms are to be chosen in such a way that the following become provable.
(i) Coding and decoding of tokens and formal neighborhood are inverse to each other (if possible), and similary for total ideals of type N:
(ii) Identities on the level of index numbers for functions f assembling and disassembling tokens and formal neighborhoods, and for the height functions |a| and |U |, according to their (previous) definitions. 4. Formalization 4.1. Density. The informal proof already was written in a form making its formalization in TCF + easy. We only discuss the more interesting issues. The density theorem is parametrized by the type ρ, and its proof (by induction on ρ) is to be viewed as employing a "meta"-induction.
The proof that ρ → σ is separating does not present any difficulties. In the proof that ρ → σ is dense we fixed a formal neighborhood W := { (U i , a i ) | i < n } of type ρ → σ. Then for i < j with a i / a j we have U i ∪ U j / ∈ Con ρ . The induction hypothesis that ρ is separating gives us for such i, j a decidable z ij ∈ G ρ→B . Define
Now the induction hypothesis that σ is dense yields a decidable set of tokens y V with G σ (y V ) and V ⊆ y V . By Σ-comprehension we can define the set r ⊆ Con ρ × C σ of all (U, a) such that
The rest of the argument can easily be formalized. 4.2. Definability. We restrict ourselves to the more interesting direction and assume that Φ is given as a primitive recursively enumeratated set of tokens (U f n , a gn ) where f, g are fixed primitive recursive functions. We need to show that Φ is recursive in pcond, ∪ # and # , i.e., that it can be defined explicitly by a term involving the constructors for ι and N, the constants predecessor, the fixed point operators Y ρ , the parallel conditional pcond and the continuous variants of union and of consistency. In doing this we follow the steps in the informal proof above. We show that Φ is definable by the equation Φϕ = Y w ϕ 0 with w ϕ of type (N → ι) → N → ι given by w ϕ ψn := pcond(ϕ # f n, ψ(n + 1) ∪ # gn, ψ(n + 1)).
In
Step 1 by continuity of application we obtain U ⊆ ϕ # f n and V ⊆ ∅ ∪ # gn such that (U, V, ∅, a) ∈ pcond. For ϕ ⊇ U f n it suffices by (16) to prove tt ∈ ϕ # f n, which because of U ⊆ ϕ # f n follows from U tt. This will follow from the rules for pcond, because (since W is ∅) the token (U, V, ∅, a) must have entered pcond by rule (4). Formally we make use of the least-fixed-point axiom for pcond, and apply it to C := { (U, V, W, a) | W ⊆ ∅ → U tt }. We show that C satisfies (4)- (6) . For (5) we must show U ff → W a → (U, V, W, a) ∈ C, i.e., U ff → W a → W ⊆ ∅ → U tt.
But this follows from ex-falso-quodlibet, since W a and W ⊆ ∅ are contradictory. (6) is proved similarly, and (4) has the desired conclusion U tt among its premises. But now the least-fixed-point axiom for pcond implies (U, V, ∅, a) ∈ C and hence U tt. For {a gn } a we argue similarly, with C := { (U, V, W, a) | W ⊆ ∅ → V a }, and obtain V a and hence a ∈ ∅ ∪ # gn. Now from the latter by continuity of application we obtain V ⊆ gn such that (∅, V, a) ∈ ∪ # . By an argument similar to the one above (with C := { (U, V, a) | U = ∅ → ∃ m (S m 0∈ V ∧ {a m } a) }) we obtain {a m } a for an m such that S m 0∈ V , hence S m 0 ∈ gn, hence {a gn } a.
The next part of the informal proof was Step 2. Again by continuity of application we obtain U ⊆ ϕ # f n, V ⊆ v ∪ # gn and W ⊆ v such that (U, V, W, a) ∈ pcond. We can prove W a ∨ (U tt ∧ V a) as above from the rules for pcond. Hence either a ∈ v (and we are done by the induction hypothesis), or else ϕ ⊇ U f n (which follows as above from U tt) and a ∈ v ∪ # gn. From the latter by continuity of application we obtain V ⊆ v and W ⊆ gn such that (V, W, a) ∈ ∪ # . By a least-fixed-point argument (with C := { (V, W, a) | ∃ m∈G (S m 0∈ W ∧ {a m } a) ∨ V a }) we obtain either V a (hence a ∈ v and again we are done by the induction hypothesis), or else {a m } a for an m ∈ G such that S m 0∈ W , hence S m 0 ∈ gn, and therefore {a gn } a. Now the induction used in the informal proof can be applied and we have proved (18) formally. The informal proof proceeded by Step 3. Since corollary (2) referred to is available in TCF + , we have proved the conclusion a ∈ Φϕ formally. Let us now formalize the proof of the reverse direction, i.e., Step 4. In the formalization from ϕ ⊇ U f n we obtain tt ∈ ϕ # f n by (16). We show a ∈ wψn for an arbitrary ψ, i.e., a ∈ pcond(ϕ # f n, ψ(n+1)∪ # gn, ψ(n+1)). Because of tt ∈ ϕ # f n and (7) it is enough to show that a ∈ ψ(n+1)∪ # gn. But a gn ∈ ψ(n + 1) ∪ # gn by (13), and we have assumed a = a gn .
Next we consider Step 5. Formally we can infer the existence of b ∈ ϕ and c∈ U f (n−k−1) such that b / c. Hence ff ∈ ϕ # f (n − k − 1) by (17), and v = v by (7).
Step 6 is immediate because of the Comparability Lemma. For
Step 7: Here we can infer a ∈ v ∪ # g(n − k − 1) from (13) . This and the induction hypothesis a ∈ v yields the claim a ∈ v by (9). For Step 8: v ∪ # g(n − k − 1) = v follows from a g(n−k−1) ∈ v by (12) . Again this and the induction hypothesis a ∈ v yields the claim a ∈ v by (9). For Step 9: The final inference is justified by (2) (applied to ({0}, a) ). Now what could be gained from formalizing a proof of the density and definability theorems? Since the theory TCF + is constructive, the proof contains an algorithm to construct a total extension of a given formal neighborhood U , or a term definition of a computable functional given by an enumeration of its tokens, respectively. A term (or "program") representing such an algorithm can then be extracted from the formalized proof by realizability, and since it is obtained from a (machine checkable) formal proof we are sure that at least it does not contain logical errors.
