Preliminaries
Throughout this paper, X = {X(t) : t > O} will denote a stochastic process with a complete separable metric state space S and having paths in the space D = DS[O,,oo) of functions f : R+ -S that are right continuous and have left hand limits. D is endowed with the Skorohod topology and is a complete separable metric space. (fl, F, P) will denote the underlying probability space and we view X as a random element of D. Let A denote an arbitrary fixed element not in the set S. We then endow S ef S U {A} with the one-point compactification topology. Definition 1.1.
X is said to be a synchronous process with respect to the random times 0 = r(-1) < 7(0) < r (1) 
X't)= X(r(n -1) +t), ifO0< t <T,;
I A, if t > T.
T, def r(n) -r(n -1) is called the r t " cycle length, X, is called the nth cycle and we refer to (r(n)) as the synch-times for X with counting process N(t) = max{n > 0 : r(n) < t}.
The important point here is that at the random times r(k), X(t) and its future probabilistically start over. However, in contrast to classical regenerative processes, the future is not necessarily independent of any of the past {r (1),...,r(k); X(s) :0 < s < r(k)}. In particular r does not (in general) form a renewal process and hence the renewal equation does not apply to synchronous processes. From now on. PRS will be used to abbreviate positive recurrent synchronous process. r
Other names have been given to a synchronous process; for example Serfozo [1972] refers to them as semi-stationary processes. In RoLki [1981] they arise as Palm versions of stationary processes (associated with point processes). Closely relattl to this is the general theory of stationary marked point processes.
In any case, the ergodic properties of synchronous processes are well known in the literature. Rolski[1981] and Serfozo(1972] . where I denotes the invariant o-field associated with {(Xn, T,)}.
Let P 0 denote the probability measure under which X is non-delayed, that is, 
Under these circumstances, X is called ergodic. Let P" denote the probability measure under which X has distribution 7r, that is, P(X E A) = r(A).
From (1.4) we obtain for an ergodic synchronous process that
If X is positive recurrent but not ergodic then the RHS of (1.6) still defines a measure on D (but not necessarily the same as the ir from (1.5)). In fact, more can be said: Proposition 1.2 For a PRS the RHS of(1.6) defines a measure on V (in general, not the same as 7r) under which 9 -(9,) is measure preserving.
Proof:
Clearly the RHS of (1.6) defines a probability measure on D. Call this measure 4. Then
The result follows since (by the definition of synchronous) the last two integrals above have the same distributicn. N Let X be PRS with steady-state distribution ir. One might expect to obtain weak convergence, as
of the measures vt 1c1-f P(X(t) E -) or pt = P(OX E -) by placing some further regularity
assumptions on X such as a non-lattice cycle length distribution and/or mixing cycles. Unfortunately, as the following example shows, one must be very careful in asserting stronger modes of convergence for a PRS than the Cesaro type obtained from Theorem 1.1 or Corollary 1.2.
Example (1) A PRS having both a spread-out cycle length distribution and mixing cycles that does
not converge weakly. Let B(t) denote the time until the next integer point strictly after time t. This is actually the forward recurrence time for a renewal process {t,} with t, = n, n > 0. The steady-state marginal distribution of B is Unif(0, 1). Also, since B is regenerative (it regenerates at times t,), B(t) converges in the Cesaro sense to Unif(O, 1) regardless of initial conditions. Let (U,) be i.i.d. -Unif(.5, 1) and define r(n) = n + U,. In particular n + .5 < r(n) < n + 1, n > 0, def and the cycle lengths
T+l but is independent of T,+k, k > 2. Moreover the cycle length distribution has an absolutely continuous component and hence is non-lattice and spread-out. Clearly B is PRS wrt r and the cycles of B are also one-dependent. In particular they are mixing, that is, P(X,, E A,Xk+, E B) -P(X, E A)P(Xk+,, E B)
tends to 0 as k tends to oc. for all sets A, B. Now consider the delayed version (with respect to r); B(0) = 1.
In this case B(n) = 1, n > 1. Weak convergence is therefore impossible since if B(t) converges weakly then its weak limit must be Unif (0, 1) (the same as its Cesaro limit) and all convergent subsequences B(sk) must converge to Unif (0, 1) also. In fact we now will show that the non-delayed version (with respect to r) X(t) = Br,+, also does not converge weakly. To this end simply observe that at times sn = (2n + 1)/2 we have .5 < X(sn) < 1 and hence no mass occurs on (0, .5). But, as before, X(t) converges to Unif(O, 1) in the Cesaro sense, since X is actually the same as B with the random initial condition B(0) = r(l).
Given a synchronous process X define a new process . 
Tightness
Although weak convergence of a PRS can not be obtained in general (and placing conditions on the cycles does not appear to help), we do have Observe that
Substituting the above into (2.7) we obtain 
But u + a E s + (u, u + a] for each 8 E [0, a] and hence for each s E [0, a] P°(X(u + a) E "i) < P'(0, o X E
'(Kt, u)). Substituting into (2.10) yields PO(X(u + a) E " c_, u > 0, or equivalently
Using the compact containment condition again there exists a compact set K 2 = K 2 (c,a) such that
we obtain P 0 (X(t) E K,) > 1 -c for all t > 0. Thus we have shown that the marginal distributions of a rion-delayed PRS are in fact tight. Moreover, by Proposition 1.3 we also obtain tightness of the non-delayed X. To handle the delayed case, suppose X is delayed, fix c > 0 and choose an M large enough so that P(r(0) > M) < c. Then for any compact set K if t > Al then
<_P(X(r(O)+t-s)E[T, some sE[0,MI)+c (2.12) =P(X(t-.A4-s)E-L, some sE[0,M])+c =P°(X(u+s) E ', some sE[0,M])+C.
where u = t -M. But now we are dealing with the non-delayed version of f( which we just showed was tight; thus for any 6 > 0 we can choose a compact set of paths C(c) C D such that for all t > 0, P°(O t 0 X E C(c)) > I -6. Using this fact together with the compact containment condition, it follows the last probability in (2.12) can be made arbitrarily small (uniformly over u > 0) for appropriate compact sets K C S. This is because the complement of the event
{X(u+s)ETW, some sE[O,M]} is the event

{X(u+s) E K, for all sE[0, M]}.
For t < M we can use the compact containment condition on X over the time interval [0, A!] to obtain a compact set K such that P(X(t) E K) > I -c for all t E (0, Mi. The proof is now complete. The last assertion of our theorem follows by applying our result to synchronous process k (of Proposition 1.3), U
Corollary 2.1 Suppose X is a PRS and let Y(t) = tv(j)+I -t denote the time until the next synch time after time t. Then Y is tight. 7o
Proof:
Y is easiiy seen to be a PRS with the same synch times as X. U
Corollary 2.2 If X is a PRS and f is continuous mapping from S into a complete separable metric space
S 1 then {f(X(t))} is tight.
Proof: f(X(t)) has paths in Vs, and is PRS wrt the same synch times as X. N Corollary 2.2 may fail if the path regularity of D is not enforced. The importance of this is that measurable functions of a'PRS X need not be tight since f(X(t)) may no longer have paths in D.
Example (2) A functional of a PRS that is not tight. Let B(t) be the forward recurrence time for the deterministic renewal process {t,,}; t, = n (n > 0). Define f(z) = I/z, z E (0, 1]. Then f(B(t)) does not have a limit from the left at any integer point; in fact for each n, f(B(t)) -oe as tn. In particular,
f(B(t)) is not tight.
Applications to queueing models
In Sigman [1989] , a variety of queueing models were shown to have representations in continuous time as a one-dependent regenerative process (od-R). An od-R process X is a synchronous process for which the cycles are one dependent, that is X,, is dependent upon X,+, but is independent of {X-&; k > 2}. In particular, a positive recurrent od-R process is an ergodic PRS.
Together with Theorem 2.1 we now can obtain a variety of new tightness results for such things as queue length. We present two sucni results as aln ilustration.
One large class of models are those that can be represented at exogenous arrival epochs as a Harris 
