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The fine spectra of lower triangular double-band matrices have been examined by several
authors (e.g. [13,22]). Here we determine the fine spectra of upper triangular double-band
matrices over the sequence spaces c0 and c . Upper triangular double-band matrices are
infinite matrices which include the left-shift, averaging and difference operators.
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1. Introduction
In functional analysis, the spectrum of an operator generalizes the notion of eigenvalues for matrices.
The spectrum of an operator over a Banach space is partitioned into three parts, which are the point spectrum, the
continuous spectrum and the residual spectrum. The calculation of these three parts of the spectrum of an operator is called
calculating the fine spectrum of the operator.
Several authors have studied the spectrum and fine spectrum of linear operators defined by some particular limitation
matrices over some sequence spaces. We introduce knowledge in the existing literature concerning the spectrum and the
fine spectrum. Wenger [1] examined the fine spectrum of the integer power of the Cesàro operator over c and Rhoades [2]
generalized this result to the weighted mean methods. Reade [3] worked on the spectrum of the Cesàro operator over the
sequence space c0. Gonzales [4] studied the fine spectrum of the Cesàro operator over the sequence space `p. Okutoyi [5]
computed the spectrumof theCesàro operator over the sequence space bv. Recently, Yıldırım [6] examined the fine spectrum
of the Rhally operators over the sequence spaces c0 and c . Next, Coşkun [7] studied the spectrum and fine spectrum for the
p-Cesàro operator acting over the space c0. Akhmedov and Başar [8,9] have determined the fine spectrum of the Cesàro
operator over the sequence spaces c0, `∞ and `p.
Akhmedov and Başar [10] have determined the fine spectrum of the difference operator1 over `p. Bilgiç and Furkan [11]
have computed the fine spectrum of the generalized difference operator B(r, s) over the sequence spaces `p and bvp. Later,
Bilgiç and Furkan [12] worked on the spectrum of the operator B(r, s, t), defined by a triple-band lower triangular matrix,
over the sequence spaces `1 and bv.
In a recent paper, Altay and Başar [13] determined the fine spectrum of B(r, s) over the sequence spaces c0 and c. The
generalized difference operatorB(r, s) is a lower triangular double-bandmatrix. In general, it is easier to calculate the inverse
of lower triangular infinite matrices than the inverse of upper triangular infinite matrices.
In this work, our purpose is to determine the fine spectra of the operator for which the corresponding matrix is an upper
triangular double-band matrix U(r, s), over the sequence spaces c0 and c. In the articles related to lower triangular double-
∗ Corresponding author.
E-mail addresses: vkkaya@yildiz.edu.tr, vkarakaya@adiyaman.edu.tr (V. Karakaya), maltun@adiyaman.edu.tr (M. Altun).
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2010.02.014
1388 V. Karakaya, M. Altun / Journal of Computational and Applied Mathematics 234 (2010) 1387–1394
bandmatrices mentioned above, the inverse of thematrix was calculated and used to determine the fine spectrum. Here we
use a different method which helps us to determine the fine spectrum without calculating the inverse of the double-band
matrix.
Let X and Y be Banach spaces and T : X → Y be a bounded linear operator. By R(T ), we denote the range of T , i.e.,
R(T ) = {y ∈ Y : y = Tx; x ∈ X}.
By B(X), we denote the set of all bounded linear operators on X into itself. If X is any Banach space and T ∈ B(X) then the
adjoint T ∗ of T is a bounded linear operator on the dual X∗ of X defined by (T ∗φ)(x) = φ(Tx) for all φ ∈ X∗ and x ∈ X . Let
X 6= {θ} be a complex normed space and T : D(T )→ X be a linear operator with domainD(T ) ⊂ X . With T , we associate
the operator
Tλ = T − λI,
where λ is a complex number and I is the identity operator onD(T ). If Tλ has an inverse that is linear, we denote it by T−1λ ,
that is
T−1λ = (T − λI)−1,
and call it the resolvent operator of T . Many properties of Tλ and T−1λ depend onλ, and spectral theory is concernedwith those
properties. For instance, we shall be interested in the set of all λ in the complex plane such that T−1λ exists. The boundedness
of T−1λ is another property that will be essential. We shall also ask for what λ’s the domain of T
−1
λ is dense in X . For our
investigation of T , Tλ and T−1λ , we need some basic concepts in spectral theory, which are given as follows (see [14], pp.
370–371).
Let X 6= {θ} be a complex normed space and T : D(T )→ X be a linear operator with domainD(T ) ⊂ X . A regular value
λ of T is a complex number such that
(R1) T−1λ exists,
(R2) T−1λ is bounded,
(R3) T−1λ is defined on a set which is dense in X .
The resolvent set ρ(T ) of T is the set of all regular values λ of T . Its complement σ(T ) = C \ ρ(T ) in the complex plane
C is called the spectrum of T . Furthermore, the spectrum σ(T ) is partitioned into three disjoint sets as follows. The point
spectrum σp(T ) is the set such that T−1λ does not exist. A λ ∈ σp(T ) is called an eigenvalue of T . The continuous spectrum σc(T )
is the set such that T−1λ exists and satisfies (R3) but not (R2). The residual spectrum σr(T ) is the set such that T
−1
λ exists but
not satisfy (R3).
From Goldberg [15], if T ∈ B(X), X a Banach space, then there are three possibilities for R(T ), the range of T :
(I) R(T ) = X ,
(II) R(T ) = X , but R(T ) 6= X ,
(III) R(T ) 6= X ,
and three possibilities for T−1:
(1) T−1 exists and is continuous,
(2) T−1 exists, but is discontinuous,
(3) T−1 does not exist.
If these possibilities are combined in all possible ways, nine different states are created. These are labelled as I1, I2, I3, II1,
II2, II3, III1, III2 and III3. If λ is a complex number such that Tλ ∈ I1 or Tλ ∈ II1, then λ is in the resolvent set ρ(T , X) of T , the
set of all regular values of T on X . The other classification gives rise to the fine spectrum of T . For example, we will write
λ ∈ III1σ(T , X) if Tλ satisfies III and 1.
A triangle is a lower triangular matrix with all of the principal diagonal elements nonzero. We shall write `∞, c and c0 for
the spaces of all bounded, convergent and null sequences, respectively. Let µ and γ be two sequence spaces and A = (ank)
be an infinite matrix of real or complex numbers ank, where n, k ∈ N. Then, we say that A defines a matrix mapping from
µ into γ , and we denote it by writing A : µ → γ if, for every sequence x = (xk) ∈ µ, the sequence Ax = {(Ax)n}, the
A-transform of x, is in γ , where
(Ax)n =
∑
k
ankxk (n ∈ N). (1.1)
By (µ : γ ), we denote the class of all matrices A such that A : µ → γ . Thus, A ∈ (µ : γ ) if and only if the series on the
right-hand side of (1.1) converges for each n ∈ N and every x ∈ µ, and we have Ax = {(Ax)n}n∈N ∈ γ for all x ∈ µ.
An upper triangular double-band infinite matrix is of the form
U = U(r, s) =

r s 0 0 0 · · ·
0 r s 0 0 · · ·
0 0 r s 0 · · ·
...
...
...
...
...
. . .
 .
The spectral results are clear when s = 0, so in what follows we will have s 6= 0.
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Lemma 1.1 (cf. [16], Theorem 1.3.6, page 6). The matrix A = (ank) gives rise to a bounded linear operator T ∈ B(c) from c to
itself if and only if
(1) the rows of A in `1 and their `1 norms are bounded,
(2) the columns of A are in c,
(3) the sequence of row sums of A is in c.
The operator norm of T is the supremum of the `1 norms of the rows.
Corollary 1.2. U(r, s) : c → c is a bounded linear operator and ‖U(r, s)‖(c:c) = |r| + |s|.
Lemma 1.3 (cf. [16], Example 8.4.5 A, page 129). The matrix A = (ank) gives rise to a bounded linear operator T ∈ B(c0) from c0
to itself if and only if
(1) the rows of A in `1 and their `1 norms are bounded,
(2) the columns of A are in c0.
The operator norm of T is the supremum of the `1 norms of the rows.
Corollary 1.4. U(r, s) : c0 → c0 is a bounded linear operator and ‖U(r, s)‖(c0:c0) = |r| + |s|.
2. The fine spectra of U(r, s) over c0
We start by giving the following lemma, which is a reformulation of a lemma of Stević.
Lemma 2.1 ([17], Lemma 1). Let (an) be a bounded sequence of complex numbers such that limn→∞(an+1 + αan) exists and is
finite, say b, for some α ∈ C. Then
(a) If |α| 6= 1, the sequence (an) is convergent. Moreover, in this case limn→∞ an = b/(1+ α).
(b) For each |α| = 1, the sequence (an) can be divergent.
This lemma can also be found in [18]. For an extension of the lemma in the continuous case see [19],while a generalization
of the lemma in the case of Banach spaces can be found in [20]. For a closely related result, see also [21].
Theorem 2.2. σp(U, c0) = {λ ∈ C : |λ− r| < |s|}.
Proof. Let λ be an eigenvalue of the operator U . An eigenvector x = (x1, x2, . . .) ∈ c0 corresponding to this eigenvalue
satisfies the linear system of equations
rx1 + sx2 = λx1
rx2 + sx3 = λx2
....
If x1 = 0, then xk = 0 for all k ∈ N. Hence x1 6= 0. Solving the equations above, we get
xk =
(
λ− r
s
)k−1
· x1 k ∈ N.
Hence λ ∈ σp(U, c0) if and only if |λ− r| < |s|. 
Lemma 2.3 ([15], p. 59). T has a dense range if and only if T ∗ is one to one.
Lemma 2.4 ([15], p. 60). T has a bounded inverse if and only if T ∗ is onto.
If T : c0 → c0 is a bounded linear operator represented by the matrix A, then it is known that the adjoint operator
T ∗ : c∗0 → c∗0 is defined by the transpose At of the matrix A. It should be noted that the dual space c∗0 of c0 is isometrically
isomorphic to the Banach space `1.
Theorem 2.5. For any λ ∈ C, Uλ : c0 → c0 has a dense range.
Proof. By [22], σp(U t , `1) = ∅. Hence U t − λI is one to one for all λ. By applying Lemma 2.3, we get the result. 
Corollary 2.6. σr(U, c0) = ∅.
Theorem 2.7. σc(U, c0) = {λ ∈ C : |λ− r| = |s|} and σ(U, c0) = {λ ∈ C : |λ− r| ≤ |s|}.
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Proof. Let y ∈ `1 and consider the equation U∗λx = y. Then we have the linear system of equations
(r − λ)x1 = y1
sx1 + (r − λ)x2 = y2
sx2 + (r − λ)x3 = y3
....
Solving these equations, we get
xk = 1r − λ
k∑
i=1
( −s
r − λ
)k−i
yi
for all k ∈ N. Now, for |s| < |r − λ|, we can see that
(|x1| + |x2| + · · · + |xk|) ≤ 1|r − λ| − |s| (|y1| + |y2| + · · · + |yk|)
for all k ∈ N. Taking limits of both sides of the above inequality as k goes to infinity, we get
‖x‖`1 ≤
1
|r − λ| − |s| ‖y‖`1 .
Hence, for |s| < |r − λ|, U∗λ is onto, and by Lemma 2.4 Uλ has a bounded inverse. This means that σc(U, c0) ⊂ {λ ∈ C :|λ− r| ≤ |s|}. Combining this with Theorem 2.2 and Corollary 2.6, we get
{λ ∈ C : |λ− r| < |s|} ⊂ σ(U, c0) ⊂ {λ ∈ C : |λ− r| ≤ |s|}.
Since the spectrum of any bounded linear operator is closed, we have σ(U, c0) = {λ ∈ C : |λ−r| ≤ |s|}. And the continuous
spectrum is
σc(U, c0) = σ(U, c0) \
[
σp(U, c0) ∪ σr(U, c0)
]
. 
Theorem 2.8. If |λ− r| < |s|, then λ ∈ I3σ(U, c0).
Proof. Let |λ − r| < |s|. Then, by Theorem 2.2, λ ∈ I3. It remains to prove that Uλ is surjective when |λ − r| < |s|. Let
y = (y1, y2, . . .) ∈ c0 and let a = ‖y‖. Choose x = (x1, x2, . . .) so that x1 = 0 and
xk = 1s
k−1∑
i=1
(
λ− r
s
)k−i−1
yi
for k ≥ 2. We can see that Uλx = y. By the above equation, xk satisfies
xk = λ− rs xk−1 +
1
s
yk−1
for k ≥ 2.
To complete the proof we need to show that x ∈ c0. We have
lim
k→∞
(
xk − λ− rs xk−1
)
= 1
s
lim
k→∞ yk−1 = 0.
Since |λ− r| < |s|, by Lemma 2.1 limk→∞ xk = 0. Hence x ∈ c0. 
Theorem 2.9. If |λ− r| = |s|, then λ ∈ II2σ(U, c0).
Proof. By Theorem 2.7, λ ∈ I2 ∪ II2. To prove λ ∈ II , we need to show that Uλ is not surjective when λ satisfies |λ− r| = |s|.
Define y = (y1, y2, . . .) ∈ c0 by
yk =
(
λ− r
s
)k−1 1
k
.
Suppose x ∈ c0 with Uλx = y. Then we have the linear system of equations
(r − λ)x1 + sx2 = 1
(r − λ)x2 + sx3 =
(
λ− r
s
)
1
2
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(r − λ)x3 + sx4 =
(
λ− r
s
)2 1
3
....
Solving xn by means of x1, we get
xn −
(
λ− r
s
)n−1
x1 = 1s
(
λ− r
s
)n−2 (
1+ 1
2
+ 1
3
+ · · · + 1
n− 1
)
.
Now, by taking absolute value of both sides and using the triangle inequality we get the following inequality.
1
|s|
(
1+ 1
2
+ 1
3
+ · · · + 1
n− 1
)
≤ |x1| + |xn|.
Then we have limn→∞ |xn| = ∞, which contradicts the fact that x ∈ c0. Hence, there is no x ∈ c0 satisfying Uλx = y. So, Uλ
is not surjective. 
3. The fine spectra of U(r, s) over c
Theorem 3.1. σp(U, c) = {λ ∈ C : |λ− r| < |s|} ∪ {r + s}.
The proof of this theorem is close to the proof of Theorem 2.2. So we omit the proof here.
If T : c → c is a bounded matrix operator represented by the matrix A, then T ∗ : c∗ → c∗ acting on C⊕ `1 has a matrix
representation of the form[
χ 0
b At
]
,
where χ is the limit of the sequence of row sums of Aminus the sum of the limits of the columns of A, and b is the column
vector whose k-th entry is the limit of the k-th column of A for each k ∈ N. For Uλ : c → c , the matrix U∗λ is of the form[r + s− λ 0
0 U tλ
]
.
Theorem 3.2. Uλ : c → c has a dense range if and only if λ 6= r + s.
Proof. First let us show that σp(U∗,C⊕`1) = {r+s}. Suppose that λ is an eigenvalue of the operatorU∗ : C⊕`1 → C⊕`1.
Then there exists x ∈ `1 satisfying the system of equations
(r + s)x1 = λx1
rx2 = λx2
sx2 + rx3 = λx3
sx3 + rx4 = λx4
....
(3.1)
From above we can see that λ = r + s is an eigenvalue corresponding to the eigenvector (1, 0, 0, . . .). Now, suppose
that λ 6= r + s. Then x1 = 0. Let xk be the first nonzero entry of the sequence x. Then, by the k-th equation of (3.1),
λ = r . But then, by the (k + 1)-th equation, xk = 0, contradicting our assumption. Hence there is no other eigenvalue. So
σp(U∗,C⊕ `1) = {r + s}. Now, by applying Lemma 2.3, we get the result. 
Corollary 3.3. σr(U, c) = ∅.
Theorem 3.4. σc(U, c) = {λ ∈ C : |λ− r| = |s|} \ {r + s} and σ(U, c) = {λ ∈ C : |λ− r| ≤ |s|}.
The proof is similar to the proof of Theorem 2.7. It is known from Cartlidge [23] that, if a matrix operator A is bounded on c ,
then σ(A, c) = σ(A, `∞). So we have the following.
Corollary 3.5. σ(U, `∞) = {λ ∈ C : |λ− r| ≤ |s|}.
It is interesting to note that the spectra we have found here and in Section 2 are equal to the spectra given in [13]. This
means that
σ(U, µ) = σ(U t , µ)
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whenµ is one of the sequence spaces c0, c or `∞. As we know, there is no general result saying that the spectrum of amatrix
and the spectrum of the transpose of the matrix are equal over the same space.
Theorem 3.6. If |λ− r| < |s|, then λ ∈ I3σ(U, c).
Proof. Let |λ − r| < |s|; then, by Theorem 3.1, λ ∈ 3. To end the proof we need to show that Uλ is surjective. Let
y = (y1, y2, . . .) ∈ c and let yk → y0 as k→∞. As in the proof of Theorem 2.8, choose x = (x1, x2, . . .) so that x1 = 0 and
xk = 1s
k−1∑
i=1
(
λ− r
s
)k−i−1
yi
for k ≥ 2. We can see that Uλx = y. Now, we need to show that x ∈ c. We can write xk as a sum of two summands:
xk = 1s
k−1∑
i=1
(
λ− r
s
)k−i−1
(yi − y0)+ y0s
k−1∑
i=1
(
λ− r
s
)k−i−1
.
Since yi−y0 → 0 as i→∞, the summand on the left goes to zero as k goes to infinity by the proof of Theorem 2.8. The other
summand goes to y0r+s−λ as k goes to infinity. Hence x ∈ c , which is also a consequence of Lemma 2.1. So, Uλ is surjective.

Theorem 3.7. If |λ− r| = |s| and λ 6= r + s, then λ ∈ II2σ(U, c). If λ = r + s, then λ ∈ II3σ(U, c).
Proof. If λ = r + s, then λ ∈ III3 by Theorems 3.1 and 3.2.
Let |λ− r| = |s| and λ 6= r + s. Then λ ∈ 2 by Theorem 3.4. To show that λ ∈ II , we can use the sequence y which was
used in the proof of Theorem 2.9, defined by
yk =
(
λ− r
s
)k−1 1
k
.
By the same reasons used in that proof, there is no x ∈ c satisfying Uλx = y. Hence Uλ is not surjective. And by Theorem 3.2,
Uλ has a dense range. 
4. Some applications
Let µ denote one of the sequence spaces c0, c or `∞. U(0, 1) is the left-shift operator and the spectrum σ(U(0, 1), µ) is
the unit disc. U( 12 ,
1
2 ) is the averaging operator and the spectrum σ(U(
1
2 ,
1
2 ), µ) is the disc {λ ∈ C : |λ− 12 | ≤ 12 }.
1 = U(−1, 1) is the difference operator. The spectrum of the operator1, σ(1, µ) is the disc D = {λ ∈ C : |λ+1| ≤ 1}.
In polar coordinates, the boundary of D, ∂D, is given by the equation
r = −2 cos θ − pi
2
≤ θ ≤ pi
2
.
Let n ∈ {2, 3, 4, . . .}. The n-th order difference operator is represented by the (n+ 1)-band matrix
1n = [U(−1, 1)]n
=

(−1)n
(n
1
)
(−1)n−1
(n
2
)
(−1)n−2 · · · 1 0 0 · · · · · ·
0 (−1)n
(n
1
)
(−1)n−1 · · · · · · 1 0 0 · · ·
0 0 (−1)n · · · · · · · · · 1 0 · · ·
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .

.
Let P(x) = xn. By the spectral mapping theorem, σ(1n, µ) = P(D). To find P(D), we will examine where the boundary
∂D is sent by P(x) = xn. P(reiθ ) = rneinθ , so any point of the boundary (r, θ) is sent to (R, θ ′), where R = rn and θ ′ = nθ .
Then R = (−2)n cosn θ = (−2)n cosn( θ ′n ). Hence ∂D is sent to the curve
r = (−2)n cosn
(
θ
n
)
− npi
2
≤ θ ≤ npi
2
.
When n = 2, we have−pi ≤ θ ≤ pi . So the curve given above is the boundary of P(D) for n = 2.
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When n ≥ 3, this is a curve where more than one points occur at the same angle. Observe that, at the same angle, the
points with greater radius occur when θ is between−pi and pi . So, the boundary of P(D) is again the curve
r = (−2)n cosn
(
θ
n
)
− pi ≤ θ ≤ pi. (4.1)
Hence, for n ∈ {2, 3, 4, . . .}, σ(1n, µ) is the limaçon-type region which is bounded by the curve (4.1).
The following two theorems show us what the necessary and sufficient conditions for the existence of the resolvent
operator of finite banded Toeplitz operators over c0 and c are, where the domain of the resolvent operator is the whole
space. We can easily see that any finite banded Toeplitz matrix is in (c0, c0) ∩ (c, c).
Theorem 4.1. Let µ ∈ {c0, c}. The resolvent operator of U(r, s) over µ, where the domain of the resolvent operator is the whole
space µ, exists if and only if |r| > |s|. In this case, the resolvent operator is represented by the infinite banded Toeplitz matrix
U−1(r, s) = 1
r

1 − s
r
(
− s
r
)2 (− s
r
)3 · · · · · · · · · · · ·
0 1 − s
r
(
− s
r
)2 (− s
r
)3 · · · · · · · · ·
0 0 1 − s
r
(
− s
r
)2 (− s
r
)3 · · · · · ·
...
...
. . .
. . .
. . .
. . .
. . .
. . .

,
which is continuous.
Proof. By matrix multiplication, we can see that U−1(r, s) is both a right inverse and left inverse of the matrix U(r, s). But
this is not enough to say it is the resolvent operator. By Lemma 1.1 and Lemma 1.3,U−1(r, s) ∈ (µ,µ)when |r| > |s|. Hence,
for |r| > |s|, U−1(r, s) is the resolvent operator. If |r| ≤ |s|, we know by Theorems 2.2, 2.9, 3.1 and 3.7 that the resolvent
operator where the domain is the whole spaceµ does not exist. For |r| > |s| the continuity of the resolvent operator follows
from Theorem 2.7. 
Theorem 4.2. Let µ ∈ {c0, c}. Let P be a polynomial with P(z) = a0 + a1z + · · · + anzn = an(z − z1)(z − z2) · · · (z − zn). Let
T be the Toeplitz matrix associated with P as
T =

a0 a1 a2 · · · an 0 0 0 · · ·
0 a0 a1 a2 · · · an 0 0 · · ·
0 0 a0 a1 a2 · · · an 0 · · ·
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
 .
The resolvent operator of T over µ, where the domain of the resolvent operator is the whole space µ, exists if and only if all the
roots of the polynomial are outside the unit disc {z ∈ C : |z| ≤ 1}. In this case, the resolvent operator is represented by the
product of infinite banded Toeplitz matrices as
T−1 = 1
an
U−1(−z1, 1)U−1(−z2, 1) · · ·U−1(−zn, 1),
and T−1 is continuous.
Proof. Suppose all the roots of the polynomial P(z) = a0 + a1z + · · · + anzn = an(z − z1)(z − z2) · · · (z − zn) are outside
the unit disc. The Toeplitz matrix associated with P can be written as the product
T = anU(−z1, 1)U(−z2, 1) · · ·U(−zn, 1).
Since multiplication of upper triangular Toeplitz matrices is commutative, we can see that
1
an
U−1(−z1, 1)U−1(−z2, 1) · · ·U−1(−zn, 1) (4.2)
is a left inverse of T . Since all the roots of the polynomial are outside the unit disc, eachU−1(−zi, 1) ∈ (µ,µ) for 1 ≤ i ≤ n, by
the previous theorem. This means that the product (4.2) is in (µ,µ), and hence is the resolvent operator. Also this resolvent
operator is continuous since each U−1(−zi, 1) is continuous by the previous theorem.
Now, for the reverse implication, suppose that one of the roots of P , say zi, is in the unit disc. By Theorem 4.1, there are
two cases.
Case 1. The resolvent operator of U(−zi, 1) does not exist.
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So, there exists x ∈ µ such that U(−zi, 1)x = 0. Then, by commutativity
Tx = anU(−zi−1, 1)U(−zi−2, 1) · · ·U(−z1, 1)U(−zn, 1) · · ·U(−zi+1, 1)U(−zi, 1)x
= anU(−zi−1, 1)U(−zi−2, 1) · · ·U(−z1, 1)U(−zn, 1) · · ·U(−zi+1, 1) 0
= 0,
which means that the resolvent of T does not exist.
Case 2. The resolvent operator of U(−zi, 1) exists, but it is not in (µ,µ).
There are also two cases here.
Case 2.1. The resolvent of T does not exist.
Nothing needs to be proved in this case.
Case 2.2. The resolvent of T exists.
Since U−1(−zi, 1) 6∈ (µ,µ), U(−zi, 1) is not onto. Then, by commutativity of multiplication, T is not onto. This means that
T−1 6∈ (µ,µ).
By all the cases we see that the resolvent operator, which has the whole space µ as the domain, does not exist. So, the
proof ends. 
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