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Abstract. Object recognition is a challenging problem in high-level vi-
sion. Models that perform well for the outdoor domain, perform poorly
in the indoor domain and the reverse is also true. This is due to the
dramatic discrepancies of the global properties of each environment, for
instance, backgrounds and lighting conditions. Here, we show that infer-
ring the environment before or during the recognition process can dra-
matically enhance the recognition performance. We used a combination
of deep and shallow models for object and scene recognition, respec-
tively. Also, we used three novel topologies that can provide a trade-off
between classification accuracy and decision sensitivity. We achieved a
classification accuracy of 97.91%, outperforming the performance of a
single GoogLeNet by 13%. In another experiment, we achieved an accu-
racy of 95% to categorise indoor and outdoor scenes by inference.
Keywords: Indoor and outdoor classification, Deep learning, Object recogni-
tion, Scene recognition
1 Introduction
Over the last decade, machine vision algorithms have reached the level of reli-
ability required in complex environments. In particular, many approaches were
advanced for object recognition [1–4]. These approaches share common basis
which stands on sifting the input images through a large number of filters to
extract features. The extracted features attempt to provide an invariant repre-
sentation of the object.
Many approaches were developed to achieve invariance to the transformation
of objects [5–7]. One successful approach is based on stacking convolutional layers
and pooling layers together in a hierarchical structure. Extracting high-level
features throughout the advanced layers of this hierarchy has proven successful to
achieve invariance. The literature shows many examples of hierarchical structures
for object recognition. For instance, the Hierarchical MAX model (HMAX)[8],
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consisted of only two stages of convolution/pooling layers. It was inspired by the
primate visual cortex. The HMAX model attempts to mimic the processing in the
first 100ms of the primates visual cortex, that include processing the visual data
through the ventral stream pathway. In this pathway, informative information
about the shape and texture of objects that account for rapid categorisation
are extracted. Recently, the number of the convolutional/ pooling layers have
dramatically increased [9–11]. Increasing the depth of models has increasingly
enhanced the classification performance.
Recent studies have shown that models that function well in an indoor envi-
ronment, perform poorly in an outdoor environment and the reverse is also true
[12, 13]. This is due to the stark difference in local and global properties of both
environments. The daily life environment, such as living-rooms and city streets,
comprises a large number of objects. The nature of these objects depends on the
context in which they can be found. Current algorithms of object recognition
are trained to recognise objects regardless of their context, dismissing all the
information in the backgrounds. This poses a great difficulty for these models to
make logical decisions.
Scene understanding is a necessary stage that provides important information
about the possible object identity. Identifying the scene can dramatically reduce
the probabilities of the object identity and therefore increasing the recognition
chance level. For example, outside in a desert, it is more likely to expect a
camel than a microscope. We believe that context-based object recognition that
depends equally on the environment can characterise the recognition process and
therefore enhance the recognition performance.
Hybrid intelligent systems, in particular combining classifiers, can offer a
practical solution to handle increasingly complex problems. It allows the use
of a priori knowledge to inspire the solution. The concept of hybrid intelligent
systems was applied in handwriting recognition, where several neural networks
were aligned and a voting process was applied for decision making [14, 15]. It
was also shown that averaging the output of an infinite number of independent
classifiers can produce an optimal performance [16, 17]. However, the literature
has not witnessed utilising hybrid intelligent systems for context-based object
recognition, for instance, indoor and outdoor environment.
In this work, we propose three topologies for context-based object recogni-
tion. The common factor in all topologies is identifying the environment prior/during
the object classification stage. This prior knowledge, i.e., environment type, has
given the topologies an advantage in performing classification on a diverse object
dataset. We used an object dataset that comprises objects that are likely to be
found in an indoor environment. Similar criteria were applied to the outdoor
object dataset. We formed three topologies to perform object recognition.
The proposed topologies have the following advantages:
1. It enhances the classification accuracy significantly.
2. It provides more decision confidence. Each decision is based on the posterior
probability of more than one classifier (topology-B and topology-C).
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3. In topology-C, further to the enhanced classification performance, the object
category, i.e., indoor and outdoor, was inferred with an accuracy of 90%.
2 Method
We selected six models of object recognition to form our topologies. We tested
them in a challenging diverse visual environment. Below are short descriptions
of the models used in this work.
2.1 Shallow models
Here, we refer to the models that consist of five convolutional layers or less as
shallow models. Also, we refer to models with more than five convolutional layers
as deep models.
HMAX It was inspired by the simple and complex cells hierarchy of the primate
visual cortex [2, 8, 18, 19]. It was developed to extract invariant features to object
transformations, such as, scaling and translation. It consists of four stages that
comprise pooling and convolutional layers. The combinations of convolution and
pooling layers are believed to extract a high-level representation of objects.
En-HMAX In the En-HMAX model [20–22], the number of layers was in-
creased. It comprised three convolutional layers and three pooling layers. Ad-
ditionally, sparse coding and independent component analysis (ICA) were in-
troduced [23, 24]. The ICA method was used to extract Gabor-like filters from
natural images in the first simple layer (S1). Sparse coding was used to train
dictionaries in both S2 and S3 layers of the En-HMAX model.
AlexNet The AlexNet model [9] is a convolutional neural network (CNN) that
consists of five convolutional layers, three pooling layers, and two fully connected
layers. It comprises 60 million parameters to fine-tune. It transforms objects
in the input images into distinctive features. The AlexNet model operates in a
similar fashion to the HMAX model. They share similar hierarchal structure and
the same classic alternation of convolutional and pooling layers. Across shallow
models, it achieved the highest performances on many datasets [25]. The success
of AlexNet has attracted the attention of researchers of computer vision towards
CNNs. Due to its simplicity and good performance, in this work, we consider
AlexNet, pre-trained with Places dataset [26], as our default model for indoor
versus outdoor categorisation task.
2.2 Deep models
Here, we used the following three well-known deep learning CNN models as a ma-
jor platform to form the topologies. GoogLeNet that comprises 57 convolutional
layers is the deepest network used in this work.
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VGG16 and VGG 19 The VGGNet architecture introduced in [10], is designed
to significantly increase the depth of the existing CNN architectures with 16 or
19 convolutional layers. The last three layers of both versions, i.e., VGG16 and
VGG19, are the following layers:
– Fully connected layer: in this layer, the input data is multiplied by the weight
matrix and then adds a bias vector;
– softmax layer: in this layer, a softmax function is used for classification pur-
poses. It is considered as the multi-class generalisation of the logistic sigmoid
function, also known as the normalised exponential layer;
– classification layer: in this layer, the output predicted label is generated. It
is formed by cross-entropy loss function that defines the pre-existed trained
classes.
GoogLeNet The GoogLeNet model [11], also known as the inception model, is
significantly deeper than the previously explained CNN models. It comprises 57
convolution layers with 5 million parameters to fine-tune. A key feature in the
design of GoogLeNet is applying the network in network architecture introduced
in [27], in the form of inception modules. Inception module uses a set of parallel
convolution layers with a MAX pooling stage along each module. A concatenat-
ing layer is used to concatenate the responses of each individual module. In this
work, the used version of GoogLeNet comprises a total of 9 inception modules.
A more detailed overview of GoogLeNet architecture can be found in [11].
3 Transfer Learning
Transfer learning is increasingly becoming a powerful tool in the field of machine
learning [28]. It involves utilising the stored knowledge of a model acquired
for solving a particular task and applying it to solve a different problem. For
instance, the knowledge acquired while learning to distinguish between different
types of trucks could be utilised to recognise different types of cars.
Fine-tuning a network with randomly initialized weights is extremely compli-
cated and time-consuming task. Here, we used networks that were pre-trained
with scene images (Places dataset [26]) and object images (ImageNet dataset
[25]) depending on the classification task. The CNN models were then adjusted
to the new datasets’ configurations. To retrain a CNN model on a particular
dataset, we froze the weights of earlier layers and only retrained the weights of
the advanced layers.
4 Posterior Probability
The posterior probability is the conditional probability that is computed after
an occurrence of a relevant event. In the field of pattern recognition [29], the
posterior probability indicates the uncertainty of assessing a particular class of
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Fig. 1. The distribution of posterior probabilities of an input image. It can be seen
that in this example, the classifier is 90% confident that the object in this image is a
chair.
images. The posterior probability is produced when a generative model makes
a decision [30]. Higher posterior probabilities indicate higher confidence of the
classifier’s decision. Figure 1 shows an example of how an indoor classifier dis-
tributes posterior probabilities for a given input image. Usually, the maximum
posterior probability is used to determine the class label. In this work, the maxi-
mum posterior probability was utilised to indicate the confidence in the classifier.
A threshold for each classifier was set and accordingly, the classifiers made de-
cisions based on their confidence. The threshold was set based on the average
posterior probability of all the testing dataset.
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Dataset  D = {Xi, qi, pi}
Outdoor subset (pi = 1) Indoor subset (pi = 0)
Microscope 
Camel 
Bathtub Bulldozer
.
.
.
.
.
.
BlimpPhotocopier
Fig. 2. Selected indoor and outdoor images from our dataset.
5 Datasets
The image classes were collected from ImageNet dataset [25], Caltech 101 dataset
[31] and Caltech 256 dataset [32]. These classes were categorised into two uncor-
related set of images: outdoor and indoor. The outdoor image subset does not
contain classes of the indoor image subset and the reverse is also true.
Figure 2 shows six examples of the dataset, reflecting the richness of the
dataset in terms of the variety of objects and their backgrounds.
6 Classification
In this work, the classification settings are briefly explained. In this section, for
all classification scenarios, the extracted features were classified using a linear
support vector machine (SVM) [33]. In each of the experiments, 50% of the
dataset was allocated for testing the classifier. In addition, to ensure that the
classification scores were not biased by the random choice of training samples, the
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classification was repeated for 20 runs where the random selection in each round
is independent of the other. The average classification score and the standard
deviation are reported.
7 Proposed Topologies
The hierarchical topologies developed in this section are designed to achieve an
improved classification performance over the existing methods of object recog-
nition. Additionally, providing higher confidence level and decision sensitivity.
In this section, a detailed description of the proposed topologies is provided.
The method and the architecture of each topology are explained. The designed
topologies obtain the environment in which the object is found as an essen-
tial component of the recognition process. Furthermore, the designed topologies
comprise a decision-making stage that can be tuned to increase the confidence
or the decision sensitivity for the process of object recognition.
Topology-A and topology-B consist of three different models for object and
scene recognition. They comprise one shallow model for recognising the environ-
ment and two deep models for object recognition. Topology-C, however, consists
of only two models for object recognition. The environment type, whether in-
door or outdoor, in topology-C, is categorised by inference. In this topology, the
identity of the environment does not directly contribute to the object recognition
process and only computed as an external label.
The architecture of topology-A was inspired by the human visual system,
where scenes are rapidly categorised in a small time of 50ms which give a clear in-
formation about the identity of the objects within [34]. However, topology-B and
topology-C are purely computational with less relevance to biology. Topology-B
was designed to minimise the error chance in the first stage of topology-A, the
scene recognition stage. The scene recognition stage was designed in-parallel to
other stages of object recognition with a different mechanism in the decision-
making stage. Topology-C was designed to minimise the number of models in
topology-A and topology-B. Only two models for object recognition are used in
topology-C for understanding the environment and for identifying objects. Fi-
nally, each of the below topologies have several advantages and disadvantages.
The below subsections will discuss these in more details.
7.1 Topology-A
Figure 3 shows the basic structure of topology-A. In the used dataset D =
{Xi, qi, pi}Ni=1, each image Xi has class label qi (for example: chair) and category
label pi (for example: indoor). The indoor category is denoted by using pi = 0 and
the outdoor category by using pi = 1. For a given image, qi∗ denotes the predicted
class label and pi∗ denotes the predicted category label. The confusion matrix
of the indoor versus outdoor classifier CM = {cij}2i,j=1 was used to calculate the
ratio of the correctly classified images. Using the total probability theorem, the
overall accuracy in topology-A can be claculated as shown below:
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Yes No
Input image
        Xi
Topology (A) 
 Deep CNN trained 
to classify indoor 
objects
Camel Chair
Deep CNN trained 
to classify outdoor
 objects
Outdoor?
Fig. 3. The structure of topology-A. The input image is first categorised (i.e., indoor
and outdoor) then classified (i.e., chair, microscope).
Accuracy(%) =
100∑
i,j cij
[
c11 P(q∗ = q | p∗ = p = 0) +
+ c22 P(q∗ = q | p∗ = p = 1) +
+ c12 P(q∗ = q | p∗ = 1, p = 0) +
+ c21 P(q∗ = q | p∗ = 0, p = 1)
]
(1)
7.2 Topology-B
In topology-B, shown in Figure 4, the three classifiers operate in parallel to
identify an object in an input image. The object identity depends on the decision
of all three classifiers. The three classifiers have an equal influence in making
the final decision. Making an incorrect decision in any of the stages does not
guarantee an incorrect class label in the final stage. The posterior probability is
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Topology (B)
Chair
Kangaroo (low 
posterior 
probability)
 Deep CNN trained 
to classify indoor 
objects
Deep CNN trained 
to classify outdoor
 objects
Input image
Decision making 
process
Indoor (high 
posterior 
probability)
Chair (high 
posterior
 probability)
(indoor vs. outdoor)
classier
Classier 1 Classier 2 Classier 3
Fig. 4. The structure of topology-B. In topology-B, the classifier that categorises indoor
versus outdoor images operates in parallel with other classifiers.
used to quantify the reliability of the classifiers. Classifiers with higher confidence
level have more influence on making the final class label decision.
In the experiments performed in this work, the mean of the posterior proba-
bilities of the whole testing data D was set as a confidence threshold. However,
an optimal confidence threshold can be tuned differently depending on the clas-
sification context. The final decision is based on the posterior probabilities of all
three classifiers as shown in Table 1.
7.3 Topology-C
In this topology, shown in Figure 5, only two classifiers were used to predict
the class label and the category label. Table 2 shows the scenarios in which this
topology make the final decision.
In this work, the collected image dataset has two separate image subsets.
The image classes of the indoor subset do not correlate with the image classes of
the outdoor subset. This suggests that when an indoor classifier is used, classes
from the outdoor subset tend to give lower posterior probabilities than classes
from the indoor subset. Figure 6 shows an analysis of the average posterior prob-
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Table 1. The decision-making process of topology-B. The table shows only 2 possible
scenarios of the 16th possible combinations. In all other scenarios, a no-decision state
will be produced. The Xmarker denotes higher confidence, X marker denotes lower
confidence and d denotes the “do not care status”.
Confidence
Indoor classifier (1) X X
Outdoor classifier (2) X X
Indoor versus
outdoor classifier
Indoor decision X d
Outdoor decision d X
Classifier selection 1 2
Table 2. The decision-making process of topology-c. The Xmarker denotes higher
confidence and X marker denotes lower confidence
Confidence
Indoor classifier (1) X X X X
Outdoor classifier (2) X X X X
Classifier selection 1 2 No-decision
ability for both the indoor classifier and the outdoor classifier. In this analysis,
GoogLeNet was used to produce the figures. As expected, in both scenarios, i.e.,
indoor classifier and outdoor classifier, testing a classifier with unseen images
within the same training categories produced a significantly higher posterior
probability than testing it with different image categories. For the indoor clas-
sifier, the Mann-Whitney U test, with a risk α = 0.05, shows that the posterior
probabilities for indoor test images (M= 87.6, SD = 18.9) were significantly
higher than that of outdoor test images (M = 41.7, SD = 21.5); Z-score = 22.3,
p-value < 0.05. Similarly, for the outdoor classifier, the above test shows that the
posterior probabilities of the outdoor test images (M = 74.0, SD = 26.4) were
significantly higher than that of indoor test images (M= 31.2, SD = 18.0); Z-
score = 20.9, p-value < 0.05. The data above comprises unpaired non-parametric
samples. Therefore, we used Mann-Whitney U method to test for significance.
Therefore, we hypothesised that the posterior probability can give a notion of
the image category, i.e., indoor versus outdoor.
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Topology (C)
Input image
Deep CNN trained 
to classify indoor 
objects
Indoor/ Chair
Decision 
making 
process
Camel (low 
posterior 
probability)
Chair (high 
posterior
 probability)
Deep CNN trained 
to classify outdoor 
objects
Fig. 5. The structure of topology-C. In topology-C, no classifier is used to categorise
the environment (indoor and outdoor), however, it is able to categorise the environment
by inference.
8 Results
The below subsections display the results for the discussed topologies in the
previous sections.
8.1 Indoor Versus Outdoor
Models of object recognition tend to produce higher performances in a binary
classification scheme. The chance level in binary classification scenarios is 50%.
In this work, shallow models were utilised for categorising indoor and outdoor
scenes. Figure 7 shows a comparison in classification performance between these
models. It can be noticed that AlexNet (pre-trained with scene images) outper-
forms other shallow models for the categorisation task, with a high accuracy of
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0 0.2 0.4 0.6 0.8 1
Indoor classier
Outdoor images
Indoor images
Outdoor classier
Indoor images
Outdoor images
Maximum posterior probability (MAP) 
(A)
(B)
Fig. 6. An example of the average posterior probability of the indoor and the outdoor
classifiers using GoogLeNet. (A) Indoor classifier. (B) Outdoor classifier. This chart
illustrates the decorrelation in the average posterior probability between the indoor
classifier and the outdoor classifier of topology-C.
99.46%. The En-HMAX model achieves higher scores of 87.96%, however, it is
still far less than the performance of AlexNet. This is due to the large size of
the image data, in which the En-HMAX model cannot handle efficiently due to
its abstract architecture. The same applies to the HMAX model, where 75.03%
of classification accuracy is achieved. Therefore, AlexNet was elected as a de-
fault model with regard to all indoor versus outdoor categorisation schemes, i.e.,
topology-A and topology-B.
In topology-A, AlexNet spread the images to either the indoor classifier or the
outdoor classifier. Although AlexNet has a very high classification performance,
the few incorrect decisions it makes lead to failure in the output stage. This is
due to the uncorrelated image data used in both classifiers. In another word, the
indoor classifier knows nothing about the outdoor environment and the reverse
is also true. Therefore, when an outdoor image passes the indoor classifier, an
incorrect class label will be guaranteed.
In topology-B, the decision of AlexNet has less impact on the final class label
due to the structure of the topology. An incorrect decision at any stage does not
guarantee an incorrect class label. In topology-C, however, no shallow network
is used to categorise the scene type. The scene type is inferred from the indoor
and the outdoor classifier.
Context-based Object Recognition 13
Categorization Accuracies 
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0
HMAX En-HMAX AlexNet
50
Fig. 7. Results of categorising indoor and outdoor images.
8.2 Classification Scores Using Topology-A
In Figure 8, AlexNet, VGG16, VGG19 and GoogLeNet were utilised as the main
platforms to quantify the performance of topology-A. To compute the classifi-
cation accuracy of the whole classification task, the above models were used
individually. In particular, all the image dataset was used without segregating
it into an indoor subset and an outdoor subset. This process was repeated for
each of the above models separately. As a result, the classification accuracy of
each of the above models was quantified for the comparison with topology-A. A
similar process was performed for topology-B and topology-C.
Finally, topology-A scores were compared with the above scores. For com-
pleteness, the comparisons are only performed between a certain classification
model and the topology that is formed within the same model, for instance, the
VGG19 network results are compared with topology-A that is formed by only
the VGG19 models.
For all used models, topology-A outperformed the original models. For ex-
ample, in AlexNet, an increased classification performance of 7% is achieved.
The difference is constantly decreased for deeper models.
This is particularly interesting because deeper models are capable of un-
derstanding large data. Therefore, using a bigger abject dataset is believed to
increase the above differences dramatically.
Topology-A has the following advantages:
1. Advanced performance over using a single network.
2. Only two models can operate to recognise each input image.
The disadvantages of topology-A can be summarised as the followings:
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Classication Accuracies of Topology-A
 
100
0
AlexNet GoogLeNetVGG19VGG16
50
Classication accuracy of the individual model 
Classifcation accuracy of Toplogy-A 
Fig. 8. Results of topology-A. AlexNet is used as a default model for categorising
indoor and outdoor images. The classification accuracies in the second-row represent
the performance of below models to individually classify the whole dataset.
1. It involves three different classifiers that require more memory in terms of
implementation.
2. An incorrect decision in the first stage guarantees an incorrect class label.
The first stage (indoor versus outdoor classifier) has more power in making
the final decision.
8.3 Classification Scores Using Topology-B
Figure 9 shows the classification scores of using topology-B. It also shows the
percentages of the no-decision state. In line with topology-A, similar models were
used in this experiment to form this topology. AlexNet was used to categorise
the indoor and outdoor images in all scenarios. In the above calculations, the
no-decision state is considered as a correct classification. It can be noticed that
deeper models such as GoogLeNet and VGG19 do not outperform other models
when using this topology. The performances are more balanced. However, the
topology formed by VGG19 tends to make more decisions than other models.
The decision-making conditions can be tuned using an optimised threshold. In
this experiment, the mean posterior probability of all the testing images was
used as a threshold of confidence.
Topology-B has the following advantages:
1. The decision-making process depends equally on all three classifiers.
2. It achieves the highest performance among the other topologies.
3. It is designed to make no decisions when a lower confidence level is obtained.
The confidence threshold can be tuned depending on the allocated task.
Applications with higher risks, for instance, autonomous cars, need higher
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Classication Accuracies of Topology-B
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Fig. 9. Results of topology-B. AlexNet is used as a default model for categorising
indoor and outdoor images for all the below calculations.
confidence threshold. The ”no-decision” state is an important measure in
such applications.
The disadvantages of topology-B can be summarised as the followings:
1. It requires more memory in terms of implementation because of the three
classifiers in its architecture.
2. It is more computationally expensive than the other topologies because it
needs all three classifiers to operate simultaneously.
8.4 Classification Scores Using Topology-C
In topology-C, the objects are classified using only two classifiers as shown in
Figure 5. Similar to topology-A and topology-B, the same previously explained
models were used to form topology-C. Furthermore, the classification scores were
reported in a similar fashion. Unlike topology-B, there was no allocated classifier
for categorising the indoor and the outdoor environments. Instead, the category
label was inferred throughout the process of recognising an object. Figure 10
shows the categorisation and classification scores of topology-C. A high cat-
egorisation accuracy of 95% was achieved using VGG19. This is particularly
interesting because this score is achieved without using a specific classifier for
the task. In this topology, the percentages of the no-decision state are less than
that of topology-B. However, the classification accuracies are slightly decreased.
Interestingly, VGG19 performs slightly better than other models using this topol-
ogy.
Topology-C has the following advantages:
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Classication Accuracies of Topology-C
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Fig. 10. The results of topology-C
1. It involves only two classifiers for the recognition process.
2. It infers the category label without using a specific classifier, i.e., indoor
versus outdoor classifier.
3. It makes no decision when a lower confidence level is obtained.
The disadvantages of topology-C can be summarised as the followings:
1. It provides reduced performance comparing to the other topologies due to
the decreased number of the classifiers in its architecture.
2. It shows lower decision frequency than other topologies, due to the limited
number of input parameters in the decision-making stage.
9 Conclusions
The architectures presented in this work provide three essential elements for
image classification: classification accuracy, decision sensitivity, and computa-
tional complexity. In topology-A, two models can operate to recognise objects
for each input image. The categorisation stage filters the input images to either
the indoor classifier or the outdoor classifier. This topology is less complex than
other topologies. However, an incorrect decision at the first stage may guaran-
tee an incorrect image class label. In topology-B, we overcome the problems of
topology-A by electing the decision via all classifiers. All three classifiers operate
simultaneously and a voting decides the final decision. This topology is computa-
tionally complex, as it needs three classifiers to operate simultaneously for each
input image. However, it provides higher classification accuracies. Topology-C
provides the advantages of topology-A and topology-B. The voting includes only
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two classifiers to infer the image category and class. This topology also offers
to control the sensitivity of the decision making. Results show that with the
proposed topologies, the performance of GoogLeNet can be improved by 13%.
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