When a network is reconstructed from data, two types of errors can occur: false positive and false negative errors about the presence or absence of links. In this paper, the vertex degree distribution of the true underlying network is analytically reconstructed using an iterative procedure. Such procedure is based on the inferred network and estimates for the probabilities α and β of type I and type II errors, respectively. The iteration procedure consists of choosing various values for α to perform the iteration steps of the network reconstruction. For the first step, the standard value for α of 0.05 can be chosen as an example. The result of this first step gives a first estimate of the network topology of interest. For the second iteration step the value for α is adjusted according to the findings of the first step. This procedure is iterated, ultimately leading to a reconstruction of the vertex degree distribution tailored to its previously unknown network topology.
I. INTRODUCTION
Complex systems are of key interest in multiple scientific fields, ranging from medicine via physics, mathematics, engineering to economics [1] [2] [3] . These systems can be modelled, or represented as networks, where vertices are the elements of the system and links represent the interactions between them.
To capture particular features of a network, properties or characteristics have been introduced in the literature [4] . For instance, the vertex degree describes the number of links of a vertex [5] . The vertex degree distribution is a key property to study the general structure of the connectivity of a network, and it is predominantly used in this paper for this reason.
Some complex systems can be directly observed such as power grids, or transportation systems. In these kinds of systems, the network topology is known a priori, and its characteristics can be investigated. Other complex systems cannot be directly observed, therefore network structure is not known a priori, and must be inferred indirectly. When the underlying network is not known a priori, reliably inferring network structure from data is crucial to represent the system accurately; this is known as the inverse problem.
When a network is to be inferred from data, typical analysis techniques provide a measure of connectivity strength for each link. Statistical methods are then used to decide whether these measures pass a certain threshold, and thereby provide a means to decide if the corresponding links are considered present. If a link is erroneously detected, this is called false positive link and it is referred to as a type I error. Likewise, an existing link that remains undetected is called false negative link and * Corresponding author; Electronic address: gloria.cecchini@unifi.it it is referred to as a type II error. The probability of detecting a false positive link is usually denoted by α, while β refers to the probability that an existing link remains undetected.
Classical statistical methods aim to reconstruct with high certainty the presence of links, i.e., the analysis has high specificity, and the standard value of 0.05 for α is often chosen [6] [7] [8] [9] [10] [11] [12] . The decision to set α = 0.05 does not take into account the probability of false negative links, since, usually, high specificity implies low sensitivity, meaning a high chance of missing links. Intuitively, there is an inverse relationship between the probabilities of type I and type II errors; hence, it is typically impossible to have both α and β equal to zero.
In [13] the authors describe the influence of false positive and false negative conclusions about links on the network structure. Several simulation results are presented and optimal values for each network topology and characteristic are shown. In the conclusions, the authors speculate that the simulation study presented could be used as an iterative procedure to achieve a better network reconstruction. This manuscript is dedicated to such a procedure. The results obtained in [14] are implemented in this procedure, since they provide an analytic framework to reconstruct the vertex degree distribution of the network.
Roughly, the iteration procedure consists of choosing various values for α to perform the iteration steps of the network reconstruction. For the first step, the standard value for α of 0.05 can be chosen as an example. The result of this first step gives a first estimate of the network topology of interest. For the second iteration step the value for α is adjusted according to the findings of the first step. This procedure is iterated, ultimately leading to a reconstruction of the network characteristic tailored to its previously unknown network topology. This paper is structured as follows. Section II is dedicated to present some preliminary results needed for the implementation of the iterative procedure presented in this paper. In Sec. III such iterative procedure for network inference is presented. Section IV shows a simulation study of the method depicted in Section III.
II. PRELIMINARY RESULTS
In this section we give some preliminary results that will be needed to implement the iterative procedure presented later in Sec. III. In particular, Sec. II A introduces some concepts of test of hypothesis and Sec. II B is dedicated to summarise the results obtained in [14] .
A. Type I and type II errors
In [13] , it is shown that α and β are reciprocally dependent. Their functional relationship depends on the nature of the problem taken into account. Consider, for example, a network of coupled oscillators, and assume to be able to detect the dynamic of every vertex. Perform an hypothesis test of no-correlation for every pair of vertices; if the p−value of the test is smaller than or equal to the significance level α, then the link between the corresponding vertices is considered to be present. In a real-world application, an estimate for the distribution of such correlation coefficients as a function of the number of data points N and the true correlation coefficient ρ should be available. Nevertheless, there exist cases in which ρ is not the same for every link; consider, e.g., a network of coupled oscillators where the initial coupling strengths are not the same for all the links. For sake of simplicity, and to make the argument clearer, this manuscript assumes that these correlation coefficients are identically distributed and follow the distribution in Eq. (1). In this case, it is reasonable to assume that it is possible to estimate ρ, given the distribution of the correlation coefficients.
When the correlation coefficients are estimated from a sample, they have a certain distribution that depends on the dimension of the sample and the true correlation coefficient. As shown in [15] , for data that follow a bivariate normal distribution, the exact probability density function of the estimated correlation coefficients r for a sample of N data points with true correlation coefficient ρ is
where Γ is the gamma function and 2 F 1 (·, ·; ·; ·) is the Gaussian hypergeometric function. Consider a two-tailed test with null hypothesis of no correlation, i.e. the Pearson correlation coefficient is 0. The significance level α can be expressed as a function of the coefficient r τ such that
meaning that the rejection region is obtained for coefficients −1 ≤ r ≤ −r τ and r τ ≤ r ≤ 1. Consequently, estimated coefficients −r τ < r < r τ do not lead to a rejection of the null hypothesis. The probability of false negative conclusions
is calculated once r τ is fixed. Once α is chosen,
can be found as a function of α, N, and ρ.
B. Analytical framework on network inference
The work presented in [14] shows that the vertex degree distribution of a network is influenced by false positive and false negative conclusions about the presence or absence of links. Here we summarise the main results that will be used later for the iterative procedure.
Consider a network G with n vertices and vertex degree distribution defined by the probability function P. Call G ′ the network detected when type I and type II errors occur; as mentioned above, α is the probability of a type I error and β is the probability of a type II error. Hence, the set of edges of G ′ is a combination of true positive links and false positive links of G. The vertex degree distribution of G ′ is characterised by the probability function P ′ .
The probability that a vertex has degree k ′ in G ′ , knowing it has degree k in G is
which corresponds to Eq. (A1) in [14] . Hence, calling P i = P(d = i) and P ′ i = P(d ′ = i), Eq. (5) can be written in a matrix form as
where A is the matrix with elements the conditional probabilities A k+1,k ′ +1 = P(d ′ = k ′ |d = k); note that k, k ′ ∈ {0, · · · , n − 1}. Equation (6) corresponds to Eq. (7) in [14] .
The vertex degree distribution of the original network is found carefully inverting Eq. (6) . Call A + t the pseudoinverse of the truncated matrix A using the singular value decomposition, i.e., only the first t singular values are considered different from zero. The vertex degree distribution of the original network
is thus calculated analytically if the biased one and the probabilities of type I and type II errors are given. Note that the matrix A depends on n, α, β, where n is the number of vertices in the network. As stated in the concluding section of [14] , a limitation of this method is the assumption that the probabilities of type I and type II errors are known a priori. It has been shown that wrong estimates of these two errors, within certain bounds, do not cause the reconstruction of be rendered invalid. The iterative procedure presented in this paper explores the way to adjust the estimates of these two errors, so to improve the reconstruction of the network of interest.
III. ITERATIVE PROCEDURE
Each step of the iterative procedure uses the information provided so far to reconstruct the vertex degree distribution of a network, when the biased one is given.
The first step of iteration consists itself of various parts. After acquiring data from a network, estimate the true correlation coefficient ρ. Fix the significance level to α = 0.05 and perform the hypothesis test as explained above. The result of the test gives the so-called biased network, and therefore the vertex degree distribution P ′ i = number of vertices with degree = i total number of vertices (8) can be calculated empirically by counting the vertices' degrees. Knowing N and ρ, β = β(N, ρ, α) is found, since α has been fixed, and therefore the matrix A can be evaluated. All the ingredients needed to solve Eq. (7) are now available, hence the vertex degree distribution P 0 of the original network is calculated, and this concludes the first iteration step. Table I summarises the procedure of the first iteration step.
Section III.A in [14] shows that wrong estimates of α and β, within certain bounds, do not cause the reconstruction P = A + k P ′ [Eq. (7)] of be rendered invalid. In addition, as shown in various simulations, the robustness on perturbations of α and β of the reconstruction method performs differently depending on the network topology of interest. Therefore, the procedure explained above and summarised in Table I , can be enhanced using this result. Namely, the density of the vertex degree distribution P 0 , that is inferred at the last step of the procedure, is used to perform a robustness analysis varying the value of α, and consequently of β [Eq. (4)]. The value of α, that gives the most robust result, is used to iterate the procedure. A general step of iteration is summarised in Table II. The robustness analysis consists of simulating several different biased networks G ′ (α) varying α, starting from a network G 0 with vertex degree distribution P 0 . For each G ′ (α), a robustness analysis is performed, as explained in Sec.III.A in [14] . Namely, call P * 0 (α, δ) the density of the reconstructed vertex degree distribution, using as biased network G ′ (α), and a perturbation δ on α.
To quantify the bias between P 0 and P * 0 (α, δ), the Kolmogorov-Smirnov distance is considered. The Kolmogorov-Smirnov test is a test based on the closeness of two distributions, which uses the Kolmogorov-Smirnov statistic, also called distance, to perform a test of hypothesis. The Kolmogorov-Smirnov distance is the largest difference between the two distributions [11] . The Kolmogorov-Smirnov distance
is the distance between P 0 and P * 0 (α, δ), where F 0 and F * 0 (α, δ) are the distributions of P 0 and P * 0 (α, δ), respectively.
IV. SIMULATION STUDY, RESULTS AND DISCUSSION
In this section a simulation study is presented to show the applicability of the method described in the previous section. Consider an Erdős-Rényi network with 
TABLE I: Network Inference: procedure scheme. After taking data, a correlation analysis has to be performed. The value of the true correlation ρ is estimated. A value for the significance level α = 0.05 is chosen as a threshold and all the values for which the null hypothesis is not rejected are discarded. The probability density function P ′ of the vertex degree distribution of the biased network is calculated. The value for β is found using Eq. (4), therefore also A is computed. Knowing P ′ and A, the probability density function P of the original vertex degree distribution is calculated using Eq. (7).
Robustness Analysis
Calculate A = A(n, α, β) Find β = β(N, ρ, α)
TABLE II: Network Inference: procedure scheme with iteration. After taking data, a correlation analysis has to be performed. The value of the true correlation ρ is estimated. The result P0 of the previous iteration step is used to perform a robustness analysis in order to compute the value for the significance level α. All the values for which the null hypothesis is not rejected are discarded. The probability density function P ′ of the vertex degree distribution of the biased network is calculated. The value for β is found using Eq. (4), therefore also A is computed. Knowing P ′ and A, the probability density function P of the original vertex degree distribution is calculated using Eq. (7) . n = 100 vertices and probability of connection 0.2. Fix the true correlation coefficient ρ = 0.3 and the number of data points N = 100, following the density f (100, 0.3, r) [Eq. (1)] a value for the correlation is assigned at random to each link; while for each absent link the value is chosen at random with distribution f (100, 0, r). Fixing the significant level to α = 0.05 and selecting all the links above this threshold, the biased or detected network is obtained. The procedure explained above is now applied to find the vertex degree distribution of the original network.
The result of the first iteration P 0 = A + k P ′ is used to perform a robustness analysis and the densities of the vertex degree distributions are calculated P * 0 (α, δ). Once the Kolmogorov-Smirnov distance D(α, δ) is evaluated, the value of α that gives the most robust results is chosen. Figure 1 shows the Kolmogorov-Smirnov distance; for simplicity, the x-axis represents the value of the perturbed α, i.e., α p = α + δα. In this case, various values of α give robust results, α = 0.0239 is chosen and the procedure is iterated. Figure 2 shows the results of three iteration steps. Note that the value of the true correlation coefficient ρ = 0.3 is assumed to be correctly inferred, and the theoretical distributions f (100, 0.3, r) and f (100, 0, r) are used to find β when the standard value of α = 0.05 is fixed. Since a value for the correlation is assigned at random to each link, the actual value for α, and consequently β, will slightly differ form the theoretical values. As shown in Sec.III.A in [14] , small perturbations of α and β do not cause the failure of the reconstruction method; in this example, this is reflected by the fact that the result of the first iteration gives already a correct reconstruction. The results for the other two iteration steps are shown here to demonstrate that the process converges, and once the correct reconstruction is achieved, the following results do not deviate from it. The difference of the three curves is due to the smoothness of the solutions. Figure 3 shows the results of three iteration steps, when the estimate of α, and consequently β is initially wrong. Namely, the true correlation coefficient ρ = 0.3 is still assumed to be correctly inferred, α = 0.05 is used to construct the detected network, but α = 0.07 is used to evaluate P 0 = A + k P ′ . Even if the result of the first iteration step does not provide a correct reconstruction, already at the second step this bias is corrected.
The method described in the previous section is now applied to a Scale-Free network of 100 vertices. obtained after the first iteration step. Interestingly, the values for α that give the most robust results are obtained for α as small as possible; intuitively, this means that high certainty about the presence of links is needed to recover the scale-freeness property of a network. Note that this is in agreement with the results shown in Fig. 5 in [13] ; in that case, the relation between α and β is different from the case presented in this section, nevertheless, the general concept of keeping α as small as possible to correctly recover the scale-freeness property, remains valid. Figure 5 shows the results of three iteration steps, when the estimate of α, and consequently β is initially wrong; the same values for ρ, true and wrong value of α are used. Also in this case, the second iteration step provides a correct reconstruction, which is improved at the third step.
V. CONCLUSION
The analysis presented in [14] is advanced in this manuscript, and an iterative procedure to reconstruct the vertex degree distribution is suggested. This procedure should be used when the estimates of α and β might not be accurate and large errors on these estimates might occur; consequently, the robustness, shown in [14] , is not guaranteed.
This iteration procedure allows to gain, at each step, a better insight on the network topology. Consequently, the value for α can be tuned to obtain a more robust reconstruction, thereby achieving a better result. It is shown, using some examples, that this method converges to the correct reconstruction of the vertex degree distribution. Furthermore, only few iteration steps are needed to achieve this goal.
Future investigations should apply this iterative procedure to various network topologies, to demonstrate that these results are not only case specific. Moreover, future studies should analyse the robustness of this procedure and find the size of perturbation needed to make the reconstruction fail even after various iteration steps. Finally, with the aim to make this procedure even more general, methods to infer ρ should be investigated. Furthermore, the case in which the inference of ρ is not accurate should be carefully studied.
