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RÉSUMÉ 
Des lacunes dans la représentation des processus physiques par un modèle atmosphé­
rique peuvent avoir un impact sur le réalisme du climat simulé ainsi que sur sa variabilité. 
Il a été observé assez souvent que les climats simulés par les modèles diffèrent largement 
de celui réellement observé dû à la présence de biais. La qualité de la représentation des 
processus physiques peut être évaluée par l'équilibre entre ces processus dans les pre­
miers instants d'une intégration utilisant comme conditions initiales une analyse. Cette 
dernière est réputée bien équilibrée car représentant l'état réel de l'atmosphère. Des 
déséquilibres entre ces processus sont un signe de défaillances du modèle quant à leur re­
présentation. Des diagnostics sont donc nécessaires pour vérifier si les ajustements dans 
les paramétrisations des différents processus physiques et dynamiques tendent vers un 
état de l'atmosphère proche des observations. Les diagnostics utilisés sont ceux proposés 
par Rodwell et Palmer (2007). Ils sont basés sur les tendances systématiques initiales 
d'un modèle lorsque des analyses sont utilisées comme conditions initiales. Ces tendances 
déterminées pour les premiers instants de l'intégration sont équivalentes à l'incrément 
d'analyse moyen obtenu par un ensemble de cycles d'assimilation. Ce dernier, moyenné 
temporellement devrait être nul. Par conséquent, ces diagnostics peuvent apporter des 
informations très utiles sur la cohérence des processus physiques pendant que le modèle 
tend à retourner vers sa propre climatologie lors des premiers instants de l'intégration. 
D'autre part, il est bien connu que les analyses, elles-même, engendrent des problèmes 
de spin-up et requièrent entre autres l'utilisation d'une initialisation aux modes nor­
maux ou l'application d'un filtre digital pour supprimer les ondes de gravité artificielles. 
Dans leur étude, Gauthier et Thépaut (2001) ont montré que les analyses 4D-Var pro­
duisent des conditions initiales mieux équilibrées et ne nécessitent pas l'application de 
contraintes pour maintenir cet équilibre. Dans cette étude, en utilisant un modèle global 
très similaire à celui utilisé pour produire les analyses, il a été montré que la différence de 
l'impact sur les diagnostics des tendances initiales était significative dans les tropiques 
selon qu'on utilise des analyses 3D-Var ou 4D-Var. Cet impact est surtout observé dans 
l'activité convective de la zone de convergence inter-tropicale (ZCIT). On notera qu'une 
analyse vise à se rapprocher des observations sous la contrainte de demeurer près d'une 
ébauche obtenue d'une prévision à courte échéance produite par un modèle de prévision 
numérique. Ce dernier constitue une composante primordiale dans le système d'assimi­
lation. D'autres expériences utilisant des systèmes d'assimilation différents ont montré, 
à travers ces diagnostics, que le modèle était très sensible aux conditions initiales uti­
lisées. Finalement, ces diagnostics ont été évalués pour le modèle régional canadien du 
climat (MRCC) intégré sur la région de l'Amérique du nord avec les mêmes paramétrages 
que ceux utilisés dans le modèle global. Ces intégrations sont effectuées en utilisant des 
conditions initiales et aux bords provenant de deux systèmes d'assimilation différents. 
Les résultats ont montré de nettes différences indiquant que le modèle est mieux équili­
bré lorsque l'analyse et les conditions aux bords proviennent du système d'assimilation 
dans lequel le modèle utilisé est similaire à celui employé dans l'intégration. 
INTRODUCTION 
Dans toute étude de changement climatique, les prédictions du climat futur sont four­
nies à l'aide de modèles de plus en plus complexes. Les informations ainsi obtenues et 
destinées aux études d'impact et d'adaptation, sont associées à des incertitudes dues 
à plusieurs sources d'erreurs. Ces incertitudes constituent un aspect essentiel dans les 
projections climatiques et sont très utiles dans l'évaluation des conséquences environne­
mentales prévues (Stainforth et al., 2005; Murphy et al, 2004). 
Une des sources importantes d'erreurs est l'erreur des modèles. En effet, malgré leur 
complexité, les modèles contiennent des erreurs de plusieurs sortes qui conduisent parfois 
à des simulations complètement irréalistes. Une des sources d'erreur reconnue dans les 
modèles réside dans les erreurs dans la représentation des processus physiques sous-maille 
par les modèles. Par exemple, les schémas de paramétrisations physiques contiennent des 
paramètres qui ne peuvent être déterminés explicitement par des lois ou principes de la 
physique. Ils sont alors estimés et calibrés de façon à coller, en moyenne, aux observations. 
Il est important de quantifier les erreurs des modèles. Détecter un désaccord entre 
le modèle et les observations semble assez aisé; toutefois trouvér l'erreur du modèle 
responsable de ces désaccords est cependant beaucoup plus difficile. Dans tout système 
de prévision, climatique ou de courte et moyenne échéance, il est primordial de quantifier 
le réalisme du modèle utilisé et d'évaluer ses performances prédictives. La qualité d'un 
modèle atmosphérique peut être vue comme la contribution de plusieurs facteurs qui 
peuvent être par exemple sa structure (résolution horizontale et verticale), discrétisation 
et schémas numériques, ainsi que la représentation des processus physiques non résolus 
par le modèle. Le perfectionnement du modèle est en grande partie relié à l'amélioration 
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de sa représentation des processus physiques. 
Il existe plusieurs méthodes pour tester la qualité d'un modèle. On utilise, par exemple 
dans les centres de prévision opérationnels, plusieurs tests tels que l'erreur quadratique 
moyenne ou la corrélation d'anomalie pour évaluer la qualité de la prévision à différentes 
échéances (Wilks, 2006). L'erreur quadratique moyenne est la moyenne spatiale et sur 
plusieurs prévisions des carrés des différences entre les prévisions et les observations 
brutes calculées aux points de grille du modèle. On vérifie souvent en comparant les 
prévisions aux analyses valides au même moment. La corrélation d'anomalie désigne la 
corrélation entre les écarts des prévisions et des analyses par rapport au climat. Ces 
tests, bien que très utiles, ne donnent qu'une information générale sur la performance 
du modèle et ne donnent pas suffisamment de détails sur ses lacunes et ses erreurs 
éventuelles. En effet, ces tests nous informent des erreurs de prévision en général qui 
peuvent, par exemple être causées par une faible résolution horizontale ou verticale, à 
des défaillances dans la représentation des processus physiques ou à d'autres sources 
d'erreurs dont les analyses elles-mêmes. 
Dans le contexte de changement climatique, les informations fournies pour établir des 
stratégies de planification ou des mesures d'adaptation proviennent des simulations de 
modèles climatiques. Ces informations sont accompagnées d'une estimation des incerti­
tudes des modèles par rapport à la variabilité naturelle du climat. Il est donc primordial 
de fournir toutes les possibilités de changements dans le climat futur avec des infor­
mations sur les incertitudes associées. Les manières par lesquelles ces incertitudes sont 
déterminées et présentées sont d'une grande importance. 
Une approche probabiliste peut être utilisée pour évaluer la variabilité des simulations 
climatiques associée aux incertitudes sur différents paramètres du modèle. L'incertitude 
associée au modèle climatique est évaluée par un ensemble de simulations pour lesquelles 
on perturbe des paramètres dans les schémas de paramétrisations selon des considéra­
tions théoriques parfois plus ou moins réalistes (lVlurphy et aL, 2004; Stainforth et aL, 
2005). On construit ainsi une densité de probabilité ou une distribution de fréquence du 
climat simulé par l'ensemble de ces versions du modèle. Le poids affecté à chaque version 
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du modèle est déterminé par la qualité de sa simulation du climat présent. 
Les modèles climatiques sont en général évalués en testant la qualité de leur estimation 
du climat présent. Ici aussi, le test peut être incomplet car il ne fournit pas d'informations 
détaillées sur les sources des erreurs. Par exemple, la variabilité des modèles climatiques, 
très importante dans toute étude de changement climatique, pourrait être engendrée 
artificiellement par des déséquilibres dus essentiellement à des incohérences dans les 
perturbations des paramétrisations physiques et donc des erreurs dans la représentation 
des processus physiques. 
Il est, par conséquent, très utile de mettre en oeuvre d'autres types de tests qui soient 
complémenti1ires à ceux déjà utilisés, mais qui produisent plus d'informations et plus de 
détails quant à la cohérence des modèles et permettent d'identifier avec plus de précision 
l'origine des erreurs éventuelles. 
Rodwell et Palmer (2007, RP07 ci-après) proposent un test basé sur les tendances 
systématiques initiales pour évaluer des configurations d'un modèle climatique pour 
lesquelles la manière par laquelle les processus physiques sont traités a été modifiée. Cette 
modification peut être une altération de paramètres dans les schémas de paramétrisation 
ou carrément des différents schémas pour le traitement des processus physiques. 
Cette approche des tendances initiales met en jeu un ensemble de prévisions du temps 
successives, à très courte échéance (typiquement six heures ou quatre prévisions par 
jour) et couvrant au total une assez longue période (un mois ou plus). Chaque prévision 
est démarrée à partir d'une analyse produite par un système d'assimilation utilisant 
le même modèle que celui qu'on veut évaluer. Les tendances de variables choisies sont 
ensuite extraites pour chaque processus physique et dynamique qui contribue à l'in­
crémentation de ces variables à chaque pas de temps de l'intégration. Ces tendances 
moyennées temporellement et spatialement sur des régions particulières constituent ce 
que l'on appelle 'la tendance systématique initiale'. La tendance initiale nette, obtenue 
en sommant toutes les tendances individuelles relatives à chaque processus, nous permet 
de diagnostiquer l'équilibre du modèle considéré. Un modèle bien équilibré affichera en 
moyenne une tendance initiale nette nulle en considérant que l'analyse est de bonne 
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qualité. Au contraire, dans le cas où cette tendance moyenne est non nulle, ceci révèle 
des déséquilibres entre les processus représentés par le modèle. Ce test ainsi élaboré offre 
l'avantage de diagnostiquer l'équilibre des modèles mais il a également l'atout de fournir 
le détail à travers les tendances individuelles de chaque processus (convection, radiation 
etc.). Ceci permet de mieux comprendre les déséquilibres affichés par le modèle étudié 
et leur donner des explications physiques. 
D'un autre côté, il a été montré que la plupart des incertitudes reliées à la physique des 
modèles provient des processus dits 'rapides' (Murphy et al., 2004) car leur effet se fait 
sentir dès les premiers instants de l'intégration du modèle. Cette remarque renforce l'idée 
que le test des tendances initiales peut être utilisé pour évaluer les modèles climatiques. 
Dans leur étude, RP07 ont utilisé le modèle du Centre Européen de Prévision Météoro­
logique à Moyen Terme (CEPMMT) comme modèle de contrôle auquel des modifications 
ont été apportées. Ils ont a.insi modifié le paramètre d'entraînement (paramètre qui ré­
gule le taux d'échange d'humidité et de flottabilité du nuage convectif avec le milieu 
environnant) en le divisant par cinq dans un cas et en le multipliant par 3 dans l'autre 
cas. Une version du modèle dans laquelle le schéma de traitement des nuages a été 
modifié a été également évaluée. Les tendances ont été déterminées pour la région de 
l'Amazonie/Brésil (3000E-320oE, 200S-00N) où le modèle du CEPMMT présente des 
problèmes dans le traitement de la mousson de l'Amérique du sud. Le test des tendances 
initiales a montré que le modèle 'contrôle' était assez bien équilibré et que la version où le 
schéma des nuages a été modifié apporte des améliorations. Par contre, les versions dans 
lesquelles le paramètre d'entraînement a été altéré provoquent une dégradation nette de 
l'équilibre du modèle, surtout la version où ce paramètre a été divisé par cinq. Ainsi, en 
modifiant les paramétrages du modèle, on peut le déstabiliser et augmenter indûment 
l'estimation de l'incertitude d'un scénario climatique. 
Un aspect important étudié dans RP07 est la linéarité dans la combinaison de versions 
de modèle. Ici, la linéarité exprime le fait que la somme des tendances issues de deux 
versions d'un modèle pour lesquelles on a perturbé un paramètre différent correspond aux 
tendances obtenues par la version où on a perturbé les deux paramètres simultanément. 
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Cette propriété est très importante dans la quantification des incertitudes des prédictions 
climatiques dues à l'erreur modèle et dans lesquelles on utilise un ensemble de versions 
d'un modèle climatique pour la construction des fonctions de densité de probabilité. 
Un autre aspect important introduit par l'étude de RP07 est le coût de calcul qu'on 
doit considérer dans l'élaboration des tests de performance des modèles. En effet, les tests 
appliqués actuellement sont très cOtHeux en temps de calcul et nécessitent, notamment 
pour les modèles climatiques, des simulations de plusieurs décennies. Par exemple, tester 
un ensemble de versions d'un modèle climatique représente une opération fastidieuse en 
terme de capacité et temps de calcul et constitue très souvent un handicap pour les 
modélisateurs et les scientifiques du climat dans leur travail de recherche. 
Les tests doivent être établis à des coüts de calcul les plus bas possibles pour faciliter 
le travail de recherche et notamment la conduite d'expériences sur de nouvelles versions 
de modèles qu'on cherche à développer. 
Le coüt de calcul de l'approche des tendances initiales est très avantageux. En effet, 
dans leur étude, RP07 ont évalué le coût de calcul de toute l'opération, c'est à dire 
l'assimilation de données plus 124 simulations de six heures avec un pas de temps de 
30 minutes, à l'équivalent de 4.7 années de simulations d'un modèle couplé à la même 
résolu tion. 
Dans le but de démontrer les limitations clu test de simulation du climat présent, 
RP07 ont effectué des simulations climatiques en utilisant la version du modèle dans 
laquelle le paramètre entraînement est divisé par cinq. Ensuite le test de Stainforth et 
al. (2005) a été appliqué à cette version. Les auteurs tentent de mesurer l'incertitude 
relative à l'erreur modèle avec une approche multi-modèles dans laquelle la physique 
d'un modèle standard est perturhée en modifiant quelques paramètres des schémas de 
paramétrisations. Les paramètres modifiés affectent entre autres la représentation des 
nuages et des précipitations, le seuil d'humidité relative pour la formation des nuages, 
ainsi que d'autres processus. La perturbation de ces paramètres se fait selon des consi­
dérations jugées plausibles par les experts dans le domaine de la paramétrisation. Cette 
approche produit ainsi un grand ensemble de versions de modèles. Chaque version est 
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ensuite testée en évaluant l'erreur quadratique moyenne relative au modèle standard ou 
contrôle. Le résultat de l'étude de RP07 a montré que cette version de modèle (entraî­
nement divisé par cinq discuté plus haut) a passé le test tel que défini par Stainforth 
et al. (2005) et serait accepté comme membre de l'ensemble dans la construction de 
la fonction de distribution de probabilités et cela malgré la très faible qualité de son 
équilibre dynamique indiquant une mauvaise représentation des processus physiques. Ce 
résultat met en évidence les limitations de tels tests et indique que l'approche de Stain­
forth et al. (2005) peut engendrer des versions de modèle déséquilibrés et entraîne une 
augmentation artificielle de l'estimation de la variabilité climatique. L'étude de RP07 
montre l'avantage d'utiliser des tests préliminaires tels que celui des tendances initiales 
pour éliminer les modèles fortement déséquilibrés ou du moins diminuer le poids qui leur 
est affecté. 
Dans leur étude, Rodwell et Jung (2008) utilisent le diagnostic des tendances initiales 
pour essayer de comprendre et expliquer l'impact d'un changement appliqué au mo­
dèle sur le comportement des processus physiques. Dans ce cas, le modèle exploré est 
le modèle du CEPMMT et la modification apportée consiste en un changement dans la 
climatologie des aérosols et principalement la constitution des particules de poussière 
du Sahara. Les tendances initiales ont été moyennées sur la région de faible mousson 
nord Africaine (20 0 W-40oE, 5-15°N) et sur une période d'un mois. Les diagnostics des 
tendances initiales ont été calculés pour les deux types de climatologies d'aérosols. Dans 
le cas où le modèle utilise l'ancienne climatologie, ces diagnostics montrent des erreurs 
notamment un réchauffement dans la basse troposphère et un réchauffement dans la par­
tie moyenne et supérieure. Dans le cas où la nouvelle climatologie d'aérosols est utilisée, 
le modèle présente moins d'erreurs avec moins de réchauffement dans les basses couches 
avec toutefois les mêmes lacunes observées dans les couches moyennes et supérieures. Les 
deux principaux processus affectés par ces changements sont la convection et la radia­
tion. Il apparaît que le refroidissement (déstabilisation) dû à la radiation est plus intense 
dans la cas de la nouvelle climatologie d'aérosols. Ceci est expliqué par une plus faible 
absorption du rayonnement solaire par les aérosols de poussière. Une intensification de la 
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convection est également observée en réponse à une plus forte déstabilisation. La convec­
tion peut ainsi se déclencher plus rapidement et à des niveaux d'humidité plus bas. Cette 
dualité radiation/convection constitue un mécanisme de réponse rapide au changement 
dans la physique à travers la climatologie d'aérosols. Les auteurs de cette étude ont mis 
en évidence l'utilité de cette technique qui a permis de diagnostiquer de tels mécanismes 
de réponse avant que les interactions entre les processus ne deviennent trop importantes 
et compliquent grandement les interprétations. La technique des tendances initiales se 
révèle donc comme un outil puissant d'évaluation des modèles. L'étude a ainsi permis 
de conclure que la nouvelle climatologie d'aérosols apporte une amélioration à la qualité 
du modèle sur la région d'intérêt. 
Les diagnostics des tendances systématiques initiales ont été appliqués pour la pre­
mière fois par Klinker et Sardeshmukh (1992). Leur étude traitait le bilan de quantité 
de mouvement ct avait comme objectif l'identification et l'isolation d'erreurs potentielles 
dans les paramétrisations du momentum et des sources de chaleur. Le but était de mettre 
en place une méthode rationnelle pour diagnostiquer les erreurs systématiques dans les 
prévisions opérationnelles du CEPMIVIT. Dans leur étude, les tendances systématiques 
initiales ont été évaluées en considérant uniquement le premier pas de temps de l'inté­
gration. Leur argument était qu'une tendance systématique faible pour le premier pas 
de temps entraîne nécessairement des tendances faibles pour les pas de temps suivants. 
Le calcul de la tendance au premier pas de temps constitue une évaluation à un état 
le plus proche possible de l'état réel de l'atmosphère. Ainsi, grâce à leur étude, Klin­
ker et Sardeshmukh sont parvenus, à l'aide de ce diagnostic à identifier des problèmes 
dans le schéma de paramétrisation des ondes de gravité utilisé dans le modèle du centre 
européen (CEPMMT). 
Le test de RP07 introduit plus haut est différent de celui employé par Klinker et 
Sardeshmukh (1992). En effet, leur test présente une innovation dans le sens où cette 
fois-ci les tendances sont calculées et moyennées sur les six heures suivant le premier 
pas de temps. L'argument avancé par les auteurs de cette nouvelle méthode est que, 
d'une part, la structure du premier pas de temps du modèle est différente des pas de 
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temps suivants, ceci pour permettre un démarrage à froid du modèle (certaines variables 
étant mises à zero au début de l'intégration) et, d'autre part, la tendance calculée pour 
ce premier pas de temps est insuffisante pour tenir compte du cycle diurne. Dans leur 
étude, RP07 ont utilisé ce diagnostic comme outil d'évaluation de l'amélioration apportée 
par une version de modèle relativement à la version contrôle. Ce diagnostic tel que 
proposé constitue une alternative pour évaluer l'incertitude reliée à l'erreur de modèle 
dans les études de changement climatique. Ce test sur l'équilibre du modèle peut servir 
comme pondération à un ensemble de versions de modèle climatique utilisé pour la 
fabrication de la fonction de densité de probabilité relative aux scénarios climatiques 
futurs tels que simulé par ce modèle. D'autre part, cette technique permet d'évaluer 
l'amélioration ou la dégradation qu'on apporte au modèle en modifiant sa représentation 
des processus physiques. Cette modification pounait s'effectuer par exemple, en altérant 
des paramètres dans les schémas de paramétrisation ou en utilisant d'autres schémas. 
Une description détaillée de cette technique est présentée dans le chapitre suivant. 
Dans ce travail, on se propose d'utiliser les diagnostics des tendances systématiques 
initiales tels que définis par RP07 pour étudier l'équilibre du modèle GEM (Global 
Environnemental Multi-échelle) pendant les premiers instants de l'intégration. Le modèle 
GEM est le modèle de prévision opérationnel d'Environnement Canada (Côté et aL, 
1998; Bélair et aL, 2009). La version du modèle GEM utilisée dans cette étude présente 
quelques modifications apportées pour effectuer des simulations climatiques globales 
(Dugas et Winger, 2009). 
Un des objectifs, à travers l'application de ces diagnostics, vise à : 
- Évaluer le comportement des processus physiques tels que représentés par le modèle 
- Mieux comprendre l'évolution de l'équilibre entre les processus 
- Évaluer cet équilibre entre les processus pour des régions spécifiques telles que les 
tropiques où l'équilibre entre les processus physiques est différent. 
Rodwell et Palmer attribuent les déséquilibres affichés par les tendances initiales à des 
erreurs du modèle lui-même. Or, l'analyse peut elle-même créer des déséquilibres, ce qui 
nécessite l'application d'une contrainte explicite avec une méthode d'initialisation aux 
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modes normaux (Baer, 1977; 1Vlachenhauer, 1977) ou par filtre digital (Lynch, 1997). 
Ceci est nécessaire pour les méthodes d'assimilation séquentielles comme le 3D-Var (Gau­
thier et al., 1999) ou l'interpolation optimale. L'analyse variationnelle 4D-Var permet 
d'inclure une contrainte de manière implicite (Courtier et Talagrand, 1990; Gauthier 
et Thépaut, 2001). En particulier, Gauthier et Thépaut (2001) ont montré que les ana­
lyses 4D-Var exhibent un meilleur équilibre dynamique et ce même si aucune contrainte 
d'initialisation n'est utilisée. Notre étude s'est fixé comme objectif l'examen de cette 
question en utilisant les diagnostics des tendances initiales. A cet effet, des analyses 
produites par des systèmes d'a..ssimilation 3D-Var et 4D-Var provenant du service mé­
téorologique du Canada (SMC) sont employées. Dans les deux cas, l'équilibre du modèle 
durant les premiers instants de l'intégration est évalué. 
On se propose également d'évaluer l'effet qu'aurait sur cet équilibre l'utilisation d'ana­
lyses provenant de systèmes d'assimilation différents. En effet, en plus des analyses du 
SMC, l'équilibre du modèle a été prospecté en utilisant des réanalyses ERA-Interim 
provenant du CEPMMT. Ces réanalyses sont produites en utilisant un modèle diffé­
rent de celui du SMC et donc sa représentation des processus physiques est différente. 
D'autre part, l'ébauche utilisée pour produire ces réanalyses laisse une empreinte qui 
reflète l'équilibre particulier du modèle utilisé par l'assimilation. 
On cherchera. à comprendre et mesurer s'il est possible d'utiliser des analyses pro­
duites pa.r un centre externe et appliquer les diagnostics des tendances initiales comme 
révélateur des déséquilibres entre les processus physiques. 
Finalement, ce diagnostic a été quantifié pour une version à aire limitée du modèle 
afin de comparer les résultats obtenus avec ceux de la version globale. Cette expérience 
nous permettra d'évaluer l'effet de la configuration spatiale sur l'équilibre du modèle. 
CHAPITRE 1 
MÉTHODOLOGIE 
La production d'une analyse dans un système d'assimilation consiste à combiner une 
ébauche (prévision à court terme) aux observations. Ces analyses se rapprochent au 
mieux de l'état réel de l'atmosphère à un instant donné et fournissent les conditions 
initiales pour une intégration de modèle. Toutefois, il a été noté que ces conditions ini­
tiales ne respectent pas nécéssairement les équilibres dynamiques du modèle, ce qui crée 
un problème dit de "spin-up" dans les premiers instants de l'intégration. Diverses tech­
niques comme l'initialisation par modes normaux (Daley, 1991) ont été développées pour 
modifier les conditions initiales afin d'éviter l'émergence d'ondes de gravité Lransientes. 
L'intégration d'un modèle procède en calculant des tendances des variables du modèle 
comme, par exemple, la température. Au temps initial, ces tendances reflètent en quelque 
sorte le comportement du modèle lorsque celui-ci utilise des conditions initiales proches 
de l'état atmosphérique réel. RPO? ont proposé l'idée que ces tendances calculées dans 
les premiers instants de l'intégration, peuvent être utilisées pour diagnostiquer l'équilibre 
dynamique du modèle et évaluer les incohérences entre les différents processus physiques 
qui influencent la tendance de la variable considérée telle que la température. 
Dans ce chapitre, les principes de l'assimilation de données sont introduits pour mon­
trer comment sont définies les corrections apportées à l'ébauche, soit les incréments 
d'analyse. On montrera, ensuite, le lien existant entre l'incrément d'analyse moyen et la 
moyenne des tendances initiales. On présente finalement de manière détaillée les diag­
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nostics des tendances utilisées dans notre étude et la méthode employée pour les calculer. 
1.1 Système d'assimilation de données 
Le but de l'assimilation de données est d'obtenir une représentation, régulière et phy­
siquement cohérente, en quatre dimensions, de l'état de l'atmosphère à partir d'ensemble 
de données obtenues in-situ ou à partir d'instruments embarqués et dont la couverture 
est imparfaite et irrégulière dans le temps et dans l'espace (Daley, 1991). 
Pour atteindre cet objectif, les observations de toute sorte et toute origine sont com­
binées avec les prévisions d'un modèle numérique pour obtenir un estimé optimal de 
l'état de l'atmosphère. Cette méthode présente quelques problèmes que le système d'as­
similation doit prendre en charge. En effet, la dimension d'un état atmosphérique tel 
que représenté par la prévision du modèle numérique qu'on appelle "ébauche" est plus 
grande que le nombre d'observations. D'autre part, la nature des données utilisées peut 
être différente des variables du modèle. La façon par laquelle est traité ce problème varie 
d'un système d'assimilation à un autre. 
L'assimilation de données est utilisée pour plusieurs raisons, parmi lesquelles on peut 
citer: 
- La production des conditions initiales pour les modèles de prévision météorologique. 
- La production d'un état de l'atmosphère physiquement et dynamiquement cohé­
rent pour des études climatologiques, c'est ce qu'on appelle les réanalyses. Plusieurs 
ensembles de réanalyses existent tels que ERA-4ü (ECMWF Re-Analysis ou réana­
lyses du Centre européen pour les prévisions météorologiques à moyen terme) qui 
couvre la période entre 1957 et 2002, ERA-Interim, réanalyses provenant du même 
centre mais couvrant la période de 1979 jusqu'à présent, et les réanalyses NCEP 
(National Centers for Environmental Prediction). 
- La validation des prévisions des modèles contre les analyses. 
Dans les centres météorologiques opérationnels, le processus d'assimilation est effec­
tué plusieurs fois par jour. Typiquement quatre cycles d'assimilation sont complétés à 
OOUTC, 06UTC, 12UTC et 18UTC. Un aperçu du cycle d'assimilation de centre météo­
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rologique canadien est présenté sur la figure 1.1 où à chaque heure synoptique principale, 
une analyse est produite en combinant les différentes ohservations avec une ébauche qui 
est ici une prévision de 6-h basée sur l'analyse précédente. Cette prévision 'transporte' 
en quelque sorte l'information obtenue des prévisions antérieures. 
00 UTC 06 UTC 12 UTC 18 UTC 00 UTC 
• 
FIGURE 1.1:	 Aperçu de cycles d'assimilation de données au service météorologique du 
Canada (SMC) 
Les observations utilisées dans le système d'assimilation proviennent de plusieurs 
sources et sont obtenues in-situ ou à l'aide d'instruments embarqués sur avions, ba­
teaux et satellites. Ces derniers surtout fournissent une quantité de données de plus en 
plus importante. La figure 1.2 schématise les différents types de données utilisées dans 
les systèmes d'assimilation. 
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FIGURE 1.2: Observations utilisées dans les systèmes d'assimilation 
(Source: http://www.wrno.ch/web/www/OSY/GOS. html ) 
Les données dites conventionnelles proviennent de plusieurs sources. On retrouve: 
- Les données de surface provenant de stations terrestres (SYNOP) aux heures synop­
tiques (toutes les 6 heures) ainsi que les informations obtenues à partir de bouées 
marines et des navires (BUOY et SHIP). 
- Les radiosondages fournissent un profil vertical de l'atmosphère (vent, température 
et humidité) typiquement à OOUTC et 12UTC. 
- Les AIREP, ACARS et AMDARS fournissent des observations météorologiCJues à 
partir d'aéronefs (principalement le vent et la température). 
Les données satellitaires proviennent d'instruments mesurant les radiances dans l'infra­
rouge (e.g., TOVS, AIR.S, IASI) et les micro-ondes (e.g., AMSU-a, b, SSM/I et SSMIS). 
L'imagerie satellitaire déduit les vents du déplacement des nuages à différentes alti­
tudes. Cette imagerie est principalement fournie des satellites géostationnaires (GOES, 
METEOSAT, MTSAT). 
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Les observations doivent, avant leur traitement, subir un contrôle de qualité pour 
filtrer et corriger les données erronées. 
L'assimilation de données se présente comme un problème d'estimation statistique 
dépendant d'informations sur les erreurs de l'ébauche et celles des observations (Gandin, 
1963; Daley, 1991). En effet, il s'agit de trouver un estimé de l'état de l'atmosphère le 
plus proche de la réalité, c'est à dire avec une variance d'erreur minimale en utilisant les 
statistiques sur les erreurs des différentes sources d'informations. 
1.1.1 Le 3D-Var 
Le principe du 3D-Var est identique à celui de l'interpolation statistique (Lorenc, 
1988).11 s'agit de corriger le champ d'ébauche par un ensemble d'observations en connais­
sant les statistiques d'erreur de chaque source d'information (ébauche et observation). Le 
meilleur estimé de l'état réel est obtenu, pour des distributions gaussiennes, en minimi­
sant la variance totale d'erreur d'analyse. La méthode variationnelle traite ce problème 
en minimisant une fonction coût J qui mesure la distance de cette analyse à l'ébauche, 
pondérée par l'inverse de la covariance d'erreur de l'ébauche, et la distance aux observa­
tions, pondérée par l'inverse de la covariance d'erreur des observations (Gauthier et al., 
1999). Cette fonction coût s'écrit 
(1.1.1) 
où x représente l'état modèle, Xb le champ d'essai (ébauche), y les observations, B, la 
matrice de covariance de l'erreur du champ d'essai, R la matrice de covariance d'erreur 
des observations et H représente l'opérateur d'observation (linéaire ou non) qui sert à 
effectuer la transformation nécessaire de l'état modèle vers les observations. 
L'analyse est obtenue au minimum de la fonction coût, c'est à dire \l J = O. On peut 
montrer que l'analyse s'écrit alors sous la forme 
(1.1.2) 
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La matrice de gain K est définie par 
(1.1.3) 
La minimisation s'effectue à l'aide d'algorithmes de descente tels que le gradient conju­
gué ou quasi-Newton (Navon et Legler, 1987; Gilbert et LeMaréchal, 1989). 
L'approche incrémentale du 3D-Var (Courtier et al., 1994) est formulée en minimisant 
la fonction coût, non pas par rapport à la variable x mais, cette fois-ci, par rapport à 
6x défini par 
6x = x - Xb (1.1.4) 
Avec ce changement de variable, la fonction coût peut s'écrire 
(1.1.5) 
où H' = ~~ IXb est le jacobien de l'opérateur non linéaire H évalué en x = Xb alors 
que yi = Y - H(Xb) sont les innovations (écarts entre les observations eL l'équivalent 
modèle des observations). 
Le problème est similaire à l'original sauf que l'opérateur d'observation est linéarisé 
autour de Xb et le jacobien H' est utilisé à la place de l'opérateur non linéaire. 
Le résultat de la minimisation est l'incrément d'analyse 6xa , tel que 
(1.1.6) 
où 6xa désigne l'incrément d'analyse et représente la correction à apporter à l'ébauche 
pour se rapprocher des observations. 
1.1.2 Le 4D-Var 
L'extension du 3D-Var vers le 4D-Var se fait en considérant une fenêtre temporelle 
(to < t < tn)· On cherche maintenant à déterminer des conditions initiales Xo conduisant 
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à une 'trajectoire' x( t) qui minimise la fonction coût suivante 
où N désigne le nombre d'intervalles de temps définis sur la fenêtre temporelle. 
L'approche incrémentale est appliquée en posant 
x(t) = XR(t) + 8x(t) (1.1.8) 
où XR(t) = N(xo, t) est une intégration du modèle non linéaire complet à partir 
des conditions initiales xo. Tel que montré par Talagrand et Cour Lier (1987), une per­
turbation 8xo aux conditions initiales conduit à une perturbation 8x(t) qui peut être 
approximée par 8x(t) = L(to, t)8xo où L(to, t) est le propagateur du modèle linéaire tan­
gent. Introduisant ceci dans 1.1.7, le 4D-Var incrémentaI consiste à minimiser la fonction 
objective 
1 T 1
"28xo B- 8xo (1.1.9) 
N +~ l:)H'(XR(ti))L(to, ti))8xO - y;fR-1(H'(XR(ti))L(to, ti))8xO - y;) 
i=O 
En minimisant ceci, on obtient 8xo = 8xa 
et l'analyse est Xa = Xb + 8xa 
Pour résoudre 1.1.7, une suite de linéarisations successives peut être faite. Dans Cour­
tier et al. (1994), ceci correspond aux itérations dites externes, alors que les itérations 
effectuées pour minimiser 1.1.9 constituent les itérations de la boucle 'interne'. On refère 
le lecteur à Courtier et al. (1994) et Gauthier et al. (2007) pour plus de détails. 
La figure 1.3, tirée de Laroche et al. (2007), illustre bien la différence entre le 3D-Var 
et le 4D-Var. En effet, dans le cas du 3D-Var, l'incrément d'analyse est estimé au centre 
de la fenêtre d'assimilation. Les observations assimilées sont situées sur un intervalle de 
temps de 3-h sauf celles des radiances qui s'étalent sur une fenêtre de 6-h. Dans le cas du 
4D-Var, les observations assimilées couvrent un intervalle de 6 heures et la minimisation 
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aboutit à une trajectoire sur toute la fenêtre. 
3D-Var 
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FIGURE 1.3: Schéma représentant le système d'assimilation du SMC. (haut) système 
précédant 3D-Var. (bas) système actuel 4D-Var. Les courbes à trait plein' 
représentent la trajectoire de l'ébauche tandis que les courbes en pointillés 
sont les mises àjour. Les cercles pleins et vides représentent respectivement 
l'analyse et l'ébauche. (Source: (Laroche et al., 2007)) 
1.2 L'incrément d'analyse moyen 
L'estimation statistique s'appuie sur l'hypothèse que ni l'erreur de prévision ni l'er­
reur d'observation ne sont biaisées, en conséquence de quoi l'incrément d'analyse n'est 
également pas biaisé. Si la moyenne des incréments d'analyse n'est pas nulle, ceci révèle 
qu'il y a un biais dans l'erreur de prévision et/ou l'erreur d'observation. Comme les 
observations sont corrigées et débiaisées lors de la procédure de contrôle de qualité, un 
biais observé sur l'incrément d'analyse moyen indiquerait un biais dans la prévision qui 
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fournit l'ébauche. 
La figure 1.4 illustre un système d'analyse dans lequel l'incrément d'analyse ramène le 
modèle vers les observations (segments fléchés sur la figure 1.4). Dans ce cas le modèle 
n'est pas biaisé, ce qui induit des changements de signe dans l'incrément d'analyse. Pour 
un grand nombre de cycles d'assimilation et sous l'hypothè..<;e d'ergodicité, la moyenne de 
cet incrément devrait s'annuler. Cette situation indique l'absence d'erreur systématique 
dans le système. 
Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5 
f-------+------t-----+-----+-------+I ._. _. 
Observations 
Ébauche 
Incrément d'analyse Incrément d'analyse moyen o 
• Analyse 
FIGURE 1.4: Illustration d'un modèle non biaisé 
À l'inverse, la figure 1.5 illustre une situation pour un modèle biaisé. Dans ce cas, 
l'incrément d'analyse tend à ramener le modèle vers les observations mais, à chaque fois, 
le modèle tend à retourner vers sa propre climatologie. Il est clair qu'alors, la climatologie 
du modèle est différente de la réalité. Dans ce cas l'incrément d'analyse ne change pas 
de signe, indiquant la présence d'un biais. La magnitude de ce biais de l'incrément est 
indicateur de l'intensité d'un biais du modèle. 
La règle selon laquelle l'incrément d'analyse moyen est une bonne indication de la 
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qualité du modèle est sujette à la condition de présence d'observations dans le domaine 
d'étude. Dans le cas contraire, l'analyse va être très proche de l'ébauche et l'incrément 
d'analyse va tendre vers zéro et ce, quelque soit la qualité du modèle. En effet, dans le 
cas où il y a un vide d'observations, seule l'ébauche est prise en compte dans l'analyse. 
Cette situation entraîne un faible incrément d'analyse et provoque un jugement erroné 
sur la performance du modèle. 
1.3 Équivalence tendance initiale et incrément d'analyse 
Pour démontrer l'équivalence entre les tendances initiales et l'incrément d'analyse 
moyen, la figure 1.5 est utilisée pour schématiser un ensemble de cycles d'assimilation. 
Pour mieux expliquer la méthodologie, le modèle a été considéré comme nettement biaisé. 
Sur la figure 1.5, la courbe bleue représente les observations, les courbes noires, les 
ébauches (To(to), T1(tl)'" Ti(ti)) et les points rouges les analyses ( ANo, AN1 .. .ANi ). 
INCl, INC2 .. .INCi désignent les incréments d'analyse pour chaque cycle d'assimila­
tion. 
Schemalic diagram showing the data assimilation 1 forecae\ cycle 
t (unlls of timesteps) 
a , n 2n 3n 4n 
01234 ... n 0123Q ... n 
t o l, 
01234 ... n 01234 ... n 
l, I, 
FIGURE 1.5: Schéma d'un cycle d'assimilation. La courbe bleue représente les obser­
vations, les courbes noires les ébauches et les points rouges les analyses. 
(source : RPü7) 
20 
L'incrément d'analyse moyen est estimé par la relation 
(1.3.1) 
où m est le nombre total de cycles d'assimilation et n, le nombre de pas de temps 
requis pour compléter la prévision du modèle (ébauche). Dans cette notation Ti(n) == 
Ti(to + n6t) , 6L étant le pas de temps de l'intégration. 
En réarrangeant les termes de (1.3.1), on obtient 
En développant la deuxième sommation à droite dans l'équation (1.3.2), on obtient 
__ lm lm 1
 
INC = - L INCi = --L [Ti(n) -Ti(O)] + - [Tm(n) - To(n)] (1.3.3)
 
m m m 
i=l i=1 
Pour un grand nombre de simulations m, on peut négliger le deuxième terme de droite 
dans l'équation (1.3.3). Ce qui nous amène à écrire 
(1.3.4) . 
ou encore, avec 








est la moyenne des tendances de température pour chaque pas de temps sur l'intervalle 
ti ::::; t < ti+l 
Finalement, la moyenne des incréments s'exprime comme étant 
- 1 ~ ni:è,t ~ --;­INC = - L1NCi;:::; ---LTi (1.3.7) 
m i=l m i=l 
où 
représente la tendance moyenne sur tous les pas de temps. 
Par conséquent la relation (1.3.7) indique que l'incrément d'analyse moyen est équi­
valent au négatif de la tendance initiale moyenne. Ceci est conséquent avec le schéma 
de la figure 1.5. Si la tendance du modèle tend à l'éloigner de la climatologie réelle, 
l'incrément d'analyse agit dans le sens opposé pour ramener l'intégration vers l'état réel 
de l'atmosphère. 
A la section suivante, cette équivalence permet de développer des diagnostics plus fins 
pouvant expliquer la présence d'un biais dans l'incrément d'analyse. 
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1.4 Définition de la tendance systématique initiale 
L'évolution de l'atmosphère est estimée par les modèles à l'aide d'une représentation 
d'un ensemble de processus physiques et dynamiques. Ainsi l'évolution des paramètres 
atmosphériques est gouvernée par la résultante de différents processus qui leur sont 
associés. 
Les paramètres météorologiques tels que le vent, la température, l'humidité etc, peuvent 
être déterminés à chaque pas de temps de l'intégration, ceci par la prise en compte par 
le modèle des processus physiques et dynamiques définissant les tendances temporelles 
pour chacune de ces variables. 
La tendance totale d'une variable comme, par exemple, la température est due à 
la contribution de tous les processus représentés par le modèle et impliqués dans son 
évolution. 
Le paramètre diagnostic utilisé dans notre étude est défini comme suit 
m m k ~ I:Titotale = ~ I: I:Tik (1.4.1)
m m 
i=l i=l p=l 
où p = 1, ... , k est associé aux k processus pris en compte. 
Dans notre étude, nous avons calculé les tendances systématiques initiales essentielle­
ment pour la température et les processus considérés sont: 
- la dynamique à travers l'advection 
- la convection (restreinte et profonde) 
- la radiation 
- la condensation de grande échelle 
- la diffusion verticale 
Il est à noter que, pour les besoins de la méthode appliquée ici, tous les schémas de 
paramétrisation y compris celui de la radiation sont exécutés à chaque pas de temps. 
Ainsi, la mise à jour du paramètre considéré se fait à chaque pas d'intégration par tous 
les processus impliqués. 
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Les tendances initiales ont été moyennées sur une période de six heures en excluant 
le premier pas dc temps de l'intégration (entre 0.25 et 6.25 heures). En effet, comme le 
soulignent (RPO?), le démarrage à froid du modèle ainsi que la structure du premier pas 
de temps constituent les raisons justifiant ce choix. 
On remarquera que les processus impliqués sont des processus dits 'rapides' . En effet, 
il est impératif que l'impact de ces processus soit effectif dès les premières six heures 
d'intégration, période sur laquelle sont calculées les tendances. Les processus comme 
ceux qui se produisent à l'interface air-mer sont plus lents et ne peuvent être considérés 
dans cette méthode. 
Les tendances initiales sont calculées pour chaque point de grille et sur plusieurs 
niveaux verticaux. Elles ont été moyennées sur plusieurs régions spécifiques pour les­
quelles on voudrait explorer la qualité du modèle à travers l'équilibre entre les diffé­
rents processus représentés. Les régions considérées ici sont les tropiques (1800E-1800W, 
25°8-25°N), les extra-tropiques nord (1800E-1800W, 25°N-900N), les extra-tropiques 
sud (1800E-1800W, 90°8-15°8) et le globe en entier. Les moyennes spatiales ont été 
déterminées en pondérant chaque point de grille par la surface qu'il occupe. Ce qui peut 
être exprimé sous la forme 
aT = ~J(aT)dS
at S at 
s 
où S désigne la surface. 
Les tendances ainsi calculées peuvent être investiguées sous forme de profils verticaux 
pour chaque région ou des cartes représentant un niveau vertical donné. 
La tendance initiale ainsi calculée est un indicateur de l'équilibre du modèle à tra­
vers la qualité de sa représentation des processus physiques. Un modèle parfaitement 
équilibré afficherait une tendance initiale totale nulle. Cette affirmation est cependant 
sujette à certaines conditions. Premièrement, tel que mentionné par RPO?, la région 
d'étude sur laquelle est évaluée la moyenne des tendances doit être assez grande pour 
éviter que des erreurs dans le modèle ne soient compensées les unes les autres, ce qui 
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entraînerait des tendances faibles même pour un modèle imparfait. Cette situation est 
cependant très improbable étant donné le nombre de degrés de liberté très élevé du mo­
dèle. D'autre part, la période durant laquelle les tendances sont calculées ne doit pas 
correspondre à une période de transition. Par exemple, les tendances de température, 
pourraient être influencées par le cycle annuel durant les mois d'équinoxe. Autrement 
dit, la tendance naturelle sur la période d'estimation des diagnostics doit être négligeable 
comparativement aux tendances produites par le modèle (Rodwell et Jang, 2008). Il est 
donc préférable, surtout dans les régions extratropicales, d'appliquer le diagnostic sur 
une période correspondant aux mois de solstice. 
1.5 Conclusions et remarques 
La technique des diagnostics des tendances initiales telle que présentée ici offre plu­
sieurs avantages. L'équivalence de ce diagnostic avec l'incrément d'analyse moyen lui 
apporte de la puissance et de la robustesse pour expliquer la présence de biais dans 
les incréments d'analyse. La décomposition de la tendance initiale totale en contribu­
tions des tendances dues aux différents processus lui prodigue l'avantage du détail dans 
la prospection de la cohérence des modèles. On pourra ainsi investiguer l'équilibre dy­
namique des modèles à travers l'allure des tendances relatives à chaque processus et 
voir leur comportement que ce soit verticalement sur la colonne atmosphérique ou ho­
rizontalement pour un niveau d'altitude donné. Le fait de moyenner spatialement offre 
l'avantage de cibler des régions bien précises où le modèle peuL présenter des incohé­
rences dans son équilibre. Cette technique est également applicable pour toute variable 
pour laquelle on va déterminer les tendances initiales et ceci selon le domaine d'intérêt 
et selon le problème qu'on veut résoudre. 
Ces diagnostics sont faciles à mettre en oeuvre et peu coüteux en temps de calcul. 
Par contre tel que mentionné plus haut, ces diagnostics ne s'appliquent qu'à des pro­
cessus rapides agissant dans les premières heures d'intégration. Il faut également qu'un 
volume d'observations suffisant ait été assimilé pour rapprocher l'ébauche de l'état réel 
de l'atmosphère. Finalement, la tendance totale n'étant nulle qu'en moyenne, celle-ci 
25 
doit être calculée sur une région suffisamment grande et sur une période de temps allant 
de quelques semaines à un mois. Cette durée est considérée suffisante par les auteurs de 
cette méthode mais une plus longue période reste envisageable. 
CHAPITRE II 
IMPACT DE LA MÉTHODE D'ASSIMILATION 
SUR L'EQUILIBRE DYNAMIQUE 
2.1	 Description de l'objectif visé et de l'expérimentation 
proposée 
L'équilibre des processus physiques dans un modèle est atteint après une période d'in­
tégration suffisamment longue. Dans le cadre d'un cycle d'assimilation, l'ajout d'un incré­
ment d'analyse perturbe cet équilibre et conduit à un "spin-up" dans les premières heures 
d'intégration durant lesquelles les ondes de gravité transientes non physiques créent des 
précipitations irréalistes (Gauthier et Thépaut, 2001). Ceci a nécessité l'introduction 
de méthodes permettant de filtrer ces ondes de gravité indésirables. L'initialisation non 
linéaire aux modes normaux (Machenhauer, 1977; Baer et Tribbia, 1977; Daley, 1991) 
et les filtres digitaux (Lynch, 1997) sont deux méthodes qui ont été utilisées avec succès 
dans les systèmes opérationnels de prévision numérique du temps. 
La dimension temporelle est introduite dans le 4D-Var et permet d'inclure un terme 
de pénalité à la fonction coût pour imposer implicitement une contrainte d'équilibre 
dynamique. Celle-ci peut être basée sur les modes normaux (Courtier et Talagrand, 
1990) ou encore sur le filtre digital (Gauthier et Thépaut, 2001). 
Dans leurs expériences, Gauthier et Thépaut (2001) ont comparé l'impact de cette 
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contrainte sur le degré d'équilibre du modèle en mesurant le "spin-up" dans le taux de 
précipitation lors des premières 24 heures d'intégration basées sur des analyses 3D-Var 
et 4D-Var. Les résultats ont montré que le modèle était mieux équilibré dans le cas du 
4D-Var comparé au 3D-Var et ne nécessitait presque pas de contraintes pour maintenir 
cet équilibre. 
Dans notre étude, la même problématique est traitée, mais en utilisant cette fois le 
diagnostic des tendances initiales tel que défini précédemment pour mieux mesurer le 
degré d'équilibre. 
L'objectif de cette étude comparative est d'inspecter l'équilibre dynamique du mo­
dèle lorsqu'il est démarré à partir d'analyses 3D-Var ou 4D-Var. On étudiera également 
l'information que peut apporter ce diagnostic pour mieux comprendre les différents pro­
cessus physiques impliqués et leurs interactions. 
On se propose d'effectuer deux ensembles de simulations de courte ou moyenne échéance 
couvrant une assez longue période pour que la variabilité synoptique soit prise en compte. 
Dans chaque ensemble, on utilisera des analyses 3D-Var d'une part, et 4D-Var d'autre 
part comme conditions initiales. Le modèle utilisé est similaire à celui utilisé dans le 
système d'assimilation de façon à ce que la correspondance entre incréments d'analyse 
moyens et tendances initiales moyennes présentée dans le chapitre précédent soit valide. 
2.2 Description du cadre expérimental 
2.2.1 Le modèle 
Le modèle utilisé dans ce travail est le modèle GEM (Global Environnemental Multi­
échelle) du Service météorologique du Canada (Côté ct al., 1998; Bélair et al., 2009). Le 
modèle GEM peut adopter une configuration globale uniforme ou à résolution variable. 
Il peut également être configuré en mode 'aire limitée'. 
La version de GEM utilisée dans ces expériences est une configuration globale uniforme 
avec une résolution horizontale d'environ 50 km à l'équateur (800x600 points de grille). 
Le modèle comprend 80 niveaux verticaux avec une pression au toit de 0.1 hPa et utilise 
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une coordonnée hybride. L'intégration s'effectue à un pas de temps de quinze minutes. 
Une description détaillée de la physique du modèle peut être trouvée dans Mailhot et 
al. (1998) et Bélair et al. (2009). 
Les paramétrisations physiques sont effectuées en utilisant les schémas suivants: 
- Radiation: cccmarad (Li et Barker, 2005) 
- Convection profonde: Kain-Fritch (Kain et Fritch, 1990) 
- Convection restreinte: Kuo Transient (Kuo, 1974) 
- Surface: ISBA (Noilhan et Planton, 1989) 
- Condensation de grande échelle: Sundqvist (Sundqvist, 1978) 
- Diffusion verticale: Mailhot et Benoit (Mailhot et Benoit, 1982) 
2.2.2 Simulations 
Les simulations effectuées couvrent tout le mois de janvier 2009. Pour chaque jour, 
les simulations démarrent à OOUTC, 06UTC, 12UTC et 18UTC. La longueur des simu­
lations est typiquement de 5 jours et la version globale est utilisée. Le nombre total de 
simulations est par conséquent de 124. On considère que le nombre total des simulations 
est suffisamment élevé pour que la variabilité synoptique soit résolue. 
On a montré l'équivalence existant entre l'incrément d'analyse moyen et les tendances 
calculées sur les premières six heures. Néanmoins, on a étalé les intégrations jusqu'à cinq 
jours pour montrer et vérifier que le modèle finit par s'équilibrer complètement après 
une longue période d'intégration. 
Les analyses employées comme conditions initiales pour ces intégrations (analyses 3D­
Var et 4D-Var) proviennent du Service Météorologique du Canada (SMC) (Gauthier et 
al., 1999, 2007). Ces dernières ont été élaborées en utilisant le modèle GEM global dans 
une configuration presque identique à celle utilisée ici. Les observations proviennent de 
la chaîne opérationnelle d'Environnement Canada. 
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2.3 Comparaison 3D-Var vs 4D-Var 
2.3.1 Tendances initiales de la température 
Dans cette expérience, les diagnostics des tendances initiales du champ de tempéra­
ture ont été évalués. Comme expliqué précédemment, la tendance totale est obtenue par 
la contribution de plusieurs tendances individuelles relatives à chaque processus impli­
qué dans l'évolution de la température. Ces processus sont la radiation, la convection 
(profonde et restreinte), la diffusion verticale, la condensation de grande échelle et la 
dynamique (advection). 
On rappelle que les tendances sont calculées sur les premières six heures en excluant le 
premier pas de temps. Ceci est justifié par sa singularité relativement aux pas de temps 
suivants. En effet, le démarrage à froid du modèle requiert Ulle structure différente du 
premier pas de temps et le modèle est en quelque sorte différent. 
Dans cette expérience, deux ensembles d'intégrations ont été effectués, l'un utilisant 
des analyses 3D-Var et l'autre des analyses 4D-Var. Les deux jeux d'analyses proviennent 
du SMC (Laroche et Sarrazin, 2010). Les objectifs poursuivis à travers cette expérience 
sont, d'une part, la prospection de l'effet qu'auront l'un ou l'autre type d'analyse sur 
l'équilibre dynamique du modèle lors des premiers instants de l'intégration et, d'autre 
part, déceler les différences éventuelles qui peuvent apparaître entre les deux systèmes. 
Les résultats obtenus sont présentés sur les figures 2.1 et 2.2 pour les simulations dé­
marrant à partir d'analyses 3D-Var et 4D-Var, respectivement. Les tendances initiales 
associées aux divers processus sont la tendance obtenue par la radiation (en vert), la 
convection (en rouge), la dynamique (en bleu), la condensation de grande échelle (en 
magenta) et la diffusion verticale (en marron). La courbe en noir représente la somme 
de toutes ces tendances, et correspond à la tendance nette ou totale. Les profils ont été 
traçés à partir du niveau 950 hPa dans le but d'avoir des moyennes spatiales significa­
tives impliquant un maximum de points de grille. Les intervalles de confiance à 99% ont 
été tracés pour les tendances nettes (courbe noire). Les profils des différences entres les 















































































































(d) Extra-tropiques Sud 
FIGURE 2.1: Profils des tendances systématiques initiales de température en KjJour 
calculées sur les premières 6 heures excluant le premier pas de temps et 
moyennées sur tout le globe (a), les tropiques (b), les extra-tropiques nord 
(c) et les extra-tropiques sud (d). Les abréviations Dyn, Rad, Con, Lsp, 
V.dif et Tot désignent respectivement, la dynamique (advection), la radia­
tion, la convection, la condensation de grande échelle, la diffusion verticale 
et le total de ces tendances. Les intégrations utilisent des analyses 3D­
Var. Les barres horizontales sur la courbe noire expriment l'intervalle ùe 























































































































(d) Extra-tropiques Sud 
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(c) Extra-tropiques Nord (d) Extra-tropiques Sud 
FIGURE 2.3: Profils des différences entre les tendances systématiques initiales de tem­
pérature (4D-Var-3D-Var) en KIJour calculées sur les premières 6 heures 
excluant le premier pas de temps et moyennées sur tout le globe (a), les 
tropiques (b), les extra-tropiques nord (c) et les extra-tropiques sud (d). 
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D'une façon générale, les résultats obtenus montrent de grandes similarités avec cepen­
dant quelques différences entre les tendances initiales des simulations utilisant un 3D-Var 
par rapport à celles utilisant un 4D-Var (Fig. 2.3). Le modèle est à peu près équilibré 
dans les deux cas, avec toutefois des déséquilibres plus nets dans le cas du 4D-Var où on 
observe un réchauffement plus accentué sur une grande partie de la troposphère comme 
le montre la figure 2.2a. 
On remarque également que les tendances, moyennées globalement, montrent un équi­
libre s'établissant sur une grande partie de l'atmosphère entre la radiation, la convection 
et la condensation de grande échelle (Fig. 2.1a et 2.2a). La radiation, à travers le refroidis­
sement, tend à déstabiliser l'atmosphère, tandis que la convection et la condensation de 
grande échelle tendent à rétablir l'équilibre à travers le réchauffement dû au dégagement 
de chaleur latente. L'effet de la diffusion verticale est surtout perceptible dans les basses 
couches en transportaut la, chaleur introduite par les flux de chaleur sensible de surface. 
Concernant les régions extra-tropicales, les différences sont moindres à l'exception des 
basses couches dans les extra-tropiques sud où l'on observe quelques différences dans la 
convection restreinte ainsi que dans la radiation (Fig. 2.3d). Les tendances moyennées sur 
les tropiques montrent que l'équilibre est surtout établi entre la radiation déstabilisant 
l'atmosphère, la convection ainsi déclenchée et le refroidissement dû aux mouvements 
ascendants (dynamique) (Fig. 2.1b et 2.2b). Les profils obtenus dans les tropiques sont 
assez similaires pour les deux types d'analyses mais un examen des profils des différences 
(Fig. 2.3b) permet de déceler des différences assez nettes dans les tendances de la convec­
tion sur une grande partie de la troposphère. On remarque ainsi que le réchauffement 
convectif semble plus important dans le cas du 4D-Var, signe que l'activité convective 
est dans ce cas plus intense. Des différences sont également observées dans les basses 
couches pour les tendances de radiation et de diffusion verticale. 
Pour approfondir l'examen de ces différences, les tendances dues à la convection au 
niveau de pression 500 hPa ont été examinées. Ces dernières sont présentées sur les 









FIGURE 2.4:	 Tendances moyennes de température dues à la convection pour le niveau 
500 hPa en KI J pour les simulations utilisant des analyses 3D-Var (a) et 
celles employant des analyses 4D-Var (b) 
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Il apparaît clairement que l'activité convective le long de la zone de convergence inter­
tropicale (ZCIT) est nettement plus marquée dans le cas des simulations 4D-Var comme 
le montre la figure des différences entre les tendances (Fig. 2.5). Cet 'excès' de l'acti ­
vité convective est le principal facteur du déséquilibre relatif observé sur les profils de 
tendances de température où on observe un réchauffement sur une grande partie de la 
troposphère. Une des raisons possibles serait que le schéma de convection utilisé dans le 
modèle présente quelques problèmes dans la représentation de ce processus dans la ré­
gion tropicale pour les simulations démarrant à partir d'analyses 40-Var. On remarque 
ainsi que le schéma de paramétrisation de la convection (Kain-Frisch dans notre cas) 







FIGURE 2.5: Différences entre les tendances de température dues à la convection pour 
le 4D-Var et le 3D-Var pour le niveau 500 hPa, en K/J. 
Cette remarque est évidemment contre-intuitive. En effet, il est bien prouvé que, dans 
les extra-tropiques, le système 40-Var fournit des analyses de meilleure qualité que celle 
des analyses 3D-Var (Gau thicr ct Thépaut, 2001 ; Gau thier et al., 2007; Laroche et al., 
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2007). On observe cependant une dégradation de la représentation de la convection dans 
les tropiques. Par conséquent, le problème devrait se situer dans la représentation de ce 
processus par le modèle dans la région des tropiques. 
Cette dernière remarque est mieux expliquée par l'expérience où on considère juste le 
premier pas de temps dans le calcul des tendances. Cette expérience est détaillée à la 
section 2.4. 
2.3.2 Tendances initiales de la variable de l'humidité spécifique 
Pour compléter notre étude comparative entre les tendances initiales obtenues à partir 
d'analyses 3D-Var et celles obtenues par des analyses 4D-Var, on a calculé ce diagnostic 
en considérant cette fois-ci l'humidité spécifique. Les tendances systématiques initiales 
de l'humidité spécifique ont été déterminées de la même manière que celle utilisée pour 
la variable de la température. Néanmoins, les processus physiques considérés dans ce cas 
sont la convection restreinte et profonde, la condensation de grande échelle, la diffusion 
verticale et la dynamique à travers l'advection. Ces processus ont été considérés comme 
les principaux facteurs dans l'évolution de l'humidité spécifique par le modèle. Comme 
auparavant, ces processus sont rapides et agissent dès les premiers pas de temps. 
Les profils des tendances systématiques initiales de l'humidité spécifique sont présentés 
sur la figure 2.6 pour les simulations utilisant des analyses 3D-Var et celles utilisant des 
analyses 4D-Var sur la figure 2.7. Les tendances de convection, de condensation, de 
diffusion verticale et d'advection sont respectivement tracées en rouge, magenta, marron 
et bleu pour différentes régions. 
Les profils des tendances montrent qu'en général, dans les basses couches, l'équilibre 
s'établit entre deux processus. Le premier est la diffusion verticale représenta.nt une 
source d'humidité à travers l'évaporation de la surface et le transfert turbulent vertical. 
Le deuxième est représenté conjointement par la convection, la condensation de grande 
échelle et l'advection (verticale) qui sont des puits d'humidité à travers la condensation 
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FIGURE	 2.6: Profils des tendances systématiques initiales de l'humidité spécifique en 
gjkgjJour calculées sur les premières 6 heures excluant le premier pas 
de temps et moyennées sur tout le globe (a), les tropiques (b), les extra­
tropiques nord (c) et les extra-tropiques sud (d). Les intégrations utilisent 
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FIGURE 2.7: Comme 2.6 mais pour des intégrations basées sur les analyses 4D-Var. 
Dans les couches moyennes et supérieures de l'atmosphère, l'influence de la diffusion 
verticale s'affaiblit rapidement et l'équilibre est globalement établi entre d'une part l'ad­
vection et d'autre part la convection et la condensation de grande échelle. Dans les 
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tropiques, les deux processus prédominants sont la convection et l'advection, le premier 
agit comme puits d'humidité à travers la condensation et le deuxième est source d'hu­
midité notamment par les mouvements subsidents compensatoires provoquant l'évapo­
ration des gouttelettes d'eau. Dans les basses couches, le processus de diffusion verticale 
est plus intense dans ces régions (tropiques) en raison du réchauffement intense de sur­
face induisant une forte évaporation et son transport vertical. Dans les extra-tropiques, 
la convection profonde est beaucoup moins importante et les processus prédominants 
dans ces régions sont maintenant l'advection et la condensation de grande échelle. En 
comparant les profils obtenus dans chaque région, on remarque que le modèle est moins 
équilibré dans les tropiques où un déficit d'humidité est observé sur une grande partie 
de la troposphère. 
La comparaison des profils obtenus par les simulations démarrant à partir d'analyses 
3D-Var et celles démarrant à pa.rtir d'analyses 4D-Va.r montre de grandes similarités à 
l'échelle globale à l'exception de quelques différences dans les couches superficielles où 
le modèle refroidit plus dans le cas du 4D-Var. Dans les extra-tropiques nord et sud, les 
profils obtenus sont également très semblables à part de légères différences dans les basses 
couches. Les différences les plus importantes sont observées dans les tropiques où, en 
plus des dissemblances des basses couches, le refroidissement observé approximativement 
entre les niveaux 850 et 300 hPa est plus accentué dans le cas des profils provenant des 
simulations démarrant d'un 4D-Var. Ce déficit d'humidité est dû à une activité plus 
soutenue de la convection. Ce résultat confirme celui obtenu pour les profils des tendances 
de température (Sous-section 2.3.1). Comme pour la température, on a approfondi la 
prospection en traçant les tendances initiales de l'humidité spécifique pour le niveau de 
pression 700 hPa (Fig. 2.8). 
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FIGURE 2.8:	 Tendances moyennes d'humidité spécifique dues à la convection pour le 
niveau 700 hPa pour les simulations utilisant des analyses 3D-Var (a) et 
celles employant des analyses 4D-Var (b) en gjKgjJ. 
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Le résultat est présenté sur la figure 2.8 où on aperçoit clairement que l'activité de la 
convection est plus importante dans le cas du 4D-Var surtout dans la région tropicale 
et plus précisément dans la zone de convergence inter-tropicale. La figure des différences 
entre les tendances (Fig. 2.9) montre que les disparités sont localisées au niveau de la 
ZCIT surtout au-dessus des océans. 
-1.5 -1 -0.5 o 0.5 1.5 
FIGURE 2.9: Différences entre les tendances d'humidité spécifique dues à la convection 
pour le 4D-Var et le 3D-Var en gjKgjJ. 
Ce résultat confirme celui obtenu pour les tendances de la température et confirme le 
problème, dans les tropiques, concernant la représentation par le modèle du processus 
de convection. 
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2.4 Tendances initiales pour le premier pas de temps 
Dans le modèle GEM, des quantités comme l'énergie cinétique turbulente et les nuages 
sont mises à zéro initialement et recréés par la physique du modèle. Certains processus 
rapides permettent de recréer ces quantités en quelques pas de temps du modèle seule­
ment. Le premier pas de temps du modèle est forcément 'coloré' pa.r ce démarrage à 
froid. 
Le but de cette section est d'examiner cette tendance initiale pour justifier pourquoi 
la tendance du premier pas de temps a été exclue de la moyenne des tendances telle que 
présentée au chapitre précédant. Rodwell et Palmer (2007) avaient noté ce problème et 
exclu également le premier pas de temps de leurs calculs. 
Comme indiqué précédemment, le premier pas de temps de l'intégration est différent 
des suivants à cause de sa structure numérique différente pour permettre un démarrage 
à froid du modèle. Les tendances initiales de la température ont donc été calculées pour 
le premier pas de temps et ce pour les deux types d'analyses. L'idée est d'examiner 
l'équilibre du modèle pendant le tout premier pas de temps et de comparer cet équilibre 
à celui observé sur les six heures suivantes. Les résultats des calculs sont présentées sur 
les figures 2.10 et 2.11. 
En observant les profils des tendances issues des simulations démarrant avec des ana­
lyses 3D-Var, on remarque qu'à l'échelle globale, il y a un fort réchauffement des basses 
couches dû à la diffusion verticale (Fig. 2.10a). Le modèle est mieux équilibré durant les 
six heures suivantes (voir Fig.2.1). Dans les tropiques, on observe le même réchauffement 
avec, cependant, un refroidissement net au niveau 900 hPa (Fig.2.1Gb). Le réchauffement 
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FIGURE 2.10: Profils des tendances systématiques initiales de température en KI Jour 
calculées pour le premier pas de temps moyennées sur tout le globe (a), 
les tropiques (b), les extra-tropiques nord (c) et les extra-tropiques sud 
















































































































(d) Extra-tropiques Sud 
FleURE 2.11: Idem que 2.10 mais pour des analyses 4D-Var. 
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Concernant les tendances obtenues par les simulations démarrant avec des analyses 
4D-Var, on remarque que la différence entre celles issues du premier pas de temps et 
celles calculées pour les six heures suivantes n'est pas aussi nette que dans le cas du 
3D-Var. Le fort réchauffement des basses couches n'est pas observé ici et les profils de la 
tendance totale sont assez similaires à ceux des six heures suivantes. Cette remarque nous 
indique que, dans ce cas, le modèle atteint son équilibre plus rapidement que dans le cas 
du 3D-Var. L'analyse 4D-Var est elle-même le résultat d'une intégration du modèle, ceci 
explique, du moins en partie, pourquoi une analyse 4D-Var est mieux équilibrée qu'une 
analyse 3D-Var au tout premier pas de temps. Une activité convective très intense est 
également ohservée dans les tropiques et ce dès le premier pas de temps, entraînant un 
réchauffement du modèle sur presque toute la colonne de la troposphère. Cette dernière 
remarque nous indique que le système d'assimilation 4D-Var utilisé dans cette étude 
produit, dans les régions tropicales, des analyses induisant des conditions très favorables 
au déclenchement d'une forte activité convective. 
2.5 Tendances après cinq jours d'intégration 
Un modèle doit, après un temps d'intégration suffisamment long, tendre à s'équilibrer 
et atteindre finalement sa propre climatologie. Le modèle devrait, à ce stade, afficher 
une tendance totale nulle sur toute la colonne de l'atmosphère. 
Pour vérifier que notre modèle s'équilibre après un temps d'intégration suffisant, on 
a calculé les tendances de température après cinq jours d'intégration. Les résultats sont 
présentés sur les figures 2.12 et 2.13 pour les intégrations basées sur les analyses 3D-Var 
et 4D-Var respectivement. 
Les profils ainsi obtenus montrent que le modèle est quasiment équilibré sur presque 
toute la colonne atmosphérique. Un léger biais est cependant observé dans les couches 
supérieures du modèle au dessus du niveau 200 hPa où on note un déséquilibre entre la 


















































































































(d) Extra-tropiques Sud 
FIGURE 2.12: Profils des tendances de température en K/Jour calculées sur une période 
de 6 heures après cinq jours d'intégration et moyennées sur tout le globe 
(a), les tropiques (b), les extra-tropiques nord (c) et les extra-tropiques 
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FleURE 2.13: Comme 2.12 mais avec des intégrations basées sur les analyses 4D-Var. 
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2.6 Conclusions 
Les diagnostics basés sur les tendances initiales tels que proposés par Klinker et Sar­
deshmukh (1992) et Rodwell et Palmer (2007) ont été utilisés pour étudier le degré 
d'équilibre initial du modèle à travers des intégrations basées sur des analyses 3D-Var 
et 40-Var. 
L'expérience conduite ici a montré que le modèle se comporte différemment selon que 
les conditions initiales proviennent d'un 3D-Var ou un 4D-Var. En effet, des différences 
essentielles sont observées dans les tropiques dues au processus de convection plus actif 
dans le cas du 4D-Var. Ces différences suggèrent qu'il y aurait lieu de refaire les réglages 
de la représentation de la convection par le modèle. 
Les tendances initiales de l'humidité spécifique ont également été examinées et les 
résultats ont conduit aux mêmes conclusions que celles des tendances de température. 
Les tendances calculées pour le premier pas ont confirmé sa singularité. En effet, les 
profils des tendances du premier pas sont différents de ceux obtenus pour les six heures 
suivantes. Ces différences sont cependant moins importantes pour les intégrations basées 
sur les analyses 4D-Var comparées à celles basées sur les analyses 3D-Var. Ceci suggère 
que le modèle s'équilibre plus rapidement quand il est initialisé par des analyses 40-Var. 
Il est à noter que les deux jeux d'analyses (3D-Var et 4D-Var) proviennent d'un même 
centre et utilisent une ébauche produite par le même modèle. Cette expérience a montré 
que l'équilibre du modèle GEM est assez bon pour les deux types d'analyses. Il serait 
intéressant de prospecter l'impact sur l'équilibre du modèle si on lui fournit des analyses 
provenant d'un autre centre et utilisant un modèle différent. Ceci est l'objet du prochain 
chapitre. 
CHAPITRE III 
IMPACT DE L'UTILISATION D'UNE ANALYSE 
EXTERNE 
3.1 Problématique 
Les simulations climatiques sont réalisées sur de longues périodes de temps et les 
conditions initiales ont peu d'influence sur les résultats. Par contre, le contrôle et la 
validation des modèles climatiques se fait en examinant leur capa.cité à reproduire le 
climat présent. Cette vérification se fait en général par l'utilisation de réanalyses issues 
de systèmes d'assimilation complètement indépendants du modèle qu'on veut évaluer. 
Comme nous l'avons vu au chapitre 2, une prévision à courte échéance est utilisée 
comme ébauche et l'analyse est obtenue en corrigeant cette ébauche pour la rapprocher 
des observations. Il s'ensuit que le modèle produisant l'ébauche laisse une empreinte sur 
l'a.nalyse produi te. 
Au chapitre précédant, on a montré qu'en utilisant une analyse comme conditions 
initiales, la prévision qui en résulte présentait un assez bon équilibre dynamique. Comme 
le modèle de prévision était presque identique à celui utilisé pour faire les analyses, on 
peut se demander si l'équilibre est maintenu si l'analyse utilisée était basée sur un modèle 
différent. 
Dans ce chapitre, nous reprenons l'étude avec le même modèle mais utilisant les ré­
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analyses ERA-Interim du Centre Européen de Prévision Météorologique à Moyen Terme 
(CEPMMT) comme conditions initiales (Dee et aL, 2011). 
3.2 Description de l'expérience 
Dans cette expérience, un ensemble de simulations identiques à celles effectuées pré­
cédemment (124 intégrations de cinq jours couvrant le mois de janvier 2009) a été 
exécuté mais cette fois-ci en utilisant des analyses externes, c'est à dire les réanalyses 
ERA-Intérim. Celles-ci sont produites par le CEPMIvIT (ECMWF en anglais) et sont 
largement utilisées surtout dans les études sur le climat et particulièrement comme 
validation des modèles climatiques dans leurs simulations du climat présent. Les ré­
analyses utilisées dans ce travail ont été extraites à partir du serveur du CEPMMT 
(http://data-portal.ecmwf.int/). 
Quelques caractéristiques de ces réanalyses et les améliorations apportées pal' rapport 
aux réanalyses ERA40 peuvent être résumées comme suit (Berrisford et aL, 2009; Dee 
et aL, 2011) : 
- Utilisation d'un système 4D-Var sur une fenêtre de 12 heures 
- Une représentation en harmoniques sphériques T255 pour les principaux champs 
dynamiques (résolution d'environ 100 km) 
- Une grille gaussienne réduite de résolution d'environs 79 km pour les champs de 
surface et autres champs aux point de grille
 
- 60 niveaux sur la verticale avec un toit à 0,1 hPa
 
- Une meilleure formulation de la contrainte sur l'erreur de l'ébauche
 
- Une nouvelle analyse de l'humidité
 
- Une physique améliorée
 
- Un meilleur contrôle de qualité des observations
 
- Les données proviennent de l'archive opérationnelle du centre européen
 
- Période couverte: de 1979 à nos jours
 
Il est à noter que les réanalyses ERA-Interim utilisées dans cette étude et provenant de 
l'archive opérationnelle du CEPIvlIvIT sont de résolution horizontale d'environ 150 km 
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avec 37 niveaux verticaux. 
3.3 Résultats 
Les profils des tendances systématiques initiales dérivant des simulations utilisant 
des réanalyses ERA-Interim comme conditions initiales sont présentés sur la figure 3.1. 
Les profils obtenus, comparés à ceux des intégrations basées sur les analyses 4D-Var 
du S:rvrC (Fig. 2.2), montrent des différences importantes. En effet, il existe dans ce 
cas un déséquilibre très important aussi bien à l'échelle globale que dans les autres 
régions (tropiques et extra-tropiques). On observe ainsi un réchauffement intense dans 
les basses couches dû essentiellement à la diffusion verticale. Ceci indique la présence 
d'un gradient thermique important entre la surface et les premières couches du modèle. 
Sur le reste de la troposphère, on remarque un refroidissement sur toute la colonne. 
Ce refroidissement est dû principalement à une quasi-absence de convection dont le 
rôle est justement d'équilibrer l'atmosphère par le dégagement de chaleur latente. Le 
réchauffement des niveaux inférieurs à travers les flux de chaleur sensible impliqués dans 
la diffusion verticale tend à stabiliser les basses couches de l'atmosphère et constitue un 
facteur limitant au déclenchement de la convection. 
Pour mieux examiner ces ré::iultats, les moyennes zonales des tendances ont été tracées 
et comparées à celles obtenues par les simulations démarrant d'un 4D-Var présentées au 
chapitre précédant. Les figures 3.2a et 3.2b confirment les résultats obtenus par les profils 
avec cependant plus de détails. En effet, on observe clairement le réchauffement des 
basses couches qui s'opère sur presque toutes les latitudes. Toutefois, ce réchauffement est 
nettement plus accentué dans les tropiques et l'hémisphère sud (Fig. 3.2a). On remarque 
également le refroidissement des couches moyennes et supérieures qui s'effectue sur la 
région équatoriale où se situe la zone de convergence inter-tropicale. 
Pour plus de clarté et plus de détails, les moyennes zonales des tendances dues seule­
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FIGURE 3.1: Profils des tendances systématiques initiales de température en KI Jour 
calculées sur les premières 6 heures excluant le premier pas de temps et 
moyennées sur tout le globe (a), les tropiques (b), les extra-tropiques nord 







































FIGURE 3.2: Moyennes zonales des tendances systématiques initiales de température. (a) 
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FIGURE 3.3: Moyennes zonales des tendances de température dues à la convection. (a) 
Simulations utilisant ERA-Interim, (b) Simulations utilisant un 4D-Var. 
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Alors que l'activité convective est bien installée dans les tropiques dans le cas des simu­
lations utilisant les analyses 4D-Var (Fig. 3.3b), elle est pratiquement inexistante dans 
le cas ERA-Interim (Fig. 3.3a). Ce constat d'absence ou de très faible activité convective 
nous amène à essayer de comprendre les raisons du non déclenchement et/ou l'inhibition 
de la convection. Ainsi, une comparaison a été effectuée pour quelques champs météoro­
logiques issus des réanalyses ERA-Interim et des analyses 4D-Var du SMC. Une moyenne 
temporelle sur tout le mois de janvier a été calculée pour les champs de température et 
d'humidité spécifique. Les figures 3.4 et 3.5 représentent ces champs qui ont été ensuite 
moyennés zonalement. 
Les moyennes zonales de température (Fig. 3.4) n'affichent pas de différences notables 
entre les deux types d'analyses à l'exception des basses couches dans l'Antarctique. Par­
tout ailleurs, on observe une forte similitude. Cependant, l'examen des moyennes zonales 
de l'humidité spécifique (Fig. 3.5) révèle des différences assez significatives. En effet, on 
remarque que les analyses 4D-Var sont plus humides que les réanalyses ERA-Interim, 
précisément dans les basses couches de la région équatoriale où l'activité convective 
est climatologiquement la plus intense. Les valeurs plus faibles d'humidité spécifique 
observées dans les réanalyses pourraient indiquer des conditions défavorables au déclen­
chement de la convection dans les premiers instants de l'intégration du modèle. Ce déficit 
d'humidité observé dans les basses couches limite la condensation par convection et donc 
le dégagemeht de chaleur latente. 
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FleURE 3.5: Moyennes zonales de J'humidité spécifique en kg/kg 
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Afin de vérifier si l'équilibre dynamique entre les processus est atteint après un temps 
suffisant d'intégration, les tendances ont été calculées après une intégration de 5 jours 
(entre 120.25 et 126.25 heures). Ce temps d'intégration est considéré suffisant pour que 
tous les effets dus au spin-up soient estompés. Les profils des tendances ainsi obtenues 
sont présentés sur la figure 3.6. 
Au chapitre précédent, il a été montré qu'après cinq jours d'intégration, le modèle 
utilisant des analyses 4D-Var est quasiment équilibré et a atteint sa propre climatologie 
à l'exception des niveaux supérieurs (Fig. 2.13). Les profils obtenus pour les intégrations 
démarrant à partir des réanalyses montrent (Fig. 3.6) un imporcant déséquilibre présent 
sur toute la colonne atmosphérique avec un réchauffement sur tous les niveaux de la 
troposphère. Une observation plus précise révèle que le processus de condensation est 
plus intense surtout dans les extra-tropiques nord et l'activité convective est nettement 
plus accentuée dans les tropiques. Par conséquent, plus de chaleur latente est dégagée 
expliquant ainsi le réchauffement observé. Il est clair que le modèle utilisant les réana­
lyses ERA-Interim trouve beaucoup de difficultés à établir un équilibre après l'intense 
'désordre' observé dans les premiers instants de l'intégration et nécessite plus de temps 
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Les résultats de RP07 proviennent d'intégrations d'un modèle qui a été utilisé pour 
faire l'assimilation de données conduisant aux analyses utilisées comme conditions ini­
tiales. Dans ce chapitre, nous avons appliqué les diagnostics de RP07 aux intégrations du 
modèle GEM initialisé avec les réanalyses ERA-Interim. L'objectif de cette expérience 
est, non pas d'évaluer la qualité du modèle GEM à travers son équilibre dynamique, 
mais de montrer l'impact de conditions initiales basées sur un modèle différent sur son 
équilibre dynamique. 
Le modèle était assez bien équilibré lorsqu'il était intégré à partir d'analyses 4D-Var 
du SMC mais affiche maintenant un déséquilibre important lorsqu'il est initialisé par les 
réanalyses ERA-Interim. Ce résultat souligne une limitation à l'application des diagnos­
tics de RP07 : le modèle diagnostiqué ne peut être que celui ayant produit l'analyse. 
En effet, les différences entre les deux modèles sont grandes pour la représentation des 
processus physiques. D'autre part, ce résultat soulève des questions concerna.nt la vali­
dation des processus physiques d'un modèle de climat en le comparant à des réanalyses 
externes. Idéalement, un modèle de climat devrait avoir sa propre réanalyse. 
Dans le chapitre suivant, nous allons conduire la même expérience mais, cette fois-ci, 
en utilisant un modèle régional à aire limitée. Dans cette expérience, le pilotage de ce 
modèle se fera par différentes sources de conditions initiales et aux frontières. 
CHAPITRE IV 
APPLICATION DU DIAGNOSTIC AU MRCC 
Pour un modèle global de climat, nous avons vu que que les diagnostics de RP07 
ne s'appliquent qu'à un modèle ayant produit sa propre analyse. Ceci montre l'intérêt 
pour un modèle de climat d'être en mesure de faire de l'assimilatioll de données pour 
valider les processus physiques rapides responsables d'une bonne partie de la variabilité 
climatique. 
Un modèle régional de climat doit faire appel soit à un modèle de climat global, 
ou des réanalyses pour son pilotage aux frontières ou même contraindre les grandes 
échelles à l'intérieur de son domaine. Au vu des résultats du chapitre précédent, on peut 
se demander quel est l'impact du type d'analyse sur le comportement d'un modèle de 
climat régional. 
4.1 Simulations 
Ici, nous reprenons l'expérience du chapitre précédent en initialisant et pilotant un 
modèle régional de climat avec les analyses du SMC et les réanalyses ERA-Interim. 
Un ensemble de simulations a été effectué en utilisant la version 5 du modèle régional 
canadien du climat (MRCC5) (Zadra et al., 2008) couvrant la région de l'Amérique du 
nord (Fig. 4.1). Les intégrations démarrent à OOUTC, 06UTC, 12UTC et 18UTC et 
couvrent la période du 01 au 30 janvier 2009 (120 au total), leur longueur est de 12 
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heures chacune. Les schémas de paramétrisation utilisés dans le MRCC sont identiques 
à ceux du modèle GEM global. Le nombre de niveaux verticaux est également. le même 
(80 niveaux) avec cependant une plus haute résolution horizontale (environ 20 km). 
On notera que les conditions latérales (analyses S.MC ou réanalyses Era-interim) sont 
fournies au modèle à une fréquence de six heures. 
FIGURE 4.1: Domaine d'int.égration du :MRCC 
Le but de cette expérience est, d'une part, d'examiner ce diagnostic de tendances 
initiales pour une configuration 'LAM' et comparer avec celles obtenues avec la version 
globale du modèle, et d'autre part, de vérifier l'impact de l'utilisation d'un autre système 
d'assimilation (analyses externes provenant des réanalyses ERA-Interim). 
4.2 Résultats 
Les profils des tendances systématiques initiales issues de ces simulations avec le 
MRCC sont présentés sur les figures 4.2a et 4.330 et sont comparés à celLX obtenus avec 
la version globale de GEM (Fig. 4.2b et 4.3b). Dans les deux cas, les résultats ont été 
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FIGURE 4.2: Tendances systématiques initiales de la température en KjJ. (a) MRCC 
sur la région de l'Amérique du nord et (b) version globale de GEM. Dans 
les deux cas, les résultats sont moyennés sur le domaine d'intégration du 
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FIGURE 4.3: Comme 4.2 mais avec des simulations basées sur les réanalyses ERA­
Interim. A noter que l'échelle est différente que sur la figure 4.2 
64 
Les résultats montrent que dans le cas où l'on utilise les analyses 4D-Var, la version 
globale du modèle GElVI (Fig. 4.2b) est plus équilibrée que le MRCC (version LAM) (Fig. 
4.2a). En effet, en comparant les profils obtenus pour les deux versions, on remarque que 
dans le cas du MRCC, il existe un léger refroidissement sur presque toute la colonne 
troposphérique. Ce refroidissement est dû essentiellement à une activité convective assez 
faible relativement à celle observée dans la version globale. On remarque aussi des diffé­
rences dans le processus de condensation de grande échelle dans les basses couches. En 
effet, plus de vapeur d'eau est condensée dans le cas du lVIRCC. La figure 4.4 présente 
les tendances dues à la convection restreinte pour le niveau 850 hPa. Les différences sont 
clairement perceptibles surtout sur la partie de l'Atlantiql)e nord, à l'est du continent 
Nord-Américain. Les tendances dues à la condensa.tion de grande échelle sont quant à 
elles tracées sur la figure 4.5 où, cette fois-ci, on remarque une condensation plus impor­
tante pour le MRCC. Cette différence pourrait être attribuable à la plus haute résolution 
horizontale du MRCC. 
Ces résultats indiquent qu'il y aurait intérêt à produire une analyse régionale pilotée 
par le MRCC. Du moins, dans notre cas, la différence dans la résolution horizontale 
n'est pas suffisante pour occasionner des améliorations notables au degré d'équilibre du 
modèle comparé à la version globale. Il est à noter que ces différences observées entre 
le MRCC et la version globale concernent seulement le domaine d'intérêt (Amérique 
du nord). Pour d'autres régions comme les tropiques la prédominance des processus 
physiques varie et le contraste mentionné pourrait être différent. 
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(a) MRCC	 (b) GEIV! Global 
FIGURE 4.4:	 Tendances systématiques initiales de température, dues à la convection res­
treinte, en KI Jour au niveau 850 hPa obtenues avec le MRCC (a) et avec 
GEM global (b). Les conditions initiales et aux bords proviennent des ana­
lyses 4D-Var. 
(a) MRCC	 (b) GEM Global 
FIGURE 4.5:	 Tendances systématiques initiales de température, dues à la condensation 
de grande échelle, en KIJour au niveau 850 hPa obtenues avec le MRCC (a) 
et avec GEM global (b). Les conditions initiales et aux bords proviennent 
des analyses 4D-Var. 
GG 
Dans le cas de l'utilisation des réanalyses ERA-Interim, le problème observé concer­
nant la diffusion verticale dans les basses couches est présent dans les deux cas (Fig. 4.3a 
et 4.3b ) mais il est plus intense pour le MRCC avec un réchauffement accru dans les 
basses couches et un refroidissement juste au-dessus. Aussi, des différences sont obser­
vées sur les profils des tendances provenant des processus de convection restreinte (Fig. 
4.6) ainsi que la condensation de grande échelle. La comparaison des figures 4.2a et 4.3a 
indique clairement que le MRCC est mieux équilibré s'il est initialisé avec une analyse 
4D-Var du SMC plutôt qu'une analyse provenant des ERA-Interim. Ceci s'explique par 
la parenté très proche entre le MRCC et le modèle GEM global utilisé pour produire les 
analyses 4D-Var du SMC. 
FIGURE 4.6: Tendances systématiques initiales de température, dues à la convection res­
treinte, en KiJour au niveau 850 hPa obtenues avec le MRCC démarrant 
à partir des réanalyses ERA-Interim. 
4.3 Conclusions 
Cette expérience nous a permis de montrer que les analyses ont un impact sur le degré 
d'équilibre du démarrage d'un MRCC. En effet, lorsque les analyses 4D-Var du SMC 
sont utilisées pour piloter le NIRCC, le déséquilibre mesuré sur le domaine du MRCC, 
l'Amérique du Nord, est plus important que ce qui est observé avec le modèle GEM­
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Global. Par contre, la situation est pire si des analyses ERA-Interim sont utilisées. Ceci 
concorde avec les déséquilibres observés avec GEM-Globallorsqu'il est initialisé avec des 
analyses ERA-Interim. 
On conclut ici que le MRCC aurait avantage à utiliser les analyses du SMC plutot 
que celles d'ERA-Interim comme conditions initiales. Il est à noter que, pour de simula­
tions climatiques, l'état initial est oublié mais des déséquilibres au démarrage du modèle 
peuvent toutefois entraîner un biais ou une variabilité artificielle. Cette étude est préli­
minaire et incomplète. Il y aurait lieu de comparer deux séries d'expériences utilisant ces 
dèux types d'analyse mais uniquement pour définir les conditions aux frontières et/ou 
le pilotage spectral. 
On conclut que les résultats obtenus indiquent l'avantage de produire des analyses 
régionales pilotées par le MRCC lui-même pour être en mesure de valider et régler les 
processus physiques rapides du lVIRCC. 
CONCLUSIONS 
Les projections du climat futur tel que simulé par les modèles sont fournies avec des 
incertitudes reliées à plusieurs sources d'erreurs. Les incertitudes reliées aux erreurs de 
modèle sont le plus souvent déterminées en utilisant un ensemble de perturbations d'un 
modèle. 
La technique des tendances initiales utilisée dans ce travail permet de mieux évaluer 
les incertitudes des simulations climatiques relatives aux erreurs de modèle. Il a été 
démontré que ce diagnostic peut aider à filtrer les versions de modèle irréalistes. Il peut 
aussi servir comme pondération d'un ensemble de versions de modèle utilisé dans la 
fabrication des densités de probabilité des prédictions climatiques (RP07). 
Cette méthode peut également être utilisée pour discriminer des versions de modèle 
différentes et diagnostiquer l'amélioration apportée par une version relativement à une 
autre (Rodwell et Jung, 2008). 
Cette méthode utilise un principe essentiel de l'assimilation de données. Ce principe 
indique que l'incrément d'analyse moyenné sur un ensemble de cycles d'assimilation doit 
tendre vers zéro. En d'autres mots, le modèle utilisé dans le système d'assimilation doit 
être correctement équilibré et non biaisé. 
La méthodologie de cette technique établit Ulle équivalence entre les tendances ini­
tiales et l'incrément d'analyse moyen. Il suffit donc de calculer ces tendances initiales à 
partir de prévisions de très courte échéance (typiquement six heures) pour estimer l'état 
d'équilibre ou déséquilibre d'un modèle relativement à un état de l'atmosphère qu'on 
considère le plus proche de la réalité. L'amplitude des tendances ainsi obtenues exprime 
l'ampleur du déséquilibre du modèle et donc l'importance de ses erreurs dans la repré­
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sentation des processus physiques. On rappelle que cette technique fait intervenir les 
processus physiques dit rapides car leur influence se fait sentir dès les premiers instants 
de l'intégration. 
Ce travail a permis de mettre en évidence la puissance de cette technique. En effet, 
cette dernière présente les avantages suivants: 
Le détail et la précision: elle permet d'explorer les tendances initiales nettes 
(somme de toutes les tendances) ou les tendances de chaque processus physique 
individuellement. 
La simplicité de sa mise en oeuvre: le calcul des tendances est assez simple et 
toute la procédure n'est pas compliquée à mettre en place. 
L'exploration est progressive et en trois dimensions: cette technique permet de 
prospecter l'équilibre d'un modèle de façon progressive. En effet, les profils verticaux 
des tendances donnent un aperçu général de l'état d'équilibre du modèle. On peut 
ensuite détailler la prospection en visant un niveau atmosphérique particulier pour 
avoir une vue horizontale de l'équilibre. Par la suite, on peut se concentrer sur une 
région spécifique pour situer spatialement les déséquilibres éventuels. Cette démarche 
peut se faire pour la tendance nette mais elle peut se faire également pour la tendance 
due à un processus physique donné pour obtenir plus de détails sur le comportement de 
ce processus particulier et déceler ainsi les erreurs dans sa représentation par le modèle. 
Le coût de calcul: très avantageux relativement à celui nécessaire pour une 
évaluation de la qualité de la simulation du climat présent par le modèle. RP07 ont 
montré que toute la procédure incluant l'assimilation et les prévisions représente 
environ 4.7 années de simulation d'un modèle couplé à la même résolution. 
La disponibilité par rapport à l'incrément d'analyse: bien qu'il y ait similarité 
du diagnostic des tendances initiales avec l'incrément d'analyse, cette technique 
présente l'avantage de la disponibilité des tendances individuelles dues aux processus 
physiques. Un autre avantage important est que le premier pas de temps peut être 
négligé alors qu'il est implicitement présent dans le calcul de ('incrément d'analyse. 
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Dans ce travail, nous avons utilisé ce diagnostic des tendances initiales pour étudier 
l'impact sur l'équilibre d'un modèle, l'utilisation de différents types d'analyses (3D-Var, 
4D-Var et ERA-Interim). 
On a ainsi montré que l'équilibre du modèle étudié est sensible au type d'analyse 
utilisé. En effet, il a été montré que l'utilisation d'analyses obtenues par un système 3D­
Var produit une qualité d'équilibre du modèle différente de celle obtenue en employant 
des analyses provenant d'un système 4D-Var. 
L'étude a montré que le modèle (dans la configuration qui est utilisée) est mieux 
équilibré dans le cas d'analyses 3D-Var. Cette conclusion est contre-intuitive car les 
analyses 4D-Var sont réputées de bien meilleure qualité et mieux équilibrées que celles 
provenant du 3D-Var (Gauthier et Thépaut, 2001). Cependant, une analyse plus fine a 
mis en évidence une activité convective accrue dans le cas du 4D-Var dans les tropiques et 
plus précisément dans la région de la zone de convergence inter-tropicale (ZCIT). Cette 
activité convective plus intense est observée dès le premier pas de temps. Ce résultat 
reste à investiguer avec plus de profondeur et de détail pour essayer de comprendre 
les causes de cette 'erreur'. La question à laquelle il faudrait répondre est pourquoi le 
schéma de paramétrisation de la convection est-il plus actif dans le cas où les données 
proviennent d'analyses 4D-Var et qu'il l'est moins avec celles du 3D-Var? 
On rappelle ici que les analyses 3D-Var et 4D-Var proviennent d'un même centre 
(centre météorologique canadien) et utilisent le même modèle de prévision (modèle 
GEM) pour produire l'ébauche. 
Après cinq jours d'intégration, le modèle semble être bien équilibré avec sa propre 
climatologie. Néanmoins, des erreurs persistent aux alentours du niveau 150 hPa où un 
refroidissement anormal perdure surtout dans la région des extra-tropiques nord. Ce 
résultat indique clairement que l'erreur observée provient de la représentation par le 
modèle du processus de radiation ou celui de la dynamique (advection), seuls processus 
encore actifs à cette altitude. Une étude plus approfondie à ce niveau pourrait révéler 
plus de détails et mettre en évidence les sources de cette erreur. 
L'utilisation d'analyses de types différents et provenant de systèmes différents a révélé 
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de grandes disparités dans les résultats obtenus. En effet, la comparaison des diagnostics 
des tendances initiales obtenues en utilisant des analyses 4D-Var du SMC et celles obte­
nues en employant des réanalyses ERA-Interim du centre européen CEPMMT a montré 
de grandes différences. On observe un grand déséquilibre du modèle GEM lorsqu'il dé­
marre à partir des réanalyses. Ce grand déséquilibre est dû essentiellement à une trop 
faible activité convective. En d'autres mots, les réanalyses ERA-Interim telles qu'elles 
sont utilisées dans cette étude fournissent des conditions défavorables au déclenchement 
de la convection. Après cinq jours d'intégration, alors que le modèle démarrant à partir 
d'analyses 4D-Var s'est beaucoup rapproché de sa propre climatologie, le modèle utilisant 
les réanalyses n'est toujours pas équilibré. Il semble osciller autour de sa propre clima­
tologie et nécessiterait plus de temps pour s'équilibrer. Le diagnostic des tendances doit 
être calculé pour des simulations de plus longues durées pour examiner cet aspect. Ce 
résultat souligne l'importance d'utiliser des analyses construites en employant le même 
modèle que celui utilisé dans les simulations ou du moins similaire. 
Dans ce travail, on a également exploré les tendances initiales produites par le MRCC 
(version LAM de GEM) dont la région d'intérêt choisie est l'Amérique du nord. Les ré­
sultats ont montré également de grandes différences quand le modèle utilise des analyses 
4D-Var ou des réanalyses ERA-Interim. 
Un autre résultat intéressant mis en évidence par le diagnostic des tendances initiales 
indique que le MRCC est moins bien équilibré que le modèle global GEM sur la même 
région. La résolution, plus forte dans le cas du MRCC, ne semble pas améliorer l'équi­
libre du modèle relativement à la version globale. Des différences sont ainsi observées 
notamment dans les tendances de convection avec des valeurs plus fortes dans le cas de 
GEM global. Plusieurs raisons pourraient expliquer cette différence. On pourrait citer 
la taille du domaine de simulation ainsi que la région du globe sur laquelle le modèle est 
configuré. Ces résultats indiquent également qu'il serait plus avantageux si le MRCC est 
initialisé par une analyse régionale construite à l'aide du modèle régional lui-même. Cet 
aspect devrait être étudié plus profondément pour mieux comprendre ces différences. 
Cette étude a permis, à travers le diagnostic des tendances initiales, de mieux com­
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prendre l'équilibre des modèles et a mis en évidence toute la puissance et l'utilité de cette 
technique. Cependant, il reste plusieurs aspects qui demandent à être explorés avec plus 
de détails et de profondeur. 
La différence observée dans le processus de convection dans la région de la ZCIT dans 
le cas où on utilise des analyses 3D-Var ou 4D-Var mérite d'être étudiée avec plus de 
profondeur. En effet, on pourrait recalibrer les paramétrages du modèle à travers le 
schéma de paramétrisation de la convection et comparer avec les résultats déjà obtenus 
pour vérifier s'il y'a amélioration de l'équilibre. Ceci indiquerait que l'erreur provient du 
schéma utilisé et de la nécessité de revoir la calibration du modèle lorsque la façon de 
faire l'analyse change. La période durant laquelle les simulations ont été effectuées ne 
devrait pas avoir d'influence sur les résultats car l'activité convective dans la ZCIT y est 
présente tout le long de l'année. 
Le grand déséquilibre obtenu en tournant le modèle GEM avec des réanalyses ERA­
Interim montre à priori tout l'intérêt à vérifier la cohérence de la représentation des 
processus physiques en utilisant des conditions initiales 'cohérentes' avec le modèle à 
tester. 
On pourrait étendre notre étude en testant par exemple des réanalyses NCEP ou 
autres et confronter les résultats avec ceux obtenus avec les analyses du SlVIC, l'idée est 
d'examiner si des analyses provenant du même système que le modèle étudié sont les 
plus adéquates pour les simulations. Si cette hypothèse est vérifiée, on pourrait penser 
que la validation d'un modèle serait plus correcte si les simulations étaient confrontées 
à des réanalyses provenant du même système. 
Dans le cas où ces conditions initiales ne sont pas disponibles, il serait recommandable 
de valider la performance du modèle paJ: utilisation de différentes sources d'analyses. Ceci 
est valable aussi bien pour les conditions initiales que pour les conditions aux frontières. 
Les résultats obtenus avec le modèle MRCC requierent une plus grande attention et 
des investigations plus détaillées. Il serait, par exemple, intéressant d'explorer l'effet de la 
taille du domaine d'intégration. On pourrait faire varier la grandeur du domaine et aussi 
la résolution horizontale et essayer d'approcher, à l'aide de la technique des tendances, 
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une configuration optimale dans le sens du meilleur équilibre possible. 
On pourrait également tester l'équilibre du MRCC sur d'autres régions comme l'Afrique 
ou la région équatoriale et explorer la sensibilité de cet équilibre pour différentes régions. 
Finalement, on pourrait utiliser la technique des tendances initiales pour examiner des 
versions du modèle MRCC relativement à la version contrôle qu'on cherche à améliorer. 
Ainsi, un développement apporté au modèle pourrait être plus rapidement évalué que 
si l'on devait appliquer le test de simulation clu climat présent. L'avantage cie cette 
technique est qu'elle permet de mettre en évidence avec plus de clarté les éventuelles 
améliorations ou dégradations apportées et offre la possibilité d'expliquer physiquement 
l'effet de ces changements. 
Le diagnostic des tendances initiales est un outil puissant, très utile et relativement 
peu coûteux en temps cie calcul et pourrait constituer, si la technique est développée, un 
excellent test préliminaire systématique dans le clomaine de la modélisation et particu­
lièrement la modélisation climatique. Par contre, cette approche ne peut être appliquée 
aux processus agissant sur de longues périodes de temps. Il faut donc voir ces conditions 
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