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Abstract
The aim of this paper is to establish the equivalence of convergence for H -monotone mappings of variational inclusions between
the one-step iteration algorithm of the paper [Y.P. Fang, N.J. Huang, H -monotone opertor and resolvent operator technique for
variational inclusions, Appl. Math. Comput. 145 (2003) 795–803] and the two-step iteration algorithm of the paper [L.C. Zeng,
S.M. Guu, J.C. Yao, Characterization of H -monotone operators with applications to variational inclusions, Comput. Math. Appl.
50 (2005) 329–337]. It is clear from this paper that the one-step iteration algorithm with easy implement and small computational
workload has more advantages than the two-step iteration algorithm.
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1. Introduction
In 2003, Fang and Huang [1] introduced a new class of H -monotone operators and constructed a simple one-step
iteration algorithm to approximate the solution of variational inclusions for H -monotone and Lipschitzian continuous
operators. The work of [1] was extended by Zeng et al. [2] to a two-step iteration algorithm in solving the same
variational inclusion problem. The purpose of this paper is to prove the equivalence of convergence between the
one-step iteration algorithm in [1] and the two-step iteration algorithm in [2].
The study of equivalence of two fixed point iteration procedures was introduced by Rhoades and Soltuz [3,4] in
2004 by proving the equivalence of convergence between Mann iteration [5] and Ishikawa iteration [6], and was
extended to more generalized cases by Huang et al. [7,8] in 2006.
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In what follows, we always letH be a real Hilbert space, T : H→ H, 〈·, ·〉 be the inner product, ‖ · ‖ be the norm.
Let 2H denote the family of all nonempty subsets ofH.
Definition 1 (See [1,2]). Let H : H→ H be a single-valued operator and M : H→ 2H be a multi-valued operator.
M is said to be
(i) H -monotone if M is monotone and (H + λM)(H) = H holds for all λ > 0;
(ii) strongly H -monotone if M is strongly monotone and (H + λM)(H) = H holds for all λ > 0.
Lemma 1 (See [2, p. 332]). Let H : H→ H be a continuous and strongly monotone with constant γ > 0, and the
multi-valued operator M : H → 2H be a strongly H-monotone operator with constant η > 0. Then the resolvent
operator RHM,λ : H→ H defined by
RHM,λ(u) = (H + λM)−1(u), ∀u ∈ H, (1)
is Lipschitzian continuous with constant 1/(γ + λη), i.e.,
‖RHM,λ(u)− RHM,λ(v)‖ ≤
(
1
(γ + λη)
)
‖u − v‖, ∀u, v ∈ H.
Now let us consider the variational inclusion problem in [1,2].
Let A, H : H → H be two single-valued operators and M : H → 2H be a multi-valued operator. Consider the
general variational inclusion problem: find u ∈ H, such that
0 ∈ A(u)+ M(u). (2)
Currently, there are two different forms of algorithms available to solve (2).
Algorithm FH (See [1]). For any u0 ∈ H, the iterative sequence {un} ⊂ H is defined by
un+1 = RHM,λ[Hun − λAun], for all n ≥ 0. (3)
Algorithm ZGY (See [2]). For any x0 ∈ H, the iterative sequence {xn} ⊂ H with parameters αn, βn ∈ [0, 1] is
defined by
xn+1 = (1− αn)xn + αnRHM,λ[Hyn − λAyn],
yn = (1− βn)xn + βnRHM,λ[Hxn − λAxn], for all n ≥ 0. (4)
Lemma 2 (See [9, Lemma 4, p. 729]). Suppose {δn}∞n=0 is a nonnegative sequence satisfying the following inequality:
δn+1 ≤ (1− λn)δn + σn, n ≥ 0
with λn ∈ [0, 1],∑∞n=0 λn = ∞, and σn = o(λn). Then limn→∞ δn = 0.
Lemma 3 (See [10, Lemma 1, p. 143]). Let f, g : N → R+ be sequences and suppose that
g(n) ∈ [0, 1] (∀n ≥ 0), lim
n→∞ g(n) = 0,
∞∑
n=0
g(n) = ∞,
∞∑
n=0
f (n) <∞,
then f (n) = o(g(n)) as n →∞.
Lemma 4 (See [2, p. 334–336]). Let H : H→ H be a strongly monotone and Lipschitzian continuous operator with
constants γ > 0 and L > 0, respectively. Let A : H → H be Lipschitzian continuous and strongly monotone with
respect to H with constants s > 0 and r > 0, respectively. Let a multi-valued operator M : H → 2H be a strongly
H-monotone operator with constant η > 0. If there exists a constant λ > 0 such that
k =
√
L2 − 2λr + λ2s2/(γ + λη) < 1, (5)
and the sequences {αn}, {βn} ⊆ [0, 1] satisfy the condition∑∞n=0 αn = ∞, then for any initial points u0, z0, x0 ∈ H,
the following properties hold:
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(I) If we define
F(x) = RHM,λ[Hx − λAx], ∀x ∈ H,
then it follows that
‖F(x)− F(y)‖ = ‖RHM,λ[Hx − λAx] − RHM,λ[Hy − λAy]‖ ≤ k‖x − y‖,
∀x, y ∈ H, where k satisfies (5).
(II) The variational inclusion problem (2) has a unique solution x∗ ∈ H;
(III) The one-step iteration {un} defined by (3) converges strongly to the unique solution x∗ ∈ H of variatonal
inclusion problem (2);
(IV) The one-step iteration {zn} defined by
zn+1 = (1− αn)zn + αnRHM,λ[Hzn − λAzn]
= (1− αn)zn + αnF(zn), for all n ≥ 0. (6)
converges strongly to the unique solution x∗ ∈ H of variatonal inclusion problem (2);
(V) The two-step iteration {xn} defined by (4) converges strongly to the unique solution x∗ ∈ H of variatonal
inclusion problem (2).
2. Equivalence between iteration algorithms
Now we are ready to give the equivalence of convergence between the algorithms in [1,2] for the class of H -
monotone operators.
Theorem 1. Let H, A,M, k be defined as in Lemma 4. Suppose the sequences {αn}, {βn} ⊆ [0, 1] satisfy the
conditions limn→∞ αn = 0 and ∑∞n=0 αn = ∞. Then for any initial points u0, z0, x0 ∈ H, we have the following
equivalences:
(I) The one-step iteration {un} defined by (3) converges to the unique solution x∗ of the variational inclusion problem
(2);
(II) The generalized one-step iteration {zn} defined by (6) converges strongly to the unique solution x∗ ∈ H of
variatonal inclusion problem (2);
(III) The two-step iteration {xn} defined by (4) converges to the unique solution x∗ of the variational inclusion problem
(2).
Proof. First, if (III) holds, by setting βn = 0,∀n ≥ 0, then we can get the convergence of the generalized one-step
iteration {zn} defined in (II); if (II) holds, by setting αn = 0,∀n ∈ N, then we can get the convergence of the one-step
iteration {un} defined in (I).
Next we will prove that (I) H⇒ (II), and (II) H⇒ (III).
Claim 1. (I) H⇒ (II).
From (3) and Part (I) of Lemma 4, we have
‖un+1 − un‖ = ‖RHM,λ[Hun − λAun] − RHM,λ[Hun−1 − λAun−1]‖
≤ k‖un − un−1‖ ≤ kn‖u1 − u0‖, (7)
and hence from (6), it follows that:
‖zn+1 − un+1‖ = ‖(1− αn)zn + αnRHM,λ[Hzn − λAzn] − un+1‖
= ‖(1− αn)(zn − un+1)+ αn(RHM,λ[Hzn − λAzn] − un+1)‖
= ‖(1− αn)(zn − un+1)+ αn(F(zn)− F(un))‖
≤ (1− αn)‖zn − un+1‖ + αn‖F(zn)− F(un)‖
≤ (1− αn)‖zn − un+1‖ + αnk‖zn − un‖ (8)
≤ (1− αn)‖zn − un‖ + αnk‖zn − un‖ + (1− αn)‖un+1 − un‖
≤ (1− αn)‖zn − un‖ + αnk‖zn − un‖ + (1− αn)kn‖u1 − u0‖ (9)
= (1− (1− k)αn)‖zn − un‖ + (1− αn)kn‖u1 − u0‖, (10)
where (8) is from Part (I) of Lemma 4, and (9) is from the result in (7).
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Set δn = ‖zn − un‖, λn = (1− k)αn , σn = (1− αn)kn‖u1 − u0‖. Then we can read (10) as
δn+1 ≤ (1− λn)δn + σn, n ≥ 0.
Since
∑∞
n=0 kn = 1(1−k) < ∞, limn→∞ αn = 0 and
∑∞
n=0 αn = ∞, it follows from Lemma 3 that σn = o(λn),
and hence by Lemma 2, limn→∞ ‖zn − un‖ = limn→∞ δn = 0. Since (I) holds, i.e., limn→∞ ‖un − x∗‖ = 0, we have
limn→∞ ‖zn − x∗‖ = 0 follows from the inequality 0 ≤ ‖zn − x∗‖ ≤ ‖zn − un‖ + ‖un − x∗‖. This completes the
proof of the Claim 1.
Claim 2. (II) H⇒ (III).
From parts (II) and (III) of Lemma 4, it follows that x∗ = F(x∗) = RHM,λ[Hx∗ − λAx∗] is the unique solution of
the variational inclusion problem (2). Using (4) and (6), and part (I) of Lemma 4, we have
‖yn − zn‖ = ‖(1− βn)xn + βnRHM,λ[Hxn − λAxn] − zn‖
= ‖(1− βn)(xn − zn)+ βn(F(xn)− zn)‖
≤ (1− βn)‖xn − zn‖ + βn‖F(xn)− F(x∗)‖ + βn‖x∗ − zn‖
≤ (1− βn)‖xn − zn‖ + βnk‖xn − x∗‖ + βn‖x∗ − zn‖
≤ (1− βn)‖xn − zn‖ + βnk(‖xn − zn‖ + ‖zn − x∗‖)+ βn‖zn − x∗‖
= (1− βn(1− k))‖xn − zn‖ + βn(1+ k)‖zn − x∗‖
≤ ‖xn − zn‖ + (1+ k)‖zn − x∗‖. (11)
Hence from (4), (6) and (11), it follows that:
‖xn+1 − zn+1‖ = ‖(1− αn)xn + αnRHM,λ[Hyn − λAyn] − (1− αn)zn − αnRHM,λ[Hzn − λAzn]‖
= ‖(1− αn)(xn − zn)+ αn(F(yn)− F(zn))‖
≤ (1− αn)‖xn − zn‖ + αnk‖yn − zn‖
≤ (1− αn)‖xn − zn‖ + αnk{‖xn − zn‖ + (1+ k)‖zn − x∗‖} (12)
= (1− (1− k)αn)‖xn − zn‖ + αnk(1+ k)‖zn − x∗‖. (13)
Set δn = ‖xn − zn‖, λn = (1− k)αn , σn = αnk(1+ k)‖zn − x∗‖. Then we can read (13) as
δn+1 ≤ (1− λn)δn + σn, n ≥ 0.
Since (II) holds, i.e., limn→∞ ‖zn−x∗‖ = 0, we have σn = αnk(1+k)‖zn−x∗‖ = o(λn), and hence by Lemma 2,
limn→∞ ‖xn− zn‖ = limn→∞ δn = 0. Since (II) holds, i.e., limn→∞ ‖zn− x∗‖ = 0, we have limn→∞ ‖xn− x∗‖ = 0
follows from the inequality
0 ≤ ‖xn − x∗‖ ≤ ‖xn − zn‖ + ‖zn − x∗‖,
completing the proof of the Claim 2. This completes the proof of Theorem 1. 
Theorem 2. Let H, A,M, k be defined as in Theorem 1. Then for any initial point u0 ∈ H, the following convergence
rate estimation is established for the one-step iteration defined by (3) in [1]:
‖un − x∗‖ ≤ k‖un−1 − x∗‖ ≤ kn‖u0 − x∗‖, (14)
and hence
‖un − x∗‖ = o
(
1
n
)
. (15)
Proof. From parts (II) and (III) of Lemma 4, we have x∗ = F(x∗) = RHM,λ[Hx∗ − λAx∗] is the unique solution of
the variational inclusion problem (2). Now from (3) it follows that:
‖un − x∗‖ = ‖RHM,λ[Hun−1 − λAun−1] − RHM,λ[Hx∗ − λAx∗]‖
= ‖F(un−1)− F(x∗)‖
≤ k‖un−1 − x∗‖ ≤ kn‖u0 − x∗‖, (16)
i.e. (14) is obtained. Next we will show that (15) holds.
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Since limn→∞ kn = 0, ∑∞n=0 kn = 11−k < ∞ and ∑∞n=1 1n = ∞, then from Lemma 3, it follows that
kn‖u0 − x∗‖ = o( 1n ), completing the proof. 
Remark 1. It is always an ideal hope for us in numerical analysis to locate a method with the faster convergence,
the simpler implementation and the lightest workload of computation under the same conditions for solving some
nonlinear problems, including the variational inclusion problems. So this is our motivation to investigate existing
algorithms, and thus from these (hopefully) necessary comparisons, it will help us to improve our algorithms
further. From this viewpoint, based on the equivalence of convergence between algorithms in [1] and [2] from our
Theorem 1, we finally learn that the two-step algorithm ZGY in [2] is not better than the one-step algorithm FH in [1].
Moreover, since the convergence rate estimate of the one-step iteration algorithm of [1] (from our Theorem 2) is
‖un− x∗‖ = o( 1n ), while the convergence rate estimate of the two-step iteration algorithm of [2] is ‖xn− x∗‖ = O( 1n )
(see [2, p. 336]), it is sufficient to conclude that the algorithm FH of [1] in 2003 is better than the algorithm ZGY
of [2] in 2005. Hence, an open question arises on how to construct a better algorithm further with a more efficient
convergence rate than o( 1n ) to solve the variational inclusion problem (2). 
Remark 2. For other comparisons among fixed point iteration procedures, readers may consult the references [11–17]
for more details. It is of great interest to us later to set up the equivalence between iterations so as to locate an ideal
algorithm with the faster convergence, the simpler implement and the lightest workload of computation. 
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