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1. INTRODUCTION 
Let I be a (possibly infinite) interval in [w. Let 
ACm-l(1) = {j:f(+l) exists and is absolutely continuous on I}. (1.1) 
For m > 1 and 1 < p < co, define the Banach classes 
H,“(I) = {f:f~ 9C”1-1(I)andf’m) EL,(I)}, 
i=l 
If I is finite, H,““(I) = ACm-l(I). 
We shall see that functions in the classes AC’“-l(I) and H,‘“(I) can be 
characterized in terms of divided differences. The first result of this type 
is due to Riesz [5] who in 1910 studied the case m = 1, 1 <p < 03. The 
problem was picked up again in 1964 by Schoenberg [6] who obtained results 
for m 3 1, p = 2. We recently obtained [4] such characterizations for m > 1, 
1 <p < 00. For related results, see [I, p. 1101, [2], and [7]. 
The main purpose of this paper is to lend a certain completeness to this 
area by establishing analogous characterizations for p == 1 and p = co. At 
the same time we provide new proofs for the results in the case 1 < p < CO. 
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In addition to divided difference characterizations, we also investigate the 
connection with certain interpolating splines. This permits the derivation 
of considerably weaker sufficient conditions for a function to be in H,“, 
1 < p < co, wherein divided difference conditions need only be checked for a 
fixed sequence of subdivisions of I rather than for arbitrary subdivisions. 
Results of this type were first obtained for 1 <p < co in [4] for uniform 
meshes. Golomb [2] later extended them to quasiuniform meshes. 
2. p = 1 (CHARACTERIZATION OF ABSOLUTELY CONTINUITY) 
We use the notationF[&, ,..., &,I for the divided difference of a function F 
taken over the points &, < tr < ... < t,, . 
THEOREM 2.1. Let I be a (possibly infinite) interval of R. Then 
(a) FE AC+l(I) 
is equivalent to 
(b,) Given E > 0, there exists S > 0 szrch that 
If I is finite, (a) and (b) are equivalent to 
(c) FE Him(I). 
Proof. Suppose (a) holds and let E > 0. By the absolute continuity of 
F(“-l) there exists 6 > 0 such that 
i ) F(m-l)(xJ - F’“-l’(yJ < ,(m - l)! 
i==O 
(2.2) 
for all choices of 
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We verify that (2.1) holds with this selection of 6. Indeed, for i = 0, l,..., n 
there exist points fi E [x~,~, ~~,~,-i] and vi E [si,r , xi,,J with 
F[x,,, )..., Xj,J = F;-l’(‘li/ Jc, y-” ( - I).( -.y . T.0 
(2.3) 
Since 
(2.1) follows immediately from (2.2) and (2.3). 
By the definition of absolute continuity it suffices to show that (b,) 
implies (a) only for the case where I is finite. For m = 1, (b,) implies F is 
absolutely continuous by definition. The proof that (b,) implies (a) is relatively 
straight forward. First we show that (bJ implies F is differentiable in I. Let 
x E I and let xi be a sequence of distinct points in I converging to x with 
x # xi , all i. Define 
dj = F[x, xi]. 
Clearly di is the difference quotient of F on x and x1 . Given E > 0 let 6 
be the number in (b,) corresponding to r/3. Suppose z^ is such that 
] xi - x 1 < 6/2 and xi E interior of 1, all i 3 2”. Given j > i >, z”, it is imme- 
diate from (b,) that 1 di - dj 1 < E if xi < x < xj or if xj < x < xi . On the 
other hand, if xi < xj < x, then we may choose y E I, y < xi , such that 
x - y < 6, and by (ba), 
If x < xi < Xj a similar argument applies, and we conclude di is Cauchy 
and hence converges. A simple application of the triangle inequality shows 
the limit is unique. We have shown F is differentiable on I. 
To complete the proof of (ba) implies (a) we need to show F’ E AC(I). Let 
yo -=c .%J < y1 -=c z1 < ... < yn < z, be such that xr=, (zi - yJ < 6, where 
6 corresponds to c/4 in (b,). Then for h > 0 sufficiently small 
Yi<Yi+h<zi-h<zi, i = 0, l)..., n, 
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and (b,) implies (by the triangle inequality) 
i IF[zi--,,xi]-F[y,,yi+h]l 
i=o 
B i IFIYitYi fh ,%--ll(~i---Yi) 
id 
+f IFIYi+h p Zi - hy Zi] 1 (Zi - yi - h) < E/2* 
i=O 
Now letting h decrease to 0 yields 
f I F’(Zi) -F’(y,)l d E/2 < E. 
i=O 
For m > 2 we prove (b,) implies (a) by induction. By Lemma 2.2, 
(b,) implies (b,J which, by the inductive hypothesis, implies 
F E ,4C+*(I) so F E P(I) at least. Now Lemma 2.3 assures us that F’ satisfies 
(b,&. Thus by the inductive hypothesis again, F’ E AC+*(I), i.e., 
FE ACm-l(I). 
LEMMA 2.2. Suppose F satisfies (b,) with m > 1. Then it also satisfies 
h-l). 
Proof. Given E > 0, it suffices to find 6, > 0 and C > 0 such that 
whenever y. < ... < ym-r are points in I with ym-r - y,, < 6, , then 
I FLY, ,..., Ym-111 < c. (2.4) 
Let 6, < length I correspond to (b,) with E = l/m and set 6, = SJ3. 
Suppose now that (2.4) d oes not hold for any C > 0 with the 
chosen 6,. Then there exists a sequence yf’ <yi5’ < **. < y$, in I 
with y$ - #’ < So but 
1 F[yf’,... 1 Y%‘-11 I > j. (2.5) 
As I is finite (by choosing a subsequence if necessary) we can assume either 
lim,,, yf’ = yo* or limj+m y$, = y$-, E interior I. For convenience, 
suppose the latter holds. Now choose yz-r < so < zr < ... < z,-r with 
z,-r - yz-r < 8, . For sufficiently large j, yg!., < a0 , I yg’, - yz-r I < 6, , 
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so znl-1 - yt’ < 6, . Setting dl = 1 F[zs ,... , z,,,+r]1 , the triangle inequality 
gives 
I mbj’,..., YZJI 
< M + 1 F[zo . . . . .zmel] - F[yt’,..., yji!Ji 
m-1 
< M + 1 1 F[yj$ )'.., y;‘, , x0 ,..., Zi] - F[yl” ,..., y$, , z, ,..., Z&l]/ 
i=O 
m-1 
= M + c / F[yf) ,..., y:‘-, , z. ,..., zi]j (zi - y:‘). 
i=O 
Since (xi - ~1”) < 6, , this implies 1 F[y$,..., yt)J] < M + 1. This 
contradicts (2.9, so (2.4) must hold for some C > 0. 
LEMMA 2.3. Suppose FE Cl(I) and that it satisjies (b,). Then F’ satis$es 
@m-l). 
Proof. Given E > 0, let 6 be the constant in (b,) corresponding to l /2m. 
Then for any 
go hn-1 - *%o) < 6 
and h > 0 sufficiently small, (b,) implies 
It is easily seen (cf. the appendix) that as h + 0 
972-l 
c FL-G,, ,...> xi.+-1 , xi.j , xi.i + h,..., .~;.,,A +F’Exi.o , . . . . .qm--J. 
i=O 
Thus letting h --f 0 in (2.6) implies 
go IF’h.0 ,..a , ‘Ti.m-III (Xi.m--l  Xi.0) 6 4 < E 
as desired. A minor (limiting) modification is required if x,,,-r is an end- 
point of I. 
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For 1 <p < 00 the following theorem was proved in [4] by entirely 
different means. The case p = 00 is new. 
THEOREM 3.1. Let I be a possibly in.nite interval of R and let F be a 
finite-valued function on I. Let 1 < p < 00. Then 
(a’) F E Homl(Z) 
is equivalent to 
(b’) There is a constant K independent of n such that for every choice of 
X” < ‘.. <x,inI,n>m, 
n-m 
F. I FIxi ,-.., G,J~ @iin‘ - 4 d K (3.1) 
when 1 < p < co or 
I F[x, ,..., xi+mll < K i = 0, l,..., n - m, (3.2) 
whenp = ox 
In particular, if F E H,“, then K may be chosen as m 11 FtrnJ $‘,/[(m - l)!]a 
when 1 < p < co and as 11 Ftnz) IIL.,/(m - l)! when p = co. 
Proof. First, suppose F E Ham(Z). For some & E [xi, x~+~+J and 
7i E [Xi+1 9 Xifrnl9 
F[xi ,... 
$WI’-“(~~) _ F’“-l’(&) 
’ Xi+J = (m - l)! (Xifrn - Xi) ’ 
i = 0, l,..., n - m. Then 
I F[x, ,..., x. 
F’m-l’(7i) - F’m-l’(&) 
z+mll = 1 (m - l)! (xi+m - xi) I 
1 J;; F’“‘(t) dt 
’ (m - l)! 1 (xifm - xi) 
Thus (3.2) holds with the constant K = 11 F(m) IIL,/(m - I)!. If F E H,“(Z), 
1 < p < co, the assertion that (3.1) holds with 
K = m /IF’“’ lizJ[(rn - l)!]’ 
follows in a similar way from Holder’s inequality, (see [4]). 
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We turn now to the converse. Consider first the case p = co. Suppose 
(3.2) holds for every x,, < ... < x, in I for some constant K. If tn = 1 this 
implies trivially that FE H,l(1). Consider now the case m > 1. Our hypo- 
thesis (b’) implies (b) in Theorem 2.1. Indeed, we may take 6 = E/K and 
(2.1) follows from (3.2). Theorem 2.1 implies FE ACn+l(I). Thus to con- 
clude the proof, it suffices to show that 
F’“‘-l’(y) - F”Q(x) 
y-x 
d C < co 
(3.3) 
for all x < y in I. Given any two such points, we define 
x =yo <y1< .*. <ym =y. 
Then, by (3.2), 
I FEY, ,.-my ~ml - F[ro ,..., Ym-III d NY, - Yob 
Let 
(3.4) 
Uj = lim F[y, ,..., y,J (m - l)!, j = 0, l,..., m - 1, 
bj = lim F[y,, ,..., y,,+J (m - l)!, j = 0, I,..., m - 1, 
as yi ,..., yi decrease to y0 and yj+r ,..., y,,+r increase to ym . Then 
a, = F’“-I’( y,,J = F(“-I)( y) 
b,-, = F(‘+l)( yo) = F(‘+l)(x) 
and ui = bier for j = l,..., m - 1. By (3.4), 
1 uj - bj 1 < K(y - x) (m - l)!, j = 0, l,..., m - 1, 
and we have, 
m-1 
1 F’“+(y) - F(‘+l)(x)l = 1 b,-, - a, 1 < 1 1 bj - aj 1 
i=o 
<K(y -x)m! 
This implies (3.3) with C = Km! 
We now consider the converse for 1 <p < co. For m = 1 we refer to 
Riesz [S]. Suppose m > 1. Theorem 2.1 implies FE AC”+l(I) since hypo- 
thesis (b) of that theorem follows from (3.1) and Holder’s inequality: 
n--m 
2 I FL+ >.**, %,lI (Xi+m - Xi> 
n--m 
< 1 I F[xi ,..., xi+m 
i=O 
] lp (Xi+m - xi))l’p . (g lxi+7n - xi))l’q 
‘12-m. 
< KllP 1 (Xi+m - Xi) l? 
t i=O ) 
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To complete the proof thatF E H,“(I) we need only show thatP-r) E H:(I); 
i.e., there exists a constant C such that 
for arbitrary N,, < ... ( J, in I. Defining, for i = O,..., 12 - 1 
xi = Ymi (Ymi+l ( e-0 (Ym(i+l) = .Ti+l 
and 
aij = limF[y,ni+l ,.-., Ydi+d Cm - 1Y 
; = 0, 1 112 - (..., 1) 
bij = limF[y,< ymi+rn-J (m - ,..., l)! 
as ynri+l ,..., ymi+j decrease to ylni and ~~t+j+~ ,-.., ~,,,i+~-~ increase to ymtifl) 
we obtain the usual relations aiej = b,,j-l for j = I,..., m - 1 and 
ai,o = P-l(~;+l), bi,,-l = F (“-l)(?ci). Now (3.1) leads directly to 
C I ai,j - bj,j jc (Xi+1 - Xi)l-’ < K[(WZ - I)!]” 
i=O 
for j = 0, l,..., m - 1. The inequality 
‘m-1 
( 1 
c 1 (jj ,’ p < 2b-l)P y 1 (gj IP 
j=O J=O 
yields 
n-1 
c j F(‘+-l)[wq , x<+#’ (xi+1 - xi) 
i=O 
W-1 
= 2 I q. - bi,,-1 ly (-%+I - xi)l--y 
n-lrn-1 
< 2(Tfl--l)p 1 1 / ai,j - b,,? ID (xifl - xi)l-p 
idI j-0 
< m2’“‘-l’PK[(m - l)!]“, 
so that Ftm) EL,(I). This completes the proof of Theorem 3.1. 
4“9/4+-13 
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4. CONNECTIONS WITH p-SPLINES 
In this section we show the connection of H,“’ functions with p-splines, 
1 <p < co. Besides being of interest in their own right, the results are 
used in Section 5 to sharpen the characterization theorem of Section 3. 
Let x0 < xi < ... < x,~ be points in I and let F be a finite-valued function 
on I. If 1 < p < co, a function s in 
U(F) = {f E H,“(I):f(xJ = F(x,), i = 0, l,..., n}. (4.1) 
is called a p-spline interpolating F on the mesh x,, ,..., x, provided 
(4.2) 
The existence of a solution of (4.2), and its uniqueness if n > m - 1, 
was established for 1 <p < CO in [4]. For finite I and p = 03, existence was 
shown in [3] for considerably more general minimization problems which 
subsume (4.2). The proof presented there is also valid for infinite intervals I. 
THEom&v~ 4.1. Let 1 < p < co. Let I be a possibly infinite interval and let 
F be a finite-valued function on I. Then 
(a”) FE H,“(I) 
is equivalent to 
(b”) There exists a constant K > 0 such that for every choice of n and 
x0 < ... < x,, in I, the p-splines s interpolating F on x,, ,..., x, satisfy 
II s(*) llLD G K. 
If F E H,“(I), we may take K = 11 Fern) /IL, . 
Proof. For any choice of x0 ,..., x, in I, 
II dm) IIL P < II Ftrn) II LP ’ 
since FE U(F) (see (4.1)). Thus (a”) + (b”) with constant K = 11 FIrn) IJL, . 
For the converse, it suffices to show that (b”) implies hypothesis (b’) 
of Theorem 3.1. Consider p = co. Given any x0 < x1 < *.. < x, in 1, let s 
be any co-spline interpolating F on x0 ,..., x, . Since s E H,“(I) we know by 
Theorem 3.1 that 
I S[Xi ,..., Xitmll < II drn) lIL,/(m - I)! < K/Cm - I)! 
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Then (3.2) follows since 
F[x, ,..., %+ml =s[xi 9*.., Xi+ml* 
The proof of the converse for 1 < p < CO is completely analogous (see [4] 
for details). 
The following lemma is easily proved by an amalgamation of the proofs of 
Lemma 2.1 and Theorem 2.2 in [4]. It is based on the uniform convexity of 
L,, 1 <p<cO. 
LEMMA 4.2. Let I be a finite interval in R and let r,, = {xjn)}z:), be a 
sequence of meshes in I with N(1) > m - 1, r,, C I’,,,, , and uL1 r, dense 
in I. Let 1 < p < CO. Given F E C(I), let s, be the p-splines interpolating F on 
r, . If there exists a constant K such that 11 s:~’ llLo < K, all n, then 
II F - sn IIH~~ -+O as n--t 00. 
Coupling Lemma 4.2 with Theorem 4.1, we see immediately that every 
FE H,“(I) is the limit in the HDm norm of a sequence of p-splines. Another 
immediate corollary of the two is the following result: (cf. [4, Theorem 2.21). 
COROLLARY 4.3. Let I be $nite and 1 < p < CO. Suppose r, is a sequence 
of meshes as in Lemma 4.2. Given FE C(I), let s, be the p-splines interpolating 
F on r,, . Then FE HDm(I) ;f and only if there is a constant K such that 
11 s:~) IILS < K. In particular, ifF E H,“(I), then K may be taken as 11 Ftrn) (IL,. 
This corollary is an essential strengthening of Theorem 4.1 as the hypo- 
thesis (b”) in Theorem 4.1 concerns splines on all possible meshes while in 
Corollary 4.3 there is aJixed sequence of meshes. We complete this section 
by extending the corollary to p = 00. 
THEOREM 4.4. Let I be finite and let r, be a sequence of meshes as in 
Lemma 4.2. Given FE C(I), f or each n let s, be an co-spline interpolating F on 
r,, . Then FE H,*(I) if and only ;f there exists a constant K such that 
11 s;~) (I6 < K, all n. In particular, if F E H,*(I), then K may be taken to be 
II s’(m) IL ao- 
Proof. Suppose 11 s;~,“’ ljg < K, all n, and let A = length I. For each 
1 < p -=G co, let s,,~ be the L, spline interpolating F on r, . Then 
so that F E H,“(I) by Corollary 4.3. K is seen to satisfy 
II Flrn) llLD < KAllp, l<p<co. 
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Now let x0 < ... < x7,, be points in 1. By Theorem 3. I we have 
j F[x, ,..,, x,]l = 
[I F[x, I..., x,,] 1 B (xrn - x0)]‘:” ntl,," /, f?(m) /I 
-(x,,1- .Q/l, - ’ (x,,~ - rojiiu (m T i,? 
ml/~'K,/J1,'/' 
G (m - l)! (x, - xO)l!Y 
for each 1 < p < co. 
Letting p --f co we obtain, 
so that, by Theorem 3.1, FE H,“‘(I). Since the converse is obvious, the 
theorem is proved. 
5. A STRONGER FORM OF THEOREM 3.1 
Theorem 3. I gives sufficient conditions for a function F to belong to I&‘)‘, 
1 < p < co, in terms of divided differences. The hypotheses require checking 
conditions (3.1) or (3.2) for arbitrary meshes xc, < x1 < ... < x, in the 
interval 1. For continuous functions it turns out that these conditions need 
only be verified for one fixed sequence of meshes if the sequence is chosen 
appropriately. 
Before stating the main result of this section we need a definition. A 
sequence r, =- {xc’,..., xFln, } of meshes in an interval I is said to be quasi- 
uniform if there exists u > 0 such that 
for n = 1, 2,.... 
THEOREM 5.1. Let 1 < p < CQ and F E C(I), where I is a possibly in@n’te 
interval in R. Then FE HD7’“(I) if and only zf there exists a constant K and a 
sequence of quasiuniform meshes r,, with the properties that r, C r,,, and 
uzzl r, n f is dense in f for any $nite subinterval f C I, and such that (3.1), 
if 1 < p < co, or (3.2), ifp = co, holds for this sequence. 
For I < p < co this result was obtained in [4] under the assumption that 
r, is a sequence of uniform meshes. Golomb [5] extended the result for 
1 < p < co to quasiuniform meshes. We therefore limit ourselves to proving 
the theorem for p = a. First we need a lemma. 
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LEMMA 5.2. Let I be afinite interval. Let F E C(I) and let {I’,} be a sequence 
of quasiuniform meshes of I. Then there exists a sequence {&,} C H,“(I) and a 
constant C > 0 such that 
&(XZ(R)) = F(x’i”‘) i = 0, l,..., N(n), n = 1, 2 ,..., P-1) 
The constant C depends only on m and on the constant 0 of quasiuniformity. 
Proof. The construction of these functions was performed in the proof of 
Theorem 3.1 in [2]. They had been constructed earlier, in the case of uniform 
meshes, in [4]. Specifically, functions $n defined on R were constructed 
satisfying (5.1) and 
for 
& is a piecewise polynomial of degree 3m - 2, 
& E c-y- co, a), 
#$’ has compact support, 
min(j.hr(n)-m) 
I &%)I < c 1 ) F[xp),..., xj:),]l , 
i=max(O.j--m+l) 
xI’“‘<t<x$‘,, 0 <j <N(n) - 1. 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
By (5.3)-(5.5), +n E H,‘“(R), n = 1, 2 ,..., Furthermore, (5.6) yields 
I &‘(t)l < Cm ,,;$J-, I F[xln) ,...? XI:‘,11 , t E I, (5.7) 
so that (5.2) holds. 
This completes the proof of the lemma. 
Proof of Theorem 5.1. (p = ox). The direct implication follows trivially 
from Theorem 3.1. For the converse, consider first the case of I finite. 
Let r,, be a sequence of quasiuniform meshes on I satisfying the hypotheses 
of Theorem 5.1. Let s, be any co-spline interpolating F on r, . By Lemma 
5.2 and by (3.2) we have 
The result follows from Theorem 4.4. 
Suppose now I is infinite in length. By the above, if f C I is a finite interval, 
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the hypothesis implies FE HXm(f) and ess supI 1 F(“)(t)1 < mCK, where C 
is the constant of Lemma 5.2 and is independent of f. This implies 
FE AC+l(I). We claim ess sup1 1 F(“)(t)1 < mCK. Suppose not. Then there 
exists a set Q of positive measure such that Fcm)(t) exists and / F(“)(t)\ > mCK 
on Q. For some finite interval 1, & = Q n f has positive measure. But on 1, 
ess sup1 1 Fcm)(t)l < mCK, and this contradiction completes the proof of the 
theorem. 
6. REMARKS 
1. Our thanks are due to S. Karlin for suggesting the idea of the proof 
of the converse for 1 < p < co in Theorem 3.1. 
2. Theorem 5.1 can be regarded as an extension of Theorem 2.2.26 of 
Butzer and Berens [I]. 
3. Papers [2] and [7] are concerned with the question of when a function f 
defined on a subset of R can be extended to a function FE HDm(- co, 03) 
or to a function 
FE WD”(--~, CO) = H,“(--a, co) nL,(--co, 03). 
Several of the results involve divided difference conditions similar to those 
here. For example, Smith [7, p. 1091 has shown that a finite-valued function F 
defined on a sequence {ti}“, with 0 < u < ti+l - ti < u-r has an extremal 
extension FE H,“(--CO, co) (an extension with minimal ))F(m) II,J if and 
only if 
sup I F[ti ,..., ti+,]I < co. 
i 
APPENDIX 
LEMMA. Let F E Cl(Z) and let x,, < x1 < ... < x,,+~ be points in I. Then 
m-1 
F[xo ,..., ~~-11 = F+y .I F[x~ r.e.9 Xj-1 , xi 9 Xj + A,.*., x,-J. 
3=0 
Proof. For m = 1 clearly 
F’(x,) = i+yF[xo , x0 + h]. 
The proof will be completed by induction. Assume the result for 
m - 1, m > 1. For convenience we define in general 
Fj[Eo ,***y &I = ii46 ,..., 5;-1 ,4j, 5; + h,.**, 411. 
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We note that 
(xmel - xo)Fm-&co I..., X,-l] = F,&l ,**a, X,-l] --F[xo >...I %a-11. 
Now using these relations and rearranging we obtain 
Thus 
m-1 
2 Fi[xO Y*-.P x,-J = F'[xo I..., x,-J 
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