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Sodobne IOT naprave in vgrajeni sistemi pogosto uporabljajo kompleksno
strojno-programsko opremo in operacijske sisteme ki morajo biti posebej pre-
vedeni za uporabo na ciljni platformi, in prilagojeni s popravki, gonilniki in apli-
kacijami za končni produkt. Zaradi tega se je razvila vrsta postopkov in orodij,
ki omogočajo avtomatizacijo in poenostavitev konfiguracije takih sistemov.
V delu predstavimo nekaj najpogosteje uporabljenih postopkov priprave za-
gonskih diskovnih slik za vgrajene platforme na osnovi operacijskega sistema Li-
nux in opišemo prilagajanje sistema in pripravljalnega postopka za specifičen
sistem, osnovan na modulu proizvajalca Variscite. Postopek vsebuje več nivojev
konfiguracije, od določanja funkcionalnosti perifernih vmesnikov, preko prilaga-
janja jedrnih modulov vse do priprave uporabe lastne aplikacije na produktu.
V zaključku dela povzamemo izboljšave postopka priprave zagonske slike ope-
racijskega sistema glede na začetni ročni postopek. Za konec predstavimo še nekaj
možnih izboljšav postopka.
Celoten postopek se že uporablja pri pripravi naprav, ki jih Adria Mobil,
slovenski proizvajalec rekreativnih vozil, vgrajuje v svoje produkte.
Ključne besede: Linux, operacijski sistem, avtomatizacija, Docker, vgrajena




Modern IOT devices and embedded systems often make use of complex firmware
and operating systems, which must be specifically compiled for use on target
platforms. Often, custom patches, drivers and product applications are required.
For this reasons, multiple tools and processes for automatic configuration and
process simplification were developed.
In our work, we present some of the most common tools used in system im-
age preparation for embedded platforms based on the Linux operating system.
We describe customization process of the operating system and preparation pro-
cess for a specific system, based on system-on-chip by a manufacturing company
Variscite. The process includes multiple configuration layers, from configuring
peripheral interfaces via device tree files, to customizing kernel modules and de-
ploying a proprietary application in userspace.
In conclusion, we summarize the improvements of the preparation and cus-
tomization process compared to the inital semi-manual process. Finally, we
present some of the ideas for future improvements.
The process is already being used for preparation of devices, being used by
the Slovenian recreational vehicles manufacturer, Adria Mobil, in their premium
product lines.
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4.5.2 Spremljanje delovanja WiFi modula in dostopne točke . . . 33
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1 Uvod
Sodobne IOT naprave in vgrajeni sistemi pogosto uporabljajo kompleksno
strojno-programsko opremo in operacijske sisteme, posebej prevedene in pripra-
vljene za uporabo na ciljni platformi, naj si bo to pametni hladilnik, omrežena
ura ali pa morda stroj za pomivanje posode. Da bi olajšali delo razvijalcem
in monterjem produktov, se je razvila množica projektov, ki omogočajo av-
tomatizacijo in poenostavitev prevajanja, prilagajanja in konfiguriranja takih
sistemov. Čeprav je implementacija teh postopkov lahko zamudno opravilo, pa
to odtehtajo pozitivne posledice: ko je postopek avtomatiziran, to razbremeni
uporabnika, skrajša čas postopka ki je bil prej izveden ročno in zmanjša število
napak zaradi nepazljivosti uporabnika.
V magistrskem delu se bomo osredotočili na avtomatizacijo postopka priprave
in prilagoditve zagonske diskovne slike na osnovi operacijskega sistema Linux za
sistem na modulu proizvajalca Variscite [2, 3]. Sistem na modulu je namenjen
vgradnji v napravo MACH [4] (ang. Mobile AI Communication Hardware), ki
deluje kot platforma za avtomatizacijo in daljinsko upravljanje rekreativnih vozil
in objektov, kot so avtodomi, počitniške prikolice in mobilne hiške. Osnovni
diagram integriranega sistema je prikazan na sliki 1.1.
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Slika 1.1: Visoko-nivojski diagram sistema rekreativnega vozila z integrirano
napravo MACH.
Naprava MACH je vgrajena v vozilo ali objekt in komunicira z drugimi
aparati (kot so luči, klimatske naprave, peči, itd.) preko različnih vgrajenih
vmesnikov. MACH deluje kot centralna procesorska enota celotnega sistema, ki
omogoča brezžičnim odjemalcem da se nanj povežejo in tako spremljajo stanje
objekta in upravljajo z napravami na daljavo preko lastne aplikacije, katere
primer je prikazan na sliki 1.2.
3Slika 1.2: Primer domačega zaslona aplikacije, povezane z vgrajeno napravo
MACH.
Prototip naprave MACH je bil opisan v delu Razvoj sistema za upravlja-
nje pametnega avtodoma [5], pričujoče delo pa opisuje postopke, uporabljene pri
pripravi produkcijske različice, ki jih Adria Mobil, slovenski proizvajalec rekrea-
tivnih vozil, vgrajuje v svoje trenutne serije vozil. Razvoj prototipa sistema je bil
prvotno izveden v okviru evropskega projekta OPTIMUM [6] na Inštitutu Jožef
Stefan, v nadaljevanju pa v okviru zagonskega podjetja Solvesall d.o.o. Prototipni
projekt je podprla in financirala Evropska komisija pod okriljem projekta OPTI-
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MUM (Open-source Big Data Fusion Driven Pro-activity for Intelligent Mobility,
H2020-MG-636160), produkcijsko različico naprave pa podjetje Solvesall d.o.o. in
Evropski sklad za regionalni razvoj s projektom AI4Energy (Umetna inteligenca
v oblaku za predikcijo porabe in aktivno upravljanje energije v odvisnosti od
vplivnih parametrov pri končnih potrošnikih).
1.1 Cilji magistrskega dela
Glavni cilj magistrskega dela je opisati razvoj avtomatiziranega programskega
postopka, ki neokrnjeno distribucijo operacijskega sistema Linux prilagodi naj-
prej s popravki proizvajalca ciljne platforme, nato pa še v skladu s potrebami
naše aplikacije ki bo tekla na napravi MACH. Postopek ustvari zagonsko dis-
kovno sliko, pripravljeno na prenos v notranji pomnilnik procesorskega modula.
Postopek mora biti ponovljiv, pripravljene diskovne slike pa morajo vsebovati
identifikacijske podatke, iz katerih lahko natančno izvemo, kdaj je bila sistemska
slika pripravljena in katera različica izvornih datotek je bila uporabljena. To nam
bo v prihodnosti omogočilo lažje odkrivanje vzrokov napak in razhroščevanje sis-
tema.
Dodatni cilj dela je pripraviti opisati postopek, ki smo ga razvili za olajšanje
konfiguracije naprave med proizvodnjo, kar vključuje pripravo varnostnih ključev,
posodobitev strojno-programske opreme, registracijo naprave v zalednem sistemu
in drugo.
1.2 Struktura dela
Prvo poglavje opisuje naše potrebe in cilje, zaradi katerih smo se odločili za
specializirano strojno opremo s prilagojenim operacijskim sistemom. V drugem
poglavju opišemo arhitekturo vgrajenih Linux sistemov in primerjamo najpogo-
steje uporabljena orodja za pripravo strojno-programske opreme s postopki ki jih
ponuja proizvajalec našega čipa. Tretje poglavje seznani bralca z uporabljeno
strojno opremo in funkcionalnostmi naprave MACH [4].
V četrtem poglavju opišemo postopek prilagajanja samega operacijskega sistema,
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peto poglavje pa je namenjeno opisu avtomatizacije in prilagajanja postopka pri-
prave diskovne slike s strojno-programsko opremo. Šesto poglavje opiše postopek
namestitve pripravljenega operacijskega sistema na ciljno platformo.
V zaključku podamo naša opažanja in podamo nekaj predlogov za nadgradnjo
opisanih postopkov v prihodnosti.
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2 Sorodno delo
2.1 Operacijski sistem Linux na vgrajenih napravah
Operacijski sistemi na osnovi Linuxa se pojavljajo v velikem številu vgrajenih
naprav, kot so potrošniška elektronika, infotainment sistemi v vozilih, mrežne
napravah in še marsikje. Ker je osnova sistema odprto-kodna, je Linux idealen
kandidat za mnoge proizvajalce, ki jedru sistema dodajo lastne gonilnike, aplika-
cije in funkcionalnosti.
Med najbolj znanimi so Googlov operacijski sistem Android, ki teče na velikem
deležu sodobnih mobilnih telefonov, OpenWRT ki služi kot osnova za operacijske
sisteme mrežne opreme kot so usmerjevalniki in stikala ter Raspbian, splošno-
namenski operacijski sistem, ki ga uporablja razvojna plošča Raspberry Pi in
temelji na distribuciji Debian Linux.
2.2 Obstoječa orodja za pripravo slike operacijskega sis-
tema
Zametki avtomatizacije postopkov priprave strojno-programske opreme segajo v
sam začetek razvoja operacijskih sistemov, kjer so razvijalci običajno uporabljali
enostavne skripte za ukazno lupino, ki so omogočile izvedbo zaporedja ukazov za
prevajanje izvorne kode in pripravo sistemskih slik.
Potreba po avtomatiziranih postopkih za strojno-programske opreme se je poja-
vila iz več razlogov: sistemi postajajo vse bolj kompleksni, saj lahko vsak produkt
potrebuje specializirane gonilnike, programske pakete in jedrne module. Poleg
tega je tekom razvoja programska oprema pripravljena in prevedena večkrat,
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morda zaradi posodobitve programskih paketov, spremembe različice aplikacije,
modifikacij strojne opreme ali zgolj popravljanja odkritih napak. Zato mora biti
proces priprave strojno-programske opreme čim enostavnejši za prilagoditve s
čimer razbremenimo razvijalca, hkrati pa avtomatizacija zmanjšuje možnost na-
pak, ki bi se lahko pojavile zaradi uporabnikove nepazljivosti. Ustrezna konfigu-
racija pripravljalnih orodij nam omogoča tudi, da so različice naših diskovnih slik
sledljive in da lahko ob najdenih sistemskih napakah hitro poiščemo katera serija
proizvedenih naprav je prizadeta.
Tako se je v zadnjih desetletjih razvilo več odprto-kodnih projektov, ki ponu-
jajo različne stopnje prilagajanja, in temeljijo na različnih osnovnih distribucijah
operacijskega sistema Linux.
2.2.1 Sistem Yocto
Yocto [7] je odprto-kodni projekt, ki uporabnikom omogoča pripravo prilagoje-
nih operacijskih sistemov na podlagi operacijskega sistema Linux, neodvisno od
arhitekture ciljne strojne opreme. Namenjen je predvsem IOT in vgrajenim na-
pravam. Zaradi široke prilagodljivosti je sistem Yocto izjemno kompleksen in
pogosto počasen, a ima vrsto značilnosti, zaradi katerih je v industriji zelo pri-
ljubljen. Postopek prilagajanja sestavljajo t.i. recepti in plasti, s katerimi lahko
razvijalci postopoma gradijo ciljno distribucijo. Sistem plasti omogoča izolacijo
funkcionalnosti med nivoji, kar poenostavi spremembe v razvoju, hkrati pa omo-
goča deljenje plasti med različnimi projekti s podobnimi zahtevami.
Visoko-nivojski pregled tipičnega projekta v sistemu Yocto je prikazan na sliki
2.1. Osnovo tvori plast OpenEmbededCore, ki vsebuje virtualne stroje za ciljno
arhitekturo. Nad njim se nahaja meta-podatkovna plast projekta Yocto, ki vse-
buje konfiguracijske datoteke minimalne distribucije operacijskega sistema Poky
Linux, ki služi kot integracijska plast ostalim nivojem. Sledi mu plast za konfi-
guracijo podpore strojne opreme, kjer proizvajalec sistema pripravi gonilnike in
popravke, namenjene specifični ciljni platformi ali družini čipov.
S tem je konfiguracija gonilnikov za specifičen sistem neodvisna od višjih aplika-
cijskih plasti, kar omogoča relativno enostavno menjavo strojne opreme. Višje
najdemo še plast za grafične uporabniške vmesnike, ki jo uporabljamo za konfi-
guracijo zaslonov in grafičnih okolij, sistemsko plast za konfiguracijo sistemskih
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Slika 2.1: Visoko-nivojski prikaz plasti tipičnega projekta v sistemu Yocto.
storitev in aplikacijsko plast, kjer razvijalci namestijo lastne aplikacije.
2.2.2 Sistem Buildroot
Projekt Buildroot [8] je drugi odprto-kodni projekt, ki ga oglašujejo kot enostav-
nejšo alternativo projektu Yocto. Namesto kompleksnega sistema plasti, Buil-
droot uporablja orodja, ki so uporabljena tudi v razvoju gonilnikov in jedra ope-
racijskega sistema Linux: menuconfig, gconfig, make in drugi. Prednost njihove
uporabe je, da jih poznajo mnogi razvijalci, saj gre za standardna orodja. Tudi
Buildroot ponuja lasten repozitorij s programskimi paketi, sestavljena sistemska
slika pa je med najmanjšimi - tudi do 2MB. Zaradi enostavnosti konfiguracije in
orodij je priprava nove slike po modifikaciji izjemno hitra.
Slika 2.2 prikazuje postopek prevajanja in priprave sistema z orodjem Buil-
droot. V prvi fazi orodje pripravi surovo ogrodje operacijskega sistema in namesti
programske pakete ter gonilnike. Po koraku čiščenja, se iz prevedenih datotek se-
stavi plast datotečnega sistema in izvedejo se konfiguracijske skripte. Iz nastalih
datotek orodje pripravi sliko datotečnega sistema in izvede zaključne skripte, ki
združijo datotečni sistem in jedro ter pripravijo končno zagonsko sliko.
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Slika 2.2: Postopek prevajanja in priprave sistema z orodjem Buildroot.
2.2.3 Projekt OpenWRT
Odprto-kodni projekt OpenWRT [9] temelji na projektu Buildroot. Primarno je
namenjen pripravi strojno-programske opreme za mrežne naprave kot so stikala in
usmerjevalniki, a je postal priljubljeno orodje tudi za uporabo na drugih vgrajenih
platformah, saj za delovanje potrebuje izjemno malo virov - 16 MB shrambe in
64 MB pomnilnika. Standardna distribucija poleg jedra in standardne knjižnice
C vsebuje še programski paket BusyBox, optimiziran za uporabo na napravah z
omejeno količino procesorske moči in pomnilnika.
2.3 Proizvajalčev proces za pripravo slike operacijskega
sistema sistema na čipu
Podjetje Variscite, proizvajalec uporabljenega sistema na čipu (VAR-SOM-SOLO,
iMX6) svojim kupcem ponuja več načinov priprave slike operacijskega sistema [2],
skupaj s pred-pripravljenimi diskovnimi slikami za hiter začetek in obnovitev sis-
tema. Vsi sistemi temeljijo na operacijskem sistemu Linux, razvijalci pa lahko
izbirajo med sistemom projekta Yocto (podpoglavje 2.2.1), operacijskim siste-
mom Android [10] in prilagojeno distribucijo Debiana [11].
Vsak od ponujenih postopkov uporablja svojo distribucijo za osnovo sistema, nato
pa procesna navodila in izvršne skripte namestijo specifične programske pakete,
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popravke in gonilnike za delovanje z ustrezno strojno opremo. Končni izdelek
postopka je skupek datotek, ki vsebujejo nizkonivojski opis periferne konfigura-
cije vmesnikov, sistemsko jedro in arhiv podatkovne particije. Vse to sestavlja
diskovno sliko z zagonsko in podatkovno particijo. Sliko lahko prenesemo na po-
mnilniški medij, ki ga uporabimo z lastnim sistemom ali razvijalskim kompletom
podjetja Variscite.
Za namestitev operacijskega sistema na notranji pomnilnik sistema na čipu so
priložene namenske skripte, ki poskrbijo za particioniranje in prenos datotek iz
zunanjega zagonskega medija.
Za naš produkt smo izbrali prilagoditev obstoječega Debian sistema, saj so naše
prototipne naprave, ki so temeljile na napravah Raspberry Pi 3 že uporabljale
prilagojeno distribucijo sistem Debian - sistem Raspbian. Izbira sistema z ena-
kim jedrom nam je omogočila, da smo lahko prenesli precejšen del obstoječih
sistemskih konfiguracijskih datotek in uporabljenih programskih paketov, kar je
poenostavilo nadaljnji razvoj.
Hkrati proizvajalčev postopek za pripravo sistema Debian uporablja skripte za
ukazno lupino Bash in standardna orodja ki so tam na voljo. Zaradi tega je spre-
minjanje samega postopka enostavnejše, obstoječa orodja proizvajalca pa je zelo
lahko integrirati v postopke ki smo jih razvili sami.
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3 Strojna oprema in naprava MACH
Ker je naša prototipna naprava, ki kot jedro sistema uporablja Raspberry Pi z
lastnimi razširitvenimi ploščami, temeljila na procesorjih družine Cortex proizva-
jalca ARM, smo za produkcijsko različico naprave izbrali podoben sistem, kar
zagotavlja optimalno kompatibilnost z našo aplikacijo in že razvitimi prilagodi-
tvami operacijskega sistema.
Kljub temu da je izbrani modul po specifikacijah močno podoben prototipni na-
pravi in da obe uporabljata operacijski sistem, ki temelji na distribuciji Linux
Debian, smo tekom razvoja naleteli na veliko težav, še posebej zaradi razlik v
gonilnikih komunikacijskih modulov in razpoložljivosti programskih paketov.
3.1 Lastnosti in funkcionalnosti sistema na čipu
Izbrali smo sistem na modulu, z oznako VAR-SOM-SOLO proizvajalca Variscite.
Modul temelji na eno-jedrnem procesorju ARM Cortex-A9, ponuja 1 GB de-
lovnega pomnilnika, 8GB trajne bliskovne shrambe in široko paleto perifernih
vmesnikov.
Za brezžično komunikacijo drugimi napravami ima vgrajen kombiniran čip Blueto-
oth in WiFi, podpira pa tudi ožičeno omrežje preko vmesnika Ethernet. Vgrajeni
so še USB krmilnik, podpora serijskim protokolom I2C, SPI, UART in CAN, vi-
deo in zvočnega krmilnika, vmesnik za zaslon na dotik in druga periferija. Modul
uporablja 200-pinski SO-DIMM vmesnik, preko katerega je speljano napajanje
(3.3V) in vse signalne linije, zato potrebujemo namensko razvito matično ploščo
ali razvojni komplet, ki omogoča priključitev vmesnikov preko standardnih ko-
nektorjev.
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Slika 3.1: Sistem na čipu z vgrajenim procesorjem, pomnilnikom in komunika-
cijskimi moduli. [2]
Razvojni komplet (slika 3.2), ki ga ponuja proizvajalec vsebuje integrirano
ploščo z vmesnikom za SOM modul. Poleg splošno-namenskih pinov (ang.
GPIO), plošča ponuja že nameščene vmesnike za spominsko kartico, USB vhode,
video HDMI izhod, zvočne izhode, mrežni priključek Ethernet, gumbe in druge
periferne naprave. Demonstracijska diskovna slika operacijskega sistema vključuje
vse funkcionalnosti, kar omogoča hiter začetek razvoja in testiranja različnih vme-
snikov.
Slika 3.2: Slika razvojne plošče za testiranje in razhroščevanje. [3]
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3.2 Periferni vmesniki in funkcionalnost integrirane na-
prave MACH
Za naš produkt je partnersko podjetje razvilo namensko matično ploščo, prika-
zano na sliki 3.3 v katero vstavimo uporabljeni procesorski modul preko DIMM
vmesnika. Na matični plošči je poleg modula nameščen še GPS sprejemnik, GSM
komunikacijski modem, reža za SIM kartico, USB vhod za priklop dodatnih na-
prav (video-kamera, enote za zunanjo shrambo...), statusne diode, stikalo za po-
novni zagon in nosilec baterije za realnočasno uro.
Slika 3.3: Matična plošča naprave MACH.
Na matično ploščo povežemo še t.i. IO-ploščo, prikazano na sliki 3.4, na ka-
teri so nameščeni nekateri senzorji, analogni vhodi in LIN vmesniki, ki preko
vodila CI-BUS komunicirajo z napravami v vozilu (klimatska naprava, peč, luči,
hladilnik, itd.) IO-plošča je s kontrolnim modulom povezana preko 20-pinskega
konektorja, ki poleg napajanja vključuje še serijsko vodilo za komunikacijo med
ploščami in dodatne signalne linije. Celotna naprava je napajana preko 12-
voltnega priključka, kar je standardna napetost za naprave v vozilu. V rekre-
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ativnih vozilih kot so avtodomi je sistem priključen na električni akumulator
bivalnega dela, ki je izoliran od električnega sistema, povezanega z motorjem.
Slika 3.4: Hčerinska plošča za komunikacijo z napravami v vozilu.
Tekom projekta smo razvili 3 ločene aplikacije za uporabo našega sistema.
Spletni odjemalec teče v vseh popularnih brskalnikih, aplikaciji za telefone z ope-
racijskim sistemom Android in iOS pa sta napisani v domorodnih jezikih platform
- Java in Swift.
Aplikacije združujejo več funkcionalnosti:
• Upravljanje z napravami v vozilu (klimatska naprava, peč, luči, itd.).
• Interaktivna uporabniška navodila, prilagojena vozilu.
• Iskanje interesnih točk (avtokampi, servisen postaje, itd.).
• Pregled podatkov o vozilu.
Desna stran slike 3.5 prikazuje glavni zaslon aplikacije ki je povezana z
vozilom, kjer lahko uporabnik upravlja naprave. Kadar se uporabnik nahaja
v neposredni bližini avtodoma, lahko aplikacijo uporablja preko lokalnega
brezžičnega dostopne točke ali preko povezave Bluetooth, brez potrebe po
povezavi z internetom ali našimi zalednimi strežniki.
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Slika 3.5: Zaslonske slike mobilne aplikacije: levo zaslon za izbiro tipa povezave,
desno glavni uporabniški vmesnik.
V primeru da uporabnik želi uporabljati napravo ko se nahaja dlje stran (npr.
vklop klime v avtodomu pred vrnitvijo s plaže, preverjanje stanja akumulatorja
ko je vozilo parkirano v garaži...), pa sistem omogoča tudi povezavo preko zale-
dnega strežnika. V tem primeru mora uporabnikova mobilna naprava povezana
na splet, strežnik pa posreduje njegove ukaze rekreativnemu vozilu preko GSM
povezave naprave. Ob delujoči GSM povezavi, naprava deluje tudi kot brezžična
dostopna točka za brskanje po spletu.
Na sliki 3.6 je prikazana shema komunikacij, ki opisuje kako se uporabniške apli-
kacije sporazumevajo z napravo, vgrajeno v rekreativnem vozilu. Na levem delu
slike 3.5 je prikazan nalagalni zaslon mobilne aplikacije, kjer lahko uporabnik iz-
bere preko katerega komunikacijskega kanala se želi povezati na napravo v svojem
vozilu.
Da naprava ne bi izpraznila električnega akumulatorja, je v sistem vgrajenih
tudi več režimov varčevanja z energijo. Ko stanje napolnjenosti akumulatorja
pade pod 30%, naprava vključi način hibernacije. Naprava se skoraj popolnoma
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Slika 3.6: Osnovna shema komunikacij med uporabnikom in MACH sistemom.
izključi, in se nato periodično zbuja, da izvede ukaze ki jih je v tem času morda
pripravil uporabnik. O stanju varčevanja z energijo je obveščen tudi zaledni
strežnik, ki v uporabniškem vmesniku o tem obvesti uporabnika.
4 Prilagajanje distribucije
operacijskega sistema Linux
Postopek prevajanja in priprave diskovne slike smo morali prilagoditi lastnim po-
stopkom, saj moramo na sistem namestiti lastno aplikacijo in skupek sistemskih
storitev. Postopek, ki ga ponuja proizvajalec sestoji predvsem iz skupka lupin-
skih izvršnih skript, kar pomeni da ga je zelo enostavno modificirati z dodajanjem
lastnih izvršnih skript.
V sledečem poglavju opišemo potek postopka prevajanje, vse prilagoditve ki smo
jih opravili, vključno z odstranitvijo nepotrebnih programskih paketov, konfigu-
racijo sistemskih storitev in namestitvijo lastnih aplikacij.
4.1 Postopek prevajanje in priprave operacijskega sistema
Na sliki 4.1 je prikazana shema postopka avtomatizirane priprave operacijskega
sistema. Kot osnova služijo odprtokodne komponente, ki vključujejo sistemsko
jedro Linux, gonilnike, osnovne programske pakete distribucije Debian, itd. in
temeljijo na operacijskem sistemu Debian Stretch R02 z jedrom 4.9.88. Tem kom-
ponentam je proizvajalec dodal lastne popravke in gonilnike. Ti vključujejo prila-
goditve in konfiguracije perifernih vmesnikov za uporabo sistema na VAR-SOM-
SOLO modulu, zvočne in grafične gonilnike, storitve za omogočanje Bluetooth
vmesnika in drugo. V zadnji fazi predpriprave pripravimo še lastne spremembe:
namestitev določenih programskih paketov in naše aplikacije, lastne konfiguracije
perifernih vmesnikov, itd. Vsi ti popravki so definirani v obliki zaporedja ukazov
in skript, ki se bodo izvedle v virtualnem okolju.
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Slika 4.1: Diagram poteka priprave zagonske diskovne slike operacijskega sistema
Linux
V naslednji fazi postopka se izvorne datoteke prevedejo, nato pa se prevedeno
sistemsko jedro zažene v virtualnem okolju, da lahko izvedemo celoten postopek
konfiguracije. Izhod tega postopka so:
• Datoteke prve stopnje zagonskega nalagalnika u-Boot, ki skrbi za zagon
sistema in dinamično konfiguracijo perifernih vmesnikov ob zagonu.
• Vsebina datotečnega sistema, ki vsebuje celotno strukturo Linux sistema ki
ga bomo uporabljali na ciljni platformi.
• Prevedeno sistemsko jedro, z vključenimi gonilniki in zagonskimi moduli.
• Datoteke s konfiguracijami perifernih vmesnikov, ki jih lahko vzporedno pri-
pravimo za celotno družino ciljnih naprav. Zagonski nalagalnik jih uporabi,
da sistemu konfigurira namen vmesnikov in pinov (npr. katera GPIO sku-
pina bo uporabljena kot serijski vmesnik, kako nasloviti Bluetooth vmesnik,
itd.).
Ko sta prevajanje in priprava končana, vse datoteke zberemo v zagonsko di-
skovno sliko. Ta je pripravljena za prenos na pomnilnik ciljne platforme preko
USB zagonskega diska, pomnilniške kartice, neposrednega zapisa v pomnilnik ali
poljubne metode.
4.1 Postopek prevajanje in priprave operacijskega sistema 21
Slika 4.2 prikazuje diagram funkcionalnih plasti ki jih moramo prilagoditi za
polno delovanje naprave MACH.
4.1.1 Nivoji prilagoditve operacijskega sistema in strojno-programske
opreme
Slika 4.2: Sklopi operacijskega sistema ki jih prilagajamo, urejeni od nizkonivoj-
ske konfiguracije vmesnikov strojne opreme do aplikacijskega nivoja
Na plasti, ki se nahaja najbližje strojni opremi je najprej potrebno konfiguri-
rati drevesa naprav, datoteke ki vsebujejo definicije obnašanja posameznih pinov
na napravi, ki se operacijskemu sistemu predstavijo kot GPIO pini in različni pe-
riferni vmesniki. To so lahko serijski vhodi, avdio in video priključki, realnočasne
ure, itd.
V plasti sistemskega jedra smo v konfiguraciji izbrali ustrezne gonilnike za pod-
prtje naprav, ki jih želimo uporabljati. To so serijska vodila, mrežni gonilniki,
itd. Poleg tega smo jim morali dodati potrebne sekundarne module, ki omogočijo
dodatne funkcionalnosti obstoječih jednih komponent, na primer module za upra-
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vljanje z načini porabe energije, dodatne programske možnosti za upravljanje z
mrežnim prometom, itd.
Na nivoju operacijskega sistema smo namestili in konfigurirali sistemske storitve
in potrebne aplikacije, kot so hostapd za brezžično dostopno točko, iptables za
usmerjanje mrežnega prometa ter mosquitto strežnik za prenašanje MQTT spo-
ročil. Tem programom smo dodali še nekaj programov ki smo jih razvili sami
in so namenjeni spremljanju stanja sistema in ukrepanju v primeru težav - npr.
obnovitev delovanje komunikacijskih vmesnikov v primeru programske napake.
Zadnja, aplikacijska plast vsebuje našo aplikacijo, ki združuje komunikacijo s
povezanimi napravami v vozilu in API uporabniških aplikacij. Aplikacija je na-
meščena kot storitev, ki se zažene ob zagonu operacijskega sistema.
4.2 Konfiguracija perifernih vmesnikov
Ker naš operacijski sistem teče na nestandardni, namensko razviti strojni opremi,
ne more samodejno zaznati priključenih perifernih naprav. Zato moramo upora-
biti datoteke drevesa naprav (ang. device trees), s katerimi pripravimo specifično
konfiguracijo pinov na našem modulu, ki se bo operacijskemu sistemu predstavila
kot skupek naprav in perifernih vmesnikov.
4.2.1 Osnove perifernih konfiguracij z drevesnimi datotekami naprav
V našem primeru nam proizvajalec olajša delo, saj lahko iz njihovega spletnega
repozitorija med drugim prenesemo osnovne konfiguracijske datoteke, ki nam
služijo kot baza konfiguracije in vsebujejo nekaj pogosto uporabljenih vmesnikov.
Datoteko moramo vstaviti med izvorno kodo jedra operacijskega sistema Linux,
da bo postopek prevajanja konfiguracijo in jedro prevedel za uporabo na ciljni
arhitekturi (v našem primeru arhitektura i.MX6, ki temelji na procesorjih ARM
Cortex A9).
Sami nato pripravimo prekrivno datoteko (ang. device tree overlay), ki nam omo-
goča da nad osnovno konfiguracijo dodamo novo plast, ki bo redefinirala posame-
zne segmente osnovne konfiguracije. To nam omogoča, da pripravimo konfigura-
cije za specifične platforme, brez sprememb v osnovni datoteki. Vse datoteke se
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nahajajo v mapi src/kernel/arch/arm/boot/dts, ki hrani konfiguracijske podatke
za vse platforme, ki jih podpira operacijski sistem Linux. V našem primeru se
osnovna konfiguracija nahaja v datoteki imx6qdl-var-som.dtsi, ki je preko ukaza
#include ”imx6qdl-var-som.dtsi” vključena v prekrivno datoteko imx6x-var-som-
solo.dtsi.
Zaradi široke podpore jedra Linux, definicije večine naprav ki bi jih želeli upo-
rabiti že obstajajo, zato nam ni potrebno skrbeti za nastavitve npr. hitrosti
vodil, referenčnih sistemskih ur in obnašanja prekinitvenih pinov, vsaj dokler
uporabljamo privzete nastavitve. Poskrbeti moramo predvsem, da konfiguriramo
posamezne pine in jih združimo v vmesnike, ki se bodo obnašali kot definirane
naprave ali vodila, ki ustrezajo naši strojni opremi.
4.2.2 Večplastno konfiguriranje perifernih vmesnikov
V izseku 4.1 je prikazan izsek izvorne kode, ki definira konfiguracijo serijskega
vmesnika UART2, uporabljenega za komunikacijo z GPS modulom. Defini-
cija vsake naprave je sestavljena iz dveh delov. Najprej definiramo struk-
turo s konfiguracijo surovih GPIO pinov, v našem primeru z imenom pinc-
trl uart3 2:. Struktura lahko vsebuje več lastnosti, nas pa zanima polje pins,
ki definira obnašanje posameznih pinov. Za UART vmesnik potrebujemo pin za
sprejemanje (MX6QDL PAD EIM D25 UART3 RX DATA) in pin za pošiljanje
(MX6QDL PAD EIM D24 UART3 TX DATA). Imena pinov so deklarirana v
ločeni datoteki in nam omogočajo da surove pomnilniško mapirane naslove pi-
nov nadomestimo z razumljivimi aliasi. Imenu pina v konfiguraciji sledi številka
v šestnajstiškem zapisu, katere vsebina prevajalniku pove, katere lastnosti ima
posamezen pin. Pomen posameznih bitov v številki lahko izluščimo s pomočjo do-
kumentacije za arhitekturo iMX6. V našem primeru uporabljena številka 0x1b0b1
omogoči pull-up upor na pinu in konfigurira moč in izhoda ob vklopu. Drugi del
konfiguracije je struktura, ki definira obnašanje celotnega vmesnika kot skupka
pinov. V našem primeru se bo struktura uart3 operacijskemu sistemu predstavila
kot UART vmesnik, saj je funkcionalnost serijskega vhoda že definirana v eni od
prekrivnih datotek. Naša konfiguracija bo zgolj popravila (prekrila) polji status in
pinctrl-0 osnovne definicije. Privzeto je naprava izključena (status=”disabled”),
zato nastavimo vrednost polja status na okay, kar omogoči delovanje. Da bo
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UART vodilo mapirano na pravilne skupek pinov v polje pinctrl-0 dodamo refe-
renco na prej definirano strukturo, ki vsebuje RX in TX pine.
Listing 4.1: Izsek izvorne kode konfiguracijske datoteke za arhitekturo i.MX6
1 /* UART3 Pin definition */
2 pinctrl_uart3_2: uart3grp -2 { /* RX/TX */






9 /* ttymxc3 - UART2 config */
10 &uart3 {
11 pinctrl -names = "default";
12 pinctrl -0 = <&pinctrl_uart3_2 >;
13 status = "okay";
14 };
V naši napravi smo morali na tak način pripraviti sledeče naprave:
• Serijsko vodilo UART1, uporabljeno za komunikacijo z GPS modulom
• Serijsko vodilo UART2, za komunikacijo s hčerinsko aplikacijsko ploščo.
• Serijsko vodilo UART3, za komunikacijo z vgrajenim Bluetooth čipom
• Vmesnik IOMUX za GPIO pine, ki upravljajo s statusnimi diodami, GPS
in GSM moduli.
• USB vmesnik za podporo priključitve zunanjih naprav
• Vodilo I2C za komunikacijo s pospeškometrom in realnočasno uro
Skupek .dtsi datotek lahko v ciljno obliko (binarna datoteka DTB, ang.
Device-Tree Blob) prevedemo s prevajalnikom dreves naprav (DTC, ang. device-
tree compiler). Ker so datoteke ločene od sistemskega jedra, jih lahko pripra-
vljamo neodvisno. Orodje DTC nam omogoča tudi povratno prevajanje binarnih
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DTB datotek v surove DTS in DTSI datoteke, čeprav ne more reproducirati
večplastnosti konfiguracije, a je izjemno koristno v primerih, ko želimo raziskati,
kako je določena naprava definirana v že delujočem sistemu.
4.3 Prilagajanje sistemskega jedra
Da lahko konfigurirane periferne vmesnike ustrezno uporabimo, mora imeti sis-
temsko jedro vključene ustrezne gonilnike in podsisteme. V jedru omogočimo
tudi dodatne funkcionalnosti na nivoju operacijskega sistema. V izvorni kodi
sistemskega jedra se konfiguracijske datoteke za različne ciljne platforme na
osnovi arhitekture ARM nahajajo v mapi /src/kernel/arch/arm/configs. Da-
toteka imx v7 var defconfig vsebuje konfiguracijo naše specifične naprave v teks-
tovni obliki z več kot 700 parametri sistemskega jedra. Za lažjo konfiguracijo je
na voljo orodje menuconfig, ki vhodno datoteko razčleni in prikaže v grafičnem
vmesniku (primer zaslona na sliki 4.3). Orodje nam ponuja vklop in izklop kom-
ponent, iskanje po drevesni strukturi konfiguracije in prikaz soodvisnosti kompo-
nent, kar olajša razvijalčevo delo .
Slika 4.3: Zaslonska slika orodja menuconfig za konfiguracijo sistemskega jedra
Linux.
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4.4 Konfiguracija sistemskih storitev in podpornih apli-
kacij
Za nemoteno delovanje naše aplikacije moramo zagotoviti podporo različnim ko-
munikacijskim vmesnikom: USB, Bluetooth, WiFi, serijski vhodi, itd., ki odje-
malcem omogočajo komunikacijo s strežnikom na napravi. Namestiti moramo
tudi strežnik s podporo protokol MQTT, ki služi za obveščanje odjemalcev o
posodobitvah na strežniku.
4.4.1 MQTT strežnik
Aplikacija na napravi MACH uporablja strežniški program mosquitto[12], ki po-
nuja prenašanje sporočil s protokolom MQTT. Gre za protokol naprava-naprava
(M2M, ang. machine to machine), ki deluje na principu objavi-naroči (ang.
publish-subscribe). To nam omogoča uporabo potisnih sporočil, saj se lahko
mobilni odjemalci naročijo na sporočila strežnika, aplikacija na napravi MACH
pa preko strežnika objavlja posodobitve. Tako odjemalcem ni potrebno skrbeti
za ročno preverjanje novih sporočil.
Naprava MACH uporablja privzeto konfiguracijo strežnika, z dodatno vtičnico
na vratih 8884 za uporabo s spletnimi brskalniki. MQTT knjižnice za spletne
brskalnike namreč ne podpirajo surovega MQTT protokola, zato je komunika-
cija emulirana skozi spletno vtičnico (ang. websocket) preko vtičnika na MQTT
strežniku.
V prvotni različici sistema smo uporabljali zaščiteno obliko protokola z enkrip-
cijo SSL/TLS na strežniškem nivoju, vendar se je izkazalo da se lahko pojavijo
težave ob poteku varnostnega certifikata. Ker nimamo zagotovila da se bo na-
prava v vozilu povezala na splet in prenesla obnovljeni certifikat, lahko pride do
izpada funkcionalnosti. Kasneje smo zato prešli na osnovni nezaščiteni protokol,
enkripcijo prometa pa izvajamo na aplikacijskem nivoju znotraj same aplikacije.
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4.4.2 Komunikacijski vmesniki
Za komunikacijo z uporabniškimi klienti in zalednimi sistemi, ima naprava MACH
vgrajene tri komunikacijske vmesnike: Bluetooth, GSM modem in brezžično do-
stopno točko. Ker modem krmili aplikacija sama, bomo opisali zgolj pripravo
Bluetooth vmesnika in brezžične dostopne točke, ki delujeta na nivoju operacij-
skega sistema.
4.4.2.1 Bluetooth vmesnik
Kot je opisano v podpoglavju 5.1.1.1, naš sistem uporablja programski sklad Bluez
5.41, certificiran po standardu SIG. Da ga omogočimo za uporabo v aplikaciji,
potrebujemo dve sistemski storitvi. Prva, ki smo jo pripravili in je prikazana v
izseku kode 4.2, poveže operacijski sistem z Bluetooth čipom preko serijskega vo-
dila UART, vidnega na navidezni napravi /dev/ttymcx2. To stori tako, da GPIO
pin 178 definira kot izhodni pin z ukazom ”out”v datoteki ”direction”v psevdo-
podatkovnem sistemu za upravljanje z napravami. Z zapisom vrednosti 0 in 1
nato preklopimo signalni pin, ki vklopi napajanje na čipu.
Nato z ukazom hciattach priklopimo izbrani serijski vhod, na katerem se nahaja
vmesnik. Pri tem uporabimo specifične parametre, ki programu povedo, koliko
časa naj čaka na odziv, kakšna je hitrost vodila in čip katerega proizvajalca upo-
rabljamo. V zadnjem koraku z orodjem hcitool preko vodila pošljemo ukaz, ki
omogoči protokol SCO (ang. Synchronous Connection-Oriented), ki ga uporablja
naš čip za vnaprejšnje popravljanje napak (ang. forward error correction).
Listing 4.2: Priklop serijskega vhoda za komunikacijo z Bluetooth čipom.
1 echo "out" > /sys/class/gpio/gpio178/direction
2 echo 0 > /sys/class/gpio/gpio178/value && sleep 2;
3 echo 1 > /sys/class/gpio/gpio178/value && sleep 2;
4
5 # Attach UART to bluetooth stack
6 hciattach -t 40 -s 115200 /dev/ttymxc2 texas 3000000
7 # Enable SCO over HCI
8 hcitool cmd 0x3f 0x210 0x01 0x00 0x00 0xff
28 Prilagajanje distribucije operacijskega sistema Linux
Drugi del sestavlja sistemska storitev bluetooth.service, ki jo dodamo v sto-
ritveni upravljalnik systemd in skrbi za programski del Bluetooth komunikacije.
Vzpostavi namreč programski sklad Bluez in povezavo na vodilo DBus, ki je
dostopno ostalim sistemskim storitvam in uporabniškim programom. V našem
produktu uporabljamo za komunikacijo z lastno aplikacijo, ki preko vodila omo-
goča Bluetooth povezavo z mobilnimi odjemalci.
4.4.2.2 Brezžična dostopna točka
Da lahko mobilna aplikacija komunicira z napravo MACH in s spletom preko
brezžičnega omrežja, je potrebno WiFi vmesnik ponovno konfigurirati v brezžično
dostopno točko. To zahteva uporabo kombinacije različnih orodij: program ho-
stapd za oddajanje dostopne točke, program DNSMASQ za dodeljevanje mrežnih
naslovov odjemalcem in program iptables za emulacijo mrežnega usmerjevalnika.
Namestiti in konfigurirati je potrebno tudi lastne sistemske storitve ki skrbijo za
stabilno delovanje dostopne točke in modema.
Uporaba programa hostapd za oddajanje signala dostopne točke
Ker je WiFi vmesnik naprave privzeto konfiguriran kot odjemalec, uporabimo
orodje hostapd, ki omogoča oddajanje brezžične dostopne točke. Konfiguracijska
datoteka, prikazana v izseku 4.3, pripravi privzeto konfiguracijo naprave: go-
nilnik, kanal in vmesnik za oddajanje dostopne točke, ime brezžičnega omrežja
(SSID), privzeto geslo in način enkripcije prometa. Skozi datoteko je možno kon-
figurirati tudi druge parametre vmesnika kot so hitrosti delovanja, frekvenčna
območja in drugo.
Med pripravo zagonske diskovne slike se vrednosti kot sta geslo in SSID omrežja
nastavijo na privzete vrednosti, ki jih avtomatizirani postopek prilagodi kasneje
med namestitvijo diskovne slike na specifično napravo.
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Konfiguracija naprave kot usmerjevalnika s statičnim IP naslovom
Da bo naprava MACH delovala kot usmerjevalnik za povezane odjemalce, moramo
brezžičnemu vmesniku nastaviti tudi statičen IP naslov. To storimo z dodajanjem
ukazov, prikazanih v izseku 4.4 v datoteko /etc/network/interfaces, ki vsebuje
ukaze za posamezne mrežne vmesnike. S temi ukazi dodelimo naši napravi IP
naslov 172.24.1.1 znotraj omrežja 172.24.1.0/24.
Listing 4.4: Ukazi za konfiguracijo statičnega IP naslova.
1 allow -hotplug wlan0





Uporaba programa dnsmasq za dodeljevanje IP naslovov
Ker se naprava MACH za svoje odjemalce obnaša kot usmerjevalnik, jim mora
ob povezavi dodeliti tudi IP naslov. To nam omogoča program dnsmasq, ki
ga s konfiguracijsko datoteko, prikazano v izseku 4.5 nastavimo tako, da novim
odjemalcem po protokolu DHCP dinamično dodeljuje IP naslove na podomrežju
172.24.1.0/24. Dodelimo mu tudi strežnik DNS za razreševanje domenskih imen,
kjer smo uporabili kar javno dostopni Googlov DNS strežnik na IP naslovu 8.8.8.8.
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Listing 4.5: Konfiguracijska datoteka programa dnsmasq za upravljanje z IP na-
slovi.
1 interface=wlan0
2 listen -address =172.24.1.1
3 server =8.8.8.8
4 dhcp -range =172.24.1.100 ,172.24.1.200 ,24h
Uporaba programa iptables za usmerjanje paketov
Da lahko odjemalci dostopne točke komunicirajo tudi s spletom in ne samo z
napravo MACH, moramo pravilno konfigurirati še program iptables, v katerem
definiramo pravila upravljanja z mrežnim prometom. Program mora transparen-
tno posredovati promet vmesnika brezžične dostopne točke na mrežni vmesnik, ki
je povezan na splet. V našem primeru bo to vmesnik usb0, na katerem je priklo-
pljen mobilni modem. Za izvedbo posredovanja potrebujemo tri ukaze, napisane
v izseku 4.6.
Listing 4.6: Ukazi za konfiguracijo posredovanja mrežnega prometa med vmesniki.
1 iptables -t nat -A POSTROUTING -o usb0 -j MASQUERADE
2 iptables -A FORWARD -i wlp0s3 -o usb0 -j ACCEPT
3 iptables -A FORWARD -i usb0 -o wlp0s3 -m state --state RELATED ,
ESTABLISHED -j ACCEPT
Prvi ukaz se veže na verigo POSTROUTING, ki procesira pakete ki zapuščajo
vmesnik. Z uporabo direktive MASQUERADE omogočimo usmerjanje teh pake-
tov z iptables programom, ne da bi motili normalno delovanje samega mrežnega
vmesnika usb0.
Drugi ukaz z direktivo ACCEPT ukaže programu, naj ves mrežni promet ki izvira
na vmesniku wlp0s3 (dostopna točka) posreduje na mrežni vmesnik usb0, ki je
povezan na splet.
Zadnji ukaz združi direktivno ACCEPT s filtrom RELATED in ESTABLISHED,
zaradi česar na vmesnik wlp0s3 posreduje zgolj promet, ki je odziv na povezave
odjemalcev na ciljnem vmesniku. Vse promet na vmesniku usb0, ki je odziv na
zahtevke naprave ali katerega od drugih možnih mrežnih vmesnikov bo ignoriran.
4.5 Servisi za spremljanje komunikacijskih vmesnikov 31
Pravila in direktive programa iptables se privzeto izbrišejo ob vsakem ponovnem
zagonu sistema, zato z ukazom iptables-save generiramo konfiguracijsko datoteko,
ki jo v primeru zagona preberemo in obnovimo pravila za usmerjanje mrežnega
prometa. Da to storimo, uporabimo ukaz iptables-restore ¡ /etc/iptables.ipv4.nat,
ki iz datoteke prebere pravila in jih aktivira v programu iptables. Ukaz dodamo
v datoteko rc.local, ki se izvede ob vsakem zagonu sistema in tako poskrbimo za
pravilno delovanje.
4.5 Servisi za spremljanje komunikacijskih vmesnikov
Uporabnost naprave MACH se zanaša na stabilno delovanje svojih komunikacij-
skih vmesnikov. Za dostop do spleta in zalednih strežnikov je potrebna GSM
povezava, lokalni uporabniki pa potrebujejo brezžično dostopno točko in Blueto-
oth dostop za uporabo z mobilno aplikacijo. Zato smo razvili skupek programskih
skript, ki med delovanjem sistema beležijo njegovo stanje in po potrebni ukre-
pajo v primeru napake. Tu gre lahko za nedelovanje vmesnika, preobremenjenost
kanala ali kaj drugega.
Storitve so implementirane z varnostnimi mehanizmi, da se sistem ne more ujeti
v neskončno zanko ponastavitve vmesnikov ali ponovnega zagona sistemov.
4.5.1 Spremljanje modema in povezljivosti v omrežje
Naprava MACH ni dobavljiva z vgrajeno SIM kartico, kar pomeni da mora
uporabnik uporabiti lastno kartico. Ker naša stranka dobavlja vozila po celo-
tni Evropi in še dlje, morata biti strojno-programska oprema modema, kot tudi
aplikacijski del ki upravlja z modemom dovolj robustna, da delujeta v omrežjih
različnih operaterjev. Sistem moram pravilno upravljati s preklopi med omrežji
tudi ob prehodih med državami (ti. roaming), v slabih pogojih ko moč signala
pade, itd.
Zaradi težav s stabilnostjo uporabljene različice strojno-programske opreme upo-
rabljenega modem čipa (ELS61-E proizvajalca Gemalto) smo zato sistemu do-
dali nekaj različnih načinov za ukrepanje ob okvari. S kasnejšimi nadgradnjami
aplikacije in novimi različicami strojno-programske opreme modema izboljšali
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zanesljivost sistema, vendar pa smo večino ukrepov za reševanje okvar pustili
omogočenih, saj so se izkazali kot koristni v nepredvidenih situacijah.
Omejitev hitrosti prometa
Specifikacije uporabljenega čipa navajajo teoretično maksimalno hitrost 5 Mbi-
t/s prenosa v smeri strežnika. V praksi smo ugotovili, da dolgotrajni prenos
podatkov pri visokih hitrostih povzroči nestabilno delovanje in ponovne zagone
čipa. Težavo smo uspeli odpraviti tako, da smo v sistemskem jedru omogočili sku-
pek modulov ki se uporabljajo za oblikovanje in razporejanje prometa na mrežnih
vmesnikih (moduli CONFIG NET SCH). V operacijski sistem smo namestili pro-
gram Wondershaper, ki z uporabo teh modulov na uporabniškem nivoju sistema
omogoča konfiguracijo obnašanja mrežnega prometa. Hitrost prenosa v smeri
proti strežniku smo tako na mrežnem vmesniku modema omejili na 4,7 Mbi-
t/s, kar je odpravilo padce povezave in ponovne zagone. Modem sicer podpira
komunikacijo z omrežji do 4G/LTE, vendar zaradi izbrane različice naprave ne
omogoča koriščenja polne pasovne širine takih omrežij.
Sistem je bil sicer testiran na širokem razponu omrežij, saj mora naša naprava
delovati tudi v tujini. Osredotočili smo se predvsem na evropska omrežja ki so
naš trenutni ciljni trg, saj bi za npr. mobilno omrežje Združenih držav Ame-
rike potrebovali drugačen modem. Sistem je stabilen tudi na 3G omrežju ki med
premikanjem odjemalca ponuja hitrosti do 380 kbit/s, je pa v tem primeru brska-
nje po spletu preko dotopne točke močno upočasnjeno, saj komunikacija naprave
MACH porabi precejšen del komunikacijskega kanala pri tako nizki pasovni širini.
Preverjanje prisotnosti mrežnega vmesnika
Mrežni vmesniki, kot so povezave brezžičnih omrežij, Ethernet priključek in
mobilni modemi, se operacijskemu sistemu Linux predstavijo skozi psevdo-
podatkovni sistem. Običajno je njihova konfiguracija zapisana v datoteki /et-
c/network/interfaces, uporabnik pa lahko njihovo trenutno stanje preveri z orod-
jem ifconfig (izpis na sliki 4.4).
Modem naše naprave se sistemu ob priključitvi predstavi z imenom usb0, saj je
priklopljen na enega od dveh fizičnih USB vhodov. Med delovanjem naprave smo
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začeli opažati da modemski vmesnik občasno izgine in postane nedosegljiv zaradi
nestabilnosti, na voljo pa je šele ob ponastavitvi in ponovnem zagonu modema,
kar izvedemo s sekvenco preklopov specifičnih GPIO pinov. Zato smo pripravili
programsko skripto, ki v sistemu spremlja prisotnost usb0 vmesnika in v primeru,
da vmesnik ni viden, sproži ponastavitveno sekvenco. Skripta za preverjanje mo-
dema se sproži enkrat na minuto.
Slika 4.4: Običajen izpis ukaza ifconfig z lokalnim povratnim vmesnikom in
fizičnim Ethernet vmesnikom.
4.5.2 Spremljanje delovanja WiFi modula in dostopne točke
Tudi WiFi modul, ki oddaja brezžično dostopno točko lahko pride v stanje
napake zaradi nestabilnosti strojno-programske opreme čipa ali preobremenitve.
Zato smo pripravili dve programski skripti, ki periodično preverjata delovanje
brezžičnega omrežja.
Prvi program spremlja stanje programa hostapd, ki skrbi za oddajanje
brezžične dostopne točke. Lupinska skripta, katere jedrna logika je prikazana
v izseku 4.7 periodično bere izpis programa arp, iz katerih razbere, koliko odje-
malcev je povezanih na dostopno točko. V primeru da je ima vsaj enega odje-
malca, skripta prebere zadnje sistemskega dnevnika in preveri, če izpis vsebuje
nize znakov, ki se tipično pojavijo kadar je dostopna točka v stanju napake - v
tem primeru mrežni vmesnik ni pripravljen na pošiljanje podatkov. Če tak niz
zazna, skripta ponovno zažene sistemsko storitev brezžične dostopne točke.
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Listing 4.7: Izsek ene od skript za spremljanje stabilnosti brezžičnega modula.
1 CLIENTS=$(arp -a -i wlan0 | grep "ether" | grep -v "?")
2 CLIENTS_NUM=$(echo -n "$CLIENTS" | grep -c ’^’)
3 echo "Connected␣clients:␣$CLIENTS_NUM" >> ${LOGFILE}
4 if [ 1 -gt "$CLIENTS_NUM" ]; then
5 DMSG_BUFF=$(tail -n 3 /var/log/messages)
6 NOT_READY=$(echo -n "$DMSG_BUFF" | grep "wlan0:␣link␣is␣not␣
ready")
7 READY=$(echo -n "$DMSG_BUFF" | grep "wlan0:␣link␣becomes␣ready"
)
8 if [ -z "$READY" -a -n "$NOT_READY" ]; then
9 echo "ERR:␣wlan0␣not␣ready␣and␣no␣one␣connected.␣Re -setting␣
hostapd!" >> ${LOGFILE}
10 systemctl restart hostapd
11 fi
Druga skripta je namenjena preverjanju nestabilnosti mrežnega sklada v je-
drnih modulih, saj je to običajno povezano s pojavitvijo napake v delovanju
strojno-programske opreme WiFi modula. Tudi tu spremljamo sporočila jedra v
dnevniku /var/log/messages in ob zaznanih napakah, povezanih z jedrnim modu-
lom wlcore sprožimo ponoven zagon brezžičnega modula. To storimo s sledečim
ukazom: echo 1 ¿ /sys/kernel/debug/ieee80211/phy0/wlcore/start recovery, ki
zapiše vrednost 1 v datoteko start recovery. Kot je razvidno iz poti, se datoteka
nahaja v navideznem podatkovnem sistemu sysfs, kjer lahko dostopamo do la-
stnosti fizičnih naprav preko navideznih datotek. Po ponovnem zagonu modula
moramo ponastaviti tudi storitev brezžične dostopne točke in Bluetooth vme-
snik. Bluetooth in WiFi vmesnik se namreč nahajata na istem čipu, ker pomeni
da obremenitve in ponovni zagoni vplivajo na oba.
Tekom razvoja se je stabilnost brezžičnega modula bistveno izboljšala, saj
smo preko OTA posodobitev na naprave distribuirali novo različico strojno-
programske opreme brezžičnega modula, ki je odpravila programske hrošče. Kljub
temu smo naše storitve za stabilizacijo mrežnih vmesnikov ohranili v produkcij-
skih sistemih, saj so se izkazali za efektivne.
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4.5.3 Spremljanje Bluetooth modula
Kot že omenjeno, se Bluetooth vmesnik nahaja na modulu ki gosti tudi WiFi čip,
čeprav imata ločeni vodili. Zaradi tega obremenitve ali napake v delovanju enega
od vmesnikov vplivajo tudi na drugega. To smo prvič opazili, ko smo imple-
mentirali aplikacijsko komponento, ki Bluetooth uporablja za iskanje brezžičnih
IOT senzorjev v okolici, kar traja nekaj deset sekund in se sproži v periodičnih
intervalih. V tem času se pasovna širina povezave WiFi modula razpolovi zaradi
obremenitve procesorja na WiFi modulu. Zaradi teh pojavov smo implementirali
tudi sistem za spremljanje stanja Bluetooth vmesnika.
Jedro programa tvori zaporedje ukazov, ki s pomočjo orodja hciconfig spremlja
stanje Bluetooth vmesnika hci0. Če izpis orodja pokaže, da je vmesnik v stanju
napake, program zažene ponastavitev celotnega Bluetooth sklada, z naslednjimi
koraki:
• Ponovni zagon sistemske storitve, ki preko spremembe GPIO pinov ponovno
zažene Bluetooth čip in ga ponovno pripe na serijski vhod /dev/ttymxc2
• Ponovni zagon Bluetooth programskega sklada (Bluez)
• Ukaz hciconfig hci0 up, ki zažene programsko komunikacijo z Bluetooth
vmesnikom
• Ponovna nastavitev imena vmesnika, ki ga bodo videle oddaljene naprave
pri povezovanju
• Proženje ukazov za vidnost vmesnika oddaljenim napravam (ang. discove-
rability) in omogočanje uparjanja
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5 Prilagajanje pripravljalnega procesa
5.1 Optimizacija sistema
Postopek za pripravo diskovne slike, ki ga ponuja proizvajalec ustvari splošno-
namensko diskovno sliko, ki vključuje mnoga orodja in storitve, ki jih končni izde-
lek uporabnikov ne potrebuje. Odstranitev ustreznih komponent lahko znatno po-
speši postopek prevajanja, izboljša delovanje sistema in tudi omogoči varčevanje
z energijo.
5.1.1 Programska oprema
Na naši platformi smo odstranili:
• Pakete družine xfce4, saj ne uporabljamo grafičnega delovnega okolja.
• Pakete avdio/video orodij in kodekov (alsa-utils, gstreamer, itd.), saj na
platformi ne uporabljamo multimedijskih perifernih vmesnikov.
• Pakete vmesnika Bluetooth, saj moramo zaradi skladnosti s standardom
SIG uporabljati točno določeno različico programskih paketov.
• Onemogočenje namestitve proizvajalčevih gonilnikov za grafično (GPU) in
zvočno procesorsko enoto, popravkov za grafični strežnik X ter gonilnikov
za strojno dekodiranje video kodekov (VPU).
Največji vpliv ima onemogočenje prevajanje proizvajalčevih gonilnikov za
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GPU in VPU, ki jih mi ne potrebujemo, in skrajša čas prevajanja za več kot
1 uro.
5.1.1.1 Namestitev programskih paketov Bluetooth v skladu s stan-
dardom SIG [1]
Ker morajo biti naprave, ki oddajajo brezžične signale ustrezno certificirane,
mora biti s tem skladen tudi naš Bluetooth vmesnik, vključno z njegovo strojno-
programsko opremo. Najlažji način za zagotovitev tega je uporaba že certificirane
različice programskega paketa. V našem primeru je to pomenilo uporabo paketa
Bluez 5.41. Ker je trenutno podprta različica v programskem repozitoriju pro-
jekta Debian že 5.23, in ker repozitorij ne vsebuje različice 5.41, smo morali
zagotovit lasten namestitveni postopek, ki iz izvorne kode prevede in namesti naš
programski paket.
Listing 5.1: Prevajanje in namestitve paketa bluez-5.41 iz izvorne kode.
1 VERSION=bluez -5.41
2 wget http :// www.kernel.org/pub/linux/bluetooth/$VERSION.tar.xz
3 tar xvf $VERSION.tar.xz && cd bluez -5.41
4 ./ configure --prefix =/usr --mandir =/usr/share/man --sysconfdir =/
etc --localstatedir =/var
5 make && make install
6
7 #ensure link to new version binary




11 systemctl unmask bluetooth
12 systemctl enable bluetooth
13 systemctl restart bluetooth
14 cd .. && rm $VERSION.tar.xz && rm -r $VERSION
Bash skripta, ki izvede prevajanje in namestitev je vidna v izseku 5.1. Iz ura-
dne strani najprej prenesemo paket in ga z orodjem tar razširimo v mapo. Nato
poženeno konfiguracijsko skripto, ki poskrbi da različice sistemskih paketov in
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prevajalnikov zadostujejo za namestitev željenega paketa. Orodje make prevede
in pripravi binarne datoteke za uporabo na sistemu. Ustvariti moramo tudi na-
videzno povezavo, da nadomestimo morebitno staro različico Bluetooth storitve.
Za konec omogočimo in zaženemo sistemsko Bluetooth storitev in odstranimo
izvorno kodo, ki je ne potrebujemo več.
Ob zagonu sistema bo sistemski proces naložil tudi našo Bluetooth storitev,
v certificirani različici. Za nemoteno delovanje Bluetooth vmesnika skrbi ločena
programska skripta, ki je opisana v poglavju 4.5.3.
5.2 Izvedba pripravljalnega procesa
Za avtomatizacijo postopka priprave diskovne slike, smo pripravili lastno preva-
jalno skripto. Ta poskrbi za namestitev potrebnih programskih paketov, razširitev
izvornih datotek, prevajanje kode in na koncu pakiranje prevedenih datotek v lo-
kalno diskovno sliko.
5.2.1 Priprava namestitvenega okolja
Da lahko začnemo s prevajanjem, moramo najprej izvesti tri pred-prevajalne faze:
• Namestitve programskih paketov: Uporabimo orodje apt-get, s katerim na-
mestimo okolje za emulacijo QEMU, orodja za upravljanje z datotekami,
itd.
• Prenos izvornih datotek: Naložimo zadnjo različico proizvajalčeve distribu-
cije Debian Linuxa na veji debian stretch mx6 var02, prevajalniške pakete,
izvorno kodo zagonskega nalagalnika in izvorno kodo posebnih gonilnikov
(npr. WiFi modul).
• Prenesemo lastne popravke in konfiguracijske datoteke, ki jih bo pripra-
vljalna skripta uporabila med prevajanjem.
Trajanje te faze je odvisno predvsem od hitrosti mrežne povezave sistema na ka-
terem postopke izvajamo, saj mora skripta prenesti veliko število datotek izvorne
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kode.
Pripravo okolja je sicer potrebno izvesti zgolj prvič, saj lahko ob kasnejšem pre-
vajanju z novimi popravki uporabimo isto okolje.
5.2.2 Prevajanje jedra in podatkovnega sistema operacijskega sistema
Linux
V drugi fazi moramo prevesti izvorne datoteke zagonskega nalagalnik u-Boot,
sistemsko jedro in jedrne module operacijskega sistema. Za to potrebujemo nav-
zkrižni prevajalnike (ang. cross-compiler), ki zna izvorno kodo prevesti v izvršne
datoteke za delovanje na arhitekturi našega ciljnega sistema. Mi smo uporabili
prevajalnik GCC s ciljno arhitekturo armhf, proizvajalec pa je že pripravil ustre-
zne Makefile skripte za prevajanje, kar nam delo bistveno olajša, saj bi sicer
morali sami zgraditi skripte z make ukazi za ciljno arhitekturo [13] . Postopek
ustvari prvostopenjski nalagalnik SPL, sliko zagonske particije druge stopnje na-
lagalnika U-Boot in sistemsko jedro. V jedro so vključeni tudi vsi jedrni moduli,
ki smo jih konfigurirali v datoteki imx v7 var defconfig. Prevedemo tudi gonilnike
za dodatne čipe kot je brezžični modul, ki bodo vključeni v operacijski sistem v
naslednji fazi. Zaradi ločenih faz priprave lahko ob kasnejših posodobitvah jedra
ali gonilnikov ponovno izvedemo zgolj eno od faz, kar močno skrajša čas priprave
nove diskovne slike.
5.2.3 Konfiguracijo operacijskega sistema diskovne slike
Ko so prevedene vse izvorne datoteke, izvedeno tretjo fazo priprave diskovne
slike. Orodje debootstrap nam omogoča, da v lokalno mapo namestimo celotno
distribucijo sistema Debian iz prevedenih izvornih datotek. Pri tem moramo spe-
cificirati, da uporabljamo ciljno arhitekturo armhf (ang. ARM Hard Float), kar
omogoči namestitev programskih paketov ki izkoriščajo strojno podporo decimal-
nim številkam s plavajočo vejico.
Nato uporabimo QEMU, odprto-kodno orodje za virtualizacijo strojne opreme, s
katerim na našem gostiteljskem sistemu emuliramo delovanje ciljne distribucije.
Znotraj programa QEMU se sedaj iz prevedenih datotek zažene operacijski sis-
tem, ki ga lahko prilagajamo še naprej.
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To moramo storiti zato, ker nekaterih postopkov ne moremo izvesti zgolj na ni-
voju sistemskih datotek. Virtualno okolje nam omogoči namestitev programskih
paketov s sistemskim upravljalnikom paketov, konfiguracijo uporabnikov in na-
mestitev posebnih gonilnikov.
Ko izklopimo virtualni sistem, imamo na gostiteljskem sistemu v lokalni mapi
rootfs celotno podatkovno particijo ciljnega sistema, ki jo shranimo v TAR arhiv,
pripravljeno na prenos podatkovni medij.
5.2.4 Generiranje zagonske slike sistema
V zadnji fazi imamo že pripravljeno sistemsko jedro, zagonski nalagalnik in arhiv
podatkovne particije, zato moramo datoteke sestaviti v diskovno sliko, primerno
za zapis na zagonski medij. Ker proizvajalčeva ovojna skripta omogoča zgolj ne-
posreden zapis datotek v surovi obliki na pomnilniški medij (pomnilniška kartica,
USB ključ...) z ukazom -c sdcard, smo skripto razširili z zaporedjem ukazov, ki
ustvari datoteko diskovne slike. Tako lahko sestavljeno sistemsko sliko shranimo v
arhiv, njeno vsebino primerjamo z obstoječimi sistemskimi slikami in enostavneje
prenašamo slike med sistemi kot če bi se zanašali na en sam pomnilniški medij.
Listing 5.2: Zapis diskovne slike na navidezno napravo.
1 write_disk_img_to_file () {
2 outpath=$OUTPUT_DIR/$OUTPUT_IMAGE
3 # make 6GB empty img file
4 dd if=/dev/zero of="$outpath" bs=100M count =60 status=
progress
5
6 out_dev=$(losetup -f) # find empty loopback device
7 sudo losetup -fP "$outpath" # mount file as device
8 sudo ./ make_var_som_mx6_debian.sh -c sdcard -d "$out_dev"
9 sudo losetup -d "$out_dev" # detach filesystem
10 sha526 "$outpath" > $outpath.sha256
11 tar -zvcf "$OUTPUT_IMAGE.tar.gz" "$OUTPUT_DIR"
12 echo "Written␣SD␣card␣image␣to:␣$outpath"
13 }
Potrebno zaporedje ukazov je prikazano v izseku 5.2. Najprej si z orodjem
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dd pripravimo prazno diskovno sliko ustrezne kapacitete. Naša platforma ima 8
GB trajne shrambe, podatkovni sistem zagonske diskovne slike pa zahteva vsaj
5 GB shrambe, še preden dodamo naše aplikacijske datoteke. Ker velikost same
slike ne vpliva na dejansko kapaciteto in lastnosti particij na ciljni platformi in
natančna velikost datoteke ni pomembna, izberemo velikost ciljne datoteke, ki
bo čim manjša, saj bomo tako lahko hitreje prenašali datoteko med sistemi. Mi
smo izbrali velikost 6 GB, kar zagotavlja dovolj prostora za bodoče nadgradnje
zagonske slike.
Ker ima virtualno delovno okolje omejeno število mest za povratno-zančne
datotečne sisteme, najprej poiščemo prostega in nato z orodjem losetup vpnemo
ustvarjeno prazno datoteko kot navidezno napravo z datotečnim sistemom. Na ta
način pretentamo proizvajalčev postopek da particionira in zapiše diskovno sliko
na našo datoteko, namesto na fizično napravo. Za konec shranimo še nadzorno
vsoto SHA256 in obe datoteki stisnemo z orodjem tar. Tako je zagonska diskovna
slika pripravljena na prenos na ciljno platformo.
5.3 Proces priprave sistemske slike neodvisno od plat-
forme
Ker priprava naših sistemskih slik zahteva namestitev velikega števila specifičnih
programskih paketov in je zaradi kompatibilnosti vezana na točno določene gosti-
teljske različice operacijskega sistema Debian ali Ubuntu, smo to rešili s pripravo
ovojnih skript, ki naš postopek prevajanja in prilagajanja operacijskega sistema
izvedejo v navideznem okolju.
To ohranja sisteme na katerih se postopek izvaja ne-onesnažene, omogoča eno-
stavno nadgradnjo postopkov in omogoča, da kdorkoli pripravi lastno sistemsko
sliko ne glede na gostiteljski operacijski sistem. Zaradi določenih pomanjkljivosti
uporabljenega orodja je sicer postopek zaenkrat izvedljiv zgolj na operacijskih
sistemih, ki temeljijo na jedrih ki so skladna z okoljem UNIX (Mac OSX, Fre-
eBSD, Debian...). Na operacijskih sistemih Windows postopek še ne deluje, saj
podpora navideznim pogonom orodja Docker še ni ustrezno kompatibilna z našim
načinom uporabe.
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5.3.1 Orodje Docker
Docker [14] je orodje, ki omogoča izolacijo servisov in izvedbe postopkov v obliki
navideznih zabojnikov, ki so neodvisni od gostiteljskega operacijskega sistema
(slika 5.1). Za razliko od običajnih virtualnih strojev so zabojniki bistveno manjši
in porabijo manj sistemskih virov. Zato so zelo primerni za horizontalno skaliranje
zalednih sistemov, virtualna delovna okolja, uporabljajo pa se tudi kot izolirana
okolja za prevajanje kode.
Na ta način lahko pripravimo prevajalne postopke, ki prevedejo kodo za različne
ciljne platforme in arhitekture, brez da v naše običajno delovno okolje namestimo
različne različice prevajalnikov in drugih orodij, kar je včasih lahko celo nemogoče
in privede do nestabilnosti sistema. Poleg tega lahko zabojnike, ki te procese
izvajajo, enostavno selimo med strežniki in delovnimi okolji.
Slika 5.1: Diagram sistemske arhitekture pri uporabi orodja Docker.
Za uporabo zabojnika Docker smo pripravili konfiguracijsko datoteko, ime-
novano Dockerfile, ki enolično določi specifikacije ciljnega zabojnika. V pripra-
vljenem zabojniku se bo nato izvajal postopek priprave zagonske diskovne slike.
Naša konfiguracije je razmeroma preprosta (izsek 5.3): v polju FROM določimo
izvorno sliko, v našem primeru je to distribucija Linux Ubuntu 16.04, ki jo ura-
dno podpira proizvajalec našega modula. Nato z direktivo RUN zaženemo ukaz,
ki namesti potrebne programske pakete - prevajalnike, orodja za manipulacijo
podatkovnih sistemov, itd. Z direktivami ENV je potrebno nastaviti še okoljske
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spremenljivke sistema da bo uporabil ne-interaktivni terminal, kar bo zagotovilo,
da se bodo izvršne skripte izvajale pravilno in brez čakanja na uporabniški vnos.
Listing 5.3: Primer uporabljene Dockerfile konfiguracijske datoteke.
1 FROM ubuntu :16.04
2 RUN apt -get update && apt -get install -y binfmt -support qemu
qemu -user -static debootstrap kpartx \
3 lvm2 dosfstools gpart binutils ...
4 ENV TERM dumb
5 ENV DEBIAN_FRONTEND noninteractive
6 WORKDIR /mach -build
Iz konfiguracijske datoteke nato z ukazom sudo docker build -t
”$BASE IMG NAME-f Dockerfile-base . zgradimo osnovno sliko Docker
zabojnika, ki je pripravljena na uporabo. Slika ima nameščene vse potrebne
programske pakete in nam bo služila kot okolje za izvedbo vse potrebnih operacij
za prevajanje in pripravo končne diskovne slike za napravo MACH.
5.3.2 Izvedba postopka v navideznem zabojniku
Ker so zabojniki orodja Docker začasni, in je vsaka sprememba med delovanjem
zabojnika izbrisana ko ga ugasnemo, moram poskrbeti za trajnost podatkov na
katerih izvajamo operacije. Docker nam omogoča, da mape na lokalnem disku
mapiramo v virtualne zabojnike, kar pomeni da si lahko ločeni zabojniki delijo
podatke.
Za zagon posameznih segmentov postopka uporabimo ukaz sudo docker run –
rm -v $FULL PATH:/$BUILD FOLDER -it $BASE IMG $CLONE CMD, ki ga
sestavljajo sledeči elementi:
• sudo docker run - S tem ukazom Docker izbran zabojnik zažene in izvede
zgolj naveden ukaz (v našem primeru, del postopka prevajanja)
• –rm - Dockerjev argument, ki bo zabojnik odstranil po izvedbi ukaza
• -v $FULL PATH:/$BUILD FOLDER - Dockerjev argument, ki ma-
pira lokalno pot FULL PATH v navidezno okolje zabojnika
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• -it - Omogoči vnosni terminal zabojnika, prek katerega bo ukaz izveden
(običajno zabojniki tečejo v t.i. headless načinu, brez uporabniškega vnosa,
npr. v strežniškem okolju)
• $BASE IMG - Ime izvornega zabojnika, ki naj bo uporabljen za izvedbo
ukaza. V našem primeru je to zabojnik, ustvarjen iz Dockerfile datoteke,
opisane v prejšnjem podpoglavju.
• $EXEC CMD - Ukaz ki naj ga zabojnik izvede
Izjema je del postopka, ki pripravi korenski podatkovni sistem zagonske slike
naše naprave. Ta mora teči v privilegiranem načinu, saj takrat uporablja QEMU
emulacijsko okolje za zagon virtualne naprave z operacijskim sistemom, v kate-
rega namesti programske pakete in gonilnike za napravo MACH. S privilegiranim
načinom zabojniku dodelimo dostop do gostiteljskega jedra, ki ga emulator po-
trebuje za delovanje v tem primeru. Zato je potrebno postopek priprave zagonske
slike opravljati na sistemu, kjer imamo korenski (ang. root) dostop, saj brez njega
ne moremo emulirati ciljnih naprav da bi v celoti pripravili podatkovni sistem.
5.4 Namestitev aplikacije
Namestitev naše aplikacije poteka v dveh korakih. Med pripravo sistemske slike
postopek prenese in prevede najnovejšo izdano različico aplikacije, ki jo vključi
v diskovno sliko. Kasneje, ko operater pripravlja posamezno napravo, se izvede
druga faza konfiguracije, ki aplikacijo konfigurira za delovanje na specifični na-
pravi. To vključuje prenos ustreznih varnostnih ključev, registracijo naprave na
zalednem sistemu, konfiguracija sistemske ure, izvedbo avtomatskih testov za
potrditev o delovanju in drugo.
5.4.1 Priprava izvršne datoteke
V prvi fazi namestitve aplikacije, pripravimo in prevedemo izvorno kodo naše
aplikacije. Uporabljeni ukazi so prikazani v katerega ukazi so prikazani v izseku
5.4. Izvorna koda aplikacije je shranjena v sistemu za nadzor izvorne kode Git,
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kjer je vsaka izdana različica označena z lastno unikatno oznako. To nam omogoča
da ob vsaki posodobitvi slike izvedemo ukaze, ki samodejno prenesejo in namestijo
zadnjo različico naše aplikacije.
Orodje git najprej klonira repozitorij izvorne kode če v lokalnem okolju še ne
obstaja, in z ukazom git describe –tags poišče zadnjo izdano različico aplikacije
na produkcijski veji. Proces nato odstrani datoteke, ki se nahajajo v repozitoriju
a jih ob namestitvi ne bomo več potrebovali, kot so konfiguracijske datoteke,
testi programske kode in razvojna dokumentacija. V zaključni fazi priprave s
programom ant prevedemo Javansko izvorno kodo, rezultat postopka pa je izvršna
JAR datoteka, ki je prenosljiva med sistemi in jo lahko namestimo v naše delovno
okolje.
Listing 5.4: Prenos in prevajanje zadnje različice uporabniške aplikacije.
1 prepare_application_deploy () {
2 if [[ -d "$APP_DIR" ]]; then
3 echo "App␣dir␣exists ,␣checking␣release ..."
4 else
5 git clone "$APP_GIT_REPO" "$APP_DIR" || exit 1;
6 git submodule update --init --recursive
7 fi
8
9 latesttag=$(git describe --tags)
10 echo "Checking␣out␣App␣Version:␣${latesttag }."
11 git checkout --quiet "${latesttag}"
12
13 cd "$APP_DIR" && rm -rf "$LIST_OF_UNNEEDED_FILES"
14 cd "app/bin" && ant build -clean
15 cp app.jar $TARGET_APP_DIR
16 }
5.4.2 Namestitev in konfiguracija aplikacije pred odpremo naprave
Zaradi omejitev emulacijskega postopka ob kreiranju diskovne slike se zadnja
faza konfiguracije aplikacije izvede šele ko je diskovna slika že nameščena na ciljni
napravi, to pomeni npr. na proizvodni liniji. Takrat se zaženejo avtomatizirane
konfiguracijske skripte, ki izvedejo sledeče postopke:
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• Sinhronizacija podsistema realno-časne ure.
• Zajem podatkov o napravi (identifikacijska številka procesorja in modema,
fizični MAC naslovi vmesnikov, različica operacijskega sistema in aplikacije,
itd.)
• Ustvarjanje konfiguracijske datoteke za aplikacijo iz zajetih podatkov
• Test komunikacijskih in perifernih vmesnikov.
Rezultati vseh korakov so zabeleženi v izhodni datoteki in shranjeni na oblačno
storitev, ki omogoča spremljanje stanja produkcije in služi kot baza odpremljenih
naprav. Ob reklamaciji ali težavah z napravo lahko iz storitve enostavno prido-
bimo osnovne podatke o okvarjeni napravi in lažje diagnosticiramo napako.
Na koncu je iz zajetih identifikatorjev ustvarjena tudi registracijska QR koda za
uporabnike, naprava je opremljena z nalepko in odpremljena stranki.
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6 Namestitev operacijskega sistema
Ko je naša zagonska slika pripravljena, jo moramo s pomočjo zagonskega medija
ali ustreznega namestitvenega vmesnika prenesti na notranji pomnilnik naše na-
prave, da bo ta lahko delovala neodvisno. V našem izdelku za to poskrbi skripta,
ki ob zagonu iz zunanjega medija poskrbi za pripravo pomnilniških naprav in
zapis podatkov na notranji pomnilnik.
6.1 Namestitev zgrajene slike operacijskega sistema na
sistem na čipu
Sistem, nameščen na zunanjem mediju vsebuje arhiv celotnega podatkovnega
sistema (rootfs.tar.gz ), datoteke sistemskega jedra in skripto debian-install.sh, ki
poskrbi za izvedbo naslednjih namestitvenih korakov:
• Konfiguracija skripte glede na zaznano strojno opremo (število procesorskih
jeder, specifična procesorska arhitektura...)
• Namestitev obeh stopenj zagonskega nalagalnika SPL in u-Boot
• Namestitev datotek jedra operacijskega sistema in konfiguracijskih datotek
perifernih vmesnikov
• Razširitev arhiva podatkovnega sistema
• Formatiranje notranjega pomnilnika modula
• Prenos datotek zagonske in podatkovne particije na notranji pomnilnik
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Modul vsebuje tri trajne bliskovne pomnilnike tipa NAND, ki se sistemu pred-
stavijo kot pomnilniške naprave MTD (ang. Memory Technology Device, Embed-
ded Linux Primer [15], poglavje 10):
• /dev/mtd0: SPL pomnilnik, vsebuje nalagalnik 1. stopnje
• /dev/mtd1: u-Boot pomnilnik, vsebuje nalagalnik 2. stopnje
• /dev/mtd2: primarni pomnilnik, vsebuje podatkovni sistem
Slika 6.1: Postopek zagona operacijskega sistema.
Za prenos datotek iz medija na notranji pomnilnik je uporabljen program
nandwrite (del programskega paketa mtdutils), ki omogoča zapis binarnih dato-
tek na trajne pomnilniške naprave, hitrost prenosa pa je omejena zgolj s hitrostjo
pisanja. Po končani izvedbi, lahko sistem zaženemo iz notranjega pomnilnika.
Postopek zagona operacijskega sistema je prikazan na sliki 6.1. Prve tri faze za-
gonskih nalagalnikov nas pripeljejo do sistemskega jedra, to pa do zagonskega
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procesa uporabniškega okolja. Modul vsebuje začetno fazo zagonskega nalagal-
nika v statičnem bralnem pomnilniku (ang. ROM, read-only memory), mi pa
namestimo prvo in drugo stopnjo u-Boot nalagalnika v pomnilniške sektorje na-
prav MTD1 in MTD2.
6.2 Potek prvega zagona sistema
Ob prvem zagonu sistema, ki smo mu namestili naš prilagojeni operacijski sistem,
moramo izvesti še nekaj operacij, da bo sistem dokončno prilagojen strojni opremi
na kateri teče. Pomagamo si z datoteko rc.local, katere vsebina je izpisana v
izseku 6.1. Da omogočimo delovanje brezžične dostopne točke, poskrbimo da je
WiFi vmesnik deblokiran in omogočimo usmerjanje mrežnega prometa z orodjem
ip tables.
Zagonski proces operacijskega sistema Linux poskrbi, da se vsebina datoteke
rc.local izvede ob vsakem zagonu, zato smo vpeljali posebno datoteko kot zazna-
mek za izvedbo postopka. Če je bil postopek že izveden, bo datoteka prisotna v
datotečnem sistemu, zaradi česar lahko začetno konfiguracijo preskočimo. Če smo
potrdili da res gre za prvi zagon sistema (oznaka ni prisotna), potem postopek
izvedemo.
Iz lastnosti sistema preberemo ID naprave in ga uporabimo kot del privzetega
imena brezžičnega omrežja. Novi SSID omrežja zapišemo v konfiguracijo dosto-
pne točne in konfiguracijo Bluetooth vmesnika. Da bo postopek ob prihodnjih
zagonih preskočen zapišemo oznako v datoteko first.boot. Za konec postopka izve-
demo še ponovni zagon storitev za brezžično dostopno točko in spremljanje stanja
brezžičnega vmesnika.
Listing 6.1: Datoteka rc.local ki se izvede ob zagonu sistema.
1 rfkill unblock wifi
2 modprobe ip_tables
3
4 #if first boot , set default SSID
5 MARKER_PATH="/etc/mach/first.boot"
6 if [ ! -f $MARKER_PATH ]; then
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7 #extract SSID and replace it in config
8 SSIDNAME=‘cat /sys/class/net/wlan0/address | sed ’s/\://g
’ | awk ’{␣print␣toupper($0)␣}’‘
9 sed -i " /^ssid/c\ssid=MACH -$SSIDNAME␣/etc/hostapd/hostapd
.conf"
10 echo "PRETTY_HOSTNAME=MACH -$SSIDNAME" > /etc/machine -info
11 touch "$MARKER_PATH"
12 systemctl restart hostapd
13 systemctl start wifi -watchdog.service
14 fi
15 iw dev wlan0 set power_save off
6.3 Sledljivost in identifikacija različic diskovne slike
Ker se tekom razvoja produkta aplikacija in sistemske konfiguracije lahko spremi-
njajo, je pomembno da lahko naše nameščene diskovne slike kasneje identificiramo
in ugotovimo kdaj so bile ustvarjene, iz kakšnih izvornih datotek in s katerimi
konfiguracijskimi parametri. Ker so tako naša aplikacijska izvorna koda kot tudi
skripte za izvedbo priprave operacijskega sistema shranjene v sistemu za upravlja-
nje z izvorno kodo Git, nam to ponuja zelo eleganten način za sledenja različicam
diskovnih slik.
Listing 6.2: Ukazi za pripravo JSON datoteke za identifikacijo različice diskovne
slike.
1 readonly CONFIG_COMMIT=‘git rev -parse HEAD ‘
2 readonly BUILD_DATE=‘date +"%Y-%m-%d"‘
3 readonly CONFIG_BRANCH=‘git branch | grep \* | cut -d ’␣’ -f2‘
4 echo "{␣\"release_date\":\"${BUILD_DATE }\",
5 ␣␣␣␣␣␣␣␣\"config_commit\":\"${CONFIG_COMMIT }\",
6 ␣␣␣␣␣␣␣␣\"config_branch\":\"${CONFIG_BRANCH }\"␣␣}"
7 > ./ os_release_info
Izsek 6.2 vsebuje ukaze, ki ustvarijo datoteko, ki nam služi kot vir informacij o
sliki. Vsebuje tri ločene podatke:
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• CONFIG COMMIT: Z ukazom git rev-parse HEAD pridobimo preizkusno
vsoto ki v sistemu Git enolično identificira različico konfiguracijskih datotek
iz katerih je bila slika pripravljena
• BUILD DATE: Uporablja sistemski ukaz date z dodatnim specifikatorjem
formata, da izpiše datum priprave diskovne slike.
• CONFIG BRANCH: cevovod ukazov git, grep in cut iz seznama program-
skih vej ki so na voljo izpiše tisto, iz katere smo pripravili trenutno sliko.
Vse tri spremenljivke so zapisane v JSON datoteko, katere primer je zapisan
spodaj v izseku 6.3, in ki je shranjena na v podatkovnem sistemu. Ob uporabi
kompatibilne aplikacije, se podatek o različici diskovne slike pojavi med informaci-
jami o sistemu v polju ”Različica MACH operacijskega sistema”, kot je prikazano
na sliki 6.2.




4 "release_date": "2019 -09 -09"
5 }
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Slika 6.2: Prikaz informacij o sistemu v mobilni aplikaciji.
7 Sklepne ugotovitve in zaključek
V sklopu magistrskega dela smo predstavili postopek prilagajanja operacijskega
sistema Linux za uporabo na vgrajeni platformi in avtomatizacijo tega postopka.
Opisali smo komponente sistema, ki smo jih morali prilagoditi in nadgraditi za
našo uporabo, ter postopek za ustvarjanje zagonske slike, pripravljeno na prenos
na pomnilnik naprave.
V sklopu avtomatizacije postopka smo razvili vrsto skript, ki samodejno pripra-
vijo zagonsko sliko z zadnjimi popravki in različicami potrebnih aplikacij, brez
posredovanja človeka. V nekaj mesecih od izdaje prve različice avtomatiziranega
postopka za pripravo in namestitev strojno programske opreme na modul VAR-
SOM-SOLO smo postopoma nadgradili določene komponente postopka. Zasnova
skript in samega postopka omogočata enostavno zamenjavo ali nadgradnjo posa-
meznih komponent.
Tekom razvoja smo izdali več različic orodja, ki vsebujejo nadgrajene skripte za
spremljanje stanja komunikacijskih vmesnikov, nove različice uporabniške aplika-
cije in druge popravke na nivoju operacijskega sistema, kot je nadgradnja strojno-
programske opreme IO modula in Bluetooth gonilnikov. Postopek je bil uveden
v produkcijsko proizvodnjo. Ker so se prilagoditve operacijskega sistema razvi-
jale skozi posamezne različice zagonske slike, se popravki, ki jih namestimo na
nove različice diskovnih slik distribuirajo tudi preko OTA posodobitev naprave.
Posodobitve poleg namestitve nove različice aplikacije vsebujejo tudi popravke za
operacijski sistem, ki so potrebni za optimalno delovanje naprave.
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7.1 Možnosti za nadaljnji razvoj
Za boljšo prenosljivost postopka za pripravo sistemskih zagonskih slik bi bilo po-
trebno ovojne skripte orodja Docker pripraviti tudi za uporabo na operacijskem
sistemu Windows. Tu bi bilo potrebno rešiti tudi težavo z nameščanjem navide-
znih pogonov v orodju Docker, ki se v Windows sistemu obnašajo drugače kot na
preostalih sistemih.
Nekaj idej za optimizacijo imamo tudi pri postopku namestitve diskovne slike
in aplikacije na samo napravo. Zaradi omejitev virtualnega okolja v katerem
se pripravlja diskovna slika, je v originalni sliki distribuirana celotna izvorna
koda, ki se med namestitvijo prevede, namesti aplikacijo in nato iz varnostnih
razlogov odstrani. V kolikor bomo uspeli ta del postopka izboljšati z uporabo
pred-pripravljenega programskega paketa, ki ga ni potrebno prevesti, bomo pri
pripravi posamezne naprave prihranili 1 do 2 minuti, kar predstavlja precejšen
del postopka.
Poleg tega se za preverjanje pravilne izvedbe testov ob namestitvi aplikacije za-
našamo na ročno pregledovanje. Če lahko razvijemo orodje, ki bo samodejno
razčlenilo in potrdilo rezultate testov, je to dodaten korak v postopku, ki bo iz-
veden hitreje in natančneje kot če ga izvaja človek.
Z razvitim sistemom smo zadovoljni, saj je zanesljiv in robusten. Ker trenutno
naprave pripravljamo v manjših produkcijskih serijah, hitrost postopka priprave
trenutno popolnoma zadošča, a bo v prihodnosti zagotovo potrebno implemen-
tirati zgoraj opisane optimizacije za zmanjšanje časa proizvodnje in eliminacijo
napak človeškega faktorja.
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[11] Debian, “Domača stran projekta Debian [Online].” Dosegljivo: https://
www.debian.org/. [Dostopano: 20. 12. 2019].
[12] E. Foundation, “Projekt Eclipse Mosquitto [Online].” Dosegljivo: https:
//mosquitto.org/. [Dostopano: 20. 12. 2019].
[13] C. Simmonds, Mastering Embedded Linux Programming (2nd Edition).
Packt Publishing, 2017.
[14] Docker, “Spletna stran programa Docker [Online].” Dosegljivo: https://
www.docker.com/. [Dostopano: 20. 12. 2019].
[15] C. Hallinan, Embedded Linux Primer (A Practical Real-World Approach (2nd
Edition). Prentice Hall, 2010.
