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ON THE NUMERICAL DIMENSION OF PSEUDO-EFFECTIVE
DIVISORS IN POSITIVE CHARACTERISTIC
PAOLO CASCINI, CHRISTOPHER HACON, MIRCEA MUSTAT¸A˘, AND KARL SCHWEDE
Abstract. Let X be a smooth projective variety over an algebraically closed field of
positive characteristic. We prove that if D is a pseudo-effective R-divisor on X which is
not numerically equivalent to the negative part in its divisorial Zariski decomposition,
then the numerical dimension of D is positive. In characteristic zero, this was proved by
Nakayama using vanishing theorems.
1. Introduction
Let X be a smooth projective variety over an algebraically closed field k. Recall that
an R-divisor on X is pseudo-effective if its numerical class lies in the closure of the set of
classes of effective R-divisors on X . Following [Nak], we define the numerical dimension
κσ(D) of an R-divisor D as the largest non-negative integer ℓ such that for some ample
divisor A one has
lim inf
m→∞
h0(X,OX(⌊mD⌋+ A))
mℓ
> 0
(if there is no such ℓ ≥ 0, then κσ(D) = −∞). In fact, κσ(D) ≥ 0 if and only if D is
pseudo-effective. The following is the main result of this note:
Theorem 1.1. Suppose that X is a smooth projective variety over an algebraically closed
field k of positive characteristic. If D is a pseudo-effective R-divisor on X which is not
numerically equivalent to the negative part Nσ(D) in its divisorial Zariski decomposition,
then κσ(D) ≥ 1, that is, there is an ample divisor A on X and C > 0 such that
h0(X,OX(⌊mD⌋ + A)) ≥ Cm for all m≫ 0.
The above theorem was proved by N. Nakayama in [Nak, Thm. V.1.12] in char-
acteristic zero, using the Kawamata-Viehweg vanishing theorem. That result turned out
to be useful in many situations when dealing with pseudo-effective divisors. For exam-
ple, it was used in the proof of the non-vanishing theorem, an important ingredient in
proving the finite generation of the canonical ring, see [BCHM, Lem. 6.1]. We note that
a large part of the results in birational geometry in characteristic zero rely on the use
of vanishing theorems. The above result illustrates our belief that in spite of the failure
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of vanishing theorems in positive characteristic, several results can still be recovered by
making systematic use of the Frobenius morphism.
Let us say a few words about the divisorial Zariski decomposition that appears in the
above theorem; for details, see §2. If D is a pseudo-effective divisor, then to every prime
divisor Γ on X one can associate a non-negative real number σΓ(D) that only depends
on the numerical class of D. It is known that there are only finitely many prime divisors
Γ with σΓ(D) > 0. The negative part in the divisorial Zariski decomposition of D is
Nσ(D) :=
∑
Γ
σΓ(D)Γ.
Given an arbitrary R-divisor D on X , the non-nef locus of D is the union
B−(D) :=
⋃
A
SB(D + A),
where A varies over the ample divisors A on X such that D+A is a Q-divisor, and SB(E)
denotes the stable base locus of a Q-divisor E. One can show that, in fact, B−(D) is a
countable union of Zariski closed subsets. Note that B−(D) is empty if and only if D is
nef. If we assume that the ground field is uncountable, then B−(D) = X if and only if D
is not pseudo-effective. Furthermore, in this case a prime divisor Γ is contained in B−(D)
if and only if σΓ(D) > 0.
The assertion in Theorem 1.1 is proved by showing that after replacing D by D −
Nσ(D), we can find an ample divisor A such that the sections of OX(⌊mD⌋ + A) can be
lifted from suitable curves to X . The following is another result in this direction.
Theorem 1.2. Let X be a smooth projective variety over an algebraically closed field of
positive characteristic, and let D be an R-divisor on X. Suppose that H = H1 + . . .+Hr
is a simple normal crossing divisor on X, with r < dim(X), and that W := H1 ∩ · · · ∩Hr
does not intersect the non-nef locus B−(D) of D. In this case there exists an ample divisor
A on X such that the restriction map
H0(X,OX(⌊mD⌋+ A))→ H
0(W,OX(⌊mD⌋ + A)|W )
is surjective for every m ≥ 1.
For a version of this result in characteristic zero, see [Nak, Prop. V.1.14]. The proofs
of Theorems 1.1 and 1.2 make essential use of the Frobenius morphism.
In any characteristic, there are several possible candidates for the notion of numerical
dimension of a pseudo-effective divisor. In characteristic zero, B. Lehmann showed in
[Leh] that all these definitions are equivalent. We expect that a similar result holds also
in positive characteristic, but we do not pursue this direction here. We only show, using
Theorem 1.2, that in the case of a nef divisor D, the numerical dimension of D as defined
above can also be described as the largest integer j ≥ 0 such that the cycle class Dj is
not numerically trivial (this is the definition in [Kaw]). This is done in Proposition 4.5.
The paper is organized as follows. In the next section we collect some basic facts
about pseudo-effective divisors, non-nef loci, and divisorial Zariski decompositions. §3 is
devoted to proving a general vanishing result, valid in arbitrary characteristic, which only
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uses asymptotic Serre vanishing. This is then used in §4 to prove the two results stated
above.
Acknowledgment. We are grateful to Ja´nos Kolla´r and Burt Totaro for comments on a
preliminary version of the manuscript, and to Rob Lazarsfeld for some helpful discussions.
2. Review of basic invariants of pseudo-effective divisors
We start by recalling some basic definitions and notation. We work over a fixed
algebraically closed field k. For now, we do not make any assumption on the charac-
teristic of k. All varieties are assumed to be reduced and irreducible. Let X be an n-
dimensional normal projective variety over k. A divisor (Q-divisor, R-divisor) on X is a
linear combination with integer (respectively, rational or real) coefficients of prime divi-
sors. If D =
∑d
i=1 aiDi is an R-divisor on X (with the Di distinct prime divisors), then we
put ⌊D⌋ :=
∑d
i=1⌊ai⌋Di and ⌈D⌉ :=
∑d
i=1⌈ai⌉Di, where for a real number u, we denote
by ⌊u⌋ and ⌈u⌉ the largest (respectively, smallest) integer that is ≤ u (respectively, ≥ u).
We denote by Cart(X) the group of Cartier divisors on X . An R-Cartier R-divisor on X
is an element of Cart(X) ⊗Z R. We consider this real vector space as a subspace of the
space of R-divisors. We will mostly be concerned with the case when X is smooth, when
every R-divisor is R-Cartier.
We denote by N1(X)R the quotient of Pic(X) ⊗Z R by the numerical equivalence
relation. This is a finite-dimensional real vector space. The cone of pseudo-effective classes
is the closure of the cone generated by classes of line bundles L with h0(X,L) ≥ 1. Its
interior is the cone of big classes.
Suppose now that X is a smooth projective variety. If D is a divisor, then we de-
note by Bs(|D|) the base-locus of the linear system |D|, considered with the reduced
scheme structure. If D is a Q-divisor, then the stable base locus SB(D) is the intersection⋂
mBs(|mD|), where m varies over the positive integers such that mD has integer coeffi-
cients. This is a Zariski closed subset, and it is a consequence of the Noetherian property
that SB(D) = Bs(|mD|) whenever m is divisible enough.
The non-nef locus of an R-divisor D is defined as
B−(D) :=
⋃
A
SB(D + A),
where A varies over the ample R-divisors such that D+A has Q-coefficients. It is easy to
see that if (Am)m≥1 is a sequence of ample R-divisors whose classes in N
1(X)R go to zero,
and such that D + Am is a Q-divisor for every m, then B−(D) =
⋃
m≥1 SB(D + Am). In
particular, B−(D) is a countable union of Zariski closed subsets (it was recently shown
by John Lesieutre that B−(D) is not always closed [Les]).
It follows from definition that B−(D) only depends on the numerical equivalence
class of D. Furthermore, B−(D) is empty if and only if D is nef; if k is uncountable, then
B−(D) is a proper subset of X if and only if D is pseudo-effective. For these facts about
the non-nef locus and for a more detailed discussion, see [ELMNP].
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We now recall the asymptotic order of vanishing function and the divisorial Zariski
decomposition, both due to Nakayama [Nak]. For the proofs of the results that we list
below we refer to [Nak, Chap. III] for the case char(k) = 0, and to [Mus] for the case
char(k) > 0. Let Γ be a prime divisor on X . Suppose first that D is a big Q-divisor. Con-
sider a positive integer m such that mD has integer coefficients and h0(X,OX(mD)) > 0.
In this case we denote by ordΓ |mD| the coefficient of Γ in a general element in |mD|. One
defines
ordΓ ‖ D ‖:= inf
m
ordΓ |mD|
m
= lim
m→∞
ordΓ |mD|
m
,
where m is as above. One can show that ordΓ ‖ D ‖ only depends on the numerical
equivalence class of D, and the map D → ordΓ ‖ D ‖ extends to a continuous map
(denoted in the same way) on the big cone. Furthermore, if D is a pseudo-effective R-
divisor on X , we put
σΓ(D) := sup
A
ordΓ ‖ D + A ‖, (2.1)
where A varies over the ample R-divisors on X , or equivalently, over a sequence of ample
R-divisors whose classes in N1(X)R go to zero. It follows from definition that if D
′ is a
big R-divisor and A is ample, then
ordΓ ‖ D
′ ‖ (Γ · An−1) ≤ (D′ · An−1).
We deduce that if D is pseudo-effective and A is a fixed ample R-divisor, then
σΓ(D) ≤ lim
ε→0
((D + εA) · An−1)
(Γ ·An−1)
=
(D · An−1)
(Γ · An−1)
<∞.
The function σΓ is lower semi-continuous on the pseudo-effective cone, and it agrees with
ordΓ ‖ − ‖ on the big cone.
Proposition 2.1. Let D be a pseudo-effective R-divisor on the smooth projective variety
X, and let Γ be a prime divisor on X.
i) If (Am)m≥1 is a sequence of ample R-divisors whose classes in N
1(X)R go to
zero, and such that all D + Am are Q-divisors, then σΓ(D) = 0 if and only if
Γ 6⊆ SB(D + Am) for every m ≥ 1.
ii) If k is uncountable, then σΓ(D) = 0 if and only if Γ 6⊆ B−(D).
Proof. For the assertion in ii), see [ELMNP, Prop. 2.8] and [Mus, Thm. 7.2] for the cases
when the ground field has characteristic zero or positive, respectively. Note that in order
to check the assertion in i), we may extend the ground field and therefore assume that it
is uncountable. In this case, i) is just a reformulation of ii). 
It was shown in [Nak, Cor. III.1.10] that ifD is a pseudo-effective R-divisor onX and
Γ1, . . . ,Γr are mutually distinct prime divisors with σΓi(D) > 0 for all i, then the classes
of Γ1, . . . ,Γr in N
1(X)R are linearly independent (the proof therein is characteristic-free).
In particular, r is bounded above by dimRN
1(X)R, hence there are only finitely many Γ
with σΓ(D) > 0. One defines
Nσ(D) :=
∑
Γ
σΓ(D)Γ, Pσ(D) := D −Nσ(D).
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The decomposition D = Nσ(D) +Pσ(D) is known as the divisorial Zariski decomposition
of D, and Nσ(D) and Pσ(D) are the negative and the positive part, respectively, of this
decomposition. Note that Nσ(D) is an effective R-divisor, and it only depends on the
numerical class of D.
Proposition 2.2. Let D be a pseudo-effective R-divisor as above, and D = Nσ(D) +
Pσ(D) its divisorial Zariski decomposition. For every R-divisor F with 0 ≤ F ≤ Nσ(D),
the divisor D − F is pseudo-effective and Nσ(D − F ) = Nσ(D) − F . In particular, if A
is an ample R-divisor such that Pσ(D) +A is a Q-divisor, then SB(Pσ(D) +A) contains
no subvarieties of codimension one.
Proof. The first assertion is proved in [Nak, Lem. III.1.8], and the proof therein is indepen-
dent of characteristic. This implies that for every prime divisor Γ, we have σΓ(Pσ(D)) = 0.
The second assertion now follows from Proposition 2.1. 
For future reference we include the following two lemmas. Both results are well-
known, but we include the proofs for the benefit of the reader.
Lemma 2.3. If D is a pseudo-effective R-divisor on the smooth n-dimensional projective
variety X and D is not numerically trivial, then for every ample R-divisors A1, . . . , An−1
on X, we have (D · A1 · . . . · An−1) > 0.
Proof. Since D is pseudo-effective, it is clear that (D ·A1 · . . . ·An−1) ≥ 0, so we only need
to show that this intersection number is nonzero. This is clear if X is a curve, hence from
now on we assume that n ≥ 2. Note also that the intersection number we are interested
in does not change if we extend the ground field, hence we may assume that the ground
field is uncountable.
If A′1, . . . , A
′
n−1 are ample Q-divisors such that each Ai − A
′
i is ample, then
(D · A1 · . . . · An−1) ≥ (D ·A
′
1 · . . . ·A
′
n−1).
Therefore we may assume that each Ai is a Q-divisor. Furthermore, we may replace each
Ai by a multiple and so we may assume that Ai has integer coefficients.
Since D is not numerically trivial, there is an irreducible curve C in X such that
(D · C) 6= 0. If n ≥ 3, let π : Y → X be the blow-up of X along C, with exceptional
divisor E. For m ≫ 0, the line bundle OY (mπ
∗(An−1) − E) is very ample. Bertini’s
theorem then implies that if H is a general element of |mAn−1| that vanishes along C,
then H is irreducible. If H = rH˜, where H˜ = Hred, then
(D ·A1 . . . · An−1) =
1
m
(D|H · A1|H · . . . · An−2|H) =
r
m
(D|H˜ · A1|H˜ · . . . · An−2|H˜).
Furthermore, if the class of D is the limit of effective Q-divisor classes Dm, then by
taking H to be very general (meaning, chosen outside a countable union of proper closed
subvarieties of |mAn−1|), we may assume that each Dm|H˜ is effective, hence D|H˜ is pseudo-
effective. Note also that since C ⊂ H˜ , it is clear that D|H˜ is not numerically trivial.
After iterating this argument, we find an irreducible and reduced surface S ⊆ X
containing C, such thatD|S is a pseudo-effective R-divisor and such that (D·A1 ·. . .·An−1)
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is a positive multiple of (D|S · A1|S). If this is zero, then the linear map D
′ → (D|S ·D
′)
vanishes at a point in the interior of the nef cone of S. On the other hand, it is non-negative
on the nef cone of S, since D|S is pseudo-effective. Therefore the map is identically zero.
In order to obtain a contradiction, it is enough to show that (D|2S) 6= 0.
Let f : S ′ → S be a resolution of singularities of S (since S is a surface, such a
resolution is known to exist in arbitrary characteristic). Since (f ∗(A1|S))
2 = (A1|
2
S) > 0
and (f ∗(D|S) · f
∗(A1|S)) = (D|S · A1|S) = 0, it follows from the Hodge index theorem
that (f ∗(D|S)
2) ≤ 0, with equality if and only if f ∗(D|S) is numerically trivial. However,
if C ′ ⊂ S ′ is an irreducible curve that dominates C, then (f ∗(D|S) · C
′) 6= 0. Therefore
(D|2S) < 0, which completes the proof of the lemma. 
Lemma 2.4. If D is a nef R-divisor on the smooth n-dimensional projective variety X
and 0 ≤ j ≤ n is such that the cycle class Dj is not numerically trivial, then for all ample
R-divisors A1, . . . , An−j on X we have (D
j · A1 · . . . · An−j) > 0.
Proof. By definition, the fact that Dj is not numerically trivial means that there is a
polynomial P in Chern classes of vector bundles onX such that deg(P∩Dj) 6= 0. However,
since X is nonsingular, it follows from the Grothendieck-Riemann-Roch theorem that, in
fact, we can find an irreducible subvariety W of X of dimension j such that (Dj ·W ) 6= 0
(see [Ful, Example 19.1.5]).
We may assume that 1 ≤ j ≤ n−1, as otherwise the assertion in the lemma is trivial.
Arguing as in the proof of Lemma 2.3, we may assume that all Ai have integer coefficients.
Furthermore, we can find an irreducible and reduced subvariety Y of X of dimension j+1
such that W ⊆ Y and (Dj ·A1 · . . . ·An−j) is a positive multiple of (D|
j
Y ·A1|Y ). If m≫ 0,
we can find Z in |mA1|Y | such that W is an irreducible component of Z. Using the fact
that D is nef, we conclude that
(D|jY · A1|Y ) =
1
m
(Dj|Z) ≥
1
m
(D|jW ) > 0.
This completes the proof of the lemma. 
We now recall the definition of numerical dimension. Let X be a smooth, projective
variety as above, and D an R-divisor on X . The numerical dimension of D is defined by
κσ(D) := max{ℓ ∈ Z≥0 | lim inf
m→∞
h0(X,OX(⌊mD⌋+ A))
mℓ
> 0 for some ample divisor A}
(by convention, if the above set is empty, then κσ(D) = −∞).
Note that if A satisfies the condition in the definition of κσ(D) for ℓ, then the same
holds for all divisors A′ such that A′ − A is effective. We also note that in the above
definition we could replace the round-down by the round-up function. More precisely, we
have
κσ(D) = max{ℓ ∈ Z≥0 | lim inf
m→∞
h0(X,OX(⌈mD⌉+ A))
mℓ
> 0 for some ample divisor A}.
Indeed, let T be the reduced effective divisor with the same support as D, and let H
be an ample divisor such that H − T is effective. For every m ≥ 1, the difference T −
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(⌈mD⌉ − ⌊mD⌋) is effective, hence H − (⌈mD⌉ − ⌊mD⌋) is effective. Therefore for every
ample divisor A we have
h0(X,OX(⌈mD⌉ + A)) ≤ h
0(X,OX(⌊mD⌋+ A +H)).
This proves our assertion.
We will see in Proposition 2.8 below thatD is pseudo-effective if and only if κσ(D) ≥
0. It is also easy to see that κσ(D) = dim(X) if and only if D is big.
Remark 2.5. In [Nak], variants of the above definition were introduced. For example,
the limit inferior was replaced by limit superior, or the condition lim inf > 0 was replaced
by lim sup < ∞. It was shown in [Leh] that in characteristic zero all these variants give
the same invariant, which also admits other characterizations in terms of volumes or
positive intersection products. We expect that such a result should also hold in positive
characteristic, but we do not pursue this here.
In this paper we are mainly concerned with smooth varieties. However, we now
briefly discuss the numerical dimension of R-Cartier R-divisors on normal varieties. In
particular, we show that it can be computed as the numerical dimension of the pull-back
to any smooth alteration.
Remark 2.6. If D is an R-Cartier R-divisor on a normal projective variety X , then
we can still define the numerical dimension κσ(D) by the same formula as above. In this
case, however, it is convenient to also use an alternative description, as follows. Consider a
sequence of Cartier divisors (Dm)m≥1 on X , with the following property: there are finitely
many Cartier divisors T1, . . . , Tr and M > 0 such that we can write D =
∑r
i=1 qiTi and
Dm =
∑r
i=1 qm,iTi, with qi ∈ R and qm,i ∈ Z such that |mqi − qm,i| ≤ M for every i
and m. We can always find such a sequence: there is such an expression for D since D is
R-Cartier, and we can take Dm =
∑r
i=1 qm,iTi, with qm,i = ⌊mqi⌋ or qm,i = ⌈mqi⌉. Given
any sequence (Dm)m≥1 as above,
κσ(D) = max{ℓ ∈ Z≥0 | lim inf
m→∞
h0(X,OX(Dm + A))
mℓ
> 0 for some ample Cartier divisor A}.
The equality is a consequence of the fact that under our assumptions on (Dm)m≥1, all
divisors Dm − ⌊mD⌋ are supported on a finite set of prime divisors, and their coeffi-
cients are bounded. Therefore we can find an ample Cartier divisor H such that we have
h0(X,OX(H +Dm − ⌊mD⌋)) ≥ 1 and h
0(X,OX(H −Dm + ⌊mD⌋)) ≥ 1 for all m ≥ 1.
Recall that an alteration π : Y → X is a projective, surjective, and generically
finite morphism. The existence of alterations with smooth total space is guaranteed by a
theorem of de Jong [deJ].
Proposition 2.7. Let X be a normal projective variety and D an R-Cartier R-divisor
on X. If π : Y → X is an alteration, with Y normal, then
κσ(D) = κσ(π
∗(D)).
Proof. Let us write D =
∑r
i=1 qiTi, where each Ti is a Cartier divisor and qi ∈ R, and put
Dm =
∑r
i=1⌊mqi⌋Ti for m ≥ 1. It follows from Remark 2.6 that we can use the sequences
(Dm)m≥1 and (π
∗(Dm))m≥1 to compute κσ(D) and κσ(π
∗(D)), respectively.
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If A is an ample Cartier divisor on X and B is a Cartier divisor on Y such that
B − π∗(A) is ample, then we have
h0(Y,OY (π
∗(Dm) +B)) ≥ h
0(X,OX(Dm + A)) for everym ≥ 1,
hence κσ(π
∗(D)) ≥ κσ(D). In order to prove the opposite inequality, suppose that HY is
an ample divisor on Y such that h0(Y,OY (π
∗(Dm) + HY )) ≥ Cm
ℓ for some C > 0 and
all m≫ 0. If H is any ample Cartier divisor on X , then π∗(H) is big on Y , hence we can
find d > 0 such that h0(Y,OY (dπ
∗(H)−HY )) ≥ 1, hence
h0(X,OX(Dm + dH)⊗ π∗(OY )) = h
0(Y,OY (π
∗(Dm + dH))) ≥ Cm
ℓ for all m≫ 0.
Note now that for a suitable d′ > 0, we can find an embedding π∗(OY ) →֒ OX(d
′H)⊕N
for a positive integer N . Indeed, let d′ ≫ 0 be such that π∗(OY )
∨⊗OX(d
′H) is generated
by global sections (for a sheaf F , we denote by F∨ its dual HomOX (F ,OX)). We thus
have a surjection OX(−d
′H)⊕N → π∗(OY )
∨, which induces an embedding
π∗(OY ) →֒ (π∗(OY )
∨)∨ →֒ OX(d
′H)⊕N .
We deduce that form≫ 0, we have h0(X,OX(Dm+(d+d
′)H)) ≥ C
N
mℓ, hence κσ(D) ≥ ℓ.
This completes the proof of the proposition. 
We conclude this section with the following characterization of pseudo-effective di-
visors.
Proposition 2.8. If X is a smooth projective variety, then there is a divisor G on X such
that an R-divisor D on X is pseudo-effective if and only if h0(X,OX(⌈mD⌉ + G)) > 0
for every m ≥ 1. In particular, D is pseudo-effective if and only if κσ(D) ≥ 0.
Proof. The assertion is well-known when the ground field has characteristic zero (see
[Nak, Cor. V.1.4]), so we only give the argument when the ground field has positive
characteristic. Let H be a very ample divisor. We show that G = KX + (n+2)H has the
required property, where KX is such that OX(KX) ≃ ωX and n = dim(X).
Suppose first that D is pseudo-effective. Note that ⌈mD⌉ −mD is effective, hence
⌈mD⌉ is pseudo-effective, and therefore E = ⌈mD⌉ + H is a big divisor. It now follows
from [Mus, Thm. 4.1] that
τ(‖ E ‖)⊗OX OX(KX + E + (n+ 1)H)
is globally generated, where τ(‖ E ‖) is the asymptotic test ideal of E. The important
thing for us is that τ(‖ E ‖) is nonzero, which implies h0(X,OX(⌈mD⌉ + G)) > 0. Note
that one can give a similar argument in characteristic zero, by replacing the asymptotic
test ideal by the asymptotic multiplier ideal, and using the corresponding global generation
result (see [Laz, Cor. 11.2.13]).
The converse is clear (in fact, any G satisfies this direction). Indeed, if we have
h0(X,OX(⌈mD⌉+G)) > 0 for every m ≥ 1, then each
1
m
⌈mD⌉+ 1
m
G is pseudo-effective.
Therefore the limit D of these divisors is pseudo-effective as well.
The last assertion in the proposition is now a consequence of the first one, and of
the second description of κσ(D) (the one using ⌈mD⌉ instead of ⌊mD⌋). 
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Remark 2.9. The characterization of pseudo-effective divisors in terms of their numerical
dimension, given in Proposition 2.8, also holds for singular varieties. More precisely, if D is
an R-Cartier R-divisor on the normal projective variety X , then κσ(D) ≥ 0 if and only if
D is pseudo-effective. Indeed, suppose thatD is pseudo-effective and consider an alteration
π : Y → X , with Y smooth. Since π∗(D) is pseudo-effective, we have κσ(π
∗(D)) ≥ 0 by
Proposition 2.8, and since κσ(π
∗(D)) = κσ(D) by Proposition 2.7, we conclude that
κσ(D) ≥ 0.
Conversely, suppose that κσ(D) ≥ 0, and let (Dm)m≥1 be a sequence of Cartier
divisors on X as in Remark 2.6. By assumption, there is an ample Cartier divisor A
such that h0(X,OX(Dm + A)) ≥ 1 for every m ≫ 0. Since
1
m
(Dm + A) is a sequence of
pseudo-effective divisors converging to D, it follows that D is pseudo-effective.
Remark 2.10. The key ingredient in the proof of Proposition 2.8 was the fact that on
every smooth projective variety X , there is a Cartier divisor T such that for every big line
bundle L on X , we have h0(X,L⊗OX(T )) ≥ 1. This, in fact, holds on arbitrary projective
varieties. Indeed, given any projective variety X , consider an alteration π : Y → X with
Y smooth, and let TY be a divisor on Y such that h
0(Y, L′ ⊗ OY (TY )) ≥ 1 for every big
line bundle L′ on Y . Suppose that L is a big line bundle on X . Since π∗(L) is big on Y ,
we have h0(Y, π∗(L)⊗ TY ) ≥ 1. Arguing as in the proof of Proposition 2.7, we see that if
H is an ample Cartier divisor on X , then there are positive integers d and d′ such that
h0(Y,OY (dπ
∗(H)−TY )) ≥ 1 and we have an embedding π∗(OY ) →֒ OX(d
′H)⊕N for some
N ≥ 1. We conclude that if T = (d + d′)H , then for every big line bundle L on X , we
have h0(X,L⊗OX(T )) ≥ 1.
Note that if the Cartier divisor T on X is as above, and if A is any ample Cartier
divisor on X , then G = T + A satisfies the conclusion of Proposition 2.8, at least for
Cartier divisors. Indeed, if D is a pseudo-effective Cartier divisor, then mD+A is big for
every m ≥ 1, hence h0(X,OX(mD +G)) ≥ 1.
Remark 2.11. As B. Totaro pointed out, one can alternatively deduce the assertions
in Proposition 2.8 and Remark 2.10 from the results in [Ara] and [Tot]. Suppose, for
simplicity, that X is a smooth n-dimensional projective variety defined over a field of
positive characteristic p. It follows from a result of Arapura [Ara, Thm. 5.4] that if H is a
large enough multiple of an ample Cartier divisor, then H has the following property: ifM
is a line bundle such that Hn(X,M⊗OX(−(n+1)H)) = 0, then H
n(X,Mp
e
) = 0 for all e
large enough. If L is a big line bundle, then H0(X,ωX⊗L
pe) 6= 0 for e≫ 0. It follows from
the above property of H and Serre duality that H0(X,ωX⊗OX((n+1)H)⊗L) 6= 0. As we
have seen, this is enough to give the statement of Proposition 2.8. One can then deduce
the corresponding statement in the singular case as in Remark 2.10. Alternatively, one
can obtain this directly using a similar argument to the one above and Totaro’s extension
[Tot, Thm. 5.1] of Arapura’s result to singular varieties.
3. A general vanishing statement
In this section we give an elementary vanishing result, valid in arbitrary character-
istic. This only relies on asymptotic Serre vanishing.
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Suppose that X is a normal projective variety over an algebraically closed field k.
Given a nonzero ideal a on X , we define for every λ ∈ Q≥0 another ideal aλ, as follows.
Let π : X˜ → X be the normalization of the blow-up of X along a, and let us write
a · O
X˜
= O
X˜
(−F ). With this notation, we put
aλ := π∗OX˜(−⌈λF ⌉).
Note that aλ ⊆ π∗OX˜ = OX , hence aλ is indeed an ideal of OX .
Proposition 3.1. Let a be a nonzero ideal on X and B a Cartier divisor on X such that
a⊗OX(B) is globally generated. If E is another Cartier divisor on X such that E − λB
is ample for some λ ∈ Q≥0, then there is some ε > 0 such that for every λ
′ ∈ Q with
λ < λ′ ≤ λ+ ε and every locally free sheaf E of finite rank on X, we have
H i(X, E ⊗ OX(ℓE)⊗ aℓλ′) = 0
for every i ≥ 1 and every ℓ≫ 0 (depending on λ′ and E).
Proof. Let π : X˜ → X and F be as above, so that OX˜(−F ) is π-ample. Since E − λB is
ample on X , it follows that there is ε > 0 such that π∗(E − λB)− ηF is ample on X˜ for
0 < η ≤ ε. Note also that by the assumption on a and B, we can write π∗(B) = F +M ,
where OX˜(M) is base-point free.
Suppose now that λ′ ∈ Q satisfies λ < λ′ ≤ λ + ε, and let d be a positive integer
such that dλ and dλ′ are integers. For every ℓ we can write ℓ = qd+ r, for integers q and
r, with 0 ≤ r < d. Therefore ⌈ℓλ′F ⌉ = qdλ′F + ⌈rλ′F ⌉. Note that when ℓ goes to infinity,
then also q goes to infinity, while there are only finitely many divisors of the form ⌈rλ′F ⌉.
Since OX˜(−F ) is π-ample, it follows from the above discussion and relative asymp-
totic Serre vanishing that for ℓ≫ 0, we have
Rjπ∗OX˜(−⌈ℓλ
′F ⌉) = 0 for all j ≥ 1.
Whenever this holds, the projection formula and the Leray spectral sequence imply
H i(X, E ⊗OX(ℓE)⊗ aℓλ′) ≃ H
i(X˜, π∗(E)⊗ π∗OX(ℓE)⊗OX˜(−⌈ℓλ
′F ⌉)). (3.1)
On the other hand, if η = λ′ − λ, then we can write
π∗(ℓE)− ⌈ℓλ′F ⌉ = ℓ (π∗(E − λB)− ηF + λM) + ℓλ′F − ⌈ℓλ′F ⌉.
Since π∗(E − λB)− ηF is ample and M is nef, it follows that π∗(E − λB)− ηF + λM is
ample. If we write as above ℓ = qd+ r, then
ℓ (π∗(E − λB)− ηF + λM) + ℓλ′F − ⌈ℓλ′F ⌉
= qd (π∗(E − λB)− ηF + λM) + r (π∗(E − λB)− ηF + λM) + rλ′F − ⌈rλ′F ⌉.
Since when we vary ℓ the divisor r (π∗(E − λB)− ηF + λM) + rλ′F − ⌈rλ′F ⌉ can only
take finitely many values, and when ℓ goes to infinity, q also goes to infinity, it follows
from asymptotic Serre vanishing that
H i(X˜, π∗(E)⊗ π∗OX(ℓE)⊗OX˜(−⌈ℓλ
′F ⌉)) = 0
for all i ≥ 1 and all ℓ≫ 0. The assertion in the proposition now follows from this and the
isomorphism (3.1). 
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Remark 3.2. For our purpose the precise definition of aλ will not be important. For
example, we might have taken instead aλ := π∗OX˜(−⌊λF ⌋), and in characteristic zero
we might have taken aλ = J (a
λ), the multiplier ideal of a of exponent λ. The proof of
Proposition 3.1 works also with these definitions, and the first variant would work as well
for the applications in the next section. The definition that we have considered gives the
integrally closed rational powers of a, see [HS, §10.5].
Corollary 3.3. The assertion in Proposition 3.1 also holds if instead of assuming E
locally free we only assume that T orOXi (E , aℓλ′) = 0 for all i ≥ 1, all λ
′ ∈ Q>0, and all
ℓ≫ 0 (depending on λ′ and E).
Proof. Since X is projective, we can find a (possibly infinite) resolution
· · · → Ei → . . .→ E1 → E0 → E → 0,
with all Ei locally free OX -modules of finite rank. Our assumption on E implies that after
tensoring this complex by OX(ℓE)⊗ aℓλ′ , the resulting complex is still exact. By chasing
the resulting short exact sequences, we see that if λ′ > λ is close enough to λ, and ℓ
is large enough (depending on λ′) so that the conclusion of Proposition 3.1 is satisfied
for all Ei with 0 ≤ i ≤ n − 1, where n = dim(X), then we obtain the conclusion of the
corollary. 
4. Proofs of the main results
Our first goal is to prove Theorem 1.2 from the Introduction. We henceforth assume
that the ground field k is algebraically closed, of characteristic p > 0. A key ingredient is
the log trace map with respect to the Frobenius morphism, that we now review.
Suppose that X is a smooth variety over k. Let F = FX : X → X denote the
absolute Frobenius morphism on X , which is the identity on the topological space and
which takes a regular function u to up. We have a canonical surjective map
tX : F∗ωX → ωX ,
which can be either defined as the trace map for duality with respect to F , or as coming
from the Cartier isomorphism. Given algebraic coordinates x1, . . . , xn on an open subset
U of X , this map is characterized by
tX(x
i1
1 · · ·x
in
n dx1 ∧ · · · ∧ dxn) = x
i1−p+1
p
1 · · ·x
in−p+1
p
n dx1 ∧ · · · ∧ dxn,
where the monomial on the right-hand side is understood to be zero if one of the exponents
is not an integer. Iterating this map e times we obtain a surjective map teX : F
e
∗ (ωX)→ ωX .
Suppose now that E = E1 + . . .+EN is a simple normal crossing divisor on X . By
tensoring tX with OX(E), and composing with the inclusion
F∗(ωX(E)) →֒ F∗(ωX(pE)) ≃ (F∗(ωX))⊗OX(E),
we obtain a log trace map
tX,E : F∗(ωX(E))→ ωX(E).
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Using the above explicit description in terms of a system of coordinates on U with the
property that each prime divisor in E which intersects U is defined by some xi = 0, it is
easy to see that tX,E is again surjective. After iterating e times tX,E , we obtain
teX,E : F
e
∗ (ωX(E))→ ωX(E).
Note that this construction is compatible with adjunction. More precisely, given
(X,E) as above, let Y = E1 ∩ . . . ∩ Er. This is a smooth variety of codimension r
in X (possibly not connected), and E induces a simple normal crossing divisor EY =∑N
i=r+1Ei|Y . Adjunction gives an isomorphism ωX(E1 + . . .+Er)|Y ≃ ωY , and it follows
from the above description of the log trace maps in local coordinates that the diagram
(FX)∗(ωX(E)) −−−→ (FY )∗(ωY (EY ))
tX,E
y
ytY,EY
ωX(E) −−−→ ωY (EY ),
(4.1)
is commutative, where the horizontal maps are induced by restriction to Y and the ad-
junction isomorphism.
Theorem 1.2. Let X be a smooth projective variety over an algebraically closed field k of
characteristic p > 0, and let D be an R-divisor on X. Suppose that H = H1+ . . .+Hr is a
simple normal crossing divisor on X, with r < dim(X), and that W := H1∩· · ·∩Hr does
not intersect the non-nef locus B−(D) of D. In this case there exists an ample divisor G
on X such that if
A = KX +H + 2G
then A is ample and the restriction map
H0(X,OX(⌊mD⌋+ A))→ H
0(W,OX(⌊mD⌋ + A)|W ) (4.2)
is surjective for every m ≥ 1.
Proof. Let F be the kernel of the trace morphism
tW : (FW )∗(ωW )→ ωW .
By Fujita’s vanishing theorem (see [Fuj]), if G is a large enough multiple of a given ample
divisor on X , then
H1(W,F ⊗OX(G)|W ⊗ L) = 0 (4.3)
for every nef line bundle L on W .
Let us writeD = α1D1+. . .+αsDs, with theDi distinct prime divisors onX and αi ∈
R. After possibly replacing G by a multiple, we may assume that G− (t1D1+ . . .+ tsDs)
is ample for all t1, . . . , ts ∈ [0, 1]. In this case G − {mD} is ample for every m ≥ 1,
where {mD} = mD− ⌊mD⌋. Since ⌊mD⌋+G = mD + (G− {mD}), it follows from our
assumption that the stable base locus SB(⌊mD⌋ + G) does not intersect W . Let rm ≥ 1
be such that the base locus of |rm(⌊mD⌋ + G)| does not intersect W , and let us denote
by a(m) the ideal defining the base-locus of this linear system, with its natural scheme
structure.
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Let A = KX + H + 2G, where KX is such that ωX = OX(KX). After possibly
replacing G by a multiple, we may assume that A is ample. Let us fix m ≥ 1. In order to
prove the surjectivity of (4.2), we first apply Corollary 3.3 for the ideal a(m), λm =
1
rm
, the
divisors Bm = rm(⌊mD⌋ + G) and Em = ⌊mD⌋ + 2G, and the sheaf Em = IW ⊗ ωX(H),
where IW is the ideal defining the subvariety W . Note that since W is disjoint from the
zero-locus of a(m), we have T orOXi (Em, a
(m)
µ ) = 0 for every µ ∈ Q>0 and every i ≥ 1. The
vanishing given by Corollary 3.3 implies that we can find λ′m > λm such that for e ≫ 0,
the restriction map
H0(X,ωX(H)⊗OX(p
eEm)⊗ a
(m)
peλ′m
)→ H0(W,ωW ⊗OX(p
eEm)|W ) (4.4)
is surjective (note that a
(m)
peλ′m
· OW = OW , since W does not intersect the zero-locus of
a
(m)). In particular, the restriction map
H0(X,ωX(H)⊗OX(p
eEm))→ H
0(W,ωW ⊗OX(p
eEm)|W ) (4.5)
is surjective for e≫ 0.
It follows from (4.1) after iteration that we also have a commutative diagram
(F eX)∗(ωX(H)) −−−→ (F
e
W )∗(ωW )
te
X,H
y
yteW
ωX(H) −−−→ ωW
(4.6)
in which the horizontal maps are induced by restriction via adjunction, and the vertical
maps are the corresponding iterated trace maps. Tensoring with OX(Em) and using the
projection formula, we obtain the commutative diagram
(F eX)∗(ωX(H)⊗OX(p
eEm)) −−−→ (F
e
W )∗(ωW ⊗OX(p
eEm)|W )y
y
ωX(H)⊗OX(Em) −−−→ ωW ⊗OX(Em)|W .
(4.7)
By taking global sections, we obtain the commutative diagram
H0
(
X, (F eX)∗(ωX(H)⊗OX(p
eEm))
)
−−−→ H0
(
W, (F eW )∗(ωW ⊗OX(p
eEm)|W )
)
y
y
H0(X,ωX(H)⊗OX(Em)) −−−→ H
0(W,ωW ⊗OX(Em)|W ),
(4.8)
in which the top horizontal map is surjective for e≫ 0 by (4.5).
We claim that the right vertical map is surjective for every e ≥ 1. In order to prove
this, it is enough to show that
H0
(
W, (F i+1W )∗(ωW ⊗OX(p
i+1Em)|W )
)
→ H0
(
W, (F iW )∗(ωW ⊗OX(p
iEm)|W )
)
is surjective for every i ≥ 0. It follows from the exact sequence
0→ (F iW )∗(F)→ (F
i+1
W )∗(ωW )→ (F
i
W )∗(ωW )→ 0
that it is enough to show that H1(W, (F iW )∗(F ⊗OX(p
iEm)|W )) = 0, or equivalently,
H1(W,F ⊗OX(p
iEm)|W ) = 0. (4.9)
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Recall that OX(⌊mD⌋ +G)|W is nef (in fact, semiample). Therefore
F ⊗OX(p
iEm)|W ≃ F ⊗OX(G)|W ⊗OX(p
i(⌊mD⌋ +G) + (pi − 1)G)|W ,
hence the vanishing in (4.9) follows from (4.3).
Since both the right vertical and top horizontal maps in (4.8) are surjective for
e≫ 0, it follows that also the bottom horizontal map in that diagram is surjective, which
is precisely what we needed to prove. 
Remark 4.1. It follows from the above proof that the surjectivity in the statement of
Theorem 1.2 also holds if we replace A by any divisor A′ such that A′ − A is ample.
Remark 4.2. If the subvarietyW in Theorem 1.2 is a curve, then we can be more explicit
about the choice of G such that we have the vanishing in (4.3). Indeed, by a theorem of
Tango (cf. [Tan]) the vanishing in (4.3) holds if deg(G|W ) >
2g−2
p
, where g is the genus of
W and char(k) = p.
Remark 4.3. Instead of restricting to W in one step via adjunction in diagram (4.6), it
is possible to cut down by each Hi individually, and keep track of the sections that extend
via vector subspaces similar to the S0 defined in [Sch]. In fact, it follows from (4.8) that a
subspace of S0(X,OX(⌊mD⌋+A)) surjects onto H
0(W,OX(⌊mD⌋+A)|W ) for all m ≥ 1.
Remark 4.4. Finally, we remark that it is possible to weaken the hypothesis that X is
smooth and H is simple normal crossing to simply that: there exists an open neighborhood
U containingW := H1∩. . .∩Hr such that U is smooth and H|U is simple normal crossing.
The proof is unchanged. In fact, it is possible even to obtain similar statements if W is
an F -pure center of (X,H).
We use the method in the proof of Theorem 1.2 to also prove the lower bound on
numerical dimension stated in the Introduction.
Theorem 1.1. Suppose that X is a smooth projective variety over an algebraically closed
field k of positive characteristic. If D is a pseudo-effective R-divisor on X which is not
numerically equivalent to the negative part Nσ(D) in its divisorial Zariski decomposition,
then κσ(D) ≥ 1, that is, there is an ample divisor A on X and C > 0 such that
h0(X,OX(⌊mD⌋ + A)) ≥ Cm for all m≫ 0.
Proof. Let D = Nσ(D) + Pσ(D) be the divisorial Zariski decomposition of D. We simply
write Nσ and Pσ for Nσ(D) and Pσ(D), respectively. We fix a very ample divisor H on X .
By assumption, Pσ is not numerically trivial, and it is pseudo-effective by Proposition 2.2.
It follows from Lemma 2.3 that (Pσ ·H
n−1) > 0, where n = dim(X).
For each m ≥ 1, we will consider a curve Wm in X , given as the intersection of
general (n− 1) elements in the linear system |H|. Note that each such Wm is smooth and
connected, of genus g = 1
2
((KX + (n − 1)H) · H
n−1) + 1. We fix an ample divisor G on
X such that (G · Hn−1) > 2g−2
p
, where p = char(k). It follows from Remark 4.2 that for
every Wm as above, the vanishing in (4.3) holds.
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Furthermore, arguing as in the proof of Theorem 1.2, we see that after possibly
replacing G by a multiple, we may assume that G−{mPσ} is ample for every m ≥ 1. Since
⌊mPσ⌋+G = mPσ + (G− {mPσ}), it follows from Proposition 2.2 that SB(⌊mPσ⌋+G)
contains no codimension one subvarieties. We can therefore choose Wm as above for each
m ≥ 1 such that Wm ∩ SB(⌊mPσ⌋ +G) = ∅.
It follows from the proof of Theorem 1.2 that if we take A = KX +H + 2G (which
may be assumed ample after replacing G by a multiple), then
h0(X,OX(⌊mPσ⌋+ A)) ≥ h
0(Wm,OX(⌊mPσ⌋ + A)|Wm)
for all m ≥ 1. Since Wm is a smooth curve of genus g and (Pσ · H
n−1) > 0, we deduce
from the Riemann-Roch theorem that
h0(X,OX(⌊mPσ⌋ + A)) ≥ ((⌊mPσ⌋+ A) ·H
n−1)− g ≥ Cm
for a suitable C > 0 and all m ≫ 0. Since Nσ is effective, the difference ⌈mD⌉ − ⌊mPσ⌋
is effective, hence
h0(X,OX(⌈mD⌉ + A)) ≥ h
0(X,OX(⌊mPσ⌋ + A)) ≥ Cm
for m≫ 0. As we have seen in the discussion of the definition of numerical dimension in
§2, this implies κσ(D) ≥ 1. 
We conclude with an application of Theorem 1.2, showing that also in positive
characteristic, the definition of numerical dimension that we have been using agrees in
the case of a nef R-divisor with the definition in [Kaw]. Suppose that X is a smooth n-
dimensional projective variety over an algebraically closed field of positive characteristic.
If D is a nef R-divisor on X , let us temporarily denote by ν(D) the largest j ≥ 0 such
that the cycle class Dj is not numerically trivial. It follows from Lemma 2.4 that if H is
an ample divisor on X , then ν(D) is the largest j such that (Dj ·Hn−j) 6= 0.
Proposition 4.5. If D is a nef R-divisor on the smooth projective variety X as above,
then κσ(D) = ν(D).
Proof. We first show that κσ(D) ≥ ν(D). Let n = dim(X). If ν(D) = n, then D is big,
and in this case it is clear that κσ(D) ≥ n. Suppose now that ν(D) = j < n, and let H
be a very ample divisor on X . If H1, . . . , Hn−j are general elements in the linear system
|H|, then H1 + . . .+Hn−j has simple normal crossings. It follows from Theorem 1.2 that
if W = H1 ∩ . . . ∩Hn−j, then there is an ample divisor A on X such that
H0(X,O(⌊mD⌋ + A))→ H0(W,OX(⌊mD⌋+ A)|W )
is surjective for every m ≥ 1. On the other hand, since (Dj · Hn−j) > 0, it follows that
OX(D)|W is big. Furthermore, after possibly replacing H by a multiple, we may assume
that the following holds: if we write D = a1D1 + . . . + asDs, with the Di distinct prime
divisors and ai ∈ R, then also the Di|W are distinct prime divisors. In particular, D|W
is well-defined as a divisor and ⌊mD⌋|W = ⌊mD|W ⌋. By putting all these together, we
conclude that there is C > 0 such that
h0(X,O(⌊mD⌋+ A)) ≥ h0(W,OX(⌊mD⌋ + A)|W ) ≥ Cm
j
for all m≫ 0, hence κσ(D) ≥ j.
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We prove the reverse inequality by induction on n. If D is big, then ν(D) = n, hence
we are done. Otherwise, let r = κσ(D), and let A be an ample divisor on X such that
lim inf
m→∞
h0(X,OX(⌊mD⌋ + A))
mr
> 0.
If n = 1, then r = 0 and there is nothing to prove. Therefore we assume n ≥ 2.
Let ℓ be a positive integer such that (ℓ+1)A is very ample, and choose E a general
element in the linear system |(ℓ+ 1)A|. We have an exact sequence
0→ H0(X,OX(⌊mD⌋ − ℓA))→ H
0(X,OX(⌊mD⌋ + A))→ H
0(E,OX(⌊mD⌋ + A)|E).
Since D is not big, it follows that H0(X,OX(⌊mD⌋ − ℓA)) = 0 for every m ≥ 1, and the
exact sequence implies
lim inf
m→∞
h0(E,OX(⌊mD⌋ + A)|E)
mr
> 0. (4.10)
Since E is general, we may assume that E is smooth. Furthermore, arguing as above, we
see that we may assume that D|E is well-defined as a divisor, and ⌊mD⌋|E = ⌊mD|E⌋ for
every m. Therefore (4.10) gives κσ(D) ≤ κσ(D|E). On the other hand, since D is not big
and E is ample, we have ν(D) = ν(D|E), and using the inductive assumption we obtain
κσ(D) ≤ κσ(D|E) ≤ ν(D|E) = ν(D).
This completes the proof of the proposition. 
Remark 4.6. In fact, the assertion in Proposition 4.5 also holds on singular projective va-
rieties. More precisely, suppose that X is a normal projective variety over an algebraically
closed field of positive characteristic, and let n = dim(X). IfD is a nefR-CartierR-divisor
on X , then κσ(D) = ν(D), where if H is an ample Cartier divisor on X , we denote by
ν(D) the largest j such that (Dj ·Hn−j) 6= 0. Indeed, let π : Y → X be an alteration, with
Y smooth. We have κσ(D) = κσ(π
∗(D)) by Proposition 2.7 and κσ(π
∗(D)) = ν(π∗(D))
by Proposition 4.5. Therefore it is enough to show that ν(D) = ν(π∗(D)).
Let r = ν(D). Note first that (π∗(D)r · π∗(H)n−r) = deg(π)(Dr ·Hn−r) 6= 0, hence
π∗(D)r is not numerically trivial. We similarly obtain (π∗(D)r+1 · π∗(H)n−r−1) = 0. Note
that π∗(H) is nef and big. In particular, we can write π∗(H) = A + E, for R-divisors A
and E on X , with A ample and E effective. Since π∗(H) and π∗(D) are nef, we have
(π∗(D)r+1 ·An−r−1) ≤ (π∗(D)r+1 · π∗(H)n−r−1) = 0.
It follows from Proposition 2.4 that ν(π∗(D)) = r, which completes the proof of our
assertion.
Remark 4.7. J. Kolla´r pointed out to us that one can give a proof of Proposition 4.5
using Fujita’s vanishing theorem and Matsusaka’s results on variable intersection cycles
[Mat]. His argument, in fact, works directly on arbitrary normal varieties.
References
[Ara] D. Arapura, Partial regularity and amplitude, Amer. J. Math. 128 (2006), 1025–1056. 9
[BCHM] C. Birkar, P. Cascini, C. Hacon, and J. McKernan, Existence of minimal models for varieties of
log general type, J. Amer. Math. Soc. 23 (2010), 405–468. 1
NUMERICAL DIMENSION IN POSITIVE CHARACTERISTIC 17
[deJ] A. J. de Jong, Smoothness, semi-stability and alterations, Inst. Hautes E´tudes Sci. Publ. Math. 83
(1996), 51–93. 7
[ELMNP] L. Ein, R. Lazarsfeld, M. Mustat¸a˘, M. Nakamaye, and M. Popa, Asymptotic invariants of base
loci, Ann. Inst. Fourier (Grenoble) 56 (2006), 1701–1734. 3, 4
[Fuj] T. Fujita, Semipositive line bundles, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 30 (1983), 353–378.
12
[Ful] W. Fulton, Intersection theory, Second edition, Ergebnisse der Mathematik und ihrer Grenzgebiete,
3. Folge, A Series of Modern Surveys in Mathematics, 2, Springer-Verlag, Berlin, 1998. 6
[HS] C. Huneke and I. Swanson, Integral closure of ideals, rings, and modules, London Mathematical
Society Lecture Note Series, vol. 336, Cambridge University Press, Cambridge, 2006. 11
[Kaw] Y. Kawamata, Pluricanonical systems on minimal algebraic varieties, Invent. Math. 79 (1985),
567–588. 2, 15
[Laz] R. Lazarsfeld, Positivity in algebraic geometry II, Ergebnisse der Mathematik und ihrer Grenzge-
biete, 3. Folge, Vol. 49, Springer-Verlag, Berlin, 2004. 8
[Leh] B. Lehmann, Comparing numerical dimensions, arXiv:1103.0440. 2, 7
[Les] J. Lesieutre, The diminished base locus is not always closed, arXiv:1212.3738. 3
[Mat] T. Matsusaka, Polarized varieties with a given Hilbert polynomial, Amer. J. Math. 94 (1972),
1027–1077. 16
[Mus] M. Mustat¸a˘, The non-nef locus in positive characteristic, arXiv:1109.3825. 4, 8
[Nak] N. Nakayama, Zariski-decomposition and abundance, MSJ Memoirs, vol. 14, Mathematical Society
of Japan, Tokyo, 2004. 1, 2, 4, 5, 7, 8
[Sch] K. Schwede, A canonical linear system associated to adjoint divisors in characteristic p > 0,
arXiv:1107.3833. 14
[Tan] H. Tango, On the behavior of extensions of vector bundles under the Frobenius map, Nagoya Math.
J. 48 (1972), 73–89. 14
[Tot] B. Totaro, Line bundles with partially vanishing cohomology, J. Eur. Math. Soc., to appear. 9
Department of Mathematics, Imperial College London, London SW7 2AZ, UK
E-mail address : p.cascini@imperial.ac.uk
Department of Mathematics, University of Utah, Salt Lake City, UT 84112, USA
E-mail address : hacon@math.utah.edu
Department of Mathematics, University of Michigan, Ann Arbor, MI 48109, USA
E-mail address : mmustata@umich.edu
Department of Mathematics, The Pennsylvania State University, University Park,
PA 16802, USA
E-mail address : schwede@math.psu.edu
