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Linear periodic systems originate in various control fields involving periodic phenomena. In the beginnings of algorithmic
developments for periodic systems, computational detours have been often employed to reduce the computational problems
for periodic systems to those for standard systems. Well-known techniques are the employment of lifted representations in
discrete-time or the use of periodic generators in continuous-time. New computational paradigms evolved later, whose main
ingredients are numerically reliable and efficient algorithms for manipulating matrix products without forming explicitly
them, reduction of large-scale structuredmatrix pencils without building the underlying pencils, computingwith discrete-time
periodic system models with time-varying state dimensions, or solving periodic matrix differential equations using multiple
shooting techniques. The paper will give a succinct overview of all these new developments and will point out some of still
existing open computational problems.
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1. Introduction
Linear periodic system descriptions appear in various con-
trol applications involving periodic phenomena, for exam-
ple, satellite attitude control, wind turbine disturbance at-
tenuation, vibration reduction in helicopter forward flight,
multi-rate sampled-data system analysis and design. The
analysis and synthesis of periodic control systems, both
in continuous- and discrete-time, represents nowadays a
mature domain of the systems and control theory as doc-
umented in the recent monograph (Bittanti & Colaneri,
2009). For discrete-time periodic systems, this book pro-
vides a solid theoretical basis of variousmodelling and anal-
ysis problems such as lifting techniques, stability, reacha-
bility/observability/minimality, poles/zeros, system norms,
and also addresses the basic aspects of periodic filter and
controller synthesis problems. Unfortunately, the book con-
tains very few references to the associated computational
problems and their algorithmic solutions.
In the beginnings of algorithmic developments for pe-
riodic systems, computational detours have been often em-
ployed to reduce the computational problems for periodic
systems to those for standard systems, for which a pow-
erful arsenal of computational methods exist (Patel, Laub,
& Van Dooren, 1994; Varga, 2004b). We mention in this
context, two well-known detour techniques, namely the use
of lifted representations in discrete-time and the method
of periodic generators in continuous-time. Both techniques
have severe limitations in terms of numerical reliability and
computational efficiency.
∗Email: andreas.varga@dlr.de
To face the challenging computational problems raised
by practical applications, new computational paradigms
evolved later, whose main ingredients are numerically reli-
able and efficient algorithms for computing eigenvalues of
matrix products without forming explicitly these products,
reduction of large-scale structured matrix pencils with-
out building these pencils, computing with discrete-time
periodic system models with time-varying state dimen-
sions, or solving periodic matrix differential equations (e.g.
Lyapunov, Sylvester, Riccati) using multiple shooting tech-
niques in conjunctionwith structure exploiting (symplectic)
integration methods. In this paper, we present an overview
of these new paradigms and point out several immediate
computational applications. In the conclusion, wewill men-
tion some of still existing open computational problems.
2. Computational detours
Computational detours are often usedwhen proposing com-
putational algorithms for control systems. The typical ap-
proach is to reformulate the computational problems in a
form, for which computational techniques are known, and
then recover the problem solution from that of the refor-
mulated problem. The two main reasons for using com-
putational detours are the lack of a suitable algorithm for
solving the original problem or, more frequently, the lack
of awareness of authors of better techniques and tools. In
this section, we present two of the commonly used compu-
tation detours to solve computational problems for periodic
C© 2013 Taylor & Francis
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systems, namely computing with lifted representations in
discrete-time and employing (single point) periodic gen-
erators in continuous-time. Both techniques have severe
limitations in terms of numerical reliability and computa-
tional efficiency, and cannot generally serve as a basis for
developing satisfactory computational algorithms.
2.1 Lifting-based techniques
In the case of linear time-periodic (LTP) systems, a com-
mon detour is to use a certain lifting technique to arrive
at an equivalent linear time-invariant (LTI) system based
problem formulation, then apply a suitable computational
method available for LTI systems, and finally, recover the
solution in an LTP representation. As we will see, difficul-
ties can arise in both of the last two computational steps
and are related to worsened problem conditioning, large di-
mensions, and numerical instability. Unfortunately, the use
of lifting techniques is even nowadays advocated by some
authors (Zhang, Ding, & Liu, 2012).
The standard discrete-time lifting proposed by Meyer
and Burrus (1975) for standard LTP systems with constant
state vector dimension can be extended to the more general
case of systems with time-varying state dimensions of the
form
xk+1 = Akxk + Bkuk ,
yk = Ckxk + Dkuk , 1)
where xk ∈ Rnk is the state vector at time k, uk ∈ Rm is
the input vector at time k, yk ∈ Rp is the output vector at
time k and for all k, Ak = Ak+N, Bk = Bk+N, Ck = Ck+N
and Dk = Dk+N are N-periodic matrices of appropriate
dimensions. LetA(j, i) := Aj−1···Ai+ 1Ai, withA(i, i) :=
Ini , be the transition matrix over the time interval [i, j]. The
monodromymatrix is the nk × nk transitionmatrix over one
period; thus, A(k) := A(k + N, k). The nk eigenvalues
of A(k) are called the characteristic multipliers at time
moment k of the N-periodic matrix Ak. It is well known
that the characteristic multipliers can be used to assess the
stability of the system (1) as follows: the system is stable
if all characteristic multipliers have moduli less than 1 and
unstable otherwise.
The lifted system is defined according to Meyer and
Burrus (1975) with the following input, output and state
vectors:
uLk;h =
⎡
⎢⎢⎢⎣
uk+hN
uk+hN+1
...
uk+hN+N−1
⎤
⎥⎥⎥⎦ , yLk;h =
⎡
⎢⎢⎢⎣
yk+hN
yk+hN+1
...
yk+hN+N−1
⎤
⎥⎥⎥⎦ ,
xLk;h = xk+hN
which lead to a standard (lifted) LTI system at the kth time
moment of the form
xLk;h+1 = FLk xLk;h + GLk uLk;h,
yLk;h = HLk xLk;h + LLk uLk;h .
(2)
The matrices of the state-space representation (2) are
FLk = A(k + N, k)
GLk = [ A(k + N, k + 1)Bk · · ·Bk+N−1 ]
HLk =
⎡
⎢⎣
Ck
...
Ck+N−1A(k + N − 1, k)
⎤
⎥⎦
LLk =
⎡
⎢⎢⎢⎣
Dk 0 · · · 0
Lk;2,1 Dk+1 · · · 0
...
...
. . .
...
Lk;N,1 Lk;N,2 · · · Dk+N−1
⎤
⎥⎥⎥⎦
(3)
with Lk; i, j =Ck+ i−1A(k + i− 1, k + j)Bk+ j−1, for i= 2,
. . . , N, j = 1, 2, . . ., N − 1, and i > j.
The lifted representation (2) is a LTI standard system
with state vector dimension nk, mN inputs and pN outputs.
For this system, it is possible to use the whole arsenal of
available computational tools for LTI systems. The main
disadvantages of using the standard lifting are a general
worsening of the problem conditioning and precluding reli-
able numerical computations, both due to the need to form
explicitly matrix products to build the lifted system matri-
ces in (3). Moreover, recovering the problem solutions in
the form of periodic system realisations as in (1) is not al-
ways straightforward or even possible, because of the need
to fulfil the causality constraints (as expressed by the lower
block triangular structure of LLk ). In spite of these aspects,
the lifted representation (2) has an important theoretical and
conceptual value, by allowing the study of basic LTP system
properties using the corresponding LTI system concepts.
The so-called stacked discrete-time lifting proposed by
Grasselli and Longhi (1991b) for standard periodic systems
can be easily extended to themost general periodic discrete-
time linear descriptor systems of the form
Ekxk+1 = Akxk + Bkuk ,
yk = Ckxk + Dkuk , (4)
where Ek ∈ Rνk×nk+1 , Ak ∈ Rνk×nk , Bk ∈ Rνk×m, Ck ∈
R
p×nk ,Dk ∈ Rp×m are N-periodic matrices and
∑N
k=1 νk =∑N
k=1 nk . The lifting introduced by Grasselli and Longhi
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(1991b) uses
uSk;h =
⎡
⎢⎢⎢⎣
uk+hN
uk+hN+1
...
uk+hN+N−1
⎤
⎥⎥⎥⎦ , ySk;h =
⎡
⎢⎢⎢⎣
yk+hN
yk+hN+1
...
yk+hN+N−1
⎤
⎥⎥⎥⎦ ,
xSk;h =
⎡
⎢⎢⎢⎣
xk+hN
xk+hN+1
...
xk+hN+N−1
⎤
⎥⎥⎥⎦
as lifted variables, leading to a LTI descriptor system rep-
resentation of the form
ESk x
S
k;h+1 = FSk xSk;h + GSkuSk;h,
yLk;h = HSk xSk;h + LSkuSk;h,
(5)
where
FSk − zESk =⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Ak −Ek 0 · · · 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . . Ak+N−2 −Ek+N−2
−zEk+N−1 0 · · · 0 Ak+N−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (6)
GSk = diag {Bk, . . . , Bk+N−1},
HSk = diag {Ck, . . . , Ck+N−1},
LSk = diag {Dk, . . . ,Dk+N−1}.
The lifted representation (5) is a LTI descriptor system
with state vector dimension
∑N
i=1 ni , mN inputs and pN
outputs. Interestingly, the transfer function matrices of the
stacked lifted system (5) and standard lifted systems (2) for
the standard periodic system (1) are the same. Note that a
third lifting scheme introduced by Park and Verriest (1989)
does not share this useful property.
There exist many numerically reliable algorithms and
accompanying software tools for descriptor systems which
can be applied to solve computational problems for the
lifted LTI descriptor system (5) (see Varga, 2000, for an
overview of algorithms and software). However, using these
algorithms leads to excessive computational efforts, be-
cause of a computational complexity of O(N3n¯3) instead
of the expected O(Nn¯3), where n¯ = maxNi=1 ni . Since the
structures of the matrices in the lifted representation (5)
are not generally preserved during the computations, the
determination of a standard or descriptor periodic system
realisation is a delicate final step. For example, if the result
is a non-causal system, then apparently there exists even no
algorithm to compute the corresponding periodic descriptor
system realisation.
2.2 Periodic generator methods
Consider the continuous-time LTP system of the form
x˙(t) = A(t)x(t) + B(t)u(t) ,
y(t) = C(t)x(t) + D(t)u(t) , (7)
where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rp are the state,
control and output vectors, and A(t), B(t), C(t) and D(t)
are T-periodic matrices [e.g. A(t) = A(t + T) for all t]. Let
A(t, τ ) be the transition matrix over the time interval [τ , t].
The monodromy matrix is the n × n transition matrix over
one period; thus, A(τ ) := A(τ + T, τ ). The n eigenval-
ues ofA(τ ) are called the characteristic multipliers of the
periodic matrix A(t) and are independent of the time mo-
ment τ . The characteristic multipliers can be used to assess
the stability of the system (7) in a similar way to that for the
discrete-time LTP system (1). The characteristic exponents
μ(A) of the T-periodic matrix A(t) are defined in terms of
the eigenvalues λ(A(0)) as
μ(A) = 1
T
log λ(A(0)) .
These quantities play the role of eigenvalues of time-
varying matrices and it is a well-known fact that they are
invariant to a Lyapunov-type similarity transformation (see
the example at the end of this subsection).
In addressing various computational problems for
continuous-time periodic systems, we encounter periodic
matrix differential equations, whose periodic solutions can
be used to solve analysis and synthesis problems. For exam-
ple, periodic state feedback stabilisation problems can be
addressed by solving for the T-periodic stabilising solution
X(t) the periodic Riccati differential equation (PRDE)
X˙(t) = A(t)X(t) + X(t)AT (t) + R(t) − X(t)Q(t)X(t) ,
(8)
where R(t) and Q(t) are suitable T-periodic symmetric ma-
trices. Two related matrix differential equations, which are
also useful for solving stabilisation problems, are the peri-
odic Lyapunov differential equation (PLDE)
X˙(t) = A(t)X(t) + X(t)AT (t) + R(t) (9)
and the periodic Sylvester differential equation (PSDE)
X˙(t) = A(t)X(t) + X(t)F (t) + G(t) , (10)
where F(t), G(t) and R(t) are T-periodic matrices.
The periodic generator method can be used to solve
the above equations, by exploiting the T-periodicity of the
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solution X(t) to obtain standard discrete-time algebraic ma-
trix Riccati, Lyapunov or Sylvester equations fulfilled by
X(0) = X(T). After solving these equations to obtain the
periodic generator X(0), we can subsequently integrate the
differential equation in question to compute the solution
X(t) in an arbitrary point t ∈ [0, T].
All derivations of the respective algebraic matrix equa-
tions involve an explicit computation of a monodromy ma-
trix of a specially defined periodic system. Therefore, dif-
ficulties are to be expected on applying this method in the
case when an unstable A(t) leads to unstable integration
of the underlying ordinary differential equations (ODEs).
Also, severe accuracy losses may result for large periods
T. To illustrate the difficulties related to the computation of
the monodromy matrix, we consider a very simple example
involving the computation of the characteristic exponent of
a 2 × 2 periodic matrix A(t).
Example (P. Colaneri, personal communication, 2004):
Consider
A(t) =
[
0 1
−2α˙(t) 6 − 2α(t)
]
,
with α(t) = 15 + 5 sin t and T = 2π . With
P (t) =
[
1 0
6−2α (t) 1
]
we perform the Lyapunov transformation
A˜(t) := P−1(t)A(t)P (t) − P−1(t)P˙ (t) =
[
6 − 2α(t) 1
0 0
]
.
The characteristic exponents of A˜(t) [and thus also of A(t)]
are μ1 = 0 and μ2 = −24.
Using numerical integration with a relative accuracy
tolerance reltol = 10−10, we determined A(0) = A(T, 0)
by integrating the matrix differential equation satisfied by
the transition matrix A(t, τ ):
∂A(t, τ )
∂t
= A(t)A(t, τ ), A(τ, τ ) = In . (11)
We obtained the computed values μ¯ of the characteristic
exponents as
μ¯1 = −3.9 × 10−7, μ¯2 = −2.05 . . .
which shows no accurate digits in the computed value of
μ2.
This example clearly illustrates that even in this very
simple 2× 2 case, severe numerical difficulties may be en-
countered due to the presence of a moderate stiffness in the
underlying ODE (11) used for computing the monodromy
matrix.
3. Case studies and computational challenges
In this section, we present four applications involving pe-
riodic system descriptions, which lead to challenging com-
putational problems. The solution of these problems by ap-
plying the described computational detours in the previous
section is highly questionable. In each case, we emphasise
the expected numerical difficulties and indicate possible
computational approaches to overcome them, partly rely-
ing on the new computational paradigms described in the
next section.
3.1 Satellite attitude control
The linearised dynamics of a low earth orbiting (LEO)
satellite with magnetic actuation employed by Pittelkau
(1993) have the form
x˙(t) = Ax(t) + B(t)u(t) ,
y(t) = Cx(t) ,
where x(t) ∈ R4, u(t) ∈ R and y(t) ∈ R2. The 4× 4 state
matrix A has only imaginary eigenvalues, while B(t) is a
T-periodic matrix, that is, B(t + T) = B(t) for all t. The
periodic nature of B(t) is a consequence of the interaction
of the revolving actuation system (based on magnetic coils)
with the magnetic field of the Earth.
To stabilise the satellite dynamics, a periodic discrete-
time output feedback controller has been determined by
Varga and Pieters (1998). The employed discretised peri-
odic model for a sampling period 
 has been obtained in
the form (1), where xk := x((k − 1)
), uk = u((k − 1)
),
yk := y((k − 1)
) and
Ak = exp(A
), Bk =
∫ k

(k−1)

eA(k
−τ )B(τ )dτ,
Ck = C, Dk = 0 .
For the resulting periodic discrete-time system of period
N = T/
, a periodic output feedback control law of the
form
uk = Fkyk
has to be determined such that the periodic state matrix
Ak +BkFkCk of the closed-loop system is stable (i.e. has all
characteristic multipliers with moduli less than 1).
The computational approach proposed by Varga and
Pieters (1998) relies on the minimisation of a quadratic
performance criterion and has been solved by a using a gra-
dient descent optimisation approach, based on explicit ex-
pressions derived for the gradients. A main computational
ingredient for efficient gradient evaluation is the solution of
periodic Lyapunov equations for which reliable numerical
algorithms are available (Varga, 1997).
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The main computational challenge in solving this prob-
lem is caused by the large revolving period of the LEO
satellite of about T = 5400 s (i.e. about 1.5 hours), which
for a typical value of the sampling period
 = 10 s leads to
a large period N = 540 for the discrete-time periodic sys-
tem. In this case, the unconstrained optimisation problem
to solve the periodic stabilisation has a large dimension,
involving 2 × 540 = 1080 free variables.
3.2 Wind turbine stability analysis
The prediction of the damping characteristics of a wind
turbine in closed-loop operation requires building a high-
fidelity model of the control system (Riziotis, Politis,
Voutsinas, & Chaviaropoulos, 2007). This model includes
the full dynamics of the generator combined with the aeroe-
lastic equations of motion for the complete wind turbine,
as well as controller components (e.g. for pitch and torque
regulation) and various filters. After the linearisation of
the nonlinear model in a periodic equilibrium state, linear
stability analysis techniques can be applied to study the
damping characteristic of the closed-loop control system.
In the absence of external disturbance inputs, the lin-
earised closed-loop control system has the continuous-time
periodic autonomous form
x˙(t) = A(t)x(t) , (12)
where x(t) ∈ Rn is the state vector and the state matrix
A(t) is T-periodic. For a proper operation of the wind tur-
bine, the closed-loop state system must be stable, which is
equivalent to the requirement that A(t) has only character-
istic exponents with negative real parts, or equivalently the
characteristic multipliers lie in the interior of the unit circle
in the origin.
The Floquet–Lyapunov method for stability analysis
checks that all characteristic multipliers [i.e. the eigenval-
ues of the monodromy matrixA(0)] have moduli less than
1. A(0) can be computed by integrating the matrix differ-
ential equation satisfied by the transition matrix A(t, τ ) in
(11) for τ = 0 and t ∈ [0, T] to obtain A(0) = A(T, 0).
Due to the lightly damped structure of typical wind tur-
bines, most of the eigenvalues of A(0) will have nearly
unity magnitudes. Therefore, to guarantee the robustness
of this check, the eigenvalue computation must provide ac-
curate results. The practical difficulties of employing the
Floquet analysis lie not only in the very large state dimen-
sion (typical values about n= 1200), but also in the fact that
due to the specifics of the model building (see e.g. Jonkman
& Buhl, 2005), only N values of A(i
), for i = 0, 1, . . .,
N− 1, are available over one time period [0,T), whereN
=
T. Typical values are T = 6 s and 
 = 0.2 s which lead to
N = 30.
To determine A(T, 0) we need to integrate (11) for
t ∈ [0, T], where at each integration step it is necessary
to evaluate A(t) at arbitrary values of t. For this, the use
of suitable interpolation techniques is necessary (e.g. cubic
splines based interpolation).
Alternatively, we can approximateA(T, 0) in a product
form. Consider the time values ti = i
 for i = 0, 1, . . .,
N. Then, (T, 0) can be expressed as the product of N
transition matrices
A(T , 0) = A(tN , tN−1) · · ·A(t2, t1)A(t1, t0) , (13)
where each A(ti, ti − 1) is determined by integrating (11)
for t ∈ [ti − 1, ti]. Since only the values of A(ti) are available,
we can approximate A(ti, ti − 1) using the trapezoidal
rule as
A(ti , ti−1) ≈ In + A(ti) + A(ti−1)
2

 .
To compute the eigenvalues of the resulting A(T, 0),
it is even possible to avoid forming of the matrix prod-
uct by employing the periodic Schur form method of
Bojanczyk, Golub, and Van Dooren (1992), and Hench and
Laub (1994). This approach is described in Section 4.1.
3.3 Vibration reduction in helicopter
forward flight
The attenuation and even elimination of rotor-induced per-
sistent vibrations in helicopters is one of the basic goals of
helicopter control. These vibrations manifest primarily in
a forward flight, when various asymmetries lead to consid-
erable oscillating aerodynamic loads with higher harmonic
components. The linearised helicopter model in forward
flight can be expressed in the form
x˙(t) = A(t)x(t) + B(t)u(t) + E(t)d(t) ,
y(t) = C(t)x(t) + D(t)u(t) + F (t)d(t) , (14)
where x(t) ∈ Rn, u(t) ∈ Rm, d(t) ∈ Rq and y(t) ∈ Rp are the
state, control, disturbance and output vectors, respectively,
and A(t), B(t), E(t), C(t), D(t) and F(t) are T-periodic ma-
trices. In this model, the disturbance input d(t) consists of
higher harmonics aerodynamic loads.
Themain control task is the rotor stabilization using, for
example, multi-blade control approaches. Of increased im-
portance is, however, the rejection (exact or approximative)
of a periodic disturbancewith known harmonic components
which are present in the input vector d. For this purpose, ad-
vanced control architectures relying on the internal model
principle and periodic dynamic control laws are candidates
to provide the best possible solution.
A possible computational approach for solving the rotor
stabilisation control problem simultaneouslywith the vibra-
tion rejection (attenuation) aspect is to use a periodic output
feedback controller jointly with an internal model (formed
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as a collection of notch filters). Since both components of
the controller can be parameterised by constant gains (see
e.g. Vigano`, Bergamasco, Lovera, & Varga, 2010), it is pos-
sible to use an optimisation-based tuning procedure for the
closed-loop stabilisation, which automatically also solves
the disturbance rejection problem. The stabilisation can be
performed both in continuous-time and in discrete-time,
by minimising suitable measures of the closed-loop system
stability degree (e.g. the largest magnitude of characteris-
tic multipliers). The open-loop model extended with the
internal model can be stabilised using, for example, linear–
quadratic regulator stabilisation techniques. The resulting
periodic state feedback can be implementedwith the help of
a periodic state estimator. A similar approach is described
by Arcara, Bittanti, and Lovera (2000).
The computational challenge to solve this problem lies
first in the complexity of the open-loopmodel, and secondly
in the need of solving a difficult periodic stabilisation prob-
lem. Regarding the first aspect, a realistic helicopter model
(BO105) is described by Konstanzer (2001). The model has
been built using the dedicated helicopter modelling tool
CAMRAD II, described by Johnson (1992). The order of
this model is relatively large, n = 56, and the system matri-
ces in (14) are only available for N = 48 azimuth angles. A
typical revolving period is T = 0.15 s. Analytic expressions
of the system matrices can be determined in the form of
Fourier series, whose coefficients can be computed by em-
ploying the fast Fourier transform. For stabilisation using a
periodic output feedback, the control law can be chosen as
u(t) = F (t)y(t) + FM (t)xM (t),
where F(t) and FM(t) are periodic matrices to be determined
and xM(t) is the output of an internal model
x˙M (t) = AMxM (t) + BMy(t) , (15)
where AM and BM are known constant matrices, with AM
having purely imaginary eigenvalues reflecting the frequen-
cies to be rejected. The closed-loop system state matrix is
[assuming for simplicity D(t) = 0]
Ac(t) =
[
A(t) + B(t)F (t)C(t) B(t)FM (t)
BMC(t) AM
]
.
For stabilisation purposes, we can use the techniques de-
scribed in Vigano` et al. (2010), where the periodic matri-
ces F(t) and FM(t) are parameterised with constant matri-
ces, which represent the coefficient matrices of truncated
Fourier series. A brute force optimisation could aim at the
minimisation of the maximum real part of the characteris-
tic exponent μ(Ac). This can be followed by the application
of the optimal output feedback stabilisation techniques of
Vigano` et al. (2010) [after suitably rewriting Ac(t)]. De-
centralised feedback structures, as proposed by Konstanzer
(2001), can be easily accommodated with this approach.
Both steps are computationally very intensive, involving
either repeatedly performing the Floquet–Lyapunov stabil-
ity analysis step or repeatedly solving PLDEs for gradient
evaluations (see Varga, 2005, for suitable methods based on
multiple-shooting techniques and also Section 4.4).
3.4 Multi-rate sampling of continuous-time
systems
The multi-rate sampling of continuous-time LTI systems of
the form
x˙(t) = Ax(t) + Bu(t) ,
y(t) = Cx(t) + Du(t) , (16)
with x(t)∈Rn, u(t)∈Rm and y(t)∈Rp, involves using a basic
sampling period
 to sample the jth input uj with sampling
period kj
 and the ith output yi with sampling period li
,
where both kj and li are integers. It is well known (see
e.g. Bittanti & Colaneri, 2009) that the resulting multi-rate
sampled-data system can be expressed as a LTP system of
the form (1), where uk := u((k − 1)
) ∈ Rm, yk := y((k −
1)
) ∈ Rp, xk ∈ Rnk , and Ak, Bk, Ck and Dk are N-periodic
matrices, with N being the least common multiple of kj, j
= 1, . . ., m and li, i = 1, . . ., p. The state dimensions nk ≥
n are usually chosen constant over a period of N time steps,
as nk = n + m. The expressions of the system matrices in
(1) are (Bittanti & Colaneri 2009)
Ak =
[
A¯ B¯Sk
0 Im − Sk
]
, Bk =
[
B¯Sk
Sk
]
,
Ck = TkC, Dk = TkD, (17)
where A¯ = eA
, B¯ = ∫ 
0 eA(
−τ )Bdτ , Sk and Tk are diag-
onal matrices with diagonal elements defined as
Sk;j,j =
{
1, if k is a multiple of kj
0, otherwise
,
Tk;i,i =
{
1, if k is a multiple of li
0, otherwise
To a less extent is known that for a minimal system
(i.e. reachable and observable) in (16), the resulting pe-
riodic system (1) with the matrices in (17) is usually not
minimal, and more exactly, not observable (Longhi, 1994).
The lack of observability is an intrinsic effect of the em-
ployed sampling and hold mechanisms. Therefore, in gen-
eral, reachable and observable periodic representations of
the multi-rate sampled-data systems involve time-varying
state dimensions. An even more refined modelling would
lead to periodic system models with time-varying dimen-
sions of input and output vectors,which arise by removing at
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each k the input components corresponding to zero columns
in Sk and output components corresponding to zero rows in
Tk.
In developing generally applicable numerical algo-
rithms for discrete-time linear periodic systems, a main
aspect raised by Varga and Van Dooren (2001) is to allow
for time-varying state dimensions. This requirement raises
several computational and implementation challenges for
the analysis and synthesis algorithms for periodic systems
and therefore may be one of the reasons why time-varying
state dimensions received little consideration even from a
theoretical point of view. For example, in the textbook of
Bittanti and Colaneri (2009), time-varying dimensions are
discussed only in the context of minimal realisations of pe-
riodic systems. In Sections 4.2 and 4.3, we discuss some
general algorithms for solving computational problems in-
volving time-varying state dimensions.
4. New computational paradigms
Before discussing the new computational paradigms for
computational algorithms for periodic systems, we first
briefly recall three key requirements for a satisfactory nu-
merical algorithm for periodic systems as formulated by
Varga and Van Dooren (2001): generality, numerical stabil-
ity and efficiency. A general algorithm is one which has no
limitations for its applicability of any technical nature. For
any of the periodic system representations (1), (4) or (7),
it should be able to handle the most general class of pe-
riodic systems. For example, a pole assignment algorithm
for a standard periodic system (1) which is able to assign
only distinct poles should not be considered satisfactory.
Since the minimal realisation of a periodic system has in
general time-varying state dimensions (Colaneri & Longhi,
1995), it is also highly desirable to develop algorithms for
the analysis and design of periodic systems which are able
to handle systems with time-varying dimensions.
Numerical stability (more precisely, backward stability)
of an algorithm means that the results computed by that
algorithm are exact for slightly perturbed original data. As
a consequence, a numerically stable algorithm applied to a
well-conditioned problemwill produce guaranteed accurate
results. This is why numerical stability is a key feature
for a satisfactory algorithm. A basic ingredient to achieve
numerical stability is the use of orthogonal transformations
wherever possible. The use of these transformations often
leads to bounds for perturbations of the initial data which
are equivalent to the cumulative effect of round-off errors
occurring during the computations. This is a way to prove
the numerical stability of such an algorithm. The main idea
when developing numerically stable algorithms for periodic
systems is to exploit the problem structure by applying only
orthogonal transformations on the original problem data,
and thereby trying to reduce the original problem to an
equivalent one which is easier to solve. For this reason,
algorithms based on computational detours, such as those
described in Section 2, cannot be satisfactory.
Because of the intrinsic complexity of several computa-
tional problems in systems theory, it is not always possible
to develop numerically stable algorithms for them. There-
fore, one often imposes this requirement only on the indi-
vidual steps of the algorithm. Although this is not sufficient
to guarantee numerical stability of the global algorithm,
one can still expect that it will perform accurately on well-
conditioned problems.
The efficiency of an algorithm involves two main as-
pects: avoiding extensive storage use and keeping the com-
putational complexity level as low as possible. For discrete-
time periodic systems, the first requirement implies that the
storage should be proportional to the amount of data defin-
ing the system, i.e. it should beO(Nn¯(n¯ + m + p)), where
n¯ = maxNk=1{nk}. Concerning the second requirement ap-
plied to a periodic system of period N, one requires a com-
putational complexity of at most O(Nn¯3), that is, roughly
N times the complexity of algorithms for standard linear
systems. These requirements rule out all computational ap-
proaches based on lifted representations.
In what follows, we present the new computational
paradigms, which emerged in the last decade in the sus-
tained efforts to develop satisfactory numerical algorithms
for periodic systems.
4.1 Paradigm 1: avoiding forming of matrix
products
Algorithms to compute the eigenvalues of matrix products
which are able to avoid forming explicitly these products
by manipulating instead only their individual factors are
instrumental in solving many computational problems for
both continuous-time and discrete-time periodic systems.
The main advantage of these techniques is a significantly
increased reliability of the computations, which leads to in-
creased guaranteed accuracy of the computed results. Be-
sides the computation of characteristic exponents or char-
acteristic multipliers, the underlying reduction algorithms
(e.g. the computation of the periodic Schur form) often
are used as a first computational step in several more in-
volved algorithms, for example, the solution of various pe-
riodic discrete-time matrix equations (Riccati, Lyapunov,
Sylvester).
The use of condensed forms of the systemmatrices, ob-
tained under orthogonal transformations, is a basic ingre-
dient for solving many computational problems in control
(Van Dooren & Verhaegen, 1985). Accordingly, the system
matrices are transformed to a particular coordinate sys-
tem in which they have particular condensed forms, such
that the solution of the original problem becomes straight-
forward. A frequently encountered computational problem
when working with periodic systems is the computation of
eigenvalues of the monodromy matrix. For an N-periodic
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discrete-time system of the form (1), this involves the com-
putation of eigenvalues of the matrix product
A(0) = AN−1 · · ·A1A0 .
For periodic systemswith constant dimensions, the periodic
real Schur form (PRSF) plays an important role in solving
this problem. According to Bojanczyk et al. (1992), given
the matrices Ak ∈ Rn × n, k = 0, 1, . . ., N − 1, there exist
orthogonal matrices Zk, k = 0, 1, . . ., N − 1, ZN := Z0, such
that
A˜k := ZTk+1AkZk, (18)
where A˜N−1 is in a quasi-upper triangular form with only
1 × 1 or 2 × 2 blocks on the diagonal [the so-called real
Schur form (RSF)] and the matrices A˜k for k = 0, . . .,
N − 2 are upper triangular. Numerically stable algorithms
to compute the PRSF have been proposed by Bojanczyk
et al. (1992) and Hench and Laub (1994). By using these
algorithms, we can determine the orthogonal matrices Zk,
k = 0, . . ., N − 1 to reduce A(0) to A˜(0) = ZT0 A(0)Z0
in the RSF, without forming explicitly the underlying ma-
trix product. The characteristic multipliers are the eigenval-
ues of the reduced A˜(0) and can be simply computed, by
forming explicitly the products of corresponding 1 × 1 or
2 × 2 diagonal blocks of the reduced matrices A˜k .
In the case of a standard periodic system (1), the re-
duction of Ak to the PRSF can be interpreted as a periodic
Lyapunov coordinate transformation xk = Zkx˜k , to obtain
the transformed periodic system
x˜k+1 = A˜kx˜k + B˜kuk ,
yk = C˜kx˜k + Dkuk , (19)
with the transformed matrices
A˜k := Z−1k+1AkZk, B˜k := Z−1k+1Bk, C˜k := CkZk .
(20)
For the orthogonal reduction of the N-periodic matrix Ak to
the PRSF in (18), we have Z−1k = ZTk .
An extension of the PRSF addresses the case of
square products of possibly non-square matrices, which
can be used to compute the characteristic exponents for
standard periodic systems (1) with time-varying state
dimensions. In this case, the extended periodic real
Schur form has been proposed by Varga (1999), with
(quasi) upper trapezoidal matrices. Another extension
of the PRSF considers quotient-products of the form
E−1N−1AN−1 · · ·E−11 A1E−10 A0, which can be used to com-
pute the characteristic multipliers for descriptor periodic
systems of the form (4). The corresponding condensed form
is the generalized periodic real Schur form of a periodic
matrix pair (Ak, Ek), which extends the PRSF to so-called
regular periodic systems (with square and non-singular Ek,
see e.g. Bojanczyk et al., 1992). Given the matrices Ak, Ek ∈
Rn × n, k = 0, 1, . . ., N − 1, there exist orthogonal matrices
Zk, Qk ∈ Rn × n, k = 0, 1, . . ., N − 1, ZN := Z0, such that
the matrices
A˜k := QTk AkZk, E˜k := QTk EkZk+1, (21)
are all upper triangular, excepting A˜N−1, which is in a quasi-
upper triangular form.
In the case of a descriptor periodic system (4), the above
reduction can be interpreted as a periodic Lyapunov coor-
dinate transformation xk = Zkx˜k , to obtain the transformed
periodic system
E˜kx˜k+1 = A˜kx˜k + B˜kuk ,
yk = C˜kx˜k + Dkuk , (22)
with the transformed matrices
A˜k := QTk AkZk, E˜k := QTk EkZk+1,
B˜k := QTk Bk, C˜k := CkZk .
Example (P. Colaneri, personal communication, 2004)
(continued): To illustrate the effectiveness of avoiding the
forming of matrix products, we describe an alternative ap-
proach to compute the characteristic exponents for the ex-
ample considered in Section 2.2. ForN≥ 1, define ti = iT/N
for i = 0, 1, . . ., N. We computed the eigenvalues of A(T,
0) via the PRSF of
A(T , 0) = A(tN , tN−1) · · ·A(t2, t1)A(t1, t0)
The obtained accuracy results for different choices of N
are shown in Table 1. The result for N = 1 corresponds
to forming explicitly the above matrix product and can
be also interpreted as a (single-point) periodic generator
method (see Section 2.2). The results for N  1 can be also
interpreted in terms of multi-point periodic generators to
be discussed in subsection 4.4.
As it can be observed, for N = 2 a complete failure
occurs with the μ¯2 complex! However, for N = 500 the
Table 1. Single vs. multi-point methods accuracy results.
N |μ¯1| μ¯2
1 3.9 × 10−7 −2.05...
2 2.6 × 10−7 Complex!!
5 4.5 × 10−7 −11.2653
10 2.1 × 10−9 −19.7407
25 7.7 × 10−12 −23.9921
50 2.4 × 10−15 −23.9982
100 2.7 × 10−15 −23.99995
200 3.2 × 10−15 −23.9999993
500 1.9 × 10−14 −23.999999998
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achievement of the limiting accuracy of 10 digits is pos-
sible (recall that this is also the relative tolerance used for
numerical integrations). This high accuracy is the combined
effect of using the product form representation of the mon-
odromy matrix with a sufficiently high number of factors
and of avoiding the explicit building of the product of these
factors!
4.2 Paradigm 2: structure exploiting
For discrete-time periodic systems, several so-called ‘fast’
algorithms implicitly work on the matrices of the stacked
lifted representations and fully exploit their zero–nonzero
block structure. By avoiding forming explicitly the matri-
ces of the lifted representation in (5), these methods are
highly efficient regarding both storage needs and required
computational efforts. By relying exclusively on orthogo-
nal transformations, frequently a kind of (week) numerical
stability can be proven for them.
A typical algorithm in this category is the algorithm
to compute the zeros of periodic systems. The signifi-
cance of zero-based analysis of periodic descriptor systems
can be easily described, by considering the most general
N-periodic descriptor system representation in (4), where
for simplicity we only assume time-varying state dimen-
sions for xk ∈ Rnk and assume Ek are square nk + 1 × nk + 1
matrices. Consider the stacked lifted system (5), for which
several analysis problems can be addressed by computing
the zeros of appropriate pencils. For example, the solvabil-
ity of the system is ensured if the pencil
Sk(z) := FSk − zESk
is regular (i.e. has nonzero determinant). The system poles
are the finite and infinite zeros of the above pencil (count-
ing also multiplicities). In general, for the system (4), the
system zeros are the zeros of the system matrix
Sk(z) :=
[
FSk − zESk GSk
HSk L
S
k
]
. (23)
To study the reachability/stabilisability properties, the input
decoupling zeros of the particular system pencil
Sk(z) := [FSk − zESk GSk ]
are relevant (Grasselli & Longhi, 1991a). More exactly,
the system is reachable if there are no input decoupling
zeros, or equivalently Sk(z) has full row rank. The system is
stabilisable, if all input decoupling zeros lie in the interior of
the unit circle in the origin. For observability/detectability,
the output decoupling zeros of
Sk(z) :=
[
FSk − zESk
HSk
]
are relevant (Grasselli & Longhi, 1991a). Similarly, the
system is observable if there are no output decoupling zeros,
or equivalently Sk(z) has full column rank. The system is
detectable, if all output decoupling zeros lie in the interior
of the unit circle in the origin. It follows that any algorithm
to compute reliably all the above categories of zeros can be
seen as a universal analysis tool.
We sketch now a typical structure exploiting reduction
algorithm for the computation of system zeros which em-
ploys exclusively orthogonal transformations. Consider the
following pencil obtained by permuting the blocks of Sk(z)
in (23):
S˜k(z) :=
⎡
⎢⎢⎢⎢⎢⎣
Sk −Tk O · · · O
O Sk+1 −Tk+1 · · · O
...
. . .
. . .
. . .
...
O Sk+N−2 Tk+N−2
−zTk+N−1 O · · · O Sk+N−1
⎤
⎥⎥⎥⎥⎥⎦ ,
(24)
where for i = k, k + 1, . . ., k + N − 1
Si :=
[
Ai Bi
Ci Di
]
, Ti :=
[
Ei O
O O
]
(25)
are the matrices which result by permuting the blocks of
the system pencil (23). Since Sk(z) and S˜k(z) are related
by row and column block permutations, they have the same
Kronecker form, thus the same zeros.
The so-called fast structure exploiting algorithm for
zeros computation (Varga & Van Dooren, 2003) basically
determines a ‘large’ orthogonal matrix Q, such that the
reduced system pencil has the compressed form
QS˜k(z) =
[ ∗ R
F˜ − zE˜ 0
]
,
where the ‘large’ size constant matrix R (of order Nn¯ ) has
full row rank and the ‘small’ size pencil F˜ − zE˜ (of order
n¯) has the same finite/infinite zeros as S˜k(z). To compute the
zeros, we can apply the consecrated methods for standard
linear systems as the algorithm proposed by Misra, Van
Dooren, and Varga (1994).
The pencil reduction algorithm of Varga and Van
Dooren (2003) performs N − 1 reduction steps (to deter-
mine only the finite zeros) or N − 2 reduction steps (if both
finite and infinite zeros are determined), performing at each
step i block row compressions with ‘small’ size orthogonal
matrices Ui to obtain
Ui
[−T̂i
Si+1
]
=
[
Ri
O
]
,
where Ri are matrices of full row rank. The overall structure
exploiting algorithm updates the block rows i and i + 1 and
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block columns 1, i + 1 and i + 2 of the pencil, grouped
in the form
Ui
[
Ŝi −T̂i O
O Si+1 −Ti+1
]
=
[
S˜i Ri −T˜i
Ŝi+1 O −T̂i+1
]
.
The recurring structure in the block rows starting with
i + 1 is thus preserved. Since the operations are performed
only locally, the computational complexity of each step is
the usual O(n¯3), while the overall reduction has complex-
ity O(Nn¯3), and thus satisfactory. Since the zero–nonzero
structure of S˜k(z) is destroyed, this algorithm is not struc-
ture preserving. However, because for the whole reduction
only orthogonal transformations are performed, the weak
numerical stability can be proven in that the resulting pen-
cil QS˜k(z) is the exact pencil corresponding to a slightly
perturbed original pencil S˜k(z). A similar ‘fast’ algorithm
has been developed to solve periodic Riccati equations
(Varga, 2008).
4.3 Paradigm 3: structure preserving
The most advanced category of numerical methods for
discrete-time periodic systems is formed by the so-called
structure preserving methods, which implicitly work on the
stacked lifted representations, while fully preserving the
zero–nonzero structure of the matrices of the lifted repre-
sentation (5).Most algorithms in this category are recent de-
velopments and for several methods the strong (structural)
backward stability can be proven. This means that it can
be proven that the computed results are exact for slightly
perturbed original system data. Representative for these
methods is the computation of the periodic Kronecker-like
form of a periodic pair of matrices, which underlies many
of recently proposed reliable numerical algorithms.
An algorithm to compute periodicKronecker-like forms
has been developed by Varga (2004a). For given N-periodic
matrix pairs (Si, Ti) with Si ∈ Rμi×νi and Ti ∈ Rμi×νi+1 ,
this algorithm determines orthogonal N-periodic transfor-
mation matrices Qi and Zi such that
QiSiZi =
⎡
⎢⎢⎢⎢⎣
Bri A
r
i ∗ ∗ ∗
O O A∞i ∗ ∗
O O O A
f
i ∗
O O O O Ali
O O O O Cli
⎤
⎥⎥⎥⎥⎦ ,
QiTiZi+1 =
⎡
⎢⎢⎢⎢⎣
O Eri ∗ ∗ ∗
O O E∞i ∗ ∗
O O O E
f
i ∗
O O O O Eli
O O O O O
⎤
⎥⎥⎥⎥⎦ ,
where:
(a) Eri is invertible and the periodic pair(
(Eri )
−1Ari , (E
r
i )
−1Bri
)
is completely reachable;
(b) Eli is invertible and the periodic pair
(
Cli , (E
l
i )
−1Ali
)
is completely observable;
(c) A∞i is invertible and the product (A
∞
i )
−1
E∞i . . . (A
∞
i+N−1)
−1E∞i+N−1 is nilpotent;
(d) Efi is non-singular.
Note that QiSiZi and QiTiZi+1 have the same row par-
tition which, however, generally depends on i. For a fixed
column partitioning of QiSiZi, the corresponding column
partitioning of QiTiZi+1 is uniquely determined by the con-
ditions (a)–(d) above. The periodic pair (A∞i , E
∞
i ) specifies
the structure at infinity of the periodic pair (Si, Ti), while
the pair (Afi , E
f
i ) specifies its finite structure. Similarly,
the periodic triples (Ari , E
r
i , B
r
i ) and (A
l
i, E
l
i , C
l
i ) specify
the right-hand and left-hand Kronecker structures of the
pair (Si, Ti), respectively.
The algorithm of Varga (2004a) performs implicitly the
reduction of S˜k(z) in (24) to a structurally identical form,
where the constituent blocks formed of the pairs (QiSiZi,
QiTiZi+1) have the Kronecker-like structure above. The re-
duction algorithm employs exclusively orthogonal transfor-
mations applied to individual pairs, which corresponds to
apply block-diagonal orthogonal transformations to S˜k(z)
which thus preserves its structure. It is possible to prove
that the computed transformed pairs (QiSiZi, QiTiZi+1) are
exact for slightly perturbed initial matrices S¯i , T¯i , which
satisfy
‖X¯ − X‖ ≤ εX‖X‖, X = Si, Ti ,
where, in each case, εX is a modest multiple of the rela-
tive machine precision εM. It follows that the algorithm is
strongly backward stable.
There aremany applications of this reduction technique.
For example, to compute different types of zeros, the algo-
rithm of Varga (2004a) can be applied to particular periodic
pairs. The system zeros correspond to the definition (25),
while the poles correspond to the definition
Si := Ai, Ti := Ei.
In a similar way, with
Si :=
[
Ai Bi
]
, Ti :=
[
Ei O
]
or
Si :=
[
Ai
Ci
]
, Ti :=
[
Ei
O
]
the algorithm can be used to compute the input decoupling
zeros and output decoupling zeros, respectively (Grasselli
& Longhi, 1991a).
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Other applications are described by Varga (2007a), the
most notable being the minimal realisation algorithm for
periodic descriptor systems (Varga, 2007b) and the solution
of periodic Riccati equations in the most general setting
(Varga, 2008).
4.4 Paradigm 4: multi-point periodic generators
The multi-point periodic generator method evolved as an
enhancement of the periodic generator method described
in Section 2.2, driven by the need of accurately solving
several computational problems for periodic continuous-
time systems, for example, the solution of various periodic
matrix differential equations. Using appropriate exact dis-
cretisations, the continuous-time problems are transformed
into equivalent multi-point discrete-time periodic problems
for which reliable computational algorithms are available.
By solving the discrete-time problems, multi-point peri-
odic generators are computed, which serve to determine
the continuous periodic solutions (usually by integrating
the underlying ordinary matrix differential equations with
knownmulti-point conditions). Besides increased accuracy,
these methods are amenable to highly efficient solutions by
exploiting the potential of parallel computations.
We will discuss these aspects succinctly on the concrete
examples of solving the PLDE (9), PSDE (10) and PRDE
(8). To discretise the PLDE for a given period T, consider
a uniform time grid of N intervals [(k − 1)
, k
], for k =
1, . . ., N, where
 := T/N is the discretisation interval. X(t)
and X(t + 
) are related as
X(t + 
) = A(t + 
, t)X(t)TA(t + 
, t)
+
∫ t+

t
A(t + 
, τ )C(τ )TA(t + 
, τ )dτ .
With this, we can formulate the discretised problem as the
computation of N values of the solution Xk := X((k − 1)
),
k = 1, . . ., N which satisfy the periodic discrete-time
Lyapunov equation
Xk+1 = FkXkF Tk + Wk, k = 1, . . . , N ; XN+1 = X1
(26)
where
Fk := A (k
, (k − 1)
) ,
Wk :=
∫ k

(k−1)

A (k
, τ )C(τ )
T
A (k
, τ ) dτ .
The computation of Fk involves the integration on [t0, t0 +

] of (11) for t0 = (k − 1)
. For the determination of Wk,
see the approach proposed by Varga (2005). An entirely
similar approach can be used to discretise PSDEs as in (10).
The solution approach of the periodic Riccati differ-
ential equation (8) employs an equivalent multi-point for-
mulation, which involves the discretisation of a differential
equation as in (11), with A(t) replaced by the 2n × 2n
Hamiltonian matrix
H (t) =
[−AT (t) Q(t)
R(t) A(t)
]
.
The corresponding monodromy matrix H(T, 0) is repre-
sented as a product of N symplectic matrices H(T, 0) =
HN − 1···H1H0. The matricesHk can be freely interpreted as
the state matrices of an N-periodic discrete-time system.
In the second step, the discretised problems are solved.
To solve the periodic discrete-time Lyapunov equation (26),
a numerically reliable algorithm has been proposed by
Varga (1997). This algorithm relies on the reduction of the
N-periodic matrix Fk to the PRSF, which allows to solve re-
duced equations with matrices in condensed forms. Similar
techniques apply for the solution of periodic discrete-time
Sylvester equations. For the solution of PRDEs, the stable
invariant subspace S0 of the monodromy matrix H(T, 0)
is computed, by employing eigenvalue reordering tech-
niques of matrix products (Bojanczyk et al., 1992; Granat,
Ka˚gstro¨m, & Kressner, 2007). This algorithm produces in
fact N 2n × n matrices Sk, k = 0, 1, . . ., N − 1 with or-
thonormal columns, satisfying HkSk = Sk+1H˜k , where H˜k
is an n × n N-periodic matrix with stable characteristic
multipliers. Thus, Sk forms an orthogonal basis of the pe-
riodic stable invariant subspace of the periodic matrix Hk.
The corresponding multi-point solution results as
Xk = Sk,12S−1k,11 ,
where Sk, 11 is the leading n × n block of
Sk =
[
Sk,11
Sk,12
]
.
At the third step, the continuous solution X(t) can be com-
puted by integrating the appropriate differential equation
on the intervals [(k − 1)
, k
], for k = 1, . . ., N, using
X((k − 1)
) = Xk as the initial condition. Alternatively, for
a sufficiently dense discretisation grid, interpolation tech-
niques can be employed to evaluate X(t) for an arbitrary
value of time t.
The multi-point periodic generator method can be
also used to address other computational problems for
continuous-time periodic systems as the computation of
various system norms (H2-norm,H∞-norm, Hankel-norm),
the solution of the linear–quadratic periodic output feed-
back stabilisation problem (Vigano` et al., 2010) or the
high-accuracy solution of H∞-type PRDEs (Feng, Varga,
Anderson, & Lovera, 2011). Recently performed evalua-
tions of the multi-point approach to solve periodic Ric-
cati equations in conjunction with the use of enhanced
structure preserving (symplectic) integrators of ODEs to
determine the symplectic matrices Hk, k = 0, 1, . . ., N1
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have demonstrated the effectiveness of these techniques
in achieving high-accuracy solutions (Gusev, Johansson,
Ka˚gstro¨m, Shiriaev, & Varga, 2010).
5. Concluding remarks and open problems
In a historical perspective, the development of numerically
satisfactory algorithms for linear periodic systems started
with the development of the algorithms to compute and re-
order the PRSF (Bojanczyk et al., 1992; Hench & Laub,
1994). The first applications of these new techniques were
the solution of periodic discrete-time Riccati equations.
Sustained efforts of several research groups followed in
developing new algorithms for periodic systems in the next
few years. An account of the main algorithmic achieve-
ments by 2001 is presented in an overview paper (Varga
& Van Dooren, 2001), where many open problems have
also been mentioned. The situation in 2007 is presented in
a second overview paper (Varga, 2007a), where many new
developments in solving the formulated open problems in
2001 are described. An important aspect worth mention-
ing was the development of the first reliable computational
algorithms for the continuous-time periodic systems. The
last developments in the field are the so-called integrated
algorithms to solve specific synthesis problems (e.g. fault
detection problems, Varga 2012), whose main strength lies
in their ability to exploit at each computational step all avail-
able structural information at the previous step, which over-
all leads to very efficient structure exploiting computations.
There are many open computational problems, for
both discrete- and continuous-time periodic systems. For
discrete-time systems, we mention the lack of algo-
rithms for computing inner–outer factorisation (in the non-
standard case), Hankel-norm approximation, periodic de-
scriptor system realisation of arbitrary lifted systems, or for
the solution of controller/observer/fault detection filter syn-
thesis problems using exact or approximatemodelmatching
approaches. Moreover, there exist no efficient algorithms
to solve periodic linear matrix inequalities (LMIs). For
continuous-time periodic systems, there are no algorithms
for efficient computation of frequency responses, stabilisa-
tion or pole assignment. New methods are also necessary
for the solution of periodic differential LMIs. Some of ex-
isting computational methods employ the frequency-lifted
representation of continuous-time periodic systems (see e.g.
Bittanti & Colaneri, 2009), which leads to large-scale struc-
tured system matrices with block Toeplitz or block Toeplitz
plus diagonal structures. Efficient structure exploit-
ing/preserving algorithms using this representation are still
missing and their development is an open field for research.
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