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Linear-Time Algorithms for Graphs of Bounded
Rankwidth: A Fresh Look Using Game Theory ⋆
Alexander Langer, Peter Rossmanith, and Somnath Sikdar
RWTH Aachen University, 52074 Aachen, Germany.
Abstract. We present an alternative proof of a theorem by Courcelle,
Makowski and Rotics [6] which states that problems expressible in MSO1
are solvable in linear time for graphs of bounded rankwidth. Our proof
uses a game-theoretic approach and has the advantage of being self-
contained, intuitive, and fairly easy to follow. In particular, our presen-
tation does not assume any background in logic or automata theory. We
believe that it is good to have alternative proofs of this important result.
Moreover our approach can be generalized to prove other results of a
similar flavor, for example, that of Courcelle’s Theorem for treewidth [3,
19].
1 Introduction
In this paper we give an alternate proof of the theorem by Courcelle, Makowski
and Rotics [6]: Every decision or optimization problem expressible in MSO1 is
linear time solvable on graphs of bounded cliquewidth. We prove the same the-
orem for graphs of bounded rankwidth. Since rankwidth and cliquewidth are
equivalent width measures in the sense that a graph has bounded rankwidth iff
it has bounded cliquewidth, it does not matter which of these width measures
is used to state the theorem [21].
The proof by Courcelle et al. [6, 7] makes use of the Feferman-Vaught Theo-
rem [10] adapted to MSO (cf. [14, 15]) and MSO transductions (cf., [4]). Under-
standing this proof requires a reasonable background in logic and as such this
proof is out of reach of many practicing algorithmists. An alternative proof of
this theorem has been recently published by Ganian and Hlineˇny´ [11] who use
an automata-theoretic approach to prove the theorem. Our approach to prov-
ing this theorem is game-theoretic and what distinguishes our proof is that it is
fairly simple, intuitive and, more importantly, self-contained. An outline of our
approach follows.
It is known that any graph of rankwidth t can be represented by a t-labeled
parse tree [11]. Given any integer q, one can define an equivalence relation on the
class of all t-labeled graphs as follows: t-labeled graphsG1 and G2 are equivalent,
denoted G1 ≡MSOq G2, iff for every MSO1-formula of quantifier rank at most q
G1 |= ϕ iff G2 |= ϕ, i.e., no formula with at most q nested quantifiers can
distinguish them. The number of equivalence classes depends on the quantifier
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rank q and the number of labels t and each equivalence class can be represented
by a tree-like structure of size f(q, t), where f is a computable function of q
and t only.
This tree-like representative of an equivalence class, called a reduced char-
acteristic tree of depth q and denoted by RCq(G), captures all model-checking
games that can be played on graphs in that equivalence class and formulas of
quantifier rank at most q. One can construct a reduced characteristic tree of
depth q given a t-labeled parse tree of an n-vertex graph in time O(f ′(q, t) · n).
Finally to decide whether G |= ϕ, for some MSO1-formula ϕ of quantifier
rank at most q, we simply simulate the model checking game on ϕ and G us-
ing RCq(G). This takes an additional O(f(q, t)) time and shows that one can
decide whether G |= ϕ in time O(f ′′(q, t) · n) proving the theorem. The no-
tions of q-equivalence ≡MSOq and related two-player pebble games (such as the
Ehrenfeucht-Fra¨ısse´ game) are fundamental to finite model theory and can be
found in any book on the subject (cf. [9]). However for understanding this paper,
one does not need any prior knowledge of these concepts.
The rest of the paper is organized as follows. Section 2 recaps the basic defi-
nitions and properties of rankwidth. Section 3 is a brief introduction to monadic
second order for those who wish to see it, and has been included to make the
paper self-contained. In Section 4, we introduce the equivalence relation ≡MSOq ,
model-checking games and characteristic trees of depth q. In this section we
prove that reduced characteristic trees of depth q for t-labeled graphs indeed
characterize the equivalence relation ≡MSOq on the class of all t-labeled graphs,
and that they have size at most f(q, t), for some computable function of q and t
alone. In Section 5 we show how to construct reduced characteristic trees of
depth q for an n-vertex graph given its t-labeled parse tree decomposition in
time O(f ′(q, t) · n). We then use all the ingredients to prove the main theorem.
We conclude in Section 6 with a brief discussion of this approach and how it can
be used to obtain other results.
2 Rankwidth: Definitions and Basic Properties
Rankwidth is a complexity measure of decomposing a graph into a tree-structure
known as a rank-decomposition and was introduced by Oum and Seymour to
study cliquewidth [21]. Their main objective was to find an algorithm that,
given as input a graph G and an integer k, decides whether G has cliquewidth
at most k in time O(f(k) · |V (G)|O(1)). This question is still open but Oum
and Seymour showed that rankwidth and cliquewidth are equivalent width mea-
sures in the sense that a graph has bounded rankwidth if and only if it has
bounded cliquewidth. The relationship between rankwidth and cliquewidth can
be expressed by the following inequality:
rankwidth ≤ cliquewidth ≤ 21+rankwidth − 1.
Moreover they also showed that there does indeed exist an algorithm that decides
whether a graph G has rankwidth at most k in time O(f(k) · |V (G)|3).
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We shall briefly recap the basic definitions and properties of rankwidth. The
presentation follows [11, 20]. To define rankwidth, it is advantageous to first
consider the notion of branchwidth since rankwidth is usually defined in terms
of branchwidth.
Branchwidth. Let X be a finite set and let λ be an integer-valued function on
the subsets of X . We say that the function λ is symmetric if for all Y ⊆ X we
have λ(Y ) = λ(X \Y ). A branch-decomposition of λ is a pair (T, µ), where T is a
subcubic tree (a tree with degree at most three) and µ : X → { t|t is a leaf of T }.
For an edge e of T , the connected components of T \ e partition the set of leaves
of T into disjoint sets X1 and X2. The width of the edge e of the branch-
decomposition (T, µ) is λ(µ−1(X1)). The width of (T, µ) is the maximum width
over all edges of T . The branchwidth of λ is the minimum width of all branch-
decompositions of λ.
The branchwidth of a graph G, for instance, is defined by letting X = E(G)
and λ(Y ) to be the number of vertices that are incident to an edge in Y and
in E(G) \ Y in the above definition.
Rankwidth. Given a graph G = (V,E) and a bipartition (Y1, Y2) of the ver-
tex set V , define a binary matrix A[Y1, Y2] with rows indexed by the vertices
in Y1 and columns indexed by the vertices in Y2 as follows: the (u, v)th entry
of A[Y1, Y2] is 1 if and only if {u, v} ∈ E. The cut-rank function of G is then
defined as the function ρ : 2V → Z such that for all Y ⊆ V
ρ(Y ) = rank(A[Y, V \ Y ]).
A rank-decomposition of G is a branch-decomposition of the cut-rank function
on V (G) and the rankwidth of G is the branch-width of the cut-rank function.
An important result concerning rankwidth is that there is an FPT-algorithm
that constructs a width-k rank-decomposition of a graph G, if there exists one,
in time O(n3) for a fixed value of k.
Theorem 1 ([17]). Let k be a constant and n ≥ 2. Given an n-vertex graph G,
one can either construct a rank-decomposition of G of width at most k or confirm
that the rankwidth of G is larger than k in time O(n3).
2.1 Rankwidth and Parse Tree Decompositions
The definition of rankwidth in terms of branchwidth is the one that was orig-
inally proposed by Oum and Seymour in [22]. It is simple and it allows one
to prove several properties of rankwidth including the fact that rankwidth and
cliquewidth are, in fact, equivalent width measures in the sense that a graph
has bounded rankwidth if and only if it has bounded cliquewidth. However this
definition is not very useful from an algorithmic point-of-view and this prompted
Courcelle and Kante´ [5] to introduce the notion of bilinear products of multi-
colored graphs and algebraic expressions over these products as an equivalent
description of rankwidth. Ganian and Hlineˇny´ [11] formulated the same ideas in
terms of labeling joins and parse trees which we briefly describe here.
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t-labeled graphs. A t-labeling of a graph G is a mapping lab : V (G)→ 2[t] which
assigns to each vertex of G a subset of [t] = {1, . . . , t}. A t-labeled graph is a
pair (G, lab), where lab is a labeling of G and is denoted by G¯. Since a t-labeling
function may assign the empty label to each vertex, an unlabeled graph is consid-
ered to be a t-labeled graph for all t ≥ 1. A t-labeling ofGmay also be interpreted
as a mapping from V (G) to the t-dimensional binary vector space GF(2t) by as-
sociating the subset X ⊆ [t] with the t-bit vector x = x1 . . . xt, where xi = 1 if
and only if i ∈ X . Thus one can represent a t-labeling lab of an n-vertex graph
as an n × t binary matrix. This interpretation will prove useful later on when
t-joins are discussed.
A t-relabeling is a mapping f : [t]→ 2[t]. One can also view a t-relabeling as
a linear transformation from the space GF(2t) to itself and one can therefore
represent a t-relabeling by a t× t binary matrix Tf . For a t-labeled graph G¯ =
(G, lab), we define f(G¯) to be the t-labeled graph (G, f ◦ lab), where (f ◦ lab)(v)
is the vector in GF(2t) obtained by applying the linear transformation f to the
vector lab(v). It is easy to see that the labeling lab ′ = f ◦ lab is the matrix
product lab × Tf . Informally, to calculate (f ◦ lab)(v), apply the map f to each
element of lab(v) and “sum the elements modulo 2”.
We now define three operators on t-labeled graphs that will be used to define
parse tree decompositions of t-labeled graphs. These operators were first de-
scribed by Ganian and Hlineˇny´ in [11]. The first operator is denoted ⊙ and rep-
resents a nullary operator that creates a new graph vertex with the label 1. The
second operator is the t-labeled join and is defined as follows. Let G¯1 = (G1, lab1)
and G¯2 = (G2, lab2) be t-labeled graphs. The t-labeled join of G¯1 and G¯2, de-
noted G¯1 ⊗ G¯2, is defined as taking the disjoint union of G1 and G2 and adding
all edges between vertices u ∈ V (G1) and v ∈ V (G2) such that |lab1(u)∩ lab2(v)|
is odd. The resulting graph is unlabeled.
Note that |lab1(u)∩ lab2(v)| is odd if and only if the scalar product lab1(u) •
lab2(v) = 1, that is, the vectors lab1(u) and lab2(v) are not orthogonal in the
space GF(2t). For X ⊆ V (G1), the set of vectors γ(G¯1, X) = { lab1(u) | u ∈ X }
generates a subspace 〈γ(G¯1, X)〉 of GF(2t). The following result shows which
pair of vertex subsets do not generate edges in a t-labeled join operation.
Proposition 1 ([12]) Let X ⊆ V (G1) and Y ⊆ V (G2) be arbitrary nonempty
subsets of t-labeled graphs G¯1 and G¯2. In the join graph G¯1⊗ G¯2 there is no edge
between any vertex of X and a vertex of Y if and only if the subspaces 〈γ(G¯1, X)〉
and 〈γ(G¯2, Y )〉 are orthogonal in the vector space GF(2t).
The third operator is called the t-labeled composition and is defined using
the t-labeled join and t-relabelings. Given three t-relabelings g, f1, f2 : [t]→ 2[t],
the t-labeled composition ⊗[g|f1, f2] is defined on a pair of t-labeled graphs G¯1 =
(G1, lab1) and G¯2 = (G2, lab2) as follows:
G¯1 ⊗[g|f1, f2] G¯2 := H¯ = (G¯1 ⊗ g(G¯2), lab),
where lab(v) = fi ◦ labi(v) for v ∈ V (Gi) and i ∈ {1, 2}. Thus the t-labeled
composition first performs a t-labeling join of G¯1 and g(G¯2) and then relabels
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the vertices of G1 using f1 and the vertices of G2 with f2. Note that a t-labeling
composition is not commutative and that {u, v} is an edge of H¯ if and only
if lab1(u) • (lab2(v) × Tg) = 1, where Tg is the matrix representing the linear
transformation g.
Definition 1 (t-labeled Parse Trees). A t-labeled parse tree T is a finite,
ordered, rooted subcubic tree (with the root of degree at most two) such that
1. all leaves of T are labeled with the ⊙ symbol, and
2. all internal nodes of T are labeled with a t-labeled composition symbol.
A parse tree T generates the graph G that is obtained by the successive leaves-
to-root application of the operators that label the nodes of T .
The next result shows that rankwidth can be defined using t-labeled parse
trees.
Theorem 2 (The Rankwidth Parsing Theorem [5, 11]). A graph G has
rankwidth at most t if and only if some labeling of G can be generated by a t-
labeled parse tree. Moreover, a width-k rank-decomposition of an n-vertex graph
can be transformed into a t-labeled parse tree on Θ(n) nodes in time O(t2 · n2).
We now proceed to show the following.
The Main Theorem ([6, 11]). Let ϕ be an MSO1-formula with qr(ϕ) ≤ q.
There is an algorithm that takes as input a t-labeled parse tree decomposition T
of a graph G and decides whether G |= ϕ in time O(f(q, t) · |T |), where f is some
computable function and |T | is the number of nodes in T .
Here is how the sequel is organized. In Section 3 we briefly introduce monadic
second order logic. In Section 4 we introduce a construct that plays a key role
in our proof of the Main Theorem. This construct, called a characteristic tree of
depth q, is important for three reasons. Firstly, a characteristic tree of depth q
for a graph G allows one to test whether an MSO formula ϕ of quantifier rank at
most q holds in G. Secondly, a characteristic tree has small size and, thirdly, it
can be efficiently constructed for graphs of bounded rankwidth. The construction
of characteristic trees is described in Section 5, where we also prove the main
theorem.
3 An Introduction to MSO Logic
In this section, we present a brief introduction to monadic second order logic.
We follow Ebbinghaus and Flum [9]. Monadic second-order logic (MSOL) is an
extension of first-order logic which allows quantification over sets of objects. To
define the syntax of MSO, fix a vocabulary τ which is a finite set of relation
symbols P,Q,R, . . . each associated with a natural number known as its arity.
A structure A over vocabulary τ (also called a τ-structure) consists of a set A
called the universe of A and a p-ary relation RA ⊆ A × · · · × A (p times) for
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every p-ary relation symbol R in τ . If the universe is empty then we say that
the structure is empty. Graphs can be expressed in a natural way as relational
structures with universe the vertex set and a vocabulary consisting of a single
binary (edge) relation symbol. To express a t-labeled graph G, we may use a
vocabulary τ consisting of the binary relation symbol E (representing, as usual,
the edge relation) and t unary relation symbols L1, . . . , Lt, where Li represents
the set of vertices labeled i.
A formula in MSO is a string of symbols from an alphabet that consists of
– the relation symbols of τ
– a countably infinite set of individual variables x1, x2, . . .
– a countably infinite set of set variables X1, X2, . . .
– ¬, ∨, ∧ (the connectives not, or, and)
– ∃, ∀ (the existential quantifier and the universal quantifier)
– = (the equality symbol)
– (, ) (the bracket symbols).
The formulas of MSO over the vocabulary τ are strings that are obtained
from finitely many applications of the following rules:
1. If t1 and t2 are individual (respectively, set) variables then t1 = t2 is a
formula.
2. If R is an p-ary relation symbol in τ and t1, . . . , tr are individual variables,
then Rt1, . . . , tr is a formula.
3. If X is a set variable and t is an individual variable then Xt is a formula.
4. If ϕ is a formula then ¬ϕ is a formula.
5. If ϕ and ψ are formulas then (ϕ ∨ ψ) is a formula.
6. If ϕ and ψ are formulas then (ϕ ∧ ψ) is a formula.
7. If ϕ is a formula and x an individual variable then ∃xϕ is a formula.
8. If ϕ is a formula and x an individual variable then ∀xϕ is a formula.
9. If ϕ is a formula and X a set variable then ∃Xϕ is a formula.
10. If ϕ is a formula and X a set variable then ∀Xϕ is a formula.
The formulas obtained by 1, 2, or 3 above are atomic formulas. Formulas of
types 6, 8, and 10 are called universal, and formulas of types 5, 7, and 9 are
existential.
The quantifier rank qr(ϕ) of a formula ϕ is the maximum number of nested
quantifiers occurring in it.
qr(ϕ) := 0, if ϕ is atomic; qr(∃xϕ) := qr(ϕ) + 1;
qr(¬ϕ) := qr(ϕ); qr(∃Xϕ) := qr(ϕ) + 1;
qr(ϕ ∨ ψ) := max{qr(ϕ), qr(ψ)}; qr(∀xϕ) := qr(ϕ) + 1.
qr(∀Xϕ) := qr(ϕ) + 1;
A variable in a formula is free if it is not within the scope of a quantifier. A
formula without free variables is called a sentence. By free(ϕ) we denote the set
of free variables of ϕ.
Linear-Time Algorithms for Graphs of Bounded Rankwidth 7
We now assign meanings to the logical symbols by defining the satisfaction
relation A |= ϕ. Let A be a τ -structure. An assignment in A is a function α
that assigns individual variables values in A and set variables subsets of A.
For an individual variable x and an assignment α, we let α[x/a] denote an
assignment that agrees with α except that it assigns the value a ∈ A to x. The
symbol α[X/B] has the same meaning for a set variable X and a set B ⊆ A. We
define the relation A |= ϕ[α] (ϕ is true in A under α) as follows:
A |= t1 = t2[α] iff α(t1) = α(t2)
A |= Rt1 . . . tn[α] iff RAα(t1) . . . α(tn)
A |= ¬ϕ[α] iff not A |= ϕ[α]
A |= (ϕ ∨ ψ)[α] iff A |= ϕ[α] or A |= ψ[α]
A |= (ϕ ∧ ψ)[α] iff A |= ϕ[α] and A |= ψ[α]
A |= ∃xϕ[α] iff there is an a ∈ A such that A |= ϕ[α[x/a]]
A |= ∀xϕ[α] iff for all a ∈ A it holds that A |= ϕ[α[x/a]]
A |= ∃Xϕ[α] iff there exists B ⊆ A such that A |= ϕ[α[X/B]]
A |= ∀Xϕ[α] iff for all B ⊆ A it holds that A |= ϕ[α[X/B]]
4 The ≡MSO
q
-Relation and its Characterization
Given a vocabulary τ and a natural number q, one can define an equivalence
relation on the class of τ -structures as follows. For τ -structures A and B and q ∈
N, define A ≡MSOq B (q-equivalence) if and only if A |= ϕ ⇐⇒ B |= ϕ for all
MSO sentences ϕ of quantifier rank at most q. In other words, two structures are
q-equivalent if and only if no sentence of quantifier rank at most q can distinguish
them.
We provide a characterization of the relation ≡MSOq using objects called char-
acteristic trees of depth q. We show that two τ -structures A and B have iden-
tical characteristic trees of depth q if and only if A ≡MSOq B. We shall see
that characteristic trees are specially useful because their size is “small” and for
graphs of bounded rankwidth can be constructed efficiently given their parse
tree decomposition. However before we can do that, we need a few definitions.
Definition 2 (Induced Structure and Sequence). Let A a τ -structure
with universe A and let c¯ = c1, . . . , cm ∈ Am. The structure A ′ = A [c¯] =
A [{c1, . . . , cm}] induced by c¯ is a τ -structure with universe A′ = {c1, . . . , cm}
and interpretations PA
′
:= PA ∩ {c1, . . . , cm}r for every relation symbol P ∈ τ
of arity r.
For an arbitrary sequence of objects c¯ = c1, . . . , cm and a set U , we let c¯[U ]
be the subsequence of c¯ that contains only objects in U . For a sequence of sets
C¯ = C1, . . . , Cp we let C¯ ∩ A denote the sequence C1 ∩ U, . . . , Cp ∩ U and write
C¯ ∩ c¯ for C1 ∩ {c1, . . . , cm}, . . . , Cp ∩ {c1, . . . , cm}.
Definition 3 (Partial Isomorphism). Let A and B be structures over the
vocabulary τ with universes A and B, respectively, and let π be a map such
that domain(π) ⊆ A and range(π) ⊆ B. The map π is said to be a partial
isomorphism from A to B if
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1. π is one-to-one and onto;
2. for every p-ary relation symbol R ∈ τ and all a1, . . . , ap ∈ domain(π),
RA a1, . . . , ap iff R
Bπ(a1), . . . , π(ap).
If domain(π) = A and range(π) = B, then π is an isomorphism between A
and B and A and B are isomorphic.
Let (A , A¯) and (B, B¯) be tuples, where A¯ = A1, . . . , As and B¯ = B1, . . . , Bs,
s ≥ 0, such that for all 1 ≤ i ≤ s, we have Ai ⊆ A and Bi ⊆ B. We say that π
is a partial isomorphism between (A , A¯) and (B, B¯) if
1. π is a partial isomorphism between A and B,
2. for each a ∈ domain(π) and all 1 ≤ i ≤ s, it holds that a ∈ Ai iff π(a) ∈ Bi.
The tuples (A , A¯) and (B, B¯) are isomorphic if π is an isomorphism between
A and B.
In Definition 2 of an induced structure we ignore the order of the elements
in c¯. For the purposes in this paper, the order in which the elements are chosen
is important because it is used to map variables in the formula to elements in
the structure. Moreover, elements could repeat in the vector c¯ and this fact is
lost when we consider the induced structure A [c¯]. To capture both the order and
the multiplicity of the elements in vector c¯ in the structure A [c¯], we introduce
the notion of an ordered induced structure.
Let U be a set and ≡ be an equivalence relation on U . For u ∈ U , we
let [u]≡ = { u′ ∈ U | u ≡ u′ } be the equivalence class of u under ≡, and
U/≡ = { [u]≡ | u ∈ U} be the quotient space of U under ≡.
A vector c¯ = c1, . . . , cm ∈ Am defines a natural equivalence relation ≡c¯ on
the set [m] = {1, . . . ,m}: for i, j ∈ [m], we have i ≡c¯ j if and only if ci = cj . For
simplicity, we shall write [i]c¯ for [i]≡c¯ .
Definition 4 (Ordered Induced Structure). Let A be a τ -structure and c¯ =
c1, . . . , cm ∈ Am. The ordered structure induced by c¯ is the τ -structure H =
Ord(A , c¯) with universe H = [m]/≡c¯ such that the map h : ci 7→ [i]c¯, 1 ≤ i ≤ m,
is an isomorphism between A [c¯] and H .
Let C¯ = C1, . . . , Cp with Ci ⊆ A, 1 ≤ i ≤ p. Then we let
Ord(A , c¯, C¯) :=
(
Ord(A , c¯), h¯, h(C¯ ∩ c¯)
)
,
where h : ci 7→ [i]c¯, 1 ≤ i ≤ m, h¯ = h(1), . . . , h(m) and h(C¯ ∩ c¯) = h(C1 ∩
c¯), . . . , h(Cp ∩ c¯).
Thus an ordered structure H = Ord(A , c¯) induced by c¯ is simply the struc-
ture A [c¯] with element ci being called [i]c¯. See Figure 1 for an example.
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a1
a2
a3a4
a5
{1, 5}
{2}
{3, 4}
c¯
Fig. 1. The vector c¯ = a5a2a3a3a5 lists vertices in the graph G on the left. The resulting
ordered induced structure Ord(G , c¯) is depicted in black on the right.
4.1 Model Checking Games and Characteristic Trees
Testing whether a non-empty structure models a formula can be specified by a
model checking game (also known as Hintikka game, see [16, 13]). Let A be a
τ -structure with universe A. Let ϕ be a formula and α be an assignment to the
free variables of ϕ. The game is played between two players called the verifier
and the falsifier. The verifier tries to prove that A |= ϕ[α] whereas the falsifier
tries to disprove this. We assume without loss of generality that ϕ is in negation
normal form, i.e., negations in ϕ appear only at the atomic level. This can always
be achieved by applying simple rewriting rules such as ¬∀xϕ(x)❀ ∃x¬ϕ(x). The
model checking game MC(A , ϕ, α) is positional with positions (ψ, β), where ψ
is a subformula of ϕ and β is an assignment to the free variables of ψ. The
game starts at position (ϕ, α). At a position (∀Xψ(X), β), the falsifier chooses
a subset D ⊆ A, and the game continues at position (ψ, β[X/D]). Similarly, at
a position (∀xψ(x), β) or (ψ1 ∧ ψ2, β), the falsifier chooses an element d ∈ A
or some ψ := ψi for some 1 ≤ i ≤ 2 and the game then continues at posi-
tion (ψ, β[x/d]) or (ψ, β), respectively. The verifier moves analogously at exis-
tential formulas. If an element is chosen then the move is called a point move;
if a set is chosen then the move is a set move. The game ends once a position
(ψ, β) is reached, such that ψ is an atomic or negated formula. The verifier wins
if and only if A |= ψ[β]. We say that the verifier has a winning strategy if they
win every play of the game irrespective of the choices made by the falsifier.
It is well known that the model checking game characterizes the satisfaction
relation |=. The following lemma can easily be shown by induction over the
structure of ϕ.
Lemma 1 (cf., [13]). Let A be a τ-structure, let ϕ be an MSO formula, and
let α be an assignment to the free variables of ϕ. Then A |= ϕ[α] if and only if
the verifier has a winning strategy on the model checking game on A , ϕ, and α.
A model checking game on a τ -structure A and a formula ϕ with quantifier
rank q can be represented by a tree of depth q in which the nodes represent
positions in the game and the edges represent point and set moves made by the
players. Such a tree is called a game tree and is used in combinatorial game
theory for analyzing games (see [2], for instance).
10 Alexander Langer, Peter Rossmanith, and Somnath Sikdar
For our purposes, we define a notion related to game trees called full charac-
teristic trees which are finite rooted trees, where the nodes represent positions
and edges represent moves of the game. A node is a tuple that represents the
sets and elements that have been chosen thus far. The node can be thought
of as a succinct representation of the state of the game played till the position
represented by that node. However, note that a full characteristic tree depends
on the quantifier rank q and not on a particular formula.
Definition 5 (Full Characteristic Trees). Let A be a τ -structure with uni-
verse A and let q ∈ N. For elements c¯ = c1, . . . , cm ∈ Am, sets C¯ = C1, . . . , Cp
with Ci ⊆ A, 1 ≤ i ≤ p, let T = FCq(A , c¯, C¯) be a finite rooted tree such that
1. root(T ) = (A [c¯], c¯, C¯ ∩ c¯),
2. if m+ p+ 1 ≤ q then the subtrees of the root of FCq(A , c¯, C¯) is the set{
FCq(A , c¯d, C¯)
∣∣ d ∈ A} ∪ {FCq(A , c¯, C¯D) ∣∣ D ⊆ A}.
The full characteristic tree of depth q for A , denoted by FCq(A ), is defined
as FCq(A , ε, ε), where ε is the empty sequence.
Let T = (V,E) be a rooted tree. We let root(T ) be the root of T and for u ∈ V
we let childrenT (u) = { v ∈ V | (u, v) ∈ E } and subtreeT (u) be a subtree of T
rooted at u, and subtrees(T ) = { subtreeT (u) | u ∈ childrenT (root(T )) }.
We now define a model checking game MC(F, ϕ, x¯, X¯) on full characteristic
trees F = FCq(A , c¯, C¯) and formulas ϕ with qr(ϕ) ≤ q, where x¯ = x1, . . . , xm
are the free object variables of ϕ, X¯ = X1, . . . , Xp are the free set variables
of ϕ, c¯ = c1, . . . , cm ∈ Am, and C¯ = C1, . . . , Cp with Ci ⊆ A, 1 ≤ i ≤ p.
The rules are similar to the classical model checking game MC(A , ϕ, α). The
game is positional and played by two players called the verifier and the falsi-
fier and is defined over subformulas ψ of ϕ. However instead of choosing sets
and elements explicitly, the tree F is traversed top-down. At the same time,
we “collect” the list of variables the players encountered, such that we can
make the assignment explicit once the game ends. The game starts at the posi-
tion (ϕ, x¯, X¯, root(F )). Let (ψ, y¯, Y¯ , v) be the position at which the game is being
played, where v = (H , d¯, D¯) is a node of FCq(A , c¯, C¯), and ψ is a subformula
of ϕ with free(ψ) = y¯ ∪ Y¯ . At a position (∀Xϑ(X), y¯, Y¯ , v) the falsifier chooses
a child u = (H , d¯, D¯D) of v, where D ⊆ A, and the game continues at posi-
tion (ϑ, y¯, Y¯ X, u). Similarly, at a position (∀xϑ(x), y¯, Y¯ , v) the falsifier chooses a
child u = (H ′, d¯d, D¯), where d ∈ A, and the game continues in (ϑ, y¯x, Y¯ , u), and
at a position (ϑ1∧ϑ2, y¯, Y¯ , v), the falsifier chooses some 1 ≤ i ≤ 2, and the game
continues at position (ϑi, y¯, Y¯ , v). The verifier moves analogously at existential
formulas.
The game stops once an atomic or negated formula has been reached. Suppose
that a particular play of the game ends at a position (ψ, y¯, Y¯ , v), where ψ is a
negated atomic or atomic formula with
free(ψ) = {y1, . . . , ys, Y1, . . . , Yt}
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and v = (H , d¯, D¯) some node of F , where d¯ = d1, . . . , ds and D¯ = D1, . . . , Dt.
Let α be an assignment to the free variables of ϕ, such that α(yi) = di, 1 ≤ i ≤ s,
and α(Yi) = Di, 1 ≤ i ≤ t. The verifier wins the game if and only if H |= ψ[α].
The verifier has a winning strategy if and only if they can win every play of
the game irrespective of the choices made by the falsifier. In what follows, we
identify a position (ψ, y¯, Y¯ , v) of the game MC(FCq(A , c¯, C¯), ϕ, x¯, X¯), where
v = (H , d¯, D¯), with the game MC(FCq(A , d¯, D¯), ψ, y¯, Y¯ ).
Lemma 2. Let A be a τ-structure and let ϕ be an MSO formula with qr(ϕ) ≤ q
and free variables {x1, . . . , xm, X1, . . . , Xm}. Let α be an assignment to the free
variables of ϕ. Then the verifier has a winning strategy in the model checking
game MC(A , ϕ, α) if and only if the verifier has a winning strategy in the model
checking game MC(FCq(A , c¯, C¯), ϕ, x¯, X¯), where c¯ = α(x1), . . . , α(xm) and C¯ =
α(X1), . . . , α(Xp).
Proof. The proof consists in observing that any play of the model checking
game MC(A , ϕ, α) can be simulated in MC(FCq(A , c¯, C¯), ϕ, x¯, X¯) and vice
versa. ⊓⊔
Lemma 2 showed that a full characteristic tree of depth q for a structure A
can be used to simulate the model checking game on A and any formula ϕ of
quantifier rank at most q. However the size of such a tree is of the order (2n+n)q,
where n is the number of elements in the universe of A . We now show that one
can “collapse” equivalent branches of a full characteristic tree to obtain a much
smaller labeled tree (called a reduced characteristic tree) that is in some sense
equivalent to the original (full) tree. We will then show that for a graph G of
rankwidth at most t, the reduced characteristic tree ofG is efficiently computable
given a t-labeled parse tree decomposition of G. We achieve this collapse by
replacing the induced structures A [c¯] in the full characteristic tree by a more
generic, implicit representation — that of their ordered induced substructures
Ord(A , c¯).
Definition 6 (Reduced Characteristic Trees). Let A be a τ -structure and
let q ∈ N. For elements c¯ = c1, . . . , cm ∈ Am and sets C¯ = C1, . . . , Cp with Ci ⊆
A, 1 ≤ i ≤ p, we let RCq(A , c¯, C¯) be a finite rooted tree such that
1. root(RCq(A , c¯, C¯)) = Ord(A , c¯, C¯),
2. if m+ p+ 1 ≤ q then the subtrees of the root of RCq(A , c¯, C¯) is the set
{RCq(A , c¯d, C¯) | d ∈ A } ∪ {RCq(A , c¯, C¯D) | D ⊆ A }.
The reduced characteristic tree of depth q for the structure A , denoted by
RCq(A ), is defined to be RCq(A , ε, ε), where ε is the empty sequence.
See Figure 2 for an example. One can define the model checking game
MC(R,ϕ, x¯, X¯) on a tree R = RCq(A , c¯, C¯) in exactly the same manner as
MC(FCq(A , c¯, C¯), ϕ, x¯, X¯). As mentioned before, our interest in RCq(A , c¯, C¯)
lies in that:
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∅, ε, ε
∅, ε, ∅
∅, ε, ∅
∅, ε, ∅
({{1}}), {1}, ε
∅, ε, ∅∅
({{1}}), {1}, ∅
∅, ε, ∅∅
({{1}}), {1}, {{1}}
∅, ε, ∅∅
({{1}}), {1}, {{1}}
({{1}}), {1}, ∅
({{1}}), {1}, ∅
({{1}}), {1}, {{1}}
({{1, 2}}), {1, 2}{1, 2}, ε
({{1}, {2}}), {1}{2}, ε
Fig. 2. The tree RC2(A ) for a τ -structure A with τ = ∅ and A = {a1, a2}. Here,
∅ denotes an empty structure, and ∅∅ is the sequence of two empty sets. The bot-
tom right node (H , c¯, C¯) =
(
({{1}, {2}}), {1}{2}, ε
)
represents, at the same time,
the identical subtrees RC2(A , a1a2, ε) and RC2(A , a2a1, ε). The universe of H is
H = {[1]a1a2 , [2]a1a2} = {[1]a2a1 , [2]a2a1} = {{1}, {2}}, since elements a1, a2 and a2, a1,
respectively, have been chosen in this order. No set has been chosen, hence the empty
sequence C¯ = ε. Similarly, the next node in that column,
(
({{1, 2}}), {1, 2}{1, 2}, ε
)
,
represents the trees RC2(A , a1a1, ε) and RC2(A , a2a2, ε). Here the universe is {{1, 2}}
since the same element has been chosen twice. Note that the root node has only five
subtrees in total, since RC2(A , ε, {a1}) = RC2(A , ε, {a2}) (third subtree from the
top), and RC2(A , a1, ε) = RC2(A , a2, ε) (bottom subtree).
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1. they are equivalent to FCq(A , c¯, C¯),
2. they are “small”; and,
3. they are efficiently computable if A is a graph of rankwidth at most t.
We first show that the reduced characteristic tree RCq(A , c¯, C¯) is equivalent
to its full counterpart FCq(A , c¯, C¯).
Lemma 3. Let A be a τ-structure and let q ∈ N. Let c¯ = c1, . . . , cm ∈ Am
and C¯ = C1, . . . , Cp with Ci ⊆ A, 1 ≤ i ≤ p. Let F = FCq(A , c¯, C¯) and
R = RCq(A , c¯, C¯). Then the verifier has a winning strategy in the model checking
gameMC(F, ϕ, x¯, X¯) if and only if the verifier has a winning strategy in the game
MC(R,ϕ, x¯, X¯), where ϕ ∈ MSO(τ) with qr(ϕ) ≤ q with free object variables
x¯ = x1, . . . , xm and free set variables X¯ = X1, . . . , Xp.
Proof. Without loss of generality, we assume qr(ϕ) = q (otherwise, pad ϕ with
quantifiers). The proof is by an induction on q −m− p and the structure of ϕ.
If q = 0, then
root(F ) = (A [c¯], c¯, C¯ ∩ c¯) ∼=
(H , h(1) . . . h(m), h(C¯ ∩ c¯)) = Ord(A , c¯, C¯) = root(R),
where h : ci 7→ [1]c¯, 1 ≤ i ≤ m is an isomorphism between (A [c¯], C¯ ∩ c¯) and
(H , h(C¯∩c¯)). The lemma therefore holds since MSO formulas cannot distinguish
isomorphic structures.
Therefore assume that q > 0. If ϕ = (ψ1 ∧ ψ2)i or ϕ = (ψ1 ∨ ψ2), then
the claim immediately follows by the induction hypothesis for ψi, 1 ≤ i ≤ 2.
Assume therefore that ϕ = ∃Xψ(X) and suppose that the verifier has a winning
strategy in one of the games, say, in MC(R,ϕ, x¯, X¯). Then there is a position
(ψ, x¯, X¯X, u), where u ∈ childrenR(root(R)), such that the verifier has a winning
strategy inMC(subtreeR(u), ψ, x¯, X¯X) where subtreeR(u) = RCq(A , c¯, C¯D) for
some D ⊆ A. By the induction hypothesis, the verifier has a winning strategy in
MC(F ′, ψ, x¯, X¯X), where F ′ = FCq(A , c¯, C¯D) ∈ subtrees(F ). The verifier can
therefore winMC(F, ϕ, x¯, X¯) by choosing a position (ψ, x¯, X¯X, root(F ′)), which
implies the claim.
If ϕ = ∀xψ(x), and the verifier has a winning strategy in strategy in one of
the games, say in MC(R,ϕ, x¯, X¯), consider a move of the falsifier to a position
(ψ, x¯x, X¯, u) in MC(F, ϕ, x¯, X¯), where u = root(FCq(A , c¯d, C¯))) for some d ∈
A. Let R′ = RCq(A , c¯d, C¯) be a subtree of the root of R. The verifier has a
winning strategy in the gameMC(R′, ψ, x¯x, X¯), and therefore, by the induction
hypothesis, in MC(FCq(A , c¯d, C¯), ψ, x¯x, X¯).
The remaining cases follow analogously. ⊓⊔
From Lemmas 1, 2, and 3, we obtain the important fact that reduced char-
acteristic trees are in fact equivalent to their full counterparts and characterize
the equivalence relation ≡MSOq .
Corollary 1. Let A and B be τ-structures and q ∈ N. Then RCq(A ) =
RCq(B) iff A ≡MSOq B.
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The next lemma shows that reduced characteristic trees have small size.
For i ∈ N, we define exp(i)(·) as: exp(0)(x) = x, exp(1)(x) = 2x and exp(i)(x) =
22 exp
(i−1)(x) for i ≥ 2.
Lemma 4. Let A be a τ-structure with universe A such that each relation sym-
bol in τ has arity at most r, and q ∈ N. Then the number of reduced characteristic
trees RCq(A , c¯, C¯) for all possible choices of c¯, C¯ is at most exp
(q+1)(|τ | · qr +
q log q + q2). The size of a reduced characteristic tree RCq(A , c¯, C¯) is at most
(exp(q)(|τ | · qr + q log q + q2))4.
Proof. For integers m, p let N(A ,m, p) be the number of trees RCq(A , c¯, C¯),
where c¯ = c1, . . . , cm ∈ Am and C¯ = C1, . . . , Cp with Ci ⊆ A, 1 ≤ i ≤ p. Define
S(A ,m, p) = max
c¯,C¯
|RCq(A , c¯, C¯)|,
where the maximum is taken over all strings c¯ and C¯ such that |c¯| = m and |C¯| =
p. Also define f(τ, q) = |τ | · qr + q log q + q2.
If m+p = q then RCq(A , c¯, C¯) has one node for all c¯, C¯ and S(A ,m, p) = 1.
The number of distinct trees N(A ,m, p), however, depends on the number of
structures on a universe of size at most m ≤ q over a vocabulary with |τ |
relation symbols each of arity at most r. The number of such structures is at
most 2|τ |·q
r
, and since there are at most qq · 2q
2
vectors c¯, C¯ over the m+ p ≤ q
elements, we have that N(A ,m, p) ≤ 2f(τ,q) ≤ exp(1)(f(τ, q)). If m + p < q
then the root of RCq(A , c¯, C¯) can have as children any of the N(A ,m + 1, p)
reduced characteristic trees corresponding to point moves and N(A ,m, p + 1)
trees corresponding to set moves. Hence N(A ,m, p) ≤ 2N(m+1,p)+N(m,p+1). By
induction hypothesis, each of N(A ,m + 1, p) and N(A ,m, p + 1) is at most
exp(q−(m+p))(f(τ, q)) and hence
N(A ,m, p) ≤ 22·exp
(q−(m+p))(f(τ,q)) = exp(q−(m+p)+1)(f(τ, q)).
Hence N(A , 0, 0) ≤ exp(q+1)(f(τ, q)) as claimed.
The size of a reduced characteristic tree is one if m+ p = q. Otherwise
S(A ,m, p) ≤ 1 + S(A ,m+ 1, p)N(A ,m+ 1, p) +
S(A ,m, p+ 1)N(A ,m, p+ 1),
since any such tree consists of a single root vertex and at most N(A ,m+ 1, p)
trees (corresponding to point moves) each of size S(A ,m + 1, p) and at most
N(A ,m, p + 1) trees (corresponding to set moves) of size N(A ,m, p + 1). By
induction hypothesis, each of the terms S(A ,m+ 1, p) and S(A ,m, p+ 1) is at
most (exp(q−(m+p+1))(f(τ, q)))4 and hence
S(A ,m, p) ≤ 1 + 2 exp(q−(m+p))(f(τ, q)) · (exp(q−(m+p+1))(f(τ, q)))4.
One can show that the right hand side of the above inequality is at most
(exp(q−(m+p))(f(τ, q)))4, thereby proving the claimed size bound. ⊓⊔
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5 Constructing Characteristic Trees
In this section, we show how to construct reduced characteristic trees of depth q
for a graph G of rankwidth t when given a t-labeled parse tree decomposi-
tion of G. A t-labeled graph may be represented as τ -structure where τ =
{E,L1, . . . , Lt}. The symbol E is a binary relation symbol representing the edge
relation and Li for 1 ≤ i ≤ t is a unary relation symbol representing the set of
vertices with label i. In what follows, whenever we talk about a τ -structure A ,
we mean a graph viewed as a structure over the vocabulary {E,L1, . . . , Lt}.
Lemma 5. Let A be a τ-structure with |A| = 1. Let q ≥ 0 and c¯ ∈ Am and
C¯ = C1, . . . , Cp with Ci ⊆ A, 1 ≤ i ≤ p. Then RCq(A , c¯, C¯) can be constructed
in constant time for each fixed q.
Proof. Note that, in this case, FCq(A , c¯, C¯) has size at most O((2
1 + 1)q) =
O(3q). Hence for each fixed q, RCq(A , c¯, C¯) can be constructed in constant
time. ⊓⊔
In what follows, we let A1,A2 and A = A1 ⊗ A2 be τ -structures, where
⊗ = ⊗[g|f1, f2] for t-relabelings g, f1, and f2. Recall that if A = A1 ⊗ A2,
then we assume that A1 and A2 (the universes of A1 and A2, respectively) are
disjoint. Furthermore for a fixed constant q ≥ 0, let m and p be nonnegative
integers such that m+ p ≤ q, c¯ = c1, . . . , cm ∈ (A1 ∪A2)m and C¯ = C1, . . . , Cp,
where Cj ⊆ A1 ∪A2, 1 ≤ j ≤ p. For i ∈ {1, 2}, we let c¯i = ci,1, . . . , ci,mi = c¯[Ai].
In the remainder of this section, we show how to construct RCq(A , c¯, C¯)
given RCq(A1, c¯1, C¯ ∩ c¯1) and RCq(A2, c¯2, C¯ ∩ c¯2). For the construction, we need
to know the order in which the elements in c¯1 and c¯2 appear in c¯. This motivates
us to define the notion of an indicator vector ind(A1, A2, c¯).
Definition 7. The indicator vector of c¯ = c1, . . . , cm, denoted ind(A1, A2, c¯), is
the vector d¯ = d1, . . . , dm, such that for i ∈ {1, 2} and all 1 ≤ j ≤ m it holds
that dj = (i, k) iff cj = ci,k. That is, dj = (i, k) iff cj is the kth element in
the vector c¯i = c¯[Ai]. If d¯ = d1, . . . , dm and (i, k) ∈ {1, 2} × [m + 1], then we
use d¯(i, k) to denote the vector d1, . . . , dm+1, where dm+1 = (i, k).
Example 1. Let A1 = {a1, a2}, A2 = {b1, b2, b3, b4} and let c¯ be the string
a1b1b2a2b3b4a2b3a1. Then we get:
c¯ = a1 b1 b2 a2 b3 b4 a2 b3 a1
c¯[A1] = a1 a2 a2 a1
c¯[A2] = b1 b2 b3 b4 b3
ind(A1, A2, c¯) = (1, 1) (2, 1) (2, 2) (1, 2) (2, 3) (2, 4) (1, 3) (2, 5) (1, 4)
Given c¯[A1], c¯[A2], and d¯ = d1, . . . , dm = ind(A1, A2, c¯), one can now reconstruct
c¯. For example, c8 = b3, since d8 = (2, 5), which tells us that c8 is the fifth element
in c¯2.
Constructing R = RCq(A , c¯, C¯) when given R1 = RCq(A1, c¯1, C¯ ∩ c¯1), R2 =
RCq(A2, c¯2, C¯ ∩ c¯2), and d¯ = ind(A1, A2, c¯) consists of the following two steps:
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a1
a2
a3a4
a5
{1, 5}
{2}
{3, 4}
c¯
c¯1 c¯2
{1, 2}
{1}
{2, 3}
{1, 2}
{1}
{2, 3}
d¯
Fig. 3. G1 and G1 depicted on the top left are graphs such that G1⊕G2 is the graph of
Figure 1; the grey edges being those created by the t-labeled composition operator ⊕.
For c¯ = a5a2a3a3a5 and c¯1 = c¯[G1], c¯2 = c¯[G2] the ordered induced substructures
H1 = Ord(G1, c¯1) and H2 = Ord(G1, c¯2) depicted in black on the bottom left. On
these, we can take the t-labeled composition H = H1 ⊕ H2 and obtain the graph
isomorphic to G1[c¯1] ⊕ G2[c¯2] on the bottom right. We can now use the vector d¯ =
(1, 1)(2, 1)(2, 2)(2, 3)(1, 2) to rename vertices in H and obtain Ord(G , c¯) depicted on
the top right. Note that c¯ and d¯ essentially describe the same vertices.
1. construct the label for root(R) = Ord(A , c¯, C¯), and then
2. recursively construct its subtrees.
Since Ord(A , c¯) ∼= A [c¯] and Ai[c¯i] ∼= Ord(Ai, c¯i), one easily sees that
Ord(A , c¯) ∼= Ord(A1, c¯1)⊗Ord(A2, c¯2).
For the first step, we therefore just need to rename elements in Ord(A1, c¯1) ⊗
Ord(A2, c¯2) in an appropriate way. The information on how elements are to be
renamed is stored in the indicator vector d¯ of c¯. See Figure 3 for an example.
The formal definition of the renaming operator ⊗d¯ and Lemma 6 are technical
and may be skipped if the reader believes that one can construct Ord(A , c¯) from
Ord(A1, c¯1) and Ord(A2, c¯2) using d¯.
Definition 8. For i ∈ {1, 2}, let Ord(Ai, c¯i, C¯∩Ai) = (Hi, c¯′i, C¯
′
i). Define a map
f : [m] → H1 ⊎ H2 as follows: for all 1 ≤ j ≤ m, let f(j) = [k]c¯i iff dj = (i, k).
Then we define Ord(A1, c¯[A1], C¯ ∩ A1)⊗d¯ Ord(A2, c¯[A2], C¯ ∩A2) as
Ord(H1 ⊗H2, f(1) . . . f(m), C¯
′
1 ∪ C¯
′
2).
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Lemma 6. Let A1 and A2 be τ-structures and let ⊗ =⊗[g|f1, f2] for some t-
relabelings g, f1, f2. Let c¯ = c1, . . . , cm ∈ (A1 ∪A2)m and C¯ = C1, . . . , Cp, where
Cj ⊆ A1 ∪ A2 for 1 ≤ j ≤ p. Also let d¯ = ind(A1, A2, c¯). Then
Ord(A1 ⊗A2, c¯, C¯) = Ord(A1, c¯[A1], C¯ ∩ A1)⊗d¯ Ord(A2, c¯[A2], C¯ ∩ A2).
Proof. For i ∈ {1, 2}, it holds
Ord(Ai, c¯i, C¯i) = (Hi, c¯
′
i, C¯
′
i)
∼= (Ai[c¯[Ai]], c¯[Ai], C¯ ∩ Ai),
where hi : ci,j 7→ [j]c¯i , 1 ≤ j ≤ mi is the isomorphism of Definition 4 and c¯
′
i =
c′i,1, . . . , c
′
i,mi
= hi(1), . . . , hi(mi) ∈ H
mi
i . Let H = H1 ⊗H2 be the τ -structure
with universe H = H1 ⊎ H2 = [m1]/≡c¯1 ⊎ [m2]/≡c¯2, where we assume without
loss of generality that H1 and H2 are disjoint (rename elements otherwise). We
want to show the equality in the following diagram (see also Figure 3 for a
concrete example):
A1[c¯1] ⊗ A2[c¯2] = A [c¯] ∼= Ord(A , c1 . . . cm)
∼= ∼= =
H1 ⊗ H2 = H ∼= Ord(H , f(1) . . . , f(m))
For all 1 ≤ j ≤ m, it holds
f(j) =
{
h1(cj) if cj ∈ A1,
h2(cj) if cj ∈ A2,
where f : [m]→ H1 ⊎H2 is the map from Definition 8. If cj ∈ Ai, then cj = ci,k
for some 1 ≤ k ≤ mi and therefore dj = (i, k). This implies hi(cj) = [k]c¯i = f(j)
by Definition 4 and Definition 9. Therefore, f(j1) = f(j2) iff cj1 = cj2 , which
then implies lemma. ⊓⊔
We now define the tree cross product R1 ×(q,⊗, d¯) R2 of R1 and R2 and
then show that in fact R = R1 ×(q,⊗, d¯) R2. As motivated before, the root
of the tree cross product is simply root(R1) ⊗d¯ root(R2). For the construction
of the subtrees, recall that each subtree of R corresponds to either a set move
U ⊆ A or a point move a ∈ A. Here, {U ⊆ A } = {U1⊎U2 | U1 ⊆ A1, U2 ⊆ A2 }
and A = A1 ⊎A2. We can therefore reconstruct the subtrees of R by recursively
combining each subtree for a set U1 ⊆ A1 with a subtree for a set U2 ⊆ A2
(the set S2 in the following definition), and by choosing subtrees of R1 for point
moves in A1, and choosing subtrees of R2 for point moves in A2 (the set S1 in
the following definition).
Definition 9 (Tree Cross Product). Let A1 and A2 be τ -structures and
let ⊗ = ⊗[g|f1, f2] for some t-relabelings g, f1, f2. For a fixed constant q ≥ 0,
let m and p be nonnegative integers such that m+ p ≤ q. Let c¯ = c1, . . . , cm ∈
(A1 ∪A2)m and C¯ = C1, . . . , Cp, where Cj ⊆ A1 ∪A2, 1 ≤ j ≤ p. For i ∈ {1, 2},
let c¯i = ci,1, . . . , ci,mi = c¯[Ai], qi ≥ q−m−p, and Ri = RCqi(Ai, c¯i, C¯∩Ai) with
root(Ri) = (Hi, c¯
′
i, C¯
′
i) = Ord(Ai, c¯i, C¯ ∩Ai). We define the tree cross product of
R1 and R2, R = R1 ×(q,⊗, d¯) R2, be a finite, rooted tree such that
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– root(R) = root(R1)⊗d¯ root(R2), and
– if m+ p+ 1 ≤ q, then subtrees(R) = S1 ∪ S2, where
S1 =
{
subtreeR1(u1) ×(q,⊗, d¯(1,m1 + 1)) R2
∣∣
u1 = (H
′
1 , c¯
′
1c, C¯
′
1) ∈ childrenR1(root(R1))
}
∪{
R1 ×(q,⊗, d¯(2,m2 + 1)) subtreeR2(u2)
∣∣
u2 = (H
′
2 , c¯
′
2c, C¯
′
2) ∈ childrenR2(root(R2))
}
and
S2 =
{
subtreeR1(u1) ×(q,⊗, d¯) subtreeR2(u2)
∣∣
ui = (H
′
i , c¯
′
i, C¯
′
iDi) ∈ childrenRi(root(Ri)), 1 ≤ i ≤ 2
}
.
Lemma 7. Let A1 and A2 be τ-structures and let ⊗ =⊗[g|f1, f2] for some t-
relabelings g, f1, f2. For nonnegative integers q,m, p with m + p ≤ q, let c¯ =
c1, . . . , cm ∈ (A1∪A2)m and C¯ = C1, . . . , Cp, where Cj ⊆ A1∪A2 for 1 ≤ j ≤ p.
Also let d¯ = ind(A1, A2, c¯) and for 1 ≤ i ≤ 2 let qi ≥ q −m− p. Then
RCq(A1 ⊗A2, c¯, C¯) = RCq1(A1, c¯1, C¯ ∩ A1) ×(q,⊗, d¯) RCq2(A2, c¯2, C¯ ∩ A2).
Proof. The proof is an induction over q −m− p. By Lemma 6,
root(RCq(A1 ⊗A2, c¯, C¯)) = root(R1)⊗d¯ root(R2).
If q−m− p = 0, then RCq(A1⊗A2, c¯, C¯) consists of a single root node and the
lemma holds. Otherwise, the set of subtrees is by definition
subtrees(RCq(A , c¯, C¯)) =
{
RCq(A , c¯d, C¯) | d ∈ A
}
∪{
RCq(A , c¯, C¯D) | D ⊆ A
}
.
Here, by the induction hypothesis{
RCq(A , c¯d, C¯) | d ∈ A
}
=
{
RCq(A , c¯d, C¯) | d ∈ A1
}
∪
{
RCq(A , c¯d, C¯) | d ∈ A2
}
i.h.
=
{
RCq(A1, c¯[A1]d, C¯ ∩ A1) ×(q,⊗, d¯(1,m1 + 1)) R2 | d ∈ A1
}
∪{
R1 ×(q,⊗, d¯(2,m2 + 1)) RCq(A2, c¯[A2]d, C¯ ∩ A2) | d ∈ A2
}
= S1
and, similarly,{
RCq(A , c¯, C¯D) | D ⊆ A
}
i.h.
=
{
RCq(A1, c¯[A1], C¯D ∩ A1) ×(q,⊗, d¯) RCq(A2, c¯[A2], C¯D ∩ A2)
∣∣
D ∈ U
}
= S2.
This concludes the proof. ⊓⊔
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Lemma 8. Given R1 and R2, the tree cross product R1 ×(q,⊗, d¯) R2 can be
computed time poly(|R1|, |R2|), where |Ri| denotes the number of nodes in Ri.
Proof. An algorithm computing R1 ×(q,⊗, d¯) R2 may recursively traverse both
trees top-down. For each pair of subtrees R′1 and R
′
2 of R1 and R2, the algorithm
has to be called only once. The number of recursive calls is therefore bounded
by |R1| · |R2| and each recursive call takes time dependent on q and τ only. ⊓⊔
We can now finally prove the Main Theorem.
The Main Theorem ([6, 11]). Let ϕ be an MSO1-formula with qr(ϕ) ≤ q.
There is an algorithm that takes as input a t-labeled parse tree decomposition T
of a graph G and decides whether G |= ϕ in time O(f(q, t) · |T |), where f is some
computable function and |T | is the number of nodes in T .
Proof. It is no loss of generality to assume that G has at least one vertex.
Otherwise deciding whether G |= ϕ takes constant time. By Lemmas 1, 2 and 3,
to prove that G |= ϕ it is sufficient to show that the verifier has a winning
strategy in the model checking gameMC(RCq(G), ϕ, ǫ, ǫ). By Lemma 4, the size
of the reduced characteristic tree RCq(G) of a t-labeled graph is at most f1(q, t)
for some computable function f1 of q and t alone. By Lemma 8, the time taken to
combine two reduced characteristic trees of size f1(q, t) is f(q, t) = poly(f1(q, t)).
We claim that the total time taken to construct RCq(G) from its parse
tree decomposition T is O(f(q, t) · |T |). The proof is by induction on |T |. By
Lemma 5, the claim holds when |T | = 1. Suppose that G¯ = G¯1 ⊗[g|h1, h2] G¯2,
where g, h1, h2 are t-relabelings and let T1 and T2 be parse trees of G¯1 and G¯2,
respectively. Then |T | = |T1| + |T2| + 1, where T is a parse tree of G¯. By in-
duction hypothesis, one can construct the reduced characteristic trees RCq(G1)
and RCq(G2) in times O(f(q, t) · |T1|) and O(f(q, t) · |T2|), respectively. By
Lemma 7, one can indeed construct RCq(G) given RCq(G1), RCq(G2) and d¯ = ε.
By using Lemma 8, the time taken to construct RCq(G) is
O(f(q, t) + f(q, t) · |T1|+ f(q, t) · |T2|) = O(f(q, t) · |T |),
thereby proving the claim.
In order to check whether the verifier has a winning strategy in the model
checking game MC(RCq(G), ϕ, ǫ, ǫ), one can use a very simple recursive algo-
rithm (see also [13]). A position p = (ψ, x¯, X¯, u) of the model checking game
can be identified with a call of the algorithm with arguments p. If ψ is uni-
versal, then the algorithm recursively checks whether the verifier has a winning
strategy from all positions u′ that are reachable from u in the model checking
game. If otherwise ψ is existential, then the algorithm checks whether there
is one subsequent position in the game from which the verifier has a win-
ning strategy. This algorithm visits each node of the reduced characteristic
tree RCq(G) at most once. Therefore the time taken to decide whether G |= ϕ
is O(f1(q, t) + f(q, t) · |T |) = O(f(q, t) · |T |), as claimed. ⊓⊔
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6 Discussion and Conclusion
The proof of the Main Theorem shows that deciding whether a graph models an
MSO1-sentence is linear-time doable if the rankwidth of the graph is bounded.
The theorem by Courcelle et al. [6] says something stronger: one can compute the
optimal solution to a linear optimization problem expressible in MSO1 in linear
time for graphs of bounded rankwidth. In its simplest form, a linear optimization
problem in MSO1 is a tuple
(ϕ(X1, . . . , Xl), a1, . . . , al, opt),
where ϕ(X1, . . . , Xl) is an MSO1-formula with the free set variables X1, . . . , Xl,
a¯ = a1, . . . , al ∈ Z
l, and opt is either max or min. The objective is, given an input
graph G = (V,E), to find (U1, . . . , Ul) ⊆ V l such that G |= ϕ[X1/U1, . . . , Xl/Ul]
and
∑l
i=1 ai|Ui| is optimized (maximized or minimized).
One can use the techniques outlined in this paper to prove the stronger state-
ment by first constructing reduced characteristic trees RCq(G, ε, U1, . . . , Ul), of
which there are only a function of q and l. All that remains to do is simulate
the model checking game on each of the reduced characteristic trees and output
the tuple (U1, . . . , Ul) for which there is a winning strategy and
∑l
i=1 ai|Ui| is
optimized.
Moreover the results of this paper naturally extend to directed graphs and
birankwidth. This allows us to conclude that any decision or optimization prob-
lem on directed graphs expressible in MSO1 is linear-time solvable on graphs of
bounded birankwidth [6, 18]. Finally, the game-theoretic approach has already
been used to prove Courcelle’s result for treewidth [3, 1, 8] with an emphasis on
practical implementability [19].
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