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transmitter preprocessing, while Section IV addresses the de-
tection of PSM signals. Performance results are illustrated
and discussed in Section V. Finally, conclusions are stated in
Section VI.
II. SYSTEM MODEL
The MIMO system addressed employs N transmit anten-
nas and M1 = 2k1 receive antennas, where N ≥ M1
is assumed. The (N × M1) channel matrix is expressed as
H H H = [h h h0,h h h1,··· ,h h hM1−1], where h h hm1, m1 = 0,...,M1 − 1,
is an N-length column vector containing the channel gains
from the N transmit antennas to the m1th receive antenna.
We assume that the channel knowledge is only known to the
transmitter, not known to the receiver. Let the transmitter pre-
processing matrix be expressed by P P P = [p p p0,p p p1,··· ,p p pM1−1],
which is an (N × M1) matrix that is designed according to
certain optimization criterion, as will be considered later in
Section III. The preprocessing matrixP P P is normalized to satisfy
Tr(P P PP P PH) = M1, where Tr(·) denotes the trace of a concerned
square matrix. Depended on the k1 bits of information trans-
mitted, one of the M1 columns of the preprocessing matrix
P P P is activated for transmission, forming the pre-M1SSK (M1-
ary SSK) modulation. Let X = {X0,X1,··· ,XM2−1}, where
M2 = 2k2 and E
￿
|Xi|2￿
= 1, be a set of signals belonging to
an M2-ary constellation of APM, such as M2-ary phase-shift
keying (M2PSK), M2-ary quadrature amplitude modulation
(M2QAM), etc. Then, with our proposed PSM, let us assume
that m1 ∈ M1 = {0,1,··· ,M1 − 1} is an integer determined
by k1 binary bits and x ∈ X is a baseband signal determined
by another k2 binary bits. Then, the discrete signal transmitted
from the N transmit antennas is given by
s s s = p p pm1x (1)
where p p pm1 is the preprocessing vector determined by m1.
Explicitly, we have E[ks s sk2] = 1, i.e., the transmitted signal
has unity power, due to the constraints of Tr(P P PP P PH) = M1 and
E
￿
|Xi|2￿
= 1. The signaling of (1) conveys in total (k1 + k2)
bits of information per symbol.
When s s s is transmitted over the MIMO channels deﬁned by
H H H, the received observation at the mth receive antenna is given
by
ym = h h hT
mp p pm1x + nm, m = 0,1,...,M1 − 1 (2)
Let us deﬁne
y y y =[y0,y1,··· ,yM1−1]
T
n n n =[n0,n1,··· ,nM1−1]
T (3)
Furthermore, we deﬁne the overall signal set as
S =
n
S(0),S(1),··· ,S(M1−1)
o
S(m1) =
n
x x x
(m1)
0 ,x x x
(m1)
1 ,··· ,x x x
(m1)
M2−1
o
, m1 = 0,...,M1 − 1
x x x(m1)
m2 =[0,··· ,0,Xm2,0,··· ,0]
T , m2 = 0,1,...,M2 − 1
(4)
where x x x
(m1)
m2 is an M1-length vector with Xm2 being its m2th
element and the other elements being zero elements. With the
aid of the above deﬁnitions, it can be shown that we have
y y y = H H HTP P Px x x +n n n (5)
where x x x ∈ S. For example, when the transmitted (k1 + k2)
bits are mapped to the M1SSK symbol m1 and M2PSK or
M2QAM symbol X2, then we havex x x = x x x
(m1)
2 in (5). Note that,
in (5),n n n obeys the Gaussian distribution with zero mean and an
(M1 × M1) covariance matrix σ2I I IM1, where σ2 = 1/γs =
[(k1 + k2)γb]−1 with γs and γb denoting the average signal-
to-noise ratio (SNR) per symbol and the average SNR per bit,
respectively.
III. OPTIMIZATION OF TRANSMITTER PREPROCESSING
Since the receiver has no channel knowledge, the receiver
can detect the information transmitted in maximum-likelihood
(ML) principles according to the optimization problem
ˆ m, ˆ x =arg min
x x x
(m1)
m2 ∈S
n
ky y y −x x x(m1)
m2 k2
o
=arg max
x x x
(m1)
m2 ∈S
n
2<
n
y y yHx x x(m1)
m2
o
− kx x x(m1)
m2 k2
o
(6)
In order to assist the receiver’s detection based on (6) and
achieve the best possible error performance, the preprocessing
should be designed to maximize the desired term matching to
the transmitted signal and minimize the other (M1M2 − 1)
terms. Therefore, for any given transmitted symbol x x x
(i)
j , which
is formed by the M1SSK symbol i ∈ M1 and M2-ary symbol
Xj ∈ X, the optimization of transmitter preprocessing can be
described as
P P Po = arg

  
  
max
P P P
n
2<
n
y y yHx x x
(i)
j
o
− kx x x
(i)
j k2
o
,
min
P P P
n
2<
n
y y yHx x x(m1)
m2
o
− kx x x(m1)
m2 k2
o
for all m1 6= i and m2 6= j
(7)
We assume that the Gaussian noise is circular symmetric. In
this case, after applying (5) into (7), the optimization problem
can alternatively be expressed as
P P Po = arg

    
    
max
P P P
￿
2<
￿￿
x x x
(i)
j
￿H
P P PHH H H∗x x x
(i)
j
￿
− kx x x
(i)
j k2
￿
,
min
P P P
￿
2<
￿￿
x x x
(i)
j
￿H
P P PHH H H∗x x x(m1)
m2
￿
− kx x x(m1)
m2 k2
￿
for all m1 6= i and m2 6= j
(8)
From (8), we are implied that the PSM shares the similarity
of conventional multiuser transmitter preprocessing [12]. In
termsof the transmitter preprocessing, the preprocessing matrix
P P P should be designed in such ways that the desired receive an-
tenna generates the maximal possible output, while minimizing
the leak (interference) on the other receive antennas. There-
fore, in this contribution, two typical transmitter preprocess-
ing schemes, namely the transmitter zero-forcing (TZF) and
transmitter minimum mean-square error (TMMSE) [12], are
considered and the error performance of the PSM schemes is
investigated, whenthesetwotransmitterpreprocessing schemes
are applied.Based on (5), an equivalent detection problem can be ex-
pressed as
z z z = W W WHy y y = W W WH (H H Hx x x +n n n) (9)
Then, with the aid of the equivalency existing between the
transmitter preprocessing and multiuser detection, as detailed
in [12,14], we can readily show that, when the TZF is applied,
we have [12,14]
P P P = βH H H∗ ￿
H H HTH H H∗￿−1
(10)
where β =
r
M1/Tr
￿
(H H HTH H H∗)
−1￿
. By contrast, when the
TMMSE is employed, we have [12,14]
P P P =β
￿
H H H∗H H HT + M1σ2I I IN
￿−1
H H H∗ (11)
=βH H H∗ ￿
H H HTH H H∗ + M1σ2I I IM1
￿−1
(12)
where, corresponding to (11) and (12), we have
β =
r
M1/Tr
￿
(H H H∗H H HT + M1σ2I I IN)
−2H H H∗H H HT
￿
and
β =
r
M1/Tr
￿
(H H HTH H H∗ + M1σ2I I IM1)
−2H H HTH H H∗
￿
,
respectively. Note that, in (11) and (12), the factor of M1
is due to the on-off characteristic of the M1SSK invoked.
IV. DETECTION OF PSM SIGNALS
Let us assume that x x x
(i)
j was transmitted. Then, for the TZF-
assisted PSM, substituting P P P in the form of (10) into (5) yields
the M1-length decision variable vector
y y y = βx x x
(i)
j +n n n (13)
which can be expressed with respect to the M1 receive antennas
as
yi = βXj + ni,
ym1 = nm1, m1 = 0,1,...,M1 − 1; m1 6= i (14)
The decision variables in (14) show that only the one corre-
sponding to the transmitted symbol contains both signal and
noise, while all the others contain only noise.
For the TMMSE-based PSM, let in (11) P P P = β˜ P P P, where
˜ P P P =
￿
˜ p p p0,˜ p p p1,··· ,˜ p p pM1−1
￿
. Then, when assuming that x x x
(i)
j was
transmitted and submitting P P P = β˜ P P P into (5), we obtain the
M1-length decision variable vector
y y y = βH H HT˜ p p pix x x
(i)
j +n n n (15)
In more details, the M1 decision variables generated by the M1
receive antennas can be expressed as
yi = βh h hT
i ˜ p p piXj + ni,
ym1 = βh h hT
m1˜ p p piXj + nm1,m1 = 0,...,M1 − 1; m1 6= i
(16)
Furthermore, from (11), we can derive that, for m1 =
0,1,...,M1 − 1,
˜ p p pm1 =
￿
H H H∗H H HT + M1σ2I I IN
￿−1
h h h∗
m1 (17)
Upon substituting them into (16), the M1 decision variables can
now be written as
yi = βh h hT
i
￿
H H H∗H H HT + M1σ2I I IN
￿−1
h h h∗
iXj + ni,
ym1 = βh h hT
m1
￿
H H H∗H H HT + M1σ2I I IN
￿−1
h h h∗
iXj + nm1,
m1 = 0,1,...,M1 − 1; m1 6= i (18)
which show that the decision variable matching to the trans-
mitted symbol contains both the desired signal and Gaussian
noise, while the other decision variables contain Gaussian noise
and the interference resulted from the TMMSE preprocessing.
According to [15], after the processing in MMSE principles, the
resultant interference can be closely approximated as Gaussian
noise.
Therefore, with the aid of the decision variables of (14) in
the context of the TZF and that of (18) for the TMMSE, the
PSM signals may be detected using the following approaches.
First, when the detector is capable of tracking β for the TZF and
β0 = βh h hT
i
￿
H H H∗H H HT + M1σ2I I IN
￿−1
h h h∗
i for the TMMSE, a ML
detector can be employed to detect the transmitted information
according to the optimization problem
ˆ m, ˆ x =arg min
x x x
(m1)
m2 ∈S
n
ky y y − αx x x(m1)
m2 k2
o
(19)
where α = β or β0 for the TZF or TMMSE. Second, if the
detector is unable to track the time-varying of β or β0, modiﬁed
ML detector may be used. For example, the modiﬁed ML
detector may have the same form as (19), but with α being
replaced by the time-average of ¯ β or ¯ β0. Furthermore, the factor
of β invoked in transmitter preprocessing can be modiﬁed to
a ﬁx value. This can be achieved with the aid of the approxi-
mation H H HTH H H∗ ≈ NI I IM1 [13]. Using this approximation into
β =
r
M1/Tr
￿
(H H HTH H H∗)
−1￿
yields β =
√
N for the TZF.
Similarly, with the aid of the above approximation, we can ob-
tain from β =
r
M1/Tr
￿
(H H HTH H H∗ + M1σ2I I IM1)
−2H H HTH H H∗
￿
that β = (N + M1σ2)/
√
N for the TMMSE. Note that, even
using the ﬁxed value of β =
√
N or β = (N+M1σ2)/
√
N, the
transmitter still satisﬁes the power constraint on transmission,
if the transmission duration is long enough.
Furthermore, when the detector is unable to track the time-
varying behavior of β or β0, the sub-optimal detector as follow-
ing may also be employed for detection. The detection process
can be divided into two steps. First, the pre-M1SSK signal
is non-coherently detected based on the decision variables
{|y0|2,|y1|2,··· ,|yM1−1|2} formed from (14) or (18). The
maximum of {|y0|2,|y1|2,··· ,|yM1−1|2} is selected and its
index is mapped to an integer value in [0,M1 − 1], which rep-
resents the symbol conveyed by the pre-M1SSK modulation.
After the pre-M1SSK demodulation, the APM signal (i.e., Xj
in (14) or (18)) can then be detected using the conventional
demodulation approaches based on the output of the receive
antenna identiﬁed by the pre-M1SSK demodulation.
Let us below provide some ﬁgures for illustrating the achiev-
able BER performance of the PSM schemes.TZF: N=16, QPSK(M2=4)
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Fig. 1. BER versus average SNR per bit performance of the PSM system with
TZF-assisted preprocessing.
TMMSE: N=16, QPSK(M2=4)
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Fig. 2. BER versus average SNR per bit performance of the PSM system with
TMMSE-assisted preprocessing.
V. PERFORMANCE RESULTS
In this section, we provide a range of BER performance
results for the PSM with various combinations of M1SSK and
M2QAM. Due to limited space, here we focus only on the ﬁrst
type detector as stated in Section IV, which is assumed can
track the time-varying factor β or β0. BER performance of PSM
using the other two types of detectors will be provided in our
related publications elsewhere. In this section, we concern the
individual BER of both the M1SSK and M2QAM involved, as
well as the overall average BER of the PSM. Note that, in the
following ﬁgures, M1 = 1 or M2 = 1 indicates that no M1SSK
or M2QAM is involved. In other words, M1 = 1 corresponds to
the pure MQAM, while M2 = 1 to the pure MSSK modulation.
Figs. 1 and 2 illustrate the BER performance of the PSM with
respect to the M1SSK modulation with various values for M1,
whenthesystememploysN = 16transmitantennastotransmit
QPSK constellation. From the results of Figs. 1 and 2, we can
have the following observations. First, given the APM of QPSK
TZF: N=16, 16QAM (M2=16)
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Fig. 3. BER versus average SNR per bit performance of the PSM system with
TZF-assisted preprocessing.
and at a given SNR per bit, there exists an optimal value of
M1, which generates the best BER performance. For example,
at the SNR per bit of −4dB, the system using both the TZF
and TMMSE is capable of attaining the best BER performance,
when M1 = 4, i.e., when using 4SSK modulation. Second,
for some M1 values, such as M1 = 2, 4, employing M1SSK
modulation is capable of enhancing the QPSK’s BER perfor-
mance, in addition to the increased throughput provided by the
M1SSK modulation. For example, as shown in Fig. 2, without
using M1SSK corresponding to M1 = 1, the system achieves
the throughput of 2 bits/symbol from the QPSK with the BER
of 10−5 at a SNR per bit of about 0dB. When using both 4SSK
and QPSK, promisingly, the system achieves a throughput of
4 bits/symbol with the same BER of 10−5 but at a SNR per
bit of about −3dB. Hence, due to the employment of 4SSK,
the system is capable of obtaining about 3dB of SNR gain,
in addition to doubling the throughput. From Fig. 1, we can
also draw similar observations, although the SNR gain is lower
than 3dB. Third, when the value of M1 is relatively low, such
as M1 ≤ 4, the average BER performance of the PSM is
seems dominated by the M1SSK. In contrast, when the value
of M1 is sufﬁciently high, the average BER performance of
the PSM is then dominated by the QPSK modulation. Finally,
when comparing Fig. 1 for TZF and Fig. 2, we can see that
the TMMSE scheme outperforms the TZF scheme, especially,
when M1 is high, such as M1 = N = 16. This observation
implies that the TZF scheme also suffers from the problem of
noise ampliﬁcation due to the ZF operation, which signiﬁcantly
degrades the BER performance as it does in ZF-based multiuser
detection and transmitter preprocessing [12].
Figs. 3 and 4 depict the BER performance of the PSM with
respect to the M1SSK modulation having various values for
M1, when the system employs N = 16 transmit antennas
and 16QAM in addition to the M1SSK. The parameters and
assumptions used for Figs. 3 and 4 were the same as that for
Figs. 1 and 2, except that the QPSK modulation considered in
Figs. 1 and 2 was replaced by 16QAM. Explicitly, from Figs. 3
and 4, we can draw similar conclusions as those drawn from