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Abstract 
To achieve high resolution nuclear medicine imaging, respiratory motion has to be compensated, due to the image acquisition 
process occurring over several respiratory cycles. Motion affected imaging can either be compensated indirectly by gating or 
directly by applying some motion correction method. All motion correction methods rely on an estimated or assumption of 
motion. This paper follows the approach of using an external source of information to invert the deformation caused by 
respiratory motion. The proposed external source of information or surrogate is a stereo camera observation of the anterior 
surface of the torso. Previous approaches use linear maps to estimate internal motion from the anterior surface. In this paper, 
linear maps are compared to non-linear kernel models. Using a 4D MRI dataset, in evaluations intended for patient-specific 
estimation, it is found that non-linear kernel models on average produce more accurate estimates of internal motion compared to 
linear maps. 
© 2013 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the Faculty of Information Science & Technology, Universiti Kebangsaan 
Malaysia. 
Keywords: Respiratory Motion; Correspondence; Regression; Least Squares; Kernel Models; Parameter Optimisation; 4D MRI 
1. Introduction  
Nuclear medicine (NM) especially in the form of PET imaging, has come to be recognised as an imaging 
modality with high sensitivity and specificity in the detection, diagnosis and staging of different types of cancerous 
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lesions [1]. However, one of the major issues to be overcome to enable high resolution imaging is the effect of 
respiratory motion on the resulting image [2]. 
Respiratory motion dominates motion artefacts when imaging the torso [3]. All methods rely on an assumption or 
estimate of respiratory motion during NM image acquisition. The assumption or estimate of respiratory motion can 
be based on three broad categories of information sources: 
 
x The same NM acquisition data, 
x Dynamic volumetric imaging modalities such as 4D CT (Computed Tomography) or 4D MRI (Magnetic 
Resonance Imaging) [4], and 
x External sources or surrogates of respiratory motion. 
 
The use of the same NM acquisition data, imposes the low spatial resolution of the data in motion correction [4]. 
On the other hand, respiratory motion found with an additional dynamic volumetric imaging modality may not be 
directly applicable for motion correction of NM imaging data [5]. This paper thus considers the approach of using an 
external source of information or surrogate. Previous implementations of this approach use a linear map to estimate 
internal deformation from external motion [5,6,7,8]. In this paper, linear maps are compared to kernel models. The 
models are evaluated with a 4D MRI dataset in a manner intended for patient-specific estimation. 
In a practical application of this approach, the models used for estimation are found outside of NM acquisition 
during motion analysis or model training stage. This is proposed to be a low dose 4D CT sequence as this approach 
focuses on patient-specific models. The estimated organ deformation can then be used to correct for respiratory 
motion artefacts of the acquired NM image. 
 
2. Methodology 
In this paper a particular deformation or configuration of organs at a discrete time k is denoted as the state xk. 
The corresponding surrogate is thus denoted as the observable or measurement zk. Both state and measurement are 
continuously valued. Deterministic mapping is then equal to finding a function fmap which relates those two 
variables: xk = fmap(zk). The process of finding the function fmap can thus be referred to as regression, where one 
seeks a function relating a dependent variable or regressand to an independent variable or regressor. The models can 
be generalised as: 
( )E ψ f φ , (1) 
where the function fβ  relates the independent variable, 
φφ n , to the dependent variable, ψψ n . The types 
of models that are considered are: 
 
x Linear regression [9], 
x Kernel regression [10], [11], and 
x ε-support vector regression [12]. 
 
The advantage of the kernel based models (kernel regression and ε-support vector regression) is that their form is 
not parametrised [13] and hence can be adjusted according to training data. For the kernel models mentioned above, 
a Gaussian kernel is used as they have good general performance [14]. The Gaussian kernel used has isotropic 
variance, for instance in the case of the regressand, φ, the variance is: I2φφ V 6 , and hence the kernel, ρ(φ), is of 
the form: 
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Before using the models, their parameters, if any, have to be determined. This is described in subsection 2.1 
below. 
2.1. Determining Model Parameters 
In model parameter determination, linear regression is the simplest as it is determined solely on training data 
with no other parameters. In the case of a linear model, which can be written as: 
E ψ φ ξ , (3) 
where ξ represents regression error, the matrix of regression coefficients, β, can be found by least squares (LS) 
estimation directly from training data [9]. 
On the other hand, the kernel models have at least the kernel parameter to be determined, in this case, the 
parameter σφ determines the covariance of the Gaussian kernel, ρ(φ), as specified in (2). The process of determining 
the model parameter for kernel regression is thus described in subsection 2.2, whereas subsection 2.3 describes 
model parameter determination for ε-support vector regression. 
2.2. Determining the Model Parameter in Kernel Regression 
In kernel regression (KR), given a training dataset of N datapoints: 
1
N
i
i
i i 
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ψζ φ ,  (4) 
then a heuristic value of σφ can be chosen: 
1
1Var({|| ||} )
N
i iV G   φ φ , (5) 
where 
1 iii φφφG , (6) 
and )||}Var({|| 11

 
N
iiφG  is the variance of 11||}{||  NiiφG . This value is on the assumption that the Euclidean 
distance of a test regressor φ from the closest training datapoint has the same distribution as the distances between 
adjacent training datapoints (6). 
However, the heuristic value in (5), chosen for σφ, can be improved upon by performing optimisation over the 
training dataset (4): 
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with the cost function Ξ defined as the error of estimating the regressand using leave-one-out cross-validation over 
the training dataset (4): 
],,[)}{,( 1
1
1 N
N
ii ξξζφ  ;  V , (8) 
where ξi is the deviation in estimating the regressand  ψi, when the corresponding regressor ϕi is left out from 
forming the model fβ: 
)( iii φfψξ E , (9) 
The optimisation in (7) is initialised by a grid search (of values at regular intervals) around the heuristic value of the 
kernel parameter (5) based on the distribution of Nii 1||}{||  φG  and then choosing the value that minimises Ξ to 
initialise a gradient descent optimiser that further minimises Ξ. This two stage approach is to reduce the probability 
of convergence in local minima. 
2.3. Determining Model Parameters in ε-Support Vector Regression 
For ε-support vector regression (ε-SVR), the generic regression model (1) is a collection of underlying scalar 
valued functions ψφφf niif 1)}({)(   E  and hence for each fi, the kernel parameter σϕ,i is separately optimised. 
Additionally, each underlying ε-SVR function, fi, requires two additional hyper-parameters, denoted as Ci and εi. 
Based on a previous study [15], Ci can be determined from training data (4) as: 
|)3||,3max(|
ii iiiC \\ V\V\  , (10) 
with i\  and i\V  found from the i-th element of ψ in the training dataset (4). On the other hand, εi is set to be: 
N
Ne
i i
log3 HVH  , (11) 
where N is the number of data points and 
iHV  is the standard deviation of error in estimating the i-th element of ψ. 
This measure of uncertainty can be found from a simpler model [15]. In the application in this paper, this 
uncertainty is based on error in linear regression. 
Optimisation for ε -SVR is performed in the same manner as for the KR model (7), except that the additional 
hyperparameters are simultaneously optimised for each fi: 
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with T,1,1 ],,[)}{,,,( Nii
N
jjiii ξξC   ζξ φ HV and )(,, jijiji fψξ φ  using leave-one-out cross-validation 
similar to parameter determination for KR in subsection 2.2. The optimisation of },,{ iiC HVφ  is initialised by 
Monte Carlo sampling around their heuristic initial values determined by equations 5, 10 and 11. The value of 
},,{ iiC HVφ  that minimises ξi then initialises a gradient descent optimiser that further minimises ξi. 
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It has to be noted that the optimisations in (7) and (12) only serve to find any additional improvement over the 
heuristic parameters (equations 5, 10 and 11). Additionally, as the optimisation is over the same training dataset, it is 
not guaranteed to reduce model errors. 
3. Evaluation and Results 
A 4D MRI sequence is used to compare the accuracy of the different correspondence models. The MRI data 
were acquired using a Siemens MAGNETOM® Verio 3T MRI scanner. The dynamic volumes have an in-plane 
resolution of 1.534 mm and slice separation of 5 mm. The slices were acquired in the coronal plane. The volumes 
were acquired every 0.956 s in two sets of sequences of 10 volumes each, which are acquired 17 minutes apart from 
one another. Affine organ-wise registration is used to extract respiratory motion. The state, xk, is then a 
concatenation of organ configuration, ck, which thus represents affine organ-wise deformation of all organs. On the 
other hand, due to the low resolution of the 4D MRI compared to an actual stereo camera, the observation vector, zk, 
has elements representing the movement of the skin along radial lines. The chosen organs are the lungs, heart, liver, 
spleen and kidneys. The chosen organs and locations of the radial lines on the skin are shown in Figs. 1(a) and 1(b) 
respectively. More details on the registration method can be seen in [16] while details on the state and observation 
vectors are available in [17]. 
(a)  (b ) 
Fig. 1. Chosen organs for estimation in (a) and virtual markers (red squares) for the observable in (b). 
Dimensionality reduction using principal component analysis (PCA) is applied separately to both the state and 
observation to reduce the estimation space. The detected deflection points of the most notable PC is then used to 
define the training and test cycles for each of the 4D MRI sequences. For each sequence, two evaluation sets are 
defined by performing estimation in both forward and reverse time. In relation to the defined variables, the 
correspondence model used is thus: 
)],([ T1
TT zzfx  kkmapk . (13) 
The inclusion of observations from two consecutive time points is to account for hysteresis [18]. 
The accuracy of the correspondence models is quantified by the deviation of the estimated deformation from 
deformation found by registration. The mean error in mm, averaged over all time points and all voxels in the chosen 
organs is shown in Fig. 2. Opt., indicates that optimized model parameters are used, otherwise the heuristic values 
are used. Motion indicates mean voxel position error when motion is not accounted for. The table of the mean 
values are available in Appendix A. 
The results in Fig. 2 show that a non-linear map does not necessarily have lower mean error than a linear map. 
However in all cases of training and testing, the map with the lowest amount of mean error is still that found from 
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nonlinear regression. In evaluating on sequence 1 in both forward and reverse time, a KR map has the lowest mean 
error in both cases. On the other hand, when evaluating on sequence 2 in forward time, an optimised KR map has 
the lowest mean error while on the same sequence in reverse time, an optimised ε-SVR map has the lowest mean 
error. 
(a)   (b)   
(c)     (d)  
Fig. 2. Bar charts in (a) to (d) show the mean error over all voxels in the chosen organs and over all frames, with each figure corresponding to the 
respective case of training and testing, whereby testing with sequence 1 in forward and reverse time is respectively shown in (a) and (b) while 
testing with sequence 2 in forward and reverse time is respectively shown in (c) and (d). The error bars show the standard deviation over frames. 
4. Conclusion 
The evaluation shows that while a non-linear map does not necessarily have lower mean error than a linear map, 
in all cases of training and testing, the map with the lowest amount of mean error is still that found from non-linear 
regression. The results thus warrant further work with more accurate deformation and further evaluation. The added 
complexity of non-linear models can be handled with more processing power, such as with the use of GPUs which 
have become more popular in medical imaging [19]. More efficient implementations of kernel models can also be 
employed [20]. 
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Appendix A. Tabulated Values of the Results 
Table 1 shows the mean error over all voxels and all frames for the models considered for all cases of training 
and testing in Fig. 2. Mean motion is also shown. The lowest mean error for each case is shown in bold. The 
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uncertainties of the mean values (i.e. standard error, different from standard deviation over frames shown in Fig. 2) 
are not shown as they are extremely small, on the order of 10-7 mm, due to averaging over a large number of voxels 
(i.e. on the order of 500,000). 
Table 1. Mean Error over all voxels and all frames. 
Sequence Direction Mean Motion (mm) 
Mean Error (mm) 
Linear KR KR Opt. ε-SVR ε-SVR Opt. 
1 
Forward 2.350 1.329 0.799 1.291 2.229 1.425 
Reverse 2.237 1.401 1.349 2.325 2.324 1.789 
2 
Forward 2.925 1.345 1.460 0.962 2.461 1.254 
Reverse 3.861 1.173 1.684 1.638 2.897 1.005 
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