We consider Bayesian inference by importance sampling when the likelihood is analytically intractable but can be unbiasedly estimated. We refer to this procedure as importance sampling squared (IS 2 ), as we can often estimate the likelihood itself by importance sampling. We provide a formal justification for importance sampling when working with an estimate of the likelihood and study its convergence properties. We analyze the effect of estimating the likelihood on the resulting inference and provide guidelines on how to set up the precision of the likelihood estimate in order to obtain an optimal tradeoff between computational cost and accuracy for posterior inference on the model parameters. We illustrate the procedure in empirical applications for a generalized multinomial logit model and a stochastic volatility model. The results show that the IS 2 method can lead to fast and accurate posterior inference under the optimal implementation.
Introduction
In many statistical models the likelihood is intractable to compute, but the density of the observations can be computed conditionally on the parameters and a vector of latent variables. Then importance sampling (IS) and more generally sequential IS can be used to estimate the likelihood unbiasedly. For example, in a nonlinear and non-Gaussian state space model, the likelihood is intractable but the density of the observations conditional on the parameters and the states is available and the likelihood can be estimated unbiasedly using the particle filter (Andrieu et al., 2010) . Generalized linear mixed models (Fitzmaurice et al., 2011) provide a second example, with the likelihood estimated unbiasedly by IS. In this paper, we refer to N as the number of particles used to estimate the likelihood, although N can be better called the number of samples in some cases.
We consider IS for Bayesian inference when working with an estimated likelihood. Our first contribution is to show that IS is still valid for estimating expectations with respect to the exact posterior when the likelihood is estimated unbiasedly, and prove a law of large numbers and a central limit theorem for the IS estimators. We refer to this procedure as importance sampling squared (IS 2 ). An important question is how much asymptotic efficiency is lost when working with an estimated likelihood compared to the efficiency we would obtain when working with the likelihood. The main contribution of this article addresses this question by comparing the asymptotic variance obtained when the likelihood is estimated with that obtained when the likelihood is available. We show that the ratio of the former to the latter is an inflation factor that is greater than or equal to 1, and is equal to 1 if and only if the estimate of the likelihood is exact. The inflation factor increases exponentially with the variance of the log-likelihood estimate. This result allows us to understand how much relative accuracy is lost when working with an estimated likelihood. A critical issue in practice is the choice of the number of particles N . A large N gives a more accurate estimate of the likelihood at greater computational cost, while a small N would lead to a very large estimator variance. We provide theory and practical guidelines on selecting N to obtain an optimal tradeoff between accuracy and computational cost. Our results show that the efficiency of IS 2 is weakly sensitive to the number of particles around its optimal value. Moreover, the loss of efficiency decreases at worse linearly when we choose N higher than the optimal value, whereas the efficiency can deteriorate exponentially when N is below the optimal. We therefore advocate a conservative choice of N in practice. Beaumont (2003) develops a Markov chain Monte Carlo (MCMC) scheme to carry out Bayesian inference with an estimated likelihood. Andrieu and Roberts (2009) formally study Beaumont's method and give conditions under which the chain converges. Andrieu et al. (2010) use MCMC for inference in state space models where the likelihood is estimated by the particle filter. Pitt et al. (2012) and Doucet et al. (2012) discuss the issue of the optimal number of particles to be used in likelihood estimation. Chopin et al. (2013) consider a sequential Monte Carlo procedure for sequential inference in space state models in which the intractable likelihood increments are estimated by sequential Monte Carlo, calling their method SMC 2 .
Given a statistical model with an unbiased estimate of the likelihood, one can choose to carry out Bayesian inference using either MCMC as in Andrieu et al. (2010) and Pitt et al. (2012) or IS 2 as proposed in this article. There can be several advantages in following the IS 2 approach. MCMC requires computationally expensive burn-in draws and the assessment of the convergence of the Markov chain. IS 2 makes use of all the draws from the proposal for the parameters, whereas MCMC loses the information from rejected values. It is simple to implement variance reduction methods such as antithetic sampling and stratified mixture sampling for IS 2 , as well as using Quasi-Monte Carlo techniques to improve numerical efficiency. The IS 2 method can be used to automatically estimate the marginal likelihood of a model. Estimating the marginal likelihood accurately using MCMC can be much more difficult, when Metropolis-Hastings moves are involved. Finally, it is straightforward to parallelize the IS 2 procedure.
We illustrate the IS 2 method in empirical applications for the generalized multinomial logit (GMNL) model of Fiebig et al. (2010) and a two factor stochastic volatility (SV) model with leverage effects. For the GMNL model, we show that the method for optimally selecting the number of particles leads to an improved performance, with inadequate choices of N leading to inaccurate estimates under IS 2 . We also find that IS 2 leads to accurate estimation of the posterior distribution when optimally implemented. The SV application is based on daily returns of the S&P 500 index between 1990 and 2012. We show that the variance of log-likelihood estimates based the particle efficient importance sampling method of Scharth and Kohn (2013) is small for this problem, despite the long time series. As a result, IS 2 leads to highly accurate estimates of the posterior statistics for this example in a short amount of computing time. As suggested by the theory, the efficiency of IS 2 is not sensitive to the choice of N in this example, as long as the number of particles is not substantially higher than the optimal value of 8. We find that as few as two particles (including an antithetic draw) lead to a highly efficient procedure for this model. The rest of the paper is organized as follows. Section 2 studies importance sampling with an estimated likelihood. Section 3 discusses the optimal choice of the number of particles N and the adjusted effective sample size. Section 4 shows how to estimate the marginal likelihood optimally. Applications are presented in Section 5. Section 6 concludes.
density of z. Assumption 1 implies that
We define
as the joint density of θ and z on the extended space Θ=Θ⊗R. Then its first marginal is the posterior π(θ) of interest, i.e.
The integral (1) can be written as
with
It is straightforward to see that the estimator ϕ IS 2 defined in (4) is exactly an IS estimator of the integral defined in (7), with importance density g IS (θ,z) and weights
This formally justifies Algorithm 1. Theorem 1 gives some asymptotic properties (in M ) of IS 2 estimators. Its proof is in the Appendix.
Theorem 1. Suppose that Assumption 1 holds, E π (ϕ) exists and is finite, and Supp(π)⊆ Supp(g IS ), where Supp(π) denotes the support of the distribution π. Then
Lemma 2. If Assumption 3 holds for a fixed σ 2 , then (9) becomes
for h = ϕ and h = 1.
These are the standard conditions for IS (Geweke, 1989) . The proof of this lemma is straightforward and omitted.
Theorem 2. Under Assumptions 1-3 and the conditions in Theorem 1,
The proof of Theorem 2 is in the Appendix. Recall that σ 2 IS (ϕ) and σ 2 IS 2 (ϕ) are respectively the asymptotic variances of the IS estimators we would obtain when the likelihood is available and when the likelihood is estimated. We refer to the right side of (16) as the inflation factor. The inflation factor is independent of ϕ, is greater than or equal to 1, and increases exponentially with σ 2 , suggesting that keeping σ small is important in practice.
3 An optimal choice of the number of particles N In practice, it is necessary to tradeoff the cost of estimating the likelihood and the accuracy of the IS 2 estimator ϕ IS 2 in (4). A large number of particles N results in a precise likelihood estimate, and therefore an accurate estimate of E π (ϕ), but at a greater computational cost. A small N leads to a large variance of the likelihood estimator, so we need a larger number of importance samples M in order to obtain a desired accuracy of the IS 2 estimator. In either case, the computation is expensive. It is important to select an optimal value of N that minimizes the computational cost. The time to compute the likelihood estimate p N (y|θ) can be written as τ 0 +N τ 1 , where τ 0 ≥0 and τ 1 >0. For example, if p N (y|θ) is given in (3), then τ 1 is the computing time used to generate each x i ∼ h(·|y,θ) and compute the weight w x (x i ,θ), and τ 0 is the overhead cost for designing the importance density h(x|y,θ); τ 0 = 0 if h(x|y,θ) is a fixed importance density. When the likelihood is estimated by sequential IS, typically τ 0 =0. It is reasonable to assume that τ 0 and τ 1 are constants independent of θ. Under Assumption 3, N depends on θ as N = N σ 2 (θ) = γ 2 (θ)/σ 2 .
From Theorems 1 and 2 , the variance of the estimator ϕ IS 2 based on M importance samples from g IS (θ) is approximated by
Let P * be a prespecified precision. Then, we need M = σ 2 IS (ϕ)exp(σ 2 )/P * in order for the estimator to have that precision. From Algorithm 1 and the law of large numbers, the required computing time is
Therefore the product
can be used to characterize the computing time as a function of σ 2 , whereγ 2 = E g IS (γ 2 (θ)). It is straightforward to check that CT * (σ 2 ) is convex and minimized at 
The optimal number of particles N is such that
Practical guidelines for selecting an optimal N . Let V N,θ (z) be an estimate of V N,θ (z). In the examples in Section 5, we use the jackknife method (Efron and Tibshirani, 1994) to obtain V N,θ (z). Alternatively, one can use the delta method if the likelihood is estimated by IS (Doucet et al., 2012) . We find that the jackknife often gives a more accurate estimate of V N,θ (z) than the delta method as it has smaller bias. We suggest the following practical guidelines for tuning the optimal number of particles N . Note that N generally depends on θ but this dependence is suppressed for notational simplicity.
The case τ 0 = 0. From (19), it is necessary to tune N such that V N,θ (z) = 1. A simple strategy is to start with some small N and increase it if V N,θ (z) > 1. The case τ 0 > 0. First, we need to estimateγ 2 = E g IS (γ 2 (θ)). Let {θ (1) ,...,θ (J) } be a few initial draws from the importance density g IS (θ). Then, start with some large N 0 , γ 2 can be estimated by
as In the applications below, we report the time normalized variance (TNV) as a measure of inefficiency. The TNV of IS 2 estimator ϕ IS 2 is defined as
where τ (M,N ) is the total computing time of an IS 2 run with M importance samples and N particles for estimating the likelihood. When N = N (θ) is tuned such that the variance of the log-likelihood estimate is σ 2 , we denote the time normalized variance by TNV(M,σ 2 ) and note that TNV(M,σ 2 ) is proportional to CT * (σ 2 ).
Effective sample size
The efficiency of the proposal density g IS (θ) in the standard IS procedure (2) is often measured by the effective sample size defined as (Liu, 2001, p.35 )
A natural question is how to measure the efficiency of g IS (θ) in the IS 2 procedure.
In the IS 2 context, the proposal density is g IS (θ,z) = g IS (θ)g N (z|θ) with the weight
which can be estimated by
If the number of particles N (θ) is tuned to target a constant variance σ 2 of z, then (24) enables us to estimate ESS IS as if the likelihood was given. This estimate is useful to measure the efficiency of the proposal density g IS (θ) in the IS 2 context.
IS 2 for estimating the marginal likelihood
The marginal likelihood p(y)= Θ p(θ)p(y|θ)dθ is useful for model choice (see, e.g., Kass and Raftery, 1995) . This section discusses how to estimate p(y) optimally, reliably and unbiasedly by IS 2 when the likelihood is intractable. The IS 2 estimator of p(y) is
with the samples θ i and the weights obtained from Algorithm 1. The following lemma shows the unbiasedness and robustness of this IS 2 estimator. The proof is in the Appendix.
holds, then there exists a finite constant
The standard IS estimator of p(y) when the likelihood is given is
Then the relative inefficiency of the IS 2 and IS estimators is
Similarly to (16), the right side of (26) can be referred to as an inflation factor that shows the relative inefficiency of the IS 2 estimator of the marginal likelihood in comparison to the standard IS estimator. Optimal N for estimating the marginal likelihood. Let P * be a precision. As
* in order for the variance equal to P * . Using the notation in Section 3, the computing time is 
is insensitive to v in the sense that it is a flat function of v for large v.
To illustrate, Table 1 The generalized multinomial logit (GMNL) model of Fiebig et al. (2010) specifies the probability of individual i choosing alternative j at occasion t as
where β i = (β 0i1 ,...,β 0iJ ,β 1i ,...,β Ki ) and X it = (x 1i1t ,...,x Ki1t ,...,x 1iJt ,...,x KiJt ) are the vectors of utility weights and choice attributes respectively. The GMNL specifies the alternative specific constants as β 0ij = β 0j +η 0ij with η 0ij ∼ N(0,σ 2 0j ) and the attribute weights as
The expection value of the scaling coefficients λ i is one, which implies that E(β ki ) = β k . When δ =0 (so that λ i =1 for all individuals) the GMNL model reduces to the mixed logit (MIXL) model, which we also consider in our analysis. The MIXL model captures heterogeneity in consumer preferences by allowing individuals to weight the choice attributes differently. By introducing taste heterogeneity, the MIXL specification avoids the restrictive independence of irrelevant alternatives property of the standard multinomial logit model (Fiebig et al., 2010 ). The GMNL model additionally allows for scale heterogeneity through the random variable λ i , which changes all attribute weights simultaneously. In this model, choice behavior can therefore be more random for some consumers compared to others. The γ parameter weights the specification between two alternative ways of introducing scale heterogeneity into the model.
The parameter vector is θ = (β 01 ,...
, while the vector of latent variables for each individual is x i = (η 0i ,...,η Ki ,λ i ). The likelihood is therefore
where y it is the observed choice, y = (y 11 ,...,y 1T ,...,y I1 ,...,y IT ) and p(y it |x i ) is given by the choice probability (28). We consider an empirical application to the Pap smear data set used for simulated maximum likelihood estimation in Fiebig et al. (2010) . In this data set, I = 79 women choose whether or not to have a Pap smear test (J =2) on T =32 choice scenarios. We let the observed choice for individual i at occasion t be y it = 1 if the woman chooses to take the test and y it =0 otherwise. Table 2 lists the choice attributes and the associated coefficients. We impose the restriction that σ 2 5 = 0 in our illustrations since we have found no evidence of heterogeneity for this attribute beyond the scaling effect. The model (28) is identified by setting the coefficients as zero when not taking the test.
We specify the priors as β 01 ∼ N(0,100), 
Implementation details
We calculate the likelihood (29) by integrating out the vector of latent variables for each individual separately and follow different approaches for the MIXL and GMNL models. For the MIXL model, we combine the efficient importance sampling (EIS) method of Richard and Zhang (2007) with the defensive sampling approach of Hesterberg (1995) . The importance density is the two component defensive mixture
where h EIS (x i |y i1 ,...,y iT ) is a multivariate Gaussian importance density obtained using the EIS. We use the multivariate Gaussian EIS implementation of Koopman et al. (2013) , which substantially reduces the computing time for obtaining the importance density (τ 0 ). Following Hesterberg (1995) , the inclusion of the natural sampler p(x i ) in the mixture ensures that the importance weights are bounded. We set the mixture weight as π = 0.5. For the GMNL model, we follow Fiebig et al. (2010) and use the model density p(x i ) as an importance sampler. We implement this simpler approach for the GMNL model because the occurrence of large values of λ i causes the defensive mixture estimates of the log-likelihood to be pronouncedly right skewed in this case. The panel structure of the problem implies that the log-likelihood estimates are sums of independent estimates log p(y i |θ) for each individual. In order to target a certain variance σ 2 for the log-likelihood estimate, we choose the number of particles for each individual (N i ) and parameter combination θ such that V(log p(y i |x i ))≈σ 2 /I.
We implement this scheme by using a certain number of initial importance samples and the jackknife method to estimate γ 2 i (θ), the asymptotic variance of log p(y i |x i ), and selecting N i (θ) = γ 2 i (θ)I/σ 2 . The preliminary number of particles is N = 20 for the MIXL model and N = 2,500 for the GMNL model. To obtain the parameter proposals g IS (θ), we consider the mixture of t by importance sampling weighted expectation maximization (MitISEM) method of Hoogerheide et al. (2012) . The MitISEM method implements a recursive sequence of importance weighted expectation maximization that minimizes the Kullback-Leibler divergence between the posterior distribution and a mixture of Student's t densities proposal. We use common random numbers (CRN) to estimate the likelihood when training the MitISEM proposal. This approach reduces the effect of the estimation noise when comparing the likelihood for different values of θ. The standard training algorithm in Hoogerheide et al. (2012) approximated the posterior of the two models as two component mixtures of multivariate Student's t distributions.
We implement two standard variance reduction methods at each IS stage: stratified mixture sampling and antithetic sampling. The first consists of sampling from each component at the exact proportion of the mixture weights. For example, when estimating the likelihood for the MIXL model we generate exactly πN draws from the efficient importance density h EIS (x i |y i1 ,...,y iT ) and (1−π)N draws from p(x i ). The antithetic sampling method consists of generating pairs of perfectly negatively correlated draws from each mixture component, see, e.g. Ripley (1987) .
Optimal number of particles
We start by investigating the performance of IS for estimating the likelihood of each model using different schemes for selecting the number of particles. We generate 1,000 draws for the parameter vector θ using the multivariate t proposal obtained by the MitISEM method. For each parameter combination, we obtain 100 independent likelihood estimates using the same fixed number of particles for all individuals in the panel and by targeting a log-likelihood variance of 0.5 for the MIXL model and 1 for the GMNL model as described in the previous subsection. The number of particles in the fixed cases is N = 24 and N = 48 for the MIXL model and N = 8,000 and N = 16,000 for the GMNL model. Table 3 shows the average sample variance, the standard deviation of the sample variance, the skewness and kurtosis of the log-likelihood estimates across the different draws for θ, as well as the proportion of parameter combinations for which the JarqueBera test rejects the normality of the log-likelihood estimates at the 5% level. The last row on the table reports computing times based on a computer equipped with an Intel Xeon 3.40 GHz processor with eight cores. Figure 1 displays the histograms of the Table 3 : Mixed Logit and generalized multinomial logit -log-likelihood evaluation.
The table shows the average variance, skewness and kurtosis of log-likelihood estimates over 1,000 draws from the importance density for the model parameters. The JB rejections row report the proportion of replications in which the Jarque-Bera tests rejects the null hypothesis of normality of the log-likelihood estimates at the 5% level.
MIXL (EIS)
GMNL (natural sampler) N = 24 N = 48 σ 2 ≈ 0.5 N = 8,000 N = 16,000 sample variances for the GMNL model when N = 16,000 and σ 2 ≈ 1 across the 1,000 draws for θ.
The results show that the algorithm for targeting σ 2 is effective in practice, approximately leading to the correct variance for the log-likelihood estimates on average without substantial deviations from the target precision across different parameter combinations. In comparison, a fixed number of particles leads to greater variability in precision across different draws of θ, especially for the GMNL model. The results also show that the log-likelihood estimates are consistent with the normality assumption as required by the theory. Figure 2 shows the average number of particles required for obtaining the target variance V(log p(y i |θ))≈σ 2 /I for each individual. The figure reveals substantial variation in the average optimal number of particles across individuals, in particular for the GMNL model. Table 3 also provides estimates of the required quantities for calculating the optimal σ 2 in (19). For the MIXL model, since the average variance when N = 24 is 1.068, we estimateγ 2 = 1.068×24 = 25.63. As the likelihood evaluation time using N particles is determined as τ 0 +τ 1 N , from the computing times at N = 24 and N = 48, we have that τ 0 =0.067 and τ 1 =8.97×10 −5 seconds. Using (19), we conclude that σ Tables 4 and 5 show the relative estimated Monte Carlo variances, the total actual computing time in minutes, and the relative estimated time normalized variance (21) for the MIXL and GMNL respectively. We also report for reference the relative Monte Carlo variances and TNV
and
as predicted by the theory in Sections 2 and 3. The results show that the relative estimated MC variances are on average close to their theoretical values, even though there is a large degree of variability in the estimates across the parameters (especially for higher values of σ 2 ). The estimated time normalized variance are approximately consistent with the theoretical predictions for the optimal precision of the log-likelihood estimates. Table 6 presents estimates of selected posterior distribution statistics estimated by the IS 2 method under the optimal schemes (targeting σ 2 = 0.17 for the MIXL model and σ 2 =1 for the GMNL model). We estimated the posterior distribution using M =50,000 importance samples for the parameters. We also estimated the Monte Carlo standard errors by bootstrapping the importance samples. We highlight two results. The Monte Carlo standard errors are low in all cases, illustrating the high efficiency of the IS 2 method for carrying out Bayesian inference for these two models. The estimates of the log of the marginal likelihood allows us to calculate a Bayes factor of approximately 20 for the GMNL model over the MIXL model, so that our analysis provides strong evidence in favor of scale heterogeneity for this dataset. Figures 3 and 4 present the kernel smoothing density estimates of the marginal posteriors for the GMNL model. 
Posterior Analysis
Figure 3: Marginal posteriors (kernel smoothing density estimates, dark gray), marginal proposals (light gray) and priors (red line) for the generalized multinomial logit example. This section investigates whether there is an advantage in using the IS 2 method over MCMC based on a simulated likelihood. The IS 2 algorithm compares naturally to the particle marginal Metropolis-Hastings method of Andrieu et al. (2010) using the same independent proposal for the parameter vector θ and the same method for estimating the likelihood. To accurately measure the Monte Carlo efficiency of the two methods for the MIXL model, we run 1,000 independent replications of the IS 2 algorithm using M =1,000 importance samples and run 1,000 independent PMMH Markov chains with 1,000 iterations (after a burn-in of 1,000 iterations) to estimate the posterior mean. The number of replications for the GMNL model was 200. We additionally consider a trimmed mean version of the IS 2 estimate in which we delete the particle associated with the largest importance weight and its corresponding antithetic sample. Tables 7 and 8 present the ratio between the Monte Carlo mean squared errors and the ratio between the variance of the MC standard error estimates. We approximate the posterior using all particles generated in the replications. The results support the argument that the IS 2 leads to improved efficiency due to the use of independent samples and the simple implementation of variance reduction methods. The table shows that the IS 2 method approximately leads to a 65% reduction in MC variance compared to the PMMH method for the both the MIXL and GMNL models. Similarly, the estimates of the MC variance within each of the replications are substantially more accurate under IS 2 , highlighting the robustness of the algorithm. We emphasize that it is simple to obtain MC standard errors for any posterior statistic using IS 2 , which is not always the case with MCMC. The trimmed mean estimate leads to further gains in efficiency, especially for the GMNL method, and more precise standard error estimates. The example shows that it is straightforward to consider standard strategies for improving robustness when using IS 2 . We consider the univariate two-factor stochastic volatility (SV) model with leverage effects
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where the return innovations are i.i.d. and have the standardized Student's t distribution with ν degrees of freedom and 1 > φ 1 > φ 2 > −1 for stationarity and identification. This SV specification incorporates the most important empirical features of a volatility series, allowing for fat-tailed return innovations, a negative correlation between lagged returns and volatility (leverage effects) and quasi-long memory dynamics through the superposition of AR (1) processes (see, e.g., Barndorff-Nielsen and Shephard, 2002) . The two volatility factors have empirical interpretations as long term and short term volatility components. We consider the following priors ν ∼U(2,100), c∼N(0,1), φ 1 ∼U(0,1), σ 2 1 ∼IG(2.5,0.0075), ρ 1 ∼ U(−1,0), φ 2 ∼ U(0,φ 1 ), σ 2 2 ∼ IG(2.5,0.045), and ρ 2 ∼ U(−1,0). We estimate the two factor SV model using daily returns from the S&P 500 index obtained from the CRSP database. The sample period runs from January 1990 to December 2012, for a total of 5,797 observations. As in the previous example, we obtain the parameter proposal g IS (θ) using the MitISEM method of Hoogerheide et al. (2012) , where we allow for two mixture components. To estimate the likelihood, we apply the particle efficient importance sampling (PEIS) method of Scharth and Kohn (2013) . The PEIS method is a sequential Monte Carlo procedure for likelihood estimation that uses the EIS algorithm of Richard and Zhang (2007) to obtain a high-dimensional importance density for the states. We implement the PEIS method using antithetic variables as described in Scharth and Kohn (2013) .
Optimal number of particles
To investigate the accuracy of the likelihood estimates for the stochastic volatility model, we replicate the Monte Carlo exercise of Section 5.1.3 for this example. Table  9 displays the average variance, skewness and kurtosis of the log-likelihood estimates based on N = 10 and N = 20 particles, as well as the computing times. We base the analysis on 1,000 draws from the proposal for θ and 200 independent likelihood estimates for each parameter value.
The results show that the PEIS method is highly accurate for estimating the likelihood of the SV model, despite the large number of observations. When N = 10, the inflation factor of (16) is approximately 1.01, indicating that performing IS with the PEIS likelihood estimate has essentially the same efficiency as if the likelihood was known. On the other hand, the log-likelihood estimates display positive skewness and excess kurtosis and are clearly non-Gaussian, suggesting that the theory of Section 3 only holds approximately for this example.
We approximate the optimal number of particles by assuming that the variance of log-likelihood estimates is constant across different values of θ, as it is not possible to use the jackknife method for estimating the variance of log-likelihood estimators based on particle methods. Based on the average variance of the log-likelihood estimate with N = 20, we estimate the asymptotic variance of the log-likelihood estimate to be γ 2 (θ)=0.1 on average. The last row of the table allows us to calculate that the overhead of estimating the likelihood is τ 0 = 1.051 seconds, while the computational cost of each particle is τ 1 =0.018×10 −1 seconds. Assuming normality of the log-likelihood estimate and that γ 2 (θ) =γ 2 = 0.1 for all θ, the optimal number of particles is N opt = 8. fairly insensitive to the number of particles at the displayed range N ≤40, with even the minimal number of particles N = 2 (including an antithetic draw) leading to a highly efficient procedure. Table 10 displays estimates of the relative variances for the posterior means based on M = 50,000 importance samples for the parameters. We estimate the Monte Carlo variance of the posterior statistics by bootstrapping the importance samples. In line with Figure 5 , the results indicate that the efficiency of the IS 2 method is insensitive 29 to the number of particles in this example, with no value of N emerging as a clear optimal in the table. In light of this result, we recommend a conservative number of particles in practice as there is no important efficiency cost in choosing N moderately above the optimal theoretical value.
Posterior Analysis
Table 11 presents estimates of selected posterior distribution statistics estimated by the IS 2 method. We estimated the posterior distribution using M =50,000 importance samples for the parameters and N = 20 particles to estimate the likelihood. As before, we estimate the Monte Carlo standard errors by bootstrapping the importance samples. The results show that IS 2 leads to highly accurate estimates of the posterior statistics. Figure 6 shows the marginal proposals and the kernel smoothing density estimates of the marginal posteriors. The results show that the short term volatility component is almost entirely driven by leverage effects. 
Conclusions
This article proposes the importance sampling squared method for Bayesian inference when the likelihood is computationally intractable but unbiasedly estimated, and studies the convergence properties of the IS 2 estimators. We examine the effect of estimating the likelihood on Bayesian inference and provide practical guidelines on how to optimally carry out likelihood estimation in order to minimize the computational cost. The applications illustrate that the IS 2 method can lead to fast and accurate posterior inference when optimally implemented. We believe that the theory and methodology presented in this paper are useful for practitioners who are working on models with an intractable likelihood.
v → ∞, which establishes (iii).
Proof of Lemma 3. Proof is (i) is straightforward. To prove (ii), we have
