ABSTRACT. Let Q be a quiver, M a representation of Q with an ordered basis B and e a dimension vector for Q. In this note we extend the methods of [6] to establish Schubert decompositions of quiver Grassmannians Gr e (M) into affine spaces to the ramified case, i.e. the canonical morphism F : T → Q from the coefficient quiver T of M w.r.t. B is not necessarily unramified.
INTRODUCTION
The recent interest in quiver Grassmannians stems from a formula of Caldero and Chapoton ( [2] ) that relates cluster variables with the Euler characteristics of quiver Grassmannians of exceptional modules. Formulas for these Euler characteristics yield a computational access to cluster algebras.
Such formulas were established by Cerulli-Irelli ( [4] ) and Haupt ([5] ) in the unramified case. We review their method in brevity: Following Ringel ( [8] ), every exceptional representation M of a quiver Q has tree basis B, i.e. the coefficient quiver T = Γ(M, B) is a tree. A subset β of T 0 = B is successor closed if for all i ∈ β and all arrows α : i → j in T , also j ∈ β. A subset β of T 0 = B is of type e = (e p ) p∈Q 0 if #β ∩ M p = e p for all p ∈ Q 0 .
If the canonical morphism F : T → Q is unramified, i.e. the morphism of the underlying CWcomplexes is locally injective, then one can define a (piecewise continuous) action of the torus G m on Gr e (M) that has only finitely many fix points. This yields χ Gr e (M) = # { fix points } = # { successor closed β ⊂ T 0 of type e } .
Caldero and Reineke ( [3] ) show that Gr e (M) is smooth projective if M is exceptional. Thus [1, Thm. 3.1] implies that if Gr e (M) is smooth projective and has a (continuous) torus action with finitely many fix points, then Gr e (M) decomposes into affine spaces, which are the attractor sets of the fix points. An alternative approach to decompositions into affine spaces was developed in the author's paper [6] . Namely, the choice of an ordered basis B of M defines a decomposition of Gr e (M) into Schubert cells, which are, in general, merely closed subsets of affine spaces. In certain cases, however, these Schubert cells are affine spaces themselves. The method of proof is to exhibit explicit presentations of Schubert cells in terms of generators and relations.
If the quiver Grassmannian has a Schubert decomposition into affine spaces, then its Euler characteristic equals the number of non-empty Schubert cells. This re-establishes the result of Cerulli-Irelli and Haupt under certain additional assumptions on the ordering of B.
In this note, we extend the methods of [6] to the case where F : T → Q is ramified. In particular, this extends-under the given additional assumptions-the formula of Cerulli-Irelli and Haupt to the ramified case. To explain, we call an arrow α of T extremal if for every other arrow α ′ with F(α ′ ) = F(α) either s(α) < s(α ′ ) or t(α ′ ) < t(α). We call a subset β of T 0 extremal successor closed if for every i ∈ β and every extremal arrow α : i → j in T , also j ∈ β.
Under the mentioned additional assumptions on B, the quiver Grassmannian Gr e (M) decomposes into affine spaces (Theorem 4.1), and the parametrization of the non-empty Schubert cells yields the formula χ Gr e (M) = # { extremal successor closed β ⊂ T 0 of type e }
(Corollary 4.4).
To keep the technical complexity as low as possible, we restrict ourselves in this text to tree modules over the complex numbers, though the methods work in the more general context of modules of tree extensions over arbitrary rings as considered in [6] . The technique of proof in the ramified case is essentially the same as the one used in [6] . But since the presentation of our results is different and simplified, we include all details.
This text is organized as follows. In Section 1, we review basic facts about quiver Grassmannians, their Schubert decompositions and tree modules. In Section 2, we describe generators and relations for a Schubert cell, which are labelled by relevant pairs and relevant triples, respectively. In Section 3, we introduce extremal successor closed subsets, polarizations and maximal relevant pairs, and we establish preliminary facts. In Section 4, we state the main results and conclude with several remarks and examples.
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SETUP
To start with, let us explain the notation and terminology that we use in this text. By a variety we understand the space of complex points of an underlying scheme, and we broadly ignore the schematic structure of quiver Grassmannians. For more details on the notions in this section, see Sections 1 and 2 of [6] . 
) is defined as the locally closed subvariety of all subspaces V such that ∆ I (V ) = 0 and ∆ J (V ) = 0 for all J > I. Given a quiver Q, a representation M with ordered basis B and a dimension vector e, we say that a subset β of B is of type e if β p = β ∩ B p is of cardinality e p for every p ∈ Q 0 . For into locally closed subvarieties. Note that the Schubert cells C M β are affine varieties, but that they are, in general, not affine spaces. In particular, a Schubert cell C M β might be empty. We say that Gr e (M) = C M β is a decomposition into affine spaces if every Schubert cell C M β is either an affine space or empty.
1.3. Tree modules. Let M be a representation of a quiver Q with basis B. Let α : s → t be an arrow of Q and b ∈ B s . Then we have the equations
with uniquely determined coefficients λ α,b,c ∈ C. The coefficient quiver of M w.r.t. B is the quiver T = Γ(M, B) with vertex set T 0 = B and with arrow set Note that if T is a tree, then we can replace the basis elements b by certain non-zero multiples b ′ such that all λ α,b,c equal 1. We refer to this assumption by the expression M = F * T where we identify T , by abuse of notation, with its thin sincere representation with basis T 0 = B and matrices (1) . In this case, M and B are determined as the push-forward of this thin sincere representation of T along F : T → Q. Note that T is in general not determined by M: there are examples of tree modules M and bases B and B ′ such that Γ(M, B) and Γ(M, B ′ ) are non-isomorphic trees.
PRESENTATIONS OF SCHUBERT CELLS
Let Q be a quiver and M a representation with ordered basis B and dimension vector d. Let e be another dimension vector for Q and β ⊂ B of type e. In this section, we will describe coordinates and relations for the Schubert cell C M β of Gr e (M).
2.1.
Normal form for matrix representations. Let N be a point of C M β . Then N p is a e pdimensional subspace of M p for every p ∈ Q 0 and has a basis (w j ) j∈β p where w j = (w i, j ) i∈B p are column vectors in M p . If we define w i, j = 0 for i, j ∈ B whenever j ∈ β, or i ∈ B p and j ∈ B q with p = q, then we obtain a matrix w = (w i, j ) i, j∈B . We call such a matrix w a matrix representation of N. Note that N is determined by the matrix representation w, but there are in general many different matrix representations of N.
We say that a matrix w = (
and j ∈ β with j < i, (iv) w i, j = 0 for all i ∈ B and j ∈ B − β, and (v) w i, j = 0 for all i ∈ B p and j ∈ β q with p = q.
Proof. The uniqueness follows from the fact that a matrix w in β-normal form is in reduced column echelon form by (i)-(iv). The vanishing of the Plücker coordinates ∆ J (N p ) for J > β p and the non-vanishing of ∆ β p (N p ) implies that we find pivot elements in the rows i ∈ β p for each p ∈ Q 0 for a matrix presentation w of N in reduced echelon form. This shows that there is a matrix presentation w of N that satisfies (i)-(iv). Since B p ⊂ N p , the matrix w is a block matrix and satisfies (v). 
If t ∈ β or s / ∈ β, then E(α,t, s) is satisfied for any w in β-normal form.
Proof. Given a matrix w = (w i, j ) i, j∈B in β-normal form, we write w i for the column vector (w i, j ) j∈B p where p ∈ Q 0 and i ∈ B p . The matrix w represents a point N of Gr e (M) if and only if for all α ∈ Q 1 and all s ∈ β s(α) , there are
This means that for all t ∈ F −1 (t(α)),
For t ∈ β t(α) , we obtain that
by (i) and (ii) for w in β-normal form. Therefore, we obtain for arbitrary t ∈ F −1 (t(α)) that
as claimed. If t ∈ β, then this equation is satisfied for all w in β-normal form by the definition of the λ k and since w t,k = δ t,k for t ∈ β. If s / ∈ β, then all coefficients w s(α),s are 0, i.e. we obtain the tautological equation 0 = 0. This proves the latter claim of the lemma.
Relevant pairs and relevant triples.
A relevant pair is an element of the set
and an relevant triple is an element of the set
Given a matrix w = (w i, j ) in β-normal form, we say that w i, j is a constant coefficient (w.r.t. β) if it appears in one of the equations (i)-(v) from Section 2.1, and otherwise we say that w i, j is a free coefficient (w.r.t. β), which is the case if and only if there is a p ∈ Q 0 such that i ∈ B p − β p , j ∈ β p and i < j. The significance of Rel 2 is that if w i, j is not constant equal to 0 w.r.t. β (for any β), then (i, j) is a relevant pair.
If we substitute for a given β all constant coefficients w i, j with i = j by 0, then we obtain β-reduced form of E(α,t, s):
The significance of Rel 3 is that if E(α,t, s) is a non-trivial equation in the coefficients of a matrix w in β-normal form (for any β), then (α,t, s) is a relevant triple.
In the following, we will associate certain values with relevant pairs and relevant triples. Since T 0 = B is linearly ordered, we can identify it order-preservative with {1, . . . , n}. We define the root of a connected component of T as its smallest vertex, and we denote by r(i) the root of the component that contains the vertex i. In particular, if T is connected, then 1 is the only root and r(i) = 1 for all i ∈ T 0 . Let d(i, j) denote the graph distance of two vertices i, j ∈ T 0 . We define the root distance of a relevant pair (i, j) as
We define the fibre length of a relevant pair (i, j) as
. Let (α,t, s) be a relevant triple. We define Ψ(α,t, s) as the maximum of Ψ(s min , s) and Ψ(t,t max ) where s min is the smallest vertex that is the source of an arrow α ∈ F −1 (α) with t ≤ t(α) and t max is the largest vertex that is the target of an arrow α ∈ F −1 (α) with s(α) ≤ s.
For a relevant triple (α,t, s) with t / ∈ β and s ∈ β, we define Ψ β (α,t, s) as Ψ(i, j) where (i, j) is the largest relevant pair that appears as an index in the β-reduced form (1) 
of E(α,t, s). Note that E(α,t, s)
contains at least one non-trivial term by the definition of a relevant triple. Note further that if there is an arrow α : s → t in F −1 (α) and every other arrow α ′ ∈ F −1 (α) satisfies either s < s(α ′ ) or t(α ′ ) < t, then the only non-trivial terms in (1) are the constant coefficients w s,s and w t,t . Thus in this case Ψ β (α,t, s) = max{Ψ(s, s), Ψ(t,t)}.
Since w i, j = 0 if j < i for w in β-normal form, we have Ψ β (α,t, s) ≤ Ψ(α,t, s). In Section 3.4, we consider cases in which Ψ β (α,t, s) and Ψ(α,t, s) are equal. where we label the arrows by their image under F. We investigate the Schubert cell C M β for β = {3, 6, 7}. A matrix w = (w i, j ) i, j∈B in β-normal form has the six free coefficients w 1,3 , w 2,3 , w 4, 6 , w 5, 6 , w 4,7 , w 5, 7 , and w 3,3 = w 6,6 = w 7,7 = 1. All other coefficients vanish. The non-trivial equations on the free coefficients are labelled by the relevant triples It is easy to see that these equations can be solved successively in linear terms. We show how these equations are organized by the ordering of Rel 2 defined by Ψ. The relevant pairs that appear as indices of free coefficients are ordered as follows:
Ordered by size, we have
which correspond to the indices of linear terms in each of the corresponding equations. Therefore, we find a unique solution in w 2,3 , w 1,3 , w 5,7 and w 4,7 for every w 5, 6 and w 4, 6 , which shows that C M β is isomorphic to A 2 . This demonstrates how the ordering of relevant pairs organizes the defining equations for C M β in a way that they are successively solvable in a linear term. In the following section, we will develop criteria under which this example generalizes to other representations M and ordered bases B. 
. This might be of particular interest for exceptional modules that do not have an ordered tree basis such that F : T → Q is ordered. See, however, Section 4.2 for some limiting examples.
PRELIMINARIES FOR THE MAIN THEOREM
In this section, we develop the terminology and establish preliminary facts to formulate and prove the main theorem in Section 4. As before, we let Q be a quiver and M a representation with ordered basis B and dimension vector d. Let e be another dimension vector for Q and β ⊂ B of type e. Let T = Γ(M, B) be the coefficient quiver of M w.r.t. B and F : T → Q the canonical morphism. We identify the linearly ordered set T 0 = B with {1, . . ., n}.
Extremal successor closed subsets. An arrow
Note that if F is ordered and unramified, then every arrow of T is extremal.
Recall that T 0 = B, which allows us to consider β as a subset of T 0 . We say that β is extremal successor closed if for all extremal arrows α : s → t of T , either s / ∈ β or t ∈ β. Note that if F is ordered and unramified, then β is extremal successor closed if and only if β is successor closed in the sense of [4] and [5] . Proof. We assume that C M β is non-empty and prove the lemma by contraposition. Let α : s → t be an extremal arrow in T and α = F(α). Let N ∈ C M β have the matrix representation w in β-normal form. The β-reduced form of E(α,t, s) is w s,s = w t,t w s,s since α : s → t is extremal and thus for every other α ′ : s ′ → t ′ in F −1 (α) either s < s ′ and thus w s ′ ,s = 0 or t ′ < t and thus w t ′ ,t = 0. Since w s,s = 1 if s ∈ β (according to (i)) and w t,t = 0 if t / ∈ β (according to (iv)), equation E(α,t, s) would be 1 = 0 if s ∈ β and t / ∈ β. This is not possible since we assumed that C β is non-empty. Therefore s / ∈ β or t ∈ β, which shows that β is extremal successor closed. Let M be a representation of Q. A polarization for M is an ordered basis B of M such that B p and B q are a polarization for every arrow α : p → q in Q. In this case, we also say that M is polarized by B. An ordered polarization of M is a polarization B such that the canonical morphism F : T → Q from the coefficient quiver is ordered.
Ordered and ramified morphisms.
In other words, M is polarized by B if and only if there are for all arrows α :
This means that the non-zero matrix coefficients of M α w.r.t. B p and B q can be covered by an upper left submatrix M < α and a lower right submatrix M > α where M < α has at most one non-zero entry in each column and at least one non-zero entry in each row while M > α has at least one non-zero entry in each column and at most one non-zero entry in each row.
The following figure illustrates the typical shape of a fibre of an arrow α : p → q of Q in the coefficient quiver T = Γ (M, B) where B is an ordered polarization for M. We use the convention that we order the vertices from left to right in growing order. The property that B is a polarization is visible by the number of arrows connecting to a vertex in the upper left / lower left / upper right / lower right of the picture, and the property that F : T → Q is ordered is visible from the fact that the arrows do not cross each other. Proof. It is clear that every vertex i connects at most to one extremal arrow in F −1 (α). Since M is polarized by B, we have that if r α (i) ≥ 1, then r α ( j) = 1 for all j such that there is an arrow
. In case i = s(α), this means that α : i → j 0 is extremal where j 0 is minimal among the targets of arrows in F −1 (α) with source i. In case i = t(α), this means that α : j 0 → i is extremal where j 0 is maximal among the sources of arrows in F −1 (α) with target i. This establishes the lemma. 8 ) and the pullback of preinjective or preprojective modules of the Kronecker quiver K(n) with n arrows to its universal covering graph. Since the coefficient quiver of a pull-back is the same as the coefficient quiver of the original representation, it follows that every preinjective or preprojective representation of the Kronecker quiver K(n) is polarized by some ordered basis. For applications of the methods of this text to Euler characteristics of quiver Grassmannians, it is important to know, which exceptional modules M admit an (ordered) polarization B. At the time of writing, I do not have an exhaustive answer to this.
Remark 3.3. Ringel develops in [9] the notion of a radiation basis in order to exhibit distinguished tree bases for exceptional modules. By Proposition 3 of [9], a radiation basis B is a polarization of M (w.r.t. any ordering of B). Examples of representations with radiation basis are indecomposable representations of Dynkin quivers (with an exception for E

Maximal relevant pairs. Let α ∈ Q 1 . A relevant pair (i, j) is maximal for α if there exists a relevant triple (α,t, s) such that Ψ(i, j) = Ψ(α,t, s).
Lemma 3.4. Assume that M is polarized by B and that β ⊂ B is extremal successor closed. Let (α,t, s) be a relevant triple with s ∈ β and t /
∈ β. Then one of the following holds true.
In this case, the β-reduced form of E(α,t, s) is
w s ′ ,s = − ∑ α∈F −1 (α) with t(α)=t, s(α) / ∈β w s(α),s + ∑ α∈F −1 (α) with s ′ <s(α)<s, s(α) / ∈β, t(α)∈β w t,t(α) w s(α),s + ∑ α∈F −1 (
α) with s(α)=s, and t(α)∈β or t(α)=t w t,t(α) .
(ii) There is an extremal arrow α ′ : s → t ′ in F −1 (α) such that t ′ ∈ β and Ψ β (α,t, s) = Ψ(t,t ′ ) = Ψ(α,t, s). Proof. Once we know that there is an extremal arrow α ′ : s ′ → t (or α ′ : s → t ′ ), it is clear that s ′ / ∈ β (or t ∈ β), that w s ′ ,s (or w t,t ′ ) is a free coefficient and that the β-reduced form of E(α,t, s) looks as described in (i) (or (ii)).
In this case, the β-reduced form of E(α,t, s) is w t,t
If there are extremal arrows α ′ : s ′ → t and α ′′ : s → t ′′ , then s ′ is minimal among the sources of arrows in F −1 (α) with target t, and t ′′ is maximal among the targets of arrows in F −1 (α) with source s. Clearly, we have Ψ(α,t, s) = max{Ψ(s ′ , s), Ψ(t,t ′′ )}. By the definition of a relevant triple, we have s ′ ≤ s and t ≤ t ′′ . Since β is extremal successor closed, s ′ / ∈ β and t ′′ ∈ β. In particular, this means that s ′ = s and t = t ′′ , and thus w s ′ ,s and w t,t ′′ are free coefficients. By the minimality of s ′ and the maximality of t ′′ , every other free coefficient w i, j in the β-reduced form of E(α,t, s) must satisfy ǫ(i, j) < max{ǫ(s ′ , s), ǫ(t,t ′′ )}. Therefore also Ψ β (α,t, s) = max{Ψ(s ′ , s), Ψ(t,t ′′ )}, which establishes the proposition in the case that both s and t connect to extremal arrows in the fibre of α.
Let p = s(α) and q = t(α). Let
If s is not the source of any extremal arrow in the fibre of α, then Lemma 3.2 implies that s ∈ B < p,α . By the definition of a relevant triple, there is an arrow α ∈ F −1 (α) with s(α) ≤ s and t(α) ≤ t. This implies that t ∈ B < q,α and, by Lemma 3.2, that there is an extremal arrow α ′ : s ′ → t. Since β is extremely successor closed, s ′ / ∈ β and w s,s ′ is a free coefficient. We claim that in this situation Ψ β (α,t, s) = Ψ(s ′ , s) = Ψ(α,t, s). Since α ′ is extremal, all s ′′ ∈ F −1 (p) appearing in an index of the β-reduced form of E(α,t, s) must lie between s ′ and s. This means that ǫ(s ′ , s) is larger than ǫ(s ′ , s ′′ ) and ǫ(s ′′ , s) if s ′′ is different from both s and s ′ . Similarly, the largest relevant pair (t ′′ ,t ′ ) with F(t ′′ ) = F(t ′ ) = q satisfies t ′′ = t and that t ′ is maximal among the targets of arrows in F −1 (α) whose source is less or equal to s. Since t,t ′ ∈ B < q,α , we have ǫ(t,t ′ ) ≤ ǫ(s ′ , s). Equality can only hold if every s ′′ between s ′ and s is the source of precisely one arrow in F −1 (α). But then there would be such a unique arrow with source s, which is necessarily extremal. Since this contradicts the assumption that there is no extremal arrow with source s in F −1 ( al pha), we see that
If t is not the target of any extremal arrow in the fibre of α, then we conclude analogously to the previous case that there is an extremal arrow α ′ : s → t ′ with t ′ ∈ β such that Ψ β (α,t, s) = Ψ(t,t ′ ). Thus in this case, (ii) is satisfied. 
Proof. We prove (i). If there is only one arrow α in F −1 (α) with source i, then (i) is clear. Assume that there are two different arrows α : i → t and α ′ : i → t ′ in F −1 (α) with t ′ < t. Since M is polarized, we have r α (k) ≤ 1 for all k ≥ i and r α (l) ≥ 1 for all l ≥ t ′ . This means that there is an arrow α ′′ : j → t ′′ and that ǫ(t ′ ,t ′′ ) > ǫ(t,t ′′ ) ≥ ǫ(i, j). An equality ǫ(t,t ′′ ) = ǫ(i, j) is only possible if t is maximal among the targets of arrows in F −1 (α) with source i. This shows (i). The proof of (ii) is analogous.
Corollary 3.6. Assume that M is polarized by B and that β ⊂ B is extremal successor closed. α,t, s). If (i, j) is not maximal for α, then there is no relevant triple (α,t, s) with
Proof. This is an immediate consequence of Lemmas 3.4 and 3.5. Proof. By Lemma 3.1, C M β is empty if β is not extremal successor closed. Let β be extremal successor closed. The theorem is proven once we have shown that C M β is an affine space, As before, we identify T 0 order-preservative with {1, . . . , n}. For ψ ∈ N × N × T 0 , we denote by C M β (ψ) the solution space of all coefficients w i, j with Ψ(i, j) ≤ ψ in all equations E(α,t, s) where (α,t, s) is a relevant triple with Ψ β (α,t, s) < ψ. We show by induction over ψ ∈ Ψ(Rel 2 )
SCHUBERT DECOMPOSITIONS FOR TREE MODULES
that C M β (ψ) is an affine space. Since Ψ(Rel 2 ) is finite, this implies that C M β is an affine space as required.
As base case, consider ψ = Ψ(n, n). By Lemma 2.2, only those relevant triples (α,t, s) with t / ∈ β and s ∈ β lead to non-trivial equations E(α,t, s). For such a relevant triple, Ψ β (α,t, s) ≤ ψ if and only if E(α,t, s) does not contain any free coefficient and thus is of the form w s,s = w t,t w s,s . This is the case if and only if there is an extremal arrow α : s → t in F −1 (α). Since β is extremal successor closed, w s,s = w t,t w s,s is satisfied. This means that C M β (ψ) = A 0 is a point. Consider ψ > Ψ(n, n) and let ψ ′ be its predecessor in Ψ(Rel 2 ). We assume that C M β (ψ ′ ) is an affine space. By the assumption of the theorem, (i, j) is maximal for at most one α ∈ Q 1 . If there is none such α, then there is no relevant triple (α,t, s) with Ψ β (α,t, s) = Ψ(i, j), which means that w i, j does not appear as a maximal coefficient of an equation E(α,t, s) .
If there is an arrow α ∈ Q 1 such that (i, j) is maximal for α, then there exists a unique relevant triple (α,t, s) such that Ψ β (α,t, s) = Ψ(i, j) by Corollary 3.6. If w i, j is not free, then i ∈ β or j / ∈ β. By Lemma 3.4, either t = i and there is an extremal arrow α : s → j in F −1 (α) or s = j and there is an extremal arrow α : i → t in F −1 (α). In either case, if i ∈ β or j / ∈ β, then t ∈ β or s / ∈ β since β is extremal successor closed. This means that E(α,t, s) is trivial and thus
If finally w i, j is free and E(α,t, s) is non-trivial, then w i, j is determined by all coefficients w i ′ , j ′ with Remark 4.3. Though we do not explicitly require that B is a tree basis, it follows from the other assumptions of the theorem that M is a tree module. Indeed, if the coefficient quiver T had a loop and i was the largest vertex of this loop in maximal distance to 1, then the relevant pair (i, i) would be maximal for the two connecting arrows of the loop. Note that if M is not indecomposable, then T = Γ(M, B) is not necessarily connected (cf. Example 4.7).
By [8] , every exceptional module is a tree module. But it is clear that not every exceptional module admits an ordered tree basis such that the canonical morphism F : T → Q from the coefficient quiver is ordered. For instance, there are exceptional representations of the Kronecker quiver K(3) with three arrows that attest to this fact, cf. the example P(x, 3) in [9, p. 15] .
However, if M has an radiation basis B, then we can order B inductively along the construction of M by smaller radiation modules such that B satisfies the assumptions of the theorem. In particular, this includes all exceptional representations of Dynkin type, with an exception for E 8 . We see that the class of modules that admit an ordered basis to that we can apply the theorem lies somewhere between radiation modules and tree modules. where we label the arrows by its image under F. For the dimension vector e with e x = e z = 0 and e y = e t = 1, we obtain precisely one subrepresentation N of M with dim N = e. This means that Gr e (M) is a point. Therefore, the Euler characteristic of Gr e (M) equals 1.
There is precisely one extremal successor closed subset of type e, namely β = {2, 3}, which accounts for the Euler characteristic. It is indeed easily verified that the assumptions of Theorem 4.1 are satisfied. Note that β is not successor closed, which shows that the number of successor closed subsets does not coincide with the Euler characteristic in this example. where we label the arrows by its image under F. It is clear from this picture that B is an ordered polarization, and it is easily verified that every relevant pair is maximal for at most one arrow. Thus Theorem 4.1 implies that the non-empty Schubert cells are affine spaces and that they are indexed by the extremal successor closed subsets β of T 0 . For type e = (2, 1, 1, 1) , we obtain the non-empty Schubert cells
Therefore the Euler characteristic of X = Gr e (M) is 6 and since X is smooth (as we will see in a moment), Corollary 4.5 tell us that H 0 (X ) = Z, H 1 (X ) = Z 4 and H 2 (X ) = Z are additively generated by the closures of the Schubert cells.
To show that X is smooth, we consider X as a closed subvariety of Gr(2, 3) × P 1 × P 1 × P 1 . Note that for a subrepresentation N of M with dimension vector e, the 1-dimensional subspaces Therefore the projection Gr(2, 3)
Since there is no point in Gr e (M) for that all derivatives of the defining equation vanishes, Gr e (M) is smooth.
The projection π 1,3 : P 1 × P 1 × P 1 → P 1 × P 1 to the first and third coordinate restricts to a surjective morphism π 1,3 : Gr e (M) → P 1 × P 1 . It is bijective outside the fibres of This shows that Gr e (M) is the blow-up of P 1 × P 1 in two points, which is a del Pezzo surface of degree 6. Note that the closure of the Schubert cells C M {1,2,5,6,8} , C M {1,3,4,6,9} , C M {1,3,4,7,9} and C M {2,3,5,7,8} are four of the six curves on Gr e (M) with self-intersection −1. In particular, the closures of the latter two cells are the two connected components of the exceptional divisor w.r.t. the blow-up π 1,3 : Gr e (M) → P 1 × P 1 .
To return to the opening remark of this example, we see that every point of Gr e (M), but the intersection points of pairs of (−1)-curves, is a subrepresentation of M that is isomorphic to the representation of Example 4.6. There are six intersection points of pairs of (−1)-curves on Gr e (M), whose coordinates in P 1 × P 1 × P 1 are Note that each Schubert cell contains precisely one of these points, and that these points coincide with the subrepresentations N of M that are spanned by the successor closed subsets β of B.
This exemplifies the idea that the Euler characteristic of a projective variety should equal the number of F 1 -points. The naive definition of the F 1 -points as the points with coordinates in F 1 = {0, 1} yields the right outcome in this case. The more elaborate definition of the F 1 -points as the Weyl extension W (X F 1 ) of the blue scheme X F 1 associated with X = Gr e (M) and B yields a intrinsic bijection between the elements of W (X F 1 ) and the above points. This definition of In this examples, we come across a Schubert cell that is isomorphic to G m = A 1 − A 0 . Theorem 4.1 does indeed not apply since F : T → Q is not ordered. However, the other conditions of Theorem 4.1 are satisfied: B is a polarization and every relevant pair is maximal for at most one arrow (since Q has only one arrow).
Note that the indices of the non-empty Schubert cells are precisely the extremely successor closed subsets β ⊂ B of type e. However, only {1, 4} and {2, 3} contribute to the Euler characteristic of Gr e (M) ≃ P 1 , which is 2. These two subsets are precisely the successor closed subsets of B, in coherence with the methods of [4] and [5] , which apply to this example. 
