Nonlinear estimation methods, such as the extended Kalman filter, unscented Kalman filter, and ensemble Kalman filter, can be used for parameter estimation by viewing the unknown parameters as constant states. This paper presents an alternative approach to this problem based on retrospective cost parameter estimation (RCPE), which uses the difference between the output of the physical system and the output of the model to update the parameter estimate. The parameter update is based on a retrospective cost function, whose minimizer updates the coefficients of the estimator. The present paper extends RCPE to the case where the model depends nonlinearly on multiple unknown parameters. The main contribution is to demonstrate the need for choosing a permutation matrix that correctly associates each parameter estimate with the corresponding unknown parameter. RCPE is illustrated through several numerical examples, including the Burgers equation.
= adaptive integrator gain u = measured input y = measured output z = output error λ = forgetting factor μ = unknown parameter μ = parameter estimate ν = parameter pre-estimate ϕ = integrator states θ = parameter estimator coefficient I. Introduction I N MANY applications, models of physical systems have known structure but unknown parameters. By viewing the unknown parameters as constant states, nonlinear estimation methods can be used to estimate the states of the augmented system, thereby providing estimates of the parameters along with the dynamic states [1] . The extended Kalman filter (EKF), unscented Kalman filter (UKF), and ensemble Kalman filter (EnKF) can be applied to these problems [2] [3] [4] [5] [6] [7] . An alternative approach to parameter estimation is variational methods [8] [9] [10] , which require an adjoint formulation of the dynamics. These methods tend to be computationally expensive due to the need for multiple iterations of the forward model and backward adjoint.
As a special case of this problem, a linear system may have uncertain entries in its state space representation. Because the parameter states multiply the dynamic states, the resulting estimation dynamics are nonlinear despite the fact that the "original" dynamics are linear. For this problem, a two-step procedure is used in [11] , where a black-box model is first constructed based on the inputoutput data, and a similarity transformation is used to recover the unknown parameters. In [12] , a sequential convex relaxation method is used to estimate unknown entries in the matrices of a state space realization.
The present paper focuses on retrospective cost parameter estimation (RCPE), which is a variation of retrospective cost model refinement (RCMR) developed in [13] [14] [15] and based on retrospective cost adaptive control [16] . RCPE is applicable to parameter estimation in linear and nonlinear models, where the parameterization may be either affine or nonaffine. To update the parameter estimate, RCPE uses an error signal given by the difference between the output of the physical system and the output of the estimation model. The parameter update is obtained by minimizing a retrospective cost function whose minimizer provides an update of the gains of an integrator. The output of the adaptive integrator consists of the parameter pre-estimates, whose absolute values are the parameter estimates. However, the parameter estimates may be permuted in an unknown way, and thus a permutation is needed to correctly associate each parameter estimate with the corresponding unknown parameter.
Like UKF but unlike EKF, RCPE does not require a Jacobian of the dynamics in order to update the parameter estimates. However, unlike UKF, RCPE does not require an ensemble of models. In particular, for parameter estimation, the unscented Kalman filter (UKF) is based on an ensemble of 2N 1 models, where N n p, in which n is the number of dynamic states and p is the number of unknown parameters. The total number of states that must be propagated at each iteration is thus 2N 2 N ON 2 . Consequently, for a system with n dynamic states and p unknown parameters, it follows that N n p, and thus the total number of states that must be propagated at each iteration is 2N 1N 2n p 1n p. In contrast to UKF, RCPE requires the propagation of only a single copy of the "original" system dynamics so that the number of states that must be propagated at each iteration is simply n. For both UKF and RCPE, this model needs only to be given as an executable simulation; explicit knowledge of the equations and source code underlying the simulation is not required. However, the price paid for not requiring an explicit model or an ensemble of models is the need within RCPE to select a permutation matrix that correctly associates each parameter estimate with the corresponding unknown parameter. Finally, unlike variational methods, RCPE does not require an adjoint model.
The contribution of the current paper is to present, analyze, and demonstrate the RCPE algorithm for estimating multiple unknown parameters in linear and nonlinear systems with affine or nonaffine parameterizations. RCPE is shown to be applicable without explicit knowledge of the system equations, and thus is implementable using only an executable simulation. The paper analyzes the effect of the filter coefficients in determining the search directions leading to the parameter estimates. Most importantly, this paper demonstrates the need for the permutation matrix in problems with multiple unknown parameters. Finally, a numerical example with 101 dynamic states and 2 parameter states shows that the computation required by RCPE (202 propagated states) is substantially less than the computation required by UKF (21,321 propagated states).
The present paper extends and refines prior conference publications. In particular, early versions of RCPE were demonstrated in [17] [18] [19] . However, the role of the permutation matrix in RCPE is unique to the present paper. Finally, RCPE is distinct from the smoothing technique developed in [20] .
The paper is structured as follows. Section II describes the parameter-estimation problem. Section III describes the RCPE algorithm. Next, Sec. IVanalyzes the effect of the user-defined filter in RCPE on the performance of the parameter estimator. Sections V-IX present several numerical examples (summarized in Table 1 ) demonstrating the application of RCPE and its features. Finally, the paper concludes with a discussion of the results and future work.
II. Parameter-Estimation Problem
Consider the discrete-time system xk 1 fxk; uk; μ w 1 k (1)
where xk ∈ R l x is the state, uk ∈ R l u is the measured input, yk ∈ R l y is the measured output, w 1 k ∈ R l x is the process noise, w 2 k ∈ R l y is the measurement noise, and μ μ 1 · · · μ l μ T ∈ M ⊆ R l μ is the true parameter, which is unknown. The set M is assumed to be known and satisfy M ⊆ 0; ∞ l μ ; that is, M is contained in the nonnegative orthant. If M does not satisfy this condition, then it may be possible to replace M by M 0 Δ μ M and μ by μ − μ in (1), (2), where μ ∈ R l μ shifts M such that M 0 is contained in the nonnegative orthant. With this transformation, which can always be done if M is bounded, it can be assumed that μ is an element of the nonnegative orthant. The system (1), (2) is viewed as the truth model of a physical system. Based on (1), (2) , the estimation model is constructed aŝ xk 1 fxk; uk;μk (3) yk hxk; uk;μk (4) wherexk is the computed state,ŷk is the computed output of (3), (4), andμk is the parameter estimate. It is assumed that f and h are known, and thus they can be used to construct (3), (4) . Since w 1 k and w 2 k are unknown, they do not appear in (3), (4) . Since μ is unknown, it is replaced byμk in (3), (4) . The objective is to constructμk based on the output error zk ∈ R l y defined by
The ability to estimate μ is based on the assumption that (1), (2) is structurally identifiable [21] [22] [23] and the data are sufficiently persistent [24, 25] .
Since measurements of only y are available, the state x is unknown, and thus x0 is unknown. For all examples in this paper, the initial state of the estimation model (3), (4) is chosen to be zero to reflect the absence of additional modeling information. However, the initial state of (1), (2) is unknown and nonzero.
Definition II.1: The system (1), (2) is affinely parameterized if there exist functions f 0 , f 1 ; : : : ; f l μ and h 0 , h 1 ; : : : ; h l μ such that fx; u; μ f 0 x; u
hx; u; μ h 0 x; u
Otherwise, (1), (2) is nonaffinely parameterized. A specialization of (1), (2) is given by the linear discrete-time system
In this case, the estimation model (3), (4) becomeŝ
Definition II.2: The linear system (8) , (9) is affinely parameterized if there exist constant matrices A 0 , A 1 ; :::;A l μ ∈ R l x ×l x , B 0 , B 1 ; :::;B l μ ∈ R l x ×l u , C 0 , C 1 ; :::;C l μ ∈ R l y ×l x , and D 0 , D 1 ; : : : ; D l μ ∈ R l y ×l u such that
Otherwise, (8), (9) is nonaffinely parameterized.
III. Retrospective Cost Parameter Estimation
This section presents RCPE. RCPE uses the estimation model (3), (4) along with a parameter estimator to constructμk. The parameter estimator constructsμk by minimizing a cost function based on the output error z.
A. Parameter Estimator
The parameter estimator consists of an adaptive integrator and an output nonlinearity. In particular, the parameter pre-estimate ν is given by νk Rkϕk (14) where the integrator state ϕk ∈ R l y is updated by
The adaptive integrator gain Rk ∈ R l μ ×l y is updated by RCPE as described later in this section. Since νk is not necessarily an element of the nonnegative orthant, an output nonlinearity is used to transform νk. In particular, the parameter estimateμk is given bŷ
where the absolute value is applied componentwise. The matrix O p is explained below. The parameter estimator, which consists of Eqs. (14) (15) (16) , is represented in Fig. 1 . Since zk → 0 is a necessary condition for ϕ to converge, the integrator (15) allows z to converge to zero while ϕ converges to a finite value. Consequently, the parameter pre-estimate ν given by Eq. (14) can converge to a nonzero value, which, in turn, allows the parameter estimateμ, given by Eq. (16), to converge to μ. Let the l μ -tuple p i 1 ; : : : ; i l μ denote a permutation of (1; : : : ; l μ ). Then the matrix O p ∈ R l μ ×l μ maps (1; : : : ; l μ ) to (i 1 ; : : : ; i l μ ). Since O p is a permutation matrix, each of its rows and columns contains exactly one "1" and the remaining entries are all zero. Specifically, row j of O p is row i j of the identity matrix I l μ . Now, define the set
whose elements are the vectors that are mapped to μ by the componentwise absolute value and the permutation O p . To facilitate the subsequent development, note that the parameter pre-estimate (14) can be rewritten as νk Φkθk (18) where the regressor matrix Φk is defined by
and the coefficient vector θk is defined by
where l θ Δ l μ l y , "⊗" is the Kronecker product, and "vec" is the columnstacking operator. Note that θk is an alternative representation of the adaptive integrator gain Rk.
B. Retrospective Cost Optimization
The retrospective error variable is defined bŷ
where q is the forward-shift operator andθ ∈ R l θ is determined by optimization to obtain the updated coefficient vector θk 1 The filter G f has the form
where N 1 ; : : : ; N n f ∈ R l y ×l μ are the filter coefficients. Note that G f is an l y × l μ finite impulse response filter. The retrospective error variable (21) can thus be rewritten aŝ
where
The retrospective cost function is defined by
where R θ ∈ R l θ ×l θ is positive definite and λ ∈ 0; 1 is the forgetting factor. The following result uses recursive least squares (RLS) to minimize (26) .
Proposition III.1: Let P0 R −1 θ and θ0 0. Then, for all k ≥ 1, the retrospective cost function (26) has a unique global minimizer θk 1, which is given by
where Article in Advance / GOEL AND BERNSTEIN Furthermore, the parameter estimate at step k 1 is given bŷ
Since θ0 0, it follows that ν0 0 and thusμ0 0.
IV. Analysis of RCPE
This section analyzes the role of the filter G f in the update of the parameter pre-estimate ν. In particular, it is shown that the filter coefficients determine the subspace of R l μ that contains ν.
To analyze the role of G f , the cost function (26) is rewritten as
At step k, the batch least squares minimizer θk 1 of Eq. (26) is given by
which is equal to θk 1, given by Eq. (28).
The following result shows that the parameter pre-estimate νk, and thus the estimateμk, is constrained to lie in a subspace determined by the coefficients of G f .
Lemma IV.1: Let β > 0, R θ βI l θ , νk be given by Eq. (18), Φk be given by Eq. (19) , N, Φk, Vk be given by Eq. (24) and (25), and θk 1 be given by Eq. (35). Then, for all k ≥ 1,
Proof. Note that
and It follows from Lemma IV.1 that the parameter pre-estimate ν is constrained to lie in the subspace of R l μ spanned by the coefficients of the filter used by RCPE. In addition to the subspace constraint, the numerical examples in Secs. V-VIII show that the feasible region is determined by the choice of the filter coefficients. The feasible region is the set of parameter pre-estimates in R l μ that are asymptotically reachable by the estimator. Consequently, the permutation matrix O p must be chosen such that at least one element of S O p , defined in Eq. (17), lies in the feasible region.
In view of Lemma IV.1, for all examples in this paper where l z 1, n f is set to be equal to l μ , and each filter coefficient is chosen to be an element of fe 1 ; e 2 ; : : : ; e l μ g, where e i is the ith row of the identity matrix I l μ . For l z > 1, the filter coefficients must be selected such that
V. Examples with l μ l y 1
In this section, RCPE is used to estimate one parameter in an affinely and nonaffinely parameterized linear systems.
Example V.1: Affinely parameterized linear dynamics with one unknown parameter in the dynamics matrix. This example shows the effect of u, x0, and N 1 on the feasible region. Consider the linear system (8), (9) , where Figure 3 shows the output error, true parameter, parameter pre-estimate, parameter estimate, state-estimate error, and estimator coefficient. (b) shows that νk converges to −μ, and thus, by Eq. (16),μk jνkj converges to μ. Unless stated otherwise, the abscissa of all plots denotes the iteration step.
To investigate the effect of u and N 1 on the feasible region, μ is estimated with the input αu, where u is given by Eq. (41), α 1, and N 1 1. For all four cases, Fig. 4 shows the true parameter, parameter pre-estimate, and parameter estimate. Note that, for a given input u and filter coefficient N 1 , νk converges to either μ or −μ, and thusμk converges to μ.
Next, to investigate the effect of the initial conditions of Eqs. (8) and (9) on the performance of RCPE, μ is estimated with x 1 0 and x 2 0 varied from −100 to 100. The input uk is given by Eq. (41) in all cases. Each point in Figs. 5a and 5b corresponds to an initial condition of Eqs. (8) and (9), where green indicates that νk converges to μ, blue indicates that νk converges to −μ, and red indicates that νk diverges. Note that all cases are obtained by running RCPE under the same values of λ and R θ ; however, the set of initial conditions x0 for which νk converges can be expanded by varying these parameters. (8), (9) .
Article in Advance / GOEL AND BERNSTEIN or 0; ∞, and thus cannot be determined a priori. Consequently, Eq. (16) ensures that there exists s ∈ S O p in the feasible region such that νk converges to s, and thusμk converges to μ. □ Example V.2: Nonaffinely parameterized linear dynamics with one unknown parameter in the dynamics matrix. This example investigates the effect of noise, and compares the performance of RCPE with UKF. Consider the linear system (8), (9) , where Aμ " sin μ cos Figure 6 shows the output error, true parameter, parameter pre-estimate, parameter estimate, state-estimate error, and estimator coefficient. (b) shows that νk converges to −μ.
Next, μ is estimated using UKF with α 1.01, P0diag 10 3 ; 10 3 ; 1, Q 10 −10 I 2 , and R 10 −10 , where α affects the distribution of sigma points, and P, Q, R are the augmented state, process, and measurement covariance matrices. Figure 7 shows the output error, true parameter, parameter pre-estimate, parameter estimate, state-estimate error, and estimator coefficient. Note that the UKF gain Kk does not converge.
Next, to compare the accuracy of RCPE and UKF in the presence of noise, μ is estimated with process noise w 1 ∼ N 0; σ 2 1 I 2 and measurement noise w 2 ∼ N 0; σ 2 2 . For RCPE, N 1 1, λ 1, and R θ 10 6 ; for UKF, α 1.01, P0 diag10 3 ; 10 3 ; 1, Q σ 1 I 2 , and R σ 2 . For a range of values of σ 1 and σ 2 , Fig. 8 shows
Note that, unlike UKF, RCPE uses no knowledge of the noise statistics Q and R to computeμ. □
VI. Example with l μ l y 2
In this section, RCPE is used to estimate two unknown parameters in linear systems that are affinely and nonaffinely parameterized with two measurements.
Example VI.1: Nonaffinely parameterized linear dynamics with two measurements and two unknown parameters. This example shows how RCPE can be implemented with a sparse Rk. Consider the linear system (8), (9) , where T , uk is given by Eq. (41), N 1 I 2 , λ 1, and R θ 10 8 I 4 . Furthermore, p 12, and thus S O p fμ 1 μ 2 T g. Note that Rk ∈ R 2×2 , and thus the estimates of μ 1 and μ 2 are determined by both z 1 and z 2 . Figure 9 shows the output error, true parameter, parameter pre-estimate, parameter estimate, stateestimate error, and estimator coefficient. (b) shows that νk converges to −μ.
Next, the adaptive integrator (14) is constrained such that
Since Rk is sparse, it follows that μ 1 is determined by z 1 only, and μ 2 is determined by z 2 only. Furthermore, p 12, N 1 I 2 , λ 1, and R θ 10 8 . Figure 10 shows the output error, true parameter, parameter pre-estimate, parameter estimate, state-estimate error, and estimator coefficient. □ VII. Examples with l μ 2 and l y 1
In this section, RCPE is used to estimate two unknown parameters in affinely and nonaffinely parameterized systems with one measurement. These examples show that the feasible region is determined by the choice and ordering of the filter coefficients.
Example VII.1: Affinely parameterized linear dynamics with two unknown parameters in the dynamics matrix. This example investigates the effect of N 1 , N 2 , and O p on the feasible region. Consider the linear system (8), (9) , where Figure 11 shows the output error, true parameter, parameter preestimate, parameter estimate, state-estimate error, and estimator coefficient. (b) shows that νk converges to −μ. Next, the effect of the choice of O p and N 1 and N 2 is investigated. For l μ 2, there are two choices of O p and two ways to order the filter coefficients e 1 and e 2 . Further, for each ordering, there are four ways to allocate signs. Table 2 shows all such filter choices. Figure 12a shows νk for p 12, and Fig. 12b shows νk for p 21, where the corresponding filter coefficients are given in Table 2 . Note that, for a fixed ordering of the filter coefficients, there is exactly one permutation matrix O p such that the parameter preestimate ν converges to an element of S O p . Conversely, for a fixed permutation matrix O p , there is exactly one ordering of the filter coefficients such that the parameter pre-estimate ν converges to an element of S O p . □ Example VII.2: Nonaffinely parameterized nonlinear dynamics with two unknown parameters. This example investigates the effect of N 1 , N 2 , and O p on the feasible region. Consider the (3, 3) type nonlinear system ( [26] p. 183)
where μ μ 1 μ 2 T 0.6 1.1 T . The initial state is x0 10 10 T , uk is given by uk 2
N 1 e 2 , N 2 e 1 , λ 0.999, and R θ 10 12 I 2 . Furthermore, p 21, and thus S O p fμ 2 μ 1 T g. Figure 13 shows the output Table 2 Filter coefficients for Example VII.1 T g. Figure 14 shows the output error, true parameter, parameter pre-estimate, parameter estimate, state-estimate error, and estimator coefficient. (b) shows that νk converges to −μ.
Next, the effect of the choice of O p , N 1 , N 2 , and N 3 is investigated. For l μ 3, there are six ways of ordering e 1 , e 2 , and e 3 and six choices of O p . Figure 15 shows νk for each ordering of the filter coefficients, where the corresponding choice of O p is given in Table 3 . Note that, in each case, jνj converges to O −1 p μ. Table 3 . 
where μ μ 1 μ 2 μ 3 T 0.5 0.8 1.0 T . The initial state is x0 10 10 10 T , uk is given by Eq. (41), N 1 e 1 , N 2 e 2 , N 3 e 3 , λ 0.9999, and R θ 10 6 I 2 . Furthermore, p 213, and thus S O p fμ 2 μ 1 μ 3 T g. Figure 16 shows the output error, true parameter, parameter pre-estimate, parameter estimate, state-estimate error, and estimator coefficient. Analogous results shown in Fig. 15 are obtained for other choices of the filter coefficients and the permutation matrix O p . □
IX. Parameter Estimation for the Generalized Burgers Equation
In this section, we consider the generalized one-dimensional viscous Burgers equation [27] 
where ux; t is a function of space and time with domain 0; 1 × 0; ∞, μ 1 > 0 is the convective constant, and μ 2 > 0 is the viscosity. Note that there is no external input to this system and u is used to denote the solution of this partial differential equation. The initial condition is ux; 0 0 for all x ∈ 0; 1, and the boundary conditions are u0; t 0 and u1; t sin5t 0.25 sin10t for all t ≥ 0. The objective is to estimate the unknown parameter μ Δ μ 1 μ 1 T using measurements of u at a single location.
The Burgers Eq. (53) is discretized using a forward Euler approximation for the time derivative, a second-order-accurate upwind method for the convective term, and a second-order-accurate central difference scheme for the viscous term. The spatial domain [0, 1] is discretized using N equally spaced grid points; thus Δx Δ 1∕N − 1.
The time step Δt is chosen to satisfy the CFL condition, that is,
where the Courant number C max depends on the discretization scheme [28] . Finally, the discrete variable u j k Δ uj − 1Δx; kΔt is defined on the grid points j ∈ f1; : : : ; Ng for all time steps k ≥ 0. Hence, at each grid point, j ∈ f3; : : : ; N − 1g,
For all k ≥ 0, the discretized boundary conditions are
and, for all j ∈ f3; : : : ; N − 1g, the initial condition is
In this example, μ 1 1.4, μ 2 0.3, C max 0.25, N 100, and Δt 10 −4 s. Figure 17a shows the numerical solution of Eq. (55) with the boundary conditions (56) and initial conditions (57), where the solid black line shows the measurement location. Figure 17b shows the measurement yk Δ u 87 k u0.87; kΔt.
To start the estimation model, nonzero values ofμ 1 0 andμ 2 0 are needed. A simple way to ensure this is to replace μ byμk μ O p νk, where μ μ 1 μ 1 T 1 0.01 T , so thatμ0 ≠ 0. Furthermore, N 1 e 1 , N 2 e 2 , λ 0.9999, and R θ 10 6 I 2 . Let a) u (x, t) b) y(t) Fig. 17 Simulation of the generalized Burgers equation with the discretization (55).
the output error, true parameter, parameter pre-estimate, parameter estimate, state-estimate error, and estimator coefficient.
X. Conclusions
This paper presented retrospective cost parameter estimation (RCPE), which is an iterative, data-driven technique for estimating unknown parameters in linear and nonlinear dynamical systems. Unlike the extended Kalman filter, RCPE is gradient-free; unlike the unscented Kalman filter, RCPE is ensemble-free; and unlike variational methods, RCPE is adjoint-free. The main contribution relative to prior work is the extension to multiple unknown parameters. This extension requires a permutation matrix to correctly associate each parameter estimate with the corresponding unknown parameter. The need to select the permutation matrix is the price paid for not requiring gradient information, an ensemble of models, or an adjoint model. The potential usefulness of RCPE was demonstrated by application to the Burgers equation, for which unscented Kalman filter requires an ensemble of 207 models each with 101 states, requiring a total of 21,321 state updates. In contrast, RCPE required one model and testing of two permutations, which requires a total of 202 state updates (101 for each permutation).
Future research will focus on several key issues. First, the number of permutation matrices that must be tested is potentially l μ !, which is prohibitive when l μ is large. Fortunately, divergence of the parameter estimates can be used to rule out incorrect permutation matrices. Next, RCPE is based on recursive least squares (RLS) with a forgetting factor. Although this is a standard technique, the performance of RLS tends to be sensitive to the choice of λ. It may be possible to overcome this sensitivity by using the extension of RLS with an a priori covariance bound given in [29] . Finally, all of the examples considered in this paper involve asymptotically stable dynamics. Preliminary results suggest that RCPE is effective for systems that are Lyapunov stable; however, in this case, the performance of RCPE is sensitive to the weighting parameters. Better understanding of this case is needed to mitigate the sensitivity. 
