Abstract--This paper investigates algorithm development and implementation for multicriteria and multiconstraint level (MC 2) integer linear programming problems. MC 2 linear programming is an extension of linear programming (LP) and multiple criteria (MC) linear programming and a promising computer-aided decision technique in many applications. Here, we present two of the most recent techniques, the MC 2 branch-and-partition algorithm and the MC ~ branch-and-bound algorithm, to solve MC 2 integer linear programs. We describe the design and implementation of a C++ software library for these approaches, and then conduct a comparison study in terms of computational efficiency and complexity through a series of empirical tests. (~) 2005 Elsevier Ltd. All rights reserved.
INTRODUCTION
Linear programming (LP)is formulated with a single criterion (objective) and a single (fixed) resource availability level (right-hand side) [1, 2] . For the past five decades, linear programming has been widely applied in real-world decision-making problems. However, like any great advance, linear programming is not a perfect tool. For example, if a decision problem involves multiple conflicting criteria, such as maximizing profit while minimizing production cost, linear programming may have limitations in effectively addressing possible tradeoffs among the criteria. This shortcoming has been overcome by mathematical models known as multiple criteria (MC) linear programming [3] [4] [5] . MC linear programming improves the value of linear programming by changing its single criterion to multiple criteria.
Although MC models already improve decision-making processes with conflicting criteria, there are many situations where the decisions depend upon multiple constraint levels. In such situations while the managers seek simultaneous criteria, they want to satisfy all decision makers' preference or suggestions for resource availability, some of which conflict with each other. For example, consider a profit-making software firm, where in addition to making money, the company wants to grow, to develop its products and its employees, to provide job security to its workers, and to serve the community. Besides the multicriteria, each product of the company is decided by a group of people, the president of the company, the project manager, the finance manager, etc. Some of these criteria and resource available levels complement each other and others are in direct conflict. Add this to legal, social, and ethical considerations and the dynamic resource availability, the system of criteria and constraints begins to look quite complex. Multiple-criteria and multiconstraint level (MC 2) linear programming has been proposed to overcome the decision problems with both conflicting criteria and resource availabilities represented by the preferences of decision makers [4, 6] . This field has become an important research topic in operations research/management science, not only because of the multicriteria and multiconstraint level nature of most real-world decision problems, but also because it opens up many questions to researchers and practitioners.
Seiford and Yu [7] observed that because the criteria coefficients of a primal MC linear programming are the constraint levels of its dual program (by duality theory), the multiple-constraint levels could be built within the structure of the linear system like multiple criteria. This led to the concept, formulation, and development of MC 2 linear programming. This model is supported by both the mathematical structure of the linear system and real applications. In addition to the extension of MC linear programming and linear programming, MC 2 linear programming explicitly expresses multiple (discrete) recourse availability levels. In other words, a single fixed feasible set of linear programming is replaced by several flexible and feasible sets.
An MC ~ linear programming problem can be formulated as
Max

~ t C x,
Subject to
Ax = D% (1) x:>0, where C C R qxn, A E R mxn, and D E R m~p are matrices, x E R n are decision variables, E R q is called the criteria parameter, and ~/ E R p is called the constraint level parameter. Both vectors (~,-/) are assumed unknown. The above MC 2 problem has q criteria (objectives) and p constraint levels (resource availability levels). If the constraint level parameter vector ~, is known, then the MC 2 problem reduces to an MC linear programming problem. In addition, if the criteria parameter )~ vector is known, the problem reduces to a linear program.
Based on the above framework, Shi and Lee [8] proposed a formulation and algorithm for MC 2 binary (or 0-1 variable) linear programming. A general model of MC 2 integer linear programming was explored by Li and Shi [9] . Although a branch-and-partition algorithm for solving MC 2 integer linear programming was demonstrated in the paper, the computer implementation of the algorithm remains unexplored. The purpose of this paper is to develop and implement two computer-based algorithms via C-b-t-for solving MC 2 integer linear programs and then conduct an empirical comparison of these algorithms. The first algorithm is a C-b+ implementation of the branch-and-partition algorithm and the second is called the branch-and-bound algorithm. We shall proceed this paper as follows.
Section 2 first briefly outlines the MC2-simplex method, which is a basis of the computational algorithm. Then, it focuses on the formulation and theoretical aspects of MC 2 integer linear programming. Section 3 discusses the concepts of the branch-and-partition algorithm and branchand-bound algorithm as well as their design and implementation in C+q-. Section 4 compares the two computer codes in a series of tests on different MC 2 integer linear program, including recursion, iteration, and computing speed. Finally, Section 5 gives some concluding remarks and future research directions.
MC2-SIMPLEX METHOD AND MC 2 INTEGER PROGRAMMING
In order to understand the MC 2 branch-and-partition and branch-and-bound algorithms, knowledge of the MC2-simplex method is crucial. The MC2-simplex method calculates all potential solutions for an MC 2 linear program (1). Referring to these potential solutions, the MC 2 branchand-partition algorithm or branch-and-bound algorithm finds integer solutions with criteria parameter A and constraint parameter 7 in particular ranges.
MC2-Simplex Method
Given an MC 2 problem (1), we denote the index set of the basic variables (xjl,...,xjm} for the MC 2 problem by J = (jl .... ,jm). Note that the basic variables may contain some slack variables. Without confusion, Y is also called a basis for the MC 2 problem. Since a basic solution J depends on parameter vectors (% A), we make the following definitions. 
to (~0, ~0).
For the MC 2 problem, there may exist a number of potentially optimal solutions {J} as the parameters (7, A) vary depending on decision situations. Seiford and Yu [7] derived a simplex method to locate systematically the set of all potentially optimal solutions {J}.
To find all the potential solutions for the MC 2 linear programming problem~ we need to identify the corresponding set of potential bases for this problem. For a given basis J with its basic variables X(J), we can define the associated basis matrix Bj as the submatrix of A in (1) with column indices J (i.e., column j of A is in Bj if and only if j E J), and the associated objective function coefficients CB as the submatrix of C with column indices J. Let X(J I) be the nonbasic variables corresponding to given X(J). Then, we rearrange the indices, if necessary and decompose A into [B j, N] , where N is the submatrix of A associated with X(JI); and C into [CB, CN] , where CN is the submatrix of C associated with X(J'). The initial simplex tableau of problem (1) is shown in Table 1 . Applying Gauss-Jordan elimination with the basis matrix Bj on Table 1, it becomes Table 2~ where Im is an m × m identity matrix. By dropping (~, ~/) from Table 2 , we can obtain an MC2-simplex tableau with a basis Bj as in Table 3 . Without confusion, a basis J is also used to express the solution X(J, 3"). Given an MC 2 problem, the above MC2-simplex procedure can be used to find a set of potential solutions {J} that covers all possible changes of (7, A).
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MC 2 Integer Programming
Many real-world decision problems can be classified as integer programming problems under a multicriteria and multiconstraint level environment [8] . It, thus, becomes necessary and important to develop an MC 2 integer programming (MC2-ILP) model. In order to do this, we recall that given a basis J, its basic solution x(J, 7) = Bj1D7 is a function of parameter V. The jth component of x(J,7), denoted by xj(J,v), is a decision variable. We also recall that both parameters (A, 3') are normalized; i.e., A 6 R q with Ak > 0 and ~ Ak = 1; 3' E R t with 3'k > 0 and ~ 3% = 1. According to [9] , a mathematical model of an MC2-ILP problem can be written as follows:
Max
)dCx,
x are nonnegative integers.
We note that form (2) 
BRANCH-AND-BOUND AND BRANCH-AND-PARTITION ALGORITHMS
From the above theoretical discussion, we describe two approaches to solving the MC2-ILP problem (2) .
The first approach is to use the MC2-simplex method to solve the relaxation problem (1). If all potential solutions are MC2-integer potential solutions, we are done. Otherwise, we select a noninteger solution and partition the MC2-ILP problem (2) into two MC 2 problems according to the range of (A,7), and then search MC2-integer potential solutions for both problems, respectively. Because we identify a set of integer potential solutions over the "partitions" of the (A, 7) space through a sequence, this method is called the "branch-and-partition" algorithm [9] . In addition, the set of integer potential solutions identified by this method is not unique because the searching sequence can vary.
The second approach is called the "branch-and-bound" algorithm. This term is based on research from the branch-and-bound method for solving integer linear programs (ILP) [10] [11] [12] [13] [14] . In this approach, given an MC2-ILP problem (2), we convert it into an integer linear program with particular values of (A, 7). Then, we solve this problem by the ILP branch-and-bound method for an optimal integer solution. Using a simulation technique to enlarge the range of (A, 7), we can find an MC2-integer potential solution. In this way, we gradually identify the set of MC2-integer potential solutions for problem (2).
Computer-Based Solution of MC 2 Branch-And-Partition Algorithm
The main idea of the branch-and-partition algorithm can be shown as follows. ALGORITHM MC2BP. STEP 1: Ignoring the integer restrictions of a given problem (2), solve the relaxation problem (1) as an MC 2 linear programming in order to obtain its potential solutions. STEP 2: If there is a non-MC2-integer potential solution T1, select a basic decision variable xj as the branching variable; take the noninteger value of the equation xj(T,7 ) as the interface to partition the primal parameter set F(T1). The purpose of doing this step is to make sure xj has one integer value at most in any subset of F(T1). STEP 3: Select a subset FI(T1) to find the branching points bl and b2, where bl is the largest integer not exceeding any value of xj(T1,7) in FI(T1), and b2 is the next larger integer from its sibling bl. STEP 4: Construct the descendant MC 2 linear programs and solve them with the MC2-simplex method. Each descendant has just one additional restriction xj < bl or xj > b2. STEP 5: Take the descendant MC 2 linear programs as the original problems repeating Step 2 to
Step 4 until both descendant problems have MC2-integer potential solutions for any ~ in FI(T1). STEP 6: Rearrange the MC2-integer potential solutions by taking the solution that has the maximum objective value in any subset of FI(T1). STEP 7: Select another subset of F(T1) and repeat Step 3 to Step 6 until all the subsets of F(T1) have been handled. STEP 8: Select another potential solution of the relaxation problem and repeat Step 2 to Step 7 until all the potential solutions have been selected.
In general, the noninteger solutions of xj(J, V) in Step 2 result from (t -1)-dimensional equations for 7],..., 7~ because of the normalization ~ 7k = 1. In order to determine an interface 7 0 to partition F(T1) for Step 2, we have to know (t -2) components of 7 ° for solving the (t -1) th component.
To implement algorithm MC 2 BP for computer-based solution, we now develop a C++ procedure that can effectively handle an MC2-ILP problem (2) with bicriteria and biconstraint levels in Figure 1 [15] . We start with the relaxation problem (1) by ignoring the integer requirements and solve the problem using the MC2-simplex method. If all potential solutions that we obtain are integer solutions, then the task is completed. If any potential optimal solution has no integer solution, a new constraint is added to the problem such that the new set of feasible solutions MC2-simplex is a working unit in this procedure. Based on the data matrices and the range of lamdal and gamal, it calculates the potential solutions for the particular MC 2 programming problem, and saves all potential solutions in the solutionArr, which is a list data structure: The MC 2 branch-and-bound algorithm is a symmetric extension of the LP branch-and-bound method. Unlike MC 2 branch-and-partition algorithm, which needs to calculate the potential solutions of MC 2 linear program using the MC2-simplex method, the MC 2 branch-and-bound algorithm locates a set of all integer solutions over possible values of (I, 7). Since the MC 2 branch-and-bound algorithm is directly related to the LP branch-and-bound method, the latter is briefly reviewed before the MC 2 branch-and-bound algorithm is illustrated.
An integer linear program (ILP) can be formulated as [16] Max cx~
l<x<u,
x are integers, where c C R ~ and d C R m are vectors, A E R mx'~ is a matrix, x c R = are decision variables, and l, u E R "~ are integer vectors. Note that we need to add slack variables to/ix <_ d when we solve problem (3). ALP branch-and-bound method can be based on the observation that an optimal solution to problem (3) will also satisfy either xj _> Ij + 1
or xj _< Ij, j = 1,...,n,
where Ij is any integer between lj and uj. The idea is to branch-split the problem into two further problems with bounds of either lj < xj _< Ij (6) or Ij + 1 < xj <
for a particular variable xj, 1 < j < n. Then, we solve each as a continuous linear program by ignoring the integer requirements. This process is repeated for different variables xj and different integer Ij. It will be evident that the effectiveness of such an approach is highly dependent on having a good systematic way of choosing xj and Ij. A tree structure shown in Figure 2 is generated and the branch-and-bound procedure terminates when one of the following criteria is satisfied.
(i) The solution is infeasible. This is increasingly likely to happen as the branching process continues. More and more constraints of forms (6) or (7) are added to the existing set. (ii) The objective value of the solution is less than that of the current best feasible integer solution. Adding further constraints by branching cannot possibly improve the value of the objective. (iii) The solution is integer, i.e., xj, j ----1 ..... n has integer values. As more integer-valued upper and lower bounds are added to the variables with each new problem, the relaxation solution will eventually have integer values.
As we mentioned in Section 1, if the vectors (7,)~) are known, the MC 2 problem reduces to an LP problemr Applying the above LP branch-and-bound method to solve an MC2-ILP problem (2), we now develop an MC 2 branch-and-bound method as follows [17] . ALGORITHM MC 2 BB. STEP 1: Ignoring the integer restrictions (relaxation) and giving particular values of the criteria parameter and constraint parameter (~,~) randomly, convert the relaxation problem (1) of the MC2-ILP problem (2) to an LP problem. Table 4 shows how MC 2 input data is converted to LP data. STEP 2: Use the LP branch-and-bound method to find the optimal integer solution for this LP problem. STEP 3: Repeat Step 1 and Step 2 until all possible values of (~,~) have been enumerated (by a simulation). This MC 2 branch-and-bound procedure will terminate when all possible combinations of (~,~) values have been systematically located. The result is a set of potential MC2-integer solutions for problem (2) . That means, every integer solution of (LP, xo,~o) is an efficient solution of MC2-ILP problem at (~0 ~o).
To implement algorithm MC 2 BB, we first ignore the integer requirement and convert the MC 2 problem (1) to a set of linear programming problems based on different values of ()~, V). We solve each LP problem by the simplex method [2] . If the optimal solution has all integer values, then there is nothing more to do for this LP problem and the next LP problem will be processed. Otherwise, the procedure has to adopt the LP branch-and-bound method to find an integer solution for that specific LP problem. After the integer solutions of all LP problems are gathered together, the optimal MC~-integer solutions of the original MC2-ILP problem axe formed. The procedure uses a recursive technique to implement the MC 2 branch-and-bound algorithm ( Figure 3) . In many aspects, it has similar ideas underlying the MC 2 branch-andpartition procedure. However, the advantage of this procedure is that it only calculates integer solutions that are not inferior solutions for an upper bound and lower bound. This procedure also uses indices rowSize, colSize, and size to determine size of data matrices. The following five functions are core functions of this procedure: Read data from the file and initialize data matrices and k, m 
}
Based on the value of b2, B2-Branch adds new data to data matrices and data-copy matrices. Then, it also calls LPBranchAndBound recursively and passes new data to it: B2-Branch (b2, Copy matrices) { Using b2 to form new constraint add it to the matrices and Copy matrices LPBranchAndBound(a_copy, rhs_copy, imp_copy, k, m, integerProfit)
COMPARISON OF TWO ALGORITHMS
Both computer-based MC 2 branch-and-partition and MC 2 branch-and-bound algorithms, incorporating a combination of the weighting method and efficient solution method, can be effectively used to find the optimal integer solutions for MC2-ILP problems. The weighting method for locating all possible values of (A, 7) in this paper refers to expressing the trade-offs among objectives in terms of a single measure (such as utility) and the trade-offs among constraint levels as the preferences of decision makers. Unlike the known approaches in MC problems where the weights A are either given or found through an interactive process while searching the efficient solution [18] , our approach to MC 2 problems is to identify all possible trade-offs of (A,7) for potential solutions so that the decision makers can view the "big" picture of their preferences before the final decision.
For given values of (A, 7), the concept of potential solution in Theorem 1 is equivalent to that of the efficient solution (or nondominated solution) of MC problems [6] . In the MC2-simplex method (recall Section 2), we assume the values of (A, 7) are not known, but temporarily fixed. The simplex method then is first used to compute the basis J. The range of (A, 7) for this basis J is computed by using Definition 2. In reality, the combination of the weighting and efficient solution methods shows that when the decision maker knows nothing about his or her inherent weightings of the objectives, but his or her own preference for the resource availability, we seek his or her optimal decision as a potential solution by the MC2-simplex method. When the entire set of potential solutions is presented to the decision makers, they as a group can select the one believed most attractive for everyone.
By understanding the MC2-simplex method, we can see two similarities between the MC 2 branch-and-partition algorithm and MC 2 branch-and-bound algorithm for MC2-ILP problems. First, both algorithms are developed under the same MC2-ILP notation and formulation. They also use the same A and 7 vectors to find a set of nondominated integer solutions (when (A, 7) are specified). Thus, all nondominated integer solutions are functions of 7 at a feasible region of (A, ~/). Second, both algorithms use branch and recursive techniques to split the feasible region of (A, ~) into smaller and smaller parts until all integer solutions are obtained. There are two differences between the algorithms. In the MC 2 branch-and-partition algorithm, if the potential solution of form (1) is not integer, we partition the ranges of (A, 7) and use the MC 2-simplex method recursively to find the integer solutions in each branch. On the another hand, the MC 2 branch-and-bound algorithm employs the well-known LP branch-and-bound method to find the integer solutions for given values of (A, 7). Then, the MC2-integer potential solutions for different ranges of (A, 7) are identified by enlarging the area of given (A, 7) associated with the found integer solution. The limitations of both algorithms are further studied as follows. For illustrative purpose, the cases of two criteria with A --(A1, A2) and two constraint levels with ~/= (71,72) will be used for discussion.
Limitation of MC 2 Branch-And-Partition Algorithm
Assume that A1 -t-A2 --1 and ~/1 • 72 --1. The MC 2 branch-and-partition algorithm can find the optimal integer solution with the range of ),1 and 71 precisely (six places after decimal point).
Because there exists no upper and lower bound on the decision variables x, the computer-based algorithm has to split the feasible region of A1 and 71 until finding all feasible integer solutions by the MC2-simplex method. Some integer solutions are inferior solutions, which have no meaning to nondominated integer solutions; some are overlapped with other integer solutions, which may be alternative for the decision makers to analyze the range of A1 and 71 for the nondominated integer solutions. Another limitation on this algorithm is that it may not solve MC2-ILP problems with some large values of the resource availability level due to no upper bound is set up in the algorithm. For example, we consider the following MC2-ILP problem: Using the MC2-simplex method, we obtained five potential integer solutions, where xl = 0 and x2 = 30000A1 3-15000A2 is one of the five. The algorithm finds several thousand of integer points for noninteger variable x2 in this potential solution and each integer point may be branched to four new subproblems. That means many hundreds of thousands of MC 2 subproblems need to solve for finding nondominated integer solutions, and integer solutions of most subproblems are inferior or overlapped. Based on the speed and capacity of current PC, it is impossible to obtain the result in a reasonable time for large values of 7 = (3'1,72).
Limitation of MC 2 Branch-And-Bound Algorithm
MC 2 branch-and-bound algorithm is a heuristic algorithm; it can find optimal integer solution with maximum objective (or profit) in particular region of A1 and 3'1 most of the time. However, sometimes it cannot find integer solution with the exact range of )u and 3"1. In the computer-base solution of [17] , the interval of ,~1 and 3"1 is 0.1 (the accuracy is one place after decimal point). It is obvious that an accuracy of one decimal figure is not enough in the real world. The algorithm may be modified to handle more accurate values of )~1 and 3"1 with a speed tradeoff.
Let us consider the following example:
Subjectto (12 23 Using the MC 2 branch-and-partition algorithm to solve the example, the optimal integer solution is as follows. due to the interval of A1 and 71 being defined as 0.1. If the MC 2 branch-and-bound algorithm is modified to find an accurate range of A1 and ~/1 for this example (four decimal places), the computation time will be much more than it is now. The speed of modified procedure will be decreased dramatically.
From the result of this example, we can conclude that the solution from the MC 2 branchand-bound algorithm has slightly different meaning from the solution from the MC 2 branchand-partition algorithm. While the MC 2 branch-and-partition algorithm computes the optimal integer solution in the continuous range of A1 and 3'1, the MC 2 branch-and-bound algorithm computes the integer solution for each discrete point of A1 and ~/1, and then finds the optimal integer solution from a set of integer solutions.
Computational Complexity of Two Algorithms
Since both algorithms utilize the simplex method, whose implementation is a NP-complete problem, they are NP complete. The worst computation case of both algorithms is 0(2 ~) work. With this computational complexity, experimental evidence confirms that the MC 2 branch-andpartition algorithm may effectively solve small-scale MC2-ILP problems, but not the large-scale problems. The MC 2 branch-and-bound algorithm is much faster than the MC 2 branch-andpartition algorithm if accuracy is not significant. This study is shown in Table 5 , Figure 4 , and Figure 5 .
More than 12 MC2-ILP problems are randomly selected and solved by both MC 2 branch-andpartition and MC 2 branch-and-bound algorithms. The number of iterations, number of recursions and the times (seconds) are recorded (see Table 5 ). From Figures 4 and 5 , we see that the MC 2 branch-and-partition algorithm takes many more iterations than the MC 2 branch-and-bound algorithm (approximately 30 times). However, the MC 2 branch-and-bound algorithm takes more recursions than the MC 2 branch-and-partition algorithm (approximately six times).
The number of iterations is the number of times that matrices are calculated in the simplex method or MC2-simplex method. The number of recursions for the MC 2 branch-and-partition algorithm is how many times the MC2-simplex method is executed. The number of recursions for the MC 2 branch-and-bound algorithm is how many times the simplex method is executed. The simplex method is the working unit of the MC2-simplex method and is executed with instant In Table 5 , the reason that the MC 2 branch-and-partition algorithm takes approximately 30 times more iterations than the MC 2 branch-and-bound algorithm is no upper bound and lower bound on x. If the speed of the MC2-simplex method is improved in future by reducing the number of iterations, the MC 2 branch-and-partition algorithm may be faster than the MC 2 branch-and-bound algorithm because it needs fewer recursions. 
Comparison of Recursions
CONCLUDING REMARKS
Multicriteria and multiconstraint level (MC 2) integer linear programming is an important research topic in operations research/management science, not only because of the multicriteria and multiconstraint level nature of most real-world decision problems, but also because there are still many open questions in this area. In fact, there is no universally accepted definition of optima in multicriteria and multiconstralnt level integer linear programming as in the singlecriterion case. This makes it difficult to compare results of two methods because normally decision on the "best" answer depending to the preference of the human decision makers. Although a very substantial effort has been made to develop efficient algorithms for MC 2 integer linear programs, we cannot claim the every mixed integer or integer programs (LP, IP, or MC2-ILP) can completely be solved in practice. As with ordinary IP programs, there are known problems with relatively few integer variables that cannot be solved in a reasonable length of time using the existing techniques and computer facilities.
In the paper, we have shown that MC 2 branch-and-partition and MC 2 branch-and-bound algorithms can serve as practical techniques in finding an optimal solution or nearly optimal solutions to certain sizes of MC 2 integer linear programs. Specifically speaking, both algorithms solve MC 2 integer linear programs problems with bicriteria and biconstraint levels with O(2 n) worst-case computation complexity. The MC 2 branch-and-partition algorithm can reduce the number of branching (recursive) operations considerably with the help of the MC2-simplex method, while the MC 2 branch-and-bound algorithm can solve some MC 2 integer linear programs quickly. We finally note that the flexibility of the MC 2 models has fostered a great potential of many real-world applications, such as transfer price, capital budgeting, aggregate production planning, telecommunication management, and data files allocation [19] [20] [21] [22] [23] . The MC 2 integer approaches, in this paper, will certainly influence many practical decision-makings in the near future.
