Abstract. In this paper, we consider the Schrödinger equation,
where V 0 (x) is 1-periodic and V (x) is a decaying perturbation. By Floquet theory, the spectrum of H 0 = −∇ 2 + V 0 is purely absolutely continuous and consists of a union of closed intervals (often referred to as spectral bands). Given any finite set of points {E j } N j=1 in any spectral band of H 0 obeying a mild non-resonance condition, we construct smooth functions V (x) = O(1) 1+|x|
such that H = H 0 + V has eigenvalues {E j } N j=1 . Given any countable set of points {E j } in any spectral band of H 0 obeying the same non-resonance condition, and any function h(x) > 0 going to infinity arbitrarily slowly, we construct smooth functions |V (x)| ≤ h(x) 1+|x| such that H = H 0 + V has eigenvalues {E j }. On the other hand, we show that there is no eigenvalue of H = H 0 + V embedded in the spectral bands if V (x) = o(1) 1+|x| as x goes to infinity.
Introduction
In this paper, we consider the Schrödinger equation, (1) Hu = −u ′′ + (V (x) + V 0 (x))u = Eu, where V 0 (x) is 1-periodic and V (x) is a decaying perturbation. When V ≡ 0, we have an unperturbed 1-periodic Schrödinger equation,
It is known that the absolutely continuous spectrum of these periodic operators consists of a union of closed intervals, which we refer to as "bands". Our goal is to identify perturbations that leave the absolutely continuous spectrum unchanged, but also produce embedded singular spectrum in these absolutely continuous bands. This is a problem with a long history. Let us consider first a special case, the free Schrödinger operator (that is, the case where V 0 ≡ 0). Here the absolutely continuous spectrum is the interval [0, ∞). For this operator, the classical Wigner-von Neumann result [23] introduces a decaying oscillatory perturbation that produces a single embedded eigenvalue at E = 1. Following this, it has been an enduring topic of interest in inverse spectral theory to find perturbations of the free operator that produce embedded point spectrum in [0, ∞): see for instance [1, 5, 6, 9-11, 14, 15, 18-20] . See also [3] for a more detailed survey of results in this area.
A natural next step is to understand how to produce embedded point spectrum when V 0 ≡ 0. This more general problem has attracted recent interest [10, 13, 16, 22] . In addition, there has also been work done in embedded point spectrum for the spectral bands of other periodic operators, such as the Jacobi operator [7, 8, 12, 17] and the CMV operator ( [17] and [21, Section 12.2] ). Our paper's main thrust may be summarized as follows. Let V 0 (x) be any 1-periodic potential function, and consider any countable set S embedded in a band of the essential spectrum of H 0 in (2) . If S satisfies a mild non-resonance condition, we then carefully construct a perturbation V of V 0 so that the essential spectrum remains unchanged, and eigenvalues appear at every point in S. In other words, for a given band we can find a perturbation that can produce any embedded point spectrum we desire, as long as our set of eigenvalues obeys that weak non-resonance condition.
Our choice of perturbation is inspired by the one introduced in [5] . Of course, since we are perturbing a periodic operator rather than a free operator the construction is different, and in many ways much more challenging. Rather than using the standard Prüfer variables, we have to instead use the generalized Prüfer variables introduced in [10] , which are a lot more complicated. The main contribution of this paper is in Section 4 where we have to perform several precise estimates on these generalized Prüfer variables. One key innovation in this section is the use of a Fourier expansion to ensure that some key terms in our construction decay sufficiently quickly. After the Fourier expansion, we end up having to bound some decaying oscillatory functions, and we accomplish this by carefully ensuring that the positive parts and the negative parts of the decaying oscillations cancel out well enough. The ideas in Section 4 are all new, and it is perhaps the most technically complicated part of our paper. We remark that the free perturbation setting explored in [5] does not contain the obstacles we have to overcome here in Section 4.
Our construction is an improvement over previous results in a few important ways. For example, the construction in Theorem 4 of [16] only produces a single embedded eigenvalue in each band. In [10] , Theorem 4.2 we are presented with a construction that can produce dense embedded point spectrum, but only if the desired eigenvalues satisfy a rational independence condition. The reason for these technical restrictions in previous results is that while it is not too difficult to control the growth of the formal eigenfunction for one eigenvalue, simultaneously dealing with multiple eigenvalues at once is problematic. Point spectra are in a sense very fragile, so modifying a perturbation V (x) to produce one eigenvalue often destroys the other eigenvalues. Thus simultaneously producing two embedded eigenvalues in a band is challenging, let alone infinitely many. We were able to overcome this problem by making very careful choices in our construction of V .
We do admit a technical restriction on S, a non-resonance condition. Each point of every spectral band is assigned a quasimomentum , which is a phase parameter in [0, π) related to the Floquet solution of the unperturbed periodic operator equation (2) . Given any two points in S, we require that their quasimomenta not sum to π. This is a very natural condition that appears almost universally in the embedded eigenvalues literature. For example, in [16] this non-resonance condition is addressed in their Lemma 13 (expressed as a condition on Fourier coefficients). In [4] this condition is described as the complement of energies {±2 cos(ω), ±2 cos(2ω)}. We emphasize that our condition is a much weaker than that the restriction in [10, Theorem 4.2] , which requires the set of quasimomenta to be rationally independent with each other and with π. In particular, if we restrict ourselves to half of the spectral band (e.g., the half of the band corresponding to quasimomenta in (0, π/2)) we can allow S to be a completely arbitrary countable set.
Furthermore, by carefully tweaking our construction, we are able to ensure that our perturbation V (x) can be made to a smooth function. This smoothness is known to be difficult to achieve even for the case when V 0 ≡ 0. We are able to ensure smoothness due to the iterative nature of our construction, which allows us to make small, precise adjustments to the V (x) function at each step to make it smooth, while still controlling the size of all the eigenfunctions.
Our paper is organized in the following way. In Section 2 we will introduce notations and state our results. In Section 3 we will prove a result complementary to our main results: that no embedded eigenvalues will be produced if our perturbation is small. We will prove important technical estimates in Section 4, and in Section 5 we will show how to construct V (x).
Main Results
We consider a Floquet solution ϕ of (2), which has the following form
where k(E) is the quasimomentum, and p(x, E) is 1-periodic. It is known that the spectrum of H 0 (on the whole line) is purely absolutely continuous and consists of a union closed intervals (often referred to as bands). We denote
In each band [a n , b n ], k(E) is monotonically increasing from 0 to π or monotonically decreasing from π to 0. Any two of those bands can intersect at most at one point. By Weyl's theorem,
are a finite set of distinct points in (a n , c n ] or [c n , b n ). Then for any given
holds as x → ∞ and
Then for any given
and
Remark 2.6.
(i) Actually, in the proof of Theorems 2.2 and 2.4, we show that
is a large constant depending on k.
(ii) Although we only consider the half line [0, ∞), all the results in this paper hold for x ∈ (−∞, 0]. (iii) We can assume V (x) we constructed in Theorems 2.2, 2.4 and Corollaries 2.3, 2.5 satisfies
3. Absence of embedded eigenvalues for small perturbations Let E ∈ ∪ n (a n , b n ) and let ϕ(x, E) be the Floquet solution of H 0 . We recall the generalized Prüfer transformation of Schrödinger equation Hu = Eu first, which is from [10] .
By interchanging ϕ and ϕ, we can assume
Define γ(x, E) as a continuous function such that
In the following arguments, we leave the dependence on E implicit if there is no confusion. Note that we define u to be a real solution of (1) and ϕ is a Floquet solution of (2) (so ϕ is complex-valued). We also assume the quasimomentum k(E) satisfies 0 ≤ k(E) ≤ π. By [10, Proposition 2.1], we know there exists some constant G > 0 (depending on E) such that
Proposition 3.1 ( Proposition 2.2 and Theorem 2.3bc of [10] ). Suppose u is a real solution of (1). Then there exist real functions R(x) > 0 and θ(x) such that
Moreover, there exists a constant K(depending on E) such that
The we have the following precise relations,
Proof of Theorem 2.1. Suppose u is an eigensolution with corresponding eigenvalue E ∈ (a n , b n ). By (9) and the assumption (4), we have
for large x 0 and x > x 0 . Fixing x 0 , we obtain for large x and a constant C,
This contradicts (11) and u ∈ L 2 (R + ). Here we used the basic fact that Hu = Eu and
Some preparations for construction
Before we proceed with our perturbative construction, we will have to lay some groundwork to ensure that certain key terms decay quickly enough for our purposes. This section is the most novel and difficult of our paper, and demonstrates clearest why perturbing a periodic operator is more challenging that perturbing a free operator.
For any E ∈ (a n , b n ), we consider the non-linear differential equation for x > b,
where C is a large constant that will be chosen later. Solving (16) on [a, ∞) with initial condition
θ(a) = tan θ 0 , where a > b, we get a unique solution. Notice that θ depends on a, θ 0 and E. Set 
LetÊ be another energy in
for any x > x 0 > a.
Proof. We only give the proof of (19) . The proof of (18) is similar. Without loss of generality, we assume x 0 > a is large. First, using (10) and (16) we have the differential equations of θ(x, E) and θ(x,Ê),
By (3) and (7), we have
where η(x, E) mod 2π is a function that is 1-periodic in x.
Observe that by basic trigonometry,
Thus it suffices for us to find a bound for
cos(2θ(y, E) ± 2θ(y,Ê))
For simplicity, let us focus on the 2θ(y, E) − 2θ(y,Ê) case. The 2θ(y, E) + 2θ(y,Ê) case will proceed in a similar way. By (20) , (21) and (22), we have
By trigonometry again, one has
Again, because the estimate of the other term follows in a similar way, we only give the estimate for
We proceed by Fourier expansion of
(which is 1-periodic continuous) and obtain that sin(2η(x, E) − 2η(x,Ê))
Plugging this back into (26), we get
By the Cauchy-Schwarz inequality, (27) and the fact that c sin(2θ(y, E) − 2θ(y,Ê))
As before, we only give the proof of (28). cos(2πℓy − (2θ(y, E) − 2θ(y,Ê)))
Since k(E) and k(Ê) are distinct, we must have
Note that since the other case has a minus instead of a plus, here is where we need the
Observe that this is positive if x − b is sufficiently large.
Let i 0 be the largest integer such that 2πi 0 + π 2 <θ ℓ (x 0 ). By (32), there exist x 0 < x 1 < x 2 < · · · < x t < x t+1 such that x lies in [x t−1 , x t ) and (33)θ ℓ (x i ) = 2πi 0 + 2i − 1 2 π for i = 1, 2, · · · , t, t + 1. By integrating (32), we obtain
And sol
This implies
, and so for sufficiently large
Similarly, for y ∈ [x i , x i+1 ), we havẽ
Notice that cos(2πℓx − 2(θ(x, E) −θ(x,Ê))) changes the sign at x i . The integral also has some cancellation between (x i−1 , x i ) and (x i , x i+1 ). Let t ′ ∈ {t, t + 1} such that t ′ is odd. By (36), we obtain
where the last equality holds by (35). Since ℓ/l is bounded, (30) follows. This concludes our proof.
Remark 4.2. In order to estimate another part of (24), that is x x0 cos(2θ(y, E) + 2θ(y,Ê))
we need the assumption k(E) + k(Ê) = π.
Lemma 4.3. Fix E ∈ (a n , b n ) and boundary condition θ 0 ∈ [0, π). Then there exists a ψ 0 ∈ [0, π) such that under the potential of V given by (17) , the solution of Hu = Eu on [a, ∞) with boundary condition
for all x > a.
Proof. Without loss of generality, assume b = 0. Choose some ψ 0 = θ(a) such that (7), (12), (13) and (14) hold for x = a and
u(a) = tan θ 0 . By (9), (10), (16) and (17), we have
Observe that (39) follows from (40) directly.
By (18) This yields that
Lemma 4.4. Let us use the potential V (x, E, a, b) of Lemma 4.3 in (1). LetÊ be another energy in
for any x > x 0 ≥ a and large enough x 0 − b.
Proof. By (9) and (17), we have
By (19) in the previous Proposition 4.1,
for all x > x 0 ≥ a. This implies Lemma 4.4.
So far we have a construction of V that is discontinuous. Now we want to assert that we may choose V to be smooth.
are different, and
Then there exist constants K(E, A), C(E, A) (independent of b, x 0 and x 1 ) and potential V (x, E, A, x 0 , x 1 , b, θ 0 ) such that for x 0 − b > K(E, A) the following holds:
, and
Solution for E: the solution of (H 0 + V )u = Eu with boundary condition
and for x 0 < x < x 1 ,
Solution forÊ j : the solution of (H 0 + V )u =Ê j u with any boundary condition satisfies for
Proof. Let V 1 be given by (17) with a = x 0 . Let x = x 1 and a = x 0 in Lemmas 4.3 and 4.4. We modify V 1 on boundary x = x 0 and x = x 1 a little and obtain V . We can also require |V (x)| ≤ |V 1 (x)|. Recall that R is the magnitude of the solution of the linear differential equation (2) . Thus R(x, E) is continuously related to V , and so a small change in V will only result in a small change in R(x, E) in the finite interval x ∈ [x 0 , x 1 ]. Thus Lemmas 4.3 and 4.4 still hold, and this implies Proposition 4.5.
Constructing the perturbative potential
In this section we will give a proof of Theorems 2.2 and 2.4. We will give the construction of the potential V . The idea is to glue the potential V (x, E, A, x 0 , x 1 , b, θ 0 ) in a piecewise manner. Our contruction is inspired by [5] , where they use it to construct a rotationally symmetric metric on manifolds.
Let us fix a band of the absolutely continuous spectrum, and enumerate the desired embedded eigenvalues in our band spectrum as E j (we always assume there are countably many). Let N : Z + → Z + be a non-decreasing function, N (1) = 1 and N (w) grows very slowly (in other words, we expect N (w) = N (w + 1) to be true for "most" w ∈ Z + ). Furthermore, we define N so if N (w + 1) > N (w) then N (w + 1) = N (w) + 1. Let C w be a large constant that depends on the eigenvalues
We emphasize that the dependence of C w+1 on the E j does not take into account multiplicity. Thus if N (w + 1) = N (w + 2) (which we expect to happen very frequently) then C w+1 = C w+2 . We have N (w) = max N for sufficiently large w in the construction of Theorem 2.2 and we instead have lim w N (w) = ∞ in the construction of Theorem 2.4. Define (48) T w+1 = T w C w+1
and T 0 = C 1 . By modifying C w , we can assume T w is large enough so that
j=1 in Proposition 4.5. On the other hand, if N (w) goes to infinity arbitrarily slowly, then C w can also go to infinity arbitrarily slowly. This doesn't contradict our previous statement that T w is "large enough", since we can choose the C w to be large but also choose it to be constant for long stretches of w ∈ Z + . We do however choose C w so that it goes to infinity faster than N (w): let us in fact choose C w so that
We can also assume (50) T w ≥ 1000 w .
and for large w, C w ≤ ln w, and
where h(x) is given by Theorem 2.4. Let
Notice that J w and T w go to infinity faster than C w . More precisely, we will have C w /J w and C w /T w both tending to 0 as w tends to infinity. We will also define function V (suppV ⊂ (1, ∞) ) and u(x, E j ), j = 1, 2, . . . on (1, J w ) by induction, such that 1. u(x, E j ) solves for x ∈ (0, J w )
and satisfies boundary condition
where M is an absolute constant. By our construction, one has
The last inequality comes from (50).
5.1. Construction. Define V (x) = 0 for x ∈ [0, 1]. Let u(x, E j ) be the solution of (60) Hu = E j u with boundary condition
We proceed by an induction argument. Suppose we completed the construction V (x) for step w. That is we have given the definition of u(x, E j ) on (1, J w ] for all possible j. Suppose also u(x, E i ) on (1, J w ] for i = 1, 2, · · · , N (w) satisfies (55).
. Applying Proposition 4.5 to x 0 = J w ,
u(Jw,E1) and A = B w+1 \{E 1 }, we can define V (x, E 1 , B w+1 \{E 1 }, J w , J w + T w+1 , 0, θ 0 ) on x ∈ (J w , J w + T w+1 ] since the boundary condition matches at the point J w (guaranteed by tan θ 0 = u ′ (Jw,E1) u(Jw,E1) ). Thus we can define u(x, E j ) on (0, J w + T w+1 ) for all possible j. Moreover, letting x 1 = J w + T w+1 in Proposition 4.5, one has (by (44))
since (59) holds and C w+1 is chosen to be large.
We mention that now the constant C(E, A) in Proposition 4.5 should be C w+1 . Applying Proposition 4.5 to
Thus we can define u(x, E j ) on (0, J w + 2T w+1 ) for all possible j. Moreover, letting x 1 = J w + 2T w+1 in Proposition 4.5, one has
Suppose we give the definition of V and u(x, E j ) for all j on (0, J w + tT w+1 ] for t ≤ N (w + 1) − 1. Let us give the definition on (0, J w + (t + 1)T w+1 ].
Applying Proposition 4.5 to
u(Jw+tTw+1,Et+1) , we can define V (x, E t+1 , B w+1 \E t+1 , J w + tT w+1 , J w + (t + 1)T w+1 , tT w+1 , θ 0 ) on x ∈ (J w + tT w+1 , J w + (t + 1)T w+1 ). Thus we can define u(x, E j ) on (0, J w + (t + 1)T w+1 ] for all possible j. Moreover, letting x 1 = J w + (t + 1)T w+1 in Proposition 4.5, one has
Thus we can define on (0, J w + N (k + 1)T w+1 ) = (0, J w+1 ) by induction for J w + tT w+1 .
Let us mention that for x ∈ [J w + tT w+1 , J w + (t + 1)T w+1 ] and 0 ≤ t ≤ N (w + 1) − 1, (64)
where V is taken from Proposition 4.5. Now we should show that the definition satisfies the w + 1 step conditions (53)-(56). Let us consider R(x, E i ) for i = 1, 2, · · · , N (w + 1). R(x, E i ) decreases from point J w + (i − 1)T w+1 to J w +iT w+1 , i = 1, 2, · · · , N (w+1), and may increase from any point J w +(m−1)T w+1 to J w + mT w+1 , m = 1, 2, · · · , N (w + 1) and m = i. That is R(J w + iT w+1 , E i ) ≤ N 50 (w)C |V (x)| ≤ C w+1 x − tT w+1 ≤ C w+1 (J w + tT w+1 ) − tT w+1 = C w+1 J w .
Furthermore, notice that by (48) and (52), for a constant M ,
Recall that x ∈ [J w + tT w+1 , J w + (t + x + 1 .
This implies (56).
Proof of Theorems 2.2 and 2.4.
Proof. In the construction of Theorem 2.2, eventually N (w) and C w are bounded. In the construction of Theorem 2.4, N (w) and C w grow to infinity arbitrarily slowly. By (56) and (51), (5) and (6) hold. By (11) , it suffices to show that for any j, R(x, E j ) ∈ L 2 ([1, ∞), dx). Below we give the details. 
