Abstract. Danz computes the depth of certain twisted group algebra extensions in [11] , which are less than the values of the depths of the corresponding untwisted group algebra extensions in [8] . In this paper, we show that the closely related h-depth of any group crossed product algebra extension is less than or equal to the h-depth of the corresponding (finite rank) group algebra extension. A convenient theoretical underpinning to do so is provided by the entwining structure of a right H-comodule algebra A and a right H-module coalgebra C for a Hopf algebra H. Then A ⊗ C is an A-coring, where corings have a notion of depth extending hdepth. This coring is Galois in certain cases where C is the quotient module Q of a coideal subalgebra R ⊆ H. We note that this applies for the group crossed product algebra extension, so that the depth of this Galois coring is less than the h-depth of H in G. Along the way, we show that subgroup depth behaves exactly like combinatorial depth with respect to the core of a subgroup, and extend results in [23] to coideal subalgebras of finite dimension.
Introduction and Preliminaries
Subgroup depth d 0 (H, G) of a subgroup H in a finite group G is introduced in [8] as the minimum depth of the induction-restriction table of irreducible characters of H and G, a matrix of nonnegative integers with nonzero rows and columns. As the matrix of induction K 0 (C H) → K 0 (C G), the notion of depth also occurs in fields of topological algebra in various guises. In ring theory, the minimum depth d(B, A) of a subring B ⊆ A is introduced in [3] in terms of the natural bimodule B A B and its tensor powers (and for even depth, tensored one more time by the bimodule B A A or A A B ). The depth d 0 (H, G) is recovered in [3] by letting B, A be group algebras over a field of characteristic zero; indeed, [3] shows that depth d(kH, kG) depends only on the characteristic of the field k [3] .
The more general definition also allows one to consider depth of integral group ring extensions Z H ⊆ Z G and their minimum depth d Z (H, G). In addition, a combinatorial depth d c (H, G) is introduced in [3] by using G-set analogues of balanced tensors and bimodules. The following string of inequalities is from [3, 4.5] :
In [21] , h-depth of a subring pair B ⊆ A is introduced by the same process as in the definition of depth but focussing on the natural A-Abimodules of the tensor powers of A relative to B. The minimum hdepth d h (B, A) is closely related to d(B, A) by the inequality |d(B, A)− d h (B, A)| ≤ 2. Its definition in 1.1 suggests the notion of h-depth is natural and almost unavoidable when considering subgroup depth. In this paper, h-depth provides a natural transition (in Section 2) to depth of an A-coring, which is a notion of coalgebra generalized to A-bimodules where the comultiplication and counits are A-bimodule morphisms.
In [11] the subring depth of twisted group algebras of the permutation groups Σ n are computed as an intriguing contrast to the untwisted case in [8] , where it was shown that d 0 (Σ n , Σ n+1 ) = 2n−1. In [11] it was shown that with α the nontrivial 2-cocycle (representing the nonzero element in H 2 (Σ n , C × )), the twisted complex group algebra extensions have minimum depth (1) d(C α Σ n , C α Σ n+1 ) = 2(n − ⌈ √ 8n + 1 − 1 2 ⌉) + 1.
Note that d(C α Σ n , C α Σ n+1 ) ≤ d 0 (Σ n , Σ n+1 ) with a difference that goes to infinity as n → ∞. The same is true of the alternating group series A n , where d 0 (A n , A n+1 ) = 2(n − ⌈ √ n ⌉) + 1 ≥ d(C α A n , C α A n+1 ), the last depth also equal to the right-hand side of Eq. (1); cf. [8, appendix] . Given a subgroup H ≤ G, we show in this paper that the crossed product of a twisted G-algebra A with subalgebra A# σ H has h-depth less than or equal to the h-depth of the corresponding group algebra extension: i.e., we establish
in Eq. (32) in Section 4 below. We will also extend an equality for h-depth of a Hopf subalgebra in terms of depth of its quotient module [23] to the equalition for h-depth of a left coideal subalgebra of a Hopf algebra H in Corollary 3.3. Our method is to define depth of corings so that the depth of the Sweedler coring of a ring extension is its hdepth, and apply (Doi-Koppinen) entwining structures that are Galois corings.
In Corollary 4.13 below we show that d h (H, G) = d h (G/N, H/N) where N is the core of a subgroup H in a finite group G (over any ground field). In Corollary 1.11 we note that subgroup depth behaves precisely like combinatorial depth with repect to this subgroup N, after proving that subring depth is preserved by quotienting of relatively nice ideals (Theorem 1.7), or better yet, by relatively nice Hopf ideals (Proposition 1.9). A final application is to a left coideal subalgebra R of a finite-dimensional Hopf algebra H, which is left normal iff a nonzero right integral in R is a normal element in H (Theorem 3.6).
1.1. Preliminaries on subalgebra depth. Let A be a unital associative algebra over a field k. The category of modules over A will be denoted by M A . (For finite-dimensional A, the notation M A denotes the category of finite-dimensional modules.) Two modules M A and N A are similar (or H-equivalent) if M ⊕ * ∼ = q · N := N ⊕ · · · ⊕ N (q times) and N ⊕ * ∼ = r · M for some r, q ∈ N . This is briefly denoted by M | q · N and N | r · M for some q, r ∈ N ⇔ M ∼ N. Recall that similar modules have Morita equivalent endomorphism rings.
Let B be a subalgebra of A (always supposing 1 B = 1 A ). Consider the natural bimodules A A A , B A A , A A B and B A B where the last is a restriction of the preceding, and so forth. Denote the tensor powers of
. ., which is also a natural bimodule over B and A in any one of four ways; set A ⊗ B 0 = B which is only a natural B-B-bimodule.
is similar to A ⊗ B n as natural X-Y -bimodules for subrings X and Y of A and n ∈ N . One says that subalgebra B ⊆ A has
Note that if B ⊆ A has h-depth 2n − 1, the subalgebra has (left or right) depth 2n by restriction of modules. Similarly, if B ⊆ A has depth 2n, it has depth 2n + 1. If B ⊆ A has depth 2n + 1, it has depth 2n + 2 by tensoring either − ⊗ B A or A ⊗ B − to A ⊗ B (n+1) ∼ A ⊗ B n . Similarly, if B ⊆ A has left or right depth 2n, it has h-depth 2n + 1. Denote the minimum depth of B ⊆ A by d(B, A) [3] . Denote the minimum h-depth of B ⊆ A by d h (B, A) [21] . Note that d(B, A) < ∞ ⇔ d h (B, A) < ∞; if so, [21] shows that
For example, B ⊆ A has depth 1 iff B A B and B B B are similar [5, 22] . In this case, one deduces the following algebra isomorphism,
where Z(B), A B denote the center of B and centralizer of B in A. Another example is that B ⊂ A has right depth 2 iff A A B and A A ⊗ B A B are similar. If A = C G is a group algebra of a finite group G and B = C H is a group algebra of a subgroup H of G, then B ⊆ A has right depth 2 iff H is a normal subgroup of G iff B ⊆ A has left depth 2; a similar statement is true for a Hopf subalgebra R ⊆ H of finite index and over any field [4] .
Now let H be a Hopf algebra with counit ε : H → k, antipode S : H → H and coproduct ∆ : H → H⊗H, ∆(h) = h (1) ⊗h (2) (Sweedler notation suppressing summations). Let A a right H-comodule algebra, i.e., an H-comodule with coaction ρ : A → A⊗H, ρ(a) = a (0) ⊗a (1) that is a unital algebra homomorphism. The coinvariants {b ∈ A | ρ(b) = b ⊗ 1 H } form a subalgebra B; one says A is an H-Galois extension of B if the Galois mapping A ⊗ B A → A ⊗ H given by x ⊗ y → xy (0) ⊗ y (1) is bijective. Note that the Galois mapping is an isomorphism of natural A-B-bimodules: if dim H = n, then A ⊗ B A ∼ = n · A A B , and A ⊇ B has depth 2. There is the following remarkable converse growing out of Ocneanu's ideas in subfactor theory with detailed papers by Szymanski, Longo, Nikshych-Vainerman and others: The notion of Frobenius extension is defined in Example 2.3; a short proof-with-references in [20] . The surjectivity condition ensures that A B is a generator (and conversely [22] ). This theorem requires particularly the use of the depth two condition for the construction of a Hopf algebra structure on End B A B or its dual Hopf algebra structure on
B [24] . (However, if d(B, A) = 1, none of these difficulties arise, as Eq. (3) forces A = B with one-dimensional center, the trivial Hopf algebra.) The stringent condition on the centralizer A B may be relaxed if one considers more general Hopf algebras and their Galois coactions (such as weak Hopf algebras and Hopf algebroids) [24] .
Note that one always has
as natural A-bimodules for all n ≥ 2: one applies the unit mapping and multiplication to obtain a split monic (or split epi). For n = 1, though it holds for the other three of the bimodule structures, it is not generally true as A-A-bimodules, A | A ⊗ B A being the separable extension condition on B ⊆ A. Now A ⊗ B A | q · A as A-A-bimodules for some q ∈ N is the H-separability condition and implies A is a separable extension of B by Hirata, cf. [19, 2.6] . Somewhat similarly, 22] . It follows that subalgebra depth and h-depth may be equivalently defined by replacing the similarity bimodule conditions for depth and h-depth in Definition 1.1 with the corresponding bimodules on
for some positive integer q [3, 21, 22] . For example, for the permutation groups Σ n < Σ n+1 and their corresponding group algebras over any commutative ring K, one has depth d K (Σ n , Σ n+1 ) = 2n − 1 [3] . Depths of subgroups in P GL(2, q), Suzuki groups, twisted group algebra extensions and Young subgroups of Σ n are computed in [14, 17, 11, 15] . If B and A are semisimple complex algebras, the minimum odd depth is computed from powers of an order r symmetric matrix with nonnegative entries S := MM T where M is the inclusion matrix K 0 (B) → K 0 (A) and r is the number of irreducible representations of B in a basic set of K 0 (B); the depth is 2n + 1 if S n and S n+1 have an equal number of zero entries [8] . It follows that the subalgebra pair of semisimple complex algebras B ⊆ A always has finite depth.
Similarly, the minimum h-depth of B ⊆ A is computed from powers of an order s symmetric matrix T = M T M, where s is the rank of K 0 (A); the h-depth is 2n + 1 if T n and T n+1 have an equal number of zero entries (equivalently, letting T 0 = I s×s , one has
1.2. Depth of Hopf subalgebras, coideal subalgebras and modules in a tensor category M H . Let H be a l Hopf algebra over an arbitrary field k. Let R ⊆ H be a Hopf subalgebra, so that ∆(R) ⊆ R⊗R and the antipode satisfies S(R) = R. It was shown in [23, Prop. 3.6 ] that the tensor powers of H over R, denoted by H ⊗ R n , reduce to tensor powers of the generalized quotient Q := H/R + H as follows:
which for n = 2 is given by x ⊗ R y → xy (1) ⊗ y (2) ; see [16, Eq. (21) ] for the straightforward extension of this to all n. The isomorphism is an H-H-bimodule isomorphism where the left H-module structures are the natural endpoint actions (as well as the right action to the left), and the right H-module structure on H ⊗ Q ⊗ · · · ⊗ Q is given by the diagonal action of H:
The following proposition directly makes use of the isomorphism for each n ≥ 2. Given a subalgebra pair U ⊇ T , observe that the bimodule U U T is projective iff the multiplication mapping U ⊗T → T , u⊗t → ut, is a split epi of U-T -bimodules iff there is an element e = e 1 ⊗e 2 ∈ U ⊗T such that e 1 e 2 = 1 U and te = et for each t ∈ T (a so-called "right relative separable tower" of algebras U ⊇ T ⊇ k1 U ). Proposition 1.3. Suppose H is a finite-dimensional Hopf algebra with R and Q as above, with intermediate Hopf subalgebras
In particular, the depth is finite if either H or R is semisimple [22, 23] .
Proof. In a finite tensor category, such as M H with the diagonal action, P ⊗ k X is projective if P is projective and X is any H-module [12, Prop. 2.1] (its proof does not need k to be algebraically closed). The proof below will also require the notion of tensor product Hopf algebra H ⊗K of two Hopf algebras H, K, as well as the Hopf opposite algebra (with antipode S −1 ) [26] . Then Eq. (7) shows (by restriction) that each H ⊗ R n is a projective U-T -bimodule, equivalently projective H ⊗ T op -module, for one extends Q to an (left-sided trivial) U-T -bimodule via uqt = ε(u)qt. Since R e = R ⊗ R op is a Hopf subalgebra in the finite-dimensional U ⊗ T op , and therefore a free extension, it follows that each H ⊗ R n is projective as a natural R-R-bimodule. The KrullSchmidt Theorem, Eq. (4) and the fact that there are finitely many projective indecomposable isoclasses entail that
for N equal to this number (or the number of nonisomorphic simple H-R-bimodules). Thus, d(R, H) ≤ 2N + 3. A semisimple Hopf algebra H (or R) is a separable algebra, separability being characterized by the condition H e H (or R R R ) is projective. The finite depth follows by letting U = T = H (or U = T = R).
The bimodule isomorphism in Eq. (7) shows quite clearly that the following definition applied to Q will be of interest to computing d(R, H). Let W be a right H-module and
for some positive integer t, and depth 0 if W is isomorphic to a direct sum of copies of k ε , where ε is the counit. Note that this entails that W also has depth n + 1, n + 2, . . .. Let d(W, M H ) denote its minimum depth. If W has a finite depth, it is said to be an algebraic module. If W is an H-module coalgebra, or H-module algebra, the condition of depth n simplifies to W ⊗(n+1) | t·W ⊗n for some t ∈ Z + and all n ∈ N , where W ⊗0 denotes k ε .
Lemma 1.5. Let I be a Hopf ideal in a Hopf algebra H. Suppose I is contained in the annihilator ideal of an H-module W . Then depth of W is the same over H or H/I.
Proof. The lemma is proven by noting that a Hopf ideal I in Ann H W is contained in the annihilator ideal of each tensor power of W , since I is a coideal. Additionally, split epis as in
Recall that the Green ring, or representation ring, of a finite-dimensional Hopf algebra H over a field k, denoted by A(H), is the free abelian group with basis consisting of indecomposable (finite-dimensional) Hmodule isoclasses, with addition given by direct sum, and the multiplication in its ring structure given by the tensor product. For example, K 0 (H) is a finite rank ideal in A(H). As shown in [13] , a finite depth H-module W satisfies a polynomial with integer coefficients in A(H), and conversely. Thus, an algebraic module has isoclass an algebraic element in the Green ring, which explains the terminology.
The main theorem in [23, 5.1] proves that Hopf subalgebra (minimum) depth and depth of its generalized quotient Q are closely related by (8) 2d
Here one restricts Q to an R-module, in order to obtain the better result on depth. If R is a left coideal subalgebra of H, it is not itself a Hopf algebra, and this as a result is unavailable: in this case, we prove below (Corollary 3.3) that the minimum h-depth satisfies
Example 1.6. For the reader who knows something about the Drinfeld double Hopf algebra D(H) of a Hopf algebra H (or group G), we work an example using the notation of h ∈ H and its dual Hopf subalgebra f ∈ H * as subalgebras of f h ∈ D(H) subject to relations [27, 26] . We compute the quotient Q of (coopposite) H * as a Hopf subalgebra of D(H) simply by
Thus if H is cocommutative, d(Q, M H * ) = 0, and by the inequality in (8) ,
i.e., H * is a normal Hopf subalgebra in D(H) (recovering some folklore with a hands-off approach). Also by Eq. (9)
Finally we remark that if H is semisimple, Eq. (9) in principle computes the depth of the quotient module Q in the finite tensor category M H in terms of the symmetric matrix T in inequality (6) (where A = H and B = R is semisimple [27, ch. 3] ): let d ′ (T ) denote the least n for which inequality (6) holds, then 1.3. Depth of a group subalgebra pair compared with its corefree quotient pair. Given a ring A with subring B, say that an Aideal is relatively nice if its intersection, the B-ideal J = I ∩ B, satisfies AJ = I or JA = I. Note that if both set equalities hold, such as when I is a relatively nice Hopf ideal in a finite-dimensional Hopf algebra with respect to a Hopf subalgebra, we are studying a type of normality condition related to the normality notion in [8, Section 4] . Noting the canonical inclusion B/J ֒→ A/I, we extend Theorem 3.6 in [25] , where I is fully contained in B, to relatively nice ideals. Proof. If d(B, A) = ∞, there is nothing to prove. Assume that there is a split monomorphism σ : A ⊗ B (n+1) ֒→ q · A ⊗ B n of (natural B-or A-) bimodules for some q, n ∈ N , where we use balanced multilinear notation for the arguments a i ∈ A (i = 1, . . . , n + 1). Let π denote the canonical surjection A → A/I, where π(a i ) = a i . Define
We must show that for any i = 1, . . . , q and y ∈ I,
to see that σ is well-defined. Suppose without loss of generality that I = JA, so there are finitely many x j r+1 ∈ J and a j r+1 ∈ A such that y = j r+1 x j r+1 a j r+1 , where we note
but a r x j r+1 ∈ I = JA. Then this process may be repeated r times, until we have the terms
where x j 1 ···j r+1 ∈ J, all terms mapping to zero under π ⊗n . Similarly a splitting for σ descends to q · (A/I)
, a splitting for σ. The inequality of minimum depths follows as a consequence of the characterization of depth in (5). For the following corollary, assume I is a relatively nice Hopf ideal in a Hopf algebra H. Proposition 1.9. The minimum depth satisfies
Moreover, if d(R/J, H/I) is even, the two minimum depths are equal.
Proof. Note that J = R ∩ I is a Hopf ideal in R and satisfies both HJ = I = JH by an application of the antipode. Let Q = H/R + H be the quotient module of R ⊆ H, and Q ′ be the corresponding quotient module of R/J ⊆ H/I. Since J ⊆ R + and so I ⊆ R + H, it follows from a Noether isomorphism theorem that Q ′ ∼ = Q as H-modules. Since (H/R + H)J = I/R + H = 0, it follows from the lemma above that
The proposition now follows from Theorem 1. Example 1.10. Let H 8 be the 8-dimensional small quantum group (at the root-of-unity q = i). This is generated as an algebra by K, E, F such that
, and EK = −KE. Let R 4 be the 4-dimensional Hopf subalgebra generated by K, F , which is isomorphic to the Sweedler algebra. (Please refer to [23, Example 4.9] for the coalgebra structure and details related to depth.) Consider the relatively nice Hopf ideal I with basis {F, F K, EF, EF K}. Then J is rad R with basis {F, F K}. The quotient Hopf algebras [34, 4.1] . It follows from the proposition that
Recall that the core Core G (H) of a subgroup pair of finite groups H ≤ G is the intersection of conjugate subgroups of H; equivalently, the largest normal subgroup contained in H. Note that if N = Core G (H), then Core G/N (H/N) is the one-element group, i.e., H/N ≤ G/N is a corefree subgroup. Corollary 1.11. Suppose N is a normal subgroup of a finite group G contained in a subgroup H ≤ G. For any ground field k, ordinary depth satisfies the inequality,
is even, the two minimum depths are equal.
Proof. Note that I = kGkN + is a relatively nice Hopf ideal in kG (generated by {g−gn | g ∈ G, n ∈ N}). (And conversely any Hopf ideal of the group algebra kG is of this form [32] 
Depth of corings
Let A be a ring and (C, A, ∆, ε) be an A-coring. Recall that C is an A-bimodule with coassociative coproduct ∆ : C → C ⊗ A C and counit ε : C → A, both A-bimodule morphisms satisfying (ε ⊗ id
Note that C has depth 2n + 3 if it has depth 2n + 1. If C has a finite depth, let d(C, A) denote its minimum depth.
Example 2.2. Given a ring extension B → A, let C denote its Sweedler
for integers n ≥ 0. Therefore, comparing the tensor powers of C as natural A-bimodules is equivalent to comparing the tensor powers A ⊗ B n as in the definition of h-depth in Definition 1.1. It follows that A → B a "Frobenius" homomorphism and e := i x i ⊗ B y i a "dual bases tensor," satisfying ae = ea for every a ∈ A, if A is a B-coring with coproduct ∆ : A → A ⊗ B A, ∆(a) = ae and counit F , this coring being denoted by C Frob . The more familiar conditions of the counit equations characterize Frobenius extensions [19] . The tensor powers of this coring are now given by natural B-bimodules C ⊗ B n Frob = A ⊗ B n . Using Definition 1.1 for the definition of odd depth, we obtain
in terms of the minimum odd depth.
Depth of Coalgebra-Galois Extensions
In this section we define depth of a certain coalgebra-Galois extension and see that its minimum depth takes on at least as many interesting values as subgroup depth [4, 3, 8, 11, 14, 15] . In contrast, the minimum depth of a Hopf-Galois extension is one or two.
Let k be a field; all unlabeled tensors are over k. We begin with a review of the entwining structure of an algebra A and coalgebra C. The entwining (linear) mapping ψ : C ⊗ A → A ⊗ C satisfies two commutative pentagons and two triangles (a bow-tie diagram on [2, p.
324]). Equivalently, (A ⊗
An entwining structure mapping ψ : C ⊗A → A⊗C takes values that may be denoted by ψ(c⊗a) = a α ⊗c α = a β ⊗c β , suppressing linear sums of rank one tensors, and satisfies the axioms: (for all a, b ∈ A, c ∈ C)
which is equivalent to two commutative pentagons (for axioms 1 and 3) and two commutative triangles (for axioms 2 and 4), in an exercise. The following is [2, 32.6] or [9, Theorem 2.8.1].
Proposition 3.1. Entwining structures ψ : C ⊗ A → A ⊗ C are in one-to-one correspondence with A-coring structures
Proof. Given an entwining ψ, the obvious structure maps (A ⊗ C, id A ⊗ ∆ C , id A ⊗ ε C ) form an A-coring with respect to the A-bimodule structure a(a ′ ⊗ c)a
and checks that ψ is an entwining, and the other details, in an exercise.
Our primary example in this section is A = H, a Hopf algebra with coproduct ∆, counit ε and antipode S : H → H, and C a right Hmodule coalgebra, i.e. a coalgebra (C, ∆ C , ε C ) and module C H satisfying ∆ C (ch) = c (1) h (1) ⊗ c (2) h (2) and ε C (ch) = ε C (c)ε(h) for each c ∈ C, h ∈ H. An entwining mapping ψ : C ⊗ H → H ⊗ C is defined by ψ(c ⊗ h) = h (1) ⊗ ch (2) . The entwining axioms are checked in a more general setup in Section 4.
The associated H-coring H ⊗ C has coproduct id H ⊗ ∆ C and counit id H ⊗ ε C with H-bimodule structure: (x, y, h ∈ H, c ∈ C) (14) x(h ⊗ c)y = xhy (1) ⊗ cy (2) Notice that this is the diagonal action from the right. Proof. The n-fold tensor product of H ⊗ C over H reduces to the Hbimodule isomorphism
where H ⊗ C ⊗n has right H-module structure from the diagonal action by H:
. This follows from Eq. (14), cancellations of the type M ⊗ H H ∼ = M for modules M H , and an induction on n.
Suppose d(C, M H ) = n, so that C ⊗n ∼ C ⊗(n+1) as right H-modules (in the finite tensor category M H ). Applying an additive functor, it follows that H ⊗C ⊗n ∼ H ⊗C ⊗(n+1) as H-bimodules. Applying the isomorphism (15) the coring depth satisfies
from Eq. (15) again, we apply that additive functor k ⊗ H − to the similarity and obtain the similarity of right H-modules,
Now suppose R ⊆ H is a left coideal subalgebra of a finite-dimensional Hopf algebra; i.e., ∆(R) ⊆ H ⊗ R. Let R + denote the kernel of the counit restricted to R. Then R + H is a right H-submodule of H and a coideal by a short computation given in [2, 34.2]. Thus Q := H/R + H is a right H-module coalgebra (with a right H-module coalgebra epimorphism H → Q given by h → h + R + H := h). The H-coring H ⊗ Q has grouplike element 1 H ⊗ 1 H ; in fact, [2, 34.2] together with [30] shows that this coring is Galois:
(also noted in [16] and in [33] for Hopf subalgebras). That H R is faithfully flat follows from the result that R is a Frobenius algebra and H R is free [30] . Note that an inverse to (16) is given by x ⊗ z → xS(z (1) ) ⊗ R z (2) for all x, z ∈ H. From Proposition 3.2, Eqs. (16) and (12) we note the following.
Corollary 3.3. For a left coideal subalgebra R in a Hopf algebra H, its h-depth is related to the module depth of Q by
Proof. The proof is sketched above for finite-dimensional H. For infinitedimensional H, note that the H-bimodule isomorphism in Eq. (16) remains valid, as does Proposition 3.2 and Eq. (12).
Suppose R is a Hopf subalgebra of H. Then Q is an R-module coalgebra by restriction. A similar argument to the one above shows that d(R, H) and d(Q, M R ) satisfy the inequalities in (8) .
Finally we recall that a C-Galois extension A ⊇ B, where C is a coalgebra and A a right C-comodule via coaction δ : A → A ⊗ C, the subalgebra of coinvariants is characterized by satisfying B = {b ∈ A | ∀a ∈ A, δ(ba) = bδ(a)} and β : A ⊗ B A → A ⊗ C given by β(a ⊗ a ′ ) = aδ(a ′ ) is bijective. For example, a left coideal subalgebra R ⊆ H is a coalgebra-Galois extension with respect to the (H-module) coalgebra Q, as sketched above (the details are in [2, 34.2] ). Of course, this applies to Hopf subalgebras and more particularly to finite group algebra extensions. Then we see that coalgebra-Galois extensions have at least the range of values computed for subgroup depth [3, 8, 11, 14, 15, 17] .
3.1.
A faithfully flat interlude. Let C be a coalgebra and H-module quotient of H, with canonical epi H → C of right H-module coalgebras, and A is a right H-comodule algebra, with the obvious C-comodule coaction δ : A → A ⊗ C given by δ(a) = a (0) ⊗ a (1) . Define the subalgebra B = {b ∈ A | δ(b) = b ⊗ 1 H }. Now suppose that D ⊆ B is a subalgebra for which the canonical (Galois) mapping β : 
3.2.
A normal element characterization of left ad-stabity for left coideal subalgebras. Suppose R is left coideal subalgebra of a finite-dimensional Hopf algebra H. Let Q be its quotient right Hmodule coalgebra defined above. By Skryabin's Freeness Theorem [30] dim R divides dim H, and (R, ε) is an augmented Frobenius algebra, so R has a nonzero right integral t R unique up to scalar multiplication [19, Ch. 6] . Then one proves just as in [23, Lemma 3.2] that
Recall that a subalgebra R in a Hopf algebra H is stable under the left adjoint action of H if h (1) rS(h (2) ) ∈ R for all r ∈ R, h ∈ H. One briefly says that R is left ad-stable (or left normal [6] ). In section 3 of [6] , Burciu shows how to prove the following. Proof. For the convenience of the reader, we sketch the proof. If R is left ad-stable in H, r ∈ R + and h ∈ H, then hr = h (1) 
Q is a bialgebra and has a natural H-bimodule structure from multiplication in H. Also β defined above satisfies
Of course, R ⊆ H co Q . Since β is bijective, h ⊗ R 1 = 1 ⊗ R h, thus by Lemma 3.4, R = H co Q . But H co Q is left ad-stable by an argument used in [27, 3.4 .2] modified slightly by the remark in the first sentence of this paragraph.
The following generalizes [23, 5.2] . Theorem 3.6. A left coideal subalgebra R in a finite-dimensional Hopf algebra H is left ad-stable if and only if its right integral t R is a normal element in H.
Proof. (⇒) One argues as in [23, 5.2] , using Eq. (18) and Q is under the hypothesis a trivial right R-module, that h (1) t R Sh (2) is a nonzero right integral in R for any h ∈ H, so that
Hence, Ht R ⊆ t R H. For the opposite inclusion, note that
We conclude that R is left ad-stable in H from Lemma 3.5.
One says that a subalgebra R of a Hopf algebra H is right ad-stable if S(h (1) )rh (2) ∈ R for all h ∈ H, r ∈ R. Applying the antipode antiautomorphism to the above theorem, one obtains (left as an exercise) the correct formulation and proof of the opposite (and equivalent) theorem.
Corollary 3.7. A right coideal subalgebra is right ad-stable in a finitedimensional Hopf algebra H iff its left integral t L is a normal element in H.
Example 3.8. Consider the 8-dimensional small quantum group H = H 8 given as an algebra in Example 1.10, with coalgebra structure given by ∆(K) = K ⊗K, ∆(E) = E ⊗1+K ⊗E, and ∆(F ) = F ⊗K +1⊗F . It follows that S(K) = K, S(E) = −KE and S(F ) = −F K.
Consider the 2-dimensional Frobenius subalgebra R generated by E (the "ring of dual numbers"). Notice that R is a left coideal subalgebra, since ∆(E) ∈ H ⊗R. It is left ad-stable since F EK +ES(F ) = 0. Also t R = E (= t L ) and HE = EH is the 4-dimensional vector subspace of H with basis {E, EF, EK, EF K}: equivalently, HR + = R + H. However, R is not right ad-stable, since S(F )EK + EF = 2EF ∈ R. The Frobenius subalgebra of dimension 2 generated by F in H is however a right coideal subalgebra that is right ad-stable with normal integral element, and provides an example of Corollary 3.7. This example does not contradict the correct formulation of the opposite of Lemma 3.5:
Proposition 3.9 (cf. [6] ). A right coideal subalgebra R of H is right ad-stable iff R + H ⊆ HR + iff R has left depth 2 in H.
4.
The coring of an entwining structure of a comodule algebra and a module coalgebra Let H be a Hopf algebra. Suppose A is a right H-comodule algebra, i.e., there is a coaction ρ : A → A ⊗ H, denoted by ρ(a) = a (0) ⊗ a (1) that is an algebra homomorphism and (A, ρ) is a right H-comodule [2, 9, 27] . Moreover, let (C, ∆ C , ε C ) be a right H-module coalgebra, i.e., a coalgebra in the tensor category M H introduced in more detail in Section 3.
Example 4.1. The Hopf algebra H is right H-comodule algebra over itself, where ρ = ∆. Given a Hopf subalgebra R ⊆ H the quotient module Q defined in Section 1 as Q = H/R + H is a right H-module coalgebra.
Note that (H, ∆, ε) is also a right H-module coalgebra. The canonical epimorphism H → Q denoted by h → h is an epi of right H-module coalgebras, and module Q H has 1 H as a cyclic generator.
Of course, if H = k is the trivial one-dimensional Hopf algebra, A may be any k-algebra and C any k-coalgebra.
The mapping ψ : C⊗A → A⊗C defined by ψ(c⊗a) = a (0) ⊗ca (1) is an entwining as the reader may easily check (the so-called Doi-Koppinen entwining [2, 33.4 ], [9, 2.1], which includes the case considered in Section 3).
From Proposition 3.1 it follows that A ⊗ C has A-coring structure
which defines the bimodule A (A ⊗ C) A . The coproduct is given by id A ⊗ ∆ C and the counit by id A ⊗ ε C . Suppose in this paragraph that H is a finite-dimensional Hopf algebra over an algebraically closed field, in which case M H is a finite tensor category [12] . Notice in the equation above that the right A-module is given by a version of the diagonal action in which the category M A is a module category over M H [1, 12] . Proof. The n-fold tensor product of A ⊗ C over A reduces to the Abimodule isomorphism (20) (A ⊗ C)
where A ⊗ C ⊗n has right A-module structure from the diagonal action by A:
. This follows from Eq. (19) , cancellations of the type M ⊗ A A ∼ = M for modules M A , and an induction on n.
Suppose d(C, M H ) = n, so that C ⊗n ∼ C ⊗(n+1) as right H-modules (in the finite tensor category M H ). Applying an additive functor, it follows that A ⊗ C ⊗n ∼ A ⊗ C ⊗(n+1) as A-bimodules. Then applying the isomorphism (20) 
4.1.
Crossed products as comodule algebras. Now let A be an associative crossed product D# σ H for some Hopf algebra algebra H and twisted H-module algebra D with 2-cocycle σ : D ⊗ D → H that is convolution-invertible [27, chapter 7] . Then A is a right H-comodule algebra via ρ = id D ⊗ ∆, which is quite obvious from the formula for multiplication in D# σ H:
Additionally, the formulas for D a twisted right H-module and σ a 2-cocycle are useful:
Example 4.4. For H = kG a group algebra, one obtains from this the familiar conditions of the group crossed product, A = D#kG, where
is interchangeable with σ(g, h) −1 .
Example 4.5. If σ is trivial, σ = 1 D , then the crossed product reduces to the skew group algebra D * G, where D is a G-module and multiplication is given by (d#g)(d
this is a wellknown setup in Galois theory of fields and commutative algebras. More generally, D# σ H is clearly isomorphic to the smash product D#H if σ(x, y) = ε(x)ε(y)1 H : see Eq. (21) . Then D is a left H-module algebra. (If the action is Galois, then the endomorphism algebra of D over its invariant subalgebra is isomorphic to the smash product D#H [27, 8.3.3] .)
, the twisted group algebra [28] , with multiplication given by
For example, the real quaternions are a twisted group algebra of R with G ∼ = Z 2 ⊕ Z 2 and σ = ±1.
Example 4.7. For any group G and normal subgroup N of G, the group algebra is a crossed product of the quotient group algebra acting on the subgroup N as follows [27, 7.1.6] . Let Q denote the group G/N. For each coset q ∈ Q, let γ(q) denote a coset representative, choosing γ(1 G ) = 1 G . It is an exercise then to show that with σ(x, y) := γ(x)γ(y)γ(xy) −1 ∈ N and action of Q on kN given by x · n = γ(x)nγ(x) −1 , one has kG = kN# σ kQ.
Let R ⊆ H be a Hopf subalgebra pair. Again form the quotient module Q = H/R + H, which is a right H-module coalgebra with canonical epi of right H-module coalgebras π : H → Q, h → h. Then the crossed product A = D# σ H, which is a right H-comodule algebra, is also a right Q-comodule via A → A ⊗ H A⊗π −→ A ⊗ Q, the composition ρ being the coaction given by ρ(d#h) = d#h (1) ⊗ h (2) . Then one sees that B := D# σ R ⊆ A co Q , the Q-coinvariants defined as the subalgebra {b ∈ A | ∀a ∈ A, ρ(ba) = bρ(a)}; the inclusion follows from noting rh = ε(r)h for all r ∈ R, h ∈ H.
Note that Q has the grouplike element 1 H , so that g = 1 A ⊗ 1 H is a grouplike element in the A-coring C = A ⊗ Q. From the previous observation and Eq. (19) , it follows that B = D#R ⊆ A co C g . Suppose that A ⊗ B A ∼ = A ⊗ Q as A-bimodules, or more strongly C is a Galois A-coring with respect to B = A co C g . Then putting together Lemma 4.3 with Corollary 3.3 and Eq. (17), we arrive at the inequality of minimum h-depths, (27) 
the main aim of this paper: we next set about establishing this supposition for finite rank group algebra extensions and certain crossed product Hopf algebra extensions.
Proposition 4.8. Consider the H-comodule algebra A = D# σ H. Let B = D# σ R be an R-comodule subalgebra of A, where R is a Hopf subalgebra of H. Suppose the condition (28) below is satisfied. Then A⊗ B A ∼ = A⊗Q as A-bimodules, where Q = H/R + H. If A B is faithfully flat, then A is a coalgebra Q-Galois extension of B, i.e., A ⊗ Q is a Galois A-coring with B the invariant subalgebra.
Proof. We investigate if the canonical mapping
(where a ′ = d#h ∈ D#H = A) is bijective, and the module A B is faithfully flat.
The map β :
, which is clear since rh = ε(r)h for each r ∈ R, h ∈ H.
We note that β
The computation β −1 • β = id A⊗ B A and the computation β • β −1 = id A⊗Q follow from γ : H → A, defined by γ(h) = 1 D #h, having convolution-inverse µ : H → A, defined by
on [27, p. 109] . We are left with verifying that β −1 is well-defined, i.e., vanishes when h = rh ′ for some r ∈ R + , h ′ ∈ H. Dropping the prime, this becomes the condition
for all r ∈ R, h ∈ H such that ε(r) = 0. Corollary 4.9. Let R ⊆ H be a finite-dimensional Hopf subalgebra pair, and A a left H-module algebra. Then h-depth satisfies
Proof. If σ(x, y) = ε(x)ε(y)1 D in Proposition 4.8, then the crossed products in the theorem are smash products. The corollary follows if Eq. (28) is satisfied with this choice of σ. But the left-hand side reduces to 1#S(h (1) ) ⊗ B 1#S(r (1) )r (2) h (2) , indeed equal to zero for r ∈ R + .
Finally, the natural module R H is free by Nichols-Zoeller, so that A#H is easily shown to be free as a natural left module over A#R.
Proposition 4.10. Suppose G is a group and S is a subgroup of G such that |G : S| < ∞. Let H = kG, R = kS and A,B be crossed products of the group algebras H and R with left twisted H-module algebra D as above. Then A is a Q-Galois extension of B (where Q is the permutation module of right cosets of S in G).
Proof. It suffice to check Eq. (28) for h ∈ G and r ∈ S. Note that 1 − r ∈ R + and such elements form a k-basis. Also note that
(n 1's and n r's on the right-hand side of the equation). Eq. (28) becomes
The inverse of the 2-cocycle Equation (25) is (∀x, y, z ∈ G)
Letting x = h −1 , y = r −1 , z = rh, the left-hand side of Eq. (30) becomes
which equals the right-hand side of Eq. (30). The natural module B A is free by a short argument using coset representatives g 1 , . . . , g q giving a left R-basis for H. I.e., |G : S| = q, Proof. Follows from the previous proposition and inequality (27) .
General results for
Hopf algebra H. We may extend Eq. (32) to a finite-dimensional Hopf algebra extension and crossed product algebra extension as follows.
Theorem 4.12. Suppose H is a finite-dimensional Hopf algebra, with R a Hopf subalgebra, A = D# σ H, B = D# σ R and Q = H/R + H as above. Then
Proof. The proof may be made to follow from [29, 3.6] and Eq. (27), but we provide some more details as a convenience to the reader. Note first that β : A ⊗ B A → A ⊗ Q, x ⊗ y → xy (0) ⊗ y (1) in the proof of Proposition 4.8 is shown to be surjective from the formal inverse β −1 defined there and the equation β • β −1 = id A⊗Q . That β is injective follows from [29] in the following way using norms of augmented Frobenius algebras, freeness of H over R and the augmentation of the convolution algebra Q * induced from the grouplike element 1 H ∈ Q. Let B denote A co Q for this argument. Let λ H , λ R be nonzero left integrals on H and R, respectively. Let Γ ′ ∈ R satisfy λ R Γ ′ = ε, so that Γ ′ is a nonzero right integral in R. Define λ : Q → k by λ(h) = λ H (Γ ′ h), and note the left integral property, h (1) λ(h (2) ) for all h ∈ H [29, p. 307, (i)]. By [29, p. 307, (ii) ], there is Λ ∈ H such that ε Q = Λλ, which follows from expressing a right norm Γ of λ H as Γ = hΓ ′ , then applying a Nakayama automorphism α of H to express Λ = α(h). Next define as in [29, p. 303, (1)] f : B A → B B by f (a) = a (0) λ(a (1) ) using the left integral property.
In order to continue, note that can : A ⊗ A → A ⊗ H, given by x ⊗ y → xy (0) ⊗ y (1) is surjective, since given a ⊗ h ∈ A ⊗ H, can(a(σ −1 (S(h (2) ), h (3) )#S(h (1) )) ⊗ 1 D #h (4) ) = a ⊗ h by the computation on [27, p. 109] . It follows from the bijectivity of the antipode that can' : A ⊗ A → A ⊗ H given by x ⊗ y → x (0) y ⊗ x (1) is also surjective; cf. [27, p. 124 ]. Let can'( i r i ⊗ ℓ i ) = 1 A ⊗ Λ. Then [29, p. 303 , (2) ] shows that a = i f (ar i )ℓ i for each a ∈ A. Applying this projectivity equation to β( k x k ⊗ B y k ) = 0, [29, p. 303, (3) ] shows that i x k ⊗ B y k = 0.
Since H is a free R-module, a faithfully flat descent along the crossed product extension shows that A# σ R = A co Q . Since β : A ⊗ B A ∼ = −→ A⊗Q as A-bimodules, it follows from Eq. (27) , and the proof preceding it, that the inequality in the theorem holds. Proof. This follows from Corollary 3.3, since in either case Q ∼ = k [G\H] , while N acts trivially on this G-module. Note that I = kGkN + is a Hopf ideal in kG (generated by {g − gn | g ∈ G, n ∈ N}), which annihilates Q, and we apply Lemma 1.5.
A second proof is to apply the observation in Example 4.7 that one has kG = kN# σ k[G/N] and similarly kH = kN# σ k[H/N]. Apply now the inequality (27) 
