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Abstract
The aim of this work is to distinguish between wild-type
mice and Scn5a+/− mutant mice using short ECG signals.
This mutation results in impaired cardiac sodium chan-
nel function and is associated with increased ventricular
arrhythmogenic risk which can result in sudden cardiac
death. Lead I and Lead II ECG signals from wild-type and
Scn5a+/− mice are used and the mice are also grouped as
female/male and young/old.
We use our novel Symmetric Projection Attractor Recon-
struction (SPAR) method to generate an attractor from the
ECG signal using all of the available waveform data. We
have previously manually extracted a variety of quantita-
tive measures from the attractor and used machine learn-
ing to classify each animal as either wild-type or mutant.
In this work, we take the attractor images and use these as
input to a deep learning algorithm in order to perform the
same classification. As there is only data available from
42 mice, we use a transfer learning approach in which a
network that has been pretrained on millions of images is
used as a starting point and the last few layers are changed
in order to fine tune the network for the attractor images.
The results for the transfer learning approach are not
as good as for the manual features, which is not too sur-
prising as the networks have not been trained on attractor
images. However, this approach shows the potential for
using deep learning for classification of attractor images.
1. Introduction
Cardiac arrhythmias, arising from cardiac ion channel
defects, can be complex to diagnose and often require de-
tailed 12 lead ECG analysis focussing on intervals and am-
plitudes. Our approach is to use the entire ECG waveform
shape, rather than specific intervals or amplitudes, as this
may reveal differences that are less apparent in conven-
tional ECG analysis on the more commonly used Lead I
and Lead II signals.
Experimental studies often use mouse models as they
are amenable to genetic modification. We consider short
ECG signals from wild-type and Scn5a+/− mutant mice.
This mutation is a model for Brugada Syndrome, which is
associated with sudden cardiac death [1].
We have previously applied the novel Symmetric Pro-
jection Attractor Reconstruction (SPAR) method [2, 3] to
this mouse data [4], which involved generating an attrac-
tor from the ECG signals from which features were manu-
ally extracted and machine learning was then used to clas-
sify the signals as being from either a wild-type or mutant
mouse. In this work, we use deep learning applied to the
attractor images directly in order to perform the same clas-
sification task. In particular, we modify pre-trained deep
neural networks to give our binary classification, which
are then retrained on the attractor images, a process known
as transfer learning. A similar approach has been applied
to other biological image classification problems, includ-
ing detecting metastases in whole slide images of lymph
node sections [5], brain abnormality classification using
magnetic resonance images [6] and alcoholism screening
of brain magnetic resonance images [7].
2. The Data
Short ECG signals were obtained from 42 anaesthetised
mice using the procedure described in [8]. Lead I and II
recordings were obtained from 36 mice with an additional
3 Lead I and 3 Lead II recordings from a further 6 animals,
giving 78 signals in total with duration ranging from 21
seconds to 10 minutes. The 78 signals can be classified by
type (42 WT, 36 Scn5a+/−), gender (42 male, 36 female)
and age (39 young, 39 old).
Figure 1. The SPAR method applied to an ECG signal (from [9]). From left to right: (i) Lead II ECG signal; (ii) Three-
dimensional attractor obtained using Takens’ delay coordinates; (iii) Two-dimensional attractor obtained by projecting the
three-dimensional attractor onto a plane perpendicular to the vector (1,1,1); (iv) The two-dimensional attractor density.
3. The Symmetric Projection Attractor
Reconstruction Method
Classical analysis of ECG signals involves identifying
particular points on the signal (P, Q, R, S, T) from which
a variety of intervals, such as QT, ST, PR, etc., can be de-
rived. Some amplitudes can also be found but are less com-
monly used. However, this approach derives only a small
number of features from the large quantity of data points
captured by an ECG device. Our SPAR method uses all of
the available waveform data and repackages it in the form
of a two-dimensional attractor, using Takens’ delay coordi-
nates together with some additional steps, and so the wave-
form shape is encoded in the shape of the attractor (see Fig.
1) [2,3]. Clearly, any changes in the shape of the waveform
will result in corresponding changes in the morphology of
the attractor.
We have previously applied the SPAR method to the
analysis of this mouse data [4]. In this case, we manu-
ally extracted 74 features from each attractor to which we
applied machine learning (k nearest neighbours (k = 3)
with forward feature selection) to provide the classifica-
tion. The manual features describe the geometry, density
and symmetry of the attractor. We now consider an al-
ternative approach in which we use deep neural networks
for automatic feature extraction using convolutional neu-
ral networks, thus removing the requirement for the man-
ual feature extraction. The results obtained using this deep
learning approach are compared with the results obtained
using manual feature extraction in Section 5.
4. Transfer Learning
There are 16 pre-trained deep neural networks avail-
able in the Deep Learning Toolbox of Matlab 2019a that
have been trained on the ImageNet database [10] which
contains over one million images classified into one thou-
sand object categories. We considered only four of these
networks, namely AlexNet, GoogLeNet, ResNet-18 and
SqueezeNet. Transfer learning involves replacing the fi-
nal classification layers of a pre-trained network and then
retraining it on a new set of images. In our case, we gener-
ate attractor images which are labelled as either wild-type
(WT) or Scn5a+/− mutation (SCN) and these images are
used to retrain the networks. All the weights and biases
were frozen, except for the new classification layer and we
used 20 epochs to retrain the network.
Following the same process as in [4], we take thirteen
consecutive windows each of length 10 seconds from all
of the ECG signals and generate an attractor for every win-
dow. The classification is performed for each window of
data/attractor individually and then a majority vote is used
to classify the animal. The advantage of using multiple
windows is that more images are generated (1014 in to-
tal), but clearly the disadvantage is that, particularly for
very stable signals, there is a lot of repetition in the im-
ages. However, we will use this approach as it allows for a
simple comparison with our previous results.
The results that we report are from cross-validation. In
this case, we divide the data into 18 groups, ensuring that
all 26 images derived from Lead I and Lead II signals from
a particular animal are contained in the same group, so that
none of the data from animals in the validation set is con-
tained in the training data. Each group contains an equal
number of WT and SCN images in most cases, although
this not possible in all cases due to the unequal size of these
two groups. The cross-validation error is minimised using
100 iterations of Bayesian optimisation over the four pa-
rameters of learning rate, minibatch size, L2 regularisation
and momentum.
We then repeat this procedure for classification of
the signals according to age (young/old) and gender
(male/female).
5. Results
We compare the results obtained for the three binary
classifications described above using the transfer learning
approach with the results that we previously obtained using
manual features and feature selection [4]. A summary of
these results, by individual record and by animal, is shown
in the top row of Table 1. If the number of correctly classi-
Figure 2. Histograms showing the distribution of votes for the classification of Type for the four different pre-trained
networks. Animals are correctly classified if the number of correct votes is 7 or above.
fied images from the 13 used for each animal is 7 or above
then, by majority vote, the animal is correctly classified.
We note that none of the transfer learning results gave
as high an accuracy as was achieved with the manual fea-
tures, except for the classification of Gender by record us-
ing GoogLeNet. Type classification had the highest accu-
racy for manual features (85.9%) and for all deep learning
models, with GoogLeNet again achieving the best deep
learning result (79.8%.) However, in Age classification,
AlexNet provided the best deep learning result (70.8%
against 79.2% for manual features), and a much larger
deficit in accuracy was observed in the other models.
In terms of performance on the ImageNet dataset, of the
four networks we are considering, the ResNet-18 network
achieved the highest accuracy [11]. However, in our case,
it was the worst performing for classification of Type and
was never the best performing network. It is also inter-
esting to note that the best performing network was not
consistent across the different classifications. Overall, the
performance of SqueezeNet was poor.
Histograms for each of the four networks showing the
number of correct votes are shown in Fig. 2 for the clas-
sification of Type. The number of animals for which all
13 images were correctly classified is 51 for AlexNet, 45
for GoogLeNet, 28 for ResNet-18 and 42 for SqueezeNet.
Thus, AlexNet scored 13/13 for almost two thirds of the
animals. However, it also had the highest number of ani-
mals (11) where all 13 images were misclassified.
There were 20 animals that had all 13 images correctly
classified by all four networks which consisted of 15 wild
type and 5 mutant. Two attractors from this group are
shown in Fig. 3. There was also 1 animal (SCN) that had
all 13 images misclassified by all the networks. The 6 low-
est total correct votes across all networks were all for SCN
animals while the lowest total correct vote for a WT ani-
mal was 12/52. An attractor from each of these animals is
shown in Fig. 4. The very thin arms of the WT attractor in
Fig. 3 is very common for WT animals, and so it is easy
to see why the SCN attractor in Fig. 4 was misclassified.
Similarly, the variability shown in the WT attractor in Fig.
4 is very characteristic of SCN attractors.
For the 20 animals that scored 13/13 for all networks,
Table 1. Deep learning results for binary classifications
compared with results using manual features. Top row:
accuracy of individual records; bottom row: accuracy for
animals using majority vote. The best/worst result for the
neural networks in each column is coloured green/red.
Type Age Gender
(WT/SCN) (Young/Old) (M/F)
Manual 85.9% 79.2% 76.7%
Features 68/78 66/78 65/78
AlexNet 77.1% 70.8% 68.2%
61/78 57/78 55/78
GoogLeNet 79.8% 64.8% 77.1%
66/78 53/78 62/78
ResNet-18 74.2% 61.5% 68.4%
62/78 50/78 54/78
SqueezeNet 76.1% 56.4% 58.6%
62/78 45/78 50/78
the classification with manual features also scored 13/13
in 19 cases with 1 scoring 12/13 and so the results here
are consistent. However, it is interesting to note that for
the animal in each class with the lowest total correct votes
across all the networks, the classification with the manual
features gave scores of 13/13 for the SCN animal and 6/13
for the WT animal and so clearly the manual features are
quantifying aspects of the attractor that are missed by the
feature extraction of the deep neural networks.
We conclude on a light-hearted note, by classifying the
four attractors shown in Figs 3 and 4 into one of the 1,000
ImageNet object categories. The attractors were all clas-
sified using the four pre-trained networks as either “barn
spider”, “walking stick”, “spotlight” or “harvestman” (also
known as “daddy longlegs”). The associated probabili-
ties are generally quite low (0.1–0.4), although ResNet-18
classified the WT attractor in Fig. 3 as a “spotlight” with
probability of 0.77!
6. Conclusions
Clearly the pre-trained networks used for the transfer
learning have not been trained on images that resemble our
attractors, whereas the manual features have been tailored
to the specific features of the attractors, and so it is not too
WT SCN
Figure 3. Attractors from a wild type (left) and a mutant
(right) animal for which all four networks classified all 13
windows correctly.
WT SCN
Figure 4. Attractors from a wild type (left) and a mutant
(right) animal for which all four networks classified all 13
windows incorrectly.
surprising that they have not been able to match the pre-
diction accuracy obtained with the manual features. The
other issue is that our dataset is small and has repeated
windows containing similar information, at least for sta-
ble signals. These two issues can be addressed by using a
larger dataset and developing and training deep neural net-
works specifically for classification of attractor images and
it is anticipated that this would give improved results.
We also note that the feature selection that we used with
the manual features resulted in an improvement in accu-
racy. Performing classification using all 74 of the man-
ual features without feature selection using the k nearest
neighbours classifier gives accuracies of 71.8% for Type,
53.0% for Age and 56.9% for Gender. Clearly the transfer
learning approach exceeds all of these. There is however
no similar feature reduction process with deep learning.
This study has shown the potential for using deep neu-
ral networks for the classification of attractor images, but
clearly further work is required.
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