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Capítulo 1
INTRODUCCIÓN
El problema del control de oscilaciones en la máquina síncrona consiste en dis-
minuir, o intentar eliminar, las ﬂuctuaciones que se presentan en las señales de
salida (voltaje en terminales, potencia entregada, frecuencia) tras una variación en
las condiciones de operación. Dentro de las consecuencias que se generan cuando
este fenómeno tiene lugar de manera prolongada está la pérdida de sincronismo que
conduce a inestabilidades transitorias del sistema.
La literatura especializada hace múltiples referencias a la inestabilidad de los sis-
temas eléctricos de potencia haciendo énfasis en las posibles estrategias y/o técnicas
que puedan ser utilizadas para evitar que los fenómenos que la generan perduren
y prosperen. Aunque no todas las perturbaciones de pequeña señal, o pequeñas os-
cilaciones, convierten en inestable un sistema eléctrico si se hace necesario estudiar
cuando y bajo qué condiciones dichas oscilaciones hacen que dicho sistema pierda
su estabilidad porque una vez esto sucede el sistema reduce los límites de transfer-
encia de potencia considerablemente. Otras consecuencias de la inestabilidad son:
primero, la pérdida de los perﬁles óptimos de tensión en los nodos de la red causa-
da por las ﬂuctuaciones en los voltajes y, segundo, que los sistemas de protección
operen en falso interrumpiendo el servicio en zonas que no presentan daño alguno.
Las acciones de control correctivas respecto de las oscilaciones de pequeña señal en
las máquinas síncronas pueden llevarse a cabo a través de diversos dispositivos entre
los cuales se encuentra el estabilizador de sistema de potencia (P.S.S Power System
Stabilizer). La implementación de este dispositivo, tras una apropiada sintonización,
lo ha convertido, desde hace más de sesenta años, en una útil herramienta para
amortiguar las oscilaciones electromecánicas de los sistemas eléctricos, en todos los
cuales los generadores son un eslabón imprescindible.
El procedimiento y la forma como se diseñan los controladores han sido el objeto de
un sinnúmero de investigaciones y estudios. Algunos de estos plantean la planeación
inteligente de la ganancia de un controlador proporcional-integral como estrategia
para enfrentarse al problema de la oscilación de la máquina síncrona. Esta se vale
de técnicas inteligentes para concebir controles adaptivos que pueden hacer frente
a un particular y especíﬁco espacio de escenarios de operación de la máquina.
Este documento es el compendio de los resultados de todo lo que abarca el desar-
rollo teórico de un controlador proporcional-integral cuyo objetivo es amortiguar
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las oscilaciones de pequeña señal que se presentan en la potencia de salida, el volta-
je en terminales y la velocidad angular de una máquina síncrona conectada a un
barraje inﬁnito, sometida a variaciones en algunas condiciones de operación. El
procedimiento inició con la formulación y posterior linealización, a través del cál-
culo de las constantes del modelo lineal formulado por Heﬀron  Philips, de las
ecuaciones algebraicas y diferenciales pertenecientes al modelo no lineal de tercer
orden del sistema máquina-barra inﬁnita. A continuación se seleccionó un punto
de operación del sistema para el cual se diseñaron las constantes de un P.S.S del
tipo PI que amortiguara las oscilaciones de pequeña señal ocasionadas por cambios
en el torque mecánico ó en el voltaje de referencia. Obtenidas las constantes del
controlador se construyó una matriz de posibles puntos de operación determinados
por valores de potencia activa y reactiva en por unidad (p.u) para cada uno de los
cuales el planeador de la ganancia seleccionaba los valores de Kp y Ki adecuados
para amortiguar las indeseadas ﬂuctuaciones. Obtenido el espacio de decisión se
utilizó la interpolación clásica como primera técnica en el planeador de la ganan-
cia. Acto seguido se usó una red neuronal, un sistema de inferencia neurodifuso
y una regresión lineal, realizada con máquinas de soporte vectorial, para comple-
tar cuatro posibles controladores con el mismo esquema de Gain Scheduling. La
implementación, al igual que la simulación de los controladores y el sistema, se
realizaron a través de herramientas del software MATLAB 7.5, y los resultados se
exponen en el capítulo de pruebas y resultados del presente documento.
Capítulo 2
ESTABILIDAD DEL SISTEMA DE
POTENCIA
La estabilidad de los sistema de potencia se puede deﬁnir como la capacidad que
estos tienen para operar y mantenerse bajo ciertas condiciones en un punto de
equilibrio deﬁnido, entre otros, por las tensiones, los ﬂujos de potencia y el ángu-
lo de carga. Debido al dinamismo del intercambio energético y a la falibilidad de
estos sistemas, son comunes las perturbaciones y los cambios en las magnitudes
que deﬁnen dicho punto de operación. Por consiguiente, dependiendo de la mag-
nitud de estos cambios o desequilibrios de potencia, el sistema puede alcanzar un
nuevo estado estable de funcionamiento, mantenerse en el estado original, o bien,
desestabilizarse.
La estabilidad en las máquinas síncronas o sincrónicas es una condición de equilibrio
entre fuerzas opuestas. En operación de estado estable el torque mecánico de entra-
da de la máquina esta en equilibrio con el torque eléctrico de salida y la velocidad
permanece constante. Pero si ocurre una perturbación este equilibrio se pierde y
en consecuencia se aceleran o desaceleran los rotores de las máquinas cuya posi-
ción relativa determina el ángulo de carga y por ende la capacidad de transferencia
de potencia. Por otra parte la estabilidad hace énfasis en la operación síncrona y
por esta razón los estudios que se realizan para mantener o ampliar los margenes
de estabilidad se centran en la máquina síncrona, en la cual se debe mantener los
perﬁles de tensión, de frecuencia y de potencia.
Por consiguiente, de acuerdo a la magnitud y velocidad con que ocurren estos
disturbios o cambios, se pueden distinguir los tres siguientes tipos de estabilidad:
estabilidad de régimen permanente, estabilidad transitoria y estabilidad dinámica.
Estabilidad de régimen permanente: Cuando los cambios se producen tan gradualmente
que los efectos transitorios pueden despreciarse (t > 300 seg)
Estabilidad transitoria: Cuando los cambios de carga se producen bruscamente (0 ≤ t ≤
1 seg)
Estabilidad Dinámica: Cuando se producen cambios de carga y se analiza el comportamien-
to del sistema entre (1 ≤ t ≤ 300 seg). En este período se debe considerar el efecto de los
reguladores de velocidad y tensión de las máquinas generadoras.
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2.1. EL PROBLEMADE ESTABILIDAD EN LAMÁQUINA
SÍNCRONA
El problema de estabilidad en la máquina síncrona hace referencia al sostenimiento
del sistema eléctrico en general, ya que se deben mantener las magnitudes ante-
riormente mencionadas dentro de los límites permitidos, de tal manera que si el
sistema de generación es afectado por un incremento o decremento en la tensión
o la potencia, éste sea lo suﬁcientemente robusto y rápido en la clariﬁcación de
estos nuevos estados de operación. En otras palabras, se persigue como meta que la
respuesta dinámica del sistema sea la mas suave y veloz, eliminando los sobrepasos
que tienden a llevar a las máquinas fuera de su síncronismo y reducen la vida útil
de los dispositivos de control. Por lo general a estos elementos se les conoce como
controles suplementarios ya que su función es ampliar los límites de estabilidad
y mejorar el tiempo de respuesta frente a perturbaciones en el sistema eléctrico.
Los controles suplementarios más conocidos son el regulador automático de voltaje
(AVR) y el estabilizador del sistema de potencia (PSS).
Los problemas de mas interés hacen referencia a la estabilidad de voltaje y a la
estabilidad angular pues estas variables son más sensibles a pequeños cambios en
el sistema de potencia, razón por la cual las ﬂuctuaciones presentadas en cortos
periodos de tiempo pueden sacar de sincronismo a otras máquinas y afectar los
ﬂujos de potencia. Este fenómeno se ve reﬂejado en la ley de conservación de la
energía, ya que para todo instante de tiempo la potencia de entrada deber ser igual
a la entregada mas las pérdidas.
Tm.W = E
En el caso en el que la potencia demandada disminuya, los rotores de los generadores
se aceleran debido a que la potencia mecánica es mayor que la potencia eléctrica
generada. En el caso contrario, si la potencia mecánica disminuye y la potencia
eléctrica demandada es mayor que la generada, estos tienden a frenarse.
Se hace necesario, entonces, deﬁnir la estabilidad de voltaje y la estabilidad angular,
que han de ser usadas ampliamente a la hora de hablar de la estabilidad del sistema.
ESTABILIDAD DE VOLTAJE
La estabilidad de voltaje es la capacidad que tiene un sistema para mantener la
magnitud de tensión dentro de los límites establecidos. Los dispositivos encargados
de realizar esta operación son los controladores como el A.V.R y el P.S.S. Estos
censan una señal de salida, como, por ejemplo, los cambios en la frecuencia, los
cambios en la potencia, o una combinación de las anteriores, y contrarrestan la
perturbación presentada a través de la manipulación de señales del sistema de
excitación.
ESTABILIDAD ANGULAR
Es la capacidad de las máquinas síncronas interconectadas en un sistema de potencia
para permanecer en sincronismo. La inestabilidad del sistema de potencia se puede
presentar por la variación de velocidad de los rotores de la máquinas por fuera del
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rango de sincronismo. En consecuencia se presenta un decremento en la salida de
potencia debido a las oscilaciones electromecánicas del sistema.
Generalmente la estabilidad angular se clasiﬁca en tres grupos: estabilidad de estado
estable o de regimen permanente, estabilidad transitoria y estabilidad oscilatoria.
ESTABILIDAD DE ESTADO ESTABLE
La estabilidad de estado estable hace referencia a la operación normal del sistema
eléctrico en la que no se presentan cambios bruscos de carga o generación y por
lo tanto no hay ningun tipo de oscilación. Un ejemplo de inestabilidad de estado
estable puede presentarse cuando un generador tiene problemas con el regulador
automático de voltaje, llevando a la intervención manual de este dispositivo. De esta
manera la respuesta del generador se ve afectada por los cambios en las condiciones
de operación, y en ese caso, el nivel de tensión caerá subitamente si la demanda de
potencia activa y reactiva se incrementa.
ESTABILIDAD TRANSITORIA
Los transitorios se presentan en sistemas que tienen cambios subitos de carga. Los
indeseables efectos que esto genere se pueden contrarrestar gracias a la capacidad
que tenga el sistema de excitación para generar grandes cantidades de ﬂujo mag-
nético en tiempos muy cortos en busqueda del equilibrio de los torques resultantes
en el sistema.
ESTABILIDAD OSCILATORIA
Los sistemas oscilatorios se caracterizan por cambios constantes en las potencias,
la frecuencia y en la magnitud de las tensiones y de los ángulos. Un sistema puede
entrar en inestabilidad oscilatoria, en contadas ocasiones, como resultado de inter-
rupciones intermitentes de líneas de transmisión, pero guarda directa relación con
los incrementos graduales de las variables que deﬁnen el punto de operación de tal
manera que el sistema global se vuelca hacia la inestabilidad.
ESTABILIDAD DE PEQUEÑA SEÑAL
Los estudios de estabilidad de pequeña señal analizan la capacidad de un sistema
eléctrico de potencia para mantener el sincronismo bajo perturbaciones pequeñas
que consisten en esos pequeños cambios de carga o generación presentes de manera
continua en dichos sistemas. La inestabilidad angular de pequeña señal puede pre-
sentarse de dos maneras: no oscilatoria, la cual hace referencia a un incremento en
el ángulo del rotor, y oscilatoria, que también incrementa el ángulo del rotor pero
con amplitud creciente.
En consecuencia se presentan variaciones en la frecuencia de la maquina síncrona
que están comprendidas en un rango que va de los 0.05 Hz hasta los 3 Hertz. Dicho
intervalo se divide comúnmente en cuatro modos de oscilación:
Modos locales (0.8 a 1.5 Hz): unidades generadoras oscilando con respecto al resto del
sistema.
CAPÍTULO 2. ESTABILIDAD DEL SISTEMA DE POTENCIA 9
Figura 2.1: Estabilidad del sistema de potencia
Modos interárea (0.2 a 0.7 Hz): grupo de máquinas oscilando respecto a otro grupo de
máquinas en otra parte del sistema y entre los cuales existe una conexión a través de una
línea de transmisión generalmente larga.
Modos de control: originado en el lazo cerrado del excitador y que puede dar origen a
oscilaciones en la potencia reactiva de las líneas.
Modos torsionales: oscilaciones asociadas con los componentes rotacionales del sistema de
eje-turbina-generador, aunque también pueden presentarse por interacción de parámetros
L-C de la red.
Los dos primeros modos tienen naturaleza electromecánica en directa asociación
con los rotores de los generadores.
Aunque no todas las perturbaciones de pequeña señal, o pequeñas oscilaciones, con-
vierten en inestable un sistema eléctrico de potencia si se hace necesario observar
cuando y bajo qué condiciones dichas oscilaciones hacen que dicho sistema pierda
su estabilidad porque una vez que esto sucede el sistema reduce los límites de trans-
ferencia de potencia de manera considerable. Además al presentarse inestabilidad
aparecen consecuencias indeseables como el hecho que los perﬁles óptimos de ten-
sión se pierden por las ﬂuctuaciones en los voltajes y que los sistemas de protección
operen en falso interrumpiendo el servicio en zonas que no presentan daño alguno.
Capítulo 3
FUNCIONES BÁSICAS DE LOS
SISTEMAS DE CONTROL
Figura 3.1: Controles básicos de un generador
Se hace necesario conocer las principales características de los sistemas de control
para tener una visión más clara de cada uno en el sistema eléctrico de potencia,
puesto que el objetivo de la estrategia usada es el de generar y llevar potencia a un
sistema interconectado de la manera más conﬁable y económica posible, garanti-
zando los limites de tensión y frecuencia estipulados por las entidades reguladoras.
El sistema de control, dependiendo el caso, debe mantener los límites de frecuencia
controlando la potencia activa generada. Aunque la reactiva no es tan sensible a
cambios en la frecuencia, el controlador debe permitir a la máquina sostener el
rango de tensión para que el ﬂujo de esta potencia no se vea afectado. Dentro de
estos sistemas se pueden encontrar el control de excitación y los estabilizadores
del sistema de potencia, ambos ampliamente utilizados en el mundo. La buena
10
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sintonización de estos controladores se hace indispensable para extender los límites
de estabilidad en el sistema eléctrico.
En la anterior fígura se muestran los controles básicos de un generador síncrono y
se prestará más atención a los dispositivos de la parte superior de ésta (excitador,
AVR, PSS), ya que son los encargados de que el sistema mantenga los limites de
tensión y aporten a la estabilidad global.
FUNCIONES BÁSICAS DEL SISTEMA DE EXCITACIÓN
La función básica del sistema de excitación es proveer la corriente necesaria en el devanado
de campo para mantener los límites de tensión en su valor especiﬁcado y por ende el ﬂujo
de potencia reactiva en el sistema interconectado.
El sistema de excitación se comporta como un circuito de control y protección, ya que
regula la corriente de campo y por ende la tensión de campo. Esto a la vez ayuda en el
problema de estabilidad como también en la vida útil de los dispositivos.
La estabilidad del sistema de potencia depende del tiempo de respuesta de la excitación
y la capacidad del sistema. Por otro lado si se incrementa la capacidad y se disminuye el
tiempo de respuesta se puede ampliar el margen de estabilidad.
FUNCIÓN BÁSICA DEL REGULADOR AUTOMÁTICO DE VOLTAJE
La función del regulador automático de voltaje es enviar la señal correspondiente (control
del ángulo de disparo del dispositivo usado) a un circuito rectiﬁcador que puede ser del
tipo semi-controlado ó controlado, entre otros, para que este provea la corriente suﬁciente
y la falla sea clariﬁcada.
FUNCIÓN BÁSICA DEL ESTABILIZADOR DEL SISTEMA DE POTENCIA
La función básica del PSS es extender los limites de estabilidad por la modulación de la
excitación para proveer amortiguamiento a las oscilaciones del rotor de la máquina sín-
crona, el rango típico de estas oscilaciones esta en [0.2-2.5] Hz las cuales son las encargadas
de limitar el ﬂujo de potencia.
La utilidad del PSS radica en extender los límites de estabilidad para un mayor ﬂujo
de potencia. Este se usa en sistemas de transmisión débiles o con grandes demandas de
carga cargas grandes para que frente a fallas como corto circuito o salida de líneas de trans-
misión, genere un buen amortiguamiento que beneﬁcie el sistema frente a estas condiciones
anormales de funcionamiento.
La señal del PSS puede ser provista de varias entradas diferentes medidas en los terminales
del generador. Para esto el PSS usa sensores, ﬁltros, ganancias y limitadores, y dependiendo
de la señal de entrada se clasiﬁcan en: PSS basado en4w, PSS basado en4p−w; existiendo
también otros estabilizadores que combinan varias señales o que las usan por separado.
3.1. CLASIFICACIÓN DE SISTEMAS DE CONTROL DE
LA EXCITACIÓN
Se tienen tres grandes grupos:
Sistemas de excitación de corriente directa.
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Sistemas de excitación de corriente alterna.
Sistemas de excitación estáticos.
3.1.1. SISTEMA DE EXCITACIÓN DE CORRIENTE DIRECTA
Figura 3.2: Excitador de DC
En esta categoría, los sistemas de excitación usan un generador de corriente directa
como fuente de potencia para la excitación el cual se encarga de proveer corriente
al rotor por medio de anillos rozantes. La excitación se encuentra controlada por la
amplidina. Estos sistemas fueron usados en el periodo de 1920-1960 y empezaron a
ser reemplazados al principio de la década de los 60 por sistemas de excitación de
corriente alterna.
3.1.2. SISTEMA DE EXCITACIÓN DE CORRIENTE ALTERNA
Figura 3.3: Excitador de AC
Este tipo de sistema de excitación surgío gracias al desarrollo de la electrónica de
estado sólido. Con los rectiﬁcadores se puede manejar mayor cantidad de corriente
con un buen margen de conﬁabilidad. Estos sistemas usualmente tienen el excitador
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en el mismo eje que el primo motor y hacen el control de la cantidad de corriente
a la salida de la excitación por medio de rectiﬁcadores, lo que explica los muchos
tipos de excitación de corriente alterna que pueden conﬁgurarse dependiendo del
uso y la ubicación del dispositivo electrónico.
3.1.3. SISTEMA DE EXCITACIÓN ESTÁTICO
Figura 3.4: Excitador estático
Se tienen sistemas de excitación estáticos controlados y no controlados, para cuyos
dos casos el rectiﬁcador provee corriente al devanado de campo por medio de anillos
rozantes. El suministro de potencia para estos rectiﬁcadores proviene de las barras
auxiliares de la subestación o del generador principal aunque también puede darse
el caso en el que se usan los devanados auxiliares del generador.
3.1.4. PROTECCIONES EN LOS SISTEMAS DE EXCITACIÓN
Los sistemas modernos de excitación tienen, además de los reguladores de voltaje,
limitadores de sub-excitación y sobre-excitación, medidores de voltaje, compen-
sadores de carga, limitadores y protecciones contra V-Hz.
COMPENSACIÓN DE CARGA
Se puede usar compensación de carga en casos donde se desee controlar una ten-
sión que es representativa del voltaje en un punto interior o exterior de la máquina
síncrona. Lo anterior se logra con la adición de circuitos al lazo del AVR. El com-
pensador posee una resistencia e inductancia ajustables que simulan la impedancia
entre los terminales del generador y el punto en el cual la tensión es controlada.
LIMITADOR DE SOBRE EXCITACIÓN
Este dispositivo se encarga de proteger el generador del sobrecalentamiento que
se produce cuando el devanado de campo se expone a una corriente alta durante
largos periodos de tiempo. Los tipos de estos limitadores varían dependiendo del
fabricante y la antigüedad de la máquina síncrona.
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Figura 3.5: Compensador de carga
LIMITADOR DE SUB-EXCITACIÓN
Este dispositivo se encarga de prevenir la reducción de la excitación de la máquina
síncrona a un nivel donde no se exceda el límite de estabilidad de pequeña señal o el
límite de calentamiento en el núcleo. La señal de control puede ser una combinación
de potencia activa y reactiva o una combinación de tensión y corriente. Su función
básica es detectar el límite ﬁjado y una vez se llega a este valor, el limitador se
encarga de controlar el sistema de excitación.
LIMITADOR DE V-Hz
Este dispositivo tiene la función de proteger al generador y al transformador ele-
vador de tensión de daños causados por sobre-tensiones y/o grandes ﬂujos magnéti-
cos de baja frecuencia. La especiﬁcación del limitador de V/Hz se determina con
los valores nominales del transformador solo cuando los datos del generador son
diferentes al del transformador, de lo contrario si los datos nominales son iguales
se usan los del generador.
CIRCUITOS DE CORTO CIRCUITO EN EL DEVANADO DE CAMPO
Figura 3.6: Circuitos de corto circuito para el devanado de campo
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Por lo general se usa una conﬁguración tipo puente en el devanado de campo uti-
lizando un varistor o un crowbar. Se hace necesario su uso debido a fallas de corto
circuito que pueden inducir corrientes negativas en el generador, por lo cual, si
no se tiene un drenaje para éstas, se pueden dar sobre voltajes en el devanado de
campo. El crowbar consiste de un tiristor y un resistor de descarga de campo. Los
circuitos se muestran a continuación:
Capítulo 4
MODELO DE LA MÁQUINA
SÍNCRONA
Un modelo es una representación matemática de un sistema físico, que debe de-
scribir el comportamiento de dicho sistema de manera que sus características sean
las más reales y precisas con un grado de complejidad mínimo. Sin embargo los
sistemas físicos en su mayoria presentan comportamientos no líneales debido a la
dinámica inherente de la planta, más aún cuando se hace referencia a los sistemas
eléctricos de potencia que están en continuo cambio debido a reconﬁguraciones en
la topología del sistema, fallas en los sistemas de generación o distribución o varia-
ciones en la demanda. Esto justiﬁca el hecho de que el grado de representación de
un sistema eléctrico sea elevado.
Una de las partes importantes dentro del sistema eléctrico son los centros de gen-
eración los cuales se encargan de transformar algún tipo de energía primaria en
energía eléctrica por medio un sistema turbina-máquina y por lo tanto es de gran
interes para las empresas generadoras tener un buen modelo de este sistema para
realizar estudios de estabilidad y conﬁabilidad por medio de simulaciones, tales
que, puedan diseñar planes que sirvan de soporte para eliminar las oscilaciones
electromecánicas presentes en la máquina síncrona y alcanzar un nuevo estado de
equilibrio. Debido a la dinámica del sistema las expresiones que describen el com-
portamiento de la máquina síncrona son de tipo no líneal que tienen coeﬁcientes
dependientes del tiempo como lo son las inductancias mutuas y propias del rotor y
del estator. La forma más empleada de tratar este tipo de problemas es el uso de
transformaciones que eliminen la dependencia de éstas inductancias con la posición
del rotor en el tiempo. En otras palabras se hace uso de la conocida transformación
de PARK que se encarga de expresar los enlaces de ﬂujo, las corrientes y tensiones
en términos de las componentes de eje en cuadratura y eje directo. La validez de
las transformaciones empleadas esta en el principio de conservación de la energía,
de tal manera que la potencia del modelo no líneal dependiente de la posición del
rotor debe ser igual al modelo no lineal en los ejes en cuadratura y directo.
El uso de este nuevo modelo es necesario para el estudio de estabilidad de pequeña
señal y para tal proposito, se empleará la técnica de variables de estado debido a
que éstas se pueden manipular facilmente para el análisis frecuencial del sistema
teniendo conocimiento previo del punto de operación del sistema eléctrico.
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4.1. MODELOS DE LA MÁQUINA SÍNCRONA
Para estudios de estabilidad de pequeña señal se emplea generalmente un sitema
formado por un generador conectado a un bus inﬁnito el cual tiene la capacidad de
suministrar en teoría toda la potencia demandada sin afectar el perﬁl de tensión del
sistema. Por esta razón para el sistema eléctrico de potencia, grupos de máquinas
síncronas o partes del sistema, se pueden representar mediante este arreglo.
Los modelos se deﬁnen mediante el número de ecuaciones diferenciales que repre-
sentan las caracteristicas del sistema. Entre más grande sea el número, mayor la
complejidad del modelo y mayor el tiempo requerido para resolver las ecuaciones
diferenciales. A continuación se presentan seis modelos de la máquina síncrona.
Modelo 6
(
E˙
′′
d,E˙
′′
q,E˙
′
d,E˙
′
q,w˙, δ˙
)
Se consideran los efectos subtransitorios y transitorios en los ejes d y q, requiriendo
cuatro ecuaciones diferenciales más las ecuaciones de oscilación del modo mecánico.
Modelo 5
(
E˙′′q,E˙
′
d,E˙
′
q,w˙, δ˙
)
En este modelo el efecto de pantalla de las corrientes de Eddy en el rotor se des-
precian tal que E′d = 0.
Modelo 4
(
E˙
′
d,E˙
′
q,w˙, δ˙
)
Se desprecia el efecto de los devanados amortiguadores del modelo 6. El modelo es
ahora representado mediante las fems transitorias E′d y E
′
q detrás de las reactancias
transitorias x′d y x
′
q. Este modelo se considera lo bastante preciso para analizar la
dinámica de la maquina.
Modelo 3
(
E˙′q,w˙, δ˙
)
Este modelo es similar al 4, excepto que se considera constante E′d (la fem transitoria
de eje directo), por lo que la ecuación correspondiente desaparece.
Modelo 2
(
w˙, δ˙
)
Este es el conocido modelo clásico y es ampliamente usado en estudios de la dinámica
de la maquina sincrónica. En este caso se asume que ni la corriente de eje directo Id
ni la fem interna Ef representando la tensión de excitación varían mucho durante
un transitorio. El modelo es representado mediante la ecuación de oscilación y una
fem detrás de la reactancia transitoria de eje directo.
La justiﬁcación del modelo clásico radica en que se considera la constante de tiempo
T ′qo lo suﬁcientemente grande como para pensar que E
′
q no cambia y considerando
que los cambios en EfeId son pequeños . Lo anterior signiﬁca que E′q es casi constante,
y puesto que también se considera que E′d es constante, entonces tanto la magnitud
como la posición de la fem transitoria E′ con respecto al rotor se asume que es
constante.
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4.2. CARACTERÍSTICAS DE LAMÁQUINA SÍNCRONA
Figura 4.1: Máquina síncrona
La máquina sincrónica tiene dos elementos esenciales: el campo y la armadura.
Usualmente, el campo está en el rotor y la armadura en el estator. El devanado de
campo es excitado con corriente continua. Cuando el rotor es impulsado mediante
un primomotor (turbina) el campo magnético rotatorio producido por el devanado
de campo induce tensiones alternas en los devanados trifásicos de la armadura. La
frecuencia de la tensión inducida y de las corrientes que ﬂuyen por los devanados
del estator al conectarse una carga depende de la velocidad del rotor y del número
de polos de la máquina. La frecuencia de las cantidades eléctricas del estator es
entonces sincronizada con la velocidad mecánica del rotor, de allí la denominación
de máquina sincrónica.
Cuando dos o mas máquinas sincrónicas son interconectadas, los voltajes y corri-
entes de todas las máquinas deben tener la misma frecuencia, y la velocidad mecáni-
ca del rotor debe estar sincronizada a esta frecuencia, por tanto, los rotores de todas
las máquinas interconectadas deben estar en sincronismo.
La disposición física (distribución espacial) de los devanados en el estator es tal
que la corriente alterna ﬂuyendo en los devanados trifásicos producen un campo
magnético rotatorio tal que, en operación de estado estacionario, rota a la misma
velocidad del rotor. Los campos del rotor y el estator reaccionan entre sí y se
produce un torque (par) electromagnético debido a la tendencia de los dos campos
de alinearse entre sí. En un generador, este torque electromagnético se opone al
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giro del rotor, de tal manera que debe aplicarse un torque mecánico en el rotor
mediante un motor primario (primomotor) para mantener la rotación.
El torque eléctrico (o potencia) entregado por el generador cambia sólo si se cam-
bia el torque entregado por el primomotor. El efecto de incrementar el torque
mecánico aplicado en el rotor es adelantar el rotor a una nueva posición relativa al
campo magnético giratorio del estator. Por el contrario, una reducción en el torque
mecánico aplicado retrasa la posición del rotor. En condiciones de operación en esta-
do estacionario, el campo del rotor y el campo rotatorio del estator tienen la misma
velocidad. Sin embargo, existe una separación angular entre ellos dependiendo de
la potencia (o torque) de salida entregada por el generador.
4.3. CONSTANTES DE HEFFRON PHILLIPS
Las constantes de Heﬀron Phillips son el resultado de la manipulación algebraica
de las ecuaciones diferenciales del modelo de tercer orden de la máquina síncrona
conectada a un bus inﬁnito por medio de una reactancia Xe y resistencia Re que
se usan ampliamente en la conﬁguración del modelo de ﬂujo constante para estu-
dios de estabilidad de pequeña señal. Debido a esto, las expresiones que describen
el comportamiento del sistema se pueden linealizar para un punto de operación
conocido. Además, para las ecuaciones algebraicas del estator, se asume resistencia
despreciable y ninguna carga local conecta en el bus del generador.
Ecuaciones del modelo de ﬂujo constante de la máquina síncrona, donde:
δ : ángulo del rotor con respecto a los terminales de la máquina.
w : velocidad del rotor.
ws : velocidad síncrona.
D : factor de amortiguamiento
H : momento de inercia del rotor
Tm : par mecánico de entrada
T
′
do : constante de tiempo transitoria de eje directo
id, iq : corrientes del estator de eje directo y eje en cuadratura respectivamente.
E
′
q : tensión interna de armadura transitoria
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x
′
d : reactancia transitoria de eje directo
E˙′q = −
(
1
T ′do
)
(E′q + (Xd−X ′d)Id− Efd) (4.1)
δ˙ = w − ws (4.2)
w˙ =
( ws
2H
)
[Tm− (E′qIq + (Xq −X ′d) IdIq +D (w − ws))] (4.3)
Ecuaciones del estator con Rs = 0
XqIq − V t sin (δ − θ) = 0 (4.4)
E′q − V t cos (δ − θ)−X ′dId = 0 (4.5)
(V d+ jV q) ej(δ−
Π
2 ) = V tejθ (4.6)
Se organiza la ecuación anterior, para expandirla por Euler
(V d+ jV q) = V tej(θ−δ+
Π
2 )
(V d+ jV q) = V t cos
(
θ − δ + Π
2
)
+ V tj sin
(
θ − δ + Π
2
)
(V d+ jV q) = V t
[
cosx cos
Π
2
− sinx sin Π
2
+ j sinx cos
Π
2
+ j sin
Π
2
cosx
]
(4.7)
con x = θ − δ se tiene
(V d+ jV q) = V t [− sin (θ − δ) + j cos (θ − δ)]
(V d+ jV q) = V t [sin (δ − θ) + j cos (δ − θ)]
Igualando vectores se tiene
V d = V t sin (δ − θ) (4.8)
V q = V t cos (δ − θ) (4.9)
Reemplazando las ecuaciones de los voltajes Vd y Vq en las ecuaciones del estator se
tiene
XqIq − V d = 0 (4.10)
E′q − V q −X ′dId = 0 (4.11)
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Figura 4.2: Máquina síncrona conectada a un barraje inﬁnito
La corriente I que va del generador hacia el barraje inﬁnito es
I =
(V d+ jV q) ej(δ−
Π
2 ) − V∞∠0◦
Re+ jXe
(4.12)
(Id+ jIq) ej(δ−
Π
2 ) =
(V d+ jV q) ej(δ−
Π
2 ) − V∞∠0◦
Re+ jXe
(Id+ jIq) =
(V d+ jV q)− V∞e−j(δ−Π2 )
Re+ jXe
(Id+ jIq) =
[
(V d+ jV q)− V∞ (cos (δ − Π2 )− j sin (δ − Π2 ))]
Re+ jXe
(Id+ jIq) =
[
(V d+ jV q)− V∞ (cos δ cos Π2 + sin δ sin Π2 − j sin δ cos Π2 + j sin Π2 cos δ)]
Re+ jXe
De donde se tiene
(Id+ jIq) (Re+ jXe) = IdRe+ jIdXe+ jIqRe− IqXe
Igualando vectores
IdRe− IqXe = V d− V∞ sin δ (4.13)
IdXe+ IqRe = V q − V∞ cos δ (4.14)
Las ecuaciones se organizan en forma matricial[
V d
V q
]
=
[
0 Xq
−X ′d 0
] [
Id
Iq
]
+
[
0
E′q
]
(4.15)
[
V d
V q
]
=
[
Re −Xe
Xe Re
] [
Id
Iq
]
+ V∞
[
sin δ
cos δ
]
(4.16)
Ahora se linealizan ambas ecuaciones alrededor de un punto de operación[ 4V d
4V q
]
=
[
0 Xq
−X ′d 0
] [ 4Id
4Iq
]
+
[
0
4E′q
]
(4.17)
[ 4V d
4V q
]
=
[
Re −Xe
Xe Re
] [ 4Id
4Iq
]
+ V∞
[
cos δ
− sin δ
]
4δ (4.18)
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Igualando las ecuaciones linealizadas[
0 Xq
−X ′d 0
] [ 4Id
4Iq
]
+
[
0
4E′q
]
=
[
Re −Xe
Xe Re
] [ 4Id
4Iq
]
+V∞
[
cos δ
− sin δ
]
4δ (4.19)
[
Re − (Xe+Xq)
Xe+X ′d Re
] [ 4Id
4Iq
]
=
[
0
4E′q
]
+ V∞
[ − cos δ
sin δ
]
4δ
[ 4Id
4Iq
]
=
1
x1
[
Re Xe+Xq
− (Xe+X ′d) Re
] [
0 −V∞ cos δ4δ
4E′q +V∞ sin δ4δ
]
Donde
x1 = Re
2
+ (Xe+Xq) (Xe+X ′d)
[ 4Id
4Iq
]
=
1
x1
[ −ReV∞ cos δ4δ + (Xe+Xq) (4E′q + V∞ sin δ4δ)
(Xe+X ′d)V∞ cos δ4δ +Re (4E′q + V∞ sin δ4δ)
]
[ 4Id
4Iq
]
=
1
x1
[
Xe+Xq (Xe+Xq)V∞ sin δ −ReV∞ cos δ
Re (Xe+X ′d)V∞ cos δ +ReV∞ sin δ
] [ 4E′q
4δ
]
(4.20)
Linealizando las ecuaciones del modelo de ﬂujo constante
4E˙′q = −
(
1
T ′do
)
(4E′q + (Xd−X ′d)4Id−4Efd)
4δ˙ = ws4v
donde v = w/ws
4v˙ = −Iqo4E
′q
2H
− Dws4v
2H
+
(X ′d−Xq) Iqo4Id
2H
+
((X ′d−Xq) Ido− E′qo)4Iq
2H
+
4Tm
2H
Las ecuaciones anteriores se expresan en forma matricial 4E˙′q4δ˙
4v˙
 =
 −1T ′do 0 00 0 ws
−Iqo
2H 0
−Dws
2H
 4E′q4δ
4v
+
 1T ′do 00 0
0 12H
[ 4Efd4Tm
]
+
 X
′d−Xd
T ′do 0
0 0
(X′d−Xq)Iqo
2H
(X′d−Xq)Ido−E′qo
2H
[ 4Id4Iq
]
(4.21)
Se reemplazan 4Id y 4Iq en la ecuación anterior 4E˙′q4δ˙
4v˙
 =
 −1T ′do 0 00 0 ws
−Iqo
2H 0
−Dws
2H
 4E′q4δ
4v
+
 1T ′do 00 0
0 12H
[ 4Efd4Tm
]
+
1
x1
[y]
[
Xe+Xq (Xe+Xq)V∞ sin δ −ReV∞ cos δ
Re (Xe+X ′d)V∞ cos δ +ReV∞ sin δ
] [ 4E′q
4δ
]
(4.22)
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En donde
y =
 X
′d−Xd
T ′do 0
0 0
(X′d−Xq)Iqo
2H
(X′d−Xq)Ido−E′qo
2H

Para la ecuación anterior se expande cada término y se tienen las siguientes ecua-
ciones
4E˙′q = −1
T ′do
[
1 +
(Xd−X ′d) (Xe+Xq)
x1
]
4E′q−
V∞ (Xd−X ′d) [(Xe+Xq) sin δo−Re cos δo]
x1T ′do
4δ + 4Efd
T ′do
(4.23)
Los siguientes términos se conocen como K1, K2, K3 y K4
1
K3
= 1 +
(Xd−X ′d) (Xe+Xq)
x1
(4.24)
K4 =
V∞ (Xd−X ′d) [(Xe+Xq) sin δo−Re cos δo]
x1
(4.25)
4δ˙ = ws4v (4.26)
4v˙ = −
[
Iqox1− Iqo (X ′d−Xq) (Xe+Xq)−Re [(X ′d−Xq) Ido− E′qo]
2Hx1
]
4E′q−
Dws4v
2H
+
4Tm
2H
+
[
V∞Iqo (X ′d−Xq) [(Xe+Xq) sin δo−Re cos δo]
2Hx1
]
4δ+
[
V∞ [(X ′d−Xq) Ido− E′qo] [Re sin δo+ (Xe+X ′d) cos δo]
2Hx1
]
4δ (4.27)
K1 = −
[
V∞Iqo (X ′d−Xq) [(Xe+Xq) sin δo−Re cos δo]
x1
]
−
[
V∞ [(X ′d−Xq) Ido− E′qo] [Re sin δo+ (Xe+X ′d) cos δo]
x1
]
(4.28)
k2 =
[
Iqox1− Iqo (X ′d−Xq) (Xe+Xq)−Re [(X ′d−Xq) Ido− E′qo]
x1
]
(4.29)
Finalmente las ecuaciones del modelo de ﬂujo constante para la máquina síncrona
se escriben en términos de las constantes halladas.
4E˙′q = − 1
K3T ′do
4E′q − K4
T ′do
4δ + 1
T ′do
4Efd (4.30)
4δ˙ = ws4v (4.31)
4v˙ = −K2
2H
4E′q − K1
2H
4δ − Dws
2H
4v + 1
2H
4Tm (4.32)
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El voltaje en terminales del generador Vt es igual a:
V t =
√
V d2 + V q2 (4.33)
Se linealiza ésta ecuación alrededor de un punto de operación Po y se tiene
2V to4V t = 2V do4V d+ 2V qo4V q
Despejando Vt se obtiene
4V t = V do
V to
4V d+ V qo
V to
4V q (4.34)
Ahora los voltajes se deben expresar en términos de 4δ y 4E′q, para lo cual se hace
uso de las siguientes expresiones[ 4V d
4V q
]
=
[
0 Xq
−X ′d 0
] [ 4Id
4Iq
]
+
[
0
4E′q
]
(4.35)
[ 4Id
4Iq
]
=
1
x1
[
Xe+Xq (Xe+Xq)V∞ sin δ −ReV∞ cos δ
Re (Xe+X ′d)V∞ cos δ +ReV∞ sin δ
] [ 4E′q
4δ
]
(4.36)
4V t =

[
ReXq
(
V do
V to
)−X ′d (Xe+Xq)(V qoV to)]
x1
+
V qo
V to
4E′q+
V∞
[
XqV do
V to [Re sin δo+ (Xe+X
′d) cos δo]− X′dV qoV to [(Xe+Xq) sin δo−Re cos δo]
]
x1
4δ
Donde
K5 =
V∞
[
XqV do
V to [Re sin δo+ (Xe+X
′d) cos δo]− X′dV qoV to [(Xe+Xq) sin δo−Re cos δo]
]
x1
(4.37)
K6 =
[
ReXq
(
V do
V to
)−X ′d (Xe+Xq)(V qoV to)]
x1
+
V qo
V to
(4.38)
La expresión del voltaje terminal en términos de las constantes K5 y K6 es:
4V t = K54δ +K64E′q (4.39)
Las constantes K1, K2, K3, K4, K5 y K6 fueron desarrolladas por Heﬀron Phillips
y planteadas en [1] para estudiar las oscilaciones locales de baja frecuencia en la
máquina síncrona.
En forma matricial se tiene:
4E˙′q
4δ˙
4v˙
4E˙fd
 =

− 1K3T ′do − k4T ′do 0 1T ′do
0 0 ws 0
−K22H −K12H −Dws2H 0
−KAK6TA −KAK5TA 0 − 1TA


4E′q
4δ
4v
4Efd
+

0
0
0
KA
TA
4V ref
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4.4. ASIGNACIÓNDE POLOS PARA LA DETERMINACIÓN
DE LAS CONSTANTES KP Y KI
La asignación de polos es un método de diseño de controladores para los cuales
se desea que el sistema opere de una forma especiﬁcada. Una forma de encontrar
los valores de las ganancias del controlador proporcional-integral es hacer uso de
las ecuaciones del modelo de espacio de estado planteadas en [6]. Para lo cual se
deﬁnirán las siguientes ecuaciones:
x˙ (t) = Ax (t) +Bu (t) (4.40)
y (t) = Cx (t) (4.41)
Se transforman las anteriores ecuaciones usando Laplace
sx (s) = Ax (s) +Bu (s)
y (s) = Cx (s)
Despejando x (s)se tiene
x (s) = [sI −A]−1 Bu (s) (4.42)
También se deﬁne la función de transferencia del controlador PI como H(S).
En donde
H (s) =
u (s)
y (s)
y por lo tanto u (s) = H (s) y (s) (4.43)
H (s) =
sTw
1 + sTw
(
Kp+
Ki
s
)
(4.44)
Reemplazando U(s)
x (s) = C [sI −A]−1 BH (s)x (s) (4.45)
x (s)
[
1− C [sI −A]−1 BH (s)
]
= 0 (4.46)
det
[
1− C [sI −A]−1 BH (s)
]
= 0 (4.47)
Asignando los polos s = λi se tiene
1− C [λiI −A]−1 BH (λi) = 0 (4.48)
Se iguala la anterior ecuación con la función de transferencia del controlador
1 + λiTw
C [λiI −A]−1 BλiTw
= Kp+
Ki
λi
(4.49)
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El siguiente paso es asignar dos polos λ1 y λ2 para hallar el valor de las constantes
del controlador
Ki =
[
1+λ1Tw
C[λ1I−A]−1Bλ1Tw −
1+λ2Tw
C[λ2I−A]−1Bλ2Tw
]
1
λ1 − 1λ2
(4.50)
Kp =
1 + λ1Tw
C [λ1I −A]−1 Bλ1Tw
− Ki
λ1
(4.51)
Capítulo 5
PLANIFICACIÓN DE LA
GANANCIA
La notoria no-linealidad de los modelos de los distintos elementos de los sistemas
eléctricos de potencia pone de maniﬁesto la necesidad de buscar o desarrollar téc-
nicas que permitan hacer una descripción efectiva de las relaciones de las variables
de salida con respecto a las variables de entrada. Se deben abandonar los modelos
invariantes con el tiempo ya que se hacen insuﬁcientes por causa del dinamismo de
dichos sistemas.
Figura 5.1: Esquema general de control
La planiﬁcación de la ganancia y las técnicas de control inteligentes ofrecen por
separado ventajas que pueden mezclarse para enfrentar estas diﬁcultades. La ca-
pacidad para reconocer patrones de relación entre variables que tienen las redes
neuronales y las redes neurodifusas, y las facilidades para hacer clasiﬁcaciones de
datos que poseen las máquinas de soporte vectorial, pueden aunarse a la estrategia
de un planiﬁcador que parte de múltiples particularizaciones de casos lineales para
lograr un controlador sencillo y efectivo.
27
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5.1. PLANIFICACIÓN DE LA GANANCIA
Los sistemas con planiﬁcación de la ganancia son utilizados para el control de sis-
temas cuya dinámica cambia con el punto de operación. Se utilizan con mayor
frecuencia en el control de plantas no lineales donde la relación entre la dinámi-
ca de la planta y las condiciones de operación son conocidas, y para las cuales un
modelo lineal invariante con el tiempo es insuﬁciente. En el caso de los sistemas
eléctricos de potencia, se presentan estas circunstancias, ya que son sistemas no
lineales cuyo punto de operación esta variando con los cambios en las condiciones
de carga o de operación.
Lo primero al utilizar esta metodología es linealizar el modelo del sistema alrededor
de un punto de operación. Luego, se aplican métodos de diseño del control lineal
para cada punto de operación con el ﬁn de obtener un conjunto de acciones de
control lineal que trabajen en forma satisfactoria cuando se trabaja en lazo cerrado.
La etapa ﬁnal es el planiﬁcador de la ganancia, el cual maneja los aspectos no
lineales del problema de diseño. La idea básica está en aplicar la interpolación de los
diseños obtenidos con el control lineal en los puntos de operación intermedios. Por
lo tanto, se establece un esquema para cambiar los parámetros del controlador lineal
basados en el monitoreo de las condiciones de operación. Usualmente el modelo se
presenta de tal manera que las condiciones de operación son especiﬁcadas mediante
los valores de una o más señales de salida o variables, y las ganancias se programan
de acuerdo a los valores instantáneos de aquellas.
Figura 5.2: Planiﬁcador de la ganancia
La principal ventaja es que los métodos de diseño de sistemas de control lineal son
aplicados al sistema linealizado en cada punto de operación. Otra ventaja es que los
parámetros del controlador pueden cambiar rápidamente en respuesta a cambios
en la dinámica de la planta como se plantea en [6].
Sin embargo, este método tiene también algunas desventajas que es importante
tener en cuenta. Una es la selección de las variables de programación adecuadas.
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No existe una caracterización general para su selección, excepto el criterio de que
son preferibles las variables lentas.
El diseño de los sistemas con planiﬁcación de la ganancia es guiado normalmente por
aspectos heurísticos. La regla más comúnmente utilizada es que debe seleccionarse
como variables de planiﬁcación aquellas que varían lentamente con respecto a la
dinámica del sistema y que permiten capturar la no linealidad de la planta.
5.2. TEORÍA DE LAS MÁQUINAS DE APRENDIZAJE
En la actualidad, el control de cualquier proceso necesita eﬁciencia e independencia
de los humanos expertos. Aunque la tarea de control que cumple una persona se
realiza de manera adecuada, esta depende de la variedad de operarios, del grado
de especialización que estos alcancen y también de su estado de ánimo. Por tan-
to se hace necesario proveer controles automáticos adecuados que se basen en el
comportamiento del sistema. Es aquí, donde se requiere un control que goce de car-
acterísticas inteligentes, con el cual sea posible controlar procesos con las mismas o
mejores prestaciones con las que lo hace un individuo.
El control inteligente se puede deﬁnir como aquel mecanismo que es capaz de ra-
zonar, comprender y aprender de la tarea de control que realiza, mejorando perma-
nentemente su desempeño. Para lograr un control inteligente es necesario utilizar
técnicas que faciliten manejar los procesos, entre las que se encuentran la lógica
difusa, las redes neuronales y las máquinas de soporte vectorial. Estas solucionan
la dependencia del factor humano porque a partir de datos almacenados y de las
acciones que realiza el operario, el sistema es entrenado para que ejecute el con-
trol, aprendiendo de cada acción hasta alcanzar el punto de mayor eﬁciencia para
la función que relaciona la entrada con la salida.
Las redes neuronales artiﬁciales son conocidas por la gran habilidad para aprender
las características de un grupo de patrones de entrada - salida, y la cantidad de
generalización que entregan cuando se les enfrenta a datos no presentados durante
las etapas de entrenamiento. La importancia de la lógica difusa es la facilidad de ex-
presar los factores complejos de un sistema de control por descripciones lingüísticas
autoexplicatorias de la estrategia de control permitiendo representar importantes
piezas de razonamiento común y calcular su factor de certeza. Las maquinas de so-
porte vectorial son una de las mejores herramientas computacionales para enfrentar
problemas de optimización, ya que su procedimiento colmado de transformaciones
lineales, garantiza, en un muy alto porcentaje, que la solucion no caiga en mínimos
locales.
La meta en los algoritmos de aprendizaje se basa en el control del riesgo empírico y
el valor del intervalo de conﬁanza. Sobre estos dos factores se tienen las siguientes
consideraciones:
Mantener el intervalo de conﬁanza ﬁjo para escoger una apropiada construcción de la
máquina y minimizar el riesgo empírico.
Mantener el valor del riesgo empírico ﬁjo y minimizar el intervalo de conﬁanza.
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Teniendo en cuenta estas dos consideraciones se pueden implementar las máquinas
de soporte vectorial que se basan en la minimización del intervalo de conﬁanza y
las redes neuronales que minimizan el riesgo empírico.
5.3. REDES NEURONALES
Las redes neuronales artiﬁciales son modelos inspirados en las estructuras y compor-
tamientos de neuronas biológicas y el sistema nervioso central, ya que estas tienen
características deseables como lo son el paralelismo masivo en la información, la rep-
resentación distribuida, la habilidad de aprendizaje, la habilidad de generalización,
la adaptabilidad, el procesamiento de información inherente y bajo consumo de
energía entre otros. Para conocer un poco sobre el comportamiento de las redes
neuronales se hace necesario comprender el funcionamiento de una red neuronal
biológica.
RED NEURONAL BIOLÓGICA
Una neurona es un tipo de célula biológica que procesa información y que tiene la
capacidad de comunicarse con precisión, rapidez y a larga distancia con otras células,
ya sean nerviosas, musculares o glandulares. A través de las neuronas se transmiten
señales eléctricas denominadas impulsos nerviosos. Estos impulsos nerviosos viajan
por toda la neurona comenzando por las dendritas, y pasan por toda la neurona
hasta llegar a las ramiﬁcaciones terminales, en donde se pueden conectar con otra
neurona, ﬁbras musculares o glándulas. La conexión entre una neurona y otra se
denomina sinapsis.
Figura 5.3: Neurona biológica.
Las neuronas conforman e interconectan los tres componentes del sistema nervioso:
sensitivo, integrador o mixto y motor. De esta manera, un estímulo, que es captado
en alguna región sensorial, entrega cierta información que es conducida a través
de las neuronas y es analizada por el componente integrador que puede elaborar
una respuesta en forma de señal y que es conducida a través de las neuronas.
Así cuando un impulso alcanza el terminal de la sinapsis, una sustancia química
llamada neurotransmisor se libera para activar o inhibir la neurona y si esta se
activa, se encargará de emitir los impulsos eléctricos a sus vecinos. En conclusión,
la efectividad de la sinapsis puede ser ajustada por las señales que pasan a través
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Figura 5.4: Red neuronal artiﬁcial
de ella, permitiendo a la sinapsis aprender de las actividades en las cuales ha sido
partícipe. Esta dependencia histórica actúa como un tipo de memoria que es la
causable del proceso de aprendizaje en los seres vivos.
El conocimiento de las redes neuronales biológicas ha dado lugar a un diseño em-
pleado en inteligencia artiﬁcial. Estas redes funcionan porque cada neurona recibe
una serie de entradas a través de interconexiones y emite una salida. Esta sali-
da viene dada por tres funciones: una función de propagación que por lo general
consiste en el sumatorio de cada entrada multiplicada por el peso de su interconex-
ión; una función de activación, que modiﬁca a la anterior y que puede no existir,
siendo en este caso la salida igual a la función de propagación; y una función de
transferencia, que se aplica al valor devuelto por la función de activación.
ARQUITECTURAS DE LAS REDES NEURONALES
Dependiendo de la conexión se pueden tener dos categorías que son las redes real-
imentación hacia adelante (feed-forward) y las redes recurrentes.
Figura 5.5: Esquema de una red neuronal artiﬁcial.
En las redes FEED-FORWARD, también conocidas como multicapas perceptron,
las neuronas se organizan por capas que tienen una sola dirección. Generalmente las
redes feed-forward tienen características estáticas ya que solo producen un conjunto
de valores a la salida para un valor en la entrada asignado. Estas redes se conocen
como redes de memoria lenta, en el sentido que su respuesta para una entrada es
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independiente del estado previo de la red. Por otro lado las redes recurrentes (feed-
back), son sistemas dinámicos debido a que si en el modelo se presenta una nueva
entrada, todas las salidas de las neuronas son computadas y por ende la red entra
en un nuevo estado.
ENTRENAMIENTO DE LAS REDES NEURONALES ARTIFICIALES
Una de las principales características de las redes neuronales es su capacidad de
aprendizaje. El entrenamiento de las redes neuronales muestra algunos paralelismos
con el desarrollo intelectual de los seres humanos. No obstante aun cuando parece
que se ha conseguido entender el proceso de aprendizaje conviene ser cauteloso
porque el aprendizaje de las redes neuronales está limitado.
El objetivo del entrenamiento de una red neuronal es conseguir que una aplicación
determinada, para un conjunto de entradas, produzca el conjunto de salidas de-
seadas o mínimamente consistentes. El proceso de entrenamiento consiste en la
aplicación secuencial de diferentes conjuntos o vectores de entrada para que se
ajusten los pesos de las interconexiones según un procedimiento predeterminado.
Durante la sesión de entrenamiento los pesos convergen gradualmente hacia los
valores que hacen que cada entrada produzca el vector de salida deseado.
Los algoritmos de entrenamiento o los procedimientos de ajuste de los valores de las
conexiones de las redes neuronales se pueden clasiﬁcar en dos grupos: Supervisado
y No Supervisado.
Entrenamiento Supervisado
Estos algoritmos requieren el emparejamiento de cada vector de entrada con su
correspondiente vector de salida. El entrenamiento consiste en presentar un vector
de entrada a la red, calcular la salida de la red, compararla con la salida deseada,
y el error o diferencia resultante, se utiliza para realimentar la red y cambiar los
pesos de acuerdo con un algoritmo que tiende a minimizar el error.
Las parejas de vectores del conjunto de entrenamiento se aplican secuencialmente y
de forma cíclica. Se calcula el error y el ajuste de los pesos por cada pareja hasta que
el error para el conjunto de entrenamiento entero sea un valor pequeño y aceptable.
Entrenamiento No Supervisado
Los sistemas no supervisados son modelos de aprendizaje más lógicos en los sistemas
biológicos. Desarrollados por Kohonen (1984) y otros investigadores, estos sistemas
de aprendizaje no supervisado no requieren de un vector de salidas deseadas y por
tanto no se realizan comparaciones entre las salidas reales y salidas esperadas. El
conjunto de vectores de entrenamiento consiste únicamente en vectores de entrada.
El algoritmo de entrenamiento modiﬁca los pesos de la red de forma que produzca
vectores de salida consistentes. El proceso de entrenamiento extrae las propiedades
estadísticas del conjunto de vectores de entrenamiento y agrupa en clases los vec-
tores similares.
ALGORITMO DE ENTRENAMIENTO
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Las redes Backpropagation tienen un método de entrenamiento supervisado. A la
red se le presenta parejas de patrones, un patrón de entrada emparejado con un
patrón de salida deseada. Por cada presentación los pesos son ajustados de forma
que disminuya el error entre la salida deseada y la respuesta de la red.
El algoritmo de aprendizaje backpropagation conlleva una fase de propagación hacia
adelante y otra fase de propagación hacia atrás. Ambas fases se realizan por cada
patrón presentado en la sesión de entrenamiento.
Propagación hacia Adelante
Esta fase de propagación hacia adelante se inicia cuando se presenta un patrón en
la capa de entrada de la red. Cada unidad de la entrada se corresponde con un
elemento del vector patrón de entrada. Las unidades de entrada toman el valor de
su correspondiente elemento del patrón de entrada y se calcula el valor de activación
o nivel de salida de la primera capa. A continuación las demás capas realizarán la
fase de propagación hacia adelante que determina el nivel de activación de las otras
capas.
La función de red se caracteriza por realizar una suma ponderada de las entradas
llamada Sj, presentar una salida aj y tener un valor δj asociado que se utilizará en
el proceso de ajuste de los pesos. El peso asociado a la conexión desde la capa i a
la capa j se representa por wji, y es modiﬁcado durante el proceso de aprendizaje.
Sj =
∑
ajwji
y genera la salida o nivel de activación según la siguiente ecuación:
salida = f(Sj)
La función f es una función umbral genérica, entre las que cabe destacar la función
Sigmoid y la función Hiperbólica. El valor de la salida de la capa j es enviado o
transmitido a lo largo de todas las conexiones de salida de dicha unidad.
Propagación hacia Atrás
Esta fase hace referencia al tratamiento del error calculado en cada época. La real-
imentación de los pesos se realiza a partir de lo distante que esté el valor calculado
de la salida respecto del valor deseado. Con base en esa diferencia se reacomodan
los pesos en cada neurona para que la nueva salida converja con mayor rapidez, o al
menos, que esta esté guiada por un valor más cercano a la meta de entrenamiento.
5.4. REDES NEURO DIFUSAS
Un esquema particular de red neurodifusa conocida como sistema de inferencia difu-
so (ANFIS) es utilizado para amortiguar las oscilaciones en un sistema de potencia
eléctrico cuando se presentan pequeñas perturbaciones. El sistema funciona bajo
el esquema de planiﬁcación de la ganancia que permite la operación del sistema en
diferentes puntos de operación tomando los valores adecuados para los parámetros
del amortiguador de oscilaciones más comúnmente conocido como estabilizador del
sistema de potencia en cada uno de esos puntos.
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La implementación de un controlador neurodifuso comprende una fase de entre-
namiento fuera de línea en la que se entrenan parámetros como las funciones de
pertenencia de entrada y los pesos que permiten escoger las reglas más adecuadas
para la operación del sistema. La otra etapa es la de aplicación en la que se uti-
lizan los valores obtenidos del mapeo entrada-salida para garantizar una correcta
operación como controlador.
ANFIS
Es necesario hacer claridad en un par de aspectos de los ANFIS que necesitan de
un mejor entendimiento. Primero, no existen métodos estándar para transformar
el conocimiento humano experto ó la experiencia en la base de las reglas ó los datos
de entrenamiento de una red ANFIS; y segundo hay una necesidad de encontrar
métodos efectivos para sintonizar las funciones de pertenencia con el objetivo de
minimizar el error en la salida o maximizar el indicador de desempeño.
Las reglas difusas si  entonces o declaraciones condicionales difusas utilizan eti-
quetas caracterizadas por funciones de pertenencia apropiadas, para, gracias a su
forma concisa, capturar y estructurar los imprecisos modos del razonamiento, los
cuales, lejos de toda discusión, juegan un papel esencial en la habilidad humana
para tomar decisiones en un ambiente donde hacen falta certeza y precisión.
Reglas difusas si-entonces y sistemas de inferencia difusos
Existen en general dos tipos de reglas o sentencias difusas:
Donde la premisa y el consecuente son variables lingüísticas caracterizadas por funciones
de pertenencia.
Donde la premisa es una variable lingüística caracterizada por una función de pertenencia
y el consecuente está descrito por una ecuación no difusa.
Estos dos tipos de declaraciones condicionales difusas o reglas difusas son usadas
ampliamente en modelamiento y control y a través del uso de etiquetas lingüísticas
y funciones de pertenencia, fácilmente capturan el espíritu de lo que los ingleses
llaman regla del pulgar (rule of thumb), que no es otra cosa que cualquier
procedimiento de fácil aprendizaje y aplicación, llevado a cabo por humanos, para
tomar una decisión.
Los sistemas de inferencia difusos son también conocidos como Sistemas basa-
dos en reglas difusas, Modelos difusos, Memorias asociativas difusas (FAM) ó
Controladores difusos. Básicamente un ANFIS está compuesto de cinco boques
funcionales:
Una base de reglas que contiene un número de reglas si  entonces.
Una base de datos, la cual deﬁne las funciones de pertenencia de las entradas usadas en
la base de reglas.
Una unidad de toma de decisiones que realiza las operaciones de inferencia en las reglas.
Una interfaz de fuzziﬁcación que transforma los valores de las entradas en grados de
pertenencia con variables lingüísticas.
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Figura 5.6: Sistema de inferencia difuso (ANFIS)
Una interfaz de defuzziﬁcación que transforma los resultados difusos en valores reales de
salida.
Usualmente los pasos del razonamiento difuso (las operaciones de inferencia sobre
las reglas difusas si-entonces) realizados por el sistema de inferencia son:
1. Compara las entradas con las funciones de pertenencia de la parte de la premisa para
obtener los valores de pertenencia (o medidas de compatibilidad) de cada variable lingüís-
tica (este paso es el llamado fuzziﬁcación)
2. Combina (a través de un operador especíﬁco de norma-T, usualmente multiplicación o
mínimo) los valores de membrecía de en la parte de la premisa para obtener la fuerza de
disparo o peso de cada regla.
3. Genera el consecuente cualiﬁcado (pudiendo ser difuso o real) de cada regla dependiendo
de la fuerza de disparo.
4. Agrega el cualiﬁcado consecuente para producir una salida real (este paso es el llamado
defuzziﬁcación).
Distintos tipos de razonamiento difuso han sido propuestos en la literatura. Depen-
diendo del tipo de razonamiento difuso y de las reglas difusas si-entonces empleadas,
los sistemas de inferencia difusa se pueden clasiﬁcar en tres tipos:
1. La salida global es el promedio ponderado (el producto o el mínimo de los grados de
pertenencia con la premisa) de los valores reales de salida inducidos por la fuerza de disparo
de cada regla y cada función de pertenencia de salida. Las funciones de pertenencia de
salida de este esquema deben ser funciones monotónicas.
2. La salida difusa global es derivada de la aplicación de la operación max a las salidas
difusas cualiﬁcadas (cada una de las cuales es igual mínimo de fuerza de disparo y la
función de pertenencia de salida de cada regla). Varios esquemas han sido propuestos
para escoger el valor real ﬁnal basado en el valor difuso global, algunos de los cuales son:
centroide del área, área de la bisectriz, promedio de máximos, criterio máximo, etc.
3. Las reglas difusas si-entonces de Takagi and Sugeno. La salida de cada regla es una com-
binación lineal de las variables de entrada más un término constante, y la salida ﬁnal es
el promedio ponderado de cada regla de salida.
Redes adaptivas: arquitecturas y algoritmos de entrenamiento
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Una red adaptiva es una estructura que consiste de nodos conectados a través de
vínculos direccionales. Además, parte o todos los nodos son adaptivos, lo que implica
que sus salidas dependen del parámetro o parámetros pertenecientes al nodo y las
reglas de entrenamiento especiﬁcan como estos parámetros deben cambiar para
minimizar una formulada medida de error.
La regla de entrenamiento básica de las redes adaptivas está basada en el gradiente
descendente y la regla de la cadena. Sin embargo existen otros métodos que aceleran
el proceso de aprendizaje y lo libran de caer en mínimos locales, como lo son el
aprendizaje por épocas o aprendizaje fuera de línea y el aprendizaje incremental o
aprendizaje en línea.
Una red adaptiva es una red multicapa pro alimentada (multilayer feedforward
network) en donde actúa una función en cada nodo sobre las señales de entrada
como también sobre los parámetros pertenecientes al nodo. Las fórmulas para las
funciones de nodo pueden variar de nodo a nodo, y la selección de cada función
de nodo depende de la función global que tiene que arrojar la red describiendo la
relación entrada-salida. Los vínculos en una red adaptiva solo indican la dirección
de ﬂujo de las señales entre los nodos sin asociar pesos.
Para resaltar las diferentes capacidades adaptivas se usan regularmente nodos cuadra-
dos para los nodos adaptivos y nodos circulares para los nodos que no tienen
parámetros de aprendizaje. El conjunto de parámetros de una red adaptiva es la
unión de todos los conjuntos de parámetros de cada nodo adaptivo. Con miras a
obtener el mapeo deseado de la relación entrada-salida, estos parámetros son actu-
alizados de acuerdo a los datos de entrenamiento y al procedimiento de aprendizaje
seleccionado.
Supóngase una red adaptiva que tiene L capas y que su k−e´sima capa tiene k número
de nodos. Se puede denotar el nodo en la i− e´sima posición de la k− e´sima capa por
(k, i), y su función de nodo (o salida de nodo) como Oki . Desde que la salida de un
nodo dependa de sus señales de entrada y su conjunto de parámetros, se tiene:
Oki = O
k
i (O
k−1
1 , . . . , O
k
# (k−1), a, b, c . . . (5.1)
Donde a, b, c, etc., son los parámetros pertenecientes a este nodo. (Nótese que se
usa Oki tanto como salida del nodo como función del nodo).
Asumiendo que el conjunto de datos de entrenamiento dados tienen P entradas, se
puede deﬁnir la medida del error (o función de energía) para la p − e´sima entrada
de los datos de entrenamiento 1 ≤ p ≤ P como la suma de los errores al cuadrado:
Ep =
# (L)∑
m=1
(Tm,p −OLm,p)2 (5.2)
Donde Tm,p es la m − e´sima componente del p − e´simo dato del vector objetivo de
salida, y OLm,p es la m − e´sima componente del vector de salida actual producido
por el ingreso del p − e´simo vector de entrada. Por lo tanto la medida global del
error es E =
∑P
p=1(Ep). Buscando desarrollar un procedimiento de aprendizaje que
implemente el gradiente descendente en E sobre el espacio de parámetros, primero
se tiene que calcular la tasa de error ∂Ep/∂O para el p− e´simo dato de entrenamiento
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para cada salida de nodo O. La tasa de error para el nodo de salida (L, i) puede ser
calculada fácilmente de la ecuación (2):
∂Ep
∂OLi,p
= −2(Ti,p −OLm,p) (5.3)
Para el nodo interno (k, i), la tasa de error puede ser derivada por la regla de la
cadena:
∂Ep
∂Oki,p
=
# (k+1)∑
m=1
∂Ep
∂Ok+1m,p
∂Ok+1m,p
∂Oki,p
(5.4)
Donde (1 ≤ k ≤ (L − 1)). Así es, la tasa de error de un nodo interno puede ser
expresada como una combinación lineal de las tasas de error de los nodos de la
siguiente capa. Por consiguiente para todo (1 ≤ k ≤ L) y (1 ≤ k ≤ #(k)), se puede
hallar ∂Ep/∂Oki,p mediante las ecuaciones (3) y (4).
Ahora, si α es un parámetro de la red adaptiva dada, se tiene:
∂Ep
∂α
=
∑
O S
∂Ep
∂O∗
∂O∗
∂α
(5.5)
Donde S es el conjunto de todos los nodos cuyas salidas dependen de α. Entonces
la derivada de la medida global del error E con respecto a α es:
∂E
∂α
=
P∑
p=1
∂Ep
∂α
(5.6)
En consecuencia, la fórmula actualizadora del parámetro genérico α es:
4α = −η ∂E
∂α
En la cual η es la tasa de aprendizaje que más adelante puede ser expresada como:
η =
k√∑
α(
∂E
∂α )
2
Donde k es el tamaño del paso, el largo de cada transición del gradiente en el espacio
de parámetros. Usualmente, se puede cambiar el valor de k para variar la velocidad
de convergencia.
Realmente, hay dos paradigmas de aprendizaje para redes adaptivas. Con el apren-
dizaje fuera de línea, la fórmula de actualización del parámetro α está basado en la
ecuación (6) y la actualización toma lugar solo después de la presentación total de
los datos de entrenamiento, es decir, solo después de cada época o barrido.
Por otra parte, si se desea que los parámetros sean actualizados inmediatamente
después de que cada par de entrada-salida sea presentado, entonces la fórmula estará
basada en la ecuación (5) y hará referencia a un aprendizaje en línea.
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ARQUITECTURA ANFIS
Se propone un sistema de inferencia difuso que tiene dos entradas x, y y una salida
z. La base de reglas contiene reglas difusas del tipo Sugeno [24]:
Regla 1: Si x es Ai y y es Bi, entonces fi = pix+ qiy + ri
Las capas usadas son las siguientes:
Primera capa: Los dos nodos de esta capa reciben cada uno el valor real de las
entradas y los inyecta a los nodos correspondientes de la segunda capa.
Segunda capa: Todos los nodos de esta capa son nodos adaptivos cuya función de
nodo es:
O1i = µAi(x) (5.7)
Donde x es la entrada del nodo i, y Ai es la etiqueta lingüística asociada con la
función del nodo. En otras palabras, O1i es la función de pertenencia de Ai y esta
especiﬁca el grado de pertenencia para el cual x satisface el cuantiﬁcador Ai. Usual-
mente se escoge una función tipo campana de Gauss con un máximo igual a uno y
un mínimo igual a cero, la cual es:
µAi(x) = exp
{
−
(
x− ci
ai
)}
(5.8)
Donde ci es el centro de la campana y ai es la varianza.
Tercera capa: Los nodos de esta capa multiplican todos los valores de entrada que
a él lleguen y calcula la fuerza de disparo o peso de cada uno:
wi = µAi(x)× µBi(y), i = 1, 2. (5.9)
La salida de cada nodo representa el promedio de todos los pesos anteriormente
calculados:
w¯i =
wi
w1 + w2
i = 1, 2. (5.10)
Cuarta capa: Cada nodo de esta capa tiene como función de nodo:
O4i = w¯ifi = w¯i(pix+ qiy + ri)
Donde w¯i es la salida de la tercera capa y pi, qi y ri son el conjunto de parámetros
correspondientes a la parte del consecuente.
Quinta capa: El único nodo de esta capa computa la salida global como la suma de
todas las señales que al llegan:
O5i = salida global =
∑
i
w¯ifi =
∑
i wifi∑
i wi
Sexta capa: Este único nodo entrega el valor real calculado.
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5.5. MÁQUINAS DE SOPORTE VECTORIAL
Básicamente una máquina de soporte vectorial (MSV) es un biclasiﬁcador, cuya
idea principal es construir un hiperplano que sirva como superﬁcie de decisión que
proporcione un margen de separación entre una clase positiva y otra negativa. La
teoría de las MSV se basa en la idea de minimización de riesgo estructural (SRM).
Dentro de las aplicaciones de las máquinas de aprendizaje se tienen:
Modelos de reconocimiento o clasiﬁcación (reconocimiento de rostros, de sonidos)
Pronostico con series de tiempo (ﬁnanzas, estado del clima)
Diagnostico en medicina o ingeniería
Sistemas robóticos para control y coordinación (navegación)
Control de procesos en plantas químicas, estaciones de potencia, misiles
Optimización
Procesamiento de señales
Pronostico ﬁnanciero (tasas de interés, índices ﬁnancieros)
Algunos casos estudiados donde se muestra el amplio rango de uso de las máquinas
de aprendizaje son:
Efectos de las drogas en el tiempo de sueño
Modelo de la función pulmonar con la medida del oxigeno consumido
Medida del ancho y longitud de la cabeza entre hermanos
Clasiﬁcación de la polución en el aire
Reconocimiento de caracteres escritos a mano
Figura 5.7: Frontera de decisión para dos clases
Una máquina de soporte vectorial primero mapea los datos de entrada a un espacio
característico de una dimensión mayor. Por ejemplo si se tienen datos en R2, la
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MSV se encarga de mapear estos datos a R3 encontrando la mejor superﬁcie de
decisión para que clasiﬁque y maximice el margen de separación m entre las clases
como se muestra en la siguiente ﬁgura.
El problema de maximización del margen m se asocia a un problema de progra-
mación cuadrática (QP) que puede ser resuelto con el uso de los multiplicadores de
Lagrange. Una de las ventajas de las MSV radica en que sin ningún conocimiento
del mapeo se puede encontrar el hiperplano óptimo usando funciones en el espacio
característico que son llamadas núcleos o kernels. La solución del problema de op-
timización básicamente esta en encontrar los multiplicadores de Lagrange (αi) que
se conocen como los vectores de soporte.
TEORÍA BÁSICA DE LAS MSV
CASO LINEALMENTE SEPARABLE
Para el análisis de clasiﬁcación se tiene un conjunto de datos de entrada S (x1, y1) , · · · · · · (xi, yi).
Cada punto de entrenamiento xi Rn pertenece a una de las dos clases, las cuales se
etiquetan como yi  {−1, 1} para todo i = 1 · · · · · · · · · l.
Figura 5.8: Caso linealmente separable
La clasiﬁcación de los datos en el espacio de entrada por lo general es una solución
poco viable debido a que no siempre se puede encontrar un hiperplano óptimo de
separación, lo que hace necesario el uso de transformaciones o funciones que per-
mitan mapear los datos de entrada a un espacio característico de mayor dimensión.
Así se designa la función ϕ encargada del mapeo del espacio característico en Rn a
un nuevo espacio característico z el cual es función de ϕ. Donde z = ϕ (x)
La nueva meta es encontrar un hiperplano de separación óptimo wz + b = 0, tal que
se pueda separar el punto xi de acuerdo a la siguiente función:
f (xi) = sign (w.zi+ b) =
{
1 yi = 1
−1 yi = −1
}
(5.11)
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Donde
w  z y b R (5.12)
En conclusión se dice que el conjunto de entrada S es linealmente separable si se
pueden encontrar los valores de (w, b) tal que las inecuaciones
w.zi+ b ≥ 1 yi = 1 (5.13)
w.zi+ b ≤ −1 yi = −1 (5.14)
con i = 1 · · · · · · · · · l (5.15)
Sean validas para todos los elementos del conjunto de entrada y garantizando la
maximización del margen m en el nuevo espacio característico
Figura 5.9: Caso no linealmente separable
CASO NO LINEALMENTE SEPARABLE
Para el caso no linealmente separable se introduce un nuevo término ξ que es el
encargado de permitir ciertas violaciones que no están presentes en el caso lineal. El
valor de ξ es una constante positiva y mayor a cero la cual se puede interpretar como
una medida del error entre los datos que no se pueden clasiﬁcar adecuadamente.
Así el nuevo problema a optimizar se modiﬁca de la siguiente manera:
yi (w.zi+ b) ≥ 1− ξ (5.16)
con i = 1 · · · · · · · · · l
Y en donde el hiperplano óptimo es de la forma
min
{w.w
2
}
+ C
l∑
i=1
ξi (5.17)
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s.a yi (w.zi+ b) ≥ 1− ξ (5.18)
ξi ≥ o con i = 1 · · · · · · · · · l
Al nuevo problema de optimización se le adiciona un parámetro C que puede ser
interpretado como un valor de regularización que tiene libertad de escogencia. Esta
interpretación se debe a la inﬂuencia sobre la violación en la clasiﬁcación y el margen
de separación.
Figura 5.10: Clasiﬁcación teniendo en cuenta el error ξi
De nuevo el problema presente se puede analizar como un problema de progra-
mación cuadrática (QP) para el cual es necesario el uso de los multiplicadores de
Lagrange.
La función w (α) se conoce como la función objetivo y es igual a:
Max w (α) =
l∑
i=1
αi− 1
2
l∑
i=1
l∑
j=1
αiαjyiyjzi.zj (5.19)
s.a
l∑
i=1
yiαi = 0; 0 ≤ αi ≤ 0; con i = 1 · · · · · · · · · l (5.20)
Con α [α1, · · · · · · · · · , αl] el cual es el vector de multiplicadores de Lagrange con valores
positivos y que se conocen como los vectores de soporte. Se pueden tener dos clases
de vectores de soporte para este caso. Uno de ellos depende de la inecuación 0 ≤
αi ≤ C para el valor dado de xi y que satisface las igualdades yi (w.zi+ b) = 1; ξi = 0.
El otro es el caso en el que αi = C y ξi 6= 0 y en el cual el vector de soporte xi no
satisface. Estos vectores de soporte se conocen como errores.
w.zi+ b ≥ 1 → yi = 1 (5.21)
w.zi+ b ≤ −1 → yi = −1 con i = 1 · · · · · · · · · l (5.22)
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Para los valores de α encontrados en el problema de optimización se debe cumplir
el teorema de Karush Khun Tucker
αi (yi (w.zi+ b)− 1 + ξ) = 0 (5.23)
(C − αi) ξi = 0 con i = 1 · · · · · · · · · l (5.24)
El hiperplano óptimo se construye con
w.zi+ b donde w =
l∑
i=1
αiyizi (5.25)
El parámetro b se puede calcular de las condiciones de Karush Khun Tucker y la
función de decisión generalizada es:
f (xi) = sign (w.z + b) = sign
(
l∑
i=1
αiyi (zi.z) + b
)
(5.26)
USO DE KERNELS O NÚCLEOS EN EL PROBLEMA DE CLASIFICACIÓN
Figura 5.11: Transformación del espacio de entrada
La función z = ϕ (x)es la encargada de realizar el producto interno en algún espacio
característico, con el ﬁn de mapear los datos de entrenamiento y transformar el
hiperplano de separación en uno de más fácil análisis. Como la función ϕ no se
conoce, se aplican nuevas herramientas para hacer los productos internos, las cuales
se denominan Kernels.
Algunos tipos de Kernels usados frecuentemente son:
K (xi, xj) = xitxj Lı´neal (5.27)
K (xi, xj) =
(
1 + xitxj
)p
Polinomial (5.28)
K (xi, xj) = exp
(
−|xi− xj|
2
2σ2
)
Gaussian (5.29)
K (xi, xj) = tanh
(
Boxitxj +B1
)
Sigmoide (5.30)
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Con el uso de los Kernels y teniendo en cuenta la siguiente expresión se puede
reescribir el problema de optimización.
zi.zj = ϕ (xi) .ϕ (xj) = K (xi, xj) (5.31)
Max w (α) =
l∑
i=1
αi− 1
2
l∑
i=1
l∑
j=1
αiαjyiyjK (xi, xj) (5.32)
s.a
l∑
i=1
yiαi = 0; 0 ≤ αi ≤ 0; con i = 1 · · · · · · · · · l (5.33)
Para lo cual se tiene la siguiente función de decisión
f (xi) = sign (w.z + b) = sign
(
l∑
i=1
αiyiK (xi, xj) + b
)
(5.34)
MÁQUINAS DE SOPORTE VECTORIAL PARA REGRESIÓN
Dado un conjunto de entrenamiento {(x1, y1)...(xl, yl) ⊂ X ×R} donde X denota el
espacio de los patrones de entrada se pretende encontrar una función f(x) que
tenga la máxima desviación ε (función de error), a partir de la imagen para todos
los datos del entrenamiento y que al mismo tiempo sea tan pequeña en la medida
de lo posible. A continuación se describe el caso de funciones lineales de la forma
f(x) = (w, x) + b
Donde (w, x) denota el producto interno en X, la función f(x) debe ser plana por lo
que se busca que w sea pequeño. Una forma de realizar esta medida es por medio de
la minimización de la norma euclidiana al cuadrado w2. Normalmente este problema
se plantea como un problema de optimización convexa.
minimizar
1
2
w2
sujeto a :
{
yi− (w, x)− b ≤ ε
(w, x) + b− yi ≤ ε
}
Para el anterior problema se asume que actualmelnte existe una función f que
aproxima todos los pares (xi, yi) con un error de precisión ε, o que el problema
de optimización convexo es ﬂexible. Sin embargo, algunas veces se hace necesario
introducir un margen blando, en otras palabras se permiten algunos errores que
se representan con las variables conocidas como slacks ξ, ξ∗dentro del problema de
optimización. Por lo tanto se tiene:
minimizar
1
2
w2 + C
l∑
i=1
(ξi + ξ∗i ) (5.35)
sujeto a :
 yi− (w, x)− b ≤ ε+ ξi(w, x) + b− yi ≤ ε+ ξ∗i
ξi, ξ∗i ≥ 0

CAPÍTULO 5. PLANIFICACIÓN DE LA GANANCIA 45
Figura 5.12: Regresión, función de pérdida e-insensitiva
La constante C > 0 determina la compensación entre lo `plano' de f y la canti-
dad hasta las cuales las desviaciones más grandes que ε se toleran. La formulación
anterior corresponde a la función de pérdida insensitiva ‖ξ‖ε.
‖ξ‖ε =
{
0 si ‖ξ‖ ≤ ε
‖ξ‖ − ε para el resto
}
Los puntos que se encuentren fuera de la región sombreada contribuyen al coste en
la medida que las desviaciones se penalizan en una manera lineal.
PLANTEAMIENTO DUAL
L =
1
2
‖w‖2 + C
l∑
i=1
(ξi + ξ∗i )−
l∑
i=1
αi(ε+ ξi − yi+ (w, xi) + b)−
l∑
i=1
α∗i (ε+ ξ
∗
i + yi− (w, xi)− b)−
l∑
i=1
(ηiξi + η∗i ξ
∗
i )
Todas las variables duales deben satisfacer las restricciones de positividad
αi, α
∗
i , ηi, η
∗
i ≥ 0
Para encontrar los puntos óptimos se obtienen las derivadas parciales de las variables
primales w, b, ξi, ξ∗i
∂L
∂b
=
l∑
i=1
(α∗i − αi) = 0
∂L
∂w
= w −
l∑
i=1
(αi − α∗i )xi = 0
∂L
∂ξ
(∗)
i
= C − α(∗)i − η(∗)i = 0
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El problema de optimización se convierte en:
Max − 1
2
l∑
i,j=1
(αi − α∗i )(αj − α∗j )(xi, xj)− ε
l∑
i=1
(αi − α∗i ) +
l∑
i=1
yi(αi − α∗i )
sujeto a :
{ ∑l
i=1(αi − α∗i ) = 0
αi, α
∗
i  [0, C]
}
La función de decisión se plantea de la siguiente manera luego de resolver el prob-
lema de optimización.
f(x) =
l∑
i=1
(αi − α∗i )(x, xi) + b
DETERMINACIÓN DEL PARÁMETRO b
De las condiciones de KKT
αi(ε+ ξi − yi+ (w, xi) + b) = 0
α∗i (ε+ ξi + yi− (w, xi)− b) = 0
(C − αi)ξi = 0
(C − α∗i )ξ∗i = 0
A partir de lo anterior se tienen las siguientes conclusiones:
1. Las muestras (x, y)que tienen un α∗i = C están fuera del tubo ε-sensitivo.
2. Para cada 0 ≤ αi ≤ C se tiene un ξ∗i = 0
3. Para el caso de αi, α∗i = 0 las dos variables no son simultáneamente cero.
b = yi− (xi, x) + ε para αi  [0, C]
b = yi− (xi, x)− ε para α∗i  [0, C]
Los datos para los cuales los multiplicadores de Lagrange no son cero, son llamados
vectores de soporte. Estos son los puntos que están fuera o en el límite del plano
como lo muestra la siguiente ﬁgura.
REGRESIÓN NO LINEAL
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Figura 5.13: Vectores de soporte
Para este caso se hace uso del Kernel, el cual transforma los datos de entrada a una
dimensión mayor donde puedan ser más planos.
Max − 1
2
l∑
i,j=1
(αi − α∗i )(αj − α∗j )K(xi, xj)− ε
l∑
i=1
(αi − α∗i ) +
l∑
i=1
yi(αi − α∗i )
sujeto a :
{ ∑l
i=1(αi − α∗i ) = 0
αi, α
∗
i  [0, C]
}
La función de decisión se plantea de la siguiente manera luego de resolver el prob-
lema de optimización.
f(x) =
l∑
i=1
(αi − α∗i )K(xi, xj) + b
Algunos tipos de Kernels usados frecuentemente son:
K (xi, xj) = xitxj Lı´neal (5.36)
K (xi, xj) =
(
1 + xitxj
)p
Polinomial (5.37)
K (xi, xj) = exp
(
−|xi− xj|
2
2σ2
)
Gaussian (5.38)
K (xi, xj) = tanh
(
Boxitxj +B1
)
Sigmoide (5.39)
Capítulo 6
PRUEBAS Y RESULTADOS
Figura 6.1: Modelo de la máquina síncrona con el estabilizador
El modelamiento matemático de la máquina síncrona con miras al estudio de esta-
bilidad de pequeña señal se vale de un sistema no lineal de ecuaciones diferenciales
de tercer orden que está compuesto por expresiones que describen el comportamien-
to eléctrico y el comportamiento mecánico de la máquina. Una vez el modelo está
deﬁnido, se hace necesario idear una metodología para su solución entre las cuales
se cuenta la simulación a través de software. El programa MATLAB 7.5 cuenta
con un espacio de simulación llamado SIMULINK que brinda la oportunidad de
resolver en línea el sistema de ecuaciones.
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Figura 6.2: Ecuaciones de la máquina síncrona en Simulink
La interfaz gráﬁca implementada se muestra en la ﬁgura 6.1. Esta tiene dos partes: el
modelo de la máquina y el controlador tipo proporcional-integral. En el subsistema
de la máquina se resuelve el sistema de ecuaciones con el montaje que muestra
la ﬁgura 6.2. Las variables de entrada son el torque mecánico Tm, el voltaje de
referencia Vref y la señal de control generada por el estabilizador de sistema de
potencia Vpss. Las salidas son el ángulo del par δ, la frecuencia angular w y su
respectiva variación 4w, el voltaje en terminales Vter, la corriente del generador Ig,
la potencia activa Pelec y la potencia reactiva Qelec.
Nota: las ecuaciones 6.1 a 6.12 describen el modelo no lineal de tercer orden de la
máquina síncrona y las ecuaciones que rigen el comportamiento electrico y mecáni-
co.
E˙′q = −
(
1
T ′do
)
(E′q + (Xd−X ′d)Id− Efd) (6.1)
δ˙ = w − ws (6.2)
w˙ =
( ws
2H
)
[Tm− (E′qIq + (Xq −X ′d) IdIq +D (w − ws))] (6.3)
E˙fd =
1
Ta
(−Efd +Ka (Vref − Vt)) (6.4)
Id =
E
′
q − V∞ cos δ
Xe +X
′
d
(6.5)
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Iq =
V∞ sin δ
Xe +Xq
(6.6)
Vd = XqIq (6.7)
Vq = E
′
q −X
′
dId (6.8)
Vt =
√
V 2d + V 2q (6.9)
Ig =
√
I2d + I2q (6.10)
P = VdId + VqIq (6.11)
Q = VqId − VdIq (6.12)
P Q Ki Kp P Q Ki Kp
0.5435 -0.0284 1.5613 1.0222 0.9179 0.1112 1.1116 0.6186
0.5584 -0.0244 1.5278 0.9946 0.9318 0.1180 1.1048 0.6111
0.5732 -0.0203 1.4964 0.9687 0.9455 0.1249 1.0984 0.6039
0.5880 -0.0160 1.4670 0.9441 0.9593 0.1319 1.0925 0.5970
0.6028 -0.0116 1.4393 0.9209 0.9729 0.1390 1.0871 0.5905
0.6175 -0.0072 1.4133 0.8988 0.9865 0.1462 1.0820 0.5843
0.6322 -0.0026 1.3888 0.8780 1.0001 0.1534 1.0773 0.5785
0.6468 0.0021 1.3658 0.8581 1.0136 0.1608 1.0730 0.5729
0.6615 0.0069 1.3441 0.8393 1.0271 0.1683 1.0690 0.5676
0.6761 0.0118 1.3237 0.8214 1.0405 0.1759 1.0654 0.5627
0.6906 0.0168 1.3045 0.8044 1.0538 0.1835 1.0621 0.5580
0.7051 0.0219 1.2863 0.7882 1.0671 0.1913 1.0592 0.5536
0.7196 0.0271 1.2692 0.7727 1.0803 0.1992 1.0566 0.5494
0.7341 0.0325 1.2531 0.7580 1.0935 0.2072 1.0543 0.5455
0.7485 0.0379 1.2379 0.7440 1.1066 0.2152 1.0522 0.5418
0.7628 0.0434 1.2235 0.7306 1.1197 0.2234 1.0505 0.5384
0.7771 0.0491 1.2100 0.7179 1.1327 0.2316 1.0490 0.5353
0.7914 0.0548 1.1972 0.7057 1.1456 0.2400 1.0478 0.5324
0.8057 0.0607 1.1852 0.6941 1.1585 0.2484 1.0469 0.5297
0.8199 0.0667 1.1739 0.6831 1.1713 0.2570 1.0462 0.5272
0.8340 0.0727 1.1633 0.6725 1.1840 0.2656 1.0458 0.5250
0.8481 0.0789 1.1532 0.6624 1.1967 0.2743 1.0456 0.5229
0.8622 0.0851 1.1438 0.6528 1.2093 0.2832 1.0457 0.5211
0.8762 0.0915 1.1350 0.6437 1.2219 0.2921 1.0460 0.5195
0.8902 0.0980 1.1267 0.6349 1.2343 0.3011 1.0465 0.5181
Cuadro 6.1: Conjunto de entrenamiento
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Ganancias de los Estabilizadores de Potencia
Máquina de sopote vectorial Red Neuronal Red Neuro-Difusa Interpolador
0.4 0.6 0.45 1.5
Cuadro 6.2: Ganancias de los PSS empleados
El subsistema que contiene el controlador no es tan robusto. Está compuesto por
el planiﬁcador de la ganancia, basado en interpoladores inteligentes entrenados con
conjuntos de datos de constantes proporcionales e integrales para distintos puntos
de operación (el conjunto de entrenamiento se registra en el cuadro 6.1), y por una
dispositivo que manipula la ganancia de la señal de salida (ver cuadro 6.2).
6.1. CONDICIONES INICIALES
Dato de la máquina Valor
Ws 377
D 0.18
H 3.2
Xd 2.5
Xq 2.1
Xd' 0.39
Rs=Re 0
Xe 0.5
Tdo' 9.6
Ka 400
Ta 0.2
Cuadro 6.3: Datos de la máquina síncrona
Por ser un sistema de ecuaciones diferenciales se hace necesario conocer las condi-
ciones iniciales del modelo las cuales se obtienen del punto de operación del sistema
consignado en las expresiones 6.13 a 6.18 y de las características constructivas de
la máquina registradas en el cuadro 6.3. Este punto de operación inicial se utilizó
en todas las simulaciones.
V t = 1∠28,44◦ (6.13)
V∞ = 1,05∠0◦ (6.14)
P = 1,0001 (6.15)
Q = 0,1534 (6.16)
Tm = 1,0001 (6.17)
V ref = 1,0071 (6.18)
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6.2. COMPARACIÓN ENTRE LAS TÉCNICAS EMPLEADAS
Figura 6.3: Información suministrada en cada tabla
Una vez puestos en funcionamiento el sistema simulado, se procedió a realizar prue-
bas para obtener respuestas de voltaje en terminales y potencia activa frente a
distintas perturbaciones en el voltaje de referencia y en el torque mecánico de en-
trada. Los resultados de las distintas simulaciones se consignaron debidamente en
una tabla como la de la ﬁgura 6.3.
Figura 6.4: Incremento en el voltaje de referencia del 10%
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El primer escenario contemplaba incrementos paulatinos en el voltaje de referencia
hasta un máximo de 10%, manteniendo constante el torque mecánico. Los resulta-
dos para la mayor variación fueron:
En el caso del voltaje en terminales logra evitarse el sobrepaso con la ayuda de los
controladores (todos por debajo del 0.3%), siendo el sistema neurodifuso el más
destacable entre ellos por la efectividad de su respuesta pues requiere apenas dos
segundos para alcanzar la estabilidad. En lo que respecta a la potencia activa hay
diferencias prácticamente obvias. Los porcentajes de sobrepaso que permiten los
controladores son muy reducidos si se comparan con el casi 28% que sobrepasa
la máquina a su valor ﬁnal al actuar por sí sola. Este beneﬁcio tiene como precio
tiempos de sostenimiento hasta más de tres segundos por encima del tiempo de
estabilización de la máquina, con excepción del controlador neurodifuso que, al
igual que en el ítem anterior, destaca por su buena respuesta.
Figura 6.5: Decremento en el voltaje de referencia del 10%
Acto seguido, se planteo una reducción paulatina en el voltaje de referencia hasta
que llegara a un 10% menos de su valor inicial. Al llegar a este tope se tabularon
los datos registrados en la ﬁgura 6.5.
Lo primero que debe resaltarse es que la respuesta de la máquina después de so-
brepasar una disminución del 3% en el voltaje de referencia era incuantiﬁcable. Los
valores que se obtenían tanto en el voltaje como en la potencia a la salida eran ex-
ponencialmente crecientes, efecto que en la tabla está resumido en la palabra Inf
(inﬁnito).
En contraposición con esto, todos los controladores lograban llevar a la máquina
a su nuevo punto de operación impidiendo la desestabilización. En particular es
destacable la respuesta del controlador que usaba regresiones lineales a través de
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máquinas de soporte vectorial (SVM), que solo necesitó de 1,899 y 2,797 segundos,
en tiempo de sostenimiento en voltaje y potencia respectivamente, para encontrar
la estabilidad en el nuevo punto de operación. Una vez más se cumple que si se
quiere una respuesta rápida en el controlador se debe estar dispuesto a tolerar
incrementos en el valor del sobrepaso máximo, hecho probado con el 2,797% de
sobrepaso de la SVM en lo que respecta a la potencia generada.
Figura 6.6: Incremento en el torque mecánico del 3%
La siguiente simulación tenía como objetivo observar las mismas variables anteri-
ores, pero esta vez, variando de manera incremental el torque mecánico de entrada
hasta un 3%, manteniendo constante el voltaje de referencia.
Aunque los sobrepasos del voltaje en terminales obtenidos con los controladores
están todos por encima del 0.282696% de sobrepaso de la máquina actuando sola,
ninguno es superior al 1.3%, el cual es un sobrepaso muy pequeño. Siguiendo con
el voltaje, la máquina sola, con cuatro segundos, es la que más tarda en alcanzar
la estabilidad tras la perturbación. Los controladores invierten tiempos menores a
este, siendo la máquina de soporte vectorial la más rápida al necesitar solo 2,193
segundos para dejar de ﬂuctuar. En lo que se reﬁere a potencia la diferencia en
tiempo es sustancial. Los cuatro segundos que necesita la máquina sola para lograr
el valor ﬁnal de potencia activa son algo más de cinco veces el tiempo que necesitan
los controladores para dejar de oscilar.
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Figura 6.7: Decremento en el torque mecánico del 3%
El último escenario que se planteó para inferir sobre el comportamiento de los
controladores fue la disminución gradual del torque mecánico de entrada hasta
llegar a ser un 3% menor al torque inicial.
Los resultados son similares al caso anterior puesto que para el voltaje en terminales
los sobrepasos son mayores en los controladores que en la máquina pero no tienen
mayor impacto por no estar por encima del 1.5% en ninguno de los casos. De
igual manera que frente a incrementos en el torque de entrada, los tiempos de
sostenimiento o establecimiento de los controladores, en lo que se reﬁere a voltaje
para cuando el torque disminuye, son menores a los 3.5 segundos que necesita la
máquina con excepción del interpolador que requiere de 9 segundos para dejar de
oscilar. En este aspecto el neurodifuso, el neuronal y el de la máquina de soporte
vectorial apenas se sacan ventajas en decimas de segundo respecto a la rapidez con
que alcanzan el estado estable. Para la potencia activa el caso es más claramente
identiﬁcable. El tiempo de sostenimiento de la máquina equivale a 3.72 veces los
0.939 segundos que invierte cualquier controlador en eliminar las oscilaciones, las
cuales, dicho sea de paso, tienen sobrepasos máximos que van desde los 1,9276%
hasta los 2,2572%, sin que necesariamente estén muy alejados del sobrepaso máximo
de la máquina sola que asciende a 1,3091%.
6.3. PLANIFICADOR DE LA GANANCIA
Una vez realizada la comparación de las respuestas individuales de cada controlador
para distintos escenarios de operación se hace necesario simular el comportamiento
que tendría el conjunto de controladores y máquina en condiciones de operación
reales. Esto hace referencia a las múltiples variaciones que en periodos de tiempo
pueden sufrir las variables de entrada de cualquier sistema eléctrico interconectado
fruto de la dinámica del mismo. Se planteó una serie de perturbaciones en el voltaje
de referencia (ﬁguras 6.8 y 6.9) y el torque mecánico de entrada (ﬁguras 6.10 y
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6.11), igualmente espaciadas en un periodo de tiempo, con el ﬁn de observar la
respuesta de los distintos planiﬁcadores de la ganancia actuando sobre la máquina
para controlar las oscilaciones del voltaje en terminales y de la potencia activa
entregada.
El vector de variaciones del voltaje de referencia es el siguiente (valores en p.u):
[1,0071 1,0474 1,0160 0,9957 1,0554 1,0660 1,0447 1,0071]
Equivalentes a los siguientes cambios cada quince segundos:
1. Valor inicial del voltaje de referencia.
2. Incremento del 4%.
3. Decremento del 3%.
4. Decremento del 2%.
5. Incremento del 6%.
6. Incremento del 1%.
7. Decremento del 2%.
8. Valor inicial del voltaje de referencia.
El vector de variaciones del torque mecánico es el siguiente (valores en p.u):
[1,0001 1,0101 1,0303 1,0406 1,0198 1,0096]
Equivalentes a los siguientes cambios cada siete segundos:
1. Valor inicial del torque mecánico de entrada.
2. Incremento del 1%.
3. Incremento del 2%.
4. Incremento del 1%.
5. Decremento del 2%.
6. Decremento del 1%.
7. Valor inicial del torque mecánico de entrada.
Tras someter el sistema a los incrementos y decrementos en el voltaje de referencia
se observaron los siguientes efectos en la potencia activa entregada:
Para un incremento del 6% en el voltaje de referencia la potencia activa de la máquina
sin planiﬁcador alcanza un máximo sobrepaso del 17% con un tiempo de establecimiento
de cuatro segundos.
Para un incremento del 4% en el voltaje de referencia la potencia activa de la máquina sin
planiﬁcador alcanza un máximo sobrepaso del 11.5% con un tiempo de establecimiento de
4.5 segundos.
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Para los otros incrementos y decrementos, que están entre el 1% y el 3%, los sobrepasos
alcanzados por la máquina sin planiﬁcador estuvieron entre el 5% y el 10%, con tiempos
de establecimiento que oscilan entre cinco y quince segundos.
Todos los planiﬁcadores impidieron que los sobrepasos superaran el 1.5%, estableciéndose
en el valor ﬁnal antes de, máximo, seis segundos.
Figura 6.8: Respuesta en el voltaje terminal tras diferentes variaciones del Vref
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Figura 6.9: Respuesta en la potencia activa tras diferentes variaciones del Vref
Figura 6.10: Respuesta en el voltaje terminal tras diferentes variaciones del Tm
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Figura 6.11: Respuesta en la potencia activa tras diferentes variaciones del Tm
En los resultados de potencia activa para cambios en el torque mecánico se observan
tiempos de establecimiento menores a un segundo para todos los controladores que
usan planiﬁcación de la ganancia. Por otra parte, la máquina actuando sola tar-
da aproximadamente cuatro segundos en establecer su valor ﬁnal para variaciones
ascendentes o descendentes del 1% y aproximadamente cinco segundos para varia-
ciones ascendentes o descendentes del 2%. Esta misma variación genera porcentajes
de sobrepaso de los controladores planiﬁcadores de ganancia de 0.8% en todos los
casos, entretanto que los de la máquina sin controlador son de 0.5%. El voltaje en
terminales, tras la descrita perturbación en el torque de entrada, presenta pequeñas
variaciones (ninguna superior al 1%) independiente si es la máquina actuando sola
o con ayuda de planiﬁcador. Esto conﬁrma que los perﬁles de tensión son afectados
mayormente por las variaciones en la potencia reactiva y no en la potencia activa.
Capítulo 7
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Las respuestas obtenidas en las simulaciones corroboran la efectividad del sistema
de control con planiﬁcación de la ganancia pues se impiden oscilaciones grandes en
la transferencia de potencia, hecho que redunda en un aumento de la conﬁabilidad,
a pesar de los tiempos de sostenimiento un poco mayores que son el precio de
suprimir las indeseables ﬂuctuaciones. En lo que tiene que ver con la variación de
la tensión en terminales para perturbaciones del voltaje de referencia, se observa
con claridad la suavidad de la respuesta de la máquina provista de la ayuda del
planiﬁcador, haciendo nulos los sobrepasos con tiempos de sostenimiento menores a
seis segundos. Es resaltable la respuesta del planiﬁcador que usa redes neurodifusas
para su entrenamiento, el cual hace que la máquina sigua con rapidez la señal de
referencia con un porcentaje de error mínimo. El planiﬁcador neuronal también
tiene un buen comportamiento gracias a su gran capacidad para determinar las
relaciones altamente no lineales entre las entradas y las salidas, entretanto que el
planiﬁcador que usa máquinas de soporte vectorial presenta un oﬀ-set que aleja la
salida de lo deseado, sin olvidar que este tiene el menor esfuerzo computacional.
El planiﬁcador de la ganancia que usa la técnica de interpolación clásica tiene una
pobre respuesta comparado con los que usan redes neuronales, redes neurodifusas y
máquinas de soporte vectorial respecto del tiempo de establecimiento que necesitan
para alcanzar su valor ﬁnal, lo cual se observa en las tablas de resultados del capítulo
seis del presente documento. El uso de esta conﬁguración siempre estará sujeto a la
restricción de tamaño de la base de datos, y en consecuencia, no tendrá la capacidad
de amortiguar debidamente las oscilaciones que se presentan frente a perturbaciones
que estén fuera de su rango.
El planiﬁcador inteligente que se vale de la regresión con máquinas de soporte vecto-
rial presenta un oﬀ-set en la tensión de la máquina cuando esta se somete a cambios
signiﬁcativos de incremento de la demanda de potencias. Este comportamiento es
visiblemente claro en el caso de una variación ascendente de 10% en el voltaje
de referencia en donde el oﬀ-set alcanza un valor de 4% restándole capacidad de
respuesta al generador frente a un punto de operación inmediatamente mayor.
Todo el conjunto de controladores diseñados interactúan de una manera eﬁciente
con la máquina para generar respuestas muy deseables en la potencia de salida.
Esto se justiﬁca con la selección de las señales que se muestrean para alimentar el
sistema de control, es decir, como las entradas de los planiﬁcadores de ganancia
son la potencia activa y la potencia reactiva, se espera que el controlador tenga un
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comportamiento superlativo en el amortiguamiento de las oscilaciones presentadas
en esas dos variables. Por otra parte, si la máquina tuviera que enfrentar cambios
de hasta un 10% en el voltaje de referencia sin ayuda del PSS, los sobrepasos de
potencia que presentaría en sus terminales serían elevados (hasta un 27%) en ciertos
casos, y en otros, desestabilizarían la maquina.
Los controladores inteligentes inﬂuyen de manera positiva en la respuesta de la
máquina en dos ítems: tiempo de sostenimiento y porcentaje máximo de sobrepaso.
Se hace evidente en todos los resultados, que el mejoramiento de uno de ellos va
en detrimento del otro. En otras palabras, si se desea que el sobrepaso sea mínimo,
hay que hacer sacriﬁcios en lo que respecta a la velocidad con que se alcanzan los
valores estables; mientras que si lo que se persigue es una respuesta veloz, se debe
estar dispuesto a aceptar valores grandes de sobrepaso. En el caso particular de las
simulaciones realizadas, los tiempos de sostenimiento de los controles inteligentes
oscilaron entre los dos y los cinco segundos, resaltando la respuesta del controlador
neurodifuso que supero en la mayoría de los casos el desempeño de la red neuronal
y el de la máquina de soporte vectorial.
Por ser elementos tan costosos, es de esperarse que los equipos generadores tengan
un alto factor de utilización. No es difícil encontrar en la realidad de los sistemas
eléctricos de potencia puntos de operación cercanos, e inclusive por encima, a los
valores nominales de las máquinas sincrónicas. Teniendo esto en cuenta, las simu-
laciones de posibles escenarios de funcionamiento deben ceñirse a esa realidad para
agregar valor al desempeño de los estabilizadores y demás equipos de control. Los
resultados obtenidos muestran que los planiﬁcadores de ganancia inteligentes que
usan redes neuronales, redes neurodifusas y máquinas de soporte vectorial, aumen-
tan la operatividad del sistema pues tienen la capacidad de adaptarse a intervalos
de operación reducidos manteniendo la estabilidad de la máquina. Este compor-
tamiento se evidencia en los porcentajes de sobrepaso que presentan las variables
de salida tras cambios en el voltaje de referencia y/o en el torque mecánico, a los
cuales hace referencia el capitulo seis.
Apéndice A
VALIDACIÓN Y
HERRAMIENTAS EMPLEADAS
La totalidad de las simulaciones fueron posibles gracias a la poderosa herramien-
ta SIMULINK que permitío la solución del sistema de ecuaciones del modelo no
lineal de tercer orden de la máquina síncrona seleccionado para el estudio de las
pequeñas oscilaciones que presentan las variables de salida tras perturbaciones en
los parámetros de entrada. Lo anteriormente descrito en este documento incluye
las expresiones matemáticas con que se validó el comportamiento de los distintos
elementos del sistema además de los posibles escenarios de operación. Sin embargo,
a pesar de que se ha hecho referencia a las estrategias, es imposible hacer a un lado
las metodologías y herramientas utilizadas para los procesos de entrenamiento de
los planiﬁcadores inteligentes de la ganancia. A continuación se especiﬁcan dichas
herramientas.
A.1. NNTOOL
La herramienta nntool es un toolbox de redes neuronales que proporciona el lengua-
je de programación en MATLAB 7.5 el cual brinda un espacio de trabajo simple
y con grandes ventajas a la hora de entrenar un conjunto de datos para alguna
planta. Para el caso del controlador proporcional integral los datos de entrada son
potencia activa y reactiva y los datos de salida u obtejivos del sistema son las con-
stantes proporcional e integral (Kp, Ki). A continuación se describen los pasos para
interactuar con esta herramienta.
1. Ingresar los datos de entrada y salida. Estos se pueden cargar desde el workspace de
Matlab.
2. Se crea una nueva red a la cual se le puede asignar el nombre, el tipo de red, la función
de entrenamiento, la función adaptiva de aprendizaje, la función de desempeño, el número
de capas y la función de activación de las capas.
3. Posteriormente se ajustan los parametros de entrenamiento como lo son el error, el número
de epocas y el tiempo de convergencia entre otros.
4. Por último se realiza una prueba de validación o test para la cual se ingresan algunos datos
de entrada y se comparan con los esperados del conjunto de salida.
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5. Luego de tener la red entrenada se hace uso del comando GENSIM el cual se encarga
de generar el modelo de la red neuronal en SIMULINK para posterior simulación del
controlador y modelo de la máquina síncrona.
Figura A.1: Creación de la nueva red neuronal
Figura A.2: Error de entrenamiento
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A.2. ANFIS SISTEMA NEURODIFUSO DE INFEREN-
CIA
Anﬁsedit es un toolbox de MATLAB 7.5 que permite diseñar sistemas difusos, con estruc-
tura de red neuronal, con el objetivo de hallar funciones de relación en un conjunto de datos.
Halladas estas relaciones se puede hacer inferencia sobre el comportamiento de los datos con
base en una estructura difusa de tipo Sugeno. Por estos motivos se utilizó para entrenar el
planeador de la ganancia neurodifuso. El procedimiento seguido se describe a continuación:
1. En la ventana de comandos se digita la instrucción anﬁsedit.
2. Aparecerá una nueva ventana de GUI ANFIS.
3. Se cargan los datos y se deﬁnen las funciones de pertenencia. Ademas se selecciona la
técnica de entrenamiento, la tolerancia y el número de épocas.
4. Luego se da la orden train now y cuando se alcance la tolerancia del error los datos se
exportan al espacio de trabajo y se guarda en un archivo tipo matlabﬁle.
Las funciones de pertenencia iniciales y ﬁnales, junto a la estructura de la red neurodifusa, como
también la interfaz gráﬁca que manipula el usuario se consignan en las imagenes a continuación.
Figura A.3: Anﬁs
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Figura A.4: Deﬁnición de funciones de pertenencia
Figura A.5: Estructura de la red Neurodifusa
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Figura A.6: Funciones de pertenencia iniciales para la potencia activa
Figura A.7: Funciones de pertenencia iniciales para la potencia reactiva
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MF iniciales potencia activa MF iniciales potencia reactiva
MF (#) Sigma Centro MF (#) Sigma Centro
1 0.0326 0.5435 1 0.01555 -0.02844
2 0.0326 0.6203 2 0.01555 0.008168
3 0.0326 0.6970 3 0.01555 0.04478
4 0.0326 0.7738 4 0.01555 0.08139
5 0.0326 0.8506 5 0.01555 0.118
6 0.0326 0.9273 6 0.01555 0.1546
7 0.0326 1.004 7 0.01555 0.1912
8 0.0326 1.081 8 0.01555 0.2278
9 0.0326 1.158 9 0.01555 0.2645
10 0.0326 1.234 10 0.01555 0.3011
Cuadro A.1: Parámetros de las funciones de pertenencia (MF) iniciales para la potencia activa
Figura A.8: Funciones de pertenencia ﬁnales para la potencia activa de la constante KP
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MF ﬁnales potencia activa Kp MF ﬁnales potencia reactiva Kp
MF (#) Sigma Centro MF (#) Sigma Centro
1 0.00078505 0.52913 1 -0.00040282 -0.033007
2 0.46406 0.34739 2 0.1618 -0.056084
3 0.00020266 0.69938 3 0.00020418 0.053799
4 -0.00044848 0.78933 4 0.13074 0.057081
5 0.25441 0.83807 5 0.00017473 0.17811
6 -0.0004846 0.93483 6 0.04538 0.17387
7 0.094025 1.1662 7 -9.63E-05 0.19322
8 -0.00034672 1.082 8 -0.00051225 0.22533
9 -0.00014453 1.132 9 0.00037184 0.22729
10 -0.00021745 1.244 10 0.00096778 0.31063
Cuadro A.2: Parámetros de las funciones de pertenencia (MF) ﬁnales para Kp
Figura A.9: Funciones de pertenencia ﬁnales para la potencia reactiva de la constante KP
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Figura A.10: Funciones de pertenencia ﬁnales para la potencia activa de la constante KI
Figura A.11: Funciones de pertenencia ﬁnales para la potencia reactiva de la constante KI
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MF ﬁnales potencia activa Ki MF ﬁnales potencia reactiva Ki
MF (#) Sigma Centro MF (#) Sigma Centro
1 0.0010595 0.52864 1 -0.00010487 -0.033884
2 0.54257 0.40527 2 0.052623 -0.038099
3 0.00079932 0.702 3 -0.00031783 0.053937
4 6.66E-05 0.79463 4 0.049282 0.0062935
5 0.27084 0.74263 5 -0.00045086 0.11147
6 -0.00025928 0.92273 6 0.04342 0.20937
7 0.001986 0.96369 7 -4.59E-05 0.19877
8 1.11E-06 1.075 8 0.00023461 0.2253
9 0.14519 1.131 9 -0.048048 0.35734
10 -0.00025634 1.249 10 0.00010457 0.30267
Cuadro A.3: Parámetros de las funciones de pertenencia (MF) ﬁnales para Ki
A.3. MÁQUINA DE SOPORTE VECTORIAL
Las siguientes funciones de decisión se hallaron con los vectores de soporte para
cada parámetro, encontrados luego de resolver el problema de optimización.
Por consiguiente la función de decisión:
f(x) =
l∑
i=1
(αi − α∗i )K(xi, xj) + b
se puede reescribir de la siguiente manera:
f(x) = wx
′
p + b Donde w =
l∑
i=1
(αi − α∗i )K(xi, xi)
El vector w para el parámetro Ki es igual a: w = [−2,7202 4,3148] y el parámetro b
es igual a: 3,1252
La función de decisión para Ki es f(x) = −2,7202 ∗ P + 4,3148 ∗Q+ 3,1252
La función de decisión para Kp luego de encontrar el vector w es
El vector w es igual a: w = [−2,2409 3,2921] y el parámetro b es igual a: 2,3070
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Posición alfa Posición alfa
Para el parametro Ki
1 373.2070352608207 45 10.421237764397505
2 268.2998305324719 57 12.666435630538256
3 178.77865495114145 58 55.118489534313284
4 103.04546989926041 59 88.75638706013952
5 39.66228066429772 60 114.54776224789815
25 0.7561163951920951 61 133.3741436387833
26 17.799101973651126 62 146.040309635386
27 34.11647816083593 63 153.28244410881004
28 49.4906791031515 64 155.77526816709818
29 63.71816749159257 65 154.13829506115647
30 76.608380725764 66 148.94133161713057
31 87.98277300131548 67 140.7093300924066
32 97.67394330786357 68 129.92667828935004
33 105.52484041885955 69 117.04100241941447
34 111.38803716411572 70 102.4665461777919
35 115.12506688239738 71 86.5871801053177
36 116.60581607553216 72 69.75908770498377
37 115.70796768963862 73 52.31316807061433
38 112.31649019650034 74 34.55718938642199
39 106.32316815288742 75 16.777722999459616
40 97.62617032145513 97 16.32318661397711
41 86.12965193056127 98 46.33717822719115
42 71.74338794736393 99 79.68152590829351
43 54.382434600268425 100 116.41529945934492
44 33.96681657843443 101 156.5940483788507
102 200.26998665509927
Cuadro A.4: Vectores de soporte para el parametro Ki
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Posición alfa Posición alfa
Para el parametro Kp
1 267.27136143887793 45 7.518170803041525
2 192.1477382076741 57 8.832625142698916
3 128.07202223041523 58 39.15849733503286
4 73.89094849809892 59 63.17507477853996
5 28.567232857473062 60 81.57888187960572
25 0.2708883981363666 61 95.00408135265249
26 12.344576515557277 62 104.02925521670882
27 23.897958235213313 63 109.1833153279572
28 34.777547232729 64 110.95067118902904
29 44.840013079183464 65 109.7757617495492
30 53.95141893846681 66 106.06704077351755
31 61.986528700485735 67 100.20049118920534
32 68.82817629660084 68 92.52273216878842
33 74.36669073888798 69 83.35377299492009
34 78.4993712975587 70 72.98945975792357
35 81.13000767691183 71 61.70365411592357
36 82.16844085729548 72 49.75017782195618
37 81.53016056958474 73 37.3645518543652
38 79.13593590702 74 24.76555506622565
39 74.91147594517236 75 12.156623887823512
40 68.78711753649807 97 11.240910168525033
41 60.6975378012335 98 32.28151522387899
42 50.581489053158265 99 55.642980993301244
43 38.38155415970942 100 81.36394241472567
44 24.043920476542862 101 109.48047628920297
102 140.0262347594644
Cuadro A.5: Vectores de soporte para el parametro Kp
P Q Ki * Ki Kp* Kp
0.5435 -0.0284 1.5240 1.5613 0.9954 1.0222
0.6615 0.0069 1.3556 1.3441 0.8475 0.8393
0.7771 0.0491 1.2230 1.2100 0.7271 0.7179
0.8902 0.0980 1.1266 1.1267 0.6349 0.6349
0.9318 0.1180 1.0998 1.1048 0.6076 0.6111
0.9729 0.1390 1.0783 1.0871 0.5843 0.5905
1.0001 0.1534 1.0667 1.0773 0.5710 0.5785
1.0538 0.1835 1.0506 1.0621 0.5498 0.5580
1.1713 0.2570 1.0479 1.0462 0.5283 0.5272
1.2343 0.3011 1.0665 1.0465 0.5321 0.5181
Cuadro A.6: Conjunto de prueba de los parametros Ki y Kp
La función de decisión para Kp es f(x) = −2,2409 ∗ P + 3,2921 ∗Q+ 2,3070
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