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1MIMO Radar and Cellular Coexistence: A
Power-Efficient Approach Enabled by Interference
Exploitation
Fan Liu, Student Member, IEEE, Christos Masouros, Senior Member, IEEE, Ang Li, Student Member, IEEE,
Tharmalingam Ratnarajah, Senior Member, IEEE, and Jianming Zhou
Abstract—We propose a novel approach to enable the co-
existence between Multi-Input-Multi-Output (MIMO) radar
and downlink multi-user Multi-Input-Single-Output (MU-MISO)
communication system. By exploiting the constructive multi-user
interference (MUI), the proposed approach trades-off useful MUI
power for reducing the transmit power, to obtain a power efficient
transmission. This paper focuses on two optimization problems:
a) Transmit power minimization at the base station (BS) while
guaranteeing the receive signal-to-interference-plus-noise ratio
(SINR) level of downlink users and the interference-to-noise ratio
(INR) level to radar; b) Minimization of the interference from
BS to radar for a given requirement of downlink SINR and
transmit power budget. To reduce the computational overhead of
the proposed scheme in practice, an algorithm based on gradient
projection is designed to solve the power minimization problem.
In addition, we investigate the trade-off between the performance
of radar and communication, and analytically derive the key
metrics for MIMO radar in the presence of the interference
from the BS. Finally, a robust power minimization problem is
formulated to ensure the effectiveness of the proposed method
in the case of imperfect Channel State Information (CSI).
Numerical results show that the proposed method achieves a
significant power saving compared to conventional approaches,
while obtaining a favorable performance-complexity trade-off.
Index Terms—MU-MISO downlink, radar-communication co-
existence, spectrum sharing, constructive interference.
I. INTRODUCTION
IN response to the increasing demand for wireless commu-nication devices and services, the Federal Communications
Commission (FCC) has adopted a broadband plan to release
an additional 500MHz spectrum that is currently occupied by
military and governmental operations, such as air surveillance
and weather radar systems [1]. Since then, spectrum sharing
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between radar and communication has been regarded as a
promising solution. In [2], a radar information rate has been
defined, such that the performance of radar and communication
can be discussed using the same metric. Similar work has been
done in [3], [4], in which radar and communication are unified
under the framework of information theory, and the channel
capacity between radar and target has been defined by applying
the rate distortion theory. Nevertheless, these works focus
on the theoretical performance analysis rather than practical
waveform design. As an enabler, the approach of embedding
communication information in the radar waveform has been
proposed in [5]–[8], where important trade-offs have been
revealed.
Recently, numerous approaches considering the spectral
coexistence between MIMO radar and communications have
been proposed [9]–[14]. In [9], the feasibility of combining
MIMO radar and Orthogonal Frequency Division Multiplexing
(OFDM) communications has been studied. More relevant to
ths work, transmit beamforming has been viewed as a promis-
ing solution to eliminating the mutual interference between
radar and communication. First pioneered by [10], the idea
of null space projection (NSP) beamforming has been widely
discussed [10]–[12], where the radar waveforms are projected
onto the null space of the interference channel matrix from
radar transmitter to communication receiver. However, it is
clear that perfect CSI is unavailable in realistic scenarios. In
view of this, the recent NSP work [12] introduces a practical
interference channel estimation method. Optimization-based
beamforming has been exploited to solve the problem in
[13], where the SINR of radar has been optimized subject
to power and capacity constraints of communication. Related
work discusses the coexistence between MIMO-Matrix Com-
pletion (MIMO-MC) radar and point-to-point (P2P) MIMO
communication system, where the radar beamforming matrix
and communication covariance matrix are jointly optimized
[14]. In contrast, the coexistence between MIMO radar and
multi-user MIMO (MU-MIMO) communications has been
discussed in [15]. In general, existing works on interference
mitigation for coexistence mainly consider perfect or estimated
CSI, and none of above works address the issue of robust
beamforming with bounded or probabilistic CSI errors.
Motivated by the robust beamforming in the broader area of
cognitive radio networks [16], [17], the work [18] investigated
the robust MIMO beamforming for the coexistence of radar
and downlink MU-MIMO communication, where the radar
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Fig. 1. Spectrum sharing scenario.
detection probability was maximized while guaranteeing the
transmit power of BS and the receive SINR for each downlink
user using Semidefinite Relaxation (SDR) techniques [19],
[20]. In such optimizations, all the interference from other
downlink users is regarded as harmful to the user of interest.
Nevertheless, previous works proved that for a downlink MU-
MIMO system using PSK modulations, the known interference
can act constructively to benefit the symbol decision at down-
link users [21]–[24]. Recent works [25], [26] showed that by
rotating the destructive interference into constructive region
using optimization techniques, the receive SINR target for
each user was actually relaxed compared to the conventional
SDR-based beamformer, thus a significant power saving was
obtained. Given the significant advantage of the interference
exploitation technique, it has been already applied to various
research fields [27]–[33].
In this paper, we develop a novel precoding optimization
approach for the spectrum sharing between MIMO radar and
downlink MU-MISO communication based on the concept of
constructive interference (CI). By allowing the BS to utilize
the known interference as a green signal power, the feasible
domain of the optimization problem is extended compared
to the conventional SDR-based beamforming. We note that
beamforming designs at both radar and cellular sides may
facilitate a better performance. Nevertheless, such schemes
are not practical at present, since the use of radar spectrum
by communications requires that no changes are made to
the government-run radar systems operation. We therefore
consider beamforming methods only at the BS side, where
two optimization-based transmit beamforming designs are
proposed. The first one is to minimize the transmit power
at the BS while guaranteeing the receive SINR at the users
and the interference level from BS to radar, and the other is
to minimize the total interference from BS to radar subject
to the SINR constraint per user and transmit power budget.
It is worth noting that both problems are convex and can be
optimally solved by numerical tools. To efficiently apply the
proposed schemes in practice, we design an efficient gradient
projection algorithm for power minimization by analyzing
the structure of the optimization. To investigate the effect of
interference minimization beamforming on the performance
of radar, we further derive the analytic form of detection
probability and Crame´r-Rao bound (CRB) for MIMO radar
with the presence of the interference from the BS. By doing
so, important trade-offs between the performance of radar and
communication are given. Finally, we consider the uncertainty
in the estimated channel information, and design a worst-
case robust beamformer based on the principle of interference
exploitation.
The remainder of this paper is organized as follows. Sec-
tion II introduces the system model and briefly recalls the
conventional SDR-based beamforming problems. Section III
describes the concept of CI and formulates the proposed
optimization problems using the CI technique. In Section IV,
a thorough analysis for the power minimization optimization
is present and an efficient algorithm is derived. Section V
derives the detection probability and the Crame´r-Rao bound of
MIMO radar for the proposed scenario. A worst-case approach
for imperfect CSI is given for robust power minimization in
Section VI, with norm-bounded CSI errors. Numerical results
are provided and discussed in Section VII. Finally, Section
VIII concludes the paper.
Notations: Matrices are denoted by bold uppercase letters
(i.e., H), bold lowercase letters are used for vectors (i.e.,
β), subscripts indicate the rows of a matrix unless otherwise
specified (i.e., hi is the i-th column of H), scalars are denoted
by normal font (i.e., Rm), tr (·) stands for the trace of the
argument, (·)T , (·)∗ and (·)H stand for transpose, complex
conjugate and Hermitian transpose respectively, Re(·) and
Im(·) denote the real and imaginary part of the argument.
II. SYSTEM MODEL AND SDR-BASED BEAMFORMING
Consider a spectrum sharing scenario where a K-user MU-
MISO downlink system operates at the same frequency band
with a MIMO radar. As can be seen in Fig. 1, the N-
antenna BS is transmitting signals to K single-antenna users
while the MIMO radar with Mt transmit antennas and Mr
receive antennas is detecting a point-like target in the far-field.
Inevitably, these two systems will cause interference to each
other. The received signal at the i-th user is given as
yCi [l] = h
T
i
K∑
k=1
tkdk[l] +
√
PRf
T
i sl + ni[l], i = 1, 2, ...,K,
(1)
where hi ∈ CN×1 denotes the communication channel vector,
fi ∈ CMt×1 denotes the interference channel vector from radar
to the user, ti ∈ CN×1 denotes the precoding vector, di[l] and
ni[l] ∼ CN
(
0, σ2C
)
stands for the communication symbol and
the received noise for the i-th user. The second term at the right
hand of (1) denotes the interference from radar to the user,
where S = [s1, s2, ..., sLR ] ∈ CMt×LR are the radar transmit
waveforms, l = 1, 2, ..., L is the communication symbol index,
and PR is the power of radar signal.
With the presence of a point-like target located at direction
θ, the echo wave that received by radar at the l-th time slot is
yRl = α
√
PRA (θ) sl + G
T
K∑
k=1
tkdk [l] + zl, (2)
where G = [g1,g2, ...,gMr ] ∈ CN×Mr is the interference
channel matrix between the BS transmitter and the radar
3receiver, α ∈ C is the complex path loss of the path between
radar and target, zl = [z1 [l] , z2 [l] , ..., zMr [l]]
T ∈ CMr×1
is the received noise at the l-th snapshot with zm[l] ∼
CN (0, σ2R) ,∀m, A (θ) = aR (θ) aTT (θ), in which aT (θ) ∈
CMt×1 and aR (θ) ∈ CMr×1 are transmit and receive steering
vectors of the radar antenna array. The model in (2) is assumed
to be obtained in a single range-Doppler bin of the radar
detector and thus omits the range and Doppler parameters.
In this paper, we apply the basic assumptions in [34] on the
radar model, which is
Mr = Mt = M, aR (θ) = aT (θ) = a (θ) ,
Aim (θ) = ai (θ) am (θ) = e
−jωτim(θ)
= e(−j
2pi
λ [sin(θ);cos(θ)]
T (xi+xm)),
(3)
where ω and λ denote the frequency and the wavelength of
the carrier, Aim (θ) is the i-th element at the m-th column
of the matrix A, which is the total phase delay of the signal
that transmitted by the i-th element and received by the m-th
element of the antenna array, and xi =
[
x1i ;x
2
i
]
is the location
of the i-th element of the antenna array.
Without loss of generality, we rely on the following assump-
tions:
1) For notational simplicity, the communication symbol is
drawn from a normalized PSK constellation, while we
note that the proposed concept of interference exploita-
tion has been shown to offer benefits for other modula-
tion formats, such as Quadrature Amplitude Modulation
(QAM) [29], [35]. The PSK symbol can be denoted as
dk[l] = e
jφk[l].
2) Following the typical assumptions in the radar-
communication literature [10], [11], [14], we assume
that H = [h1,h2, ...,hK ], F = [f1, f2, ..., fK ] and G =
[g1,g2, ...,gK ] are flat Rayleigh fading and statistically
independent with each other.
3) According to the standard assumption in MIMO radar
literature [34], [36], S is set to be orthogonal, i.e.,
E
[
sls
H
l
]
= 1LR
LR∑
l=1
sls
H
l = I, where E denotes the
ensemble average.
4) In the radar signal model, it is assumed that the com-
munication interference is the only interference received
by radar. Following the closely related literature, the
interference caused by clutter and false targets is not
considered [11].
5) The duration of the radar sub-pulse is assumed to be the
same as the communication symbol duration. According
to [14], this is applicable to the practical scenario, since
the duration of the sub-pulse of an S-band radar falls into
the typical range of the symbol interval in LTE systems.
It should be highlighted that in order to preserve the
orthogonality of S, radar may utilize codeword that is
longer than a typical communication frame. Without loss
of generality, we assume LR = L for the ease of our
derivation.
6) The channels are assumed to be known to the BS. For the
communication channel H, the conventional estimation
techniques can be used to acquire the CSI. For the
interference channels G and F, we adopt the approach
proposed in [37], i.e., to estimate CSI by the coor-
dination of a control center with abundant computing
resources, which also serves as the radar fusion center.
For convenience, we omit the time index l in the rest of the pa-
per unless otherwise specified. Under the above assumptions,
the receive SINR at the i-th user is given by
γi =
∣∣hTi ti∣∣2
K∑
k=1,k 6=i
∣∣hTi tk∣∣2 + PR‖fi‖2 + σ2C ,∀i. (4)
And the average transmit power of the BS is
PC =
K∑
k=1
‖tk‖2. (5)
The interference from the BS on the m-th antenna of radar is
given by
um = g
T
m
K∑
k=1
tkdk. (6)
We define the average INR at the m-th receive antenna of radar
as
rm =
E
(
|um|2
)
σ2R
=
tr
(
g∗mg
T
m
K∑
k=1
tkt
H
k
)
σ2R
. (7)
From a conventional perspective, all interference should be
treated as harmful when optimizing the performance of the two
systems. The power minimization problem of the BS subject
to INR and SINR thresholds is formulated as
P0 : min
tk
PC
s.t. γi ≥ Γi,∀i,
rm ≤ Rm,∀m,
(8)
where Γi is the required SINR of the i-th communication
user, Rm is the maximum tolerable INR level of the m-th
receive element of radar. Note that the MIMO radar is typically
equipped with independent RF chains at different antennas,
whose dynamic-range (DR) performance determines the min-
imum and maximum distances that the radar can observe.
In order to guarantee the DR performance of individual RF
chains, we impose a per-antenna interference constraint in the
optimization problem, such that the interference received by
each RF chain is lower than the given threshold.
Similarly, we can formulate the optimization problem that
maximizes the detection probability of radar while guarantee-
ing the BS power and the required SINR level at each user.
This is given as
P1 : max
tk
PD
s.t. γi ≥ Γi,∀i,
PC ≤ P,
(9)
where PD is the detection probability, and P is the budget of
the BS transmit power. The objective function of the above
problem is non-convex. Fortunately, according to [18], P1 can
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Fig. 2. The principle of constructive interference.
be relaxed as a lower-bound maximization problem, which can
be equivalently given as
P2 : min
tk
M∑
m=1
rmσ
2
R
s.t. γi ≥ Γi,∀i,
PC ≤ P.
(10)
This is to minimize the interference from BS to radar. Readers
can refer to [18] for a detailed derivation. Problem P0 and P2
can be readily transformed into Semidefinite Program (SDP)
[38] with Semidefinite Relaxation techniques, and thus can
be solved by numerical tools. We refer readers to [18]–[20]
for more details on this topic. As shown in Fig. 1 by red
arrows, it is worth noting the above problems ignore the fact
that for each user, interference from other users can contribute
to the received signal power constructively. In this paper, we
aim to show that the solution of these problems is suboptimal
from an instantaneous point of view and design a symbol-
based beamforming method in accordance to the concept of
constructive interference.
III. BEAMFORMING WITH CONSTRUCTIVE INTERFERENCE
As per the model of [26], the instantaneous interference
can be divided into two categories, constructive interference
and destructive interference. Generally, the constructive inter-
ference is defined as the interference that moves the received
symbol away from the decision thresholds. The purpose of
the CI-based beamforming is to rotate the known interference
from other users such that the resultant received symbol falls
into the constructive region. This is shown in Fig. 2, where we
denote the constructive area of the QPSK symbol by the blue
shade. It has been proven in [26] that the optimization will be-
come more relaxed than conventional interference cancellation
optimizations due to the expansion of the optimization region.
Hence, the performance of the beamformer is improved. Here
we consider the instantaneous transmit power, which is given
as
PT =
∥∥∥∥∥
K∑
k=1
tke
j(φk−φ1)
∥∥∥∥∥
2
, (11)
where d1 = ejφ1 is used as the phase reference. For notational
simplicity we omit the time index l. Based on [26], we
consider the instantaneous SINR constraints. Note that if all
the multi-user interference (MUI) contributes to the received
symbol, the instantaneous SINR constraint of the i-th user is
given by
γ˜i =
∣∣∣∣hTi K∑
k=1
ejφk
∣∣∣∣2
PR |fT s|2 + σ2C
≥ Γi, (12)
where s is the radar signal vector. It follows that∣∣∣∣∣hTi
K∑
k=1
ejφk
∣∣∣∣∣−
√
Γ˜i ≥ 0, (13)
where Γ˜i = Γi
(
PR
∣∣fT s∣∣2 + σ2C).
Let us denote the noise-free received signal as y˜i =
hTi
K∑
k=1
ejφk . To formulate the constructive constraint, we
consider a simple phase rotation of y˜i, which rotates the
received symbol into the reference system of the desired
symbol di = ejφi . This is
yˆi = y˜ie
−jφi = hTi
K∑
k=1
ej(φk−φi). (14)
The geometric relations of the above variables are shown in
Fig. 2, where a QPSK symbol is taken as example. It is easy to
see that for the received symbol that falls into the constructive
area, we have
|Im (yˆi)| ≤
(
Re (yˆi)− Γ˜i
)
tanψ, (15)
where ψ = piMp , and Mp is the PSK modulation order. By
substituting (14) into (15), the CI constraints are given as∣∣∣∣∣Im
(
hTi
K∑
k=1
tke
j(φk−φi)
)∣∣∣∣∣
≤
(
Re
(
hTi
K∑
k=1
tke
j(φk−φi)
)
−
√
Γ˜i
)
tanψ,∀i,
(16)
Readers are referred to [26] for a detailed derivation of the CI
constraints and classification. Finally, similar to the SDR case,
the instantaneous interference constraints can be obtained as∣∣∣∣∣gTm
K∑
k=1
tke
jφk
∣∣∣∣∣
2
≤ Rmσ2R,∀m. (17)
Based on above, we reformulate the power minimization
problem P0 as the CI based problem P3, which is
P3 : min
tk
PT
s.t. Constraints (16) and (17),
(18)
5where PT is given by (11).
It should be highlighted that, while here we focus on PSK
constellations, the optimizations P3 onwards can be readily
adapted to QAM modulations [29], [35]. Note that P3 is
convex in contrast to the non-convex counterparts P0 and
P2, for which only sub-optimal solutions can be obtained via
the complicated SDR method. On the contrary, problem P3
is a second-order cone program (SOCP) and can be solved
optimally by simpler numerical solvers.
In both P0 and P3, by letting Rm = 0, it follows
gTm
K∑
k=1
tkdk = 0, which requires the transmitting signal to fall
into the null space of the interference matrix G and causes
zero interference to radar. This yields the solution with which
the radar can achieve the best performance. However, the strict
equality will result in a large transmit power at BS. On the
other hand, if we let Rm → ∞, the INR constraints will
be ineffective, which is equivalent to the typical downlink
power minimization in the absence of radar. This trade-off
between radar and communication performance will be further
evaluated by numerical simulations.
It can be further noted that, by incorporating the desired
symbol into the channel vector, P3 can be readily trans-
formed into a simpler virtual multicast model. To illustrate
this, we denote w ,
K∑
k=1
tke
j(φk−φ1), h˜i , hiej(φ1−φi),
g˜m , gmejφ1 , the power minimization problem P3 can be
equivalently written as
P4 : min
w
‖w‖2
s.t.
∣∣∣Im(h˜Ti w)∣∣∣ ≤ (Re(h˜Ti w)−√Γ˜i) tanψ,∀i,∣∣g˜Tmw∣∣ ≤√Rmσ2R, ∀m,
(19)
Similarly, the CI-based interference minimization problem is
given by
P5 : min
w
M∑
m=1
∣∣g˜Tmw∣∣2
s.t.
∣∣∣Im(h˜Ti w)∣∣∣ ≤ (Re(h˜Ti w)−√Γ˜i) tanψ,∀i,
‖w‖ ≤ √P .
(20)
After obtaining the optimal solution w, the beamforming
vectors can be obtained as
tk =
wej(φ1−φk)
K
,∀k. (21)
Note that both P4 and P5 are convex and can be easily
solved by numerical tools. To make the proposed method
more realizable in practical scenarios, we will take P4 as an
example to derive an efficient algorithm to solve it, and a
similar algorithm can be also applied to P5.
IV. EFFICIENT ALGORITHM FOR POWER MINIMIZATION
BEAMFORMING
A. Real Representation of the Problem
For the ease of our further analysis, we first derive the
real representation of the problem. Let us rewrite the related
channel vectors and the beamforming vector as follows
h˜i = h˜Ri + jh˜Ii, g˜m = g˜Rm + jg˜Im,w = wR + jwI ,
(22)
where
h˜Ri = Re
(
h˜i
)
, h˜Ii = Im
(
h˜i
)
, g˜Rm = Re (g˜m) ,
g˜Im = Im (g˜m) ,wR = Re (w) ,wI = Im (w) .
(23)
Then we define the following real-valued vectors and matrices
h¯i =
[
h˜Ri; h˜Ii
]
,w1 = [wI ; wR] ,w2 = [wR;−wI ] ,
βm =
[
g˜Rm g˜Im
g˜Im −g˜Rm
]
,Π =
[
0K - IK
IK 0K
]
,
(24)
where IK and 0K denote the K ×K identity matrix and all-
zero matrix respectively. Thus we obtain
Re
(
h˜Ti w
)
= h¯Ti w2, Im
(
h˜Ti w
)
= h¯Ti Πw2 , bTi w2,∣∣g˜Tmw∣∣2 = ∥∥∥∥[ g˜TRm g˜TImg˜TIm −g˜TRm
] [
wR
−wI
]∥∥∥∥2 = ∥∥∥βTmw2∥∥∥2.
(25)
Finally, the real version of the problem is given as
P6 : min
w2
‖w2‖2
s.t. bTi w2 − h¯Ti w2 tanψ +
√
Γ˜i tanψ ≤ 0,∀i,
−bTi w2 − h¯Ti w2 tanψ +
√
Γ˜i tanψ ≤ 0,∀i,∥∥∥βTmw2∥∥∥2 ≤ Rmσ2R,∀m.
(26)
B. The Dual Problem
In order to reveal the structure of the solution, we formulate
the dual problem of P6. Let us define the dual variable
that associate with the three constraints in (26) as u,v, c
respectively, where ui ≥ 0, vi ≥ 0, cm ≥ 0,∀i,∀m are
the elements of the three dual vectors. The corresponding
Lagrangian is given as (27) at the top of the next page. By
the following definitions
h¯ =
[
h¯1, h¯2, ..., h¯K
]
,b = [b1,b2, ...,bK ] ,1 = [IK ; IK ] ,
λ = [u; v] ,β = [β1,β2, ...,βM ] ,R = [R1, R2, ..., RM ] ,
c = [c1; c2; ...; cM ] , c˜ = [c1; c1; c2; c2; ...; cM ; cM ] ,
Γ˜ =
[
Γ˜1; Γ˜2; ...; Γ˜K
]
,A =
[
h¯ tanψ − b, h¯ tanψ + b] ,
(28)
the Lagrangian can be further simplified as
L (w2,u,v, c) = wT2
(
I + β diag (c˜)βT
)
w2 + λ
TATw2
+ tanψ
√
Γ˜T1Tλ − σ2RRT c,
(29)
where diag(x) denotes the diagonal matrix whose diagonal
elements are given by x. Let ∂L∂w2 = 0, the optimal solution
of w2 is given by
w∗2 = −
(
I + β diag (c˜)βT
)−1
Aλ
2
, (30)
6L (w2,u,v, c) = ‖w2‖2 +
K∑
i=1
ui
(
bTi w2 − h¯Ti w2 tanψ +
√
Γ˜i tanψ
)
+
K∑
i=1
vi
(
−bTi w2 − h¯Ti w2 tanψ +
√
Γ˜i tanψ
)
+
M∑
m=1
cm
(∥∥∥βTmw2∥∥∥2 −Rmσ2R)
= wT2
(
I +
M∑
m=1
cmβmβ
T
m
)
w2 +
K∑
i=1
[
(ui − vi) bTi − (ui + vi) h¯Ti tanψ
]
w2 + tanψ
K∑
i=1
√
Γ˜i (ui + vi)−Rmσ2R
M∑
m=1
cm.
(27)
which implies λ 6= 0, for the reason that λ = 0 yields the
trivial solution of w∗2 = 0. Substituting the optimal w
∗
2 into
the Lagrangian leads to
L (u,v, c) = −1
4
λTAT
(
I + β diag (c˜)βT
)−1
Aλ
+ tanψ
√
Γ˜T1Tλ − σ2RRT c.
(31)
Therefore, the dual problem is given as
P7 : max
λ,c
−1
4
λTAT
(
I + β diag (c˜)βT
)−1
Aλ
+ tanψ
√
Γ˜T1Tλ − σ2RRT c
s.t. λ ≥ 0, c ≥ 0.
(32)
Note that when removing the INR constraints, the dual prob-
lem is the same as the original CI-based power minimization
problem in [26].
C. Efficient Gradient Projection Method
Let us first rewrite the dual problem as the following
standard convex form
P8 : min
λ,c
f (λ, c) =
1
4
λTAT
(
I + β diag (c˜)βT
)−1
Aλ
− tanψ
√
Γ˜T1Tλ + σ2RR
T c
s.t. λ ≥ 0, c ≥ 0.
(33)
It is easy to observe that the primal problem P8 is a convex
Quadratically Constrained Quadratic Program (QCQP). Note
that if c = 0, P8 becomes a standard non-negative least
square (NNLS) problem, whose closed-form is known to
be difficult to obtain [39]. The newly added variable will
further complicate the problem. Nevertheless, thanks to the
simple constraints with only bounds on the variables, it is
convenient to apply a gradient projection algorithm to solve
the problem [40]. We then derive the gradient of the dual
function as follows. By letting M =
(
I + β diag (c˜)βT
)−1
,
the derivative is given as
∂f
∂λ
=
1
2
λTATMA− tanψ
√
Γ˜T1T ,
∂f
∂cm
= −1
4
∣∣∣λTATMβm∣∣∣2 + σ2RRm,∀m. (34)
Thus the gradient is give by
Of (λ, c) =
[
∂f
∂λ
,
∂f
∂c
]T
=

1
2
ATMAλ − tanψ1
√
Γ˜;
−1
4
∣∣∣λTATMβ1∣∣∣2 + σ2RR1;
...
−1
4
∣∣∣λTATMβM ∣∣∣2 + σ2RRM

.
(35)
Based on above derivations, the following Algorithm 1 is
proposed to solve problem P8, where we use an iterative
gradient projection method, and the step size can be decided
by the Armijo rule or other backtracking linesearch methods
[40]. After obtaining the optimal w2, the beamforming vectors
can be calculated by (21).
Algorithm 1
Input: H,G,F,Γ,R, σc, σR.
Output: Optimal solution w∗2 for problem P5.
1: Initialize randomly λ(0) ≥ 0, c(0) ≥ 0.
2: In the ith iteration, update λ and c by:[
λ(i), c(i)
]
= max
([
λ(i), c(i)
]
− aiOf
(
λ(i−1), c(i−1)
)
,0
)
,
where the step size ai is calculated by the backtracking
linesearch method.
3: Go back to 2 until convergence.
4: Calculate w∗2 by
w∗2 = −
(
I + β diag
(
c˜(i)
)
βT
)−1
Aλ(i)
2
.
5: end
D. Complexity Analysis
Note that the complexity of Algorithm 1 is mainly deter-
mined by the computation of the gradient (35), which needs
to be done by each iteration. Here we measure the analytic
complexity in terms of floating-point operation (flop), which is
defined as one addition, subtraction, multiplication, or division
of two floating-point numbers. Under such a definition, the
complexity for computing (35) mainly lies in the matrix
inverse operation, i.e., to calculate M, which is O (N3).
Hence, the complexity for Algorithm 1 is O (NiterN3),
where Niter is the number of iterations, which is known to
have the order of magnitude of O (log (1/ε)) [41], with ε
being the stopping tolerance. For one communication frame
7that consists of L symbols, the total complexity for the
beamforming problem will be O (LNiterN3). In contrast,
for the semidefinite relaxation of P0, the corresponding SDP
problem has K matrix variables of size N ×N , and K +M
linear constraints. The interior point method used in SeDuMi
will take O
(√
KN log(1/ε)
)
iterations to convergence, and
each iteration requiring at most O (K3N6 +K (K +M)N2)
flops [42]. Considering that this is in fact an upper-bound
of the complexity of the SDR beamforming problem, and
the number of iterations Niter for Algorithm 1 is unknown,
we can conclude that the proposed Algorithm 1 will have at
least the comparable complexity with its counterpart of SDR
beamforming. This has been further verified via numerical
simulations.
V. IMPACT ON RADAR PERFORMANCE
A. SDR Based Beamforming
The interference from BS to radar will have an impact on
radar’s performance, which will lower the detection probability
and the accuracy for Direction of Arrival (DoA) estimation.
First we consider the detection problem. Note that the target
detection process can be described as a binary hypothesis
testing problem, which is given by
yRl =

H1 : α
√
PRA (θ) sl + G
T
K∑
k=1
tkdk [l] + zl,
l = 1, 2, ..., L,
H0 : GT
K∑
k=1
tkdk [l] + zl, l = 1, 2, ..., L.
(36)
For simplicity, we assume that the covariance matrix of the
interference-plus-noise has been accurately estimated by the
radar. Due to the unknown parameters α and θ, we use the
Generalized Likelihood Ratio Test (GLRT) method to solve the
above problem. Consider the sufficient statistic of the received
signal, which is obtained by matched filtering [34], and is
given by
Y˜ =
1√
L
L∑
l=1
yRl s
H
l
= α
√
LPRA (θ) +
1√
L
L∑
l=1
(
GT
K∑
k=1
tkdk [l] + zl
)
sHl .
(37)
Let y˜ be the vectorization of Y˜, we have
y˜ = vec
(
Y˜
)
= α
√
LPR vec (A (θ))
+ vec
(
1√
L
L∑
l=1
(
GT
K∑
k=1
tkdk [l] + zl
)
sHl
)
, α
√
LPR vec (A (θ)) + ε,
(38)
where ε is zero-mean, complex Gaussian distributed, and has
the following block covariance matrix as
C =
 J + σ2RIM 0...
0 J + σ2RIM
 , (39)
where C ∈ CM2×M2 , and J = GT
K∑
k=1
tkt
H
k G
∗.
In [34], the GLRT detection is derived in the presence
of white noise only. As shown above, ε is also Gaussian
distributed and has a non-white covariance matrix. Hence we
apply a whitening filter for the case. It is easy to verify that
C and C−1 are both positive-definite Hermitian matrices.
We then consider the Chelosky decomposition of C−1, i.e.,
C−1 = UUH , where U is a lower triangle matrix. By using
UH as a whitening filter, (36) can be reformulated as
y˜w =
{
H1 : α
√
LPRU
Hd (θ) + UHε,
H0 : UHε,
(40)
where UHε ∼ CN (0, IM2). As per the standard GLRT
decision rule, if
Ly˜
(
αˆ, θˆ
)
=
p
(
y˜; αˆ, θˆ,H1
)
p (y˜;H0) > η, (41)
then H1 is chosen, where p
(
y˜; αˆ, θˆ,H1
)
and p (y˜;H0) are
the Probability Density Function (PDF) under H1 and H0
respectively, αˆ and θˆ is the maximum likelihood estimation
(MLE) of α and θ under H1, and is given by
[
αˆ, θˆ
]
=
max
α,θ
p (y˜ |α, θ,H1 ), η is the decision threshold. According to
[43], for a given θ, the MLE of α is given by the complex
least-squares (LS) estimation, which is
αˆ =
dH (θ) C−1y˜
dH (θ) C−1d (θ)
. (42)
By substituting (42) into (41), and taking the logarithm at both
sides, the MLE of θ is given as
θˆ = arg max
θ
∣∣dH (θ) C−1y˜∣∣2
dH (θ) C−1d (θ)
. (43)
Hence, the GLRT test statistic is given by
lnLy˜
(
θˆ
)
=
∣∣∣dH (θˆ)UUH y˜∣∣∣2∥∥∥UHd(θˆ)∥∥∥2 =
∣∣∣dH (θˆ)C−1y˜∣∣∣2
dH
(
θˆ
)
C−1d
(
θˆ
)
=
∣∣∣tr(Y˜AH (θˆ) J˜−1)∣∣∣2
tr
(
A
(
θˆ
)
AH
(
θˆ
)
J˜−1
) H1≷
H0
η,
(44)
where J˜ = J + σ2RIM . According to [44], the asymptotic
distribution of (44) is given by
lnLy˜
(
θˆ
)
∼
{
H1 : X 22 (ρ) ,
H0 : X 22 ,
(45)
where X 22 and X 22 (ρ) are central and non-central chi-squared
distributions with two Degrees of Freedom (DoFs), and ρ is
the non-central parameter, which is given by
ρ = |α|2LPRvecH (A (θ)) C−1 vec (A (θ))
= SNRRσ
2
R tr
(
A (θ) AH (θ)
(
J + σ2RIM
)−1)
,
(46)
8where we define radar SNR as SNRR =
|α|2LPR
σ2R
[34]. To
maintain a constant false alarm rate PFA, η is decided by the
given PFA under Neyman-Pearson criterion [44], i.e.,
PFA = 1− FX 22 (η) , η = F−1X 22 (1− PFA), (47)
where F−1X 22 is the inverse function of chi-squared Cumulative
Distribution Function (CDF) with 2 DoFs. The detection
probability is thus given as
PD = 1− FX 22 (ρ)(η) = 1− FX 22 (ρ)
(
F−1X 22 (1− PFA)
)
, (48)
where FX 22 (ρ) is the non-central chi-squared CDF with 2 DoFs.
It is well-known that the accuracy of parameter estimation
can be measured by the Crame´r-Rao bound [45], which is the
lower bound for all the unbiased estimators. In our case, the
parameters to be estimated are θ and α. The Fisher Information
matrix is partitioned as
ξ (y˜) =
[
ξθθ ξ
T
θα
ξθα ξαα
]
, (49)
where ξθθ is a scalar, ξθα is a vector and ξαα is a matrix for
the reason that θ is a real parameter while α is complex. The
CRB for DoA estimation is given by
CRB (θ) =
(
ξθθ − ξTθαξ−1ααξθα
)−1
. (50)
By the similar derivation as [34], ξθθ, ξαα and ξθα are given
as
ξθθ = 2|α|2LPR tr
(
A˙ (θ) A˙H (θ) J˜−1
)
,
ξαα = 2LPR tr
(
A (θ) AH (θ) J˜−1
)
I2,
ξθα = 2LPR Re
(
α∗ tr
(
A (θ) A˙H (θ) J˜−1
)
(1; j)
)
,
(51)
where A˙ (θ) = ∂A(θ)∂θ . By substituting (51) into (50), we have
CRB (θ)
=
1
2SNRRσ2R
·
tr
(
AAH J˜−1
)
tr
(
A˙A˙H J˜−1
)
tr
(
AAH J˜−1
)
−
∣∣∣tr(AA˙H J˜−1)∣∣∣2 ,
(52)
B. Constructive Interference Based Beamforming
The proposed CI-based beamforming should be computed
symbol by symbol, which means that the precoding vectors are
functions of the time index, thus the corresponding hypothesis
testing problem (36) is modified as
yRl =

H1 : α
√
PRA (θ) sl + G
T w˜[l] + zl,
l = 1, 2, ..., L,
H0 : GT w˜[l] + zl, l = 1, 2, ..., L,
(53)
where w˜[l] = w[l]ejφ1[l]. While the exact analytic form of
the distribution for w[l] is hard to derive, here we employ
the Gaussian detector for SDR beamformer in (44). We
note that for CI precoding, w[l] is not in general Gaussian.
Nevertheless, since each element of GTw[l] can be viewed
as the linear combination of multiple random variables within
one channel realization, the resultant interference subjects to
Gaussian distribution approximately according to the central-
limit theorem. Our numerical results show that this is indeed an
affordable approximation, and, even with a Gaussian detector,
CI-based beamformer achieves better performance at radar.
Following the same procedure of the previous subsection, we
have
J =
1
L
L∑
l=1
GT w˜[l]w˜H [l]G∗ =
1
L
L∑
l=1
GTw[l]wH [l]G∗.
(54)
By substituting (54) into (48) and (52) we obtain the ap-
proximated detection probability and the CRB(θ) of CI-based
beamforming method.
VI. ROBUST BEAMFORMING FOR POWER MINIMIZATION
WITH BOUNDED CSI ERRORS
A. Channel Error Model
It is generally difficult to obtain perfect CSI in the practical
scenarios. In this section, we study the beamforming design
for imperfect CSI. Following the standard assumptions in the
related literatures, let us first model the channel vectors as
hi = hˆi + ehi, fi = fˆi + efi,∀i,
gm = gˆm + egm,∀m,
(55)
where hˆi, gˆm and fˆi denote the estimated channel vectors
known to the BS, ehi, egm and efi denote the CSI uncertainty
within the spherical sets Uhi =
{
ehi|‖ehi‖2 ≤ δ2hi
}
, Ugm ={
egm|‖egm‖2 ≤ δ2gm
}
and Ufi =
{
efi|‖efi‖2 ≤ δ2fi
}
. This
model is reasonable for scenarios that CSI is quantized at the
receiver and fed back to the BS. Particularly, if the quantizer
is uniform, the quantization error region can be covered by
spheres of given sizes [46].
It is assumed that BS has no knowledge about the error
vectors except for the bounds of their norms. We therefore
consider a worst-case approach to guarantee the solution is
robust to all the uncertainties in above spherical sets. It should
be highlighted that this is only valid when all the uncertainties
lie in the constraints. For the interference minimization prob-
lem, we can not formulate a robust problem in the real sense
because the uncertainty of the channel G lies in the objective
function. However, a weighting minimization method can be
applied for the case to obtain a suboptimal result. Readers
are referred to [18] for details. Due to the limited space, we
designate this as the objective of the future work, and focus
on the robust version for power minimization in this paper.
9B. SDR Based Robust Beamforming
The robust version of the SDR-based problem P0 is given
by
P9 : min
tk
K∑
k=1
‖tk‖2
s.t.
∣∣hTi ti∣∣2
K∑
k=1,k 6=i
∣∣hTi tk∣∣2 + PR‖fi‖2 + σ2C ≥ Γi,
∀ehi ∈ Uhi,∀efi ∈ Ufi,∀i,∣∣∣∣∣gTm
K∑
k=1
tkdk
∣∣∣∣∣
2
≤ Rmσ2R,∀egm ∈ Ugm,∀m.
(56)
The above problem is then reformulated as a worst-case
approach, and can be solved by employing the well-known
S-procedure [38]. According to basic linear algebra, we have
‖fi‖2 =
∥∥∥fˆi + efi∥∥∥2 ≤ (∥∥∥fˆi∥∥∥+ ‖efi‖)2 ≤ (∥∥∥fˆi∥∥∥+ δfi)2.
(57)
Similarly, for the interference power we have∣∣∣∣∣gTm
K∑
k=1
tkdk
∣∣∣∣∣
2
=
K∑
k=1
tr
((
gˆ∗m + e
∗
gm
) (
gˆTm + e
T
gm
)
tkt
H
k
)
=
K∑
k=1
tr
((
gˆ∗mgˆ
T
m + gˆ
∗
me
T
gm + e
∗
mgˆ
T
m + e
∗
gme
T
gm
)
tkt
H
k
)
.
(58)
By using the Cauchy-Schwarz inequality and rearranging the
formula, it follows that∣∣∣∣∣gTm
K∑
k=1
tkdk
∣∣∣∣∣
2
≤
K∑
k=1
tr
(
gˆ∗mgˆ
T
mtkt
H
k
)
+
(
2 ‖gˆm‖ ‖egm‖+ ‖egm‖2
) K∑
k=1
tr
(
tkt
H
k
)
≤
K∑
k=1
tr
(
gˆ∗mgˆ
T
mtkt
H
k
)
+
(
2δgm ‖gˆm‖+ δ2gm
) K∑
k=1
tr
(
tkt
H
k
)
.
(59)
Based on the work [18], we directly give the worst-case
formulation of P9 by
P10 : min
Ti,si
K∑
i=1
tr (Ti)
s.t.
[
hˆTi Qihˆ
∗
i − Γiβi − siδ2hi hˆTi Qi
Qihˆ
∗
i Qi + siI
]
 0,
Ti  0,Ti = T∗i , rank (Ti) = 1, si ≥ 0,∀i,
K∑
i=1
(
tr
(
gˆ∗mgˆ
T
mTi
)
+ ζgm tr (Ti)
) ≤ Rmσ2R,∀m,
(60)
where Tk = tktHk , Qi = Ti − Γi
K∑
n=1,n6=i
Tn, ζgm =
2δ2 ‖gˆm‖+ δ2gm and βi = PR
(∥∥∥fˆi∥∥∥+ δfi)2 + σ2C . By drop-
ping the rank constraint on Ti, the above problem becomes
a standard SDP and can be solved by SDR method, after
which the beamforming vectors can be obtained by rank-1
approximation or Gaussian randomization [19].
C. Constructive Interference Based Robust Beamforming
Let us first formulate the robust version of the virtual
multicast problem P4 as
P11 : min
w
‖w‖2
s.t.
∣∣∣Im(h˜Ti w)∣∣∣ ≤ (Re(h˜Ti w)−√Γ˜i) tanψ,
∀ehi ∈ Uhi,∀efi ∈ Ufi,∀i,∣∣g˜Tmw∣∣ ≤√Rmσ2R,∀egm ∈ Ugm,∀m.
(61)
Similar to (57), the robust case for the channel vector fi can
be given as∣∣fTi s∣∣2 = ∣∣∣ˆfTi s + eTfis∣∣∣2
≤
(∣∣∣ˆfTi s∣∣∣+ ∣∣eTfis∣∣)2 ≤ (∣∣∣ˆfTi s∣∣∣+ δfi ‖s‖)2. (62)
Consider the worst case of the INR constraints, which is
max
∣∣g˜Tmw∣∣ ≤√Rmσ2R,∀egm ∈ Ugm,∀m. (63)
Since g˜m , gmejφ1 , it is easy to see ‖g˜mw‖2 = ‖gmw‖2.
For the convenience of further analysis, we drop the subscript,
and denote the interference channel vector by its real and
imaginary parts, which is given by
g = gˆR + jgˆI + egR + jegI . (64)
Let g¯ = [gˆR; gˆI ] , e¯g = [egR; egI ], the interference from radar
can be written as∣∣g˜Tw∣∣2 = ∥∥∥∥[ gˆTR + eTgR gˆTI + eTgIgˆTI + eTgI −gˆTR − eTgR
] [
wR
−wI
]∥∥∥∥2
=
∥∥∥∥∥ g¯Tw2 + e¯Tg w2g¯Tw1 + e¯Tg w1
∥∥∥∥∥
2
,
(65)
According to the Cauchy-Schwarz inequality, (65) can be
further expanded as∥∥∥∥∥ g¯Tw2 + e¯Tg w2g¯Tw1 + e¯Tg w1
∥∥∥∥∥
2
≤ ∣∣g¯Tw2∣∣2 + ∣∣g¯Tw1∣∣2 + 2δ2g‖w2‖2
+2δg
(∥∥g¯Tw2wT2 ∥∥+ ∥∥g¯Tw1wT1 ∥∥)
≤ ∣∣g¯Tw2∣∣2 + ∣∣g¯Tw1∣∣2 + (2δ2g + 4δg ‖g¯‖) ‖w2‖2,
(66)
and the robust constraint for INR is given by∣∣g¯Tw2∣∣2+ ∣∣g¯Tw1∣∣2+(2δ2g + 4δg ‖g¯‖) ‖w2‖2 ≤ Rσ2R. (67)
For the SINR constraint, note that the corresponding worst
case is equivalent to
max
∣∣∣Im(h˜Ti w)∣∣∣− Re(h˜Ti w) tanψ +√Γ˜i tanψ ≤ 0,
∀ehi ∈ Uhi,∀efi ∈ Ufi,∀i.
(68)
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Let ˆ˜hi = hˆiej(φ1−φi), e˜hi = ehiej(φ1−φi), we have h˜i =
ˆ˜hi+
e˜hi. Similarly, we drop the subscript and denote the channel
vector by its real and imaginary parts, which is
h˜ = ˆ˜hR + j
ˆ˜hI + e˜hR + je˜hI . (69)
It follows that
Im
(
h˜w
)
= Im
((
ˆ˜
hR + j
ˆ˜
hI + e˜hR + je˜hI
)
(wR + jwI)
)
=
[
ˆ˜hR,
ˆ˜hI
] [wI
wR
]
+ [e˜hR, e˜hI ]
[
wI
wR
]
, ˆ¯h
T
w1 + e¯
T
hw1,
(70)
Re
(
h˜w
)
= Re
((
ˆ˜
hR + j
ˆ˜
hI + e˜hR + je˜hI
)
(wR + jwI)
)
=
[
ˆ˜hR,
ˆ˜hI
] [wR
−wI
]
+ [e˜hR, e˜hI ]
[
wR
−wI
]
, ˆ¯h
T
w2 + e¯
T
hw2.
(71)
By noting that ‖e¯h‖2 ≤ δ2h, (68) is equivalent to
max
∣∣∣∣ˆ¯hTw1 + e¯Thw1∣∣∣∣− (ˆ¯hTw2 + e¯Thw2) tanψ
+
√
Γ˜ tanψ ≤ 0,∀‖e¯h‖2 ≤ δ2h,∀‖ef‖2 ≤ δ2f ,
(72)
and can be decomposed into the following two constraints:
max ˆ¯h
T
w1 + e¯
T
hw1 −
(
ˆ¯h
T
w2 + e¯
T
hw2
)
tanψ
+
√
Γ˜ tanψ ≤ 0,∀‖e¯h‖2 ≤ δ2h,∀‖ef‖2 ≤ δ2f ,
(73)
max−ˆ¯hTw1 − e¯Thw1 −
(
ˆ¯h
T
w2 + e¯
T
hw2
)
tanψ
+
√
Γ˜ tanψ ≤ 0,∀‖e¯h‖2 ≤ δ2h,∀‖ef‖2 ≤ δ2f .
(74)
Based on above, the worst-case constraints for (73) and (74)
are given by
ˆ¯h
T
w1 − ˆ¯h
T
w2 tanψ + δh (w1 −w2 tanψ)
+
√
Γ
(
σ2C + PR
(∣∣∣ˆfT s∣∣∣+ δf ‖s‖)2) tanψ ≤ 0, (75)
−ˆ¯hTw1 − ˆ¯h
T
w2 tanψ + δh (w1 + w2 tanψ)
+
√
Γ
(
σ2C + PR
(∣∣∣ˆfT s∣∣∣+ δf ‖s‖)2) tanψ ≤ 0. (76)
The final robust optimization problem is given by
P12 : min
w1
‖w1‖2
s.t. Constraints (67), (75) and (76),∀i,∀m,
w1 = Πw2.
(77)
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Fig. 3. Average transmit power vs. required SINR, with R = −4dB.
VII. NUMERICAL RESULTS
In this section, numerical results based on Monte Carlo
simulations are shown to validate the effectiveness of the
proposed beamforming method. Without loss of generality, we
assume that PR = 10M kW, which results in a total transmit
power of 10kW for radar. The channel vectors are assumed
to subject to complex Gaussian distributions, i.e., hi ∼
CN (0, ρ21I) , fi ∼ CN (0, ρ22I) ,∀i,gm ∼ CN (0, ρ23I) ,∀m,
where ρ1 = 1, ρ2 = ρ3 = 2× 10−3. In this case, the distance
from radar to the BS is hundreds of times of the distance
between the BS and users. This is a typical coexistence
scenario where an air traffic control (ATC) radar is located
in the suburb area, and the BSs are located in the central
city [47], [48]. Since the radar and the BS are operated in
the same frequency band, we assume σ2R = σ
2
C = 10
−4.
For simplicity, the INR thresholds for different radar antennas
and the SINR level for different downlink users are set to
be equal, respectively, i.e., Rm = R,Γi = Γ,∀i,∀m. For
the robust cases, we set the normalized error bounds as
δhi/ρ1 = δfi/ρ2 = δgm/ρ3 = δ, ∀i, ∀m. While it is plausible
that the benefits of the proposed scheme extend to various
scenarios, here we assume N = 10, K = M = 5 unless oth-
erwise specified, and explore the results for QPSK and 8PSK
modulations. We denote the conventional SDR beamformer as
‘SDR’ in the figures, and the proposed beamformer based on
constructive interference as ‘CI’.
A. Average Transmit Power
In Fig. 3, we compare the minimized power for the two
beamforming methods under a given INR level of -4dB with
the increasing Γ. Unsurprisingly, the power needed for trans-
mission increases with growing Γ for both methods. However,
it can be easily seen that the proposed method obtains a lower
transmit power for given INR and SINR requirements than the
conventional SDR-based method thanks to the exploitation of
the constructive interference. Particularly if QPSK modulation
is used, the required power for CI-based scheme is less
than half of the power needed for SDR-based beamforming.
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Furthermore, a 3dB power-saving can be also observed for CI-
QPSK compared to CI-8PSK. This is because the constructive
region for QPSK is twice larger than the latter, leading to a
more relaxed feasible region for the CI optimizations. Similar
results have been provided in Fig. 4, where the transmit power
of different methods with increased R has been given with
required SINR fixed at 10dB and 17dB respectively. It is
worth noting that there exists a trade-off between the power
needed for BS and the INR level received by radar as has
been discussed in the previous section. For both figures, we
see that CI methods lead to a practical BS transmit power that
is less than 46dBm, while the SDR beamformer requires up
to 50dBm (100W) to obtain the same SINR levels, which is
far from realistic scenarios.
B. Efficent Algorithm
In order to verify the effectiveness of the proposed efficient
algorithm for P3, we compare the results obtained by the
built-in SeDuMi solver in CVX [49] and Algorithm 1 with
increasing downlink users K in Fig. 5, where N = 12,M =
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Fig. 6. Average execution time for optimization P0, P3 and Algorithm 1,
N = 12,M = 4, Γ = 15dB, R = −4dB, QPSK.
4,Γ = 15dB, R = −4dB. The required transmit power for
SDR optimization P0 and the dual CI problem P8 using CVX
solver is also presented as benchmarks. As we can see that the
three CI curves match very well and the difference is less than
0.002dBm when M = 7, and as expected, all the CI methods
outperforms the SDR approach.
In Fig. 6, the complexities for the above 4 approaches in
Fig. 5 have been compared in terms of average execution time
for a growing number of downlink users, where all the config-
urations remain the same. Note that it takes less time to solve
both the primal CI problem P3 and its dual P8 than the SDR
optimization P0 by the CVX solver. This is because to solve
P0, an eigenvalue decomposition or Gaussian randomization
is required to obtain the beamforming vectors, which involves
extra amount of computations [19]. Nevertheless, the pro-
posed CI-based approach is a symbol-level beamformer, which
means that the beamforming vectors should be calculated
symbol by symbol while the SDR-based beamforming needs
only one-time calculation during a communication frame in
slow fading channels. Fortunately, the proposed Algorithm 1 is
far more efficient than the CVX solver, which needs only 6.7%
of the time of the SDR optimization when K = 8. In a typical
LTE system with 20 symbols in one frame, the total execution
time for Algorithm 1 will be 134% (6.7%×20 = 134%) of the
SDR-based beamforming, but the gain of the saved transmit
power is more than 200% as has been shown in Fig. 3 and
Fig. 4, which is cost-effective in energy-limited systems.
C. Radar Performance
Fig. 7-9 demonstrate a series of results for the impact of
the proposed scheme on different radar metrics by solving
the interference minimization problem P2 and P5. Here we
assume that radar is equipped with a Uniform Linear Array
(ULA) with half-wavelength spacing, and m-sequences are
used as the radar waveform with a length of 50 digits, i.e.,
L = 50. The target is set to be located at the direction of
θ = pi/5. In Fig. 7, the average detection probability with
increased radar SNR for the two methods are given, where
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the solid line with triangle markers denotes the case without
interference from the BS. Among the rest lines, the solid
curves and dashed ones denote the simulated and asymptotic
detection performance respectively. The parameters are given
as η = 13.5dBm, Γ = 24dB, and P = 30dBm. As shown in
the figure, the simulated results match well with the asymptotic
ones for both SDR and CI methods. Once again, we see
that the proposed method outperforms the SDR-based method
significantly. For instance, the extra gain needed for the SDR
method is 4dB compared with the proposed method for a
desired PD = 0.95.
Fig. 8 shows another important trade-off between radar
and communication, where the detection probability at the
radar with increased SINR threshold of the downlink users
are provided for the two methods with P = 25dBm. It can be
seen that a higher SINR requirement at users leads to a lower
PD for radar, and the proposed method obtains better trade-off
curves for both simulated and asymptotic results thanks to the
utilization of MUI. The results in Figs. 7 and 8 justify the use
of the Gaussian radar detector of (44) for the CI beamformer,
which still gives significant performance gains w.r.t the SDR
beamformer.
In Fig. 9, the root mean squared error (RMSE) of the
target DoA estimation with the presence of the minimized BS
interference is given for CI and SDR beamformers, both with
increased SINR threshold. Here the maximum likelihood esti-
mator defined by (43) is used as the concrete DoA estimation
algorithm,, and the corresponding CRB curves are given by
(53). As expected, the loose of the communication constraints
in CI methods brings benefits to radar target estimation. It
can be also observed that the proposed approach is not only
robust to the increasing SINR requirement, but also performs
far better than the SDR method.
D. Robust Designs
In Fig. 10, the BS transmit power with increasing CSI
error bound δ is shown with Γ = 15dB, R = 10dB, where
different cases with perfect and imperfect CSI are simulated
for both SDR and CI-based beamforming. The legend denotes
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Fig. 11. Average transmit power vs. SINR for different robust cases, δ2 =
2× 10−4, R = 10dB, QPSK.
the channel which suffers from CSI errors for each case,
while the rest are assumed perfectly known. Thanks to its
relaxed nature, the CI-based beamforming has a higher degree
of tolerance for the CSI errors than SDR-based ones. The
same trend is also shown in Fig. 11, where we apply a fixed
channel error bound δ2 = 2× 10−4 and R = 10dB for all the
robust cases to see the variation of the transmit power with an
increased SINR level. Since the interference channel between
radar and users should first be estimated by the users and then
fed back to the BS, the knowledge about F is more likely
to be known inaccurately by the BS compared with other two
channels. Fortunately, we observe that in both Fig. 10 and Fig.
11, the imperfect channel F requires less transmit power to
meet the same SINR level than H and G with CSI errors of
the same bound. Hence, the accuracy for the estimation of F
can be relatively lower than the other channels.
VIII. CONCLUSION
This paper proposes a novel optimization-based beam-
forming approach for MIMO radar and downlink MU-MISO
communication coexistence, where multi-user interference is
utilized to enhance the performance of communication system
and relax the constraints in the optimization problems. Nu-
merical results show that the proposed scheme outperforms
the conventional SDR-based beamformers in terms of both
power and interference minimization. An efficient gradient
projection method is further given to solve the proposed
power minimization problem, and is compared with SDR-
based solver in the sense of average execution time. While the
proposed technique is applied at symbol level, the computation
complexity is still comparable with the SDR approach in
typical LTE systems. Moreover, the detection probability and
the Crame´r-Rao bound for MIMO radar in the presence of the
interference from BS are analytically derived, and the trade-
off between the performance of radar and communication is
revealed. Finally, a robust beamformer for power minimization
is designed for imperfect CSI cases based on interference ex-
ploitation, and obtains significant performance gains compared
with conventional schemes.
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