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Summary
With the emergence of “omics” techniques, it has become essential to de-
velop tools to utilise the vast amount of data produced by these meth-
ods. Genome-scale metabolic models represent the mathematical essence
of metabolism and can easily be linked to the data from omics sources.
Such models can be used for various analyses, including the investigation
of metabolic responses to changing environmental conditions. Legumes are
known for their ability to form a nitrogen-fixing symbiosis with rhizobia,
a vital process that provides the biosphere with the majority of its nitro-
gen content. In the present thesis, a genome-scale metabolic model for
the legume Medicago truncatula was reconstructed, based on the annotated
genome sequence and the MedicCyc database. A novel approach was em-
ployed to define the compartmentalisation of the plant’s metabolism. The
model was used to calculate the biosynthetic costs of biomass precursors
(e.g. amino acids, sugars, fatty acids, nucleotides), and its capability to
produce biomass in experimentally observed ratios was demonstrated us-
ing flux balance analysis. Further investigation was carried out into how
the biosynthesis fluxes and costs change with respect to different nitro-
gen sources. The precise charge balancing of all reactions in the model
allowed the investigation of the effects of charge transport over the cellular
membrane. The simulations showed a good agreement with experimental
data in using different sources of nitrogen (ammonium and nitrate) to min-
imise the charge transport of the membrane. To allow the investigation
of the symbiotic relationship, two rhizobial models were used. The first
model, for Sinorhizobium meliloti, was reconstructed from the MetaCyc
database (MC-model); the second model was a recently published model for
S. meliloti specialised for symbiotic nitrogen fixation (SNF-model). Com-
bined models were created for both rhizobial networks using a specialised
nodule submodel of the plant model. Potential interactions were extracted
from the literature and investigated, with the analysis suggesting that oxy-
gen availability is the main limitation factor in symbiotic nitrogen fixation.
Within the analysis the SNF-model appeared to be too restricted and lack-
ing the potential for sufficient nitrogen fixation; therefore, further analysis
was carried out using the MC-model, upon which it was observed that the
availability of oxygen can also influence how nitrogen is supplied to the
plant. At high oxygen concentrations ammonia is the primary form of ni-
trogen supplied by the rhizobium. However, the simulations, in accordance
with experimental data, show that at lower concentrations of oxygen, ala-
nine takes precedence. The findings also support the concept of amino acid
cycling as a potential way to improve nitrogen fixation. The more flexi-
ble MetaCyc based model has allowed other potential genetic engineering
approaches for higher nitrogen fixation yields to be proposed.
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Chapter 1
Introduction
I found it difficult to devise a way to introduce the project of this thesis. The main
reason is the high specificity of the organisms investigated along with the complexity
of general principles governing this field of research. When asked for a one sentence
description of my work, I would describe it as:
“An investigation of the metabolism of Medicago truncatula and its metabolic
interactions with its symbiont Sinorhizobium meliloti.”
However, there are several key fields in this sentence which need explanation to allow
the reader to place it into context. The first of those fields is metabolism, and many
textbooks cover this topic in extensive chapters [1, 2]. I will only give an overview of
the parts of metabolism most relevant for this work (Section 1.1.2) and will discuss
some general principles to help with understanding of the functions of metabolism in
general (see Section 1.1.1). I will mainly focus on the descriptions of the energy and
nitrogen metabolism of the two investigated organisms, as these are central to my
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work. Those organisms are Medicago truncatula, a clover, and Sinorhizobium meliloti,
a soil bacterium, and I will provide an overview of their properties and particularities
in sections 1.2.1 and 1.2.2. The symbiosis between this organisms is a model for the
nitrogen fixing symbiosis of legumes and rhizobia, with the importance of this symbiosis
stemming from the importance of nitrogen within biological systems. Nitrogen atoms
are present in a large fraction of important biomolecules (i.e. molecules synthesized
in a living organism). They are part of DNA; the genome or the blueprint of most
known organisms (with the exception of some viruses). It is also essential for the
amino acids that build the proteins forming the working entities within cells. However,
while nitrogen makes up 78% of the earth’s atmosphere [3], its availability in nutrients
is rather restricted due to the inherent inertia of nitrogen. Lavoisier called it an azotic
gas, from the negated Greek word for life (i.e. lifeless) [4]. There are a limited number
of ways that incorporate nitrogen into the biosphere with the most important being:
• lightning ( ∼10% )
• artificial fertilizers ( ∼25% )
• biological nitrogen fixation ( ∼60% ) [5]
The most dominant biological process is the legume-rhizobial symbiotic nitrogen fix-
ation [6]. Agricultural nitrogen fixation by legume crops was about 40 Tg/year in
1994 [7]. Supplying this nitrogen through artificial fertilizers would require an equiva-
lent of 5 million tons of fossil fuel, consumed during the production of the fertilizer when
using methods like the Haber-Bosch Process [8]. Therefore, a better understanding of
this symbiosis can lead to:
• Higher agricultural yields by better fertilization;
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• A reduced amount of fossil fuels needed to produce artificial fertilizer; and
• A natural way to cultivate barren zones.
The potential impact of these outcomes is a convincing reason to pursue the investiga-
tion of these organisms and their symbiosis. The symbiotic properties will be presented
in detail in Section 1.2.4, where I will provide an overview of the symbiotic process be-
tween legumes and rhizobia.
The final part of this introduction will concern the field I use to investigate these or-
ganisms. I will introduce the concepts used and the assumptions made in stoichiometric
metabolic modelling and will give an overview of the possibilities and restrictions of
this approach.
3
1.1 Metabolism
“Metabolism is the overall process through which living systems acquire and utilize
the free energy they need to carry out their various functions.”
Voet and Voet [1, p. 557].
“[...]metabolism , the unceasing, complex network of thousands of chemical
reactions by which cells grow and reproduce, take up foods and excrete wastes, move,
and communicate with each other”
Metzler [2, p. 1]
These two statements focus their view of metabolism on the important processes that
keep cells running and thriving: energy generation and growth. The main problem with
investigating metabolism can be seen in the second quote. With thousands of highly
interconnected reactions a metabolic network (see Figure 1.1) is hard to conceptualise.
Even in the complex structure of the metabolic network of a eukaryotic cell there is
a directly observable order; each cluster formed by a layout algorithm represents the
part of metabolism in one of the compartments of a cell. Still, even this reaction
network is only a fraction of the processes that control and regulate metabolism. In
a living cell, most of these processes have to be performed by enzymes, which in turn
are coded for in the cells’ genome. Enzymes themselves are a product of metabolism
since they are produced by combining amino acids at the expense of energy. For most
modern work, it is essential to know which capabilities a given organism has. To define
these capabilities the “Central Dogma of Molecular Biology” [9, 10] has proven to be
of great importance. It states that one gene codes for one RNA and one RNA for
one protein. This dogma holds true in prokaryotes but is somewhat invalidated by
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Figure 1.1: A simple representation of the genome scale metabolic network of M. trun-
catula laid out with the organic layout from yTools in Cytoscape. The compartments
of the network nicely cluster and are depicted in different colours (black - cytosol;
green - plastid; blue - mitochondrion; yellow - peroxisome; grey - vacuole; red - endo-
plasmic reticulum; orange - Golgi apparatus; cyan - transporters; magenta - external
metabolites).
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alternative splicing in many eukaryotes [11]. Since enzymes are the active forms of
proteins, the dogma is of high importance for metabolic reconstruction. However, not
all enzymes catalyse one highly specific reaction. Instead, they can often utilize similar
substrates and perform the same general type of reaction on all of these substrates.
However, even with this diversity, important information can be retrieved from the
genome of an organism. By single protein analysis, it is possible to determine what
kind of reaction an enzyme catalyses. Due to the vast amount of available data, this
process can be automated. There exist well-established methods to infer probable
enzymatic activity by homology analysis (e.g. using BLAST [12, 13]) from either the
protein sequence or the genomic sequence. Although this provides a huge repertoire of
information on single enzymes, the information on all enzymes needs to be combined to
investigate the complete metabolism of an organism. A single cell contains thousands
of enzymes, and with each catalysing one or more reactions, the metabolism becomes
a complex network. It is therefore necessary to bring structure to this network in
order to communicate findings more efficiently. To do so, the concept of pathways
has proven useful, even though it is likely to create the impression that there is more
order in metabolism than actually present. This concept and some examples will be
explained in Section 1.1.2. To understand the metabolic processes contained in these
pathways, it is important to know the driving forces of metabolism, to which Voet and
Voet give a good indication in their description of metabolism above. As they say,
“Living organisms are not at equilibrium” [1, p. 559] and therefore require energy to
maintain their internal processes.
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Figure 1.2: Hydrolysis of adenosine triphosphate (ATP). The red bond is broken and
releases 20.5 kJ/mol. This reaction is part of many metabolic processes, and provides
energy for endergonic reactions. Water is not necessarily the only substrate for the
transfer of the phosphate group and other substrates can retain the energy or only
release smaller amounts of energy. For clarification, the atoms originating from water
in the substrate and product are marked in blue. Figure created with Inkscape.
1.1.1 The forces behind metabolism
The purpose of metabolism is to provide energy to the organism. To understand the
processes involved, it is essential to realise how an organism handles energy. To sustain
its present state or to grow, a cell needs to expend energy in order to counter the
universal drive to entropy. While energy is available in many forms, a common energy
currency is necessary to facilitate energy transfer between different enzymes within a
cell. Without such a currency it would be infeasible to transfer energy between dif-
ferent enzymes. While energy can be stored in large molecules on a long term basis,
on a shorter time scale it is necessary to have a fast “battery” which most enzymes
can readily use. This battery is present in the form of adenosine triphosphate (ATP,
Figure 1.2). Hydrolysing (i.e. splitting the bond with water) the phosphate bond of
ATP yields about 20.5 kJ/mol [14]. Per mole of ATP this is approximately double the
amount of energy stored in one AA battery. However, there is only a very small amount
of ATP present in an organism and it has to be constantly regenerated by metabolic
processes. ATP functions as an energy source for many endergonic reactions and is of-
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Figure 1.3: Reduction of nicotineamide adenine dinucleotide (phosphate) NAD(P)+
to NAD(P)H. Along with two electrons, one proton is transferred from a donor to
NAD(P). Some enzymes can use both substrates while others are specific to one of the
molecules. Figure created with Inkscape.
ten described as the “energy currency” of a cell. The second important currency within
a cell are electron carriers. These, in contrast to ATP, come in many different varieties.
They allow an organism to transfer electrons from one molecule to another, which is es-
sential for most biosynthetic processes. Even more importantly, some of them are used
to drive the electron transfer chain which regenerates ATP from adenosine diphosphate
(ADP, Figure 1.2) in photosynthesis or oxidative phosphorylation (see sections 1.1.2.4
and 1.1.2.3). The most important electron carriers nicotineamide adenine dinucleotide
(NAD+) and its phosphate (NADP+) can be seen in Figure 1.3. However, NADH and
NADPH do not only carry electrons; in contrast to several other carriers the electrons
are accompanied by protons. Reduced electron carriers (like NADPH) are often called
reductants, as their purpose in most reactions is to reduce the oxidisation state of an-
other molecule. Reductants and energy (in the form of ATP) are not exclusively used
for metabolic purposes - energy, for example, is needed for transportation of small
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molecules and macromolecules. While the transport of small molecules is often only
indirectly linked to ATP hydrolysis [15], macromolecules require large amounts of di-
rect ATP hydrolysis for transport over membranes [16, 17]. Furthermore, energy is
necessary for motility [18] and many other mechanic processes. This means that there
is a permanent drain on the pool of available ATP from outside the metabolism and
a permanent influx of ADP and phosphate (Pi) into the metabolism. Reducing power
is also in high demand, as it is, for example, required to repair damage to the cell
caused by external oxidants. This means that much of the potentially available energy
from nutrition is diverted towards maintenance and repair processes. In fact, in plants,
between 40 and 70% of the potential energy (and reductant) is not used for metabolic
processes but diverted to satisfy other demands [19, 20]. This turnover demand has
to be met, and the following sections will provide examples of energy regenerating
pathways, after an introduction of the pathway concept.
1.1.2 Metabolic pathways
A single enzyme catalyses one (or one kind of) reaction which may be denoted as:
A+B  C +D (1.1)
If several reactions are necessary to convert a compound A into a compound D, the
concept of pathways is useful to illustrate this process and to allow simultaneous dis-
cussions about larger parts of metabolism. Conceptually, metabolism can be divided
into reactions which are essential for the survival of the species (primary metabolism),
and those which are likely to be beneficial but which are not essential (secondary
metabolism). There are several metabolic pathways belonging to basic metabolism
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which are common to many organisms. A selection of these pathways is detailed here,
as they have shown to be relevant to many processes investigated in this thesis.
1.1.2.1 Glycolysis
Perhaps the most important and best studied pathway is the glycolytic pathway [1,
p. 593ff]. Sugars (CnH2nOn) are the main source of energy and carbon for many
organisms. In plants, glucose (C6H12O6) is stored as starch via the formation of ADP-
glucose and transfer of the glucose moiety to the starch granule during the day. This
starch granule is then degraded and the glucose is recovered during the night [21, p.
182ff]. The initial process employed to extract the energy stored in the glucose molecule
is called glycolysis. It converts one molecule of glucose into two molecules of pyruvate
(see Figure 1.4) while regenerating ATP and reductants. The pathway can be split
into two phases, a preparation phase, from glucose to two glyceraldehyde 3-phosphate
(GAP), and a pay-off phase from GAP to pyruvate. In the preparation phase ATP is
needed to phosphorylate glucose to glucose 6-phosphate and fructose 6-phosphate to
fructose 1,6-bisphosphate (F16BP).
The latter reaction is commonly catalysed by phosphofructokinase (PFK). In plants,
an alternative enzyme is present that also catalyses this reaction. Instead of ATP, the
alternate plant enzyme can use pyrophosphate as phosphate donor [23]. Following these
two phosphorylation steps, F16BP is split into two triose-phosphates, dihydroxyacetone
phosphate (DHAP) and GAP. The final step in the preparation phase is the conversion
of DHAP into a second GAP. In total, two phosphate bonds have to be broken and
transferred to glucose for this preparation, in energy consuming steps. In the pay-off
phase, this energy is not only recovered but a surplus is achieved, as all of the following
reactions are carried out twice per glucose molecule. In the initial reaction of the pay-off
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Figure 1.4: Glycolysis from glucose to pyruvate. In the initial steps two ATP are
consumed while in the later steps a total of four ATP and two NADH are regenerated
per glucose. Image adapted from Yassine Mrabet under the Creative Commons License
3.0 BY-SA [22].
phase, GAP is oxidized and at the same time phosphorylated with inorganic phosphate
by the GAP dehydrogenase to yield 1,3-bisphosphoglycerate (DPG). This step yields
an NADH which can later be converted into additional energy (see Section 1.1.2.3). In
the last four steps, from DPG to pyruvate, two ATP are regenerated using the energy
and phosphate from the phosphate bonds of DPG and phosphoenolpyruvate. In total,
the pay-off phase yields four ATP and two NADH per glucose. The overall glycolytic
balance is therefore
Glucose + 2 ADP + 2 Pi + 2 NAD+ =⇒ 2 Pyruvate + 2 NADH + 2H+ + 2 ATP
(1.2)
Along with pyruvate being an important precursor for many biomolecules (e.g. in
amino acid biosynthesis [24]) it is also the source of further energy generation in the
tricarboxylic acid cycle [21, p. 262ff] (see Section 1.1.2.2). Glycolysis therefore provides
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the organism both with an important biomolecule precursor, as well as energy and
reductants for maintenance and biosynthetic processes.
1.1.2.2 Tricarboxylic acid cycle
The tricarboxylic acid cycle (TCA) is the main source of carbohydrate oxidation, and
therefore reductant regeneration in most cells, and provides precursors for a multitude
of biomolecules [1, p. 789ff]. Figure 1.5 gives an overview of the TCA and its intermedi-
ates. The cycle is driven by pyruvate obtained from glycolysis which is decarboxylated
and attached to coenzyme A (CoA) yielding acetyl-CoA and regenerating one NADH.
Acetyl-CoA is then combined with oxaloacetic acid leading to the formation of
citrate. By water addition and elimination citrate is converted into iso-citrate. At this
point the energy extraction starts with dehydrogenating and decarboxylating reactions
(from iso-citrate to α-ketoglutarate and from the latter to succinyl-CoA). The latter
of the two reactions, α-ketoglutarate dehydrogenase, also ligates CoA to the resulting
C4-carboxylic acid. The energy from this bond is used to catalyse the formation of
ATP from ADP in plants or from guanosine diphosphate to guanosine triphosphate in
animals. In the final steps the C4-dicarboxylic acids are dehydrogenated twice, yielding
an additional NADH and producing coenzyme QH2 which can be used in the electron
transfer chain (see Section 1.1.2.3).
1.1.2.3 The electron transfer chain and oxidative phosphorylation
The electron transfer chain is the last step before the regeneration of ATP by oxida-
tive phosphorylation and both processes have been described extensively [1, 2, 21, 26].
The mechanism is common to both prokaryotic and eukaryotic organisms, with cur-
rent thought suggesting that eukaryotic cells have at some point taken up prokaryotes
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Figure 1.5: The Krebs or tricarboxylic acid cycle (TCA). An acetyl group is attached
to coenzyme A (CoA) by decarboxylation of pyruvate, while simultaneously NADH
is regenerated. Acetyl-CoA and oxalacetic acid are combined to form citrate, which
is converted to iso-citrate and dehydrated to form the next NADH, the energy being
obtained from splitting of another CO2. Two additional NADH are regenerated by
ketoglutarate dehydrogenase, and malate dehydrogenase and one GTP is obtained by
splitting of Co-enzyme A from succinate. The image is a modified version of work by
Narayanese, WikiUserPedia, YassineMrabet, and TotoBaggins licensed under Creative
Commons 3.0 BY-SA [25].
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to perform this task for them [27]. Over time these prokaryotes have evolved into
the mitochondria of eukaryotic cells, which are now known as the power plants of eu-
karyotic cells. An overview of the processes involved in the electron transfer chain
can be seen in Figure 1.6. The electron transfer chain is essential in that it creates
a chemical gradient over a membrane thus allowing the ATP synthase to regenerate
ATP. The membrane involved is either the mitochondrial inner envelope membrane or
the cellular membrane in eukaryotes and prokaryotes, respectively. The energy for the
gradient generation is obtained by gradual transfer of electrons to lower energy levels.
Four enzyme complexes (I-IV) are involved in the chain: NADH-coenzyme Q oxidore-
ductase (complex I), succinate dehydrogenase (complex II), coenzyme Q-cytochrome c
oxidoreductase (complex III) and cytochrome c oxidase (complex IV). There are two
main points of entry into the chain, at complex I or at complex II by electron transfer
from NADH and succinate respectively. The most important enzymes are complexes
I, III and IV, as they are each transporting four protons over the membrane in the
process of electron transfer. The generated proton gradient is then exploited by the
ATP synthase (or complex V) by which 3-4 protons (depending on the species) are
transported back over the membrane, and the energy from this equilibrating step is
used to convert Pi and ADP into ATP [29, 30].
1.1.2.4 Photosynthesis
Photosynthesis is the process by which plants and some bacteria assimilate carbon and
generate energy [21, 31]. There are two major parts of the photosynthetic process,
which commonly occurs in specialised compartments, the chloroplasts:
1. Energy generation by the light reactions; and
2. Carbon fixation by the Calvin cycle.
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Figure 1.6: Electron transfer chain and ATP synthesis. There are two entry points into
the electron transfer chain. Complex I uses NADH to reduce coenzyme Q and at the
same time transports four protons over the membrane. The other entry point is com-
plex II (succinate dehydrogenase) where the electrons are obtained from the reduction
of succinate to fumarate. Complex III transfers the electrons further to cytochrome
c, translocating an additional four protons from the matrix to the external space.
The final transfer from cytochrome c to oxygen is performed by complex IV, again
translocating four protons. The translocated protons can be employed by the ATP
synthase to generate ATP. In prokaryotes, the matrix is the cytosol of the organism,
while in eukaryotes it is the internal matrix of the mitochondrion. The external space
is the inter-membrane space between mitochondrion and cytosol in eukaryotes and the
periplasm space in prokaryotes, respectively. Image modified from public domain work
by Fvasconcellos [28]
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This section will cover the specifics of plant photosynthesis and illustrate the impor-
tance of this process in plant metabolism.
Light reactions Similar to the electron transfer in the mitochondrial electron trans-
fer chain, the light reactions of photosynthesis generate a proton gradient by using
the energy gradients between different types of electron carriers [32]. The membrane
used for this electron transfer is the membrane of the thylakoid inside the chloro-
plast. It follows a four step process with electron transfer from water to plastoquinone,
plastoquinol (the reduced form of plastoquinone) to plastocyanine, plastocyanine to
ferredoxin and ferredoxin to NADPH (see Figure 1.7b). The first protein complex
involved is photosystem II, which oxidises water to oxygen and uses light energy to
increase the potential of the extracted electron (see Figure 1.7a). At the same time,
it collects protons from the stroma (the inside of the chloroplast) and transfers them,
along with the obtained electrons, to plastoquinone. Plastoquinol is then transferred to
the cytochrome b6f complex. This enzyme uses a two step process to transfer the elec-
trons from plastoquinol to plastocyanine and translocate additional protons from the
stroma to the lumen (the inside of the thylakoids). In the first step, two electrons from
one plastoquinol are taken up and the remaining protons are released into the lumen
(PQH2 → PQ + 2 H+Lumen + 2 e−). One of these electrons is directly transferred to
plastocyanine while the other is transferred to a plastoquinone (PQ + e− → SPQ−),
leading to the formation of a semiquinone. In the second step, another plastoquinol is
oxidized, transferring two further protons into the lumen. The electrons are split again
between plastocyanine and the earlier created semiquinone. In addition, two protons
from the stroma are collected and transferred to the plastosemiquinone leading to the
formation of plastoquinol, which can be used again in the first step (PQH2 + SPQ
−
+ 2 H+Stroma → 2 H+Stroma + e− + PQ + PQH2). Overall, four protons are released
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into the lumen and two are taken up from the stroma for each electron pair trans-
ferred. The third step is catalysed by photosystem I where light is used to increase
the electrons’ potential and allow the transfer of these electrons to a reductant with a
higher reduction potential, from plastocyanine to ferredoxin (see Figure 1.7a). Finally,
the electrons are transferred to NADPH by the ferredoxin-NADP reductase. Similarly
to the mitochondrial electron transfer chain, the generated proton gradient is used to
drive the chloroplast ATP synthase. The proton per ATP ratio for this ATP synthase
is commonly assumed to be dictated by the protein structure as 14:3 [21, p. 151].
Instead of transfer to ferredoxin, electrons can also be transferred back from P700 in
photosystem I to the cytochrome b6f complex using plastoquinol as carrier. By this
mechanism, additional protons are transferred over the membrane [21, p.147]. This
leads to the possibility of regenerating ATP without any NADPH regeneration.
The Calvin cycle Photosynthesis is not only a ready source for energy, but also
encompasses fixation of carbon dioxide. The most important enzyme in this process is
the ribulosebisphosphate carboxylase oxygenase enzyme (RuBisCO), the most abun-
dant protein in leaves with an abundance of up to 65% of the total soluble protein
fraction [33]. RuBisCO catalyses the carbon-dioxide fixation step in the Calvin cycle
by the following reaction:
CO2 +D–ribulose 1.5 bisphosphate+H2O −→ 2 3–phosphoglycerate (1.3)
The Calvin cycle uses the product of RuBisCO (G3P) and converts it into its substrate
ribulose 1.5-bisphosphate (R15BP). The pathway is displayed in Figure 1.8.
The initial reactions from 3-phosphoglycerate (G3P) are shared with the glycolytic
pathway. In the Calvin cycle, however, these reactions are acting in the reverse di-
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(a) Z-scheme
(b) Light reactions
Figure 1.7: Enzymes involved in photosynthesis and their action in the electron transfer
chain. (a) Electron potentials are repeatedly increased by light to allow the transfer
to more potent reductants. (b) Simultaneously, protons are transferred into the lumen
and a proton gradient is built. The gradient is used by the ATP synthase to regenerate
ATP. The final products of the light reactions are reductants in the form of NADPH
and energy in the form of ATP . PS II: Photosystem II; PS I: Photosystem I; b6f :
Cytochrome b6f ; PQ(H2): Plastoquinone/ol ; PC : Plastocyanine; Fd : Ferredoxin;
FAD : Ferredoxin NADPH reductase.
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Figure 1.8: The Calvin cycle pathway assimilating carbon dioxide. The pathway con-
sumes three ATP and two NADH per fixed carbon dioxide.
Legend and structures based on work from Y. Mrabet published under the Creative
Commons License 3.0 BY-SA [22]
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rection from G3P to GAP. At the expense of ATP, G3P is converted into DPG and
reduced to obtain GAP, which forms a hub of the Calvin cycle. A total of five initial
GAP molecules are necessary to drive the fixation of three carbon dioxide into one
new G3P. Two GAP are converted into fructose 1,6-bisphophate (F16BP) by the re-
verse action of triosephosphate isomerase and fructose bisphosphate aldolase. F16BP
is then dephosphorylated to provide fructose 6-phosphate (F6P). By the action of
transketolase, F6P and an additional GAP are converted to xylose 5-phosphate (X5P)
and erythrose 4-phosphate (E4P). The fourth GAP combines with E4P to form sedo-
heptulose 1,7-bisphosphate, which is subsequently dephosphorylated to sedoheptulose
7-phosphate (S7P). By a second reaction, catalysed by transketolase, S7P and the
final GAP are converted into another molecule of X5P and one molecule of ribose
5-phosphate (Ri5P). A total of two X5P and one Ri5P are converted into ribulose
5-phosphate, which is phosphorylated to provide the original three R15BP which are
needed to generate six G3P (and thereby fixing three carbon dioxide). The process
costs a total of nine ATP and six NADH. This ratio of consumption is similar to the
ratio of production provided by the light reactions. The overall reaction catalysed by
the Calvin cycle is:
3 CO2 + 9ATP + 6NADPH + 5H2O −→ GAP + 9ADP + 8 Pi+ 6NADP + 3H+
(1.4)
1.1.2.5 Pentose phosphate pathway
The final pathway presented here is the pentose phosphate pathway (PPP), displayed
in Figure 1.9. It is one of the main sources for reductant in metabolism [34]. The sub-
strate for the PPP is glucose 6-phosphate (G6P) or fructose 6-phosphate (F6P) from
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Figure 1.9: The pentose phosphate pathway is fuelled by fructose phosphate or glucose
phosphate. It converts one fructose into three carbon dioxide plus one GAP while
regenerating six NADPH. Legend and structures based on work from Y. Mrabet pub-
lished under the Creative Commons License 3.0 BY-SA [22].
the initial glycolytic reactions. G6P is reduced and the resulting product hydrated to
yield 6-phosphogluconate (6PG). 6PG in turn is dehydrogenated and decarboxylated
to ribulose 5-phosphate (Ru5P), the first five-carbon sugar in the pathway. This is
followed by two isomerisation reactions converting two molecules of Ru5P into one
molecule of xylulose 5-phosphate and one molecule of ribose 5-phosphate. By the ac-
tions of transketolases and transaldolases (both transferring carbon fragments between
the sugars) these 5 carbon sugars are converted into a 2:1 ratio of F6P and GAP. The
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overall reaction of the pentose phosphate pathway is:
F6P + 6 NADP+ + 3 H2O −→ GAP + 6 NADPH + 6 H+ + 3 CO2 (1.5)
Thus the pentose phosphate pathway is a fast route to obtain a maximum output of
reductant.
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1.2 Medicago truncatula and
Sinorhizobium meliloti
For agriculture the legume-rhizobia symbiosis is likely to be the best way for a sus-
tainable fertilisation of soils with nitrogen. With ever-increasing energy costs and the
depletion of fossil fuel reservoirs, artificial nitrogen fertilizer production is likely to be-
come infeasible in the future. Different legume species are already used for both forage
crop production (alfalfa - Medicago sativa) or as a source of oilseed production, with
over 50% of the world production coming from soy bean (Glycine max ) [35]. Other
species of the legume family include clover (Trifolium spp) and groundnut (Arachis
hypogaea), which have a long history in crop rotation schemes, or vegetables like beans
(Phaeseolus vulgaris) or peas (Pisum sativum). Models for the symbiotic interactions
are therefore essential to gain a better understanding of the processes involved and al-
low a better focus of research in this field. Similar to Arabidopsis thaliana as model for
plant growth and genetics [36, 37], M. truncatula has emerged as model for the legume
rhizobial interaction [35]. The next sections will give an overview of this plant and its
most important symbiont S. meliloti, and will explain the processes involved in forming
the symbiosis. The basics of the metabolic interactions between both systems will be
discussed and finally the properties of the most important enzyme of this symbiosis,
the nitrogenase enzyme, will be explained.
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Figure 1.10: M. truncatula shoot (left) and roots (right). The plants were grown in
hydroponic solution on styrofoam rafts.
1.2.1 The plant host: M. truncatula
M. truncatula or barrel clover (see Figure 1.10), is native to the Mediterranean but
is now used as a crop legume in many parts of the world, especially in Australia [38].
It is a cool season legume from the galegoid clade of the papilinoids, which also in-
clude other important legumes like alfalfa (Medicago sativa), clover (Trifolium spp.),
or peas (Pisum sativum) [39]. M. truncatula was chosen as a model organism for the
symbiosis due to its small diploid genome and its rapid generation time [35, 40, 41].
Even though the whole genome sequence of M. truncatula was only assembled recently
[42], there is plenty of information available for the organism. It has been extensively
studied in recent years, with detailed proteomics analysis (reviewed in Colditz and
Braun [43]), extensive gene expression studies (reviewed in Young and Bharti [39])
and multiple metabolomic studies [44, 45, 46]. The Mt3.5v5 genome annotation lists
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a total of 64123 genes with 66% of these genes being assigned to one of the eight
chromosomes [47]. There are databases for gene expression profiles of different plant
parts [48, 49], a database containing metabolic reactions [50], and many established
experimental protocols for studies and growth [51]. With a large scale proteomic anal-
ysis, Watson et al. investigated the proteomic differences between several tissues of the
plant [52]. They showed that the different tissues share 61% of all proteins, while only
39% of proteins are tissue-specific. However, this implies that a substantial amount of
metabolic functions are similar over a vast fraction of the tissues, with differences most
likely only in branches of secondary metabolism.
Beside its function as a model for the legume-rhizobial symbiosis, M. truncatula
has also been used in studies on several other interactions. It is used as a plant partner
for studies in the plant-mycorrhiza symbiosis [53, 54] and was suggested as a model
for parasite-root interactions [51]. With this multitude of available information, it
becomes ever more important to supplement this data with computational models of
the underlying networks and analyse these computational models.
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1.2.2 The rhizobial partner: S. meliloti
Rhizobia are gram negative soil bacteria which have the very rare ability to fix ni-
trogen [55]. However, they can only perform this task efficiently in symbiosis with
plants from the legume family, due to the irreversible deactivation of the nitrogenase
enzyme by oxygen [56]. While most rhizobia cannot create a low oxygen environment
on their own, many plants from the Leguminosae family can provide this environment.
Legumes, when interacting with rhizobia, form specialised organs called nodules. In
these nodules the concentrations of free oxygen are extremely low [57]. More de-
tailed descriptions of the plant nodule and the symbiotic process and interactions are
provided in Section 1.2.4. S. meliloti, formerly known as Rhizobium meliloti, is a sym-
biont for M. truncatula and other legumes of the Medicago, Melilotus and Trigonella
genera [58]. Its genome was sequenced in 2001 [59] and multiple studies on gene ex-
pression [60, 61, 62, 63] have been performed since, investigating its symbiotic and non
symbiotic properties. Along with the genetic information available, proteomic stud-
ies [64, 65] and metabolic profiling [66, 67] provide a strong basis for an investigation
of the metabolic interactions between this organism and its host. Indeed, a metabolic
model for S. meliloti was recently published by Zhao et al. [68], and BioCyc contains
databases for different biovariants of S. meliloti [69].
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1.2.3 The nitrogenase enzyme
Nitrogenase is at the very heart of the symbiosis between legumes and rhizobia. While
there are some rhizobia which can fix nitrogen in free living cultures, they are unable
to grow on N2 as the sole nitrogen source. In fact, the nitrogen fixation in free living
cells occurs in specialised non-growing cells [70]. This is mainly due to the low-oxygen
environment needed by nitrogenase, which is inconsistent with the necessary energy re-
quirement for growth (requiring oxygen for the oxidative phosphorylation). However,
the environment provided by legume nodules allows for growth and nitrogen fixation
by nitrogenase. In rhizobia, nitrogenase is encoded by the genes nifH, nifD and nifK,
which together form the subunits of the enzyme [71]. Other genes from the nif family
are necessary for the biosynthesis of important co-factors for the protein [72]. The
expression of these genes is under tight regulatory control, tied to the oxygen concen-
tration. They are expressed when the oxygen concentration is low and repressed when
too much oxygen is present [72]. This tight control makes it even more important for
the plant to provide an environment that allows the expression of the nif genes, as
otherwise no nitrogen fixation would occur.
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1.2.4 The legume-rhizobia symbiosis
The symbiotic process between rhizobia and legumes is probably one of the best inves-
tigated symbioses, with publications dating back to 1888 [73, 74, 75]. It is the focus
of extensive research due to its importance in biological nitrogen supply, and its long
history of application in agriculture. This section will explain the processes involved in
the formation of the legume-rhizobia symbiosis and detail available information about
the metabolic processes and the exchange of metabolites during the symbiosis.
1.2.4.1 Formation of the symbiosis
The legume-rhizobia symbiosis is formed by a mutual effort of plant and bacterium,
shown in Figure 1.11. During the process a specialised plant organ, the nodule, is
formed. There are two different, though similar, types of nodules: determinate and
indeterminate. The type of nodule formed depends on the involved species; M. trun-
catula and S. meliloti form indeterminate nodules [41] and therefore this section will
concentrate on these. The reader is referred to Ferguson et al. [76] for more information
on the differences between indeterminate and determinate nodules and the specifics of
determinate nodules.
The symbiosis starts with a complex exchange of signalling molecules (step (1);
Figure 1.11). The signals exchanged are specific to the involved plant and rhizobium
species, and this is the reason for the specificity of rhizobial species for certain plant
species [77]. The initial signal is the release of flavonoids by the plant, which act
on rhizobia in multiple ways. They attract the rhizobia, induce the production of
nodulation genes (nod) and enhance their growth [78]. It has been shown that the
attractive influence of specific flavonoids can be lost when nod genes are mutated [79].
Finally, they induce the production of nodulation factors (NF) by the rhizobium. The
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Figure 1.11: The process of plant invasion and nodule formation in indeterminate
nodules. Flavonoids from the plant attract rhizobia, while nodulation factors from the
rhizobia induce root hair curling. An infection thread is formed and the plant root is
invaded. Simultaneously, the plant starts growing at the nodulation site creating the
nodule organ. The nodules keep growing while nitrogen is fixed in the nitrogen-fixing
zone. Figure based on Ferguson et al. [76] with permission from John Wiley and Sons
license number (3199421180965)
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NF are lipo-chito-oligosaccharides [80] and are specific for the host plant [81]. Even
though rhizobia can enter the plant root through cracks in the epidermal tissue, the
most common route of infection is through root hairs [76]. In reaction to the attractive
flavonoid influence, rhizobia attach to root hairs (step 2; Figure 1.11). The influence of
NFs leads to root hair curling (step 3; Figure 1.11) which encloses bacteria [82]. NFs
also induce preparatory cell divisions in the inner cortical cells which finally lead to the
formation of the nodule primordium [83, 84]. Whether by crack invasion or by trapping
in root hairs, once the rhizobia are surrounded by plant cell walls, they are transported
and replicate in an inward growing infection thread (IT) (reviewed in Brewin [85] and
shown in step 4; Figure 1.11). It is likely that the forming primordium is stimulated
by the increasing levels of NFs produced by the invading rhizobia and finally forms a
meristem growing towards the IF [76]. The growth of the IF is driven by the replication
of rhizobia [86]. At this point the plant seems to take control, as rhizobia are imported
into cells by an endocytosis-like mechanism (step 6 and 7 in Figure 1.11) [87].
In the investigated partners S. meliloti and M. truncatula, the rhizobia in these vesi-
cles (or symbiososmes) terminally differentiate [88]. This seems to be predominant in
the galegoid glade but is not observed in e.g. the Rhizobium leguminosarum-Phaseolus
vulgaris or Mesorhizobium loti -Lotus japonicus symbioses [88]. The nodule itself keeps
growing and can be divided into five zones (step 8; Figure 1.11):
1. The meristematic zone
2. The infection zone
3. The interzone
4. The nitrogen fixing zones
5. The senescence zone
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The meristematic zone is the zone of growth in nodules. Plant cells constantly divide
providing new cells for invasion. The infection zone is the place where rhizobia are
taken up by plant cells. As the nodule keeps growing the infection thread network has
to follow the new plant cells for infection [89]. In the interzone the rhizobia can replicate
a few times and mature into bacteroids (4-7 times larger than normal bacteria [90]).
There are different types of bacteroids depending on the host-rhizobium combination
and a detailed analysis can be found in Haag et al. [91]. Bacteroids are surrounded
by a plant membrane, the peribacteroid membrane, which regulates the exchange of
metabolites and thereby plays an essential role in the symbiosis [92, 93]. The nodules
provide the conditions essential for nitrogen fixation:
• A low oxygen concentration
• Enough oxygen for energy production by oxidative phosphorylation
These are contradictory but necessary conditions, as the nitrogenase enzyme is highly
susceptible to oxygen [91]. At the same time the nitrogen fixing process is very en-
ergy demanding [2, p. 1360ff]. As seen in Section 1.1.2.3, the main source of energy
comes from the electron transfer chain, which uses oxygen as a final electron acceptor.
Thus, while oxygen is damaging the nitrogenase, it is also needed to allow a sufficient
energy supply to drive its function. In nodules, this contradiction is solved by using
leghemoglobin [94]. Like hemoglobin, these proteins can bind oxygen and are used as
means to minimise free oxygen. Simultaneously, they allow its delivery to the relevant
enzymes of the electron transfer chain and have been shown to be crucial for symbiotic
nitrogen fixation [95]
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Figure 1.12: Metabolic exchange between bacteroid and plant. Dicarboxylic acids are
supplied as main carbon source to drive nitrogen fixation. Ammonia or amino acids
are the main sources of fixed nitrogen supplied to the plant by the bacteroid. Amino
acid cycling (e.g. supply of glutamate by the plant and export of aspartate from the
bacteroid) can provide necessary precursor metabolites and carbon to the rhizobium.
1.2.4.2 Metabolic exchange in the legume-rhizobia symbiosis
Multiple models for metabolite exchange between rhizobia and legumes during sym-
biosis have been proposed and Figure 1.12 displays the most important suggested
exchanges. These metabolic exchanges were extensively reviewed in Udvardi and Day
[92], Prell and Poole [96] and Udvardi and Poole [93].
The supply of dicarboxylic acids is commonly accepted and its essentiality was
proven in S. meliloti [97] and R. leguminosarum [98]. As the corresponding transporter
(the DCT - dicarboxylic acid transporter) has high affinities to malate, succinate and
fumarate [92] it is not clear whether all of them or only a single dicarboxylic acid
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is transported. The dicarboxylic acids commonly assumed to be most important are
malate [93, 99, 100] or succinate [101, 102].
The form in which nitrogen is supplied to the plant is still disputed. The most
common assumption is that ammonia diffuses through the bacteroid membrane into the
peribacteroid space, where it is protonated to ammonium and then transported into the
plant cytosol [93, 103]. This is mostly due to the evidence that ammonia assimilation
by the glutamine synthase (GS) / glutamate synthase (GOGAT) system is inhibited
by high ammonia concentrations [92, 104]. It has been shown in free living Rhizobium
etli that removing the GS/GOGAT activity leads to increased export of ammonia
from the cells [105], which was suggested as a possible approach of improving symbiotic
efficiency. There is evidence that bacteroids still assimilate nitrogen into different amino
acids [99], which contradicts the paradigm that bacteroids only reduce dinitrogen to
ammonia and export it without assimilation [106]. It was even suggested that alanine,
not ammonia, is the sole nitrogen compound exported from bacteroids [107], which is
also disputed [108, 109]. However, alanine export is observed even though the aldehyde
dehydrogenase for de novo alanine biosynthesis is not essential [109].
Along with alanine export, amino acid cycling between plant and rhizobium was
suggested to be essential for nitrogen fixation [100]. It was supposed that glutamate
is supplied as both nitrogen donor and carbon source, in addition to malate, and in
return some of the glutamate nitrogen is exported as aspartate [100]. Following these
initial amino acid transport studies, Prell et al. [110] showed that in some rhizobia the
transport of branched chain amino acids (like leucin, valine or isoleucine) from plant
to symbiont is essential for nitrogen fixation. They also showed that this is not evident
in a symbiosis between S. meliloti and alfalfa [111]. However, there is evidence that
leucine can be provided by the plant in S. meliloti, while valine and isoleucine are not
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provided and have to be synthesised by the rhizobium [112].
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1.3 Computational background
The growing amount of experimental biological data leads to a necessity for compu-
tational methods to analyse and evaluate this information [113, 114]. While for a
long time the focus of metabolic models has been in understanding small systems,
pathways, or even single enzymes, the emergence of multiple “omics” techniques has
shifted this to a more comprehensive view of biological systems [115]. Multiple genome-
scale metabolic models have been published over the last few decades, including model
organisms such as Escherichia coli [116, 117, 118, 119] and Arabidopsis thaliana [120,
121, 122], or even the highly complex network of Homo sapiens [123, 124]. This sec-
tion details the process of metabolic reconstruction and highlights available methods
aiding in this process. It deals with the analysis of the reconstructed models and
gives an overview of the methods employed beginning with the fundamental concepts
of metabolic modelling and stoichiometric analysis methods in Section 1.3.2. Section
1.3.3 will then detail the applications of flux balance analysis (FBA) and provide an
overview of the capabilities of these kinds of methods.
1.3.1 Metabolic network reconstruction
The quality of any result of a metabolic analysis is restricted by the quality of the
underlying network. Network reconstruction is therefore a crucial step and for a new
reconstruction it might take years to assemble and curate all available data. The
increasing availability and quality of genome sequences and annotations for multiple
organisms allows the reconstruction of genome scale metabolic models. Thiele and
Palsson [125] published a protocol for network reconstruction in which they estimate
the total time necessary for the reconstruction of a network to be between one and 18
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month.
Metabolic models for flux balance analysis are generally based on finding appro-
priate reaction stoichiometries for annotated enzymatic activities of the target organ-
ism. This can be achieved manually by looking up reaction stoichiometries for spe-
cific enzymatic activities in databases like KEGG [126, 127], MetaCyc [128, 69] or
BRENDA [129, 130]. Another approach is an initial automated reconstruction step us-
ing tools like PathoLogic from the PathwayTools program suite [131] or
metaSHARK [132]. In both instances the initial reconstruction is a list of reactions
which often represent disconnected sub-networks (e.g. due to missing annotations or
spontaneous reactions). Multiple issues arise at this point:
• It has to be ascertained that all of the included reactions really belong to the
metabolic capabilities of the organism;
• Gaps in the network have to be filled;
• Potential metabolic capabilities have to be considered; and
• The thermodynamic consistency of the model needs to be verified.
Automatic reconstruction often leads to the inclusion of reactions which are unlikely to
be present in the investigated organism. This stems from the issue that many enzymes
are only annotated with their general function (mostly due to lack of information
on their specific substrates). Unfortunately, databases often contain enzyme links
which point to such general annotations (like dehydrogenase or kinase). Automatic
reconstruction therefore often leads to the inclusion of many reactions which have weak
evidence and need to be manually removed prior to further curation. While manual
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curation can avoid the inclusion of these false positives, it is easy to miss important
reactions when selecting reactions using the available annotation.
To fill the gaps left after this step, multiple automated methods have been proposed.
Automated reconstructions (like PathoLogic) often use pathway information to infer
additional reactions (e.g. if a majority of a pathway is present, the remaining reactions
from that pathway are included). Kharchenko et al. [133] proposed a method using gene
expression data to find candidate genes for metabolic functions, which were missing in
the network. Other approaches use the available multi-organism databases like KEGG
and MetaCyc to infer possible missing reactions on a network basis [134, 135]. However
the way this information is retrieved differs significantly. Kumar et al. [134] first try
to relax the network by changing reversibility constraints to allow production of all
metabolites. If this is insufficient, reactions from MetaCyc are added. This selection
of reactions is achieved by solving a mixed integer linear program. The program aims
at finding the smallest possible set of additional reactions which allows the production
of all metabolites.
In contrast, Christian et al. [135] use a network-based approach called Network
Extension. They define a set of products as target and a set of nutrients as seed. The
initial network gets embedded in a reference network (e.g. all reactions in KEGG or
MetaCyc) and the algorithm iteratively removes reactions from the reference network,
ensuring that all compounds in the target are still producible. As the resulting network
is not unique, the method allows for the incorporation of genomic data to determine
the order of reaction removal (with more likely reactions being removed later on).
The selection of metabolites for the target necessitates the incorporation of additional
metabolomic data. A first step in obtaining this data is the determination of a biomass
composition.
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This determination often yields results including multiple macromolecular species,
like cellulose, hemicellulose or protein. While determination of these macromolecular
quantities is rather quick, they can not directly be incorporated into metabolic mod-
els. Instead, they have to be split into the contained monomers (sugars, amino acids
etc.) as the internal variability would otherwise lead to an explosion in the number
of metabolites. Proteins have to be split into their amino acid composition and the
monomer composition of cell wall sugars needs to be assessed.
The formulation of a biomass composition often only reflects major metabolites
and some important cofactors, while other compounds are neglected. However, if a
compound is found in a metabolomic study, and is not a xenobiotic, the system needs
to be able to biosynthesise this compound. This issue has been recognised and methods
to account for this fact have been proposed [136, 137]. For curation this means that
additional reactions need to be found in the literature to allow the production of these
metabolites.
Another issue often arising in models is thermodynamic inconsistency. While in
principle all reactions are reversible using the right concentrations of products and
substrates (potentially with the exception of the light harvesting reactions in photo-
synthesis), many reactions need to be considered as irreversible due to thermodynamic
constraints. The physiological reversibility however is not obvious and many databases
have either no or contradicting information on the reversibility of a specific reaction.
When assuming reversibility as the default mode for any reaction, thermodynam-
ically infeasible cycles can easily occur, which lead to the production of energy (see
Figure 1.13). There are also other cycles which do not create energy but can carry flux
without any net conversion, called futile cycles. Futile cycles are thermodynamically
infeasible [138], as action is happening without energy being spent, and they should be
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(a) (b)
Figure 1.13: The two reactions are catalysed by phosphofructokinase (F6P→ F16BP)
and fructose 1,6-bisphosphatase (F16BP → F6P). If no reversibility constraints are
assumed these two reactions can regenerate ATP without any further input by this
cycle as in (a). However, thermodynamics tells us, that both reactions are irreversible
and therefore only allow the consumption of energy as in (b).
eliminated. There are however instances of futile cycles, especially in large networks,
which can not be initially eliminated without restricting the overall function of the
model. Those cycles therefore have to be considered in calculations.
Price et al. [139] proposed a method to restrict the maximal and minimal fluxes in
reactions involved in futile cycles. They suggested restricting one of the reactions in
the cycle to zero and determining the maximal and minimal fluxes the other reactions
of the cycle can carry. These maxima and minima can then be used as constraints to
the respective fluxes, allowing the minimisation of the internal activity of these cycles
without inhibiting other activities of the network.
For prokaryotic systems a model that has reached this stage of curation can be
used for an initial analysis. For eukaryotic models however, another issue needs to
be addressed. Eukaryotic cells exhibit a highly organised structure with several com-
partments that split the metabolism into several distinct networks (see Figure 1.1).
Information about sub-cellular localisation of specific enzymes has to be retrieved as
compartmentalisation can have a high impact in a metabolic reconstruction. Multiple
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methods have been proposed to address this challenge and to achieve the distribution
of reactions. Protein localisation information can often be found in databases like
SUBA [140] for A. thaliana or LOCATE [141] for mammalian organisms. If a database
for the reconstructed organism exists it can directly be used to assign localisation in-
formation. Otherwise, localisation of homologous enzymes from other organisms in
the databases can be used for inference. This, along with organism-specific proteomic
studies, gives rise to an initial compartmentalisation of the reactions. However, ei-
ther the localisation of many proteins is still unknown, or they are not expressed in
high enough quantities to be detected in an untargeted study. Prediction algorithms
like SherLoc [142] or PSort [143] allow the assignment of localisation for proteins for
which only their sequence data is known. This process can also be automatically per-
formed using tools like the Subliminal Toolbox [144], even though predictions can be
misleading.
There are reactions which either have no enzyme association or for which no sub-
cellular localisation can be obtained after application of predictive tools. One way to
distribute those reactions was developed by Mintz-Oron et al. [145]. They proposed a
network-based approach, which incorporates data from different sources and minimises
the necessary amount of metabolite transport while activating all localised reactions.
The approach was successfully used for A. thaliana, for which explicit localisation
databases like SUBA exist, and which is undoubtly the presently best studied plant.
While the extent of available data for A. thaliana allows the successful application of
this approach, the amount of available data for most other organisms is comparatively
restricted, therefore manual curation or other methods are necessary for compartmen-
talisation.
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1.3.2 Network analysis
As detailed kinetic information for many enzymes is still scarce, algorithms to investi-
gate the stoichiometric properties of metabolic networks are of high importance. The
stoichiometric properties of any metabolic network can easily be captured by the m×n
stoichiometric matrix S. The rows in S represent the m metabolites of the network
while its columns represent the n reactions present in the network. Each entry Si,j rep-
resents the stoichiometric coefficient of metabolite i in reaction j. A simple network
and its stoichiometric matrix can be seen in Figure 1.14.
Using this matrix the following equation completely defines the metabolism of the
organism:
S ·~v = dC
dt
(1.6)
where ~v is the vector of fluxes through the reactions of the network and dC
dt
is the change
in concentrations of each metabolite over time. However, the change of concentrations
is highly dependent on the kinetics of the reactions, a piece of information missing
for many enzymes. The “quasi-steady-state assumption” bridges this gap and allows
the investigation of this system without information about enzyme kinetics [146]. The
assumption is made that the internal system is in a steady state and that the concen-
trations of all internal metabolites (black in Figure 1.14 ) do not change. To reflect
this steady-state assumption in our model the stoichiometric matrix has to be split
into two parts:
• The mint × n internal matrix N (the lower part of the stoichiometric matrix)
• The boundary mext × n matrix B (the upper part of the stoichiometric matrix)
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b1 b2 b3 v1 v2 v3
Aext -1 0 0 0 0 0
Bext 0 -1 0 0 0 0
Cext 0 0 -1 0 0 0
A 1 0 0 -1 -1 0
B 0 1 0 1 0 -1
C 0 0 1 0 1 1
(a) Stoichiometric matrix
(b) Network
Figure 1.14: A simple stoichiometric network and its stoichiometric matrix. b1−3 are
the boundary fluxes and v1−3 are the internal fluxes. The internal stoichiometric matrix
N is the lower half of the matrix displayed in (a). Internal metabolites are displayed
in black, while external metabolites are depicted in blue.
This allows the reduction of Equation 1.6 into a system of linear equations:
N ·~v = 0 (1.7)
where all internal metabolite concentrations have to be constant. The internal stoi-
chiometric matrix N can then be investigated to gain insight into internal processes.
The solutions of a linear system as in Equation 1.7 can be directly calculated using
Gaussian elimination [147]. A system of linear equations has either no solutions, exactly
one solution or infinitely many solutions. If there are no solutions, there are equations
which impose contradicting constraints to the system rendering it unsolvable. It is
then called inconsistent. If m = n and all row vectors in S are linearly independent
(i.e. there is no row which is a linear combination of the other rows) then the system
has exactly one solution [147]. If there are less linearly independent equations than
variables, and the system is not inconsistent, the system has infinitely many solutions.
While solving a general linear equation system is straightforward, analysis of the
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solution can be rather complicated. The most powerful method of direct analysis of the
set of solutions is by investigating its null spaces [148]. The null spaces are the spaces
that contain all solutions for ~v in Equation 1.7 (the right null space) and to the equation
~w ·S = 0 (the left null space). The former contains all viable flux distributions that
fulfil the steady-state assumption (also called the flux space), while the latter contains
all pools of conserved metabolites (i.e. groups of metabolites for which the sum of
concentrations is constant) [149, p. 154ff]. However, as a space can commonly be
described in an infinite number of ways, just calculating one set of basis vectors for
the null spaces is insufficient for the analysis of the generating network. Driven by the
idea of metabolic pathways, the approaches to investigate these null spaces therefore
focus on finding pathways or subnets within the null spaces.
Three alternative but equally useful methods were used for this purpose: elementary
flux modes (EFM) [150, 151, 152, 153, 154, 155], extreme pathways (EP) [156, 157, 149]
and metabolic cut sets (MCS) [158]. An EFM is a flux distribution which fulfils the
steady-state condition (1.7) and is minimal in the sense that no reaction carrying a flux
can be removed without violating this condition. Furthermore, the elementarity refers
to the property that no EFM may contain another EFM [114]. EPs further restrict
this requirement making the set of EPs a convex basis set. Thus, if there are reversible
fluxes the set of EPs can be smaller than the set of EFMs [149]. An example of EPs
and EFMs of the network in Figure 1.14b is provided in Figure 1.15.
A third way to characterise the null space is using minimal cut sets (MCS). They
are minimal sets of reactions that need to be removed to force a given reaction to be
unable to carry flux. They are a dual representation of EFMs [159], i.e. the set of
MCS can be determined directly from the set of EFMs and vice versa. MCSs, EFMs,
and EPs suffer from the problem that their number grows rapidly with the size of the
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(a) EFM 1 / EP 1 (b) EFM 2 / EP 2
(c) EFM 3 / EP 3 (d) EFM 4
Figure 1.15: Extreme pathways and elementary flux modes of the network in Figure
1.14b. Active fluxes are marked in black. Inactive fluxes are marked in grey. The
fourth EFM is minimal in the EFM sense but since it is a linear combination of EP 2
and EP 3 and therefore not linearly independent it is not an EP.
investigated network [160]. This makes it difficult to calculate all possible EFMs or
EPs for large networks [161, 152, 162]. There were attempts by de Figueiredo et al.
to overcome this restriction by only calculating a subset of “k-shortest” EFMs [163].
Their method uses a mixed integer linear program to compute solutions with a minimal
number of reactions under the constraint that they do not contain any solution found
in a previous iteration. By the definition of EFMs the solutions are again EFMs, as
they are minimal (the objective is to minimise the amount of active fluxes) and do not
contain other, smaller, EFMs (no reaction can be removed to obtain another EFM).
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1.3.3 Linear programming and constraint-based modelling
Elementary modes and extreme pathways are a useful tool to investigate the structure
of a network and to find important links between reactions and metabolites. Their
potential to find internal cycles (i.e. modes which do not have any boundary reactions)
is powerful for network reconstruction and curation. The limitation of their application
is due to the size of the network, with large networks containing too many EFMs and
EPs. With thousands of EPs and EFMs in a genome-scale metabolic network, their
ability to provide structural information diminishes.
Flux balance analysis (FBA), also called constraint-based modelling (CBM), bridges
this obstacle by using linear programming to gain further insights into the flux distri-
bution ~v of the steady state solutions [164]. Linear programming is a technique that
solves a system of linear equations while optimising a given objective function [165].
The steady-state equation (Equation 1.7) is such a system of linear equations.
For a metabolic network, the number of solutions is commonly infinite, as there are
usually more reactions (the variables in columns) than equations (the metabolites in
rows). Linear programming allows the introduction of constraints on any flux in the
network which offers the possibility to incorporate experimental data. Biomass compo-
sition and growth rates allow the restriction of the exporting boundary reaction fluxes
(exporters) while measured uptake rates allow the limitation of importing boundary
45
fluxes (importers). With these constraints the problem can be written as:
optimise :
n∑
i=0
ci · vi
s.t.
N ·~v = 0
ai ≤ vi ≤ bi ; ∀i ∈ {1 . . . n}
(1.8)
where ci is the objective coefficient for reaction flux vi, while ai and bi are the lower
and upper bounds for flux vi, respectively. N is the internal stoichiometric matrix.
Linear programming optimises the fluxes towards a given objective
∑n
i=0 ci · vi, which
can be either a single flux (only one ci 6= 0) or a more complex combination of fluxes.
The choice of this objective function is crucial for the results obtained by the optimi-
sation. Numerous different objective functions have been used and a review has been
published by Schuetz et al. [166]. The most common objective function is biomass
optimisation (reviewed by Feist and Palsson [167]), which assumes that the metabolic
objective of the investigated organism is growth, and has been used successfully for E.
coli [116, 168] and other microorganisms [169, 170]. The limitation of this objective
is the complexity of the investigated organism. While most prokaryotic and single-
cell eukaryotic organisms tend to optimise for growth, higher organisms, like plants or
mammals, have different cell types which fulfil very specialised functions. An example
in plants is the difference between a young and an old leaf, the latter (not growing any
more) assimilating much of the carbon the former needs for growth.
Flux minimisation is an objective that tries to address this issue on a system-wide
level by imposing a fixed production constraint, based either on experimental growth
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(a) Model (b) Solution 1
(c) Alternate solution 1 (d) Alternate solution 2
Figure 1.16: Alternative optima pose an issue in FBA. When optimising the network
in (a) for production of metabolite E with a restriction on the influx of metabolite A
of 1, a solver might give the solution displayed in (b). However, many other solutions
are also feasible and optimal for production of E. Two exemplary alternate solutions
are shown in (c) and (d). These alternative solutions have to be investigated and
recognised.
rates or as an arbitrary biomass unit, while minimising the total amount of flux needed
to achieve this objective. The rationale is that minimisation of total flux will allow the
organism to save energy for protein biosynthesis and maintenance as less enzymes are
needed to achieve the imposed constraints. This method was successfully applied to
models of A. thaliana [120], Oryza sativa [171] and Saccharomyces cerevisiae [172].
One general problem when analysing FBA results is the variability of optimal solu-
tions (see Figure 1.16). Even optimising for a given objective still allows the network
to reach the optima by various alternative solutions [173, 174, 175]. Several methods
have been proposed to assess these alternate optima [173, 175]. Flux variability anal-
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ysis provides a method to assess the flexibility of the optimal solution space without
assessing all possible solutions [174, 176]. This allows the modeller to find reactions
which are inflexible and can potentially be bottlenecks, providing a target for genetic
engineering.
Finding genetic engineering strategies has also prompted the development of other
methods like OptKnock [177]. OptKnock tries to determine reactions that need to be
deleted from the model (i.e. knocked out in the organism) to improve the production
of a desired by-product. The approach uses a bi-level mixed integer linear program
(MILP), optimising the production of a given chemical compound under the condition
of optimal growth for each possible knock-out.
The assumption of biomass optimisation in a perturbed system has been challenged
by Tepper and Shlomi who proposed a method to search for all knock-outs showing a
production of the target molecule in all possible solutions [178]. While these methods
work under the assumption that the organism will adapt quickly to the knock-outs,
other methods, like minimisation of metabolic adjustment (MOMA), minimise the
metabolic change necessary to adapt to a gene knock-out [179]. MOMA employs a
quadratic programming approach which minimises the Euclidean distance between the
unperturbed flux distribution, and the flux distribution with the knock-out in question.
Regulatory ON/OFF minimisation (ROOM) simplifies the problem solved by MOMA
to a MILP by only considering significantly changing fluxes [180]. The rationale is
that while the system will try to adapt, it will do so by a few significant changes in
comparison to the more distributed adaptation suggested by MOMA. These methods
show the power of flux balance analysis in genetic engineering and provide tools for
modellers when investigating metabolic models.
Besides metabolic engineering, another field of application for FBA is to assess
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which compounds an organism is capable of producing. It is possible to do this by
null-space analysis, e.g. by adding an exporter for each metabolite, and testing whether
there are basis vectors containing this exporting flux. There can however be additional
compounds in the biosynthesis route that are needed to produce the compound, and
which are not in fact producible. An attempt to address this problem is the calculation
of the scope of a network [181]. The scope of a network is the set of all metabolites, that
the network can produce from a given set of nutrients. The calculation process starts by
selection of a set of nutrients (the seed). In an iterative way, all products from reactions
for which all substrates are part of the current seed are again added to the seed. This
process is repeated until no further metabolites can be added. The obtained set of
metabolites is the scope of the network. One problem using this approach, however,
is that there are plenty of compounds which are needed for their own production,
with the most prominent example being ATP. This issue is solved by adding “allowed”
cofactor-pairs to the seed that allow the consumption of the respective compound if
it is only as a cofactor, but do not allow de novo biosynthesis without a proper route
being present.
Another attempt to address the issue of compound producibility was proposed by
Benyamini et al. [137]. They proposed to constrain the FBA problem to account for
metabolite dilution due to growth. The idea is to add exporters for all metabolites
and force the export of small amounts of each metabolite which is present in a reaction
in the solution. In both methods the problem of macromolecular carriers needs to be
considered, as ferredoxin or flavodoxins, for example, cannot be accounted for explicitly,
but only implicitly as part of the amino acid composition of the protein fraction of the
biomass.
49
Chapter 2
Materials and methods
There are multiple ways how a model can be built and interrogated and an overview
has been provided in the introduction. This chapter will detail the data sources used in
the reconstruction of the metabolic model for M. truncatula and provide an overview of
the tools used for network analysis. Finally it will detail the experimental procedures
used to obtain the biomass composition of M. truncatula.
2.1 Model reconstruction
Model generation commonly follows several steps in which an increasing depth of detail
is achieved. After generation of a draft network, the model is curated to eliminate and
add reactions based on experimental evidence. Reactions need to be adjusted to correct
inconsistencies and, depending on the model, need to be distributed between multiple
compartments. A layout of the process used in this thesis is displayed in Figure 2.1
This section will illustrate the reconstruction steps and cover information on how data
sources were included in the model and which methods were used to incorporate them.
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Figure 2.1: Illustration of the model reconstruction process. After an automated ini-
tial model reconstruction, literature and database information is included to obtain
a charge- and atom-balanced genome-scale model. Proteomic studies and homology
are used to create a draft compartmentalisation. The compartments are extended by
the Network Extension algorithm and adjusted by manual curation using information
from the literature. Most manual curation steps are semiautmatic. An computational
method is used to detect the errors while they are corrected manually.
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2.1.1 Initial model generation
The present model is based on version 3.5v5 of the Medicago genome annotation down-
loaded from the J. Craig Venter Institute [47]. This annotation was used to extract
an initial network with the PathoLogic algorithm from PathwayTools 15.5 [131]. The
PathoLogic reconstruction algorithm extracts reactions from MetaCyc based on match-
ing enzyme names. The MetaCyc database used was version 15.5. PathoLogic creates
a database in the BioCyc format [69] which was used to store the model information.
The automated enzyme matching led to the inclusion of many reactions which were
catalysed by unspecific enzymes (e.g. alcohol dehydrogenase). The obtained reac-
tions in the database were therefore filtered and reactions matching all of the following
conditions were removed.
• There are metabolites in the reaction which are not present in any other reaction;
• The reaction could not carry any flux under the condition that all nutrients can
be imported and all metabolites can be exported; and
• There exists no evidence for the presence of the reaction beyond a match of
unspecific reaction names.
The first condition identifies disconnected metabolites. This is either because these
metabolites are the product of a pathway or because there is no information on their
further metabolism. A product of such a pathway could be a secondary metabolite
that is excreted by the organism or a compound which should be part of the biomass.
To avoid the removal of these valid kinds of products, the second condition restricts
the removed reactions to those unable to carry any flux. This assures that the removed
reactions are disconnected from the remaining network. Thus a reaction fulfilling the
52
two initial conditions is unlikely to be present in a functional biosynthetic pathway.
The third condition is necessary to avoid eliminating reactions which have specific
evidence. These reactions are usually present in degradation pathways for xenobiotics,
or catalyse reactions between highly specific compounds for which biosynthesis routes
are unknown.
2.1.2 Manual curation
The database was matched against the MedicCyc database (version 1.0) [50] and infor-
mation not present in the current database was included. The inclusion was restricted
to reactions for which the respective gene annotation had not changed between the an-
notation used for MedicCyc 1.0 and the current gene annotation. The original Medic-
Cyc database (v1.0) was constructed using annotated transcripts from an Affymetrix
GeneChip. The Affymetrix gene identifiers were used as gene identifiers in MedicCyc.
To incorporate the MedicCyc information, homology analysis (using BLAST) between
the GeneChip sequences and the current genome annotation was used.
The combination of this data with the initial BioCyc database, created by Patho-
Logic, resulted in a list of enzyme-catalysed reactions converting mainly small molecules.
However, the database also includes a number of reactions which contain macro-
molecules. Since metabolic networks are commonly limited to small molecules, the
inclusion of macromolecular species posed a problem when trying to establish the
atomic consistency of the reconstructed model. The reason for the exclusion of many
macromolecules from metabolic models is due to their highly diverse structure. Instead
of incorporating them explicitly, they are implicitly considered as part of the biomass
or as conserved quantities in carrier molecules.
Modification reactions for macromolecules, which put a requirement for energy or
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reductant on the metabolism, can therefore not be modelled explicitly for each single
macromolecule but have to be considered as a general requirement in implicit reductant
or energy consuming reactions. Two such reactions were included in the model:
• An ATP consuming reaction (ATPase):
ATP + H2O  ADP + Pi + H+ (2.1)
• A reductant consuming reaction (DEHOG) :
0.5 O2 + NADH + H
+  NAD+ + H2O (2.2)
For analysis described in this work the DEHOG reaction was not allowed to carry
any flux, unless explicitly mentioned. Similarly the ATPase was only allowed to carry
flux in the forward direction (thus consuming energy). Even when turning of the
ATPase reaction, the system would have plenty possibilities to consume ATP (e.g. the
ATP driven cycle in Figure 1.13). Apart from macromolecule modifications, there are
several reactions encompassing macromolecules which require further consideration.
Those include reactions processing important storage molecules like starch as well as
proteins, cell wall poly-sugars, DNA or RNA. All of these macromolecules are part of
the biomass and therefore need a biosynthetic pathway.
This is achieved by treating macromolecules as their respective precursor molecules.
However, when handling these molecules it has to considered that polymerisation com-
monly is achieved by some form of ligation reaction, usually accompanied by dehydra-
tion. This requires that the stored monomer is not of the same atomic composition
as the monomeric compound but lacks one water molecule. In the present model this
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is considered, e.g. assuming a monomer composition of glucose in starch as C6H10O5.
Many reactions in MetaCyc include these compounds as a polymer of a non-specific
degree, starch(n), on the left hand side and an altered degree of size, starch(n+1), on
the right hand side. In these reactions the unspecific polymers were replaced by the
monomers, whose composition lacks one water molecule, such that they are restricted
to only appear on one side of the reaction equation.
An additional group of macromolecules that cannot be excluded are carrier molecules
like the acetyl-carrier proteins in fatty acid biosynthesis or ferredoxin electron carri-
ers. As essential cofactors or carriers, these molecules have to be explicitly included
in the reaction stoichiometries, but their synthesis pathways are outside the scope of
a metabolic network model. These carriers, however, form conserved quantities that
allow the introduction of pseudo-atoms to account for their core. This provides a way
to ascertain atomic balance. The atomic balance was tested by using the method of
Gevorgyan et al. [182]. The only non-conserved metabolite detected by this algorithm
is light. This is to be expected, as light is considered solely as a source of energy
driving photosynthesis and not as a particle, thus being consumed without any atomic
production.
2.1.2.1 Charge balancing
The present model was intended to be able to simulate both photosynthetic and het-
erotrophic growth. As proton gradients are essential in both regimes, charge balance
in all reactions was essential. Using MetaCyc charge information all reactions were
checked for their charge balance. Apparently several reactions in MetaCyc (especially
those in the phospholipid desaturation pathway) were curated to achieve mass balance
by adding protons, a scheme commonly seen in many models. This is also observable
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for many other reactions which are catalysed by dehydrogenase, or mixed function ox-
idase activities. Where possible, these reactions were adjusted by assuming common
dehydrogenase or mixed function oxidase activities. In general, where protons had
been added for mass balance reasons they were replaced by NADPH + H+/NADP+
pairs to achieve charge balance. This replacement was done by applying the general
rules which are laid out in Table 2.1.
Replacement example Assumed enzymatic
activity
Original reac-
tion
C C 2H + C C+
desaturase
Corrected reac-
tion
C C + NAD(P)+NAD(P)H + H + + O2 + H2O2 C C+
Original reac-
tion
alcohol
Corrected reac-
tion
dehydrogenase
Table 2.1: Examples for the replacement of charge unbalanced reactions by conceptual
enzymatic activities.
2.1.2.2 Gap filling
To address the gaps present in the network, data from the literature was collected.
Metabolomic studies for M. truncatula were searched to obtain information on pro-
duced metabolites which might be missing from the reconstruction [44, 183, 45, 184,
185, 186]. For each of the detected metabolites a linear program was solved to establish
whether a flux distribution exists, allowing the production of this specific metabolite
from the provided substrates. When this failed, or the metabolite was not yet present
in the network, MetaCyc was searched for plausible reactions which allowed a produc-
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tion of the metabolite in question. Where present, gene information associated with
the identified reactions was extracted and blasted against the M. truncatula genome. If
multiple potential ways of biosynthesis were found, the most likely (according to gene
similarities) was selected and manually added to the model.
Photosynthesic reactions Photosynthesis was included into the model using the
following stoichiometries:
PhotosystemII : 2 H2Ostroma + 4 Light + 2 PQlumen + 4 H
+
stroma
−→ O2 stroma + 2 PQH2,lumen + 4 H+lumen
Cytochrome b6f : PQH2,lumen + 2 PCox,lumen + 2 H
+
stroma
−→ PQlumen + 2 PCred,lumen + 4 H+lumen
PhotosystemI : Ferredoxinox,lumen + 2 PCred,lumen + Light
−→ PCox,lumen + 2 Ferredoxinred,lumen
ATPase : ADPstroma + Pistroma + 14/3 H
+
lumen
−→ ATPstroma + H2Ostroma + 11/3 H+stroma
(2.3)
Since the cyclic electron transfer is directly coupled from P700 to cytochrome b6f a
irreversible reaction providing ferredoxin to the stroma was included. This ensures
that reductants cannot simply be transferred into the photosystem but allows the
use of ferredoxins for the cyclic electron transfer flow. Cyclic electron flow is then
incorporated as follows:
CyclicElectronF low : PQlumen + 2 Ferredoxinred,lumen + 2 H
+
lumen
−→ PQH2,lumen + 2 Ferredoxinox,lumen
(2.4)
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Figure 2.2: Process of compartment localisation. After a BLAST search for A. thaliana
homologues and obtaining proteomic data [187, 188], Network Extension is used to fill
in missing reactions. Manual curation ensured producibility of all compounds that
were producible in the uncompartmentalised network but which were not part of the
seed and target sets for the Network Extension algorithm. The genome-scale model is
the uncompartmentalised model initially generated and used as reference network for
Network Extension.
Thus Ferredoxinlumen in the model can be assumed to represent the electrons in P700.
2.1.3 Compartmentalisation
In order to realistically describe the metabolism of a plant cell, it is important to de-
velop a fully compartmentalised model. Each compartment fulfils specialised tasks and
key processes, such as ATP generation, are only possible due to gradients established
over intercompartmental membranes. Key challenges when building a compartmen-
talised model are a) to realistically assign compartments to each reaction, b) to define
transport reactions over intracellular membranes and c) to ensure that the resulting
model is not able to generate and maintain gradients which are thermodynamically
infeasible. The steps followed to address these challenges are detailed in Figure 2.2 and
explained in the following paragraphs.
Assigning compartments to reactions To overcome the first challenge, all avail-
able protein sequences for annotated genes were scanned against the A. thaliana genome
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on TAIR [189] and information about localisation of the homologues was extracted from
the SUBA database [140]. Only information based on experimental evidence, such as
GFP localisation, MS identification, TAIR data, and swissprot data, was extracted
to localise reactions. Since computational predictions are known to result in a large
number of false positives, the predicted localisations in SUBA were not included during
this step.
In addition, two recent proteomic studies for root plastids [187] and mitochon-
dria [188] in M. truncatula were used to assign compartments to reactions. The pro-
teomic studies used identifiers from different versions of the Medicago truncatula Gene
Index (MtGI) [190]. These identifiers were matched to identifiers of version 3.5v5 of
the M. truncatula genome sequence using BLAST to obtain the corresponding genes,
which were then matched to the corresponding reactions. The sources were combined
such that a reaction was assigned to a compartment if there was at least one source of
evidence assigning a corresponding gene to that compartment. The process resulted in
a set of draft compartment networks with a large number of reactions without locali-
sation remaining.
In the next step, an established network modelling approach [135] was used to ensure
that each compartment contains a self-consistent metabolic network: the Network
Extension method developed by Christian et al. identifies a minimal set of reactions
from a reference network which need to be added to a draft network in order to ensure
that a set of ‘seed’ metabolites (commonly the nutrients) can be metabolised into a
set of ‘targets’ (e.g. molecules found in metabolomic studies). While for a whole
organism, the seed can directly be inferred from defined growth media, and the targets
can be obtained by metabolomic data, their definition is not straightforward for single
compartments. Seed and target sets for each compartment were obtained by extensive
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literature research for metabolites which are known to be transported into or produced
by the compartment.
This step was performed for all compartments except the cytosol and the vacuole.
The procedure is difficult for the cytosol, because it is in direct contact with all other
compartments. This renders the definition of a seed and target set infeasible as too
many targets would also be present in the seed and thereby automatically be produced.
The vacuole, in turn, is a main location for degradation and storage, and thereby suffers
from the same problem. Stored compounds are later exported again putting them into
both seeds and targets, while degradation often leads to the very same compounds
which are normally stored. Therefore, the initial reactions from gene localisation were
used to search for degradation pathways including these reactions. Additional reactions
from these pathways were then assigned to the vacuole if a majority of reactions of the
respective pathway was already present.
In the Network Extension method for whole organism networks, a network con-
taining all reactions stored in a biochemical database is usually used as a reference.
The procedure for compartment prediction uses the genome scale uncompartmentalised
model as reference instead. This is done to avoid the inclusion of new reactions into
the model. The lists of seed and target metabolites used for this process and the result-
ing reactions added to each compartment can be found in Appendix B. All reactions
which remained without assigned compartment after applying Network Extension to
all compartments were subsequently assigned to the cytosol. An exception is the sterol
metabolism, which is performed by a “ channeling of substrates/products through mi-
crodomains of the endoplasmic reticulum” [191] and commonly assumed to happen in
this compartment [192].
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Transporters Describing transport processes of metabolites over membranes is a
challenge in all compartmentalised metabolic networks. The main difficulty is that ex-
act information about transported metabolites is still missing for many compartments.
Due to localisation of biosynthetic enzymes, the existence of several transporters has
to be assumed without experimental evidence, as otherwise these enzymes would lack
their substrates. Recently, Linka and Weber reviewed many characterised transport
systems for plants [193]. However, even this comprehensive review must necessarily
miss transporters for which no molecular characterisation exists yet, but which are
essential for production of different metabolites.
In addition to the transports listed in Linka and Weber [193] further transporters
were added to allow the production of each metabolite that was originally producible
in the uncompartmentalised network. To establish which metabolites were the most
likely to be transported, the seed information from the network extension step along
with several other sources [194, 195, 196] was used, and otherwise the biologically
most plausible transporters were included. All transporters, with the exception of the
reactions involved in the electron transfer chain, were assumed to be carrying uncharged
metabolites. This ensured that no charge could be transported over membranes which
would allow the regeneration of ATP (e.g. by the mitochondrial ATPase) without
consuming some form of nutrients.
Maintaining thermodynamic integrity As touched upon in the paragraph above,
protonation states and charge balancing are of great importance to achieve a thermody-
namically consistent model. This is particularly true for the electron transport chains
in which a charge imbalance could lead to the free regeneration of ATP. As the model
requires a net charge uptake and export of zero, a proton exchanger and a bicarbon-
ate exchanger were introduced to balance the charged uptake of inorganic nutrients.
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Another issue caused by thermodynamic inconsistency is the occurrence of energy pro-
ducing cycles within the model. These are likely to arise from reactions in the database
which do not have an assigned directionality. Commonly these reactions are included
as reversible in a model, as most metabolic reactions are reversible when the substrate
and product concentrations are in specific ranges. Energy-producing internal cycles
however are violating the first law of thermodynamics. As there is no consumption of
substrates they would be able to act as an infinite energy source. To address these
cycles the model was forced to produce energy without any import. This was achieved
by setting the ATPase reaction to a fixed value greater than zero, while constraining
all importers to zero. If a solution was found, the reactions involved in the solution
were investigated for their reversibility. The reactions which were most unlikely to be
functioning in the direction indicated by the solution (e.g. by comparing their respec-
tive ∆G using the eQuilibrator Tool provided by the Milo lab [197]) were selected and
directionality and reversibility were adjusted to prohibit the obtained solution without
restricting the other biosynthetic capabilities of the network.
2.2 Model analysis
Flux balance analysis (FBA) is a powerful tool to investigate the metabolic capabilities
of an organism, for which a good reconstruction is available. However, single solutions
of the formulated linear problem often provide only a glimpse of the metabolic capa-
bilities. This section gives an overview of the kinds of algorithmic approaches used to
investigate the adaptation of the system to changing environments and summarises the
employed FBA methods.
General linear programming details The common linear problem solved in FBA
as detailed in Equation 1.8 uses maximisation or minimisation of a linear combination
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of fluxes as objective. When trying to minimise the absolute flux however, which is
commonly referred to as flux minimisation, this method cannot be used as the absolute
function is not linear. A linear function has to satisfy the additivity condition:
f(x + y) = f(x) + f(y) (2.5)
The absolute function clearly violates this condition (with a simple example being
abs(−2 + 3) = 1 6= 5 = abs(−2)+abs(3)). The absolute function itself can therefore
not be applied in linear programming and other approaches have to be taken. A simple
addition of all fluxes however is insufficient, as reversible reactions can carry negative
flux. As the aim of flux minimisation is to minimise the total amount of enzymes
needed be minimising the total absolute flux, negative fluxes would contradict these
aim. To overcome this issue all reversible reactions have to be split into a forward
and backward reaction. This leads to all flux, regardless of the reaction directionality,
being positive and allows the minimisation of the absolute flux by summing all fluxes.
To reflect this, the stoichiometric matrix N is extended by one column per reversible
reaction. For each reversible reaction column ~ri this additional column ~rj is set to −~ri.
Let k be the number of reversible reactions in the model and let l be the number of
irreversible reactions. The resulting stoichiometric matrix Nsplit then contains 2 · k + l
columns which can be ordered as:
• forward reversible reactions
• backward reversible reactions
• irreversible reactions
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with ri+k = −ri ∀ i ∈ 1 . . . k. In addition the stoichiometric constraints have to be
adjusted such that no reaction is allowed to carry negative flux, as negative fluxes would
contradict the objective of absolute flux minimisation. All negative flux constraints
have to be converted into positive flux constraints for the backward reaction of the
reversible reaction. Thus a constraint a ≤ p ≤ b would be converted to two constraints
max(0, a) ≤ pforward ≤ max(0, b) and max(0,−b) ≤ pbackward ≤ max(0,−a). This
translates the FBA formulation from Equation 1.8 to the following linear problem:
minimise :
2k+l∑
i=0
ci · vsplit,i
s.t.
Nsplit · ~vsplit = 0
max(0, ai) ≤ vi ≤ max(0, bi) ; ∀i ∈ {1..k}
max(0,−bi) ≤ v2i ≤ max(0,−ai) ; ∀i ∈ {1..k}
aj ≤ vj ≤ bj ; ∀j ∈ {2k..2k + l}
(2.6)
Using this split formulation for flux minimisation has the benefit that it is not necessary
to restrict the two directions of each reversible reaction to only carry flux if the opposing
direction does not, as this is automatically achieved by flux minimisation. If both
forward and backward reaction would carry a flux A, there would be a flux distribution
with a total minimal flux that is at least 2 ·A smaller than the current solution leaving
the current solution non-optimal. This formulation is used throughout the analysis and
has to be kept in mind when considering maximisation attempts on reversible reactions.
While minimisation benefits from this approach, it is necessary to turn off the reverse
flux when maximising a reaction flux. Furthermore, when the maximisation leads to
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an infeasible solution, a minimisation of the negative flux is required. This will provide
the maximal flux this reaction can carry even though the maximal flux is negative.
2.2.1 Energy demands
To establish the energy demands for different biomolecules the ATPase and DEHOG
reactions (see equations 2.1 and 2.2) were allowed to carry flux in the reverse direction.
The target metabolite exporter was set to one, all carbon imports beside the starch
importer were set to zero and the system objective was set to minimise the uptake of
starch. This ensures that only the required carbon is taken up and all other energy and
reductant demand is matched by the ATPase and DEHOG reaction respectively. In the
next step, the starch uptake was set to the determined minimum and the system was
minimised for DEHOG activity. If the minimal DEHOG activity was zero, DEHOG
was set to only carry positive flux and the system was maximised for DEHOG activity.
The restriction to positive flux is necessary due to the split nature of the underlying
linear problem, and this maximisation provides the surplus of reductant available. In
the final step the DEHOG activity was fixed to the determined amount and the minimal
ATPase activity was calculated in the same way as the DEHOG activity. It is crucial
to first determine the DEHOG activity as reductant can easily be converted into ATP
while this is not possible in the opposite direction.
2.2.2 FBA scanning
While single FBA solutions can provide an interesting impression and allow assessment
of maxima and minima for given fluxes, scans provide a much better overview of the
response of the network to a change in demand or environment. A scan in this context
is a set of solutions of the linear program with the values of a specific constraint or
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variable of the problem being varied from a minimum to a maximum. In this thesis
two types of scans are used:
• flux scans
• weight scans
To perform a flux scan an objective function is chosen and constraints are applied to
the linear program. An additional constraint γ for the target flux vi is introduced
and the target flux is set to γ. The problem is then solved multiple times while γ gets
assigned values between a chosen minimum and maximum. The solution for each value
of γ is stored and analysed for changing fluxes in response to the alteration of γ. This
kind of scan can be applied to investigate effects of increasing energy demand (by using
the ATPase reaction as vi).
Weight scans do not pose a fixed constraint to the problem but rather alter the
objective. For a given flux vj the corresponding objective coefficient cj is assigned a
variable φ. As before, this variable is altered from a minimum to a maximum value.
This kind of scan can illustrate the effects of an increasing cost of a certain enzymatic
activity or compound (if the chosen reaction is an importer).
2.2.3 Programs used
The PathwayTools interface was used for maintaining the M. truncatula BioCyc database.
The ScrumPy modelling framework was used for model reconstruction and analysis.
A CPLEX interface was implemented based on the glpk interface in ScrumPy and
CPLEX was used for FBA analysis. Matlab was used for visualisation and plotting
and the implementation of the algorithm by Shlomi et al. [198] in the COBRA toolbox
was used for submodel generation. Inkscape was used for the generation of figures of
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metabolic pathways, and Cytoscape for network visualisation.
2.3 Experimental methods
This section details the methods used in the experiments performed to obtain the
biomass composition of M. truncatula.
Hydroponic culture of M. truncatula Seeds were scarified for 8 minutes using
97% H2SO4. After washing they were incubated in a hydrochloric solution (Millipore
tablets 2WCL01F50) for 30 minutes and finally washed with a large surplus of sterilized
dH2O. The seedlings were transferred to agar plates (0.8% (w/v) ) and left in the dark
at 25 ◦C for 48 hours. Plants were grown hydroponically for eight weeks at 21 ◦C in a
16/8h light/dark cycle. The nutrient solution was prepared according to the Medicago
truncatula Handbook [51] with a final ammonium nitrate concentration of 8 mmol/L
and no potassium nitrate. The high nitrogen concentration used should ensure that
any symbiotic activity is inhibited. The tubs were aerated with air stones. Plants were
harvested in two intervals; one harvest at the end of the light period, the other at the
end of the dark period. After harvest, plants were submerged in liquid nitrogen and
freeze dried till further use. Plant material was pooled and divided into root, stem and
shoot material.
Extraction of soluble metabolites Soluble metabolites were extracted from
lyophilized tissue using methanol/chlorofom according to the protocol of Lisec et al.
[199]. Tissue samples (leaves, root, stem) were transferred to a mortar and ground
to a fine powder under liquid nitrogen. A known mass (25 mg) was weighed into a
pre-cooled 15 mL Falcon tube and 7 mL of 100% methanol (pre cooled at −20 ◦C) was
added and vortexed for 10 s. 300 µL of ribitol (0.2 mg/mL) was added as internal stan-
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dard at this point. Tubes were shaken for 10 min at 70 ◦C. 730 µL was transferred to a
2 mL Eppendorf tube and centrifuged at 11 000 g for 10 min to pellet insoluble material.
375 µL chloroform and 750 µL water (precooled to −20 ◦C and 4 ◦C respectively) were
added. The tubes were briefly vortexed and centrifuged for 15 min at 2200 g to allow
the non-polar and polar phases to separate. For GC-MS analysis aliquots of the polar
phase were taken and dried down. Lipids were extracted using hexane/isopropanol
extraction according to Hara and Radin [200] and quantified by weight.
Protein extraction, precipitation and hydrolysis Protein extraction was per-
formed as described in Masakapalli [201]. 6 mL of 6m urea/2m thiourea solution was
added to ground, lyophilized, samples (100 mg). The samples were carefully homog-
enized by a polytron and the extract divided into two 2 mL eppendorfs (1.5 mL of
extract each) and centrifuged for 30 min at 20 000 g. The supernatants were collected
and the remaining pellets were resuspended in 500 µL urea/thiourea. The supernatants
from the second centrifugation and the first centrifugation were pooled and centrifuged
again to remove all debris. The protein present in the supernatant was precipitated by
adding 100% (w/v) trichloroacetic acid so that its final concentration was 15% (v/v).
Samples were vortexed and stood on ice overnight in a cold room. The precipitated
protein was pelleted by centrifugation of the samples for 40 min at 4 ◦C and 3100 rpm.
The supernatant was discarded. The pellets were washed twice with 4 mL of ice-cold
acetone and again centrifuged as above to remove acetone. The pellets were allowed to
stand in a flow hood to evaporate any acetone left. Protein weights were taken after
drying up overnight. The protein pellets were resuspended in 2 mL of 6m HCl and
incubated in a heat block at 100 ◦C for 24 hours for hydrolysis. Samples were cooled to
room temperature and an aliquot (50 µL) of the hydrolysates (containing amino acids)
was transferred to Eppendorf tubes and dried in a vacuum dryer overnight to remove
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HCl. The dried samples were subjected to GC-MS analysis.
Nucleic acids RNA and DNA were extracted using TRIzol/DNAse and Chloro-
form/isoamylalcohol extraction methods respectively (adapted from [202]). Quantifi-
cation was performed photospectrometrically using a NanoDrop (ND-1000 Spectropho-
tometer; NanoDrop Technologies Inc.; Wilmington, DE, USA).
Starch Starch was extracted according to an established protocol [20, 201] using the
insoluble pellet obtained after the methanol chloroform extraction as sample. Accord-
ing to the protocol, “each sample was gelatinized by autoclaving the residue in 3 mL of
25 mm sodium acetate for 3 h at 121 ◦C, 1.04 bars pressure followed by enzymatic diges-
tion with 20U α-amylase (Sigma-Aldrich) and 5U amyloglucosidase (Sigma-Aldrich) for
16 h at 37 ◦C. The samples were centrifuged and the supernatant containing the glucose
monomers was collected, freeze dried and stored at −80 ◦C until further analysis”[201].
Starch was determined with an enzymatic assay.
Gas chromatography-mass spectrometry The GC-MS measurements were per-
formed according to protocols in Masakapalli et al. [203] and Williams et al. [20], “on an
Agilent 79890 GC coupled to an Agilent 5975 quadrupole MS detector, electron impact
ionisation (70 eV) equipped with an Agilent HP 5-ms column (30 mm, 0.25 mm inner
diameter) at the facility in the Department of Plant Sciences, University of Oxford,
UK. Samples (5 µL to 50 µL) to be derivatised were dried in 1.5 mL Eppendorf tubes
using a speed-vac system to ensure complete removal of water. Authentic commercial
standards were analysed concurrently by GC-MS, to obtain the elution profiles and to
identify mass fragments of all metabolites.”[201]
The protein hydrolysate extracts were derivatised by TBDMS [204] whereas the
soluble extracts were derivatised by MeOX TMS [199]. “To obtain the TBDMS deriva-
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tives, the dried samples were first dissolved in 25 µL of pyridine and incubated at
37 ◦C, shaking at 900 rpm for 30 min. Then 35 µL of MtBSTFA + 1% t-BDMCS (N-
methyl-N-(t-butyldimethylsilyl) trifluoroacetamide + 1% t-butyl-dimethylchlorosilane,
Regis Technologies Inc) was added and the mixture was incubated at 60 ◦C, shaking at
900 rpm for 30 min.”[201] To obtain the MeOX TMS derivatives, 40 µL of 20 mg/mL
methoxyamine hydrochloride (Sigma) in pyridine was added to the sample and in-
cubated at 37 ◦C, shaking at 900 rpm for 2 h. Then 70 µL MSTFA (N-methyl-N-
(trimethylsilyl)trifluroacetamide (HiChrom)) was added and the mixture was incu-
bated at 37 ◦C for 30 min at 900 rpm. The derivatised samples were transferred to
8 mm glass vials (Chromacol) and sealed with a septum cap. The samples were run
through GC-MS. The mass spectra of all the samples were acquired for m/z 146-600 by
scanning (at 4.38 or 3.19 scans s−1). A solvent delay of 10 min was set so that the mass
spectrometer was turned on after elution of the bulk of the solvent from the column.
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Chapter 3
A genome-scale model of
M. truncatula
Definitions Some definitions are necessary to understand the following description.
The term conversion will refer to any reaction which converts one or more substrates
into one or more distinct products. Care has to be taken that this is not confused with
the term reaction which will refer to any metabolic process (transport, import/export or
conversion). Metabolites are considered to be all compounds (micro or macromolecular)
that are involved in reactions. To simplify the description, this includes macromolecular
structures which function only as carrier molecules.
3.1 Model description
The information collected on M. truncatula is available in two distinct formats; as
a PathwayTools database and as a metabolic reconstruction model in ScrumPy and
SBML file formats. The PathwayTools database was created at the beginning of re-
construction (as detailed in Section 2.1.1) and alterations to the model were also incor-
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Figure 3.1: Model layout of the constructed M. truncatula metabolism. General local-
isation of important metabolic function is presented. Solid arrows indicate transport
over compartment boundaries while dashed arrows represent intra compartment activ-
ity. The model comprises seven compartments plus a thykaloid subcompartment for
the photosynthetic electron transfer chain.
porated into the database using the PathwayTools program suite [131]. The database
contains additional reactions which were removed from the model. Among these are re-
actions for protein or DNA modification removed during the generation procedure (see
Section 2.1.2). The enzymatic coverage (i.e. reactions with an associated gene-protein-
reaction relationship) within this database is about 70% of all reactions. However, only
about 65% of the conversions in the model have genetic evidence. When comparing
the database to the original MedicCyc database (version 1.0) [50] this is an increase
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of 15% in genetic evidence with an increase in size from 1509 to 2244 reactions, and
an increase in the number of metabolites from 1168 to 1442. The high amount of
genetic evidence allows the usage of tools described in Section 1.3.3, as many tools
are dependent on including proteomic or transcriptomic data. This data can only be
included if the corresponding reaction can be determined, which makes these gene-
protein-reaction relationships so essential. Furthermore, the current database contains
at least 190 pathways not present in the MedicCyc (1.0) database. In addition to
these pathways, there were multiple changes to the information in MedicCyc which are
detailed in Appendix A.
The main changes concern updates in MetaCyc identifiers and changed genome
annotation information. In addition, several pathways with little or no evidence were
removed or updated to more current versions. The larger fraction of reactions with ev-
idence in the database compared to the model is due to protein modification reactions.
In contrast to other reactions, which are likely to be inferred as missing steps in a path-
way, protein modification reactions are not automatically inferred but only included in
the database if they have direct genetic evidence. However, those protein modification
reactions are commonly not part of a metabolic reconstruction and were therefore re-
moved from the model. In the final model for M. truncatula there are a total of 1640
unique conversions, after removal of unspecific and protein modification reactions (see
Section 2.1.1). The model conversions are distributed over seven compartments, with
the cytosol being the largest of those compartments, containing 1135 conversions, or
roughly 39% of all reactions (45% of all conversions). The general distribution can be
seen in Figure 3.2.
As the MetaCyc categorization of the 1640 conversions shows, a majority of all con-
versions (1117) are involved in biosynthetic processes and 294 are involved in degrada-
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Figure 3.2: Distribution of the reactions over different compartments. Transporters
include both single molecule transporters as well as symporters and antiporters. The
largest compartment is the cytosol with about 39% of all reactions. The allocation of
all unassigned reactions to this compartments is one of the major reasons for its size.
tion processes. Figure 3.3 displays the distribution of reactions over different metabolic
processes. With over 400 conversions dedicated to secondary metabolism (∼150 oc-
cur in flavonoid biosynthesis), the model covers an extensive amount of the metabolic
regime which is essential for forming the symbiotic relationship.
3.1.1 Reaction distribution
The model reactions are distributed over seven compartments (cytosol, plastid, mito-
chondrion, vacuole, peroxisome, endoplasmic reticulum, and Golgi apparatus). These
compartments fulfil many different functions (see Figure 3.1). While there are a to-
tal of 572 conversions with duplicates in different compartments (e.g. initial parts of
the TCA cycle in cytosol, plastid, and mitochondria; glycolysis in both cytosol and
74
125
111
55
176
192
61
422
106
61
80
43
26
35
118
314
 
 Amino acid biosynthesis
Carbohydrate biosynthesis
Cell wall biosynthesis
Cofactor biosynthesis
Lipid biosynthesis
Nucleotides biosynthesis
Secondary metabolite biosynthesis
Biosynthesis − other
Energy metabolism
Amino acid degradation
Carbohydrate degradation
Fatty acid and lipid degradation
Secondary metabolites degradation
Degradation − other
Others
Figure 3.3: Detailed distribution of reactions to different metabolic processes. While
there are a total of 1117 biosynthetic reactions, several reactions are present in multiple
biosynthetic processes. The same applies for degradation where there are a total of
293 reactions.
plastid), some functions are solely located in specific compartments. The most impor-
tant of these functions are photosynthesis in plastids, and the electron transfer chain
in mitochondria, the two main energy sources for the organism. This is reflected by
the comparatively high amounts of reactions involved in energy metabolism in these
two compartments (see Figure 3.4). The plastid is also the major biosynthetic site
beside the cytosol. While there are fewer biosynthetic conversions in the plastid than
in the cytosol (417 to 762 respectively), the ratios of active reactions in a biomass
producing solution are almost reversed. Of a total of 430 flux carrying reactions in a
flux minimal solution for growth on starch, 217 conversions are present in the plastid,
while only 115 conversions in the cytosol are employed. The remaining reactions are
mainly transports between these two compartments and a few mitochondrial reactions
from the TCA along with the electron transfer chain. All major biomass compounds
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Figure 3.4: Distributions of the types of conversions in the different compartments.
The assignments are based on MetaCyc pathway categories, with others being either
uncategorized reactions or reactions which do not fall into the three explicit categories.
Conversions can be present in multiple groups (leading to a sum of reactions for each
compartment larger than the number of reactions in that compartment.
can be produced using only these three compartments. The purpose of the vacuole as
storage and degradation compartment is reflected by the largest fraction (31% of all
conversions) of degradation reactions of all compartments.
3.1.2 Metabolite distribution
The model contains a total of 1370 distinct metabolites over half of which (701) are
present in more than one compartment. Figure 3.5 gives an overview of the different
classes of metabolites present in the model according to their MetaCyc classification.
Of all metabolites in the model, 1161 are producible in at least one of the com-
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Figure 3.5: Distribution of types of metabolites in the model of M. truncatula. The
classes are derived from the MetaCyc database. Uncategorised compounds have no
categories assigned to them in MetaCyc.
partments. The remaining 209 metabolites fall into three main classes. The first class,
containing 121 metabolites, includes those substances which form conserved quanti-
ties. The second contains 65 metabolites which are disconnected from the remaining
network, while the third class contains the 23 metabolites that are only present in
degradation pathways.
Examples for the first class are the acetyl carrier group linked to fatty acids, macro-
molecular redox carriers, such as ferredoxins, and tRNAs, which are necessary for the
incorporation of amino acids into proteins. Most of these are small proteins and RNA
molecules implicitly contained in the biomass, which includes the protein and nucleic
acid composition of a grown cell. Since the model can produce biomass, biosynthe-
sis is possible for over 86% of the compounds in this class. The remaining are small
molecules, which cannot be biosynthesized because they are themselves needed for their
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own biosynthesis. An example is quinate, for which no biosynthetic route is present
in our database, due to the lack of a clear biosynthetic route within MetaCyc (where
it is only considered as a degradation substrate). However it can be used as one of
two routes from coumaroyl-CoA to caffeoyl-CoA in which it is needed as an carrier-like
compound.
The second class contains many of the biotin biosynthesis pathway intermediates
(6 compounds). The reason why this pathway is disconnected is that it is unknown
how the pimeloic acid moiety necessary for biotin biosynthesis is synthesised in plants.
Most of the other metabolites (37) in this class are produced by specific enzymes, but
no way for the production of their precursors is known.
The third class consists of metabolites, which result from the degradation of modi-
fied macromolecules, like polyfructofuranose degradation, or which are present only in
a degradation pathway for xenobiotics (e. g. cyanate). The phenomenon of metabolites
which can only be ‘produced’ by degradation, was discussed in detail in Section 1.3.3.
Flavonoids are an important class of compounds for the formation of the legume-
rhizobia symbiosis and have shown promising properties as antibiotics [205]. Legumes
produce a large range of these compounds. Thus, legumes could become important
sources for these types of compounds if yields can be increased. Even though the to-
tal number of flavonoids in the present model is relatively small (only 61 according
to MetaCyc categorisation) they form one of the larger groups of secondary metabo-
lites. Many biosynthesis pathways were extracted from the MedicCyc database which
used information from Farag et al. [183] to validate the presence of these compounds.
With the importance of these compounds for symbiosis it was imperative to ascertain
their producibility. This was achieved in the current model by including hypothetical
biosynthesis pathways from literature sources [206, 207, 208].
78
3.1.3 Discussion
The present model covers most aspects of metabolism and assigns the site of many
biosynthetic processes to specific compartments. It allows growth on either sucrose (for
pure sink tissues like roots during night and day), starch (during the night) or light
and carbon dioxide (in leaves during the day). It covers areas of secondary metabolism
important for the formation of the rhizobial symbiosis, like the flavonoid pathways,
allowing investigation of gene deletion effects on flavonoid production and prediction
of possible fix− or nod− mutants. With the exception of some metabolites involved in
disconnected reactions the model is able to synthesise a majority of 92.3% of all present
compounds. Even though many of these metabolites are not included in the biomass
it is essential that they can be produced, as there would otherwise be a dilution of
intermediates during growth (which would contradict the steady state assumption).
The importance of the dilution effect during growth was discussed in detail by Kruse
and Ebenho¨h [136] and Benyamini et al. [137].
The scale of the present model is comparable with other genome-scale plant net-
work reconstructions [120, 121, 171]. Compartmentalisation was achieved with a novel
approach using the Network Extension method to bridge the gaps resulting from assign-
ment by gene homology. The high involvement of the plastid in biomass production,
in particular in amino acid biosynthesis, is in good agreement with current knowledge.
In plants, many amino acids are almost exclusively produced in the plastid. Even for
amino acids that are producible in the cytosol via transaminases, the necessary nitrogen
is initially fixed in the plastid [209]. The model is the first charge balanced genome-
scale reconstruction of a plant, and the first metabolic reconstruction of M. truncatula.
It can provide valuable insight into the metabolism of this model plant and allow
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inference of properties of legumes.
3.2 Biomass composition
Knowing the biomass composition of the plant is critical for any further analysis, since
it is one of the most important constraints for the linear program. It is essential
that the metabolic network can provide the organism with energy for its maintenance
requirements and to supply the metabolites necessary for growth. The latter is the most
important constraint for metabolic modelling, as it is the main source of restriction for
the flux space.
3.2.1 Day and night differences
Biomass composition of M. truncatula was established for three major tissues (leaves,
roots and stem) at end of day (ED) and end of night (EN), see Table 3.1. There is a
significant increase in the percentage of cell wall material between end of day and end
of night measurements in both stem and root tissues (p < 0.05). This is most likely
due to a decrease in the fraction of soluble compounds in both of these tissues, even
though this is only significant for stems (p < 0.01) while it is not significantly different
in roots (with p = 0.10). The drop in the amount of soluble compounds is likely due
to a slow depletion of sucrose and other currency metabolites which are replenished
during the day and consumed during the night.
The second change is in the amounts of starch present at end of day and end of
night. This change reflects the plant’s effort to store carbon as starch during the day
(high end of day value) and consume this starch during the night (low end of night
value). As the change in starch content is rather large it is even more important than
the change in other currency metabolites. While roots only showed minor changes
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in starch content between ED and EN ((0.88± 0.02) and (0.98± 0.05) mg/g respec-
tively), the changes in stem and particularly leaf are much higher. For leaves, the
change between ED and EN was (19.62± 1.66) mg/g , almost 2% of the total leaf
biomass, while it was (4.25± 0.27) mg/g in stems. This has to be put into perspective
with growth rates, being a substantial fraction of each days growth. Relative growth
rates of plants range from 0.100 g g−1 d−1 to 0.120 g g−1 d−1 for M. Sativa [210] and
0.12 g g−1 d−1 to 0.25 g g−1 d−1 for A. thaliana [19]. While other metabolites’ relative
amounts need to be produced with respect to the relative growth rates, starch has
to be produced on a daily basis. Thus, when considering a relative growth rate of
100 mg g−1 d−1, in leaves a total of 19.62 mg/g has to be starch. Under the assumption
that the majority of growth occurs during the day, this would infer that instead of 2%
of the produced biomass (which would be the appropriate relative growth rate), about
20% of the biomass has to be starch as it has to be resynthesized from 0 every day.
However, starch does not contribute to the structural biomass (i.e. the biomass that
becomes a permanent part of the plant) and only imposes an increase in photosynthe-
sis activity during the day. We therefore excluded starch from the formulation of our
biomass composition to reflect this transient nature of starch.
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3.2.2 General observations and additional data
While data for protein composition, soluble metabolites composition, lipid fraction,
starch fraction, cell wall fraction, chlorophyll concentration and nucleotide concentra-
tion were determined experimentally (see Section 2.3), other data was obtained from
the literature, or assumed to be similar to data for M. sativa. The root:stem:leaf ratio
was based on Mettupalli [53] and Yousfi et al. [211] and assumed to be 1:1:1. Lipid
composition data (based on fatty acid distributions) was taken from Bakoglu et al.
[212]. The cell wall composition, including pectins, lignin, cellulose and hemicellulose,
was derived from data of Jung and Engels [213], Nakashima et al. [214] and Johnson
et al. [215] and assumed to be similar in M. truncatula as in M. sativa. GC content was
assumed, based on measurements by Blondon et al. [216]. An overview of this data is
provided in Table 3.2.
The general biomass reaction contains the relative amounts listed in the average
column of Table 3.1 and accounts for the energy (ATP) necessary to polymerise proteins
(amino acid loading on tRNAs and polymerisation) and nucleic acids (RNA and DNA).
It does not, however, account for maintenance energy requirement.
The distribution of compounds found in the samples is similar to those found in
other plants [120]. In addition to most commonly detected metabolites the GC-MS
showed a peak which proved to be pinitol. Pinitol is a myo-inositol derivative which
is commonly associated with osmotic regulation. It is assumed that pinitol is present
due to the growth conditions in a hydroponic solution. The large amount of asparagine
detected stems from the composition of the growth solution. As it was necessary to
inhibit any symbiosis the amount of ammonium nitrate used was selected at a high
level, since high levels of available nitrogen reduce the likelihood of symbiosis. This
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Component Metabolite Fraction Source
Lipid
Palmitic acid 10.79 [212]
Stearic acid 1.88 [212]
Oleic acid 12.10 [212]
Linoleic acid 41.95 [212]
Linolenic acid 28.53 [212]
Cell wall
Hemicellulose 28.3 [215]
Cellulose 44.5 [215]
Lignin 13.0 [215]
Pectin 14.2 [215]
Hemicellulose
Xylose 69-73.1 [213]
Mannose 24.4-27.8 [213]
Fucose 2.5-3.2 [213]
Lignin
S-Lignin 12.3 [214]
G-Lignin 81.3 [214]
H-Lignin 6.4 [214]
Pectin
Uronic acids (Galacturonate) 64.3-65.9 [213]
Arabinose 14.2-14.8 [213]
Galactose 15.8-16.5 [213]
Rhamnose 4.0-4.6 [213]
Table 3.2: Data from external sources used for the biomass formulation. All data is
for M. sativa and was assumed to be similar in M. truncatula
large amount of available nitrogen led to an accumulation of nitrogen within the plant
which was mainly stored as asparagine. This has to be kept in mind when simulating
symbiotic nitrogen fixation. The asparagine accumulation is only due to the excessive
amounts of available nitrogen in the nutrient solution, whereas nitrogen availability is
the limiting factor during symbiotic nitrogen fixation.
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Chapter 4
Analysis of energy and nitrogen
metabolism of M. truncatula
The present model is a good source to estimate energetic costs of biomolecules, and
to this end an in-depth analysis was performed. As M. truncatula is a model for the
legume-rhizobia symbiosis the nitrogen metabolism is also of high importance when
analysing the model. This chapter gives an overview of simulated reactions of the
nitrogen metabolism to different nitrogen sources. In addition, the effect of proton
gradients, reflecting soil pH, was investigated, and is presented.
4.1 Energy requirements in photosynthetic organ-
isms
There are some general observations when investigating energetic costs for different
metabolites. One important aspect is the inability of metabolism to convert ATP into
reductant, which makes it important to split the costs between reductant and energy
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costs. While reductant can easily be employed to regenerate ATP by transport to
the mitochondrion and subsequent oxidative phosphorylation, or even by direct cyclic
electron transfer in the thylakoid membrane, the opposite is not possible under normal
conditions. The inability to convert ATP into reductant needs to be kept in mind for
the evaluation of any energy requirement study. In theory, the mitochondrial ATPase
and the whole electron transfer chain could be forced to work in reverse; however, the
conditions necessary for this reverse function are far from the conditions found in a
living organism. When using a carbon source as an energy source, this effect is not as
pronounced as during photosynthetic growth, since the pentose phosphate pathway can
be employed to produce reductant without regenerating ATP. There are also bypasses
of the ATP-producing succinate synthase in the TCA, allowing the exclusive production
of reductants without any ATP regeneration. In contrast, photosynthesis produces a
minimal amount of ATP per reductant. Thus, during the day, an increased requirement
for reductant necessarily induces an increased amount of ATP production. The amount
of ATP per reductant produced by photosynthesis is about 1.286 ATP per NADH. Since
the Calvin cycle (see Figure 1.8) needs 3 ATP and 2 NADPH to fix one carbon, there
is a lack of about half an ATP per fixed carbon in the cycle.
This discrepancy is dependent on the type of compound fixed, as more oxidized
molecules can themselves provide some reductant. If the system is optimised to min-
imise light usage, with a constraint to fix one CO2, the mitochondrial electron transfer
chain is used to regenerate ATP with the available reductant, as it is more efficient
than the photosynthetic electron transfer chain. Even though the photosynthetic elec-
tron transfer chain is in theory able to cycle electrons in order to alter the NADH
to ATP ratio, this cycling is less (light-)efficient than using the electrons to produce
reductants and transport them to the mitochondrion. One electron cycle in the thy-
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lakoid membrane has a theoretical yield of only 0.86 ATP. If the same amount of
electrons were transported to the mitochondrion as NADH, the yield would increase to
2.5 ATP. However, the cyclic electron flow is more flux efficient than transport to the
mitochondrion, a property that can make it preferable if sufficient light is available. A
similar example of a more flux-efficient but less energy-efficient pathway is the pentose
phosphate pathway (PPP). While the PPP does not yield the same amount of ATP as
the combination of glycolysis and TCA, it is more flux-efficient when higher levels of
reductant are required.
4.1.1 Energy and reductant requirements for different
biomolecules
The energetic requirements for multiple biomolecules were investigated to get an im-
pression of the general requirement for energy by the plant. An overview of energy
requirements for some groups of molecules is provided in Figure 4.1.
The highest reductant costs for biosynthesis can be found in fatty acids, as their
saturation requires high amounts of reductant. Lignins and carotenoids also rank high
in the reductant requirements while organic acids and nucleotides have the lowest
demand. This is expected of organic acids, as these are the products of reductant
yielding pathways like the TCA but unexpected for nucleotides.
ATP requirements in general are rather similar for all compound classes, with the
highest requirements per carbon being found in fatty acids. The analysis suggests that
larger or more complex molecules (fatty acids, chlorophylls, vitamins/cofactors) have
higher ATP requirements on a per carbon basis than smaller molecules, like amino
acids, organic acids, or sugars. The highest reductant to ATP requirement ratios can
be found in nucleotides.
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Figure 4.1: Simulated reductant and ATP costs of different groups of substances per
carbon. The simulations were performed using only CO2 as carbon source and pro-
viding all reductant and ATP by the DEHOG and ATPase reaction, respectively. The
displayed costs are the respective fluxes representing the consumption of ATP or re-
ductant during biosynthesis as unit of flux through ATPase and DEHOG respectively.
4.1.2 Energy consumption
After determining the energetic requirements of single metabolites, the energetic re-
quirements during growth were investigated. To this end, reaction scanning was used
to establish the effect of different energy requirements on the system. For night con-
ditions the theoretical optimal starch to biomass conversion rate (considering carbon)
is 92.1% which is 0.1% higher than the conversion rate in flux minimisation. This
translates into a minimum of respired starch for biomass biosynthesis of 0.688 mg/g
or a minimum requirement equal to 0.13 mmolATP/g per night. Maintenance energy
in plants however seems to vary substantially, with whole plant maintenance measure-
ments between 7 mg and 47 mg glucose per gram dry weight (gDW) per day according
to De Vries [217]. For Trifolium repens (white clover - a relative to M. truncatula) a
consumption of 15 mg/g of glucose per day was measured. Assuming an equal distri-
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bution of this maintenance over the day and an 8h night period, a nightly requirement
for glucose of 5 mg/g can be assumed. This is roughly 56% of all the starch build up
during the day.
Scanning was performed as described in Chapter 2. The biomass composition was
set as constraint for the model simulating the changing demands with respect to growth.
The biomass formulation for the day conditions took starch biosynthesis ( 7.9% of the
total daily produced biomass) into account, while night conditions considered starch
as source. The investigation was performed for both day and night conditions, where
either light and carbon dioxide (as sources for energy and carbon, respectively) or
starch (as the source for both energy and carbon) was used.
4.1.3 Day conditions
Using photosynthesis as the source of energy, an additional ATP requirement of
23.87 mmol/gDW of produced biomass was found. This requirement was in addition to
the minimum feasible ATP produced by photosynthesis of 100.09 mmol/gDW (which
results from requirements for reductants - see Section 4.1). The measurements were
obtained by first employing a constraint to produce one flux unit of biomass (equivalent
to 92.4× 103 g). The ATPase reaction was allowed to regenerate ATP while DEHOG
was turned off. This forces the model to use the light reactions for reductant produc-
tion while ATP can also be produced by the ATPase. The system was minimised for
light consumption and the resulting light consumption fixed. Finally, the ATPase flux
was minimised. This forces the system to use a minimal amount of ATP, and allows
the distinction between automatic photosynthetic ATP regeneration and additional re-
quirement. An investigation showed that there is a demand for ATP for biosynthesis,
which is higher than the amount automatically produced when regenerating reduc-
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tant. When scanning for different ATP consumption rates, two different situations are
therefore considered.
In the first situation, there is plenty of light, and the system does not starve for any
nutrient. In this situation, the effects described in Section 4.1 can again be observed.
Enough light is taken up to produce a surplus of ATP to minimise the overall flux.
This surplus is about 3.65 mmol/gDW ATP which translates to about 0.1 ATP per
fixed biomass carbon. As oxidative stresses which have to be tackled by reductants
are not considered in the analysis, the surplus can be expected to be higher in reality.
This surplus can only be observed, if the system is optimised to yield a solution with
minimal total flux.
If however, light is considered to be limited, i.e. the system is minimised for light
uptake before an overall flux minimisation, this initial surplus is not present. The light-
limiting conditions showed a higher activity in the mitochondrial electron transfer chain
and oxidative phosphorylation. When no additional ATP is required, the ATP produc-
tion in the mitochondria is initially 0.73 ATP per biomass carbon. This is considerably
lower in the non-limiting conditions, where about 0.56 ATP per fixed biomass carbon
are being produced in the mitochondria. The remaining ATP demand is covered by
regeneration resulting from higher photosynthetic activity. The objective differences
between both solutions however are rather small. The light-limiting condition shows
only a slightly smaller (3.2%) light uptake. In turn the flux-minimal solution is only
about 0.01% better than the light-limiting solution, making both solutions generally
very similar. In fact, the changes get even smaller with increasing ATP demand.
While in the light-limiting solution light demand constantly rises and the mito-
chondrial electron transfer chain is increasing accordingly, only the latter is true in the
non-light-limiting conditions (see Figure 4.2). At low ATP demand the surplus light
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Figure 4.2: Differences between flux minimal and light optimal solutions. In the non-
light-limiting condition, additional photosynthesis was employed to provide ATP (wast-
ing reductant) in the plastid which could have been produced more efficiently by the
electron transfer chain. This leads to a flat transition phase where the reductant is
shuttled to the mitochondria to produce additional ATP.
in the non-light-limiting condition allows the usage of less energy-efficient but more
flux-efficient routes. With increasing energy demand however, the additional photo-
synthetic activity is needed to fulfil this demand. The surplus of energy decreases with
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increasing energy demand and the solutions become ever more similar. The differences
between both optimisation procedures diminishes to a 0.01% higher light consumption
for flux minimisation and 0.001% higher total flux in the light-limiting condition. These
adaptations occur at ATP demands which are potentially much lower than the actual
maintenance energy demand. This indicates that the plant has evolved to optimise its
enzymatic efficiency simultaneously to a most efficient energy production.
4.1.4 Night conditions
Similar to the day conditions the system was initially tested for additional ATP re-
quirements. The additional ATP required for biomass production from starch is
10.83 mmol/gDW or 0.28 ATP per carbon. As expected, the additional ATP require-
ment is lower than during the day as the available carbon is already fixed. Some
biosynthetic processes even provide small amounts of ATP when starch is used as the
carbon source (a detailed analysis is provided in Section 4.2.1). This is partially due
to the generation of ATP by the TCA when higher amounts of reductant are required.
To test how much ATP automatically gets produced during the night due to reductant
requirements, DEHOG was allowed to act in reverse and carbon dioxide was restricted
to being exported.
The amount of additional reductant required is 3.09 mmol/gDW. It has to be kept
in mind that this requirement infers that all starch carbon gets converted into biomass.
This leads to an increased ATP requirement of 15.31 mmol/gDW. When minimising
for starch usage without additional energy or reductant sources, a respiratory loss of
7.8% is observed. Reductant necessity accounts for roughly 49% of this loss while ATP
demand accounts for the other 51%. In addition, it is noteworthy that the obtained
solution is most carbon efficient but does retain some energy, which only becomes
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available if more carbon is available. During biomass production, energy is lost due to
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Figure 4.3: Reactions of the metabolic network to increased ATP demand during the
night. The TCA does not increase activity at low ATP demands but only reacts to
increased demand to supply reductant to the electron transfer chain. With increasing
ATP demand, additional starch has to be degraded. This allows the use of pyrophos-
phate in the fructose bisphosphatase step of glycolysis (not shown). The pyrophosphate
surplus (pyrophosphatase activity) from biosynthesis is therefore reduced with increas-
ing starch consumption.
an excess in pyrophosphate, which is represented by a high activity of the inorganic
pyrophosphatase reaction. The surplus of PPI originates from polymerisation reactions
and loading of carriers for polymerisation. This pyrophosphatase enzyme catalyses the
hydrolysis of a phosphate bond without any coupled metabolic activity. The reason
for this excess is due to the limitation of fructose 6-phosphate (F6P) in comparison
to pyrophosphate (PPI). When additional starch becomes available, more F6P can
be formed and the surplus PPI from biosynthesis can be used. Figure 4.3 gives an
overview of these observations. By recovering the energy from the phosphate bond in
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the fructose bisphosphatase step, this energy can be recovered.
There is an interesting observation, with respect to flux alternate optima in flux
minimisation in the biosynthesis route of serine (see Figure 4.4), that was made during
this analysis. Two different routes exist for this biosynthesis and it is yet unknown
which of them is employed [218]. Interestingly both routes do not only require the
same amount of energy, but also need precisely the same amount of flux.
Figure 4.4: Alternative routes for serine biosynthesis. This is a rare example where two
different pathways are both equally energy-efficient and, involving additional reactions
from the network, also equally flux-efficient.
4.1.5 Discussion
The limit for growth during the night is the amount of available starch and other
currency metabolites – with starch being the dominant factor. The obtained biomass
data for M. truncatula shows a total starch accumulation of about 7.9 mg/g. With
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a maximal determined conversion rate of starch to biomass of 92% the theoretical
maximal biomass accumulation during the night would reach 7.2 mg/g, only about 7%
of the assumed daily growth rate of 100 mg/g. These theoretical maxima do however
not take maintenance energy into account, which plays an important role in plants.
Comparing the theoretical growth maxima with experimentally observed data of either
respiration [19] or substrate consumption [217] implies that calculations, at least during
the night, need to take extensive maintenance energy into account. Analysing the cost
for different biomolecules and the total energy for biosynthesis of a fixed amount of
biomass, it can readily be assumed that the majority of maintenance energy is not
growth related.
The ATP to reductant ratio, mentioned above, also plays an important role. This
is particularly striking when investigating night conditions, where it becomes obvious
that the average biomass molecule is more reduced than starch. This can easily be
seen as freely available ATP does not allow a full conversion from starch carbons to
biomass carbons. It is however interesting that the biomass production process in
itself provides some additional energy which would essentially be lost if not for the
non-growth-related energy requirements. Pyrophosphate in particular is produced in
many polymerisation reactions (and thereby probably even more abundant from non-
growth-related protein and RNA polymerisation). This energy would essentially be
lost without the pyrophosphate dependent phosphofructokinase, which can recycle this
energy by reintroducing it to the glycolytic pathway.
The alternate optima in serine biosynthesis elucidate possible reasons for the regu-
lation of this pathway. As both pathways are similarly energy- and flux-efficient, none
of the pathways is in itself preferable. However, the isocitrate cleavage pathway em-
ploys several enzymes that are also involved in other pathways, while the normal serine
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Species Maintenance
(mmol gDW−1 h−1)
Aerobacter aerogenes 2.3 − 6.8
Escherichia coli 18.9
Lactobacillus casei 1.5
Lactococcus cremoris 1.4 − 18
Saccharomyces cerevisiae < 1
Table 4.1: Maintenance energies for several microorganisms. Based on Poolman et al.
[120] with data from Stephanopoulos et al. [219].
pathway is comparably isolated. This could indicate that the normal serine biosynthe-
sis pathway is preferred if the isocitrate cleavage enzymes are not expressed, while the
isocitrate pathway is preferred if the enzymes are available, depending on other parts
of the metabolism.
There is another interesting observation that can be made when looking at non-
growth-related maintenance requirements. During the night, a plant is very limited
with respect to the amount of available nutrients, as starch is the only available carbon
source. The numbers of De Vries [217] indicate that the total consumption of starch
over a day is in the range between 0.04 mmol/gDW and 0.26 mmol/gDW. Given the
observed ATP regeneration by glucose respiration of 32.4 : 1, this leads to an hourly
maintenance from 0.053 mmol g−1 h−1 to 0.353 mmol g−1 h−1. This, however, is far from
maintenance energies in prokaryotic systems, which are about 5- to 100-fold larger
(see Table 4.1). Interestingly it is rather close to the estimations for S. cerevisiae,
which indicates that eukaryotic organisms require less maintenance or evolved a more
efficient maintenance system than prokaryotes. In contrast, when heterotrophic growth
of A. thaliana was investigated by Poolman et al. [120], they found a maintenance flux
of 7.1 mmol g−1 h−1, which is closer to the range of the listed prokaryotic systems.
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In planta these values, however, would mean that per hour an equivalent of about
39.4 mg g−1 h−1 of glucose would be needed for maintenance. In an eight hour night,
this would amount to 315 mg/g or 30% of the total plant dry weight.
With maximal starch amounts of about 80 mg/g [220] (assuming a FW/DW ratio of
10:1) this would pose a serious problem for the plant. Extensive data from Pyl et al. [19]
shows that A. thaliana respiration ranges from 18 mg to 37 mg carbon per gram DW or
1.1 mg/h to 2.3 mg/h during a 16h night. With a sugar mass composition of about 2:3
(C:O+H) this means a consumption of about 2.75 mg to 5.75 mg of sugars per hour.
This would suggest an ATP maintenance from 0.5 mmol g−1 h−1 to 1 mmol g−1 h−1,
which is still much lower than the estimated maintenance for heterotrophic growth.
With the present data estimates would be even lower, as there is much less sugar,
which could supply the required energy. With only about 10 mg/g and eight hour
nights the maximal amount of available ATP maintenance energy is 0.22 mmol g−1 h−1.
With these observations it seems necessary to evaluate the difference in maintenance
costs between heterotrophic and phototrophic growth, and indeed between whole plant
systems and plant cell cultures. This is particularly important as current data shows a
strong discrepancy between these costs indicating that cell culture maintenance costs
are closer to bacterial maintenance costs than to plant maintenance.
4.2 Nitrogen metabolism analysis
Nitrogen in the biosphere is mainly supplied as either nitrate or ammonium. While
nitrate is highly oxidized, ammonium is highly reduced. In fact, from a metabolic point
of view the only difference between nitrate and ammonium is the amount of reductant
required for its incorporation. However, as mentioned earlier, there is no way that
ATP can be converted into reductant and therefore, under physiologic conditions, the
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effect of changing the nitrogen source is not obvious. In all of the above simulations
the model used ammonium, while not using nitrate at all. Since nitrogen metabolism
is highly important for symbiotic nitrogen fixation an analysis of the different costs
for ammonium and nitrate was performed (presented in Section 4.2.1). Furthermore,
effects of increasing costs of ammonium and different availability of ammonium were
assessed (see Section 4.2.2)
4.2.1 Biosynthesis costs of nitrate vs ammonium
Two approaches were taken to assess cost differences of biomolecules using either am-
monium and nitrate as source of nitrogen. First, cost differences under night conditions
were assessed using starch as the carbon source. Interestingly a set of compounds was
found which can be produced for “free”, i.e. without loss of CO2 directly converting
starch carbon into biomass carbon. Table 4.2 gives an overview of different compounds
and the changing costs using nitrate or ammonium. The costs were determined by
evaluating the minimal amount of starch required for biosynthesis, and providing ad-
ditional energy and reductant from the ATPase and DEHOG reactions as required.
Unfortunately, this method was not applicable for the comparison of starch and the
combination of light and CO2 as the sources of energy and carbon. Since light only
provides reductant and ATP, the minimal amount of light required would always be
zero if DEHOG and ATPase were able to provide reductant and ATP. To determine
the differences between light and starch conditions, fluxes for both reactions were set
to zero and the system was investigated with the goal of minimising either light uptake
(i.e. photosynthetic activity) or starch consumption.
Carbon fixation lacks small amounts of ATP for each fixed carbon. However, when
additional reductant is needed, this lack turns into a surplus, as seen in the day con-
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Figure 4.5: Average surplus of reductant (green) and ATP (yellow) using ammonium
(clear) or nitrate (hatched) as nitrogen source over all exportable biomolecules (units in
flux/molecule). ATP and reductant were calculated using either light or starch as the
sole source of energy. The values are obtained as fluxes through DEHOG and ATPase
respectively.
ditions in Figure 4.5. Therefore it can be assumed that there is surplus ATP during
the day, while no reductant surplus will be observed. With the exception of a few
molecules (marked as ’free’ in Table 4.2), no surplus is expected for starch. Figure 4.5
depicts the strong increase in ATP surplus on photosynthesis when nitrate is used as
nitrogen source. There is also a small increase in surplus ATP for biosynthesis using
starch. This is contrasted by a decrease in surplus reductant. However, additional
starch needs to be respired to satisfy the reductant demands. Since starch respiration
can also provide additional ATP, a small increase in available ATP is expected for those
compounds for which biosynthesis already provides some ATP. It has to be noted that
the decrease in available reductant corresponds to an ATP amount that is larger than
the increase in available ATP. Therefore, even though more starch has been used, the
amount of free energy from biosynthesis has decreased.
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4.2.2 Effects of increasing ammonia cost and changes in the
abundance of ammonium and nitrate
Ammonium is the more cost-efficient option when incorporating nitrogen into the
biomass. As expected, ammonium is therefore preferred over nitrate irrespective of the
optimisation method used, as it is both more flux-efficient and energetically cheaper.
However, in nature there is only a limited supply of both sources, and it is possible for
the plant to run out of either. Alternatively, it can become very difficult for the plant
to reach ammonium. With flux minimisation aiming at optimising metabolic efficiency
this change in bioavailability can directly be taken into account by increasing the cost
of a flux as described in Section 2.2.2. This simulation reflects the situation that, while
ammonium is in theory available, it becomes more and more costly to acquire. A sec-
ond approach is to limit the actual flux through the ammonium uptake, which would
reflect the situation that there is only a restricted total amount of ammonium available.
There is however a strong distinction to be made; in the first approach, a necessary
assumption is that the growth is not limited by the amount of nutrients available, but
rather by a general maximal uptake or processing of metabolites. This is necessary to
allow an interpretation of the simulations with respect to the changing environment.
In the second approach a restriction on the total amount of ammonia as well as starch
is assumed. This reflects the assumption that enough energy for maximal growth on
ammonium is available, but the increased cost of nitrate cannot be satisfied. During
the day a difference in growth can only be observed if photosynthesis cannot provide
enough reductant. However during the night, different aspects of the metabolism are
likely to influence the potential growth.
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4.2.2.1 Scanning the effects of increasing ammonium costs
When performing a weight scan on the ammonium uptake flux the network responds
to increased weight in multiple ways (displayed in Figure 4.6). The pentose phosphate
pathway is activated, as more nitrate needs to be reduced. A decline in mitochon-
drial ATP production by a reduction of the electron transfer chain activity can be
observed. In addition, the system switches from exporting positively charged protons
when taking up ammonium to exporting negatively charged bicarbonate when import-
ing nitrate. The proton export is in good correspondence with the general observation
that ammonium nutrition leads to a decrease in soil pH [221]. The bicarbonate export
is in agreement with a slight increase of pH on nitrate nutrition [221], with bicarbonate
commonly acting as mild base. This export and activity change is accompanied by a
drop in the initial TCA steps in the mitochondrion. However, this decrease is balanced
by an increase in the activity of plastidal isozymes to the corresponding mitochondrial
TCA enzymes. Overall there is an increase in TCA activity tightly coupled to the
increase in nitrate usage. This increase is supplemented by an enhanced glycolytic
activity (see Figure 4.7).
While low nitrate usage leads to increased activity in all glycolytic enzymes, higher
nitrate usages only affects the glycolytic reactions following the triose-isomerase step.
The increased demand for reductant leads to a diversion of glucose from glycolysis into
the pentose phosphate pathway (PPP), as it is a faster route for reductant regener-
ation. This redirection leads to a decrease in the initial reactions of glycolysis from
glucose-6-phosphate to the triosephophates, as glucose is diverted towards the PPP.
In contrast, the ATP and reductant producing steps of glycolysis are increasing their
activity. They are driven by the product from the PPP, glyceraldehyde-3-phosphate
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Figure 4.6: Changes of different subsystems with respect to a changing ammonium
uptake weight. The objective is flux minimisation. Changes are displayed as relative
changes between minimum (0) and maximum (1). The increasing starch uptake allows
for a reduced mitochondrial ATP production (Complex V) due to additional ATP
from the TCA and glycolysis. Additional reductant necessary for nitrate reduction
is provided by the pentose phosphate pathway (PPP) as this is the faster route for
reductant generation.
(GAP) which is metabolised to pyruvate. However, the pyruvate is not transferred
to the mitochondrion. Instead it is directly relocated to the plastid and there used
to obtain additional reductant for nitrate reduction, due to the increased demand for
reductant.
While in theory, the PPP is unable to provide more reductant than glycolysis and
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Figure 4.7: Change in the activity of glycolytic reactions with changing weight for
ammonium import. Initially the starting reactions of glycolysis show increased activity
which is soon reaching a maximum. With more nitrate being used (see Figure 4.6 this
increase stops and the necessary glucose 6-phosphate is diverted to the PPP. Only the
reactions downstream of glyceraldehyde 3-phosphate keep increasing, producing both
reductant for nitrate assimilation and ATP. Labels are the MetaCyc identifiers for the
respective reactions.
TCA, it is able to provide the respective reductant using fewer reactions, but at the
same time causes a loss of energy which could otherwise be used for ATP biosynthesis.
In both PPP and the combination of TCA and glycolysis, six reductant equivalents are
extracted but the PPP provides those reductants in fewer steps. It is therefore more
readily available and, adding to this, provides the reductant directly in the plastid where
it is required for nitrate reduction. The latter is also the reason for the relocation of
the initial TCA reactions, which allow a direct usage of reductant in the plastid for
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nitrite reduction. The downside of this faster delivery is that the PPP does not provide
any ATP; however using the aim of flux minimisation, the enzymatic usage is more
efficient, and could finally save energy that would otherwise be necessary to synthesize
additional enzymes.
4.2.2.2 Restricted ammonium uptake
The ammonium weight scan reflects the situation that ammonium is becoming more
difficult to reach, and allows the system to distribute the fluxes. To investigate the
effects of restricted ammonium a flux scan of the ammonium importer was performed.
After initial optimisation for flux minimisation, and no restriction on starch, it was
obvious that the same overall effects as for the weight scan were found again:
• Increased PPP activity when less ammonium was available;
• Higher starch requirements when more nitrate had to be assimilated; and
• A slow turn down of the mitochondrial electron transfer chain, in response to the
increased availability of ATP from starch degradation.
To further investigate possible effects of nitrate the system was studied under the as-
sumption of a restricted available amount of starch and a changing amount of available
ammonium. This changes the assumption of readily available nutrients to a situation
where starch is becoming limiting and ammonium is depleting. The first observation
is that, as expected, the maximal biomass amount producible on nitrate is only 85%
of the amount producible using ammonium. This change in biomass leads to closely
linked changes in multiple biosynthetic pathways. Investigating these changes is futile
as they are directly associated with the change in biomass and do not provide any
additional information.
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Figure 4.8: Reaction of the TCA to restricted ammonium supply under growth lim-
ited conditions. Data is shown with respect to the percentage of nitrogen from nitrate.
When plenty of ammonium is available, only the initial TCA reactions in the mitochon-
dria are active for precursor production and malate dehydrogenase is used to provide
reductant for the electron transfer chain. The increasing reductant demand in the plas-
tid leads to a redistribution of flux from the mitochondrial TCA to the plastid. Only
the TCA reactions that are exclusively present in the mitochondrion carry increased
flux. The reductant generated by these reactions is shuttled to the plastid.
There is an effect with respect to flux redistribution of the TCA from the mitochon-
drion to the plastids, which shows similarities to the observations in the ammonium
weight scan. However, in contrast to the flux limiting situation in the flux weight
scan, the PPP is not used as this would lead to a waste of ATP and thereby carbon.
The TCA in the mitochondrion is split into two parts: one from oxalacetic acid to
2-ketoglutarate (2KG) and a second from 2KG to fumarate (see Figure 4.8). This
is mainly due to the fact that several initial TCA reactions are also present in the
plastid, and are active there to provide the additional reductant necessary for nitrate
110
assimilation. Overall, the TCA activity is continually increasing, due to the increasing
demand for reductant. Simultaneously, ATP regeneration from the electron transfer
chain in the mitochondrion is reduced, freeing more reductant for nitrate assimilation;
a situation similar to that under non-carbon-limited conditions.
4.2.3 Discussion
Nitrate and ammonium place different energetic requirements on the metabolism.
While ammonium can readily be incorporated in many reactions, nitrate has to be
reduced before it can be used by the plant. This makes synthesis of metabolites more
expensive when nitrate is used as a substrate, but it may also function as a sink for
reductants if such a sink is necessary.
The scans presented in this section consider two distinct situations. In the first scan
the underlying assumption was that the plant is not working under growth optimising
conditions but rather tries to quickly adapt to a lack of ammonium. The second
approach was more related to a situation in which the carbon source, as opposed to
the nitrogen source, is the growth-limiting factor. The main difference between these
two conditions is apparent in the activity of the PPP. Using the PPP, the system can
achieve a fast adaptation to the change in ammonium availability. Only a few fluxes
need to be activated to obtain more reductant at the expense of a little more starch.
In the present simulations, the model predicts an exclusive uptake of ammonium if
both ammonium and nitrate are abundant, due to the considerably lower amount of
reductants needed when comparing ammonium incorporation to nitrate incorporation.
This result is in agreement with experimental observations that nitrate uptake can be
inhibited when ammonium [222] is available. Thus, in an evolutionary context, the
model suggests that the reason for this inhibition is an increased energetic efficiency.
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Simultaneously, proton export is observed, which is in accordance with soil acidification
when ammonium fertilizers are used [223]. If ammonium is limited, the modelled fluxes
change gradually to an increased uptake of nitrate, which are accompanied by a higher
energy and reductant demand. This demand is met by increased respiration during
the night. The dual uptake of nitrate and ammonium can be beneficial to keep the
growth more constant and would allow the system to maintain a more stable internal
redox state. If however the plant is strongly limited in carbon (due to short days, or
very low light during the day), it might be desirable to use all available energy. In
nature, an intermediate state is likely to be observed. While it is unlikely that there is
a rapid switch in the amount of available ammonium or nitrate, the system could have
to adapt to more available nitrate (when fertilizer is applied) making it necessary to
provide additional reductant. In these instances an increase in PPP activity would be
expected, while it would not be expected during normal growth. Since light is freely
available during the day, a sufficient amount of reductant can easily be produced in
the plastid. While this can be observed during the day, it is likely that the plant will
initialise a shuttling of reductants within the cells to distribute the restricted amount
of reductants during the night. As metabolite shuttling is commonly associated with
some energetic cost, it can be beneficial to use the PPP instead of trying to shuttle the
reductants produced elsewhere.
4.3 Different nutrient solution properties
As shown in the ammonium uptake scans, the plant is able to modify its surrounding
pH by the choice of nutrients used during biosynthesis. However, in these instances
it was assumed that the plant is free to exchange protons, and thereby charges with
its environment. In nature however, the plant commonly has to adapt to different
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environments. The following describes an investigation of changing proton pressure
and draft, which represents low or high pH conditions respectively.
4.3.1 Soil acidity
As mentioned in Section 2.1.2.1, the model was curated to achieve a complete internal
atomic and charge balance. This is crucial for the following investigations, as it allows
an investigation of the effects of charge pressure, which were employed to mimic differ-
ent environmental pH levels. To this end a flux scan of the proton exchange transporter
was employed, using φ as scan parameter, while the bicarbonate exporter was turned
off. Negative values of φ represent a push of protons into the system, thus simulating
the effects of an acidic environment. Correspondingly, a positive value represents a pull
of protons out of the system over the cell membrane, mimicking an alkaline environ-
ment. Flux minimisation was used as objective for the analysis, and flux distributions
that achieve a net charge balance of zero were determined. The analysis was performed
for phototrophic growth (day conditions) and for growth on starch (night conditions).
The resulting flux responses to changes in the proton flux φ are depicted in Fig-
ure 4.9. Under both conditions, the response to changes in acidity displays three
characteristic phases. For low pH conditions (large negative values of φ, φ < −358),
the forced influx of protons is extremely large and cannot be compensated by a simple
exchange of nutrients. These values reflect a situation in which establishing an electro-
chemical gradient across the membrane to protect the cell is not a viable option. To
balance the influx of positive charges, the system imports additional negative charges
in the form of nitrate (pink dash-dotted lines) and sulphate (red solid lines). However,
this excess material has to be converted into some neutral substance which can be ex-
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Figure 4.9: Adaptation of metabolic fluxes to a simulated change in ambient acidity.
On the x-axis, the value φ is varied and represents the fixed influx (negative) or outflux
(positive) of protons. Fluxes on the y-axis are normalised as in Figure 4.6. The top
panel presents simulation results for phototrophic growth, the bottom panel presents
changing fluxes under night conditions (growth on starch).
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ported or stored. Under the employed optimality condition, cysteine (and under night
conditions a small amount of glycine) is produced and exported, because it can be pro-
duced with minimal effort (minimal overall flux). This wasteful production of cysteine,
necessary to avoid accumulation of positive charges, requires additional carbon. A con-
sequence is an increase in photosynthetic activity and concomitant increase of carbon
fixation (day, blue dashed and solid salmon lines in Figure 4.9a, respectively) or starch
consumption (night, blue dashed line in Figure 4.9b). In the second phase, moderate
charge input or output (−358 < φ < +325), accumulation of charges is avoided by
adapting the ratio of nitrate versus ammonium import. A lower net import of positive
charges is balanced in this phase by a reduced import of nitrate (pink dash-dotted)
and a simultaneous increased import of ammonium (not shown). The model suggested
that it should be possible for the plant to react to a changed proton abundance by
using different nitrogen sources in this phase.
In conditions forcing protons into the cell (φ < 0), nitric acid is imported (HNO3, in
the model as combination of H+ and NO−3 ) and thereby the environment is de-acidified
to some extent. Ammonium is imported as NH+4 and the overall biomass is charge
balanced. Therefore, with each ammonium ion a surplus of positive charge is imported.
As a consequence, nitrate is imported for conditions forcing protons out of the cell
(φ > 0). An influx of nitrate is observed for values φ < +325, because approximately
325 nitrogen atoms are required to build one unit of biomass. The observation that
in day conditions the photosynthetic flux remains constant for +125 < φ < +325 is
an artefact resulting from the fact that flux minimisation tends to overestimate the
energy requirements (see Section 4.1.2). In this phase, the surplus energy is used for
shorter, but less efficient routes. This artefact can be avoided by first minimising the
flux through photosynthesis and subsequently minimising the overall flux. The overall
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picture remains the same, but the photosynthetic flux reaches a clear minimum at
φ = +325.
Finally, if the eﬄux of protons is increasingly large (φ > +325), the loss of positive
and concomitant accumulation of negative charge is countered by the production and
excretion of negatively charged metabolites. Under the optimality criteria applied
here, carboxylic acids are the least costly (in terms of flux) method to achieve this
(dashed cyan lines). As for the export of cysteine for extreme values of proton influx,
this production is accompanied by an increased carbon demand. During the day, this
carbon is provided by an increased photosynthetic rate (red in Figure 4.9a); during the
night by a higher consumption of starch (red in Figure 4.9b).
Overall, the responses are similar during the day and the night. However, two inter-
esting differences can be observed. During the night, proton import leads to a higher
activity of the pentose phosphate pathway (blue line in Figure 4.9b). This pathway
delivers the reductants that are required because of the higher nitrate to ammonium
uptake ratio. However, for extreme values (φ < −425), the mechanism is different.
Here, additional sulphate uptake is accompanied by high starch consumption for the
production of cysteine. In contrast, during the day the additionally required reduction
is derived directly from photosynthesis (larger slopes of the red line in Figure 4.9a for
the extreme values φ < −358 and φ > +325). In these extreme regimes, the Calvin
cycle displays increased activity to provide the carbons which have to be exported to
avoid charge accumulation.
The second difference is revealed by inspecting the particular carboxylic acids which
are produced and exported (see Figure 4.10). Whereas during the night citrate and
malate are the compounds produced with minimal flux cost, oxalacetic acid is less costly
during the day. During both day and night, the exported compounds are derived from
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Figure 4.10: Export of organic acids during proton scanning. During the day (a) the
only exported acid is oxalacetic acid, which is the organic acid with the least remaining
energy per charge ratio. During the night (b), as carbon is not assumed to be limiting,
citrate and malate are exported, which could still provide some energy. This energy
however is more flux expensive than uptake of additional starch.
triose phosphates through the reverse PEP carboxylase. The main reason for this
difference is based in flux minimisation. During the night, with fixed carbon in the
form of starch, it is cheaper to export malate and citrate. However, during the day
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oxalacetic acid is exported, as oxalacetic acid is the most oxidised form of dicarboxylic
acids and the reduced amount of reductants for the same amount of charge is preferable.
4.3.2 Discussion
Plants are adaptable to a large range of pH conditions and the present simulation high-
lights potential mechanisms for this adaptability. While proton export was observed
for ammonium uptake, a forced eﬄux of protons induces the uptake of ammonium.
The high level of curation, which ensured that all reactions are precisely charge bal-
anced, allowed the study of metabolic flux rearrangement to counter an accumulation
of charged particles. Simulating different soil acidities by proton pressure indicated a
possible cause for altering the plants uptake ratio of ammonium versus nitrate uptake
beside availability. Depending on the environmental pH, proton gradients will lead to
diffusion of positive charges into or out of the cell. The plant has to compensate the
charge imbalance imposed by the proton transporter and the model suggests that one
way could be the uptake of charged inorganic nutrients (like sulfate or nitrate).
For a wide range of conditions, a simple solution is provided by correspondingly
adapting the ratio of assimilated nitrate (negative) versus ammonium (positive). This
observation can explain why the presence of ammonium in many plants [224] inhibits
nitrate uptake but does not turn it off completely, while from an energetic consideration,
nitrate should not be used at all. It is interesting to note that the simulated conditions
fit well to the observation that nitrate nutrition leads to higher growth rates in low pH
media than ammonium nutrition [225].
At the same time, limitations of FBA when interpreting computational results
simulating changes in environmental pH have to be considered. In particular, ionic
barriers commonly employed by plants cannot be modelled in FBA. Clearly, the model
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predictions should be interpreted with care, in particular regarding the balancing of
charged particles. The model does not include osmosis and the import and export of
inorganic ions, such as potassium, calcium or chloride. It is natural to assume that, to
a limited extent, import and export of inorganic ions will counter the electrochemical
gradient over the cellular membrane, and thus avoid a continuous flux of charges.
However, the capacity to accumulate or release inorganic ions is clearly limited, and
diffusion in the ambient environment makes it unlikely that a flux of these counter ions
can be the sole mechanism to adapt to a prolonged exposure to extreme pH values.
The model results, while not necessarily exactly reflecting the true conditions, pro-
vide interesting hypothetical solutions on how to cope with externally forced fluxes
of charges across the cellular membrane in a sustained manner. The model there-
fore predicts the metabolic reaction to these conditions, while it does not incorporate
other physiological processes. Thus, while charge gradients are an important protection
mechanism of the plant, the metabolic processes provide a way to actively influence
the proton pressure.
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Chapter 5
Metabolic modelling of the
legume-rhizobia symbiosis
After construction and analysis of the M. truncatula model, a reconstruction of the
symbiont is necessary to investigate the symbiotic behaviour. The plant model however
needs to be adapted simultaneously, as the nodule is a highly specialised tissue. To
this end, a nodule submodel was created and combined with either of two rhizobial
models. Both the rhizobial models and the nodule model will be presented in the
following section. This chapter will provide results of the analysis of the interaction
between either rhizobial model with M. truncatula and will illustrate potential reasons
for experimental observations.
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5.1 Models for S. meliloti and the
nodule of M. truncatula
As the symbiosis between legumes and rhizobia occurs in highly specialised tissues,
the nodules, it is not a loose connection between two distinct organisms. Instead, the
plant cells are highly specialised, and metabolite transport between bacteroid and plant
nodule cells is tightly regulated. This section describes the specialised networks used
to model the symbiosis, and provides information about the exchange between both
partners.
5.1.1 A nodule model for M. truncatula
The nodules of a legume are highly specialised for symbiotic nitrogen fixation. The
metabolism of this tissue is adapted for nitrogen assimilation, and the nodules provide
a highly specialised environment for the rhizobia. To reflect this in the simulation of
symbiotic nitrogen fixation, a submodel of the genome-scale model was created using
established methods for tissue specific model generation [198]. The compounds forming
the biomass for the nodule were assumed to be the same as the root fraction in the
biomass determination experiments. Furthermore, additional exporters were included
to allow the production of all compounds. This addition was necessary as the method
used would otherwise remove all reactions not able to carry flux. The addition of
exporters circumvents this for reactions which are otherwise only inhibited due to a
lack of final metabolite export. Furthermore, constraints were included to prohibit the
use of light and force the consumption of sucrose as the main carbon source. Expression
data of Benedito et al. [49] was used to obtain gene activities.
The resulting submodel contained 848 conversions, 8 importers, 27 exporters, and
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Figure 5.1: Distribution of reactions in the nodule submodel. The relative compartment
sizes are similar to the genome-scale model, while the fraction of transport reaction has
increased. Many reactions not directly necessary for biomass production were removed
by the method of Shlomi et al. [198] when gene expression for the coding enzyme was
insufficient.
164 transporters. All compartments were still present in the submodel, with the re-
action distribution is detailed in Figure 5.1. While the relative compartment sizes
are comparable to the genome-scale model, the relative amount of transporters has
increased. This is partially due to the restriction of redundant reactions to one com-
partment in the tissue model generation. While the algorithm tries to activate as many
reactions as possible, it punishes the inclusion of additional reactions, thus leading to
the removal of replicate reactions in different compartments. The fraction of reactions
present in multiple compartments decreased from 35% in the genome-scale model to
21% in the nodule model. However, this removal of redundancy makes it necessary
to shuttle more compounds. The submodel is able to produce biomass on nitrate and
ammonium and can provide dicarboxylic acids to a potential symbiont.
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E. coli Id Description Reason
M ca2 c, M cl c, M cu2 c,
M cobalt2 c, M fe2 c,
M fe3 c, M k c, M mg2 c,
M mn2 c, M mobd c,
M nh4 c, M so4 c, M zn2 c
Ca2+, Cl−, Co2+, Cu2+,
Fe2+,Fe3+, K+, Mg2+,
Mn2+, MoO−24 , NH
+
4 ,
SO2−4 , Zn
2+
Inorganic ions would not
contribute to fluxes, as
they would just be taken
up.
M murein5px4p p Peptidoglycans Polymer biosynthesis was
removed
M pe160 p, M pe160 c,
M pe161 p, M pe161 c
Phosphatidylethanolamines No corresponding com-
pounds present in the
MetaCyc database
M thmpp c Thiamine pyrophosphate Unclear steps in the biosyn-
thesis pathway
Table 5.1: Compounds removed from the biomass formulation of E. coli to adjust it
to the generated rhizobial model.
5.1.2 Two models for S. meliloti
Two models for the rhizobial partner were investigated. The first model was taken
directly from the MetaCyc database for S. meliloti 1021 (MC-Model). The model was
curated to be able to produce a biomass composition, which was assumed to be similar
to that of E. coli (model iJR904) [118]. The changes in the biomass definition are listed
in Table 5.1. The most significant change is the omission of ions within the biomass.
Even though ions are an important part of the biomass, the main effect in an FBA
simulation is their uptake, as they are mostly disconnected from any other reaction.
Thus they do not contribute to other parts of metabolism in an FBA simulation.
They are essentially only taken up and deposited without further contributing to other
fluxes. Their inclusion would therefore not help in validating any biosynthetic pathway.
With the exception of those listed in Table 5.1, the MC-model could produce all other
biomass compounds.
The second model was taken from Zhao et al. [68] (SNF-Model) and is based on the
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R. etli model by Resendis-Antonio et al. [101]. It was adapted to S. meliloti by inves-
tigating homologies and excluding reactions unlikely to be present in S. meliloti, while
adding some S. meliloti specific reactions. The model is restricted to the symbiotic
nitrogen fixation stage of the rhizobium, and does therefore not contain the capability
to produce biomass.
For the present work, both models were adjusted to obtain atomic and charge
balance where necessary. Transport to and from both models was taken from the
literature and is displayed in Figure 1.12.
5.1.3 Maximal fluxes between plant and bacteroid
Symbiotic nitrogen fixation is performed under very particular conditions. First, the
oxygen uptake rate is highly controlled by leghemoglobin and the nodule environment.
Second, the dicarboxylic acid transporter can only translocate a limited quantity of
acids. While these fluxes have been investigated [226, 227], they are based on pure
bacteroids. It is therefore necessary to convert the measurements to fluxes relative to
the growth rate of M. truncatula. As detailed in Section 3.2 the growth rate of M. trun-
catula ranges from 0.10 g g−1 d−1 to 0.12 g g−1 d−1. For the following calculations, the
growth rate is assumed to be at the lower end of these values, as 0.1 g g−1 d−1. This
growth rate will be referred to as the normal growth rate. The ratio between nodule dry
weight and plant dry weight is in the range between 0.01 g/g [228] and 0.035 g/g [229].
To put the measurements for different uptake rates of bacteroids into perspective, a
bacteroid count of 8 · 1010 bacteroids per gram nodule [230] and a bacteroid weight of
3 · 10−12 g per bacteroid [227] is assumed. Thus the total amount of bacteroids per
gram of plant dry weight is in between 2.40 mg/g and 8.40 mg/g.
The measured uptake rates for dicarboxylic acids are 1.326 µmol mg−1 h−1 and
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Flux Experimental value Model constraint Source
nmol mg−1 min−1 µmol g−1 h−1
(based on bacteroid
weight)
(based on plant weight)
Succinate uptake 22.1 0 - 9.4248 [226]
Malate uptake 18.7 0 - 11.1384 [226]
Total dicarboxylate up-
take
- 0-11.1384
Aspartate uptake 75.8 0 - 37.99∗ [226]
Oxygen uptake 14.1 - 39.2 16.8∗2 [227]
Table 5.2: Flux constraints for metabolite exchange between rhizobium and plant. For
conversion between bacteroid and plant weight a ratio of 8.4 mg/g was assumed.
∗: This constraint was used to limit the total amino acid exchange (uptake and export).
∗2: The listed oxygen uptake is in the upper range of possible uptake rates. When
alternate values are used this is explicitly mentioned.
1.122 µmol mg−1 h−1 for succinate and malate, respectively [226]. These measurements
are implemented in the analysis of both models by restricting the succinate and malate
uptake rates accordingly. Furthermore, an additional constraint to restrict the com-
bined uptake of succinate and malate to 1.326 µmol mg−1 h−1 was introduced. This
restriction is set as both dicarboxylic acids are taken up by the same dicarboxylic acid
transport system (DCT). The maximal oxygen uptake was determined with a 95% con-
fidence interval in the range from 0.846 µmol mg−1 h−1 to 2.352 µmol mg−1 h−1 [227]. In
addition a maximal uptake and release of amino acids was incorporated based on the
data for aspartate uptake of 4.548 µmol mg−1 h−1 by McRae et al. [226]. This constraint
was added such that the combined flux of amino acids into and out of the rhizobium
cannot exceed this value. Table 5.2 gives an overview of flux constraints in the model
with respect to the fraction of bacteroids per plant.
Using these figures, the maximal nitrogen fixation per gram plant dry weight in the
SNF-model is 1.28 µmol/h to 12.3 µmol/h. This would support a plant growth rate (us-
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ing our biomass formulation) of 0.34 mg g−1 h−1 to 3.29 mg g−1 h−1 which is about 8%
to 79% of the expected growth rate based on the experiments of Lo¨tscher et al. [210].
This growth rate, however, is under the assumption that there is no additional energy
needed within the rhizobium. Furthermore, the growth conditions used for biomass
determination provided a large surplus of nitrogen sources. As detailed, this has un-
doubtedly led to an accumulation of asparagine to very high levels, which are unlikely
to be found in symbiotic growing plants, for which nitrogen availability is limiting.
The symbiotic biomass composition was therefore altered to reflect this by reducing
the amount of non-protein-bound asparagine to only 5% of the amount accumulated
by the plants growing in hydroponic solution, which is much closer to the accumulation
of other amino acids. By this change the maximum growth rates in the model doubled
to 16 - 153% of the expected growth rate. For further studies, the maximal oxygen
uptake rate was set to 16.8 µmol mg−1 h−1 based on plant dry weight, which is in the
upper range of possibilities and allows for an additional requirement of maintenance
energy. This allows a maximal growth rate of 123.5% of the normal growth rate on the
SNF-model.
5.2 Energy requirements of the symbiont
Plant growth under symbiotic nitrogen fixation is lower than growth using sufficient
fertilizer. It was shown that the growth rate of plants relying on symbiotic nitrogen
fixation is approximately between 60% and 90% of the growth of plants supplied with
sufficient amounts of fertilizer [231]. As the maximal growth rate determined above is
assuming no maintenance on the rhizobial part, the effect of a range of maintenance
energies on the maximal growth rate was investigated. The effect of increasing ATP
demand on the SNF-model is displayed in Figure 5.2.
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Figure 5.2: An increase in rhizobial ATP demand leads to a decreased import of malate
and decreased TCA activity in the rhizobium. The restricting flux is the oxygen uptake
flux, which limits the possible amount of respiration. When optimising for maximal
nitrogen fixation or maximal plant growth, the oxygen uptake is always at its upper
bound. While malate can easily be used to provide additional reductants without
requirement of additional oxygen, ATP demand has to be satisfied by the electron
transport chain (green) and the ATPSynthase (blue) as surplus reductant is not allowed
to accumulate. The boxes indicate the activity at different ATP requirements with
yellow indicating maximal activity (over different ATP demands) and red indicating
low activity. The first box represents no ATP requirement while the last represents
an ATP requirement equal to 65.98 µmol g−1 h−1. The analysis was performed on the
SNF-model.
The optimisation used was plant biomass maximisation, which is equivalent to
maximal nitrogen fixation for the rhizobial system. At all tested ATP demands, the
restricting flux for growth was the oxygen uptake flux. This observation was confirmed
by the MC-model, which shows a similar response. Oxygen is needed to drive the
electron transfer chain and to allow the surplus reductant from the TCA to regenerate
ATP from ADP. While there is a small amount of ATP produced by the TCA, the
nitrogenase needs a ratio of eight ATP to three reductant. The TCA instead provides
a ratio of one to four, a large surplus of reductant. As in anaerobic bacteria this leads
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to a necessity to dispose of reductants and the only way to do so is by the electron
transfer chain, thus leading to the limitation by oxygen. It follows that, with increasing
ATP demand, less and less malate is needed by the rhizobium, as less reductant can
be used for nitrogen fixation.
A maintenance requirement of 7.6 mmol g−1 h−1 of ATP is commonly assumed as
non-growth-related maintenance energy in E.coli [117]. Assuming a similar mainte-
nance energy for S. meliloti translates to 63.47 µmol g−1 h−1 based on plant weight.
The amount of fixed nitrogen with this ATP demand in the SNF-model only allows
for a maximal production of biomass of 41% of the experimentally determined growth
rate. This is much lower than the 60-90% observed in experiments for growth during
symbiotic nitrogen fixation. When assuming 90% growth, the maximal ATP avail-
able is 25.96 µmol g−1 h−1, which translates to about 40% of the non-growth-related
maintenance of E.coli.
These deviations clearly show that the rhizobia work at a maximal capacity and
suggest that there are likely some differences to the measurements in vivo. Either
more oxygen is available, the maintenance energy is significantly lower than that in
E. coli , or there are some alternative routes within the metabolic network, which are
not present in the SNF-model. There are three observations from this initial study
that point to the latter. First, amino acid cycling has been proposed as beneficial to
nitrogen fixation[100] and was not observed in the SNF-model. Second, higher oxygen
uptake rates are rather unlikely, as the oxygen supply is tightly regulated and its uptake
rates were measured using leghemoglobin as transporter. Higher concentrations could
in fact lead to an inactivation of nitrogenase. Finally, even though maintenance energy
measurements can be quite diverse [232] the lower bounds seem to be somewhere near
5 mmol g−1 h−1 for bacteria, which is still higher than the 3.09 mmol g−1 h−1 for 90%
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growth (based on bacteroid weight). Thus, the restrictions in the creation of the SNF-
model might have been too tight, and it might be missing some reactions.
5.3 ATP generation in the rhizobial model
An investigation of the MC-model showed that in this model the potential growth
is higher with a maximal growth rate (without maintenance energy) of 208% of the
normal growth. With a maintenance of 63.47 µmol g−1 h−1 (similar to the maintenance
in E. coli) the maximal growth rate is still at 104% of normal growth which is above the
expected range for symbiotic nitrogen fixation and allows for some additional flexibility.
This drastic increase in comparison with the SNF-model stems from several reactions
present in the MetaCyc database which are not present in the SNF-model, and from a
difference in one reversibility constraint. The differences are displayed in Figure 5.3.
One of the involved reactions not present in the SNF-model is a citrate (pro-3S )-
lyase which catalyses the reversible lysis of citrate directly to oxalacetic acid and acetic
acid. The lyase allows pyruvate degradation to acetate, which yields one ATP per
pyruvate, thus increasing the ATP per reductant ratio. The presence of this pathway
however is dubious, considering that knock-out studies have found that citrate synthase
is essential for nitrogen fixation in S. meliloti [233]. It is likely that this specific citrate
lyase was only present in the MetaCyc database due to a misinterpretation during the
automated construction.
However, when restricting the flux through citrate-lyase to zero, the maximal fixa-
tion still allows for a 196% growth without maintenance and 96% with maintenance,
which is close to the experimentally observed growth rates during symbiotic nitrogen
fixation. Thus the main difference is not based in the citrate lyase reaction but in
the reversibility of the pyruvate carboxylase (PYC) reaction (displayed in Figure 5.4).
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Figure 5.3: Some differences of the SNF-model and the MC-model. Reactions only
present in the MC-model are marked in red. Citrate lyase allows the acetate bypass
for citrate synthesis to produce additional ATP while the glyoxylate shunt reduces
the amount of reductant per ATP. The most important difference however is the re-
versibility of pyruvate carboxylase, which allows the ATP producing carboxylation of
oxalacetic acid to pyruvate. Dashed arrows indicate several individual steps which are
combined into one reaction.
This reaction also allows an efficient usage of the glyoxylate shunt, which allows the
rhizobium to avoid most of the reductant generating steps in the TCA. PYC allows
the formation of pyruvate from oxalacetic acid by decarboxylation while simultane-
ously regenerating one ATP from ADP. The ∆G0 of PYC is 8.5 kJ/mol (according to
eQuilibrator [197]). However due to the comparatively large amounts of dicarboxylic
acids available, and the high demand for ATP, this equilibrium can conceivably be
shifted towards pyruvate. Another effect of this redirection of oxalacetic acid is that
the cycling of amino acids can be observed in the MC-model. The simulation suggests
that more than 40% of the nitrogen is exported as alanine and glutamate is used as an
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Figure 5.4: Rhizobial activity with blocked citrate lyase in the MC-Model. The PYC
activity is coupled with an increase in alanine dehydrogenase forming alanine from
pyruvate, and consuming reductant. Simultaneously glutamate is taken up as an addi-
tional substrate to drive the TCA, and provide substrate oxalacetic acid (via the TCA)
for alanine biosynthesis.
additional carbon source when optimising for growth.
Another difference between the MC- and the SNF-model is in the electron carrier ca-
pacity. In the MC-model, flavoproteins can transfer their electrons to NADP, and from
there to NAD which is not possible in the SNF-model. This model also encompasses
a succinate dehydrogenase, which links the oxidation of succinate to the reduction of
flavoproteins. Thus there is a route that can reduce NAD, where commonly quinone is
reduced. This leads to a higher rate of proton transfer over the membrane per succinate
oxidation. This reaction can potentially occur if oxygen is extremely limiting, but is
generally only a halfreaction of complex II in the electron transfer chain. While the
representation of such reactions within MetaCyc does reflect current knowledge about
the mechanisms, the reactions are unlikely to happen independently. Thus they have
to be considered with care. Removing this possibility, and linking succinate oxidation
directly to quinone reduction, reduces the maximal growth rate to 173% without and
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78% with the assumed maintenance energy, which leads to a decrease and figures close
to the expected growth rates. Under these conditions malate becomes limiting, as it is
the most efficient reductant source (since it allows a higher NADH to quinol ratio than
succinate), and aspartate is imported (instead of exported). This is contrary to the
common assumption that aspartate is exported [100]. When, however, aspartate up-
take is removed, the maximal growth rates decrease to 154% of normal growth without
and 59% with maintenance, which is below the expected range. Thus, either reactions
are still missing from the model, or the energy requirement is distinctly lower.
5.4 Effects of oxygen limitation
While the above studies focused on the maximal nitrogen fixation rate, it cannot be
verified, whether the rhizobial system is optimised for this goal. As demonstrated,
oxygen supply is a limiting factor for nitrogen fixation in the models. It is however
interesting to observe what kind of effect a limitation of oxygen has on the fluxes in the
MC-model before it becomes limiting. The MC-model was chosen for this investigation,
as it provides a higher flexibility than the SNF-model. For the following analysis, the
maximal oxygen uptake of the rhizobium is set to the upper limit (19.76 µmol g−1 h−1)
of the measurements by Bergersen [227]. Citrate-lyase was only allowed to carry flux in
the citrate lysing direction, and no other reactions were restricted. The uptake limits for
amino acids and dicarboxylic acids were set as above. The biomass amount produced
was set to 80% of the normal growth rate, reflecting the commonly slower growth rate
during symbiotic nitrogen fixation. Finally, the maintenance energy was assumed to
be 63.47 µmol g−1 h−1 for the rhizobium. The system was optimised for minimal flux,
and a weight scan (with weight φ) was performed for the oxygen importer.
The first observation is that the maximal available oxygen consumption rate of
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19.76 µmol g−1 h−1 was never fully used. The applied constraints therefore allow some
variability, and no flux is at a limit. The importers and exporters that show a re-
sponse to changing oxygen weight are displayed in Figure 5.5. Two main phases can
be distinguished. In the first phase (1 ≤ φ ≤ 87), ammonia is the main source of
nitrogen provided to the plant (see Figure 5.5a). However, some nitrogen is fixed in
the rhizobium, and exported as either aspartate or alanine.
With higher φ more alanine is exported, and ammonia export starts decreasing (at
φ = 67 ). At this weight, there is a short increase in succinate import. Succinate is
converted to oxaloacetate in two oxidising steps, and further metabolised to pyruvate
by action of PYC, which acts as substrate for alanine dehydrogenase. The necessity for
this increase is due to the already maximal malate influx. The second phase starts at
φ = 87 (see Figure 5.5b). Aspartate export has stopped and aspartate is now imported
as a carbon source.
The imports and exports are in agreement with the suggested scheme by Lodwig
et al. [100], but instead of cycling glutamate for aspartate, as was suggested in R. legu-
minosarum, an exchange of glutamate for alanine is observed. The alanine export is
in agreement with observations by Waters et al. [107], where alanine was suggested to
be the only exported nitrogen source. Waters et al. also observed that other amino
acids were similarly exported, if additional oxygen was available to the rhizobium [107].
In the present model, the reason for the export of amino acids is based on the redox
balance. While cheap oxygen allows the electron transfer chain and ATPase to run
at the necessary capacity, the activity of the electron transfer chain becomes more re-
stricted with increasing oxygen cost. As the cytochrome c oxidase is the only active
rhizobial enzyme requiring oxygen, the ATPase activity is directly linked to the uptake
of oxygen, and therefore reduced when oxygen uptake becomes more expensive.
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Figure 5.5: Scan of the oxygen import cost φ representing the weight for the rhizobial
oxygen import flux. At low φ nitrogen is exported largely as ammonia (a). At higher
oxygen cost the nitrogen is exported as alanine (b), while glutamate and aspartate are
used as additional carbon sources.
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Figure 5.6: Alternative routes to adapt to oxygen limitation. While the glyoxylate
shunt (blue) and the normal TCA provide three reductants per ATP, cycling glutamate
for alanine yields 1 ATP per 1.5 reductants (red). A direct malate to alanine conversion
is even more efficient yielding ATP without reductant (yellow). The malate needed
however is fast becoming restricting, and no oxidative phosphorylation can be driven
by this bypass.
This leads to a necessity for other reactions to replace the regeneration of ATP.
However, these alternate pathways have to produce less reductant. Figure 5.6 shows
two alternate routes by which this is achieved, and the flux distribution change of the
involved reactions. While the glyoxylate shunt and the normal TCA (blue) yield the
same amount of ATP per reductant, glutamate to alanine conversion and malate to
alanine conversion have a higher ATP per reductant ratio.
Alanine dehydrogenase plays an important role in all these simulations. By remov-
ing reductant to fix ammonia to pyruvate, alanine dehydrogenase enables additional
cycling of e.g. glutamate to generate ATP in the TCA. Figure 5.7 shows the change in
metabolites produced by the pathways displayed in Figure 5.6.
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Figure 5.7: Alteration in the metabolite uptake and export from the rhizobium in
response to increasing oxygen cost in the network displayed in Figure 5.6. Reductant
from the decreasing activity of the ATPase is freed, and needs to be consumed. This is
achieved by the alanine dehydrogenase where it is used to fix the produced ammonia.
Simultaneously, the ATP demand is matched by an increase in pyruvate carboxylase
and succinyl-CoA synthase. The latter is driven by the import of glutamate, and
transfer of the amino group from glutamate to oxaloacetate yielding aspartate and
2-KG. 2KG can then be used to drive the succinyl-CoA synthase with a minimum of
reductant production inside the rhizobium.
5.4.1 Other factors influencing amino acid cycling
The energy requirement of the plant is another factor that influences the amount of
amino acid cycling. To illustrate this, a scan of increasing ATP demand was performed.
The settings were the same as for the oxygen limitation scan above, with the exception
that the maintenance ATP for the SNF-model was reduced to 50%. This was necessary,
as the SNF-model would otherwise not be able to sustain the defined growth. When no
additional ATP requirement beside growth-related ATP requirements is assumed, the
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quantity of amino acids cycled is depending mainly on the restriction of oxygen. When
additional maintenance is required an increase in amino acid cycling is visible (shown
in Figure 5.8), which fits well to the suggested exchange of glutamate and aspartate.
This change is observable in both the SNF- and MC-model. The switch is induced
by the increased requirement for the plant mitochondrion to produce ATP, and it is
cheaper (flux wise), to let the rhizobium transfer the amino group from glutamate to
oxalacetic acid. It also provides the rhizobium with additional energy for nitrogen
fixation which would otherwise have to be supplied as malate or succinate. In the MC-
model there is also a gradual switch from malate supply to succinate supply. This is
accompanied by an increase in oxygen uptake (not shown), as more ATP is synthesised
by oxidative phosphorylation. The higher oxygen uptake rate saves some carbon which
would otherwise have been respired by the pyruvate carboxylase. In addition to this,
the MC-model also exhibits an increase in ammonia export (purple), as the aspartate
is no longer derived from pyruvate but from the imported glutamate.
5.5 Discussion
The presented analysis shows that oxygen is a limiting factor for symbiotic nitrogen
fixation. In both the MC- and the SNF-model additional carbon can not be employed
without further oxygen. Thus the optimisation of nitrogen fixation leads to the selection
of ATP regenerating pathways that avoid the consumption of ATP. The inflexible highly
focused nature of the SNF-model indicates that this model is missing some pathways,
as it was not able to provide sufficient nitrogen for the expected growth during nitrogen
fixing conditions, when even small amounts of rhizobial maintenance were assumed. In
contrast the MC-model provided some potential targets for optimisation of nitrogen
fixation, and indicated potential pathways missing in the SNF-model. One possible
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Figure 5.8: Response to increased energy demand in the plant system. The rhizobial
transaminases are increasingly used to produce the required aspartate for growth. In
both the MC- (a) and SNF-model (b) glutamate is taken up, and aspartate is produced.
In the SNF-model this allows a reduction in required malate. In the MC-model the
increased demand for ATP biosynthesis is accompanied by a switch from malate to
succinate, and a higher oxidative phosphorylation in the rhizobium.
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route that could allow sufficient nitrogen to be fixed in the SNF-model is by allowing
pyruvate carboxylase reaction to function in reverse. A reversible pyruvate carboxylase
can also explain observations of increased alanine export [107]. One promising option to
optimise nitrogen fixation is the insertion of a (pro-3S )-citrate lyase enzyme, for which
simulations suggested an improvement in the symbiotic nitrogen fixation capacity of
S. meliloti.
The investigation also elucidated potential reasons for the observation of amino
acid cycling. By circumventing parts of the TCA, ATP can be obtained, while less
reductant is produced. This would allow the symbiont to fix more ammonia, as the
requirement of a two to one, ATP to reductant, ratio of the nitrogenase enzyme leads
to the limitation of the process by oxygen.
The requirement for a microaerobic environment by nitrogenase induces a situation
similar to the situation in anaerobic bacteria. While excessive reductant is available,
it cannot be employed to drive ATP regeneration as it is restricted by the lack of
oxygen and becomes inhibiting due to the redox balance. In some anaerobic bacteria,
this surplus is released by using hydrogen as a final electron acceptor in hydrogenase
enzymes [234]. An approach to increase the nitrogen fixation yield could therefore be
to introduce a hydrogenase enzyme. The enzyme could use protons as final electron
acceptor, producing hydrogen, and would lower the amount of surplus reductant. This
would allow an increased ATP generation from the TCA, as surplus reductant could
efficiently be disposed of.
However, there are suggestions that oxygen is not the main limiting factor for nitro-
gen fixation, and instead additional reductant could be employed to obtain more ATP
from oxidative phosphorylation. This is particularly interesting, as there are some
rhizobial species which already exhibit some hydrogenase activity [235]. However,
139
the measured hydrogenase activity is commonly associated with an uptake hydroge-
nase [236, 237] and not with an increased release of hydrogen, as would be suggested
if the environment of the rhizobium is limited similar to an anaerobic situation. In
S. meliloti no hydrogenase activity has been observed. Therefore a genetic modifica-
tion introducing a hydrogenase into S. meliloti could increase the efficiency of oxygen
usage. Rhizobial hydrogenases seem to resemble a complex similar to complex I [238].
Therefore the improvement would stem from a change in balance between entry of elec-
trons in the electron transfer chain from complex II to a complex similar to complex
I, if a rhizobial hydrogenase was used.
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Chapter 6
Conclusion and outlook
In the present thesis a genome-scale metabolic reconstruction for the model plant
Medicago truncatula was presented. An overview of the properties of the reconstruc-
tion was provided, and it was shown that the scope of the model is comparable to
other plant reconstructions [120, 121, 171]. To my knowledge, the presented model is
the first fully charge-balanced plant model. It thus provides a valuable resource for
the investigation of metabolic responses to external events involving the exchange of
charges. For model curation and analysis, a detailed biomass composition of M. trun-
catula was obtained using established methods. The composition was determined for
three different types of tissues (roots, stems and leaves), and can be used for a more
detailed analysis of those tissues. The extensive nature of this compilation of data
provides a foundation for future work.
While part of this data is directly applicable other parts have to be considered
with more care. Recent findings in A. thaliana have, for example, shown a change in
biomass composition in response to changing nitrogen sources [203]. While e.g.protein
and cell wall composition data is likely to be unaffected by these kinds of changes,
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the total fractions of lipid, protein and cell wall are likely to be altered. In particular,
the soluble fraction is very likely to show an alternate composition in response to
an altered environment. This was considered in the adaptation performed for the
symbiotic nitrogen fixation simulations. Still, the current set of data allows a thorough
investigation of the plants’ metabolism.
The presented analysis indicates a preference of ammonium over nitrate as sub-
strate, as the latter is more expensive when used as nutrient for biomass production,
both in terms of flux and in terms of reductant. For legumes, this reduction in energy
demand is particularly important when considering growth during symbiotic nitrogen
fixation. Symbiotic nitrogen fixation is a very expensive task, with respect to energy
and reductant, and avoiding additional energy requirements is important. Many plants
however tend to grow better on nitrate nutrition than on ammonium nutrition [239].
They accumulate higher total amounts of nitrogen when nitrate is used as nitrogen
source, but the relative nitrogen fraction of the biomass is smaller than in plants
growing on ammonium or ammonium-nitrate mixtures [203, 239]. This is particularly
striking in A. thaliana which, at least in cell cultures, cannot grow on ammonium as
the sole nitrogen source and eventually dies [203, Fig 1a].
Ammonium can pose several different kinds of stress to the plant. When ammonium
is incorporated into the biomass this is commonly associated with a release of protons.
Thus ammonium can both influence the internal pH of the plant, or, if the protons get
excreted, can lead to soil acidification [240]. In addition, it has been discovered that
plant maintenance costs increase when ammonium is the sole nitrogen source [203,
241]. The assumed reason for this increase is the active export of ammonium from
the plant cytosol to maintain a low internal ammonium concentration. This in turn
leads to a high energy requirement to export ammonium against a high concentration
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gradient, wasting significant amounts of energy [203]. However, it is not yet fully
understood why many plants exhibit this futile cycling, while other plants are much less
affected. M. truncatula in particular is only slightly affected by ammonium nutrition
and copes well with ammonium as the sole nitrogen source [239]. This is expected, as a
significant fraction of nitrogen in symbiotic nitrogen fixation is supplied in the form of
ammonium [108, 109]. An export of the fixed ammonium would further hamper plant
growth and make the symbiosis much less efficient.
In many plants, futile cycling of ammonium is likely to be the most important con-
tributor to ammonium toxicity. In ammonium tolerant plants, like M. truncatula, the
performed simulations suggest that the soil acidifying effect plays a more prominent
role. Thus, while not applicable to ammonium intolerant plants, the simulated model
reactions to a change in nitrogen supply elucidate the energetic effects of this change
in M. truncatula. The soil acidification hypothesis was further supported by the inves-
tigation of the effects of changing proton pressure. While the analysis can only reflect
the metabolic response, and ignores the accumulation of positive charges as a charge
barrier, it still showed good agreement with biological observations (see Section 4.3.2).
This indicates that the presented model is suitable for the investigation of changes to
the external environment, and that its analysis is able to indicate potential reasons for
observed changes.
The presented genome-scale model is an important tool for the analysis of general
properties of M. truncatula. However, the investigation of symbiotic nitrogen fixation
required a more focused model, as the nodule is a highly specialised tissue. To this end a
nodule specific submodel was created, which was used in interaction with two rhizobial
models. Analysis of both combined models suggested that oxygen supply is the main
limiting factor for nitrogen fixation. The investigation also showed, that either the
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amount of maintenance required by the bacteroids is less than that in other microbes,
or that the model based on the R. etli reconstruction can only supply insufficient
energy. This indicated that the model based on MetaCyc (MC-model) provides a
better approximation on the actual state of the bacteroids, due to its higher flexibility.
Both models showed that the cycling of amino acids can be beneficial with respect to
efficient use of energy. While this finding supports the general observation of amino acid
cycling [100], it cannot explain the essentiality of branched chain amino acid supply in
some rhizobial species [110]. However, S. meliloti does not show this essentiality and
this suggests that the affected rhizobia have repressed biosynthesis systems for these
amino acids during symbiosis.
The analysis of the MC-model further suggests that the introduction of a (pro-
3S )-citrate lyase into the rhizobial partner could lead to an increase in nitrogen fixing
activity. Exploring this potential, and investigating the effects of different pyruvate
carboxylases, could lead to an improved nitrogen fixation. While this is promising,
it is possible that there are other enzymes in rhizobia involved in the regeneration of
pyruvate that are yet undetected. Pyruvate carboxylase (PYC) has been investigated
by Dunn et al. and a knock out was not found to alter nitrogen fixation [242]. However
activity of PYC was detected in rhizobia grown on succinate, suggesting that the
enzyme is acting in reverse or that it is increasing oxalacetic acid concentrations at the
expense of energy. Finally, the observation that an increased energy demand in the
host plant leads to an increased cycling of amino acids indicates that the plant can use
the rhizobium to convert amino acids for its own biosynthetic activity.
Further research should be directed at improving the accuracy of the model and
incorporating additional information into the reconstruction. A recent suggestion by
Cheung et al. [243] could improve the accuracy of charge translocation over membranes.
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The current model uses uncharged transport over membranes and only allows charged
translocation in the electron transfer chains. While this is accurate for some symport
and antiport processes, other transport processes need charge gradients, which have
to be established by active proton translocation. Cheung et al. incorporated data on
multiple known transporters and thus achieved an explicit inclusion of transport energy
costs [243]. This approach improves the ability of a network to estimate maintenance
energy costs. It also alters the energetic costs for biomolecules in a compartmentalised
network, if the biosynthetic process is distributed between multiple compartments. The
main limitation however is in the available information on transport systems. While
some more important transporters are well characterised, there is a lack of data on
others. When this data becomes available, incorporating it in a future iteration of the
model will lead to an improved starch to biomass conversion estimation. Since the
main effect of charged transport is the increase in active proton gradient formation,
the main impact of this inclusion is expected to be on the energy metabolism.
Another improvement that can be achieved is the incorporation of different proto-
nation states for different compartments. The current model assumes the protonation
states as deposited in MetaCyc. This means that a pH of 7.3 is assumed and the
metabolite protonation state is that of the major state at this pH. Adjusting the pro-
tonation states for different compartments allows a better estimation of energetic costs.
The difference in pH between the mitochondrial matrix and the cytosol is about 0.75
pH units [1, p. 847]. This can lead to changes in protonation states and thereby
the additional release of protons in the mitochondrial matrix. Simultaneously, this
release could lower the proton gradient used for oxidative phosphorylation and alter
the potential energy gain by the ATPase.
From an experimental perspective, flux measurements, in particular uptake of nu-
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trients and release of secondary metabolites, could greatly improve the potential of
the model. Data on photosynthetic activity during the day, and respiratory activity
during the night, would allow an estimation of the maintenance energy of the plant.
Biomass data for growth on different nitrogen sources, and during symbiotic nitro-
gen fixation, would further allow a more focused study of particular aspects of the
metabolic processes involved during these conditions. This data could also be most
valuable in determining the factors that influence growth on ammonium nutrition in
Medicago truncatula.
With the large amount of flavonoids present in the model and the extensive flavonoid
biosynthesis pathway reconstruction, it could also serve as a potential tool for genetic
engineering. Because flavonoids can act as antibiotics [205] they are of high interest
for the pharmaceutical industry. With the availability of cell cultures of M. trun-
catula [44], this potential can be exploited by investigating the present model with
methods like OptKnock to improve the simulated production of flavonoids. The indi-
cation of potential modifications to the metabolism that divert additional flux towards
the biosynthesis of flavonoids, gives this system a great potential in the bioproduction
of flavonoids.
Finally the presented model is expected to serve as a tool for modellers and bi-
ologists alike to help improving research into legumes. The presented analysis shows
the potential of the model and prompts hypotheses about the effects of ammonium on
legumes. The model in its current state can serve as a basis for further research into
the improvement of the symbiotic nitrogen fixation process and other processes specific
to M. truncatula.
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t
ev
id
en
ce
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C
h
an
ge
s
an
d
al
te
ra
ti
on
s
to
p
at
h
w
ay
s
fr
om
M
ed
ic
C
y
c
(c
on
ti
n
u
ed
)
M
ed
ic
C
y
c
id
en
ti
fi
er
R
ep
la
ce
m
en
t
C
om
m
en
t
P
W
Y
-5
06
4
re
m
ov
ed
R
em
ov
ed
as
th
e
fu
n
ct
io
n
al
it
y
is
co
v
-
er
ed
b
y
n
or
m
al
ch
lo
ro
p
h
y
ll
b
io
sy
n
-
th
es
is
an
d
th
er
e
is
n
o
ev
id
en
ce
fo
r
m
os
t
st
ep
s
P
W
Y
-5
41
re
m
ov
ed
R
em
ov
ed
as
th
e
on
ly
p
ar
ts
w
it
h
ev
id
en
ce
ar
e
in
th
e
ja
sm
on
ic
ac
id
b
io
sy
n
th
es
is
p
at
h
w
ay
P
W
Y
-5
61
re
m
ov
ed
T
h
e
p
at
h
w
ay
h
ad
u
n
b
al
an
ce
d
re
ac
-
ti
on
s
an
d
w
as
re
p
la
ce
d
b
y
a
m
ix
tu
re
of
ot
h
er
p
at
h
w
ay
s
P
W
Y
-5
81
P
W
Y
-3
18
1
T
h
is
is
a
va
ri
an
t
of
th
e
tr
y
p
to
p
h
an
d
eg
ra
d
at
io
n
p
at
h
w
ay
p
re
se
n
t
in
th
e
n
ew
d
at
ab
as
e
P
W
Y
-7
82
re
m
ov
ed
M
ac
ro
m
ol
ec
u
le
m
o
d
ifi
ca
ti
on
P
W
Y
-8
62
re
m
ov
ed
P
ol
y
m
er
d
eg
ra
d
at
io
n
,
an
d
th
er
ef
or
e
n
ot
p
ar
t
of
th
e
m
o
d
el
P
W
Y
0-
10
61
re
m
ov
ed
A
lt
er
ed
ro
u
te
of
al
an
in
e
b
io
sy
n
th
es
is
w
it
h
ou
t
su
ffi
ci
en
t
ev
id
en
ce
P
W
Y
0-
84
5
re
m
ov
ed
R
em
ov
ed
su
p
er
p
at
h
w
ay
P
W
Y
0-
90
1
re
m
ov
ed
N
o
se
le
n
o
cy
st
ei
n
e
fo
u
n
d
P
W
Y
2-
26
02
P
W
Y
-2
58
2
T
h
e
ol
d
p
at
h
w
ay
is
p
ar
t
of
th
e
n
ew
on
e
P
W
Y
2G
G
-5
21
2
P
W
Y
-6
41
T
h
e
ta
rg
et
co
m
p
ou
n
d
is
a
gr
ou
p
of
co
m
p
ou
n
d
s
w
it
h
ou
t
p
ro
p
er
at
om
ic
co
m
p
os
it
io
n
in
fo
rm
at
io
n
.
T
h
e
re
-
p
la
ci
n
g
p
at
h
w
ay
,
th
ou
gh
u
n
sp
ec
ifi
c
b
et
te
r
fi
ts
to
th
e
ac
tu
al
ac
ti
on
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C
h
an
ge
s
an
d
al
te
ra
ti
on
s
to
p
at
h
w
ay
s
fr
om
M
ed
ic
C
y
c
(c
on
ti
n
u
ed
)
M
ed
ic
C
y
c
id
en
ti
fi
er
R
ep
la
ce
m
en
t
C
om
m
en
t
P
W
Y
2G
G
-5
21
3
P
W
Y
-5
15
2
+
P
W
Y
-5
15
3
+
P
W
Y
1F
-
82
3
+
P
W
Y
-5
12
5
S
u
p
er
p
at
h
w
ay
re
p
la
ce
d
b
y
p
ar
ti
al
p
at
h
w
ay
s
P
W
Y
2G
G
-5
21
6
P
W
Y
-3
26
1
P
W
Y
2G
G
-5
22
1
re
m
ov
ed
R
em
ov
ed
su
p
er
p
at
h
w
ay
P
W
Y
2G
G
-5
31
7
P
W
Y
-4
38
1
P
W
Y
2G
G
-5
37
9
P
W
Y
-7
02
+
H
O
M
O
S
E
R
S
Y
N
-P
W
Y
T
h
e
or
ig
in
al
P
W
w
as
u
si
n
g
th
e
b
ac
-
te
ri
al
ve
rs
io
n
of
th
e
m
et
h
io
n
in
e
p
ar
t.
A
s
th
er
e
is
ev
id
en
ce
fo
r
a
k
in
as
e
ac
-
ti
v
it
y
it
w
as
re
m
ov
ed
an
d
re
p
la
ce
d
b
y
th
e
p
la
n
t
sp
ec
ifi
c
ve
rs
io
n
P
W
Y
2G
G
-5
41
2
P
W
Y
-6
12
0
M
or
e
li
ke
ly
as
th
er
e
is
a
p
re
p
h
en
at
e
am
in
ot
ra
n
sf
er
as
e
P
W
Y
2G
G
-5
43
4
re
m
ov
ed
R
em
ov
ed
su
p
er
p
at
h
w
ay
P
W
Y
2G
G
-5
45
7
re
m
ov
ed
R
ep
la
ce
d
b
y
al
te
rn
at
e
p
at
h
w
ay
s
p
ro
-
d
u
ci
n
g
m
an
n
it
ol
w
it
h
m
or
e
ev
id
en
ce
P
W
Y
2G
G
-5
46
2
P
W
Y
-6
95
P
W
Y
2G
G
-5
57
1
P
W
Y
-9
81
+
P
W
Y
-6
40
6
S
u
p
er
p
at
h
w
ay
re
p
la
ce
d
b
y
su
b
p
at
h
-
w
ay
s
P
W
Y
2G
G
-5
80
7
re
m
ov
ed
R
em
ov
ed
su
p
er
p
at
h
w
ay
P
W
Y
2G
G
-5
87
2
re
m
ov
ed
R
em
ov
ed
su
p
er
p
at
h
w
ay
P
W
Y
66
-2
01
re
m
ov
ed
R
m
ov
ed
n
ic
ot
in
e
fr
om
th
e
sy
st
em
as
th
er
e
is
n
o
ev
id
en
ce
fo
r
it
s
b
io
sy
n
-
th
es
is
in
M
.
tr
u
n
ca
tu
la
P
W
Y
66
-2
21
re
m
ov
ed
N
ic
ot
in
e
re
m
ov
ed
P
Y
R
ID
N
U
C
S
A
L
-P
W
Y
re
m
ov
ed
N
A
D
S
al
va
ge
II
p
er
fo
rm
s
si
m
il
ar
co
n
ve
rs
io
n
s
an
d
th
er
e
is
n
ot
en
ou
gh
ev
id
en
ce
fo
r
th
is
va
ri
an
t
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C
h
an
ge
s
an
d
al
te
ra
ti
on
s
to
p
at
h
w
ay
s
fr
om
M
ed
ic
C
y
c
(c
on
ti
n
u
ed
)
M
ed
ic
C
y
c
id
en
ti
fi
er
R
ep
la
ce
m
en
t
C
om
m
en
t
P
Y
R
ID
O
X
S
Y
N
-P
W
Y
P
W
Y
-6
46
6
S
U
L
F
A
T
E
-C
Y
S
-P
W
Y
S
O
4A
S
S
IM
-P
W
Y
+
C
Y
S
T
S
Y
N
-
P
W
Y
T
h
is
p
at
h
w
ay
is
re
p
la
ce
d
b
y
2
of
it
s
su
b
p
at
h
w
ay
s.
In
ad
d
it
io
n
on
e
re
ac
-
ti
on
go
t
re
m
ov
ed
d
u
e
to
th
e
la
ck
of
ev
id
en
ce
T
H
IS
Y
N
-P
W
Y
T
H
IS
Y
N
A
R
A
-P
W
Y
T
h
e
n
ew
p
at
h
w
ay
is
m
or
e
li
ke
ly
to
ex
is
t
in
p
la
n
ts
T
H
R
E
O
C
A
T
-P
W
Y
re
m
ov
ed
A
ll
re
ac
ti
on
s
w
it
h
ev
id
en
ce
in
th
is
p
at
h
w
ay
ar
e
in
cl
u
d
ed
b
u
t
a
la
rg
e
fr
ac
ti
on
d
id
n
ot
h
av
e
an
y
ev
id
en
ce
T
R
Y
P
T
O
P
H
A
N
-D
E
G
R
A
D
A
T
IO
N
-1
re
m
ov
ed
N
o
ev
id
en
ce
fo
r
an
y
in
te
rm
ed
ia
te
re
-
ac
ti
on
U
R
D
E
G
R
-P
W
Y
P
W
Y
-5
69
8
+
P
W
Y
-5
70
4
T
h
es
e
p
at
h
w
ay
s
ar
e
a
b
ra
n
ch
of
th
e
or
ig
in
al
p
at
h
w
ay
w
it
h
m
or
e
ac
tu
al
en
zy
m
at
ic
ev
id
en
ce
T
ab
le
A
.2
:
D
iff
er
en
ce
s
to
M
ed
ic
C
y
c(
1.
0)
w
it
h
re
sp
ec
t
to
p
at
h
w
ay
s.
D
et
ai
ls
ar
e
p
ro
v
id
ed
to
al
te
ra
ti
on
s
an
d
re
as
on
s
fo
r
th
e
re
m
ov
al
of
sp
ec
ifi
c
p
at
h
w
ay
s
fr
om
th
e
d
at
ab
as
e.
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Appendix B
Seeds and targets for
compartmentalisation
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T
ab
le
B
.1
:
S
ee
d
s
an
d
ta
rg
et
s
fo
r
N
et
w
or
k
E
x
te
n
si
on
in
co
m
p
ar
tm
en
ta
li
sa
ti
on
G
ol
gi
A
p
p
ar
at
u
s
S
ee
d
s
C
om
p
ou
n
d
M
et
aC
y
c
ID
s
S
ou
rc
e
U
D
P
an
d
G
D
P
su
ga
rs
U
D
P
-G
L
U
C
O
S
E
,
G
U
A
N
O
S
IN
E
D
IP
H
O
S
P
H
A
T
E
F
U
C
O
S
E
,
U
D
P
-
D
-X
Y
L
O
S
E
,
U
D
P
-G
A
L
A
C
T
O
S
E
,
U
D
P
-D
-G
A
L
A
C
T
U
R
O
N
A
T
E
[1
93
]
T
ar
ge
ts
C
om
p
ou
n
d
M
et
aC
y
c
ID
s
S
ou
rc
e
h
em
ic
el
lu
lo
se
,
x
y
lo
gl
u
ca
n
s,
p
ec
ti
n
s
X
L
F
G
-X
y
lo
gl
u
ca
n
s,
G
lu
co
m
an
n
an
s,
X
y
lo
ga
la
ct
u
ro
n
an
[2
44
]
U
M
P
,
G
M
P
,
P
i
U
M
P
,
G
M
P
,
P
i
[1
93
]
S
u
gg
es
te
d
E
x
te
n
si
on
1.
1.
1.
27
1-
R
X
N
:
N
A
D
P
H
+
H
+
+
G
D
P
-4
-d
eh
y
d
ro
-6
-d
eo
x
y
-D
-m
an
n
os
e
→
G
D
P
-L
-f
u
co
se
+
N
A
D
P
+
C
E
L
L
U
L
O
S
E
-S
Y
N
T
H
A
S
E
-U
D
P
-F
O
R
M
IN
G
-R
X
N
:
U
D
P
-D
-g
lu
co
se
→
H
+
+
U
D
P
+
ce
ll
u
lo
se
G
D
P
M
A
N
D
E
H
Y
D
R
A
-R
X
N
:
G
D
P
-α
-D
-m
an
n
os
e
→
H
2
O
+
G
D
P
-4
-d
eh
y
d
ro
-6
-d
eo
x
y
-D
-m
an
n
os
e
R
X
N
-1
24
18
:
U
D
P
-D
-g
al
ac
to
se
+
an
X
X
L
G
x
y
lo
gu
lc
an
→
H
+
+
an
X
L
L
G
x
y
lo
gu
lc
an
+
U
D
P
R
X
N
D
L
N
-3
5
:
a
h
om
og
al
ac
tu
ro
n
an
↔
a
p
ec
ta
te
U
D
P
-G
L
U
C
U
R
O
N
A
T
E
-4
-E
P
IM
E
R
A
S
E
-R
X
N
:
U
D
P
-D
-g
lu
cu
ro
n
at
e
↔
U
D
P
-D
-g
al
ac
tu
ro
n
at
e
U
G
D
-R
X
N
:
H
2
O
+
U
D
P
-D
-g
lu
co
se
+
N
A
D
+
→
U
D
P
-D
-g
lu
cu
ro
n
at
e
+
H
+
+
N
A
D
H
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E
n
d
op
la
sm
ic
re
ti
cu
lu
m
S
ee
d
s
C
om
p
ou
n
d
M
et
aC
y
c
ID
s
S
ou
rc
e
fa
tt
y
ac
id
s
P
A
L
M
IT
O
Y
L
-C
O
A
,
S
T
E
A
R
O
Y
L
-C
O
A
,
C
D
P
-C
H
O
L
IN
E
,
G
L
Y
C
E
R
O
L
-3
P
[2
44
]
U
D
P
-g
al
ac
to
se
,
A
T
P
U
D
P
-G
A
L
A
C
T
O
S
E
,
A
T
P
[1
93
]
al
la
n
to
in
S
-A
L
L
A
N
T
O
IN
[2
45
]
T
ar
ge
ts
ce
ra
m
id
es
,
li
p
id
s,
m
o
d
ifi
ed
li
p
id
s,
ch
ol
es
te
ro
l
1-
2-
D
IP
A
L
M
IT
O
Y
L
P
H
O
S
P
H
A
T
I-
D
Y
L
-
C
H
O
L
IN
E
,
C
P
D
0-
14
22
[2
44
]
al
la
n
to
ic
ac
id
A
L
L
A
N
T
O
A
T
E
[2
45
]
S
u
gg
es
te
d
E
x
te
n
si
on
A
L
L
A
N
T
O
IN
A
S
E
-R
X
N
:
S
-a
ll
an
to
in
+
H
2
O
→
al
la
n
to
at
e
+
H
+
D
IA
C
Y
L
G
L
Y
K
IN
-R
X
N
:
1,
2-
d
ip
al
m
it
oy
lg
ly
ce
ro
l
+
A
T
P
↔
A
D
P
+
d
ip
al
m
it
oy
l
p
h
os
p
h
at
id
at
e
+
H
+
R
X
N
-5
78
1
:
1,
2-
d
ip
al
m
it
oy
lg
ly
ce
ro
l
+
C
D
P
-c
h
ol
in
e
→
1,
2-
d
ip
al
m
it
oy
l-
p
h
os
p
h
at
id
y
lc
h
ol
in
e
+
C
M
P
+
H
+
R
X
N
D
L
N
-4
:
p
al
m
it
oy
l-
C
oA
+
sn
-g
ly
ce
ro
l-
3-
p
h
os
p
h
at
e
↔
1-
p
al
m
it
oy
lg
ly
ce
ro
l
3-
p
h
os
p
h
at
e
+
co
en
zy
m
e
A
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P
er
ox
is
om
e
S
ee
d
s
N
am
e
in
S
ou
rc
e
M
et
aC
y
c
ID
s
S
ou
rc
e
fa
tt
y
ac
id
s,
se
ri
n
e,
gl
y
co
la
te
S
E
R
,
G
L
Y
C
O
L
L
A
T
E
,
P
A
L
M
IT
A
T
E
,
S
T
E
A
R
IC
A
C
ID
[2
44
]
su
lfi
te
S
O
3
[2
46
]
u
ri
c
ac
id
U
R
A
T
E
[2
45
]
gl
u
ta
m
at
e
G
L
T
[2
47
]
ox
al
oa
ce
ta
te
,
m
on
o
d
eh
y
d
ro
as
co
rb
at
e,
se
ri
n
e,
is
o
ci
tr
at
e,
ja
sm
on
ic
ac
id
p
re
cu
rs
or
s
O
X
A
L
A
C
E
T
IC
A
C
ID
,C
P
D
-3
18
,
S
E
R
,
T
H
R
E
O
-D
S
-I
S
O
-C
IT
R
A
T
E
,
C
P
D
-7
30
[2
48
]
A
T
P
A
T
P
[1
93
]
T
ar
ge
ts
gl
u
co
se
,
gl
y
ce
ra
te
,
gl
y
ci
n
e
G
L
C
,
G
L
Y
,
G
L
Y
C
E
R
A
T
E
[2
44
]
su
lf
at
e
S
U
L
F
A
T
E
[2
46
]
al
la
n
to
in
S
-A
L
L
A
N
T
O
IN
[2
45
]
ox
og
lu
ta
ra
te
2-
K
E
T
O
G
L
U
T
A
R
A
T
E
[2
47
]
ac
et
y
l-
C
oA
,
ci
tr
at
e,
gl
y
ce
ra
te
,
as
co
rb
at
e,
m
al
at
e,
su
cc
in
at
e,
ja
sm
on
ic
A
ci
d
A
C
E
T
Y
L
-C
O
A
,
C
IT
,
G
L
Y
C
E
R
A
T
E
,
A
S
C
O
R
B
A
T
E
,
M
A
L
,
S
U
C
,
C
P
D
-7
34
[2
48
]
A
M
P
,
su
cc
in
at
e,
ci
tr
at
e
A
M
P
,
S
U
C
,
C
IT
[1
93
]
S
u
gg
es
te
d
E
x
te
n
si
on
R
X
N
-7
45
:
(+
)-
7-
is
o-
ja
sm
on
at
e
↔
(-
)-
ja
sm
on
at
e
R
X
N
-6
20
1
:
5-
h
y
d
ro
x
y
-2
-o
x
o-
4-
u
re
id
o-
2,
5-
d
ih
y
d
ro
-1
H
im
id
az
ol
e-
5-
ca
rb
ox
y
la
te
+
H
+
→
C
O
2
+
S
-a
ll
an
to
in
R
X
N
-1
06
95
:
3-
ox
o-
2-
(c
is
-2
’-
p
en
te
n
y
l)
-c
y
cl
op
en
ta
n
e-
1-
o
ct
an
oa
te
+
A
T
P
+
co
en
zy
m
e
A
→
d
ip
h
os
p
h
at
e
+
O
P
C
8-
C
oA
+
A
M
P
R
X
N
-1
06
96
:
ox
y
ge
n
+
O
P
C
8-
C
oA
→
h
y
d
ro
ge
n
p
er
ox
id
e
+
O
P
C
8-
tr
an
s-
2-
en
oy
l-
C
oA
R
X
N
-1
07
06
:
ox
y
ge
n
+
O
P
C
6-
C
oA
→
O
P
C
6-
tr
an
s-
2-
en
oy
l-
C
oA
+
h
y
d
ro
ge
n
p
er
ox
id
e
R
X
N
-1
07
07
:
ox
y
ge
n
+
O
P
C
4-
C
oA
→
h
y
d
ro
ge
n
p
er
ox
id
e
+
O
P
C
4-
tr
an
s-
2-
en
oy
l-
C
oA
R
X
N
-1
07
08
:
ja
sm
on
oy
l-
C
oA
+
H
2
O
→
(+
)-
7-
is
o-
ja
sm
on
at
e
+
H
+
+
co
en
zy
m
e
A
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P
la
st
id
S
ee
d
s
N
am
e
in
S
ou
rc
e
M
et
aC
y
c
ID
s
S
ou
rc
e
gl
y
ce
ra
te
C
L
Y
C
E
R
A
T
E
[2
44
]
m
al
at
e,
gl
u
ta
m
in
e,
x
an
th
in
e,
D
H
A
P
M
A
L
,
G
L
N
,
X
A
N
T
H
IN
E
,
D
IH
Y
D
R
O
X
Y
-A
C
E
T
O
N
E
-P
H
O
S
P
H
A
T
E
[2
45
]
gl
u
co
se
-6
P
,
x
y
lu
lo
se
-5
P
,
er
y
th
ro
se
-4
P
,
tr
io
se
p
h
os
-
p
h
at
es
,
p
h
os
p
h
o
en
ol
p
y
ru
va
te
,
p
y
ru
va
te
,
n
it
ri
te
,
su
lf
at
e,
te
tr
ah
y
d
ro
fo
la
te
,
S
-a
d
en
os
y
l-
m
et
h
io
n
in
e
A
L
P
H
A
-G
L
C
-6
-P
,
G
L
C
-6
-P
,
X
Y
L
U
L
O
S
E
-5
-P
,
E
R
Y
T
H
R
O
S
E
-4
-P
,
D
IH
Y
D
R
O
X
Y
-A
C
E
T
O
N
E
-P
H
O
S
P
H
A
T
E
,
P
E
P
,
G
A
P
,
P
Y
R
U
V
A
T
E
,
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