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1 Introduction and summary of results
Two dimensional conformal field theories (CFTs) have an infinite-dimensional symmetry al-
gebra – the Virasoro algebra of local conformal transformations – which powerfully constrains
the structure of the theory. Our goal is to explore the consequences of this symmetry struc-
ture for the finite-temperature behaviour of the theory. We will study two dimensional CFTs
at finite temperature on the circle. Our interest in this paper is obtaining exact results: we
will keep the radius of the circle finite, and will not study the high temperature or large c
limits, though these will be discussed in a companion paper [1].
Our starting point is the observation that, from the Virasoro algebra, one can define
an infinite set of mutually commuting conserved charges [2–4]. In the large c limit these
charges generate the KdV hierarchy of differential equations, so they are often referred to as
the quantum KdV charges. We will follow the notation of [4] where the charges are denoted
I2m−1 with m = 1, 2, . . . , and the subscript labels the spin of the charge. The first KdV
charge I1 is just L0 =
∮
T (z)dz, the zero mode of the holomorphic part of the stress tensor.
The KdV charge I2m−1 is an mth order polynomial in the Virasoro generators Ln.
Given this set of mutually commuting charges, one can define a Generalized Gibbs En-
semble (GGE) for two-dimensional CFTs where we introduce a chemical potential for each
KdV charge: 1
Z[β, µ3, µ5, . . .] = Tr [e
−βE+µ3I3+µ5I5+...] = Tr [eµ3I3+µ5I5+...qL0−c/24], q ≡ e−β , (1.1)
In this equation we have introduced chemical potentials for the left-moving (holomorphic)
generators L0, I3, I5, . . . . In general, of course, one should also introduce potentials for the
right-moving (anti-holomorphic) generators L¯0, I¯3, I¯5, . . . . However, all of our results involve
the use just of the Virasoro algebra so the left- and right-moving sectors completely factorize.
1See [5–9] for some recent work on GGEs and [10, 11] for recent experimental realisations. This ensemble
was studied from a holographic perspective in [12]; see also [13].
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We will therefore just write equations for the left-moving sector explicitly, remembering that
the corresponding right-moving results can be obtained by complex conjugation. The trace
in equation (1.1) can be taken over the entire Hilbert space of the CFT on a circle, or
over a particular Virasoro module; we will give results in both cases. The dependence of
the partition function (1.1) on the chemical potentials encodes the consequences of Virasoro
symmetry for finite-temperature physics in a useful way. The purpose of this paper is to
explore the structure of this ensemble, at finite temperature and finite central charge.
The KdV charges are obtained by integrating a conserved current built from positive
powers of the stress tensor around a spatial circle. The first three charges are the zero modes
of the operators J2 ≡ T , J4 ≡ (TT ) and J6 ≡ (T (TT )) + (c+2)12 (T ′T ′), where T ≡ Tzz is
the left-moving stress tensor, the round brackets denote conformal normal ordering, and the
prime is a spatial derivative.2 The additional term in J6 is required to ensure that the zero
modes commute. There will be similar terms in all the higher spin operators. The zero modes
of these operators can be written explicitly in terms of the Virasoro modes of the stress tensor,
as
I1 ≡ L0 − k, (1.2)
I3 ≡ 2
∞∑
n=1
L−nLn + L20 − (2k +
1
6
)L0 + k
(
k +
11
60
)
,
I5 ≡
∑
n1+n2+n3=0
: Ln1Ln2Ln3 : +
∞∑
n=1
(
(4k +
11
6
)n2 − 1− 6k
)
L−nLn
+
3
2
∞∑
m=1
L1−2mL2m−1 − (3k + 1
2
)L20 +
(18k + 5)(12k + 1)
72
L0 − k(42k + 17)(36k + 7)
1512
.
We have defined k = c/24 for convenience. With these explicit expressions one can verify
(with some work) that the I2m−1 are indeed mutually commuting
[I2m−1, I2m′−1] = 0 . (1.3)
These KdV charges act within each Virasoro module, so can be simultaneously diagonalized
level by level within each Virasoro representation. In practise, however, this is a highly
difficult task: the authors of [4] show that the problem of the simultaneous diagonalization
of I2m−1’s can be mapped to a quantum version of the KdV problem.3
At finite central charge, we are not able to calculate the GGE partition function for
finite values of the chemical potentials in general. Instead, we will consider an expansion
for infinitesimal chemical potentials µi for the non-trivial (i.e. m ≥ 2) KdV charges. The
coefficients in this expansion are the thermal expectation values of n-point functions of the
KdV charges, 〈I3〉, 〈I23 〉, 〈I5〉, 〈I25 〉, 〈I3I5〉 etc. Our focus is on these thermal expectation
2Here we adopt the usual notation where the spatial circle has period 2pi, but later it will be convenient to
adopt a convention where the spatial circle has period 1.
3This can also be mapped to a Schroedinger problem [14].
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values, so we will use the notation 〈X〉 = Tr (XqL0−k) for the thermal average. We also
use Z to denote the thermal partition function Z[β] with no further chemical potentials. We
study the calculation of these thermal expectation values and their modular transformation
properties.
One motivation for understanding the GGE is that it is important in the application of the
eigenstate thermalization hypothesis (ETH) [15–19] to two-dimensional conformal field theo-
ries (CFTs), and more broadly in the understanding of chaos in two-dimensional CFTs.4 Two
dimensional CFTs present an especially interesting case as they have an infinite-dimensional
symmetry algebra which does not (except in certain special cases, such as the minimal models)
trivialize the dynamics. Thus 2D CFTs can exhibit chaotic dynamics [30], and hence could
be expected to obey the ETH. The implications of our results for ETH will be discussed in a
companion paper [1]. A related discussion will appear in [31].
We will obtain exact results for the thermal expectation values of the KdV charges at
finite temperature and finite central charge. We will first discuss the general features of these
expectation values and see how these features allow us to determine the form of some of these
thermal expectation values without any explicit calculation. We will then discuss the explicit
calculation using two different methods. The explicit calculation can in principle be carried
out for any KdV charge, but in practice the calculation quickly becomes cumbersome. We
will describe certain techniques (based on the structure of Virasoro null states) which give
exact results when a naive-brute force computation is not feasible.
The key features of these thermal expectation values are:
• The n-point function 〈I2m1−1 . . . I2mn−1〉 in a given Virasoro module is a differential
operator acting on the character of that module, regarded as a function of the torus
modular parameter (i.e. of temperature). The form of this differential operator depends
only on the central charge. As a consequence, the thermal expectation values in the
full CFT are given by the same differential operators acting on the ordinary thermal
partition function Z[β]. This feature expresses the kinematic nature of the KdV charges;
the values of KdV charges on descendent states are entirely determined by the structure
of the Virasoro algebra.
• The one-point functions 〈I2m−1〉 are modular forms of weight 2m. Thus the differential
operator is a modular differential operator. It can be written in terms of the modular
covariant Serre derivative, with coefficients which are themselves modular forms (and
hence linear combinations of the Eisenstein series E4 and E6).
5
• The n-point functions 〈I2m1−1 . . . I2mn−1〉 are quasi-modular forms of weight 2
∑
imi
and depth n − 1. Thus the differential operator is a quasi-modular differential oper-
ator which is a linear combination of modular differential operators with coefficients
containing up to n− 1 powers of the Eisenstein series E2.
4See [12, 13, 20–29] and the references therein for some recent discussions.
5A brief review of necessary features of Eisenstein series and Weierstrass functions is given in appendix A.
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We establish this using general results of [32] on the relation between line integrals
and surface integrals of operators on the torus. When applied to n−point functions
this leads to a certain “anomaly” under the modular S-transformation, which leads to
correlation functions which are quasi-modular rather than modular.
• Ir vanishes as an operator in the (s+2, 2) minimal model when r is a multiple of s [4, 33].
This means that the differential operators for 〈Ir . . . 〉, where . . . denotes any combina-
tion of KdV charges, will annihilate the characters of this minimal model. In particular,
the differential operator for 〈I2m−1〉 is an mth order differential operator which annihi-
lates the m characters of the (2m+1, 2) minimal model when the central charge is set to
the appropriate value. This is a remarkable relation, but it only constrains expectation
values for a particular value of the central charge, so will not be particularly useful in
computations at general central charge. We will therefore postpone the discussion of
its proof to the end of the paper.
Before diving into details, let us illustrate these statements in the simplest case. For the
first non-trivial KdV charge I3, we find
〈I3〉 =
[
∂2 − E2
6
∂ +
k
60
E4
]
Z =
[
D2D0 +
k
60
E4
]
Z, (1.4)
where we introduce the notation ∂ = q∂q = −∂β. In the second form of the equation we have
used the Serre derivative, defined as
Dr ≡ ∂ − r
12
E2 (1.5)
where E2 is an Eisenstein series. These derivatives are useful because they map modular
forms to modular forms: Dr applied to a modular form of weight r gives a modular form of
weight r + 2. Thus, since the partition function is modular invariant, the one point function
〈I3〉 will transform as a modular form of weight 4.
Similarly, we find
〈I23 〉 =
[
D6D4D2D0 +
1
90
(3k + 5)E4D2D0 − 72k + 11
1080
E6D0 +
k(1221k + 500)
75600
E24
]
Z
+E2
[
2
3
D4D2D0 +
1
1080
(72k + 11)E4D0 − 1
756
k(12k + 5)E6
]
Z , (1.6)
The statement that 〈I23 〉 is a quasi-modular form of weight 8 and depth 1 reflects the fact that
the modular differential operators in the square brackets have weight 8 and 6, respectively,
and that only one power of E2 appears in this expression. The appearance of E2 in this
expression reflects the existence of an “anomaly” under modular S-transformations. Indeed,
the coefficient of E2 in this expression is precisely the thermal one-point function of an
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operator appearing in OPE of J4 with itself. This will be described in more detail in section
2. 6
The above modular differential operators can be applied to the partition function of a
CFT or to an individual Virasoro character, depending on whether one wants to obtain these
expectation values in a full CFT or in a particular representation.
The relationship with minimal models is found by evaluating these differential operators
in the (5, 2) minimal model, i.e. the Yang-Lee model with k = −1160 . One can indeed check
that these modular differential operators annihilate the characters of the Yang-Lee model.
Indeed, at k = −1160 the differential operator (1.4) is precisely the one associated with the null
state in the vacuum representation of the Yang-Lee model.7
In section 2 we will give the general argument that the n-point functions are modular
derivatives of the partition function, involving up to n − 1 powers of E2. This reduces the
problem of determining a particular thermal expectation value to fixing a finite number of
undetermined coefficients.
In section 3 we show how some of these coefficients can be fixed from the action of the
KdV charges at low levels, and by the structure of null states in Virasoro representations. This
allows us to determine a number of the thermal expectation values exactly. The complete list
of results so obtained is summarized in appendix C. Although the resulting differential oper-
ators appear unfamiliar, in fact they can be written in terms of more familiar hypergeometric
differential operators, as explained in appendix B.
Sections 4 and 5 describe two other, more straightforward approaches to the computation
that can be used to verify the results of section 3. In these sections we carry out the explicit
calculations of the thermal expectation values directly from the definition. This allows us to
explicitly confirm the expected structure, and also provides an approach which can in principle
be pushed to arbitrary order, although in practice the calculations become laborious and far
less efficient than the methods described in section 3. We carry out explicit calculations in
two ways:
• We can write the KdV charge in terms of Virasoro modes, and cycle the modes around
the commutator to relate the thermal expectation value to derivatives of the ordinary
thermal partition function of the CFT. We will illustrate this in detail for the compu-
tation of 〈I3〉 in section 4. This approach is the most straightforward; however, dealing
6A similar structure has actually appeared in the literature before in the context ofW-algebras. The authors
of [34] computed the modular transformation properties of Tr W 20 q
L−0−k, where W0 is the zero mode of the
spin 3 generator W (z) of the W3 algebra. They discovered that this trace transformed like a modular form,
except for an anomaly term that is proportional to E2 times the differential operator appearing in equation
(1.4). In light of the discussion in section 2 this is easy to understand: the operator J4, whose zero mode is
I3, appears as the coefficient of the 1/z
2 term in the W (z)W (0) OPE.
7We refer to [35] for a more detailed discussion of the construction of these modular differential operators.
It would be interesting to investigate whether our results are relevant for the approach to the classification
of CFTs based on the classification of modular differential operators, advocated in [36] and used recently in
[37, 38].
– 5 –
with all the terms rapidly becomes unwieldy as we move to higher powers or charges of
higher degree. Some computational details are relegated to appendix E.
• We can use Zhu’s recursion relations [39], as extended in [40] (see also [35]). These
recursion relations give us expressions for the thermal n-point functions of the stress
tensor, which we can then appropriately integrate to get thermal expectation values of
the KdV charges. The recursion relations are based on the same kind of cycling of op-
erators around the trace, but they provide a powerful general encoding of these results,
which make some of the modular properties of the result more manifest. Using this
technique allows us to push the calculation to higher order. We discuss the calculation
in section 5, though we relegate some of the details to appendices F, G.
In section 6, we discuss the relation to the minimal models, showing that the KdV
charges Ir vanish as an operator in the (s + 2, 2) minimal model whenever r is a multiple
of s. This makes explicit certain properties of the KdV charges which were asserted in
[4, 33]. The relation fixes the coefficients in the n-point functions for the particular values
of the central charge corresponding to the minimal models. It is particularly useful for the
one-point functions, which get related to the differential operators associated to null states
[35, 41].
In the final section, we will discuss an important application of these results: to determine
the statistics of KdV charges. In particular, by explicit evaluation of the differential operators
on a Virasoro character we can determine the moments of the KdV charges at arbitrary
level. For example, by applying equations (1.4) and (1.6) to the Verma module character
we can determine the mean and the variance of the I3 at each level in a generic Virasoro
representation. The result of this is that at high level the distribution of KdV charges will
become very sharply peaked around its average value. We will make a few remarks on this
in section 7, and expand further on the statistics of KdV charges in [1].
In summary, we have determined the general structure of the thermal expectation values
of n-point correlation function of the KdV charges, and found explicit expressions for a number
of cases. These expressions are exact results at finite temperature and finite central charge.
This is a useful step towards understanding the GGE for two-dimensional CFTs; the structure
is however too complicated to allow for a simple exponentiation to obtain an explicit formula
for the GGE partition function at finite c and finite temperature.
A key element in our derivation is the determination of the modular transformation
properties of the n-point functions. In our companion paper [1], we will apply these results
to explore the high-temperature behaviour of the GGE at finite central charge and consider
the comparison to expectation values of KdV charges in a typical high-energy microstate.
Many open problems remain. These include finding more efficient methods for determin-
ing the remaining free parameters in the thermal expectation values, and applying similar
techniques to theories with extended symmetry algebras.
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2 Modular differential form of the thermal expectation values
In this section we explain how the thermal expectation values of KdV charges can be written as
modular derivatives of the partition function. This fixes the form of the thermal expectation
values up to a finite number of coefficients, which are polynomials in the central charge.
2.1 Differential operator form
For ordinary conserved charges, such as a U(1) charge, the partition function with a chemical
potential for the charge carries additional information about the theory above and beyond
what is available in the thermal partition function Z(β). That this is not the case for the KdV
charges should not be surprising; the KdV charges evaluated on primary states are simply
functions of the L0 eigenvalue of the primary, and the KdV charges evaluated on descendents
can in principle be determined by applying the Virasoro commutation relations
[Lm, Ln] = (m− n)Lm+n + 2k(m3 −m)δm+n. (2.1)
One consequence is that the expectation values of KdV charges in a Virasoro module can
be written as derivatives of the character with respect to the modular parameter (and hence
thermal expectation values in the full CFT are the same derivative of the partition function).
To understand this a bit more explicitly, consider the thermal expectation value of a
product of KdV charges evaluated in a Virasoro module built on a primary state of dimension
h:
〈I2m1−1 . . . I2mn−1〉h ≡ Trh[I2m1−1 . . . I2mn−1qL0−k], (2.2)
Here the trace runs over the Virasoro descendents of a primary state with L0 = h. Using
the explicit expressions for the KdV charges, the RHS can be rewritten as a polynomial in
the Virasoro modes. Virasoro modes Lr for r 6= 0 can be cycled around the trace using
the commutation relations. We pick up a factor of q−r when Lr commutes past qL0 , and
commuting it past the other modes gives terms which are lower order polynomials in the
Virasoro modes. Thus, we can iteratively rewrite the expression in terms of functions of
q times traces of lower polynomials in the Virasoro modes, leaving us ultimately with an
expression involving functions of q times traces of polynomials in L0. The factors of L0 can
then be rewritten in terms of derivatives of the character χh(q) = Trh[q
L0−k] with respect to
q. Since I2m−1 involves at most m factors of L0, this expression contains derivatives up to
order M =
∑
imi, and our expectation value is an M
th order differential operator
〈I2m1−1 . . . I2mn−1〉h = (∂M + F1(q)∂M−1 + . . .)χh(q), (2.3)
where we use the notation ∂ = q∂q. The coefficients are functions of q and k (the dependence
on k coming from the central term in the Virasoro commutator (2.1)) but do not depend on
the conformal dimension h of the character: the differential operator is universal, depending
only on the choice of KdV charges. We can obtain the thermal expectation value in the full
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CFT by summing over primaries, giving us an expression where the same differential operator
acts on the partition function:
〈I2m1−1 . . . I2mn−1〉 = (∂M + F1(q)∂M−1 + . . .)Z[β], (2.4)
where q = e−β = e2piiτ .
In section 4, we will discuss the explicit evaluation of the thermal expectation values
using this procedure, but for now, the key point is that it determines a general form for
the expectation values, as a differential operator acting on the character or on the partition
function.8
2.2 Modular transformation properties
Since the expression obtained in the previous subsection is a function of the modular param-
eter, it is natural to ask about its behaviour under modular transformations.
Let us begin with the expectation value of a single KdV charge, where the answer is
simple. The charge is the contour integral of a conserved chiral current J2m around the
spatial circle:
〈I2m−1〉 = 〈
∮
J2m〉 . (2.5)
If we describe the torus by the standard z coordinate, with z ∼ z + 1 ∼ z + τ , then ∮ J =∫ 1
0
dz
2piJ(z). The integration around the spatial circle appears to break modular symmetry,
since we have picked a particular cycle of the torus around which to integrate. However, since
the current J2m is conserved we can freely translate the spatial integral around the torus. This
means that we can average over the location of the spatial circle to turn the one-dimensional
integral over the spatial circle into an integral over the entire torus. The result is that
〈I2m−1〉 = 〈
∫
J2m〉. (2.6)
where, following [32], we have introduced the following notation for integrals over the torus:∫
J ≡
∫
d2z
2piτ2
J(z) (2.7)
The factor of 1/τ2 arises because when we average over the torus, we must divide by the
area of the torus. An important point is that with this normalization the integral
∫
d2z
2piτ2
is
itself modular invariant. The final step in the argument is to note that the operator J2m is
(up to total derivative terms) a quasiprimary with dimension 2m. Thus under a modular
transformation its one point function 〈J2m(z)〉 transforms like a modular form of weight 2m.
8This is quite different from the situation in theories with higher spin symmetries, where the GGE for the
higher spin charges has genuinely new information. The expectation values of these higher spin charges were
studied in [40, 42, 43]. The modular transformations were studied in [34], which obtains results in line with
the expectations of [32], as noted in the next subsection.
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The result of equation (2.6) is therefore that 〈I2m−1〉 transforms like a modular form of weight
2m.
We saw in the previous section that the expectation value is a combination of derivatives
of the partition function. It is now natural to rewrite these derivatives in terms of the Serre
modular derivative. To simplify the notation, we will denote the Serre derivative of a modular
form A of weight r by DA = DrA, where D acts as a derivation on products of modular forms
as D(AB) = (DA)B +A(DB).
The statement that 〈I2m−1〉 is a modular form of weight 2m implies that we can write
it as a combination of the derivatives DkZ where k = 0, . . .m, with coefficients which are
modular forms of weight 2m − 2k. We can then write these modular forms in terms of the
Eisenstein series E4 and E6 to obtain a general expression for the one point function:
〈I2m−1〉 = DmZ + c1E4Dm−2Z + c2E6Dm−3Z + c3E24Dm−4Z + . . . , (2.8)
where the coefficients ci are functions only of the central charge k of the CFT. We will see
that they are polynomials in k of increasing order.9 The modular properties thus suffice to
determine the q-dependence in the differential operator, determining the operator up to a
finite number of coefficients.
For the higher-point functions, there is a subtlety which implies that the differential
operators are not exactly modular covariant. For example, consider the two-point function
〈I2m−1I2n−1〉 = 〈
∮
J2m
∮
J2n〉. (2.9)
We wish to convert these contour integrals into integrals over the torus by using the fact that
the currents J2n and J2m are conserved. But averaging the two operators over the torus will
give a singular contribution where the operators coincide, which is absent in the expression
with a pair of contour integrals. This contribution was analyzed carefully by Dijkgraaf [32],
who showed that
〈
∮
J2m
∮
J2n〉 = 〈
∫
J2m
∫
J2n〉 − 1
2τ2
〈
∫
[J2mJ2n]2〉, (2.10)
where [J2mJ2n]2 denotes the coefficient of (z − w)−2 in the OPE J2m(z)J2n(w).10 Again,
rewriting the contour integrals in terms of torus integrals allows us to understand the modular
transformation properties. The correlation functions on the RHS are modular forms of weight
2m+2n and 2m+2n−2 respectively, but the explicit factor of τ2 in the second term makes it
transform inhomogeneously under a modular transformation. The result is that the two-point
function 〈I2m−1I2n−1〉 is a quasi-modular form.
9Note that for sufficiently high weight, there is more than one modular form of a given weight; for example
E34 and E
2
6 are both modular forms of weight 12. So at higher orders there will generically be more than one
term in the sum at a given order in derivatives.
10We use square brackets here to avoid confusion with the round bracket notation for conformal normal
ordering.
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When we express this correlation function in terms of a differential operator, this in-
homogeneous term is reproduced by allowing a single factor of the Eisenstein series E2 to
appear, as E2 has an inhomogeneous transformation under modular transformations which
reproduces the transformation of (2.10). Hence the expectation value is a combination of a
modular form of weight 2m+ 2n, and E2 times a modular form of weight 2m+ 2n− 2. The
general form for the differential operator is
〈I2m−1I2n−1〉 =
(
Dm+nZ + c1E4D
m+n−2Z + . . .
)
+ E2
(
Dm+n−1Z + d1E4Dm+n−3Z + . . .
)
,
(2.11)
where again the coefficients ci, di are functions only of k. The first term in parentheses is
a modular form of weight 2m + 2n. The second term in parentheses is a modular form of
weight 2m+ 2n− 2, and is the one point function of the operator [J2mJ2n]2 on the torus.
For higher-point functions of the KdV charges, more coincident singularities will appear
when we convert contour integrals to torus integrals. The approach of [32] can be applied to
express these in terms of inhomogeneous terms involving the second-order OPE singularity of
the coinciding operators. The result is that the n-point correlation function of KdV charges
〈I2m1−1 . . . I2mn−1〉 is a quasi-modular form of weight 2
∑
imi and depth n− 1, meaning that
the differential operator will contain terms with up to n − 1 powers of E2, with each term
having total weight 2
∑
imi.
These modular transformations will be explored in more detail in specific cases in [1],
where we use them to relate the high-temperature behaviour of the correlation functions to
their low-temperature limit. Here the key point is that they strongly constrain the form of
the differential operator appearing in the KdV n-point functions.
3 Determining thermal expectation values: q expansion and null states
In the previous section we derived a general form for the thermal expectation value of a
product of KdV charges in terms of a differential operator which is determined up to a finite
number of constants. In this section, we discuss to what extent we can use data from low
levels in a Virasoro module, and the structure of Virasoro representations, to determine these
coefficients. We will discuss only a few representative computations. A complete list of results
obtained using this method is given in Appendix C.
3.1 One-point functions
We consider first the one-point functions 〈I2m−1〉h. The character is χh(q) = qh−k(1+q+ . . .)
for h 6= 0; the action of the differential operator on this character will then have a q-expansion
〈I2m−1〉h = qh−k[IL=02m−1(h, k) + IL=12m−1(h, k)q + . . .], (3.1)
where IL=02m−1 is the value of the KdV charge on the primary, and IL=12m−1 is its value on the
unique state at level one.11
11Note that the KdV charges map each level of the Virasoro representation to itself. That is, the matrix
elements of the operator on the states of a Virasoro module in the usual basis of descendent states are block
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It is easy to determine the value of IL=02m−1 from the basic expression for the KdV charges
(1.2); it is simply a function of the L0 eigenvalue of the primary, h. It will be a polynomial of
order m in h, as the KdV charge I2m−1 involves up to m powers of L0. We can then compare
this to the result that one would obtain if one acts on the character χh(q) with a general
differential operator of the form (2.8), and use this to fix the undetermined coefficients in the
differential operator. When this differential operator acts on the character, the m powers of
h come from the m derivatives with respect to q acting on the qh−k term in the character.
Thus, knowledge of IL=02m−1 will fix one coefficient at each order in derivatives. This will fix the
first few terms in the differential operator uniquely. For sufficiently small values of m this is
enough to determine the differential operator uniquely.
The values of KdV charges I3 up to I15 on primary states were tabulated in appendix B
of [33]. We can use this to obtain, for example,
〈I3〉h = [D2 + k
60
E4]χh, (3.2)
〈I5〉h = [D3 + (6k + 1)
72
E4D − k(12k + 7)
756
E6]χh. (3.3)
One can check that the values in minimal models vanish as advertised. In the Yang-Lee
(5, 2) minimal model, k = −1160 , and there are two primaries: the vacuum with h = 0 and a
scalar of weight h = −15 . The vacuum representation has a null vector at level 4. In [35], this
null state was shown to imply a differential equation for the characters of this theory,
[D2 − 11
3600
E4]χ0,− 1
5
= 0. (3.4)
This is precisely our differential operator 〈I3〉 for k = −1160 , so we see 〈I3〉h = 0 in the Yang-Lee
model. Similarly the (7, 2) minimal model has k = −1742 . The differential operator in (3.3)
for this value of k reduces to the differential operator which annihilates the characters of the
(7, 2) minimal model [41].
This method allows us to determine the differential operators for 〈I3〉 up to 〈I9〉. However,
for 〈I11〉 and higher, we are confronted with another problem. The terms in the differential
operator are modular forms, and for weight w ≥ 12 there is no longer a unique modular
form of weight w. Thus knowledge of IL=02m−1 alone is no longer sufficient to determine the
modular differential operator uniquely. Fortunately, we can use the structure of null states
in Virasoro representations to obtain further constraints. For example, we know that when
h = 0 the representation has a null state at level 1. Thus when applied to the vacuum
character χ0 = q
−k(1 + q2 + . . .) our differential operator must not give a term proportional
to q−k+1. This provides an extra constraint, which allows us to determine the differential
operators up to 〈I13〉. One could make further progress, for example, by calculating IL=12m−1 at
general h using the Virasoro commutation relations, but we have not pursued this.
A complete tabulation of results is given in appendix C.
diagonal. In particular, at levels zero and one, where there is a single state, this state is necessarily an eigenstate
of the KdV charges, and it makes sense to talk about the value of the KdV charge at levels zero and one.
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3.2 Two-point functions
We can also use constraints from the low orders in the q expansion to fix parameters in our
expression for 〈I2m−1I2n−1〉. For a generic primary, we have the q expansion
〈I2m−1I2n−1〉h = qh−k[IL=02m−1IL=02n−1 + qIL=12m−1IL=12n−1 + q2
2∑
i=1
Ii,L=22m−1I
i,L=2
2n−1 + . . .], (3.5)
Thus, we can use the known values of the KdV charges on the primaries, and the values of
the KdV charges on the level 1 states, which can be obtained from the differential operators
for the one-point functions we worked out in the previous subsection, to constrain the form of
the differential operator for the products. Note that we cannot yet determine the individual
eigenvalues at level 2, as the preceding calculation only determines the sum
∑
i I
i,L=2
2m−1.
This gives us enough data to determine the simplest of the quadratic expressions:
〈I23 〉 =
[
D4 +
1
90
(3k + 5)E4D
2 − 72k + 11
1080
E6D +
k(1221k + 500)
75600
E24
]
Z
+E2
[
2
3
D3 +
1
1080
(72k + 11)E4D − 1
756
k(12k + 5)E6
]
Z , (3.6)
and
〈I3I5〉 = D5Z +
(
k
10
+
13
72
)
E4D
3Z
−
(
k2
63
+
7k
27
+
19
216
)
E6D
2Z +
(
647k2
5040
+
3047k
30240
+
55
4536
)
E24DZ
−
(
169k3
3780
+
29k2
810
+
37k
4320
)
E4E6Z
+E2
[
D4Z +
(
5k
18
+
5
54
)
E4D
2Z −
(
8k2
63
+
19k
189
+
55
4536
)
E6DZ
+
(
2k3
45
+
77k2
2160
+
37k
4320
)
E24Z
]
. (3.7)
More complicated differential operators, such as 〈I25 〉, are not completely fixed by the con-
straints at levels 0 and 1 so more constraints are necessary. In this case, we can now use the
fact that when
h = k − 1/24 + 1/4(3
√
1/24− k −
√
25/24− k)2, (3.8)
there is a null state at level 2. Thus for this value of h there is just one state at level 2, and
(I25 )
L=2 = (IL=25 )
2. Determining IL=25 from the previously obtained differential operator, we
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have one more constraint on the coefficients in 〈I25 〉, which allows us to determine
〈I25 〉 = D6Z +
(
k
6
+
19
36
)
E4D
4Z (3.9)
−
(
2k2
63
+
23k
27
+
31
72
)
E6D
3Z +
(
647k2
1008
+
709k
1008
+
821
5184
)
E24D
2Z
−
(
169k3
378
+
425k2
756
+
919k
3888
+
31
1296
)
E4E6DZ
+
[
E34
(
4k4
33
+
1187k3
8316
+
3005k2
49896
+
871k
85536
)
+ E26
(
3539k4
43659
+
3539k3
37422
+
2593k2
64152
+
49k
7128
)]
Z
+E2
[
3
2
D5Z +
(
11k
12
+
17
36
)
E4D
3Z −
(
40k2
63
+
265k
378
+
205
1296
)
E6D
2Z
+
(
4k3
9
+
485k2
864
+
613k
2592
+
745
31104
)
E24DZ −
(
20k4
99
+
73k3
308
+
1115k2
11088
+
1459k
85536
)
E4E6Z
]
.
In appendix C, we show that these expressions vanish on the minimal models as expected.
3.3 Higher point functions
We can proceed in this way for correlation functions of higher power of the KdV charges.
For example, knowledge of 〈I2m−1〉h and 〈I22m−1〉h gives us enough data to determine the two
eigenvalues Ii,L=22m−1 individually. We can then use the constraints from levels 0, 1, and 2 to
constrain expressions for three-point functions. In addition, the generic character has three
states at level 3, except when
h = k − 1/24 + 1/4(4
√
1/24− k − 2
√
25/24− k)2, (3.10)
where there is a null state at level 3 and only two states are present. Thus we can determine
the Ii,L=32m−1 for this value of h.
This gives us enough data to determine
〈I33 〉 = D6Z +
(
k
20
+
1
18
)
E4D
4Z (3.11)
−
(
k
5
+
233
1080
)
E6D
3Z +
(
407k2
8400
+
229k
840
+
115
1296
)
E24D
2Z
−
(
17k2
100
+
2411k
21600
+
11
864
)
E4E6DZ
+
[
E34
(
19069k3
504000
+
71k2
3024
+
25k
5184
)
+ E26
(
4k3
135
+
103k2
5400
+
67k
16200
)]
Z
+E2
[
2D5 +
(
7k
30
+
131
360
)
E4D
3 −
(
k2
21
+
739k
1260
+
49
270
)
E6D
2
+
(
101k2
300
+
4811k
21600
+
11
432
)
E24D −
(
169k3
1260
+
6409k2
75600
+
43k
2400
)
E4E6
]
Z
+E22
[
D4 +
(
19k
60
+
23
240
)
E4D
2 −
(
k2
6
+
k
9
+
11
864
)
E6D +
(
k3
15
+
19k2
450
+
43k
4800
)
E24
]
Z .
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In appendix C, we also calculate 〈I23I5〉, and show that these expressions vanish on the
minimal models as expected.
We can proceed in this manner to obtain expectation values of higher powers of the
KdV charges, although this procedure becomes more difficult. One major obstruction is that
the number of states at level n grows rapidly with n. For example, at level 4 we have 5
states, so even if we consider the value of h for which there is a null state at level 4, we still
cannot determine the eigenvalues of I3 at level 4 from knowledge of 〈I3〉, 〈I23 〉 and 〈I33 〉 alone.
Nevertheless it is still possible to determine 〈I43 〉 by using constraints from minimal models
which have a more complicated structure of null states. This is described, and the explicit
result for 〈I43 〉 is given, in appendix C.
It would be interesting to implement this strategy more systematically, and see whether it
is possible to obtain the differential operators for all KdV charges recursively in this manner.
If this is not possible, then more direct (but less efficient) computations may be necessary.
We describe these more direct methods in the next two sections.
4 Explicit evaluation by commutators
The methods described in the previous section are by far the most efficient, but can be checked
using a more straightforward evaluation of the thermal expectation of KdV charges which
does not rely on the detailed modular structure of the differential operator. In this and the
following section we will describe two such methods for evaluating the KdV charges.
In this section we will simply consider the evaluation of the KdV charges (1.2) as poly-
nomials in the Virasoro modes. As discussed in section 2.1, using the Virasoro commutation
relations (2.1), we can simplify these polynomial expressions and rewrite them in terms of
lower polynomials. The key idea is that in the terms which involve non-zero modes, we can
move a generator Lr past the q
L0−k in the trace, picking up a factor of q−r from the com-
mutator [Lr, L0] = rLr. Then we can move it back past the other generators in the trace to
recover the original expression with a factor of q−r, plus additional terms coming from the
right hand side of the commutator. We can then solve for the original expression in terms of
the terms coming from the right hand side, which involve fewer generators.
Explicitly, for the simplest case of 〈I3〉,
〈I3〉 = 〈2
∞∑
n=1
L−nLn + L20 −
c+ 2
12
L0 +
c
24
(
c
24
+
11
60
)
〉 (4.1)
= 2〈
∞∑
n=1
L−nLn〉+ 〈L20〉 − (2k +
1
6
)〈L0〉+ k
(
k +
11
60
)
Z[q]. (4.2)
The factors of L0 can be obtained as derivatives of the partition function,
〈L0 − k〉 = Tr [(L0 − k)qL0−k] = q d
dq
Tr [qL0−k] = ∂Z[q]. (4.3)
– 14 –
Thus
〈I3〉 = 2〈
∞∑
n=1
L−nLn〉+ ∂2Z − 1
6
∂Z +
k
60
Z. (4.4)
For the first term, we apply the method described above, moving the L−n around the trace:
〈L−nLn〉 = qn〈LnL−n〉 = qn
(〈L−nLn〉+ 2n〈L0〉+ 2k(n3 − n)Z) , (4.5)
so
〈L−nLn〉 = q
n
1− qn
(
2n∂Z + 2kn3Z
)
. (4.6)
Thus, we can write
〈I3〉 = 4σ1∂Z + 4kσ3Z + ∂2Z − 1
6
∂Z +
k
60
Z, (4.7)
where for any odd positive integer s, we define
σs ≡
∑
n≥1
ns
qn
1− qn . (4.8)
These sums are related to the Eisenstein series through
E2k = 1− 4k
B2k
σ2k−1 = 1− 4k
B2k
∞∑
n=1
n2k−1
q−n − 1 (4.9)
where B2k are the Bernoulli numbers. In particular,
σ1 =
1
24
(1− E2)
σ3 = − 1
240
(1− E4) (4.10)
So we can finally write
〈I3〉 =
[
∂2 − E2
6
∂ +
k
60
E4
]
Z =
[
D2 +
k
60
E4
]
Z , (4.11)
reproducing the result obtained in section 3.1.
We could continue to explore further examples by applying this commutation method.
The calculation of 〈I23 〉 using this method is described in appendix E. However, the calcula-
tion quickly becomes lengthy, and the appearance of the Eisenstein series appears somewhat
miraculous from this point of view. In the next section we describe an alternative approach
which organizes the calculation more cleanly.
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5 Evaluation using Zhu’s recursion relations
A second approach to the evaluation of thermal expectation values of KdV charges is to com-
pute an n-point function of the stress tensor on the torus, and then perform the necessary
contour integrals to extract the desired KdV charges. Expressions for the thermal n-point
functions of the stress tensor can be obtained by using the recursion relations of Zhu [39], ex-
tended in [40] (the extension in [40] allows us to consider correlation functions also involving
zero modes, which arise in the recursion starting from a pure operator correlation function).
These recursion relations are reviewed in appendix F. The basic idea is the same as in the
previous calculation: we can obtain an expression for an n-point function in terms of n − 1
point functions by taking one operator in the correlator, expanding it in modes, and com-
muting each of the modes around the correlator. The method of [39] uses the vertex operator
algebra formalism to organize this calculation in a convenient way, which makes some of the
modular properties more manifest.
5.1 One-point functions
The calculation of one-point functions in this method is fairly straightforward. For example,
I3 is the zero mode of the operator (TT )(u), where the round brackets denote conformal
normal ordering, and u is a coordinate on the cylinder with compact real part. Given an
expression for the thermal two-point function of T , 〈T (u1)T (u2)〉, we could implement the
conformal normal-ordering by a contour integral,
〈(TT )(u1)〉 = 1
2pii
∮
C
du2
u2 − u1 〈T (u1)T (u2)〉, (5.1)
where C is a contour encircling u1, and then take the zero mode in u1 by a further integral,
〈I3〉 = 1
2pii
∫ 1
0
du1
∮
C
du2
u2 − u1 〈T (u1)T (u2)〉, (5.2)
where we adopt a convention that u has period 1 in the real direction, u ∼ u+1, to match the
relation between plane and cylinder coordinates usually used in the vertex operator algebra
formalism.
Zhu’s recursion relations provide an efficient method for computing the thermal n-point
functions of the stress tensor and its derivatives. For the case of I3, the relevant torus
amplitude in the vertex operator algebra notation is F ((ω˜, z1), (ω˜, z2); τ), where we write q
as q = e2piiτ , ω˜ = ω − kΩ is the state corresponding to the stress tensor on the cylinder,
and zi = e
2piiui is the corresponding planar coordinate. Here ω is the state corresponding
to the stress tensor operator on the plane, and Ω is the global ground state, dual to the
identity operator. Note that although we are interested in calculations on the cylinder, it
is conventional in the vertex operator formalism to express correlators as functions of the
coordinates on the plane.
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The calculation of this correlator is discussed in appendix F; the result is
F ((ω˜, z1), (ω˜, z2); τ) = ∂
2Z + P2
(
z2
z1
, q
)
2
(2pii)2
∂Z + P4
(
z2
z1
, q
)
12k
(2pii)4
Z, (5.3)
where Pm(x, q) are the alternative Weierstrass functions introduced in [39], which are defined
in appendix A. We will subsequently usually omit the q argument for compactness of notation.
This correlator is a function of z2z1 = e
2pii(u2−u1), as we would expect on general grounds; it
just depends on the separation of the two operators on the cylinder. We see that it is a sum
of derivatives of the partition function, whose coefficients are Weierstrass functions of ratios
of the positions of the insertion points. This pattern continues for higher n-point functions–
the coefficients involve functions of the different ratios
zj
zi
for i < j. The leading derivative
term in (5.3) arises from taking the zero mode in each of the stress tensor operators, and
rewriting the thermal expectation value of the zero mode in terms of derivatives, as in the
previous section. Any stress tensor n-point function will similarly always start with a term
with n derivatives of the partition function.
For 〈I3〉, the integral (5.1) is just extracting the zero mode in the Laurent expansion in
u2 − u1. This Laurent expansion is obtained by rewriting Pm(e2pii(u2−u1), q) in terms of the
Weierstrass function ℘m(u2 − u1, τ) as in (A.10). Using the expressions in appendix A, we
find that
P2(e2pii(u2−u1), q) = 1
(u2 − u1)2 +
(2pi)2
12
E2 +O(u2 − u1), (5.4)
P4(e2pii(u2−u1), q) = 1
(u2 − u1)4 +
(2pi)4
720
E4 +O(u2 − u1). (5.5)
Thus the result is
〈I3〉 = ∂2Z − E2
6
∂Z +
k
60
E4Z, (5.6)
in agreement with the previous results. In this calculation, it is a little clearer how the
Eisenstein series appear, as the zero modes of the Weierstrass functions under the conformal
normal ordering.
I5 is the zero mode of the operator J6 = (T (TT )) + (k +
1
6)(2pi)
2(T ′T ′), where again
round brackets denote conformal normal ordering, and the derivatives are with respect to
the cylinder coordinate u.12 We can proceed by obtaining expressions for 〈T (z1)T (z2)T (z3)〉
and 〈T ′(z1)T ′(z2)〉 from the recursion relation. We then normal order, letting z3 → z2 and
then z2 → z1 in the first term, and z2 → z1 in the second term. The result is the one-point
function of the operator 〈J6(z1)〉, which is already independent of z1 as expected.
This gives a result
〈I5〉 = ∂3Z − 1
2
E2∂
2Z +
[(
k
12
+
1
36
)
E4 +
1
24
E22
]
∂Z − k
(
k
63
+
1
108
)
E6Z. (5.7)
12This expression is consistent with the one in [4], and we have checked explicitly that it leads to the correct
expression for I5, which commutes with I3. The factor of (2pi)
2 arises from our convention for the u coordinate,
which has period 1, contrary to the convention in [4], where it has period 2pi.
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Writing this in terms of modular covariant derivatives reproduces the result in (5.7).
Given an expression for the operator corresponding to I2m−1, it is easy to extend this
calculation to find an expression for 〈I2m−1〉. Since there is some confusion in the literature
as to the precise form of these operators, we have instead used the calculation backwards; for
small m, we can take a generic form for the operator with arbitrary coefficients and evaluate
the one-point function, and then fix the coefficients in the expression for the operator by
requiring agreement with the expressions in section 3.1. This calculation is described in
appendix D.
5.2 Higher-point functions
For higher-point functions, the calculation of the correlation functions of KdV charges from
the correlation functions of the stress tensors and their derivatives becomes more complicated.
There are two issues; the conformal normal ordering to obtain a correlation function of the
currents J2m from the expression for the stress tensors becomes more involved, and we need
to take zero modes of the expression for the current correlation function with respect to the
angular coordinates on the spatial circles to obtain the correlation functions of KdV charges.
The conformal normal ordering is relatively straightforward, while taking the zero modes is
more troublesome. These issues are described in detail in appendix G, we will just illustrate
the issues here.
Let us consider 〈I23 〉. Applying the recursion methods, we obtain a thermal four-point
function of the stress tensor,
F4 = ∂
4Z + C3∂
3Z + (C12k + C2)∂
2Z + (C11k + C1)∂Z + (C
1
0k + C0)kZ, (5.8)
where the coefficients are functions of the ratios
zj
zi
with i < j. These are now products of
Weierstrass functions, and the related functions gik defined in appendix A; for example,
C10 =
9
16pi8
[
P4
(
z2
z1
, q
)
P4
(
z4
z3
, q
)
+ P4
(
z3
z1
, q
)
P4
(
z4
z2
, q
)
+ P4
(
z4
z1
, q
)
P4
(
z3
z2
, q
)]
.
(5.9)
In each term, a given zi appears in the denominator in the argument of at most one Weierstrass
function.
To calculate 〈I23 〉 from this, we first need to conformal normal order the stress tensors in
pairs, by taking z4 → z3, z2 → z1. For the Weierstrass functions of z4z3 or z2z1 , we need to make a
Laurent expansion using the expression in terms of ℘m(u4−u3, τ) or ℘m(u2−u1, τ) in appendix
A . For the Weierstrass functions of other arguments, we need to make a Taylor expansion,
with coefficients which are functions of z3z1 . Subleading terms in the Taylor expansion may
contribute if they multiply the singular terms in the Laurent expansion of functions of z4z3 or
z2
z1
. The conformal normal ordering is described in more detail in appendix G.
This normal ordering will give us an expression for 〈(TT )(z3)(TT )(z1)〉, again as a sum
of ∂4Z . . . Z, with coefficients involving functions of z3z1 . To evaluate 〈I23 〉, we now want to
integrate over the spatial circle, that is, we want to integrate over the phase of z3 and z1,
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which picks out the zero mode in the Laurent expansion of these functions in terms of z3z1 .
For 〈I23 〉, the functions are products of Weierstrass functions, and we can show that this zero
mode can be rewritten in terms of derivatives of Eisenstein series, see appendix G. The result
reproduces (3.6). Similarly, for 〈I3I5〉, we can obtain a result which reproduces (3.7).
In evaluating 〈I25 〉, the most difficult term is the six-point function of the stress tensor.
Conformal normal ordering gives us a two-point function 〈(T (TT ))(z1)(T (TT ))(z4)〉. This is
a function of the ratio z4z1 , which will be a sum of ∂
6Z . . . Z. There are three arguments in the
original six-point function which become z1 in this expression, so terms can involve products
of up to three Weierstrass functions of z4z1 . The terms with products of two functions we can
deal with analytically, but for the terms with three functions, the zero mode in the Laurent
expansion involves a double sum, which we can’t analytically simplify in terms of Eisenstein
series.
Similarly, in 〈I33 〉, conformal normal ordering the six-point function of the stress tensor,
we obtain an expression for 〈(TT )(z1)(TT )(z3)(TT )(z5)〉. Now we need to take the zero modes
in the arguments z1, z3, z5. In any given term, there are at most two Weierstrass functions
where the denominator in the argument is z1, and at most two where the denominator in the
argument is z3, so we need to deal with products of up to four Weierstrass functions. For
the terms with up to three Weierstrass functions, the zero mode can be rewritten analytically
in terms of derivatives of Eisenstein series. But when we have a product of four, we again
encounter terms where the zero mode is a double sum. We have not found any explicit
conversion of these double sums into expressions in terms of Eisenstein series.
We are able to confirm that the results of the recursion relation agree with the previous
results, by expanding the double sums we encounter in a q expansion and checking order by
order that they agree with a specific combination of Eisenstein series. However, these issues
with the zero modes make it difficult to extend this recursion relation approach to obtain
higher order results in an algorithmic way.
6 KdV charges for minimal models
In this section, we demonstrate that for the minimal models (2n + 1, 2) for n ≥ 1, the KdV
charges Im with m divisible by 2n+1 vanish as operators. These non-unitary minimal models
have central charges
c = 1− 3(2(2n+ 1)
2
2n+ 3
(6.1)
and have n+ 1 Virasoro primary operators with conformal dimensions
hs = −(s− 1)(2n− s+ 2)
2(2n+ 3)
1 ≤ s ≤ n+ 1. (6.2)
We have already seen evidence for this vanishing in the results for the thermal expectation
values in the previous sections. The vanishing of I2n+1 in the minimal model (2n + 3, 2)
can be understood using a relation to the null states of the theory (following the work of
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[44, 45]), which we will describe first. We will then give a general argument using integrability
techniques from [4] that all the KdV charges with spin divisible by 2n + 1 indeed vanish in
the (2n+ 3, 2) model.
6.1 Relation to null states
This section reviews the discussions in [44, 45], which elucidate the relations between the
vanishing of KdV charges and the null states in the minimal models. We first review the
arguments in the case of Yang-Lee model in detail, and then summarize the basic arguments
for the general (2n + 3, 2) model. The detailed arguments can be found in [44, 45] and
references therein.
For the (5, 2) (i.e. Yang-Lee) theory, the vacuum has a level 4 null state, corresponding
to the operator
J˜4 ≡ (TT )− 3
10
T ′′. (6.3)
The KdV charge I3 is I3 =
∮
J4 with J4 = (TT ). Since the difference between J˜4 and J4 is a
total derivative, the KdV charge can also be written as a zero mode of J˜4,
I3 =
∮
J˜4. (6.4)
But J˜4 should be set identically to zero as an operator statement since it corresponds to a
null state. Hence I3 = 0 as an operator statement in the Yang-Lee model.
For the general (2n + 3, 2) theory, a similar argument can be constructed. The vacuum
has null states at level 1, 2n + 2 and 2n + 5. We will call the operators corresponding to
the null states at 2n + 2 and 2n + 5 J˜2n+2 and J˜2n+5 respectively. We would like to write
I2n+1 in terms of the zero mode of J˜2n+2, finding the difference between J2n+2 (whose zero
mode is I2n+1) and J˜2n+2 as above. However, the explicit expression for the current J2n+2 is
complicated, so we proceed instead by calculating the commutator of J˜2n+2 with I3. Roughly
speaking, one finds that [
∮
J˜2n+2, I3] ∼ L−3J˜2n+2. Realizing that J˜2n+2 itself has a null state
at level 3, which is precisely J˜2n+5 ∼ L−3J˜2n+2, we see that the RHS of this commutator
vanishes. Thus, the zero mode of J˜2n+2 will indeed commute with I3 in the minimal model,
so it can be identified with I2n+1. Hence I2n+1 = 0 in the (2n + 3, 2) minimal model. In
principle, it seems that this argument should be generalisable to show that all KdV charges
with spin divisible by 2n+ 1 vanishes, but we did not pursue this further.
6.2 Relation to integrability
We will now prove the general statement using the connection to integrability. There is a
long-standing connection between the study of CFT in terms of the KdV charges and minimal
models. In the work of Bazhanov-Lukyanov-Zamolodchikov (BLZ) [4], an approach to CFT
based on quantum versions of the monodromy matrices of KdV theory was introduced.13
13See [46] for a recent review lecture on the BLZ method.
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Although it is impossible to review the full details here, we will try to motivate the various
objects which play a role in our story, while referring the interested readers to the vast
literature of integrability for more details.14
A central object that we will need is the transfer matrix/operator Tj(λ). This arises
from the consideration of the Lax matrices, L and M . The Lax matrices are linear operators
acting on some auxiliary internal space V with some fixed but arbitrary dimension (not
necessarily related to the dimensions of phase space). In a classical system with finitely many
degrees of freedom (DOF), the entries of the Lax matrices are some functions of phase space
while the defining property of the Lax pair is that the equation of motion of the system is
equivalent to the Lax equation dL/dt = [M,L]. From this, one can show that all moments
of L, i.e. TrV L
k (with the trace being a matrix trace), are constants of motions and that
they commute among themselves.15 For a system with finitely many DOFs, we will only have
finitely many conserved charges, and so some of these moments are redundant. Therefore,
finding all eigenvalues of L provides all conserved charges. There are two generalizations of this
formalism. First of all, one has to extend this construction to the case of classical field theory,
i.e. infinitely many DOFs. To do so, in the case of finite DOFs, one constructs a generating
polynomial
∑
xkTrLk which captures all conserved charges. In the case of field theory, one
would need infinitely many conserved charges. So instead of a generating polynomial, it is
convenient to promote the generator of conserved charges to a generating function (of some
parameter called the spectral parameter λ). The Lax matrices L(λ) and M(λ), still satisfying
the Lax equation, now have entries which are functions of λ, and the moments of L(λ) provide
conserved charges. We then expand near λ→∞, and the coefficients in the series expansion
provide the (infinitely many) conserved charges. Finally, in a quantum field theory, we shall
promote the Lax matrix to a Lax “matrix-operator”. What we meant by that is that the Lax
“matrix-operator” L(λ) is first and foremost a matrix in the sense of linear operator acting on
internal space V , just as in the classical case. It is also a linear operator acting on the Hilbert
space. We shall, following the traditions in the field, simply call this the Lax operator. The
transfer matrix (or the quantum monodromy matrices) is then given by TrV L(λ), which still
remains a quantum operator. In a CFT2, we take V as the spin-j (where j is a positive half
integer) representation of SL(2, R). The transfer matrix is then defined as the trace of the
Lax operator, Tj(λ) ≡ TrjL(λ) and by definition T0(λ) = I [4, 33].
The non-trivial result of [4] is that the Tj(λ) are not all independent, but instead they
satisfy “fusion relations”:
Tj(q
1/2λ)Tj(q
−1/2λ) = 1 + Tj− 1
2
(λ)Tj+ 1
2
(λ) (6.5)
14We refer the readers to [46–50] and the references therein for a sampler of beginner’s guides to integrability.
15Actually, we meant that the moments are in involution among themselves, which means they Poisson
commute. This is not always guaranteed. However, the statement of involutions is equivalent to the existence
of a special matrix called the classical r-matrix, which satisfies the (classical) Yang-Baxter equation.
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where
q ≡ epiiβ2 , β ≡
√
1− c
24
−
√
25− c
24
, (6.6)
so Tj(λ) for j > 1/2 are determined in terms of T(λ) ≡ T 1
2
(λ). This basic operator also
acts as a generating function for the KdV charges, in the sense that there is an asymptotic
expansion as λ→ +∞
log T(λ) ≈ mλ1+ξ −
∞∑
k=1
CkI2k−1λ(1+ξ)(1−2k), (6.7)
with
m = 2
√
pi
Γ(12 − ξ2)
Γ(1− ξ2)
Γ
(
1
1 + ξ
)1+ξ
, (6.8)
Ck =
1 + ξ
k!
√
pi
(
ξ
1 + ξ
)k
Γ
(
1
1 + ξ
)(1+ξ)(1−2k) Γ((1 + ξ)(k − 12))
Γ(1 + (k − 12)ξ)
. (6.9)
For the (2n+ 3, 2) minimal models, there are further relations:
Tn+ 1
2
−j(λ) = Tj(λ) j = 0,
1
2
, 1,
3
2
, . . . , n. (6.10)
In particular, this implies that Tn+ 1
2
(λ) = I, and it leads to a truncation of the fusion relations
to finitely many relations. For the (2n+ 3, 2) minimal models, we have
β2 =
2
2n+ 3
, q = e
2pii
2n+3 , ξ =
2
2n+ 1
. (6.11)
As a notation, we shall denote tj(λ) as the eigenvalues of Tj(λ) in the Fock space of the free
field representation.
The fusion relations are
tj(q
1
2λ)tj(q
− 1
2λ) = 1 + tj+ 1
2
(λ)tj− 1
2
(λ)
t0(λ) = tn+ 1
2
(λ) = 1
tn+ 1
2
−j(λ) = tj(λ) , j = 0,
1
2
, 1,
3
2
, . . . , n. (6.12)
while the asymptotic expansion of t(λ) ≡ t 1
2
(λ) near λ→∞ is
log t ≈ mx−
∞∑
k=1
Ck
x2k−1
I2k−1 . (6.13)
where we have defined x ≡ λ 2n+32n+1 . We wish to show that the KdV charges I2k−1 vanish as
operators whenever 2k − 1 is divisible by 2n + 1. We shall prove this for n = 1 and n = 2
before proceeding to the case of general n.
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6.2.1 Example 1: Yang-Lee minimal model
For n = 1, the only transfer matrices are t0, t 1
2
, t1 and t 3
2
. The fusion relations then imply
t0 = t 3
2
= 1 while t1 = t 1
2
= t. The only remaining constraint is then
t(e
2pii
3 x)t(e−
2pii
3 x) = 1 + t(x) . (6.14)
Now it is useful to introduce
f(x) ≡ log t(x)−mx, (6.15)
such that the asymptotic expansion is
f(x) ≈ −
∞∑
k=1
Ck
x2k−1
I2k−1. (6.16)
In terms of f(x), the constraint is
f(e
pii
3 x) + f(e−
pii
3 x)− f(x) = log
[
1 +
1
t(x)
]
(6.17)
Expanding near x→∞, the LHS is
f(e
pii
3 x) + f(e−
pii
3 x)− f(x) ≈ −3
∞∑
k≥1,3|2k−1
Ck
x2k−1
I2k−1 (6.18)
where we need to sum over k such that 2k − 1 is divisible by 3. The RHS will vanish
exponentially since t ≈ emx−O(1/x). More explicitly, since the argument of the log is close to
unity, we can use the taylor expansion of log to write
log(1 + t−1) =
∞∑
n=1
(−1)n+1 1
n!
t−n ≈ e−mx. (6.19)
Thus we conclude that I2k−1 vanishes if 3 divides 2k − 1.
Note that in this example, we take x → ∞ along real x. However, from [33], we know
t could have zeroes when arg x = ±pi/3. The careful way to do the calculation is to factor
out the zeroes and apply the fusion relations and asymptotic expressions on the remaining
object. The readers are referred to [33] for a more careful discussion.
6.2.2 Example 2: (7, 2) model
For n = 2, the fusion relations are
t 1
2
(e
pii
5 x)t 1
2
(e−
pii
5 x) = 1 + t1(x)
t1(e
pii
5 x)t1(e
−pii
5 x) = 1 + t1(x)t 1
2
(x) . (6.20)
From [33], we also know the asymptotics of tj . We define
f(x) ≡ log t 1
2
(x)−mx f1(x) ≡ log t1 −mϕx (6.21)
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where ϕ = exp
(
ipi
5
)
+ exp
(−15(ipi)) = (1 +√5)/2 is the golden mean, so the relations become
f(e
pii
5 x) + f(e−
pii
5 x)− log
[
1 +
1
t1(x)
]
= f1(x)
f1(e
pii
5 x) + f1(e
−pii
5 x)− f1(x)− f(x) = log
[
1 +
1
t1(x)t 1
2
(x)
]
.
(6.22)
We eliminate f1 using the first equation, so the second equation becomes
f(e2
pii
5 x) + f(e−2
pii
5 x)− f(epii5 x)− f(e−pii5 x) + f(x)
= log
[
1 +
1
t1(x)t 1
2
(x)
]
− log
[
1 +
1
t1(x)
]
+ log
[
1 +
1
t1(e
−pii
5 x)
]
+ log
[
1 +
1
t1(e
pii
5 x)
]
.
(6.23)
Expanding near infinity, the LHS nicely becomes
f(e2
pii
5 x) + f(e−2
pii
5 x)− f(epii5 x)− f(e−pii5 x) + f(x)
≈ 5
∞∑
k≥1,5|2k−1
Ck
x2k−1
I2k−1 . (6.24)
The RHS can be expanded and is vanishing since t1(x) and t 1
2
(x) are exponentially vanishing.
Since
t1(x) ≈ emϕx (6.25)
even with the phases, for real x the real part of the exponent is given by Re[ϕe±ipi/5] =
1 + cos
(
2pi
5
)
> 0. Thus we conclude that I2k−1 vanishes if 5 divides 2k − 1.
6.2.3 General n
Generalizing to arbitrary n is now straightforward. Writing the fusion relations in terms of
the fj and eliminating all but f 1
2
= f , we have
− f(x) +
n∑
s=1
(−1)n+1 [f(Qsx) + f(Q−sx)] = ∑ log(. . .) (6.26)
where Q = eipi/(2n+1). Expanding at infinity, the LHS becomes
(−1)n(2n+ 1)
∑
k≥1,2n+1|2k−1
Ck
x2k−1
I2k−1 (6.27)
while the RHS will be exponentially suppressed. Thus one concludes that I2k−1 vanishes
when 2n+ 1 divides 2k − 1.
As noted in the n = 1 calculation, we take x → ∞ along real x for the asymptotic
expansion while the fusion relations require a wedge around the real axis. From [33], we
know that this fine up to the zeroes of t. The readers are referred to [33] for a more careful
discussion about how to factor out the zeroes of t and apply the arguments to the remainder.
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7 Application: statistics of KdV charges
We have shown that the correlation functions of the KdV charges in a particular Virasoro
module can be written as modular differential operators acting on the character. In this
section we discuss an application of this result. So far we have worked in canonical ensemble,
where we turn on a potential q = e−β conjugate to energy. However, for a Verma module (the
generic Virasoro representation with c > 1) the modular derivatives take a particularly simple
form. This allows us to extract results in the micro-canonical ensemble, and in particular
allows us to write exact formulas for the moments of the KdV charges as a function of level.
The statistics of I1 = L0 − k are trivial, since I1 has the definite value I1 = h + n − k at
level n. The statistical distribution of the higher KdV charges, however, is non-trivial. We
illustrate this below by computing the mean and the variance of I3 as a function of level.
The character of a generic Virasoro representation is
χh =
qh−k∏∞
n=1(1− qn)
. (7.1)
We can then compute
∂
1∏∞
n=1(1− qn)
=
1∏∞
n=1(1− qn)
∞∑
n=1
nqn
1− qn =
1∏∞
n=1(1− qn)
1
24
(1− E2), (7.2)
so
∂χh =
[
h− k + 1
24
− E2
24
]
χh =
[
h˜− E2
24
]
χh, (7.3)
where we have introduced the shifted level h˜ = h− k + 124 to simplify subsequent formulae.
For example, we have
〈I3〉h =
[
∂2 − E2
6
∂ +
k
60
E4
]
χh =
[
h˜2 − 1
4
h˜E2 +
E22
192
+
(
k
60
+
1
288
)
E4
]
χh. (7.4)
These results are for the generic character; we can obtain similar results for characters
with null states by taking differences. For example the vacuum character χvac = χh=0−χh=1,
so
∂χvac =
[
−k + 1
24
− E2
24
]
χvac − χ1 =
[
−k + 1
24
− E2
24
− q
1− q
]
χvac, (7.5)
which gives for example
〈I3〉vac =
[(
−k + 1
24
)2
− 1
4
(
−k + 1
24
)
E2 +
E22
192
+
(
k
60
+
1
288
)
E4 +
q
1− q
(
2k +
E2
4
− 13
12
)]
χvac.
(7.6)
If we were to study the KdV charges in a full CFT we would sum the above expressions
over all representations appearing in the theory. In this case it is generally more useful to
keep the expression for the KdV correlation function as a differential operator, as this does
– 25 –
not include any dependence on the conformal dimension h of the character, so the thermal
correlation function is given by the same differential operator acting on the partition function.
However, if our interest is in an individual character, the above replacement is a significant
simplification. It can be used to study the statistics of the KdV charges on the P (n) states at
level n in the Virasoro representation In section 3, we used knowledge of the value of the KdV
charges at low level to fix the form of the differential operator in the one-point functions. We
can also use this relation in the inverse sense: given the differential operator, we can act with
it on the character and expand the result in a q-expansion to obtain an expression for the
average value of the KdV charge at each level. This approach was already used implicitly in
section 3, where we used the differential operator form of the one-point functions to determine
the values of the KdV charges at level one, which was then used as input in the calculation
of two-point functions. But given (7.3), we can now proceed more systematically.
For example, expanding (7.4) in a q-expansion gives
〈I3〉n =
[
h˜2 + 6
(
n− 1
24
)
h˜+
(48k + 25)
5
(
n− 1
24
)2]
P (n)− 4
5
(6k + 5)
n∑
l=1
lσ1(l)P (n− l),
(7.7)
where P (n) is the number of partitions of n and the divisor functions σi(n) =
∑
d|n d
i appear
because they are the expansion coefficients of the Eisenstein series expansions: E2 = 1 −
24
∑∞
n=1 σ1(n)q
n and E4 = 1 + 240
∑∞
n=1 σ3(n)q
n. In writing this expression we have used
some properties of the divisor functions.
This expression gives the sum of I3 over all the states at level n, that is the trace of the
matrix elements between states in this level. To compute the average value I3(n) of the KdV
charge at level n we must divide by the number of states, to get:
I3(n) ≡ 〈I3〉n
P (n)
=
[
h˜2 + 6
(
n− 1
24
)
h˜+
(48k + 25)
5
(
n− 1
24
)2]
−4
5
(6k+5)
n∑
l=1
lσ1(l)
P (n− l)
P (n)
.
(7.8)
Applying similar analysis to the other one-point functions gives explicit expressions for
the average value of the KdV charges on the states at a given level in the Virasoro represen-
tation. Similarly studying the correlation functions will give higher moments and correlations
in the distribution of KdV charges on the descendant states at a given level; this is interesting
information characterizing the action of the KdV charges within a given Virasoro represen-
tation.
For example,
〈I23 〉h =
[
h˜4 − 1
2
h˜3E2 − 5
96
h˜2E22 +
24k + 95
720
h˜2E4 +
25
1152
h˜E32 −
(7 + 24k)
360
h˜E6 +
168k − 19
2880
h˜E2E4
− 5
12288
E42 −
19 + 120k
46080
E22E4 +
(19536k(12k + 5) + 12425)
14515200
E24 +
(7− 24k(120k + 29))
181440
E2E6
]
χh,
(7.9)
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which gives, after some manipulation,
〈I23 〉n =
[
h˜2 + 6
(
n− 1
24
)
h˜+
(48k + 25)
5
(
n− 1
24
)2]2
P (n) +
n∑
l=1
{
− 8
5
h˜2(6k + 5)lσ1
− h˜
[
2(6k − 7)lσ3(l) + 12
5
(18k + 25)l2σ1(l)
]
+
(
52
5
k2 +
197
60
k +
329
360
)
lσ5(l)
−
(
216
5
k2 +
99
2
k +
333
20
)
l2σ3(l)−
(
144
5
k2 + 30k + 5
)
l3σ1(l)
}
P (n− l).
(7.10)
This allows us to compute the variance ∆I3(n) of the KdV charge as a function of level:(
∆I3(n)
)2 ≡ 〈I23 〉n
P (n)
− 〈I3〉
2
n
P (n)2
=
n∑
l=1
{
h˜
[
−2(6k − 7)lσ3(l)− 12
5
(18k + 25)l2σ1(l) +
48
5
(6k + 5)
(
n− 1
24
)
lσ1(l)
]
+
(
52
5
k2 +
197
60
k +
329
360
)
lσ5(l)−
(
216
5
k2 +
99
2
k +
333
20
)
l2σ3(l)−
(
144
5
k2 + 30k + 5
)
l3σ1(l)
+
8
25
(6k + 5)(48k + 25)
(
n− 1
24
)2
lσ1(l)
}
P (n− l)
P (n)
− 16
25
(6k + 5)2
(
n∑
l=1
lσ1(l)
P (n− l)
P (n)
)2
.
(7.11)
Again, identities of the divisor function have lead to significant cancellations.
We will just make a two brief comments about the interpretation of these results. The first
is that the mean value of I3(n) increases quadratically in both h and n when either of these
are taken to be large. This is not a surprise, since I3 is quadratic in the stress tensor. Then
second (and less obvious) statement is that the normalized variance ∆I3(n)/I3(n) vanishes
at large n. This means that as we increase the level, the distribution of KdV charges becomes
very sharply peaked around its average value I3(n). This is illustrated in Figure 1 for typical
values of h and k. We will study the statistics of KdV charges at high level in more detail in
[1].
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Figure 1: The mean value I3(n) and the normalized variance ∆I3(n)/I3(n) of the KdV
charge I3 as a function of level n. These data are plotted for the Verma module with dimension
h = 1 and central charge c = 6.
A Eisenstein series & Weierstrass functions
In our discussion we use the Eisenstein series E2k(τ), whose expansion is
E2k(τ) = 1 +
2
ζ(1− 2k)
∞∑
n=1
n2k−1qn
1− qn . (A.1)
It is useful to record the formula
∂E2k(τ) =
2
ζ(1− 2k)
∞∑
n=1
n2kqn
(1− qn)2 . (A.2)
We also recall the Ramanujan identities
∂E2 =
1
12
(E22 − E4), ∂E4 =
1
3
(E2E4 − E6), ∂E6 = 1
2
(E2E6 − E24). (A.3)
The Eisenstein series E2k(τ) for k ≥ 2 are modular forms of weight 2k. Products of E4 and
E6 provide a basis for the space of modular forms, so all the higher Eisenstein series can be
written as polynomials in E4, E6. E2 is a quasimodular form, transforming as
E2(−τ−1) = τ2E2(τ)− 6i
pi
τ (A.4)
under the modular S transformation.
In the recursion relations, we use the Weierstrass functions defined in [39],
Pk(x, q) = (2pii)
k
(k − 1)!
∑
n 6=0
nk−1xn
(1− qn) , (A.5)
defined for k ≥ 1, which converge for |q| < |x| < 1. For compactness, we often omit the q
argument in Pk. Derivatives with respect to x can be simplified using the relation
x∂xPk(x, q) = k
2pii
Pk+1(x, q). (A.6)
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If one takes the argument x = qz = e
2piiz, this becomes simply
∂zPk(e2piiz, q) = kPk+1(e2piiz, q). (A.7)
In the recursion of [40], we also encounter functions
gik(x, q) =
(2pii)k+i
(k − 1)!
∑
n6=0
nk−i−1xn∂i
1
(1− qn) , (A.8)
defined for k ≥ 1, where we use the notation ∂ = q∂q. For k > i, these can be rewritten as q
derivatives of the Pk,
gik(x, q) = (2pii)
2i (k − i− 1)!
(k − 1)! ∂
iPk−i(x, q). (A.9)
The Pk(x, q) are related to the familiar Weierstrass functions ℘(z, τ) by [39]
P1(qz, q) = −℘1(z, τ) +G2(τ)z − ipi, (A.10)
where qz = e
2piiz, q = e2piiτ , and G2(τ) is an Eisenstein series, see below. Using the relation
(A.7) and the similar relation ∂z℘k(z, τ) = −k℘k+1(z, τ), this determines the relation for all
higher k,
P2(qz, q) = ℘2(z, τ) +G2(τ), (A.11)
Pk(qz, q) = (−1)k℘k(z, τ). (A.12)
Note that the arguments of Pk are exponentials of the arguments of ℘k. To evaluate the
behaviour of Pk(x, q) near x = 1, we will need the Laurent expansion of ℘k(z, τ) for small z,
℘k(z, τ) =
1
zk
+ (−1)k
∞∑
n=1
(
2n+ 1
k − 1
)
G2n+2(τ)z
2n+2−k. (A.13)
Note that the combinatorial factor in the sum vanishes for 2n+2−k < 0, so the only singular
term in the expansion is the explicit 1
zk
. The G2k(τ) are Eisenstein series, but with a different
normalization, G2k(τ) = 2ζ(2k)E2k(τ).
B Hypergeometric form of differential operators
The differential operators appearing in the thermal expectation values may appear exotic,
but – at least for the one point functions 〈I2m−1〉 – they can be put in a more familiar
hypergeometric form by a change of variables.
The essential point is the following. In the above parameterization, we have represented
the KdV charges as derivatives with respect to q = e2piiτ where τ is the standard modular
parameter of the torus defined by the identifications z ∼ z + 1 ∼ z + τ . However, we can
alternatively parameterize a torus as an algebraic curve, as the set of solutions to the equation
y2 =
w(w − 1)
w − λ (B.1)
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Here we view the torus as a double cover of the Riemann sphere C∗ parameterized by the w
coordinate, with branch points at w = 0, λ, 1 and ∞. The two sheets of the cover are the two
roots of equation (B.1). Indeed, any two-fold cover of C∗ which is branched over four points
can put in this form, with λ being equal to the cross-ration of the four points. The parameter
λ now sweeps out the torus moduli space, and is related to the usual torus modular parameter
by
λ(τ) =
(
θ2(τ)
θ3(τ)
)4
(B.2)
This is the usual modular lambda function.
The important point is that the modular SL(2,Z) symmetries of the torus now act on λ
in a very simple way, as the anharmonic transformations generated by
λ→ 1− λ & λ→ 1/λ . (B.3)
This means that, when written in terms of the parameter λ, all of the modular properties of
our differential operators will be replaced by transformation properties with respect to (B.3).
It is straightforward to write all of the ingredients of our differential operators in terms
of λ, suing
q∂q =
θ43
2
(1− λ)λ∂λ (B.4)
E2 = θ
4
3 (1− 2λ) + 24
θ43
2
(1− λ)λ
(
∂λθ3
θ3
)
(B.5)
E4 = θ
8
3 (1− λ(1− λ)) (B.6)
E6 =
θ123
2
(2λ− 1) (λ+ 1) (λ− 2) . (B.7)
When we compute the expectation value of a single power of a KdV charge all of the factors
of
(
∂λθ3
θ3
)
will cancel among each other; this is a consequence of the fact that 〈I2m−1〉 is a
modular form. For example,
〈I1〉 = θ
4
3
2
[
(1− λ)λ ∂λ
]
Z
〈I3〉 = θ
8
3
4
[
(1− λ)2λ2∂2λ −
2
3
λ(1− λ)(2λ− 1)∂λ + k
15
(1− λ(1− λ))
]
Z
〈I5〉 = θ
12
3
8
[
(1− λ)3λ3∂3λ − 2λ2(1− λ)2(2λ− 1)∂2λ
+
1
18
λ(1− λ)[(6k + 1)(1− λ(1− λ))− 40λ(1− λ) + 4]∂λ − k(12k + 7)
189
(λ− 2)(λ+ 1)(2λ− 1)
]
Z
(B.8)
It is then a straightforward exercise to put these in the standard form of a hypergeometric
differential equation with regular singular points at λ = 0, 1,∞. For example, in terms of the
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variable Z˜ = (λ(1− λ))
(
1+
√
1− 12k
5
)
/6
Z the differential operator for 〈I3〉 is the usual second
order hypergeometric differential operator with parameters
a =
1
2
+
√
1− 12k5
6
, b =
1
2
+
√
1− 12k5
2
, c = 1 +
√
1− 12k5
3
. (B.9)
For quasi-modular forms like 〈I23 〉 the results are rather more complicated, and cannot
be written as hypergeometric differential operators. For example,
〈I23 〉 =
θ163
16
{[
(λ− 1)4λ4∂4λ +
16
3
(λ− 1)3(2λ− 1)λ3∂3λ
+
2
45
(λ− 1)2λ2 [3k((λ− 1)λ+ 1) + 565(λ− 1)λ+ 115] ∂2λ
+
1
90
(λ− 1)(2λ− 1)λ [k(80(λ− 1)λ+ 8) + 491(λ− 1)λ+ 40] ∂λ
+
k
[
250λ
(
2(λ− 2)λ2 + λ+ 1)+ k((λ− 1)λ(1207(λ− 1)λ− 586) + 7)]
1575
]
+
(
∂λθ3
θ3
)[
16(λ− 1)4λ4∂3λ + 32(λ− 1)3(2λ− 1)λ3∂2λ
+
4(λ− 1)2λ2
15
[24k((λ− 1)λ+ 1) + 137(λ− 1)λ+ 17] ∂λ
+
8
63
k(12k + 5)(λ− 2)(λ− 1)(λ+ 1)(2λ− 1)λ
]}
Z .
(B.10)
C Thermal expectation values in q expansion
Here we give the full results on the determination of the differential operators using the data
from the q-expansion.
C.1 One-point functions
We can write
〈I2m−1〉h = qh−k[IL=02m−1(h, k) + IL=12m−1(h, k)q + . . .], (C.1)
where IL=02m−1 is the value of the KdV charge on the primary, and IL=12m−1 is its value on the unique
state at level one. Knowledge of IL=02m−1 will fix one coefficient at each order in derivatives in
the differential operator determining the one-point function. The values of KdV charges on
primary states were tabulated up to I15 in appendix B of [33]. Using that data allows us to
fix
〈I3〉h = [D2 + k
60
E4]χh, (C.2)
〈I5〉h = [D3 + (6k + 1)
72
E4D − k(12k + 7)
756
E6]χh, (C.3)
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〈I7〉h = [D4 + (21k + 8)
90
E4D
2 − (288k
2 + 288k + 37)
3240
E6D +
k(576k2 + 618k + 175)
21600
E24 ]χh,
(C.4)
〈I9〉h = [D5 + (18k + 11)
36
E4D
3 − (48k
2 + 68k + 17)
168
E6D
2
+
(15552k3 + 26082k2 + 12843k + 1375)
90720
E24D
− k(3456k
3 + 5580k2 + 2835k + 539)
49896
E4E6]χh. (C.5)
For higher m, this calculation leaves undetermined coefficients in 〈I2m−1〉, as there are
now combinations which vanish at leading order in q. We can obtain some further results by
using the fact that for the ground state, h = 0, there is no state at level 1, χ0 = q
−k(1+q2+. . .),
so for h = 0 we must have IL=12m−1 = 0. This provides one extra constraint on the parameters,
and allows us to determine
〈I11〉h = [D6 + (33k + 28)
36
E4D
4 − (1056k
2 + 1936k + 707)
1512
E6D
3
+
11(1728k3 + 3942k2 + 2749k + 525)
30240
E24D
2
− (46080k
4 + 107232k3 + 85392k2 + 28343k + 2625)
90720
E4E6D
+
k(11612160k4 + 25707456k3 + 19201338k2 + 6404625k + 925925)
70761600
E34
+
k(345600k4 + 763632k3 + 571116k2 + 192409k + 28028)
3714984
E26 ]χh (C.6)
and
〈I13〉h = [D7 + 7(78k + 85)
360
E4D
5 − (936k
2 + 2106k + 1003)
648
E6D
4
+
(7488k3 + 21606k2 + 19461k + 5198)
4320
E24D
3
− (5391360k
4 + 16387488k3 + 17595864k2 + 8127678k + 1257419)
2566080
E4E6D
2
+
(23224320k5 + 69987456k4 + 76420116k3 + 39962904k2 + 10119985k + 829735)
17107200
E34D
+
(20736000k5 + 61871040k4 + 66871152k3 + 34825248k2 + 8822779k + 722939)
26943840
E26D
− k(6635520k
5 + 18959616k4 + 19130472k3 + 9228102k2 + 2329777k + 275275)
5132160
E24E6]χh
(C.7)
To go further, we would need more data, for example, from evaluating IL=12m−1 at general h.
One can check that the values in minimal models vanish as advertised:
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• In the Yang-Lee (5, 2) minimal model, k = −1160 , and there are two primaries: the
vacuum with h = 0 and a scalar of weight h = −15 . The vacuum representation has a
null vector at level 4. In [35], this null state was shown to imply a differential equation
for the characters of this theory,
[D2 − 11
3600
E4]χ0,− 1
5
= 0. (C.8)
This is precisely our differential operator 〈I3〉 for k = −1160 , so we see 〈I3〉h = 0 in the
Yang-Lee model. One can also verify that 〈I9〉h = 0; this is most explicitly seen by
using the replacement D2χh = 〈I3〉h − k60E4χh to rewrite
〈I9〉h = D3〈I3〉h + (87k + 55)
180
E4D〈I3〉h − (240k
2 + 326k + 85)
840
E6〈I3〉h
+ (11 + 60k)
[
(48k + 25)(27k + 25)
453600
E24D − k
(120k + 101)(48k + 25)
4989600
E4E6
]
χh. (C.9)
• The (7, 2) minimal model has k = −1742 . The differential operator in (3.3) for this value
of k reduces to the differential operator which annihilates the characters of the (7, 2)
minimal model [41].
• Similarly (C.4) reduces to the operator which annihilates the characters of the (9, 2)
minimal model for k = −2336 , (C.9) reduces to the operator which annihilates the charac-
ters of the (11, 2) minimal model for k = −2933 , and (C.6) reduces to the operator which
annihilates the characters of the (13, 2) minimal model for k = −175156 .
C.2 Two-point functions
As discussed in section 3, the differential operators for two-point functions are determined by
writing
〈I2m−1I2n−1〉h = qh−k[IL=02m−1IL=02n−1 + qIL=12m−1IL=12n−1 + q2
2∑
i=1
Ii,L=22m−1I
i,L=2
2n−1 + . . .], (C.10)
and using the known values of the KdV charges on the primaries, and the values of the KdV
charges on the level 1 states, which can be obtained from the differential operators for the
one-point functions we worked out in the previous subsection, to constrain the form of the
differential operator for the products.
This determines
〈I23 〉 =
[
D4 +
1
90
(3k + 5)E4D
2 − 72k + 11
1080
E6D +
k(1221k + 500)
75600
E24
]
Z
+E2
[
2
3
D3 +
1
1080
(72k + 11)E4D − 1
756
k(12k + 5)E6
]
Z , (C.11)
– 33 –
and
〈I3I5〉 = D5Z +
(
k
10
+
13
72
)
E4D
3Z
−
(
k2
63
+
7k
27
+
19
216
)
E6D
2Z +
(
647k2
5040
+
3047k
30240
+
55
4536
)
E24DZ
−
(
169k3
3780
+
29k2
810
+
37k
4320
)
E4E6Z
+E2
[
D4Z +
(
5k
18
+
5
54
)
E4D
2Z −
(
8k2
63
+
19k
189
+
55
4536
)
E6DZ
+
(
2k3
45
+
77k2
2160
+
37k
4320
)
E24Z
]
. (C.12)
It is useful to rewrite these expressions in terms of derivatives of 〈I3〉, using the replace-
ment D2Z = 〈I3〉 − k60E4Z. This simplifies the form of the coefficients somewhat, and makes
explicit the vanishing for the Yang-Lee model. We have
〈I23 〉 =
[
D2〈I3〉+
(
k
60
+
1
18
)
E4〈I3〉 − 60k + 11
1080
E6DZ +
k(60k + 11)
3780
E24Z
]
+E2
[
2
3
D〈I3〉+ (60k + 11)
1080
E4DZ − k(60k + 11)
3780
E6Z
]
. (C.13)
We see that this is a combination of modular derivatives of 〈I3〉 and terms which vanish when
k = −1160 . Thus, this is zero in the Yang-Lee model. Similarly we can write
〈I3I5〉 = D3〈I3〉+
(
k
12
+
13
72
)
E4D〈I3〉 (C.14)
−
(
k2
63
+
131k
540
+
19
216
)
E6〈I3〉+ (25 + 48k)(11 + 60k)
22680
E24DZ −
k(25 + 48k)(11 + 60k)
64800
E4E6Z
+E2
[
D2〈I3〉+
(
47k
180
+
5
54
)
E4〈I3〉 − (25 + 48k)(11 + 60k)
22680
E6DZ +
k(25 + 48k)(11 + 60k)
64800
E24Z
]
.
We would also expect 〈I3I5〉 to vanish for the (7, 2) minimal model, which can be made
explicit by rewriting it in terms of derivatives of 〈I5〉,
〈I3I5〉 = D2〈I5〉+
(
k
60
+
1
6
)
E4〈I5〉 (C.15)
−(17 + 42k)
216
E6D
2Z +
(1 + 6k)(17 + 42k)
2268
E24DZ −
k(7 + 32k)(17 + 42k)
30240
E4E6Z
+E2
[
D〈I5〉+ (17 + 42k)
216
E4D
2Z − (1 + 6k)(17 + 42k)
2268
E6DZ +
k(7 + 32k)(17 + 42k)
30240
E24Z
]
.
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For 〈I25 〉, we have
〈I25 〉 = D6Z +
(
k
6
+
19
36
)
E4D
4Z (C.16)
−
(
2k2
63
+
23k
27
+
31
72
)
E6D
3Z +
(
647k2
1008
+
709k
1008
+
821
5184
)
E24D
2Z
−
(
169k3
378
+
425k2
756
+
919k
3888
+
31
1296
)
E4E6DZ
+
[
E34
(
4k4
33
+
1187k3
8316
+
3005k2
49896
+
871k
85536
)
+ E26
(
3539k4
43659
+
3539k3
37422
+
2593k2
64152
+
49k
7128
)]
Z
+E2
[
3
2
D5Z +
(
11k
12
+
17
36
)
E4D
3Z −
(
40k2
63
+
265k
378
+
205
1296
)
E6D
2Z
+
(
4k3
9
+
485k2
864
+
613k
2592
+
745
31104
)
E24DZ −
(
20k4
99
+
73k3
308
+
1115k2
11088
+
1459k
85536
)
E4E6Z
]
.
We can also write it in terms of derivatives of 〈I5〉:
〈I25 〉 = D3〈I5〉+
(
k
12
+
37
72
)
E4D〈I5〉 (C.17)
−
(
k2
63
+
41k
54
+
5
12
)
E6〈I5〉+ 11(7 + 12k)(17 + 42k)
9072
E24D
2Z
−(91 + 756k + 1152k
2)(17 + 42k)
108864
E4E6DZ
+k(17 + 42k)
[
147 + 884k + 1152k2
399168
E34 +
35 + 354k + 576k2
299376
E26
]
Z
+E2
[
3
2
D2〈I5〉+
(
19k
24
+
65
144
)
E4〈I5〉 − 11(7 + 12k)(17 + 42k)
9072
E6D
2Z
+
(91 + 756k + 1152k2)(17 + 42k)
108864
E24DZ −
k(17 + 42k)(581 + 4068k + 5760k2)
1197504
E4E6Z
]
.
Thus, we see that it vanishes for the (7, 2) minimal model.
We have also obtained the differential operator for 〈I3I7〉 by these methods:
〈I3I7〉 = D2〈I7〉+ k + 20
60
E4〈I7〉 − 7(36k + 23)
540
E6D
3Z +
(36k + 23)(3k + 1)
270
E24D
2Z
− (36k + 23)(1728k
2 + 990k + 115)
194400
E4E6DZ
+
k(36k + 23)(960k2 + 434k + 55)
356400
E34Z +
k(36k + 23)(5760k2 + 3132k + 605)
3207600
E26Z
+ E2[
4
3
D〈I7〉+ 7(36k + 23)
540
E4D
3Z − (36k + 23)(3k + 1)
270
E6D
2Z
+
(36k + 23)(1728k2 + 990k + 115)
194400
E24DZ −
k(36k + 23)(7200k2 + 3519k + 550)
1603800
E4E6Z].
(C.18)
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We have written this in a form which makes it explicit that it vanishes on the (9, 2) minimal
model; it also vanishes on the Yang-Lee model.
C.3 Three-point functions
In section 3, we obtained
〈I33 〉 = D6Z +
(
k
20
+
1
18
)
E4D
4Z (C.19)
−
(
k
5
+
233
1080
)
E6D
3Z +
(
407k2
8400
+
229k
840
+
115
1296
)
E24D
2Z
−
(
17k2
100
+
2411k
21600
+
11
864
)
E4E6DZ
+
[
E34
(
19069k3
504000
+
71k2
3024
+
25k
5184
)
+ E26
(
4k3
135
+
103k2
5400
+
67k
16200
)]
Z
+E2
[
2D5 +
(
7k
30
+
131
360
)
E4D
3 −
(
k2
21
+
739k
1260
+
49
270
)
E6D
2
+
(
101k2
300
+
4811k
21600
+
11
432
)
E24D −
(
169k3
1260
+
6409k2
75600
+
43k
2400
)
E4E6
]
Z
+E22
[
D4 +
(
19k
60
+
23
240
)
E4D
2 −
(
k2
6
+
k
9
+
11
864
)
E6D +
(
k3
15
+
19k2
450
+
43k
4800
)
E24
]
Z .
This expression also vanishes on the Yang-Lee model, which can be made manifest by
rewriting the expression in terms of modular covariant derivatives acting on 〈I3〉,
〈I33 〉 = D4〈I3〉+
(
k
30
+
1
18
)
E4D
2〈I3〉 −
(
8k
45
+
233
1080
)
E6D〈I3〉+
(
1207k2
25200
+
241k
945
+
115
1296
)
E24〈I3〉
−(5 + 12k)(11 + 60k)
4320
E4E6DZ +
[
k(1 + 3k)(11 + 60k)
4860
E34 +
k(41 + 96k)(11 + 60k)
194400
E26
]
Z
+E2
[
2D3〈I3〉+
(
k
5
+
131
360
)
E4D〈I3〉 −
(
k2
21
+
697k
1260
+
49
270
)
E6〈I3〉
+
(5 + 12k)(11 + 60k)
2160
E24DZ −
k(3 + 8k)(11 + 60k)
3600
E4E6Z
]
(C.20)
+E22
[
D2〈I3〉+
(
3k
10
+
23
240
)
E4〈I3〉 − (5 + 12k)(11 + 60k)
4320
E6DZ +
k(3 + 8k)(11 + 60k)
7200
E24Z
]
.
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We can similarly obtain
〈I23I5〉 = D4〈I5〉+
3k + 20
90
E4D
2〈I5〉−492k + 721
1080
E6D〈I5〉+108126k
2 + 420120k + 215575
453600
E24〈I5〉
− (17 + 42k)96k
2 + 903k + 490
45360
E4E6D
2Z + (17 + 42k)
7632k2 + 4092k + 445
816480
E34DZ
+(17+42k)
1776k2 + 1084k + 133
233280
E26DZ−k(17+42k)
3007296k2 + 1667346k + 219625
342921600
E24E6Z
+ E2[
8
3
D3〈I5〉+ 528k + 1261
1080
E4D〈I5〉 − 5400k
2 + 45366k + 22873
22680
E6〈I5〉
+ (17 + 42k)
576k2 + 11358k + 5855
272160
E24D
2Z − (17 + 42k)7026k
2 + 3935k + 449
204120
E4E6DZ
+ k(17 + 42k)
86688k2 + 51363k + 7775
8164800
E34Z + k(17 + 42k)
11952k2 + 5940k + 553
1714608
E26Z]
+ E22 [
11
6
D2〈I5〉+ 11(1272k + 661)
12960
E4〈I5〉 − (17 + 42k)11(108k + 53)
54432
E6D
2Z
+(17+42k)
11(2592k2 + 1428k + 161)
1632960
E24DZ−k(17+42k)
17280k2 + 9588k + 1243
1959552
E4E6Z].
(C.21)
This has been written in a form that makes it explicit that it vanishes on the (7, 2) minimal
model; it can also be shown to vanish on the Yang-Lee model.
C.4 Further constraints from particular representations
We can make some further progress by considering the action of the differential operator
on the characters in particular minimal models, where the number of states at low levels
is reduced. For example, we can apply the differential operators for 〈I3〉, 〈I23 〉 and 〈I33 〉 to
any Virasoro character, which fixes completely the eigenvalues of I3 of this representation
at any level with 3 or fewer states. We can then take the general expression for 〈I43 〉 as a
quasi-modular differential operator and consider its action on the same characters, and use
this to constrain the unknown coefficients in the differential operator. We start by using the
action on the general Verma module character up to level 3, as well as the vacuum character
up to level 5 and the character with h at the value (3.8) (for which the representation has
a null state at level 2) up to level 4. This still leaves several unfixed numerical coefficients,
which can be determined by computing the action on the characters of the Ising, Tri-critical
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Ising, Potts and Tri-critical Potts model. The result is:
〈I43 〉 = D8Z +
(
k
15
− 1
9
)
E4D
6Z
−
(
2k
5
+
131
180
)
E6D
5Z +
(
407k2
4200
+
986k
945
+
137
162
)
E24D
4Z
−
(
17k2
25
+
23633k
16200
+
625
972
)
E4E6D
3Z
+
[
E34
(
19069k3
126000
+
59167k2
75600
+
9445k
13608
+
95
648
)
+ E26
(
16k3
135
+
1021k2
1350
+
5177k
8100
+
151883
1166400
)]
D2Z
−
(
28369k3
21000
+
5896477k2
4536000
+
24529k
54432
+
9823
233280
)
E24E6DZ
+
[
E44
(
k(9k(3k(63408283k + 52729000) + 52227500) + 67865000)
5715360000
)
+ E26E4
(
k(k(3k(36160k + 30403) + 30142) + 4375)
243000
)]
Z
+ E2
[
4D7 +
(
8k
15
+
19
20
)
E4D
5 −
(
2k2
21
+
1621k
630
+
83
30
)
E6D
4
+
(
8891k2
6300
+
58039k
12600
+
1297
648
)
E24D
3 −
(
169k3
315
+
87527k2
18900
+
458393k
113400
+
53627
64800
)
E4E6D
2
+
[
E34
(
47269k3
21000
+
9962077k2
4536000
+
6478k
8505
+
11077
155520
)
+ E26
(
562k3
315
+
96091k2
56700
+
401207k
680400
+
8041
145800
)]
D
−
(
k(k(9k(11815180k + 9895317) + 29439989) + 4269125)
47628000
)
E24E6
]
Z
+ E22
[
16
3
D6 +
(
8k
5
+
1309
540
)
E4D
4 −
(
46k2
63
+
4687k
945
+
2299
1080
)
E6D
3
+
(
4k3
15
+
4183k2
900
+
2203k
540
+
320401
388800
)
E24D
2 −
(
2531k3
630
+
220117k2
56700
+
1838113k
1360800
+
73733
583200
)
E4E6D
+ E34
(
301k4
225
+
841k3
750
+
238787k2
648000
+
23k
432
)
+ E26
(
1177k4
1323
+
14786k3
19845
+
237089k2
952560
+
283k
7776
)]
Z
+ E32
[
22
9
D5 +
(
82k
45
+
1291
1620
)
E4D
3 −
(
14k2
9
+
37k
27
+
59
216
)
E6D
2
+
(
4k3
3
+
581k2
450
+
7291k
16200
+
98351
2332800
)
E24D −
(
20k4
27
+
503k3
810
+
37k2
180
+
697k
23328
)
E4E6
]
Z .
D Recovering operators from one-point functions
The KdV charges are the zero-mode of local operators constructed from the stress tensors
and their derivatives. For I2m−1, the operator J2m is weight 2m, and has a component with
m stress tensors. The components with fewer stress tensors are determined by requiring that
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I2m−1 commutes with the lower order KdV charges.16 This is an involved calculation, and
there is a relative lack of explicit expressions in the literature, so we have taken expressions
for the operators with arbitrary coefficients and performed a recursion calculation to obtain
their one-point functions, and then compared to the expressions we obtained in section 3.1 to
fix the coefficients. This confirms the form J6 = (T (TT )) + (2k+
1
6)(2pi)
2(T ′T ′), and gives us
J8 = (T (T (TT ))) +
24k + 2
3
(2pi)2(T (T ′T ′)) +
192k2 − 68k − 7
60
(2pi)4(T ′′T ′′), (D.1)
J10 = (T (T (T (TT )))) +
60k + 5
3
(2pi)2(T (T (T ′T ′)))
+
192k2 − 308k − 27
12
(2pi)4(T (T ′′T ′′)) +
11520k3 − 37968k2 + 15272k + 1543
2520
(2pi)6(T ′′′T ′′′),
(D.2)
J12 = (T (T (T (T (TT )))))+
120k + 10
3
(2pi)2(T (T (T (T ′T ′))))+
192k2 − 548k − 47
4
(2pi)4(T (T (T ′′T ′′)))
+
51840k3 − 175104k2 + 343755k + 29971
2079
(2pi)4(T ′(T ′(T ′T ′)))−20400k
2 + 1793k + 34
630
(2pi)6(T (T ′′′T ′′′))
− 691200k
4 − 1166400k3 − 2190600k2 + 7248292k + 618371
27720
(2pi)6(T ′′(T ′′T ′′))
− 392601600k
4 − 1331343360k3 + 1188784320k2 − 348831368k − 38627459
34927200
(2pi)8(T ′′′′T ′′′′).
(D.3)
Note that these operators are only defined up to the addition of total derivative terms, as it
is really the zero modes I2m−1 that we are interested in.
For J8 and J10, these are useful cross-checks on the calculation, as there are fewer free
parameters in the expression for the operator than in our expression for 〈I7〉h and 〈I9〉h. In
J12, we are starting to get different independent operators at the same derivative order, so
the expression has the same number of free parameters as 〈I11〉h. For J14, there are too many
independent operators for us to fix all the coefficients uniquely using the expression for 〈I13〉h.
E Brute-Force calculation of thermal expectation values
In this appendix we describe some further calculations using the straightforward cycling of
the Virasoro operators around the trace.
16The form of the operator is ambiguous, as we can add any total derivative to the operator without changing
the zero mode. In the calculation below we make a convenient arbitrary choice of basis for the independent
operators with each number of derivatives.
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E.1 I3 with a primary
We consider the thermal expectation value of a primary field V =
∑
m e
2piimuvm of dimension
h, where u is the coordinate on the cylinder, with an insertion of the KdV charge I3,
〈I3V 〉 = 2
∑
n≥1〈L−nLnV 〉+ 〈I21V 〉 − 16〈I1V 〉+ k60〈V 〉
= 2
∑
n≥1〈L−nLnV 〉+
[
∂2 − 16∂ + k60
] 〈V 〉 (E.1)
We can calculate the first term by moving L’s around the trace,
〈L−nLnV 〉 = q
n
1− qn
(
〈[Ln, L−n]V 〉+ 1
1− qn
[
Ln, [V,L−n]
])
=
2nqn
1− qn 〈I1V 〉+ 2k
n3qn
1− qn 〈V 〉+
qn
(1− qn)2 〈
[
Ln, [V,L−n]
]〉 (E.2)
To calculate the last term in (E.2) we expand V in modes and use the commutation relation[
Lm, vn
]
= ((h− 1)m− n) vm+n. (E.3)
This gives us
qn
(1− qn)2 〈
[
Ln, [V,L−n]
]〉 = h(h− 1) n2qn
(1− qn)2 〈V 〉+
qn
(1− qn)2 〈
∑
m
e2piimum(n−m)vm〉 (E.4)
= h(h− 1) n
2qn
(1− qn)2 〈V 〉+
nqn
(1− qn)2 (−i)(2pi)
−1∂u〈V 〉+ q
n
(1− qn)2 (2pi)
−2∂2u〈V 〉.
By translation invariance, 〈V 〉 does not depend on the location of V on the torus, therefore
the derivative terms vanish in the last expression.
The result is
〈I3V 〉 = (∂2 − E2
6
∂ +
k
60
E4)〈V 〉+ h− h
2
12
∂E2〈V 〉. (E.5)
Note that the derivative operator appearing in the first term is precisely the same one that
appears in 〈I3〉 in (1.4). It is interesting that for conserved currents, with h = 1, we would
get just this term. The torus one-point function of a chiral primary operator is a modular
form of weight h, so it is instructive to re-write our result in terms of the Serre derivative
Dh = ∂ − h12E2,
〈I3V 〉 = Dh+2Dh〈V 〉+
[
h2 − 2h
144
+
k
60
]
E4〈V 〉+ h
6
E2Dh〈V 〉. (E.6)
As with the calculations quadratic in KdV charges, we get a modular form of weight h + 4
plus E2 times a modular form of weight h+ 2.
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E.2 〈I23 〉
We will describe the brute-force calculation of 〈I23 〉 without the use of the recursion relations.
Using the definition (1.2), we have
〈I23 〉 = 4
∑
n,m≥1
〈L−nLnL−mLm〉+
[
4∂2 − 2
3
∂ +
k
15
]∑
n≥1
〈L−nLn〉
+
[
∂4 − 1
3
∂3 +
(
k
30
+
1
36
)
∂2 − k
180
∂ +
(
k
60
)2]
Z. (E.7)
We write I ≡∑n≥1 L−nLn. From (4.6), we have
〈I〉 = [2σ1∂ + 2kσ3]Z, (E.8)
and hence
〈I23 〉 = 4
∑
n,m≥1
〈L−nLnL−mLm〉
+
[
∂4 +
(
8σ1 − 1
3
)
∂3 +
(
16∂σ1 + 8kσ3 − 4
3
σ1 +
k
30
+
1
36
)
∂2
+
(
8∂2σ1 + 16k∂σ3 − 4
3
∂σ1 − 4k
3
σ3 +
2k
15
σ1 − k
180
)
∂
+
(
8k∂2σ3 − 4k
3
∂σ3 +
2k2
15
σ3 +
k2
3600
)]
Z (E.9)
We will calculate the term
∑
n,m≥1〈L−nLnL−mLm〉 by moving the L’s around the trace,∑
n,m≥1
〈L−nLnL−mLm〉 =
∑
n≥1
〈L−nLnI〉
=
∑
n≥1
qn
1− qn
(
〈[Ln, L−n]I〉+ 1
1− qn 〈
[
Ln, [I, L−n]
]〉)
= [2σ1∂ + 2kσ3] 〈I〉+
∑
n≥1
qn
(1− qn)2 〈
[
Ln, [I, L−n]
]〉. (E.10)
The nested commutator term for n,m ≥ 1 reads
[
Ln, [I, L−n]
]
=
[
Ln,
[ ∞∑
m=1
L−mLm, L−n
]]
(E.11)
=
∞∑
m=1
{
(m+ n)2Ln−mLm−n + (n−m)2L−(m+n)L(m+n)
}
+
∞∑
m=1
{ (
4n2 − 2m2)L−mLm}+ 8k(n4 − n2)I1 + 4k2(n6 − n2)1.
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For the terms involving Ln−mLm−n and L−(m+n)L(m+n) we re-label the indices as m− n ≡ l
and m+ n ≡ l correspondingly for the first two summands (for some fixed n ≥ 1), and then
split the summation ranges,
[
Ln, [I, L−n]
]
=
−1∑
l=1−n
{
(2n+ l)2L−lLl
}
+ 4n2L20 +
∞∑
l=1
{
(2n+ l)2L−lLl
}
(E.12)
+
∞∑
l=1
{
(2n− l)2L−lLl
}− n−1∑
l=1
{
(2n− l)2L−lLl
}− n2L−nLn
+
∞∑
m=1
{ (
4n2 − 2m2)L−mLm}+ 8k(n4 − n2)I1 + 4k2(n6 − n2)1.
The finite sums involving L−lLl, cancel and we are left with
[
Ln, [I, L−n]
]
=
n−1∑
l=1
(2n− l)2[Ll, L−l] + 4n2L20 − n2L−nLn (E.13)
+12n2
∞∑
m=1
L−mLm + 8k(n4 − n2)I1 + 4k2(n6 − n2)1
= 12n2I + 4n2I21 + 8kn4I1 + 4k2n61
+
(
−5
6
n2 − n3 + 11
6
n4
)
I1 + k
(
n2
10
+
n4
6
− n5 + 11
15
n6
)
1− n2L−nLn.
Going back to (E.10) we get∑
n,m≥1
〈L−nLnL−mLm〉 =
[ (
4∂σ1 + 4σ
2
1
)
∂2 (E.14)
+
(
−5
6
∂σ1 +
(
8k +
11
6
)
∂σ3 − ∂2σ1 + 28σ1∂σ1 + 8kσ1σ3
)
∂
+
(
24kσ3∂σ1 + 4kσ1∂σ3 +
k
10
∂σ1 +
k
6
∂σ3 +
11k
15
∂σ5 + 4k
2σ23 + 4k
2∂σ5 − k∂2σ3
)]
Z.
Putting everything together, and using the relation (4.9) between the sigmas and the Eisen-
stein series, we recover (3.6).
F Recursion relations for stress tensors and derivatives
In our second approach to the calculation of the thermal expectation values of KdV charges,
we make use of the thermal n-point functions of stress tensors and derivatives of the stress
tensor, calculated using the recursion relations of [39, 40]. The basic idea of the recursion
relation is the same as in the direct computation: commuting the modes around the trace.
We take an n-point function
Tr[V1(z1) . . . Vn(zn)q
L0−k], (F.1)
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pick one of the operators in the n-point function, expand it in modes Vr. For each non-zero
r, we can commute the mode around the trace. The commutators with the other operators
give a series of terms involving n − 1 point functions, and commuting the mode past qL0−k
will give the original expression back multiplied by qr. Thus, we can obtain an expression for
the non-zero modes Vr in terms of a sum of n− 1 point functions where one of the operators
in the n− 1 point function has the operator mode Vr acting on it, and we sum over the n− 1
other operators. The zero mode cannot be treated in this way, so it is left as a separate
contribution. Thus, the full n point function can be written as an n− 1 point function with
an insertion of the zero mode V0, and a sum over r of the sum of n− 1 point functions where
one of the operators in the n − 1 point function has the operator mode Vr acting on it. To
continue the recursion, we need also to commute the modes of the operators past any zero
modes present in the correlation function.
In [39, 40], the calculation is carried out in the vertex operator algebra formalism; to
describe this we need to introduce some notation. For a state a we have a vertex operator
V (a, z). We will often omit the explicit vertex operator label; so for example we write the
modes of the operator V (a, z) as an, with
V (a, z) =
∑
n
an
zn+ha
. (F.2)
We also introduce the square bracket modes
a[n] = (2pii)−n−1
∞∑
j=n+1−ha
c(ha, j + ha − 1, n)aj , (F.3)
where the expansion coefficients c are defined by
(log(1 + z))s(1 + z)h−1 =
∞∑
j=s
c(h, j, s)zj . (F.4)
We write the torus n-point function of the vertex operators associated to states a1, . . . an
as F ((a1, z1), . . . (a
n, zz); τ). Note that the coordinates are coordinates on the plane; for the
torus, the fundamental region can be taken to be 1 < |z| < |q|. In the recursion, we will also
encounter n-point functions with additional insertions of zero modes of some operators. We
write F (b`0; (a
1, z1), . . . (a
n, zz); τ) for the n-point function with ` powers of the zero mode of
the vertex operator corresponding to the state b.
The key result from [40] is the recursion relation
F (b`0; (a
1, z1), . . . (a
n, zz); τ) = F (b
`
0a
1
0; (a
2, z2), . . . (a
n, zn); τ)
+
∑`
i=0
n∑
j=2
∞∑
m=0
(
`
i
)
gim+1
(
zj
z1
)
F (b`−i0 ; (a
2, z2), . . . (d
i[m]aj , zj) . . . (a
n, zn); τ), (F.5)
where the functions gik are defined in (A.8), and
di[m] = (−1)i((b[0])ia1)[m]. (F.6)
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For the case ` = 0, this reduces to the recursion relation of [39]. This has the structure
sketched at the beginning of this section: we have expanded the operator V (a1, z1) in modes
a1m. The first term is the zero mode a0. The second line is a sum of n−1 point functions, with
a mode a1[m] acting on one of the operators, summed over modes and over which operator
it acts on. Note that the sum over modes a1m has been re-organised in terms of the square
bracket modes. The functions appearing in this case are simply g0k = Pk. When we generalise
to ` 6= 0, dealing with commuting the a1m past the zero modes b`0 turns out to be nicely
expressed in terms of the sum over i above; see [40] for details.
We want to apply this recursion relation to calculate the n-point functions involving just
stress tensors and their derivatives. The stress tensor on the cylinder corresponds to the state
ω˜ = ω−kΩ, where Ω is the global vacuum state, and ω = L−2Ω is the state corresponding to
the stress tensor on the plane. The zero mode ω˜0 = L0 − k. The square bracket modes form
a representation of the Virasoro algebra, up to normalization; the Virasoro modes are given
by L[n] = (2pii)
2ω˜[n+ 1]. Explicitly, we have
ω˜[0] =
1
(2pii)2
L[−1] =
1
(2pii)
(L−1 + L0), (F.7)
ω˜[1] =
1
(2pii)2
L[0] =
1
(2pii)2
(L0 +
1
2
L1 − 1
6
L2 + . . .), (F.8)
ω˜[2] =
1
(2pii)2
L[1] =
1
(2pii)3
(L1 − 1
12
L3 + . . .), (F.9)
and so on. Note that the first expression only involves two terms, as there are just two non-
zero coefficients c(2, j, 0), and the coefficient of the term involving L2 in the RHS of the last
expression vanishes.
In the recursion relation, we will have states obtained by acting with modes of the stress
tensor on the stress tensor. The positive modes do not generate any new states, but acting
with ω˜[0] does. Since ω˜[0] ∝ L[−1], these states correspond to the derivatives of the stress
tensor with respect to the cylinder coordinate. They have no zero mode part, (ω˜[0]nω˜)0 = 0.
Acting with one of the positive stress tensor modes on this state gives
ω˜[m]ω˜[0]nω˜ = cmnω˜[0]
n+1−mω˜ (F.10)
for m ≤ n+ 1, where
cmn =
1
(2pii)2m
(n+m+ 1)
n!
(n−m+ 1)! . (F.11)
When m = n+ 2, ω˜[n+ 2]ω˜[0]nω˜ = 0. When m = n+ 3,
ω˜[n+ 3]ω˜[0]nω˜ = dnΩ, (F.12)
where
dn =
2k
(2pii)2n+4
n!((n+ 2)2 − 1)(n+ 2). (F.13)
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Applying recursion will also require the action of modes of the states ω˜[0]nω˜ on other states
of the same form. This can be determined recursively; for m ≤ n+ i+ 1,
(ω˜[0]iω˜)[m]ω˜[0]nω˜ = cimnω˜[0]
n+i+1−mω˜ (F.14)
where cimn = c
i−1
mn −ci−1mn+1. For m = n+ i+2, (ω˜[0]iω˜)[n+ i+2]ω˜[0]nω˜ = 0. For m = n+ i+3,
(ω˜[0]iω˜)[n+ i+ 3]ω˜[0]nω˜ = dinΩ, (F.15)
where
din =
2k
(2pii)2n+2i+4
(n+ i)!((n+ i+ 2)2 − 1)(n+ i+ 2). (F.16)
Since all the states obtained are of the form ω˜[0]nω˜, or the vacuum state Ω corresponding
to the identity operator, the most general correlation function we need to consider in the
recursion is F (ω˜`0; (ω˜[0]
n1ω˜, z1) . . . (ω˜[0]
nnω˜, zn); τ). Applying the recursion formula (F.5) to
this case, we have
F (ω˜`0; (ω˜[0]
n1ω˜, z1) . . . (ω˜[0]
nnω˜, zn); τ)
= δn1,0F (ω˜
`+1
0 ; (ω˜[0]
n2ω˜, z2) . . . (ω˜[0]
nnω˜, zn); τ)
+
∑`
i=0
n∑
j=2
∞∑
m=0
(
`
i
)
(−1)igim+1
(
zj
z1
)
F (ω˜`−i0 ; (ω˜[0]
n2ω˜, z2) . . . ((ω˜[0]
n1+iω˜)[m]ω˜[0]nj ω˜, zj) . . . (ω˜[0]
nnω˜, zn); τ),
= δn1,0F (ω˜
`+1
0 ; (ω˜[0]
n2ω˜, z2) . . . (ω˜[0]
nnω˜, zn); τ)
+
∑`
i=0
n∑
j=2
M∑
m=0
(
`
i
)
(−1)ici+n1mnj gim+1
(
zj
z1
)
F (ω˜`−i0 ; (ω˜[0]
n2ω˜, z2) . . . (ω˜[0]
M−mω˜, zj) . . . (ω˜[0]nnω˜, zn); τ)
+
∑`
i=0
n∑
j=2
(
`
i
)
(−1)idi+n1nj giM+3
(
zj
z1
)
F (ω˜`−i0 ; (ω˜[0]
n2ω˜, z2) . . . [ no zj ] . . . (ω˜[0]
n˜j ω˜, zj); τ)
(F.17)
where the upper limit on the sum on m is M = nj + n1 + i + 1, and in the last term the
jth argument of the correlator is absent because the state is the vacuum Ω, so the operator
is the identity operator. This expresses the n-point function of the stress tensor in terms of
n− 1-point and n− 2 point functions. This recursion can be straightforwardly implemented
in Mathematica.
The simplest case is the two-point function of the stress tensor. Applying the recursion
relation, we get
F ((ω˜, z1), (ω˜, z2); τ) = F (ω˜0, (ω˜, z2); τ)+
1∑
m=0
cm0Pm+1
(
z2
z1
)
F ((ω˜[0]1−mω˜, z2); τ)+d0P4
(
z2
z1
)
F (τ).
(F.18)
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The one-point functions of the operator on the torus get a contribution only from the zero
mode of the operator, so this simplifies to (using the fact that (ω˜[0]ω˜)0 = 0)
F ((ω˜, z1), (ω˜, z2); τ) = F (ω˜
2
0; τ) +
2
(2pii)2
P2
(
z2
z1
)
F (ω˜0; τ) +
12k
(2pii)4
P4
(
z2
z1
)
F (τ). (F.19)
The ω˜0 = L0 − k can be rewritten in terms of q-derivatives, to give
F ((ω˜, z1), (ω˜, z2); τ) = ∂
2Z + P2
(
z2
z1
)
2
(2pii)2
∂Z + P4
(
z2
z1
)
12k
(2pii)4
Z. (F.20)
For the higher-point functions, if we start with an n-point function just of stress tensors,
F ((ω˜, z1), . . . , (ω˜, zn); τ), the leading derivative term comes from just taking the zero mode
in each of the operators, so it will have n q-derivatives,
F ((ω˜, z1), . . . , (ω˜, zn); τ) = ∂
nZ + . . . . (F.21)
If we have a more general correlator, the ω˜[0]nω˜ do not have zero modes, so the leading
derivative order is the sum of the number of stress tensor operators plus half the number of
other operators.
At each stage in the recursion, we eliminate the dependence on one of the arguments zi
in the correlators, generating coefficients which are functions of the ratio
zj
zi
for j > i. Thus,
the final form is a sum of products of functions gik
(
zj
zi
)
for j > i, where in a given term zi
can only appear in the denominator of one of the functions in the product.
G Extracting the KdV correlation functions
The recursion relations give us expressions for correlation functions of the stress tensors and
their derivatives. This method can be applied iteratively to efficiently obtain such expressions
up to quite high order. However, to obtain the desired correlation functions of KdV charges,
we have two further steps: first, to obtain a correlation function of the currents J2m, we need to
appropriately conformal normal order the stress tensors. Second, we need to integrate each
of the currents over the spatial circle, taking zero modes of the expression for the current
correlation function with respect to the angular coordinates. The conformal normal ordering
is relatively straightforward, while taking the zero modes is more troublesome.
G.1 Conformal normal ordering
Having obtained an expression for the relevant n-point correlation functions of the stress
tensor and its derivatives using the recursion relation, to extract the correlation functions of
the operators corresponding to the KdV charges, we have to conformal normal order products
of operators. Operators are conformal normal ordered in pairs; if the correlation function
involves V (zi) and W (zj), we obtain a correlator involving (VW )(zi) by taking zj → zi, and
keeping the zero mode term in the Laurent expansion in u, where we write zj = e
2piiuzi.
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The Laurent expansion of Pk
(
zj
zi
)
= Pk
(
e2piiu
)
is obtained by rewriting it in terms of
the Weierstrass function ℘k(u) as in (A.10) and using the Laurent expansion for ℘k(u) given
in (A.13). This gives
P1(e2piiu) = −1
u
− ipi + . . . , (G.1)
P2k(e2piiu) = 1
u2k
+ 2ζ(2k)E2k + . . . , k ≥ 1 (G.2)
P2k+1(e2piiu) = − 1
u2k+1
+ . . . , k ≥ 1. (G.3)
The higher terms do not matter, as a given term in the expression for the correlator can
involve at most one of these functions of
zj
zi
. Weierstrass functions of other arguments are
treated in Taylor series, using the expression (A.7) for the derivatives. This gives
Pn
(
zj
zk
)
= Pn
(
zi
zk
e2piiu
)
=
∞∑
m=0
um
m!
∂mu Pn
(
zi
zk
e2piiu
)
|u=0 (G.4)
=
∞∑
m=0
um
m!
(k +m− 1)!
(k − 1)! Pn+m
(
zi
zk
)
=
∞∑
m=0
(
k +m− 1
m
)
umPn+m
(
zi
zk
)
.
If the zj is in the denominator, we simply get a sign difference;
Pn
(
zk
zj
)
=
∞∑
m=0
(
k +m− 1
m
)
(−u)mPn+m
(
zk
zi
)
. (G.5)
The higher terms in the Taylor series matter only when the Weierstrass function Pn
(
zj
zk
)
appears multiplying a Weierstrass function Pm
(
zj
zi
)
; then the singular term in the expansion
of the latter can give zero mode contributions to the product from higher terms in the Taylor
series. The recursion relation expression for the original correlator is a sum of terms, each of
which is a product of functions gik
(
zr
zs
)
. For each term, we apply the above expansions to
write dependence on zj as a power series in u, and we keep the u
0 term in the product.
This calculation is conceptually straightforward, but becomes slow as the number of
operators being normal ordered increases. Note there is one also potential conceptual problem;
there are functions gik which can appear in the recursion relation which cannot be expressed
as derivatives of the Weierstrass functions Pk. If these were to appear with the argument zjzi ,
we would not know how to evaluate the Laurent expansion. This has not arisen in practice
in the calculations we have performed, but we do not have a general argument to exclude it.
G.2 Zero modes of the operators
After conformal normal ordering, we will have an n-point function of the operators corre-
sponding to some set of KdV charges, with arguments z1, . . . zn. To obtain the thermal
expectation value of the product of KdV charges, we simply integrate this expression over
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the real parts of the coordinates ui on the cylinder. This integration picks out the part inde-
pendent of zi in a Laurent expansion of the resulting expression in powers of zi. Evaluating
this zero mode is the most non-trivial part of our computation from the recursion relation.
For 〈I3〉 or 〈I5〉, this final stage of the computation is trivial; after conformal normal
ordering, we are considering the one-point function 〈(TT )(z)〉 or 〈J6(z)〉, and this one-point
function is already independent of z.
For 〈I23 〉, we obtain an expression for 〈(TT )(z3)(TT )(z1)〉. There were two arguments
z2, z1 in the original four-point function corresponding to z1 in this correlator, so a given
term can involve at most two Weierstrass functions of z3z1 . Thus, we are interested in zero
modes of products. The product is
Pm1(x)Pm2(x) =
(2pii)m1+m2
(m1 − 1)!(m2 − 1)!
∑
n1 6=0
nm1−11
(1− qn1)x
n1
∑
n2 6=0
nm2−12
(1− qn2)x
n2 , (G.6)
so the zero mode comes from terms with n2 = −n1,
Pm1(x)Pm2(x)|x0 =
(2pii)m1+m2
(m1 − 1)!(m2 − 1)!
∑
n6=0
nm1+m2−2(−1)m2qn
(1− qn)2 . (G.7)
For m1 + m2 odd, this vanishes, as the terms with n < 0 cancel the terms with n > 0. For
m1 +m2 even,
Pm1(x)Pm2(x)|x0 =
2(2pii)m1+m2
(m1 − 1)!(m2 − 1)!(−1)
m22
∞∑
n=1
nm1+m2−2qn
(1− qn)2 . (G.8)
This can be rewritten in terms of Eisenstein series by recognising this sum as the derivative
of an Eisenstein series (A.2), so the zero mode is, for m1 +m2 even, m1 +m2 > 2,
17
Pm1(x)Pm2(x)|x0 =
(2pii)m1+m2(−1)m2
(m1 − 1)!(m2 − 1)!ζ(3−m1 −m2)∂Em1+m2−2. (G.9)
Applying this relation to the expression for 〈(TT )(z1)(TT )(z3)〉 gives a result for 〈I23 〉 which
agrees with the previous computations.
For 〈I33 〉, we obtain an expression for 〈(TT )(z1)(TT )(z3)(TT )(z5)〉. There are two ar-
guments in the original six-point function of the stress tensor corresponding to each of the
arguments in this correlator, so a given term in the expression for this correlator can involve
a product of up to four Weierstrass functions. In the terms with two Weierstrass functions,
in addition to the kind of terms which appeared in 〈I23 〉, there can also be terms involving
derivatives of the Weierstrass functions. The ones that are relevant are, for m1 + m2 even,
m1 +m2 > 2,
∂Pm1(x)Pm2(x)|x0 =
(2pii)m1+m2(−1)m2
2(m1 − 1)!(m2 − 1)!ζ(3−m1 −m2)∂
2Em1+m2−2, (G.10)
17 Note that this expression is invalid when m1 + m2 = 2; such products do not contribute in any of the
examples we have considered, but we again do not have a general argument to exclude them from appearing
in further calculations.
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∂Pm1(x)∂Pm2(x)|x0 =
(2pii)m1+m2(−1)m2
6(m1 − 1)!(m2 − 1)!(ζ(3−m1−m2)∂
3Em1+m2−2−ζ(1−m1−m2)∂Em1+m2),
(G.11)
and
∂2Pm1(x)Pm2(x)|x0 =
(2pii)m1+m2(−1)m2
6(m1 − 1)!(m2 − 1)!(2ζ(3−m1−m2)∂
3Em1+m2−2+ζ(1−m1−m2)∂Em1+m2), ,
(G.12)
The zero modes of products of three functions which occur in 〈I33 〉 are, with no derivatives,
for m1 +m2 +m3 even,
Pm1
(
zi
zj
)
Pm2
(
zj
zk
)
Pm3
(
zk
zi
)
|z0i z0j z0k =
(2pii)m1+m2+m3(−1)m3
2(m1 − 1)!(m2 − 1)!(m3 − 1)!ζ(5−m1−m2−m3)∂
2Em1+m2+m3−4,
(G.13)
and for m1 +m2 +m3 odd,
Pm1
(
zi
zj
)
Pm2
(
zj
zk
)
Pm3
(
zk
zi
)
|z0i z0j z0k =
(2pii)m1+m2+m3(−1)m3
2(m1 − 1)!(m2 − 1)!(m3 − 1)!ζ(4−m1−m2−m3)∂Em1+m2+m3−3,
(G.14)
and with one derivative, for m1 +m2 +m3 even,
∂Pm1
(
zi
zj
)
Pm2
(
zj
zk
)
Pm3
(
zk
zi
)
|z0i z0j z0k =
(2pii)m1+m2+m3(−1)m3
2(m1 − 1)!(m2 − 1)!(m3 − 1)!(ζ(5−m1−m2−m3)∂
3Em1+m2−4−ζ(3−m1−m2−m3)∂Em1+m2−2).
(G.15)
Terms with products of four Weierstrass functions have a zero mode which involves a
double sum, and we have been unable to simplify these in terms of Eisenstein series explicitly.
For example, the zero mode of
Pm1
(
z3
z1
)
Pm2
(
z5
z3
)
Pm3
(
z5
z1
)
Pm4
(
z3
z1
)
(G.16)
is obtained by setting n1 + n4 = n2 = −n3, so the zero mode involves a double sum,
(2pii)m1+m2+m3+m4
(m1 − 1)!(m2 − 1)!(m3 − 1)!(m4 − 1)!
∑
n1,n4
nm1−11 n
m4−1
4 (n1 + n4)
m2−1(−n1 − n4)m3−1
(1− qn1)(1− qn4)(1− qn1+n4)(1− q−n1−n4) ,
(G.17)
where the sum does not include terms with n1 = 0, n4 = 0 or n1 + n4 = 0. We have not been
able to simplify this analytically in terms of Eisenstein series. However, we can rewrite this
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as
(2pii)m1+m2+m3+m4
(m1 − 1)!(m2 − 1)!(m3 − 1)!(m4 − 1)!
[
−
∞∑
n1=1
∞∑
n4=1
np11 n
p2
4
(1− qn1)(1− qn4)
(n1 + n4)
p3qn1+n4(1 + qn1+n4)
(1− qn1+n4)2
+(−1)p1+p3
∞∑
n1=2
n1−1∑
n4=1
np11 n
p2
4
(1− qn1)(1− qn4)
(n1 − n4)p3qn1(1 + qn1−n4)
(1− qn1−n4)2
+(−1)p1
∞∑
n4=2
n4−1∑
n1=1
np11 n
p2
4
(1− qn1)(1− qn4)
(n4 − n1)p3qn4(1 + qn4−n1)
(1− qn4−n1)2
]
. (G.18)
We can then do a q expansion; comparing to the q expansions of quasimodular forms of the
expected order, we were able to show that the particular combination which appears in 〈I33 〉
can be rewritten in terms of Eisenstein series.
For 〈I25 〉, after conformal normal ordering we have an expression for 〈J6(z1)J6(z4)〉. This
can involve products of up to three Weierstrass functions of z4z1 . The products of pairs of
Weierstrass functions which appear are cases we have treated already. The product of three
Weierstrass functions has a zero mode which involves a double sum:
Pm1(x)Pm2(x)Pm3(x) =
(2pii)m1+m2+m3
(m1 − 1)!(m2 − 1)!(m3 − 1)!
∑
n1 6=0
∑
n2 6=0
∑
n3 6=0
nm1−11 n
m2−1
2 n
m3−1
3
(1− qn1)(1− qn2)(1− qn3)x
n1+n2+n3 ,
(G.19)
so the zero mode is the terms with n1 + n2 + n3 = 0. Again, we were not able to rewrite this
in terms of Eisenstein series explicitly, but we were able to reproduce the q expansion of the
result from a q expansion of a combination of Eisenstein series.
G.3 Tracing the modular weight through the calculation
The argument of [32], reviewed in section 2.2, implies that the results for the expectation
values of the KdV charges are combinations of powers of E2 with coefficients which are
modular forms of particular weights. One of the motivations for developing the recursion
relation approach was to have a method of calculation which makes this structure manifest.
Unfortunately, while the relation to Eisenstein series is clearer in this approach, there are still
issues.
In the recursion relation calculation for an n-point function of the stress tensor, in each
term 2n = 2n∂+
∑
imi, where n∂ is the number of q-derivatives (acting either on the partition
function or a Weierstrass function) and
∑
imi is the sum of the indices of the Weierstrass
functions appearing. This property is usually preserved under conformal normal ordering, as
P2k
(
zj
zi
)
is replaced by E2k, or contributes a singular term which, if it multiplies functions
like Pm
(
zj
zk
)
, will pick out corresponding higher terms in the Taylor expansion. However,
there is an exception; the −ipi term in (G.1) does not obey this rule.
In the zero modes of operators, the zero mode mostly has a modular weight corresponding
to the sum 2n∂ +
∑
imi for the product whose zero mode we’re taking, but not always. In the
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simple products of pairs of Weierstrass functions this rule of thumb is obeyed: the resulting
zero mode in (G.9) has weight m1 + m2, and similarly the zero mode in (G.10) has weight
m1 + m2 + 2. However, in (G.11) and (G.12), we have combinations of terms of weight
m1 +m2 + 4 and m1 +m2 + 2. Similarly, in the product of triples of Weierstrass functions,
(G.13) has weight m1 +m2 +m3 as expected, but (G.14) has weight m1 +m2 +m3 − 1, and
(G.15) is a combination of weight m1 +m2 +m3 + 2 and m1 +m2 +m3. The zero mode in
the product of four Weierstrass functions also has contributions of weight m1 +m2 +m3 +m4
and m1 +m2 +m3 +m4 − 2.
Thus, the expression for a KdV charge obtained from the n-point function of the stress
tensor can have components of different modular weight. The first place these difficulties
arise is in the computation of 〈I33 〉, where there are components of modular weight 12 and 10,
but the components of modular weight 10 cancel. This cancellation is required to reproduce
the expected structure, but it is unfortunate that the structure is not more manifest.
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