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Abstract
This paper presents a new event-based method for detec-
ting and tracking features from the output of an event-based
camera. Unlike many tracking algorithms from the computer
vision community, this process does not aim for particular pre-
defined shapes such as corners. It relies on a dual intertwined
iterative continuous -pure event-based- estimation of the velo-
city vector and a bayesian description of the generative fea-
ture contours. By projecting along estimated speeds updated for
each incoming event it is possible to identify and determine the
spatial location and generative contour of the tracked feature
while iteratively updating the estimation of the velocity vector.
Results on several environments are shown taking into account
large variations in terms of luminosity, speed, nature and size
of the tracked features. The usage of speed instead of positions
allows for a much faster feedback allowing for very fast conver-
gence rates.
1 Introduction
Although event-based cameras are becoming popular and
available, there is currently no solution to efficiently select
and track features from the output of these sensors in a pure
event-based manner. By pure event-based, we mean an itera-
tive computation process where every incoming event adds a
small contribution to the global computation that needs to be
carried out without requiring the use of ”temporal frames” to
operate on large portions of time. The problem of feature de-
tection and tracking is challenging when dealing with an event-
based sensor as there is the constant temptation of looking at
what the community is used to and build frames out of events
to be able to reuse old concepts [1, 2]. These solutions are
rarely providing satisfactory performances when compared to
results reported by conventional frame-based methodology that
provide both absolute light measurement and higher spatial re-
solution. Considering event-based camera implies making full
use of its properties of low redundancy and high temporal accu-
racy that are both lost if one considers portions of time to pro-
cess incoming event-based information. This paper introduces
an event-based solution for efficiently selecting and tacking fea-
tures from the output of an event-based camera. Considering a
pure event-based methodology allows to write the problem in
the time domain as an inter-dependent process between detec-
tion, tracking and continuous velocity estimation. The method
does not assume any priors as it is often the case in standard
image processing.
Event-based vision sensors are gaining popularity within the
conventional computer vision community as they are offering
many advantages that frame-based cameras are not able to pro-
vide without an unreasonable increase in computational re-
sources. Low computation needs is especially achieved by a lo-
wer redundant data acquisition, while presenting lower latency
than standard cameras, achieved via a highly precise tempo-
ral and asynchronous level crossing sampling. This level cros-
sing sampling, opposed to the fixed frequency sampling im-
plemented in standard cameras, is highly valuable in robotics
for example, requiring agility and fast reactions in situations
such as drone navigation or autonomous driving. Most of rea-
dily available event-based vision sensors stem from the Dyna-
mic Vision Sensor (DVS) [5]. As such, they work in a similar
manner by capturing relative luminance changes : each indi-
vidual pixel emits an ”event” each time the luminance crosses
a predefined threshold at µs precision. An event contains both
the pixel coordinates from which it originates and the time it is
triggered, hence it is usually given defined as e = (X, t). Addi-
tional information can be added such as the sign of that change
as illustrated in Figure 1(b) and conventionally referred to as
”ON/OFF” polarities. Other variations of the silicon retinas im-
plement functions such as capturing absolute luminance infor-
mation with the same asynchronous philosophy [3, 4] not used
in this work or by implementing an hybrid solution that cap-
tures grey scale frames as in a regular camera [6]. Thanks to the
asynchronous level crossing sampling, all of these sensors are
able to reach over 120dB in dynamic range. This asynchronous
visual information acquisition is also introducing a paradigm
change in the way building blocks for vision algorithms are
defined. One of the most fundamental and low-level building
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FIGURE 1 – Illustration of event-based encoding of visual si-
gnals. (a) Event-based camera used [3, 4]. (b) Log of the lumi-
nance of a pixel located at [x, y]T (c) Asynchronous temporal
contrast events generated with respect to the predefined thre-
shold log(I) (d) the output of a conventional frame based came-
ras at some 30-60Hz (d) high temporal precision event-based
output at around (1µs) providing an almost continuous output
compared to the scenes dynamics.
block is the feature definition and its extraction. Features are the
visual inputs to many higher level algorithms such as tracking
and other data association algorithms that themselves are buil-
ding blocks to even more complex and larger algorithms.This
work is carried out using a 640 × 480 pixels Asynchronous
time-based image sensor but any event-based camera producing
events can make use of this methodology that is independent
from the sensor.
2 Related works
Previous works that tackled the features detection problem
account several corners detectors that are inferred from the op-
tical flow computation [7], or obtained by locally integrating
events so the Harris operator can be computed [8]. The time-
surface as introduced in [9] is another way to achieve corner
detection as it allows to define a compact spatio-temporal des-
criptor around an incoming event. In [10], the time-surface al-
lows to build a support on top of which is applied the FAST [2]
detector. A variant to the FAST has also been introduced in [11]
to provide both detection and tracking. Another way to provide
a spatial support for the corner detection is to make use of the
DAVIS, which provides frame-on-demand. Corners and other
usual features are detected on those frames by applying stan-
dard computer vision detectors, then tracking algorithms are
operated on the events captured between the frames as it is pro-
posed in [12].
An expectation-maximization approach, coupled with an itera-
tive closest point algorithm is used in [13] to keep track of cor-
ners that are detected at the beginning of the sequences from an
edge map built by accumulating events over a manually selec-
ted integration time. Events are integrated over durations dedu-
ced from the optical flow and the edge map to generate unitary
contours to then apply an ICP algorithm.
3 Method
3.1 Structure as a motion invariant
Let S be the set of events generated by a moving object in
the scene observed by the event-based camera. S is evolving
in the space-time domain as shown in Figure 2 and defined by :
S = {Xj(t) = XC(t) +∆j} , (1)
withXC(t) an arbitrary center of reference of the observed ob-
ject and∆j the position of the jth point on the object w.r.t the
center on a discrete grid, assuming the object is not deformable,
at time t. When in motion,Xj(t) depends only on the new po-
sition XC(t). If X0 = XC(t = t0), and with the assumption
that the motion of S has negligible rotational component, the
point position at time t can be written :
Xj(t) = X0 +∆j + vth(t− t0),
where vth is velocity of the structure from t0 to t, assumed to
be constant within that time interval. To recover this generating
contour of the observed object from the set of recorded events
one needs to estimate accurately vth such that we can achieve
a description of S that is independent of the velocity. Namely
once the correct direction and amplitude of motion inside the
spatio-temporal space of event is determined, it becomes pos-
sible to estimate the generative contour of the oberved shape.
Estimating vth allows us to build a correct representation ofS
independent from the velocity vector.
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vth(t  t0)
<latexit sha1_base64="7nRU41fZQT0S36G7VSVAHLy8Em4=">AAACA3icbVDLSsNAFJ3UV62vqDvdBItQF5ZEBF0W3bisYB/QhjCZTNqhk0yYuSmUE HDjr7hxoYhbf8Kdf+OkLaLVA8MczrmXe+/xE84U2PanUVpaXlldK69XNja3tnfM3b22EqkktEUEF7LrY0U5i2kLGHDaTSTFkc9pxx9dF35nTKViIr6DSULdCA9iFjKCQUueedD3BQ/UJNJfNs69DIZ5DU7Bs088s2rX7Smsb+Iskiqao+mZH/1AkDSiMRCOleo5dgJuhiUwwmle6aeKJpiM8ID2NI1xRJWbTW/IrWO tBFYopH4xWFP1Z0eGI1WsqSsjDEO16BXif14vhfDSzVicpEBjMhsUptwCYRWBWAGTlACfaIKJZHpXiwyxxAR0bBUdwp+T/5L2Wd3R/Pa82riax1FGh+gI1ZCDLlAD3aAmaiGC7tEjekYvxoPxZLwab7PSkjHv2Ue/YLx/ATYvl9k=</latexit><latexit sha1_base64="7nRU41fZQT0S36G7VSVAHLy8Em4=">AAACA3icbVDLSsNAFJ3UV62vqDvdBItQF5ZEBF0W3bisYB/QhjCZTNqhk0yYuSmUE HDjr7hxoYhbf8Kdf+OkLaLVA8MczrmXe+/xE84U2PanUVpaXlldK69XNja3tnfM3b22EqkktEUEF7LrY0U5i2kLGHDaTSTFkc9pxx9dF35nTKViIr6DSULdCA9iFjKCQUueedD3BQ/UJNJfNs69DIZ5DU7Bs088s2rX7Smsb+Iskiqao+mZH/1AkDSiMRCOleo5dgJuhiUwwmle6aeKJpiM8ID2NI1xRJWbTW/IrWO tBFYopH4xWFP1Z0eGI1WsqSsjDEO16BXif14vhfDSzVicpEBjMhsUptwCYRWBWAGTlACfaIKJZHpXiwyxxAR0bBUdwp+T/5L2Wd3R/Pa82riax1FGh+gI1ZCDLlAD3aAmaiGC7tEjekYvxoPxZLwab7PSkjHv2Ue/YLx/ATYvl9k=</latexit><latexit sha1_base64="7nRU41fZQT0S36G7VSVAHLy8Em4=">AAACA3icbVDLSsNAFJ3UV62vqDvdBItQF5ZEBF0W3bisYB/QhjCZTNqhk0yYuSmUE HDjr7hxoYhbf8Kdf+OkLaLVA8MczrmXe+/xE84U2PanUVpaXlldK69XNja3tnfM3b22EqkktEUEF7LrY0U5i2kLGHDaTSTFkc9pxx9dF35nTKViIr6DSULdCA9iFjKCQUueedD3BQ/UJNJfNs69DIZ5DU7Bs088s2rX7Smsb+Iskiqao+mZH/1AkDSiMRCOleo5dgJuhiUwwmle6aeKJpiM8ID2NI1xRJWbTW/IrWO tBFYopH4xWFP1Z0eGI1WsqSsjDEO16BXif14vhfDSzVicpEBjMhsUptwCYRWBWAGTlACfaIKJZHpXiwyxxAR0bBUdwp+T/5L2Wd3R/Pa82riax1FGh+gI1ZCDLlAD3aAmaiGC7tEjekYvxoPxZLwab7PSkjHv2Ue/YLx/ATYvl9k=</latexit><latexit sha1_base64="7nRU41fZQT0S36G7VSVAHLy8Em4=">AAACA3icbVDLSsNAFJ3UV62vqDvdBItQF5ZEBF0W3bisYB/QhjCZTNqhk0yYuSmUE HDjr7hxoYhbf8Kdf+OkLaLVA8MczrmXe+/xE84U2PanUVpaXlldK69XNja3tnfM3b22EqkktEUEF7LrY0U5i2kLGHDaTSTFkc9pxx9dF35nTKViIr6DSULdCA9iFjKCQUueedD3BQ/UJNJfNs69DIZ5DU7Bs088s2rX7Smsb+Iskiqao+mZH/1AkDSiMRCOleo5dgJuhiUwwmle6aeKJpiM8ID2NI1xRJWbTW/IrWO tBFYopH4xWFP1Z0eGI1WsqSsjDEO16BXif14vhfDSzVicpEBjMhsUptwCYRWBWAGTlACfaIKJZHpXiwyxxAR0bBUdwp+T/5L2Wd3R/Pa82riax1FGh+gI1ZCDLlAD3aAmaiGC7tEjekYvxoPxZLwab7PSkjHv2Ue/YLx/ATYvl9k=</latexit>
S
<latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5c V7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2iKSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2h JElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gI CEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit><latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5c V7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2iKSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2h JElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gI CEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit><latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5c V7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2iKSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2h JElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gI CEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit><latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5c V7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2iKSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2h JElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gI CEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit>
 j
<latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6 IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8wpvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit><latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6 IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8wpvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit><latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6 IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8wpvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit><latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6 IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8wpvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit>
S
<latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5cV7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2i KSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2hJElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gICEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit><latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5cV7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2i KSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2hJElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gICEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit><latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5cV7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2i KSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2hJElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gICEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit><latexit sha1_base64="g0kpsaRpUUKP71ybh6AU9YY1lFo=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiG5cV7QPaoWTSTBuaSYYkI5ShH+AHuNVPcCdu/Qy/wN8wM52FbT0QOJz7OjlBzJk2rvvtlNbWNza3ytuVnd29/YPq4VFby0QR2i KSS9UNsKacCdoyzHDajRXFUcBpJ5jcZvXOE1WaSfFopjH1IzwSLGQEGyv1+hE2Y01U+jAbVGtu3c2BVolXkBoUaA6qP/2hJElEhSEca93z3Nj4KVaGEU5nlX6iaYzJBI9oz1KBI6r9NLc8Q2dWGaJQKvuEQbn6dyLFkdbTKLCducXlWib+V+slJrz2UybixFBB5ofChCMjUfZ/NGSKEsOnlmCimPWKyBgrTIxNaeFKtlvpUGfJeMs5rJL2Rd2z/P6y1rgpMirDCZzCOXhwBQ24gya0gICEF3iFN+fZeXc+nM95a8kpZo5hAc7XLxc1mtQ=</latexit> Xj(t)
<latexit sha1_base64="yXN4dV/GAOIN1o4PtOz4Kn+PIps=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuimJCLosunFZwT6gDWEynbRjJ5MwMxFq6Je4caGIWz/FnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/ar9sFhR8WpJLRNYh7LXoAV5UzQtmaa014iKY4CTrvB5Cb 3u49UKhaLez1NqBfhkWAhI1gbybergwjrcRBmvZn/UNdnvl1zGs4caJW4BalBgZZvfw2GMUkjKjThWKm+6yTay7DUjHA6qwxSRRNMJnhE+4YKHFHlZfPgM3RqlCEKY2me0Giu/t7IcKTUNArMZB5TLXu5+J/XT3V45WVMJKmmgiwOhSlHOkZ5C2jIJCWaTw3BRDKTFZExlpho01XFlOAuf3mVdM4bruF3F7XmdVFHGY7hBOrgwiU04RZa0AYCKTzDK7xZT9aL9W59LEZLVrFzBH9gff4AcLqS7Q==</latexit><latexit sha1_base64="yXN4dV/GAOIN1o4PtOz4Kn+PIps=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuimJCLosunFZwT6gDWEynbRjJ5MwMxFq6Je4caGIWz/FnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/ar9sFhR8WpJLRNYh7LXoAV5UzQtmaa014iKY4CTrvB5Cb 3u49UKhaLez1NqBfhkWAhI1gbybergwjrcRBmvZn/UNdnvl1zGs4caJW4BalBgZZvfw2GMUkjKjThWKm+6yTay7DUjHA6qwxSRRNMJnhE+4YKHFHlZfPgM3RqlCEKY2me0Giu/t7IcKTUNArMZB5TLXu5+J/XT3V45WVMJKmmgiwOhSlHOkZ5C2jIJCWaTw3BRDKTFZExlpho01XFlOAuf3mVdM4bruF3F7XmdVFHGY7hBOrgwiU04RZa0AYCKTzDK7xZT9aL9W59LEZLVrFzBH9gff4AcLqS7Q==</latexit><latexit sha1_base64="yXN4dV/GAOIN1o4PtOz4Kn+PIps=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuimJCLosunFZwT6gDWEynbRjJ5MwMxFq6Je4caGIWz/FnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/ar9sFhR8WpJLRNYh7LXoAV5UzQtmaa014iKY4CTrvB5Cb 3u49UKhaLez1NqBfhkWAhI1gbybergwjrcRBmvZn/UNdnvl1zGs4caJW4BalBgZZvfw2GMUkjKjThWKm+6yTay7DUjHA6qwxSRRNMJnhE+4YKHFHlZfPgM3RqlCEKY2me0Giu/t7IcKTUNArMZB5TLXu5+J/XT3V45WVMJKmmgiwOhSlHOkZ5C2jIJCWaTw3BRDKTFZExlpho01XFlOAuf3mVdM4bruF3F7XmdVFHGY7hBOrgwiU04RZa0AYCKTzDK7xZT9aL9W59LEZLVrFzBH9gff4AcLqS7Q==</latexit><latexit sha1_base64="yXN4dV/GAOIN1o4PtOz4Kn+PIps=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuimJCLosunFZwT6gDWEynbRjJ5MwMxFq6Je4caGIWz/FnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/ar9sFhR8WpJLRNYh7LXoAV5UzQtmaa014iKY4CTrvB5Cb 3u49UKhaLez1NqBfhkWAhI1gbybergwjrcRBmvZn/UNdnvl1zGs4caJW4BalBgZZvfw2GMUkjKjThWKm+6yTay7DUjHA6qwxSRRNMJnhE+4YKHFHlZfPgM3RqlCEKY2me0Giu/t7IcKTUNArMZB5TLXu5+J/XT3V45WVMJKmmgiwOhSlHOkZ5C2jIJCWaTw3BRDKTFZExlpho01XFlOAuf3mVdM4bruF3F7XmdVFHGY7hBOrgwiU04RZa0AYCKTzDK7xZT9aL9W59LEZLVrFzBH9gff4AcLqS7Q==</latexit>
XC(tref )
<latexit sha1_base64="mEGVhNEnQ1AseUYXixEPcK0nNJU=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1iEuimJCLosduOygn1AW8JkOmmHTi Zh5kYoIeCvuHGhiFu/w51/46TNQlsPDBzOuZd75vix4Boc59sqra1vbG6Vtys7u3v7B/bhUUdHiaKsTSMRqZ5PNBNcsjZwEKwXK0ZCX7CuP23mfveRKc0j+QCzmA1DMpY84JSAkTz7ZBASmPhB2su8Zg28VLEgu/DsqlN35sCrxC1IFRVoefbXYBTRJGQSqCBa910nhmFKFHAqWFYZJJrFhE7Jm PUNlSRkepjO42f43CgjHETKPAl4rv7eSEmo9Sz0zWQeVi97ufif108guBmmXMYJMEkXh4JEYIhw3gUeccUoiJkhhCpusmI6IYpQMI1VTAnu8pdXSeey7hp+f1Vt3BZ1lNEpOkM15KJr1EB3qIXaiKIUPaNX9GY9WS/Wu/WxGC1Zxc4x+gPr8wclpZWW</latexit><latexit sha1_base64="mEGVhNEnQ1AseUYXixEPcK0nNJU=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1iEuimJCLosduOygn1AW8JkOmmHTi Zh5kYoIeCvuHGhiFu/w51/46TNQlsPDBzOuZd75vix4Boc59sqra1vbG6Vtys7u3v7B/bhUUdHiaKsTSMRqZ5PNBNcsjZwEKwXK0ZCX7CuP23mfveRKc0j+QCzmA1DMpY84JSAkTz7ZBASmPhB2su8Zg28VLEgu/DsqlN35sCrxC1IFRVoefbXYBTRJGQSqCBa910nhmFKFHAqWFYZJJrFhE7Jm PUNlSRkepjO42f43CgjHETKPAl4rv7eSEmo9Sz0zWQeVi97ufif108guBmmXMYJMEkXh4JEYIhw3gUeccUoiJkhhCpusmI6IYpQMI1VTAnu8pdXSeey7hp+f1Vt3BZ1lNEpOkM15KJr1EB3qIXaiKIUPaNX9GY9WS/Wu/WxGC1Zxc4x+gPr8wclpZWW</latexit><latexit sha1_base64="mEGVhNEnQ1AseUYXixEPcK0nNJU=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1iEuimJCLosduOygn1AW8JkOmmHTi Zh5kYoIeCvuHGhiFu/w51/46TNQlsPDBzOuZd75vix4Boc59sqra1vbG6Vtys7u3v7B/bhUUdHiaKsTSMRqZ5PNBNcsjZwEKwXK0ZCX7CuP23mfveRKc0j+QCzmA1DMpY84JSAkTz7ZBASmPhB2su8Zg28VLEgu/DsqlN35sCrxC1IFRVoefbXYBTRJGQSqCBa910nhmFKFHAqWFYZJJrFhE7Jm PUNlSRkepjO42f43CgjHETKPAl4rv7eSEmo9Sz0zWQeVi97ufif108guBmmXMYJMEkXh4JEYIhw3gUeccUoiJkhhCpusmI6IYpQMI1VTAnu8pdXSeey7hp+f1Vt3BZ1lNEpOkM15KJr1EB3qIXaiKIUPaNX9GY9WS/Wu/WxGC1Zxc4x+gPr8wclpZWW</latexit><latexit sha1_base64="mEGVhNEnQ1AseUYXixEPcK0nNJU=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1iEuimJCLosduOygn1AW8JkOmmHTi Zh5kYoIeCvuHGhiFu/w51/46TNQlsPDBzOuZd75vix4Boc59sqra1vbG6Vtys7u3v7B/bhUUdHiaKsTSMRqZ5PNBNcsjZwEKwXK0ZCX7CuP23mfveRKc0j+QCzmA1DMpY84JSAkTz7ZBASmPhB2su8Zg28VLEgu/DsqlN35sCrxC1IFRVoefbXYBTRJGQSqCBa910nhmFKFHAqWFYZJJrFhE7Jm PUNlSRkepjO42f43CgjHETKPAl4rv7eSEmo9Sz0zWQeVi97ufif108guBmmXMYJMEkXh4JEYIhw3gUeccUoiJkhhCpusmI6IYpQMI1VTAnu8pdXSeey7hp+f1Vt3BZ1lNEpOkM15KJr1EB3qIXaiKIUPaNX9GY9WS/Wu/WxGC1Zxc4x+gPr8wclpZWW</latexit>
v(t  tref )
<latexit sha1_base64="1ZvwVRb9mPlWsK64W4rKoVBIS/c=">AAACAnicdVDLSgMxFM3UV62vUVfiJliEurBkitV2V3TjsoJ9QFtKJs20oZkHyZ1CGYob f8WNC0Xc+hXu/BvTh6CiB0IO59zLvfe4kRQaCPmwUkvLK6tr6fXMxubW9o69u1fXYawYr7FQhqrpUs2lCHgNBEjejBSnvit5wx1eTf3GiCstwuAWxhHv+LQfCE8wCkbq2gdtN5Q9PfbNl4wmOTiFbqK4Nznp2lmSJzNgki8Sp3zuGFIoknKJYGdhZdEC1a793u6FLPZ5AExSrVsOiaCTUAWCST7JtGPNI8qGtM9bhgbU57qT zE6Y4GOj9LAXKvMCwDP1e0dCfT3d0lT6FAb6tzcV//JaMXilTiKCKAYesPkgL5YYQjzNA/eE4gzk2BDKlDC7YjagijIwqWVMCF+X4v9JvZB3DL85y1YuF3Gk0SE6QjnkoAtUQdeoimqIoTv0gJ7Qs3VvPVov1uu8NGUtevbRD1hvn/6/l84=</latexit><latexit sha1_base64="1ZvwVRb9mPlWsK64W4rKoVBIS/c=">AAACAnicdVDLSgMxFM3UV62vUVfiJliEurBkitV2V3TjsoJ9QFtKJs20oZkHyZ1CGYob f8WNC0Xc+hXu/BvTh6CiB0IO59zLvfe4kRQaCPmwUkvLK6tr6fXMxubW9o69u1fXYawYr7FQhqrpUs2lCHgNBEjejBSnvit5wx1eTf3GiCstwuAWxhHv+LQfCE8wCkbq2gdtN5Q9PfbNl4wmOTiFbqK4Nznp2lmSJzNgki8Sp3zuGFIoknKJYGdhZdEC1a793u6FLPZ5AExSrVsOiaCTUAWCST7JtGPNI8qGtM9bhgbU57qT zE6Y4GOj9LAXKvMCwDP1e0dCfT3d0lT6FAb6tzcV//JaMXilTiKCKAYesPkgL5YYQjzNA/eE4gzk2BDKlDC7YjagijIwqWVMCF+X4v9JvZB3DL85y1YuF3Gk0SE6QjnkoAtUQdeoimqIoTv0gJ7Qs3VvPVov1uu8NGUtevbRD1hvn/6/l84=</latexit><latexit sha1_base64="1ZvwVRb9mPlWsK64W4rKoVBIS/c=">AAACAnicdVDLSgMxFM3UV62vUVfiJliEurBkitV2V3TjsoJ9QFtKJs20oZkHyZ1CGYob f8WNC0Xc+hXu/BvTh6CiB0IO59zLvfe4kRQaCPmwUkvLK6tr6fXMxubW9o69u1fXYawYr7FQhqrpUs2lCHgNBEjejBSnvit5wx1eTf3GiCstwuAWxhHv+LQfCE8wCkbq2gdtN5Q9PfbNl4wmOTiFbqK4Nznp2lmSJzNgki8Sp3zuGFIoknKJYGdhZdEC1a793u6FLPZ5AExSrVsOiaCTUAWCST7JtGPNI8qGtM9bhgbU57qT zE6Y4GOj9LAXKvMCwDP1e0dCfT3d0lT6FAb6tzcV//JaMXilTiKCKAYesPkgL5YYQjzNA/eE4gzk2BDKlDC7YjagijIwqWVMCF+X4v9JvZB3DL85y1YuF3Gk0SE6QjnkoAtUQdeoimqIoTv0gJ7Qs3VvPVov1uu8NGUtevbRD1hvn/6/l84=</latexit><latexit sha1_base64="1ZvwVRb9mPlWsK64W4rKoVBIS/c=">AAACAnicdVDLSgMxFM3UV62vUVfiJliEurBkitV2V3TjsoJ9QFtKJs20oZkHyZ1CGYob f8WNC0Xc+hXu/BvTh6CiB0IO59zLvfe4kRQaCPmwUkvLK6tr6fXMxubW9o69u1fXYawYr7FQhqrpUs2lCHgNBEjejBSnvit5wx1eTf3GiCstwuAWxhHv+LQfCE8wCkbq2gdtN5Q9PfbNl4wmOTiFbqK4Nznp2lmSJzNgki8Sp3zuGFIoknKJYGdhZdEC1a793u6FLPZ5AExSrVsOiaCTUAWCST7JtGPNI8qGtM9bhgbU57qT zE6Y4GOj9LAXKvMCwDP1e0dCfT3d0lT6FAb6tzcV//JaMXilTiKCKAYesPkgL5YYQjzNA/eE4gzk2BDKlDC7YjagijIwqWVMCF+X4v9JvZB3DL85y1YuF3Gk0SE6QjnkoAtUQdeoimqIoTv0gJ7Qs3VvPVov1uu8NGUtevbRD1hvn/6/l84=</latexit>
tref
<latexit sha1_base64="AHnUZvoMovXJNUlSjpLMHvV/IhE=">AAAB7nicbZDLSgNBEEVrfMb4irp00xgEV2FGBF0G3biMYB6 QDKGnU5M06XnQXSOEIR/hxoUibv0ed/6NnWQWmnih4XCriq66QaqkIdf9dtbWNza3tks75d29/YPDytFxyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3azefkJtZBI/0iRFP+LDWIZScLJWm/q5xnDar1TdmjsXWwWvgCoUavQrX71BIrIIYxKKG9P13JT8nGu SQuG03MsMplyM+RC7FmMeofHz+bpTdm6dAQsTbV9MbO7+nsh5ZMwkCmxnxGlklmsz879aN6Pwxs9lnGaEsVh8FGaKUcJmt7OB1ChITSxwoaXdlYkR11yQTahsQ/CWT16F1mXNs/xwVa3fFnGU4BTO4AI8uIY63EMDmiBgDM/wCm9O6rw4787HonXNKWZO4I+czx+ vQY/I</latexit><latexit sha1_base64="AHnUZvoMovXJNUlSjpLMHvV/IhE=">AAAB7nicbZDLSgNBEEVrfMb4irp00xgEV2FGBF0G3biMYB6 QDKGnU5M06XnQXSOEIR/hxoUibv0ed/6NnWQWmnih4XCriq66QaqkIdf9dtbWNza3tks75d29/YPDytFxyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3azefkJtZBI/0iRFP+LDWIZScLJWm/q5xnDar1TdmjsXWwWvgCoUavQrX71BIrIIYxKKG9P13JT8nGu SQuG03MsMplyM+RC7FmMeofHz+bpTdm6dAQsTbV9MbO7+nsh5ZMwkCmxnxGlklmsz879aN6Pwxs9lnGaEsVh8FGaKUcJmt7OB1ChITSxwoaXdlYkR11yQTahsQ/CWT16F1mXNs/xwVa3fFnGU4BTO4AI8uIY63EMDmiBgDM/wCm9O6rw4787HonXNKWZO4I+czx+ vQY/I</latexit><latexit sha1_base64="AHnUZvoMovXJNUlSjpLMHvV/IhE=">AAAB7nicbZDLSgNBEEVrfMb4irp00xgEV2FGBF0G3biMYB6 QDKGnU5M06XnQXSOEIR/hxoUibv0ed/6NnWQWmnih4XCriq66QaqkIdf9dtbWNza3tks75d29/YPDytFxyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3azefkJtZBI/0iRFP+LDWIZScLJWm/q5xnDar1TdmjsXWwWvgCoUavQrX71BIrIIYxKKG9P13JT8nGu SQuG03MsMplyM+RC7FmMeofHz+bpTdm6dAQsTbV9MbO7+nsh5ZMwkCmxnxGlklmsz879aN6Pwxs9lnGaEsVh8FGaKUcJmt7OB1ChITSxwoaXdlYkR11yQTahsQ/CWT16F1mXNs/xwVa3fFnGU4BTO4AI8uIY63EMDmiBgDM/wCm9O6rw4787HonXNKWZO4I+czx+ vQY/I</latexit><latexit sha1_base64="AHnUZvoMovXJNUlSjpLMHvV/IhE=">AAAB7nicbZDLSgNBEEVrfMb4irp00xgEV2FGBF0G3biMYB6 QDKGnU5M06XnQXSOEIR/hxoUibv0ed/6NnWQWmnih4XCriq66QaqkIdf9dtbWNza3tks75d29/YPDytFxyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3azefkJtZBI/0iRFP+LDWIZScLJWm/q5xnDar1TdmjsXWwWvgCoUavQrX71BIrIIYxKKG9P13JT8nGu SQuG03MsMplyM+RC7FmMeofHz+bpTdm6dAQsTbV9MbO7+nsh5ZMwkCmxnxGlklmsz879aN6Pwxs9lnGaEsVh8FGaKUcJmt7OB1ChITSxwoaXdlYkR11yQTahsQ/CWT16F1mXNs/xwVa3fFnGU4BTO4AI8uIY63EMDmiBgDM/wCm9O6rw4787HonXNKWZO4I+czx+ vQY/I</latexit>
x
XC(t)
<latexit sha1_base64="K0UeVyPT0tC7V/GwVpe3JY8Vop8=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSxC3ZREBF0Wu3FZwT6gDWEynbRDJ5MwcyPU0C9x40IRt36KO//GSZuFth4YOJxzL/fMCRLBNTjOt1Xa2Nza3invVvb2Dw6r9tFxV8epoqxDYxGrfkA0E1yyDnAQrJ8oRqJAsF 4wbeV+75EpzWP5ALOEeREZSx5ySsBIvl0dRgQmQZj1536rDhe+XXMazgJ4nbgFqaECbd/+Go5imkZMAhVE64HrJOBlRAGngs0rw1SzhNApGbOBoZJETHvZIvgcnxtlhMNYmScBL9TfGxmJtJ5FgZnMY+pVLxf/8wYphDdexmWSApN0eShMBYYY5y3gEVeMgpgZQqjiJiumE6IIBdNVxZTgrn55nXQvG67h91e15m1RRxmdojNURy66Rk10h9qogyhK0TN6RW/Wk/VivVsfy9GSVeycoD+wPn8ANSmSxg==</latexit><latexit sha1_base64="K0UeVyPT0tC7V/GwVpe3JY8Vop8=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSxC3ZREBF0Wu3FZwT6gDWEynbRDJ5MwcyPU0C9x40IRt36KO//GSZuFth4YOJxzL/fMCRLBNTjOt1Xa2Nza3invVvb2Dw6r9tFxV8epoqxDYxGrfkA0E1yyDnAQrJ8oRqJAsF 4wbeV+75EpzWP5ALOEeREZSx5ySsBIvl0dRgQmQZj1536rDhe+XXMazgJ4nbgFqaECbd/+Go5imkZMAhVE64HrJOBlRAGngs0rw1SzhNApGbOBoZJETHvZIvgcnxtlhMNYmScBL9TfGxmJtJ5FgZnMY+pVLxf/8wYphDdexmWSApN0eShMBYYY5y3gEVeMgpgZQqjiJiumE6IIBdNVxZTgrn55nXQvG67h91e15m1RRxmdojNURy66Rk10h9qogyhK0TN6RW/Wk/VivVsfy9GSVeycoD+wPn8ANSmSxg==</latexit><latexit sha1_base64="K0UeVyPT0tC7V/GwVpe3JY8Vop8=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSxC3ZREBF0Wu3FZwT6gDWEynbRDJ5MwcyPU0C9x40IRt36KO//GSZuFth4YOJxzL/fMCRLBNTjOt1Xa2Nza3invVvb2Dw6r9tFxV8epoqxDYxGrfkA0E1yyDnAQrJ8oRqJAsF 4wbeV+75EpzWP5ALOEeREZSx5ySsBIvl0dRgQmQZj1536rDhe+XXMazgJ4nbgFqaECbd/+Go5imkZMAhVE64HrJOBlRAGngs0rw1SzhNApGbOBoZJETHvZIvgcnxtlhMNYmScBL9TfGxmJtJ5FgZnMY+pVLxf/8wYphDdexmWSApN0eShMBYYY5y3gEVeMgpgZQqjiJiumE6IIBdNVxZTgrn55nXQvG67h91e15m1RRxmdojNURy66Rk10h9qogyhK0TN6RW/Wk/VivVsfy9GSVeycoD+wPn8ANSmSxg==</latexit><latexit sha1_base64="K0UeVyPT0tC7V/GwVpe3JY8Vop8=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSxC3ZREBF0Wu3FZwT6gDWEynbRDJ5MwcyPU0C9x40IRt36KO//GSZuFth4YOJxzL/fMCRLBNTjOt1Xa2Nza3invVvb2Dw6r9tFxV8epoqxDYxGrfkA0E1yyDnAQrJ8oRqJAsF 4wbeV+75EpzWP5ALOEeREZSx5ySsBIvl0dRgQmQZj1536rDhe+XXMazgJ4nbgFqaECbd/+Go5imkZMAhVE64HrJOBlRAGngs0rw1SzhNApGbOBoZJETHvZIvgcnxtlhMNYmScBL9TfGxmJtJ5FgZnMY+pVLxf/8wYphDdexmWSApN0eShMBYYY5y3gEVeMgpgZQqjiJiumE6IIBdNVxZTgrn55nXQvG67h91e15m1RRxmdojNURy66Rk10h9qogyhK0TN6RW/Wk/VivVsfy9GSVeycoD+wPn8ANSmSxg==</latexit>
P
<latexit sha1_base64="+LpokmBcyRd+mlQsI0nORklggtA=">AAAB8nicbVBNS8NA FHypX7V+VT16CRbBU0lE0GPRi8cKthbSUDbbTbt0sxt2X4QS+jO8eFDEq7/Gm//GTZuDtg4sDDPvsfMmSgU36HnfTmVtfWNzq7pd29nd2z+oHx51jco0ZR2qhNK9iBgmuGQd5C hYL9WMJJFgj9HktvAfn5g2XMkHnKYsTMhI8phTglYK+gnBMSUib88G9YbX9OZwV4lfkgaUaA/qX/2holnCJFJBjAl8L8UwJxo5FWxW62eGpYROyIgFlkqSMBPm88gz98wqQzdW 2j6J7lz9vZGTxJhpEtnJIqJZ9grxPy/IML4Ocy7TDJmki4/iTLio3OJ+d8g1oyimlhCquc3q0jHRhKJtqWZL8JdPXiXdi6Zv+f1lo3VT1lGFEziFc/DhClpwB23oAAUFz/AKbw 46L86787EYrTjlzjH8gfP5A4cbkWY=</latexit><latexit sha1_base64="+LpokmBcyRd+mlQsI0nORklggtA=">AAAB8nicbVBNS8NA FHypX7V+VT16CRbBU0lE0GPRi8cKthbSUDbbTbt0sxt2X4QS+jO8eFDEq7/Gm//GTZuDtg4sDDPvsfMmSgU36HnfTmVtfWNzq7pd29nd2z+oHx51jco0ZR2qhNK9iBgmuGQd5C hYL9WMJJFgj9HktvAfn5g2XMkHnKYsTMhI8phTglYK+gnBMSUib88G9YbX9OZwV4lfkgaUaA/qX/2holnCJFJBjAl8L8UwJxo5FWxW62eGpYROyIgFlkqSMBPm88gz98wqQzdW 2j6J7lz9vZGTxJhpEtnJIqJZ9grxPy/IML4Ocy7TDJmki4/iTLio3OJ+d8g1oyimlhCquc3q0jHRhKJtqWZL8JdPXiXdi6Zv+f1lo3VT1lGFEziFc/DhClpwB23oAAUFz/AKbw 46L86787EYrTjlzjH8gfP5A4cbkWY=</latexit><latexit sha1_base64="+LpokmBcyRd+mlQsI0nORklggtA=">AAAB8nicbVBNS8NA FHypX7V+VT16CRbBU0lE0GPRi8cKthbSUDbbTbt0sxt2X4QS+jO8eFDEq7/Gm//GTZuDtg4sDDPvsfMmSgU36HnfTmVtfWNzq7pd29nd2z+oHx51jco0ZR2qhNK9iBgmuGQd5C hYL9WMJJFgj9HktvAfn5g2XMkHnKYsTMhI8phTglYK+gnBMSUib88G9YbX9OZwV4lfkgaUaA/qX/2holnCJFJBjAl8L8UwJxo5FWxW62eGpYROyIgFlkqSMBPm88gz98wqQzdW 2j6J7lz9vZGTxJhpEtnJIqJZ9grxPy/IML4Ocy7TDJmki4/iTLio3OJ+d8g1oyimlhCquc3q0jHRhKJtqWZL8JdPXiXdi6Zv+f1lo3VT1lGFEziFc/DhClpwB23oAAUFz/AKbw 46L86787EYrTjlzjH8gfP5A4cbkWY=</latexit><latexit sha1_base64="+LpokmBcyRd+mlQsI0nORklggtA=">AAAB8nicbVBNS8NA FHypX7V+VT16CRbBU0lE0GPRi8cKthbSUDbbTbt0sxt2X4QS+jO8eFDEq7/Gm//GTZuDtg4sDDPvsfMmSgU36HnfTmVtfWNzq7pd29nd2z+oHx51jco0ZR2qhNK9iBgmuGQd5C hYL9WMJJFgj9HktvAfn5g2XMkHnKYsTMhI8phTglYK+gnBMSUib88G9YbX9OZwV4lfkgaUaA/qX/2holnCJFJBjAl8L8UwJxo5FWxW62eGpYROyIgFlkqSMBPm88gz98wqQzdW 2j6J7lz9vZGTxJhpEtnJIqJZ9grxPy/IML4Ocy7TDJmki4/iTLio3OJ+d8g1oyimlhCquc3q0jHRhKJtqWZL8JdPXiXdi6Zv+f1lo3VT1lGFEziFc/DhClpwB23oAAUFz/AKbw 46L86787EYrTjlzjH8gfP5A4cbkWY=</latexit>
 j
<latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/ XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8w pvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit><latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/ XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8w pvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit><latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/ XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8w pvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit><latexit sha1_base64="H0EjOpGkJ7PUnHBUC5Mh4+BIXVE=">AAAB73icbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY1IPHCvYD2lA22027drOJuxOhhP4JLx4U8erf8ea/cdvmoK0vLDy8M8POvEEihUHX/ XYKK6tr6xvFzdLW9s7uXnn/oGniVDPeYLGMdTughkuheAMFSt5ONKdRIHkrGF1P660nro2I1T2OE+5HdKBEKBhFa7W7N1wi7T30yhW36s5ElsHLoQK56r3yV7cfszTiCpmkxnQ8N0E/oxoFk3xS6qaGJ5SN6IB3LCoaceNns30n5MQ6fRLG2j6FZOb+nshoZMw4CmxnRHFoFmtT879aJ8Xw0s+ESlLkis0/ClNJMCbT40lfaM5Qji1QpoXdlbAh1ZShjahkQ/AWT16G5lnVs3x3Xqld5XEU4QiO4RQ8uIAa3EIdGsBAwjO8w pvz6Lw4787HvLXg5DOH8EfO5w/gCo/Z</latexit>
FIGURE 2 – Object moving and generating the set S at
constant velocity vth, between t0 to t. Xc(t) is an arbitrary
center ofS , at time t and∆j is a point ofS , expressed w.r.t.
the center. The correct spatial distribution of S is recovered
when ||v − vth|| → 0.
Each event in S is generated at discrete time ti when the
object is moving. For readability reason, we are dropping the
2
index j and the event ei = (Xj , ti) is summarized into
xi = Xj(ti). (2)
Considering the 3D spatio-temporal space, we denote by v the
estimate of vth. We project each event at position xi onto the
plane P defined by t = tref subject to t0 ≤ tref ≤ t (in prac-
tice, tref is the time at which we start to observe the structure
and that does not necessarily needs to be equal to t0).The pro-
jection pv(xi) for an event on P is given by :
pv(xi) = xi − v(ti − tref ). (3)
and represented in Figure 3 by the red dashed. Hence, according
to equation (2) :
pv(xi) = X0 +∆j + vth(ti − t0)− v(ti − tref )
=∆j + (vth − v)ti + (X0 − vtht0 + vtref )︸ ︷︷ ︸
µ0
, (4)
µ0 is a time-independent quantity for S and the set {∆j} de-
fines the spatial distribution of S . If v is correctly estimated,
{∆j} can be recovered by projecting the events generated by
the moving object into P ,in the direction of v, this is equivalent
to have :
||vth − v|| ≤ , (5)
with  arbitrarily small. This also means that the shape of
the object will be reconstructed when the estimated speed is
converging close enough to the theoretical one. With such
consideration, we defined in this work an event-based feature
as any stable, time-independent structure that can be recovered
through observation.
FIGURE 3 – 3D view of a spatio-temporal context, with events
projected as described with vth 6= v. Black thick line : Local
shape of the object. Black arrows : Movement of the object. Red
dots : Events. Red dashes : Projection of each event onto the
tref = 0.5s plan. Red squares : Area affected by each projected
event.
3.2 Spatial probability density function
To establish the spatial distribution of S , we introduce the
quantity :
Uv(x, y, t) =
∑
i,tref≤ti≤t
δx,pvx(xi)δy,pvy (xi), (6)
such that pvx(xi) and p
v
y (xi) are respectively the x and y-
components of pv(xi). With δ as the Kronecker function, the
quantity Uv is incremented by 1 at location (x, y), each time an
event occurs within the time interval [tref , t]. (6) defines an his-
togram along the direction of v as shown by Figure 3 : all events
within the time interval [tref , t] and some spatial neighborhood,
are contributing to the histogram. From this, after sufficient mo-
tion has been recorded, i.e. for t such that t− tref >> 1||v|| , we
can define the probability density function (pdf ) as :
pdfv(x, y, t) =
Uv(x, y, t)
max
x,y
Uv(x, y, t) (7)
By thresholding this probability map with Π ∈]0, 1], one can
recover the initial structure, defined here by
Γv = {(x, y)| lim
t→∞ pdfv(x, y, t) ≥ Π} (8)
The methodology is based on the high precision of the sensor
and is making full use of its µs accuracy. Events can be pro-
jected in an almost continuous manner while estimating conti-
nuously the motion parameters. Typically, we can trade the high
temporal precision for a much higher spatial accuracy. Thus,
one can increase the spatial definition of Γv - initially given by
the sensor’s definition - by subpixeling U and pdfv(x, y, t). The
longer the structure with (5) satisfied is observed, the more ac-
curate is the spatial description.
As Γv is defined through estimation of v and because we are
using the currently available event-based vision sensors, we are
facing one of the properties of signal acquisition : the sensor is
blind to structures that are colinear to v since, along the edges,
the luminance changes are negligible. For this reason, Γv still
depends on the speed direction.
3.3 Feature detection and tracking : spatiotem-
poral descriptor
In this section, we focus on the tracking of local spatial
structures that are, through the tracking mechanism, converging
to stable projections. We rely on the previous general method
of speed projection on a local spatial neighborhood W of size
R, centered at some arbitrary positionX , for time t = tref .
A set of quantized velocities vi, in amplitude and in direc-
tion, are to be tested to estimate vth. Each projection along
velocity vi allows us to build the decaying map :
Dvi(x, y, t) =
∑
j,tref≤tj≤t
δx,pvix (xj)δy,p
vi
y (xj)
e−(t−tj)/τi ,
(9)
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with τi being a time constant specific to vi.
From these maps, we can compute the mean spatial position
inW of the events triggered by the moving object :
X¯i(t) =
 ∫∫W xDvi (x,y,t)dxdy∫∫W Dvi (x,y,t)dxdy∫∫
W yDvi (x,y,t)dxdy∫∫
W Dvi (x,y,t)dxdy
 (10)
by averaging the position of the projected events, weighted by
the decaying kernel. This mean positions stands at the core of
the tracking algorithm, as long as what is considered inside the
observation window W presents a curvature radius at most of
the size of the window. Such feature, on a low scale - a few
pixels wide - can thus be a corner, part of a circle, segment of
curve, . . ..
As stated in section 3.1, we want to get the projection
velocity vi closest to the actual object speed vth to create
a stable structure. Thus, we need to detect and correct any
displacement of the mean position of the projected events,
that should remain still as long as these two speeds match.
For this structure to be considered in its latest position, each
of these projected events must thus disappear once the object
has travelled a 1px distance, that is done in a typical time
τi =
1
||vi|| .
We can then estimate and store a reference position :
X¯i,ref ≡ X¯i(tref + τi). (11)
The time reference tref + τi used means that this decaying
map has been built over a time τi, assuming the speed vi was
initially close enough from vth, all pixels reporting the featu-
re’s shape must have generated an event at least once.
From this reference, we can get an error in projection speed, for
each event ei, given by
i(t) =
X¯i(t)− X¯i,ref
t− tref . (12)
Back propagating this speed error to the velocity vi, we can
keep track of the feature. Using initial speeds distributed in the
entire (vx, vy) space allows for the feature to be tracked more
easily, as the position reference X¯i,ref will be more accurate,
and the error in speed smaller from the start. Adding a correc-
tion factor λi(t) < 1, at time tj of event ej , we update vi as :
vi(tj+1) = vi(tj) + λi(tj)i(tj), (13)
allows also to include inertia to the system, giving it a good
resistance to noise, thus increasing the system stability.
3.4 Setting the correction factor λi
The value of λi has to be set dynamically. Each event is an
opportunity for the system to correct the projection speed vi.
For highly dynamical features - complex shapes or high speed
- a large number of events will be processed, and the system
might become unstable and possibly oscillate around the theo-
retical speed value. To prevent that, one must set the λi ac-
cordingly. To get an estimate of the number of events appea-
ring for this feature, we can once again use the decaying map
Dvi(x, y, t). Let us compute the sum over this decaying map :
Si(t) =
∑
(x,y)∈W
Dvi(x, y, t)
=
∑
(x,y)∈W
∑
j,tj≤t
δx,pvix (xj)δy,p
vi
y (xj)
e−(t−tj)||vi||
(14)
Summing over the patch means that we do not care about the ac-
tual position of the projected events, rather than just the length
of the edges producing events. To simplify the computation, we
change the notation to go from discrete to continuous time no-
tation, with νe,px the event production rate of Γv for one pixel.
Si(t) =
∑
(x,y)∈W
∫ t
tref
νe,pxe
−(t−t′)||vi||dt′
=
∑
(x,y)∈W
νe,px
||vi|| (1− e
−(t−tref )||vi||)
(15)
Thus, for (t−tref ) 1/||vi||, that is true for a displacement
of a few pixels, and defining
νe ≡
∑
(x,y)∈Γv
νe,px (16)
the number of events produced per second by Γv at this parti-
cular velocity, we have
Si = νe/||vi|| (17)
that is the number of events produced by Γv per second, divided
by the projected speed. This νe event rate is the one that we will
use to set the λi value. Now when we modify the velocity for
each occurring event near our tracked feature, we have
vi(tj+1) = vi(tj) + λi(tj)i(tj) (18)
and with a first order approximation, we get
∂vi(tj)
∂t
(tj+1 − tj) = λi(tj)i(tj) (19)
On average, (tj+1 − tj) is equal to 1/νe, event rate of Γv .
Since i(tj) = vth − vi(tj), equation 19 finally gives us :
vi(tj) = vth + (vi(tref )− vth)e(tj−tref )λiνe (20)
We want the speed to converge after a displacement of only a
few pixels ∆x, in a duration of ∆x/||vi(tj)||. Thus, assuming
once more that vi was initialized relatively close to vth :
∆x/||vi(tj)|| = 1
λi(tj)νe
λi(tj) =
||vi(tj)||
νe∆x
=
1
Si∆x
(21)
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This transformation allows to set the order of magnitude of
the allowed displacement for the velocity to converge. We typi-
cally set ∆x ∼ R, the size of the observation windowW .
3.5 Features detection
An easy reach would be to use the 2D content of the reference
plane to apply a conventional frame-based feature descrip-
tor. However, the use of a classical methodology from frame-
based computer vision is not adequate with the pure event-
based approach developed here and would imply operating on
a 2D feature frame for each incoming event and unnecessary
heavy computations. This could also restrict the tracking to
self-defined features with known shapes, potentially reducing
the tracking efficiency and possibilities. Also, we know that
changing the observation direction of an object can change its
shape, sometimes completely. Thus, what characterizes a fea-
ture is more a local information that is evolving over time, ra-
ther than a static description. The choice is then to let the algo-
rithm ”decide” which features to track, by monitoring its own
variables to infer if the tracking is performing correctly. In this
perspective, two variables are monitored. The first one is the
ratio :
A =
Si
R
(22)
with Si defined in equation 14 as the sum of the decaying map
of velocity vi within the observation window W . The second
one is the ratio between the norm of the error in speed and the
norm of the velocity itself :
B =
||i(t)||
||vi(t)|| (23)
As each of these variables are computed to correct vi for each
event, it allows for a simple embedded features quality detec-
tion. The second term provides a rough estimate of the correct
tracking of a feature. The results given in the following section
reports a value of B < 1% on average when a good tracking
is performed. Still, another case can appear with B = 0 and
yet no tracking, that is when the observation window has been
initialized on a event-free part of the scene. We can also moni-
tor variable A, assessing for the actual presence of dynamics in
this part of the scene. We also can assume that :
Si ∝ Rρ (24)
ρ being the linear fill factor of Γv in the window of observation.
For instance, ρ ∼ 1 for regular shapes such as lines, corners,
segments, . . .On the other hand, ρ = 0 for empty space, and
ρ→ R for moving textured objects.
3.6 Descriptor
The tracking uses the decaying maps presented in equation 9
as a descriptor. Using this descriptor, instead of binary frames
or Time-Surfaces for example, allows to lower drastically the
speed dependency. Indeed, each point in this descriptor can be
seen - once normalized - as a probability density of the tracked
feature to have this specific shape during its movement. Some
of these projected pixels can remain hidden due to the aper-
ture issue, but we fully use the potential of artificial retinas, as
most other descriptors present either blur or inconsistent data
due to the necessity for precisely fitted time constants, or po-
sitions history trails. We have seen in the previous section that
the detection and tracking algorithms can hardly be separated :
a detected feature is by essence a feature that has stabilized its
projection speed, thus that can be tracked. This means that the
descriptor used can report any sort of shape, not restricting itself
to corners or specific features. This allowed to detect a wide va-
riety of different shapes tracked during the different trials, some
of them are shown in Figure 5.
Finally, a probability density already suggests distances, such
as the Bhattacharyya distance, to compare two of these descrip-
tors. Such a comparison is important for future development, as
comparing two descriptors is a necessary step for higher level
tasks.
4 Implementations and performances
4.1 Tracking algorithm
The estimated speed correction method follows the equations
of sections 3.3 and 3.4 summarized in Algorithm 1.
Algorithm 1 Speed Update
while event e = {xe, te} do
for vi ∈ Vest do
pvie ← xe − vi ∗ (te − t0,i)
if pvie in observation box of speed vi then
Update Di
Si ←
∑
x,y
Di(x, y)
Compute X¯i
i ← (X¯i − X¯i,ref )/(te − t0,i)
vi ← vi + i/(Si∆x)
end if
end for
end while
Yet more elements have to be taken into account. The whole
method is based on constant linear movements. If most trajecto-
ries can be approximated by several segments verifying this as-
sumption, one must deal with the change between two of these
segments. The method used in this work is described in Algo-
rithm 2.
We must verify two conditions to update the time of projec-
tion for each event. The first one is obviously that the norm of
the error in speed computed |i| is small compared to the norm
of the estimated speed itself |vi|, thus the feature is stable. We
use in our case k = 0.01 that has been set experimentally.
The second condition is to ensure that a feature has moved suf-
5
FIGURE 4 – Tracking results of the four presented features. (a) Frames created from the spatio-temporal context, with 5ms
windows, reporting the visual correct tracking of each corner. (b) X and Y positions of the tracked features, compared to the
measured ground truth. A constant error can appear due to the time needed to compute the reference position Xi,t0 given in
equation 11. (c) Evolution of the projected feature 3 at the early stages of the algorithm. The initial blurry shape disappears after
a few milliseconds, showing the actual feature with enhanced precision as shown in Figure 5.
Algorithm 2 Projection Plan Update
while event e = {xe, te} do
Update vi
if |i| ≤ k|vi| and te − t0,i > N/|vi| then
t0,i ← te − 1/|vi|
Update Observation box of vi
end if
end while
ficiently since the last projection on the reference plane. Al-
though possible, it is better for computational efficiency to not
systematically update the projection for each incoming event.
Also, since the velocity is assumed to be correct with condition
1 and the scene not changing at a MHz rate, we ask for a mini-
mal displacement of N pixels that has been set experimentally
to N = 6 as it provides the best match between stable tracking
and real-time operation.
4.2 Tracking corners at constant speed
The first experiment will consider constant speed features
tracking, travelling linearly. We assume, that a speed can be
considered a continuous function of time with the time defini-
tion of the sensors used, this is a fair assumption as apart from
specific phenomenon nothing in everyday scenes updates its dy-
namics at the MHz.
We recorded with the event-based camera [14] a fast mo-
ving 45◦-rotated square, whose ground-truth features positions
have been manually determined. We thus consider in this first
example 4 features, one for each corner, and apply the pre-
viously described tracking algorithm to the sequence. As we
want here to check for the performances of the tracking part
of the algorithm, we voluntarily disable the detection part of
it. The initial speeds given to the algorithm are in a range of
−1000px.s−1 to 1000px.s−1 for both axis, for a ground truth
of about 750px.s−1. Results are shown in Figure 4. As usual
a good initialization improves the algorithm performances and
allows it to converge faster. If some of the parameters neces-
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sary for its initialization have been found less important than
expected, the most important one is the size of the observation
window. This size must be greater than the typical size of an ob-
ject we want to track, yet small enough to discriminate between
different objects.
4.3 Indoor and outdoor natural scenes
Scene Npoints ¯ L¯ ¯/L σ/L
Indoor
Rotation 7 2.4px 382.4px 1.4% 1.2%
Outdoor
Rotation 4 4.1px 417.9px 1.0% 0.25%
Street
Fixed Cam. 2 8.6px 470.2px 1.8% 0.07%
TABLE 1 – Results of the tracking algorithm in different en-
vironment. We only consider the first set of points tracked for
each scene for clarity purposes. We propose the absolute errors
and tracking lengths  and L averaged over each set, and the
average of a normalized error /L. The comparison between
the tracking results and the ground truth starts once the follo-
wed features enter the observation box - usually a 30px-sided
square.
Results shown in Table 1 report results for all trackers for
the whole sequence. The number of points considered Npoints
is given, with the average error ¯ and the average length of
tracking L¯. Finally, we propose a normalized error ¯/L, that
can be related to a drift of the feature with respect to travel
length. A good sample of the different shapes tracked during
these experiments are reported in Figure 5. In this panel, we
display the convergence over time of several features, stabili-
zing toward recognizable objects, such as spotlights, manholes,
doors, . . .. The indoor tracking is represented in a 3D space
in Figure 6, and helps visualize the convergence of several in-
dependent tracked features towards coherent movement speeds.
These results emphasize the accuracy of the method. If the
largest relative errors peak at around 3%, it is usually closer
to 1% all along the trajectory. The first (indoor) scene and the
second (outdoor) scene show that the method is operating re-
liably despite scenes having been recorded with a hand-held
camera, without any stabilization. The saccadic motion indu-
ced by the hand has little impact on the tracking performance.
However, the third scene, captured by a static camera obser-
ving pedestrians is more challenging, because the local linear
motion hypothesis is harder to fulfill : the pedestrians head mo-
tions are mainly made of large amplitude vertical oscillations.
But the algorithm managed to track reliably such complex fea-
tures. These performances are to be assessed w.r.t. to the task
we want to achieve. Additional materials provide videos of each
experiment.
FIGURE 5 – Non exhaustive list of features tracked by the al-
gorithm. The green triangle gives the reference mean position
stored for this feature, that the algorithm tries to stabilize, while
the green triangle refers to the current mean position observed.
(a) Two of the four features tracked the benchmark experiment
presented in Figure 4. (b) Examples of features tracked in an
outdoor environment. They can be, among others, gutter parts,
manholes, or wall irregularities. (c) Examples of features tra-
cked in an indoor environment. The observed size of the objects
allows for an improved efficiency in detecting and tracking, and
widens the variety of features, such as ceiling spotlights, win-
dow outline, or furniture edges.
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FIGURE 6 – The indoor experiments have shown great stability in tracking, with a wide variety of features. Projecting this tracking
in a 3D space allows to easily recover the movement from which originated the events.
5 Conclusion
This work introduced an event-based method to track and es-
timate the velocity of features while enabling a native bayesian
description of the feature. The method can detect and track non-
specific and non specified features at different velocities and
in different observation conditions. Tracking benchmarks have
shown that the method is accurate while operating on each inco-
ming event. This has been made possible by estimating reliable
velocities for each tracked feature. Most importantly, using se-
veral projection velocities for initialization allowed to have very
little dependency to the tuning parameters. The variety of fea-
tures tracked show the potential of this type of algorithm, al-
lowing for precise tracking of features with few constraints.
The use of different feedback mechanisms should improve even
more the stability of the method. Beyond the presented applica-
tion of tracking and being able to describe features, this paper
sets a general framework for event-based cameras by introdu-
cing a scheme of intertwined computation between space and
time that makes use of the precise timing of each incoming
event. The relation between space and time is made possible
by the high temporal resolution of these sensors. This property
allows for a natural writing of visual dynamics in the velocity
domain. Velocity is surely the most interesting, reliable and
straightforward elementary information one can reliably extract
from these sensors.
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