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Abstract
We propose a new Monte Carlo algorithm
for complex discrete distributions. The al-
gorithm is motivated by the N-Fold Way,
which is an ingenious event-driven MCMC
sampler that avoids rejection moves at any
specific state. The N-Fold Way can however
get “trapped” in cycles. We surmount this
problem by modifying the sampling process.
This correction does introduce bias, but the
bias is subsequently corrected with a care-
fully engineered importance sampler.
1 Introduction
Sampling from densely connected discrete probabilistic
graphical models is a fundamental problem in physics,
statistics and artificial intelligence (AI). In AI, the
samples are typically used to infer the values of un-
known random variables or to compute the partition
function for the purposes of parameter and model se-
lection. Obvious application domains include Boltz-
mann machines [19], densely connected conditional
random fields [15] and densely connected graphs aris-
ing in semi-supervised learning [9]. These problems are
notoriously hard to solve. A less obvious application
domain arises when dealing with models with discrete
and continuous variables, where the continuous vari-
ables can be integrated out analytically. This domain
is very broad and of great applicability. We give a few
examples of members of this class subsequently.
The first example is mixture models. For example,
in a mixture of Gaussians, one can integrate out the
mixture proportions, means and variances and end
up with an un-normalized “densely connected” dis-
tribution, which depends only on the discrete mix-
ture component indicator variables [16]. After sam-
pling these indicators, one can compute the other vari-
ables analytically. This is often referred to as Rao-
Blackwellization or Collapsed Gibbs sampling. Like-
wise, in latent Dirichlet allocation [2] one also ends up
with a distribution in terms of indicators (involving
ratios of Gamma functions) after carrying out analyti-
cal integration. A final example to illustrate this point
is variable selection with kernel regression models [24].
Here, after integrating out the kernel coefficients and
noise covariance, one is left with a densely connected
distribution over the binary variables indicating the
presence of features.
In all these densely connected models, sampling the
discrete variables is well known to be a very demand-
ing task. Variational methods also tend to exhibit
estimation problems in these domains [4]. The tar-
get distributions in these models tend to have many
modes separated by low probability barriers that can-
not be crossed by standard moves. MCMC methods
often get “stuck” in modes of the target distribution
and fail to accurately sample from all relevant regions
in the time allotted to the experiment. For example,
as reported in [18], it could take 1010 minutes for a
dynamic Metropolis algorithm to leave a metastable
state in an Ising model.
To surmount this problem, approaches based on in-
genious domain specific proposal distributions have
been proposed. We are however interested in de-
veloping general methods. With this goal in mind,
the most successful methods seem to be cluster tech-
niques, such as the Swendsen Wang algorithm [23],
population-based methods and multicanonical Monte
Carlo [12, 17]. Theoretical studies have shown that the
so-called mixing time can diverge exponentially in the
Swendsen-Wang algorithm [10]. Naive parallel chain
methods are often wasteful and computationally ex-
pensive [12]. Multicanonical methods require the es-
timation of the density of states and this is no easy
task; see [12] for an excellent review.
Distinct from plain parallel MCMC are the Sequen-
tial Monte Carlo, methods [13, 6] that use impor-
tance sampling in a joint, artificially-imposed temporal
state-space to compensate for the effect of incomplete
convergence of the proposal processes. Unfortunately,
such methods are also limited by the proposal pro-
cesses used, and can only do as well as importance
sampling with the (temporal) marginal distribution of
the set at the last step of the sequence. In general this
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marginal is not known, so weighting is done in the joint
temporal space, incurring additional variance. While
for systems with a relatively simple state-space, say
with relatively few but widely-separated modes, these
methods can yield great improvements, when the tar-
get space becomes very rough, we expect the situation
to degenerate. In the former case, there are few “ob-
structions” in the way of the particles’ movement to-
wards the high density regions, though once they reach
them leaving may take a long time. In contrast in the
latter case, which occurs in Bayesian modelling, statis-
tical physics and biopolymer simulation, the number
of particles is tiny compared to the number of modes
that can trap them, and so it again takes an exponen-
tially long time to reach the “important” regions.
In this paper, we proposed a novel approach to this
problem. It is motivated by the N-Fold Way sam-
pler proposed in [3]. This sampler has an ingenious
way of avoiding the situation of being trapped in any
specific state. It can however get easily trapped in
cycles. In our approach we surmount this problem
partially by forbidding the chain from jumping to re-
cently visited states. This process is no longer Markov
and introduces bias. We correct for the bias by adopt-
ing a mixture of Gibbs proposal distributions, initial-
ized at our biased process, within an importance sam-
pler with the right target distribution. This approach
is distinct from methods traditionally known as “im-
portance sampling” for Bayesian Networks in the UAI
community, which, for example, weight samples from
the prior distribution with the likelihood [8], or adap-
tively construct an approximation to an optimal pro-
posal [5]. In particular, the model need not be speci-
fied as a product of known conditional distributions.
2 Preliminaries and Notation
We are interested in sampling from the following target
distribution:
pi(x) =
e−βE(x)
Z(β)
. (1)
In general we can only evaluate pi up to a constant and
refer to this unnormalized function as p˜i. Here, E(·)
denotes the energy, β the inverse temperature and Z
the partition function.
We assume the following in the problems we con-
sider. First, that x is a M dimensional vector, each
component of which can assume q values in the set
D , {D1 . . . Dq}, so that the state space Ω of pi is of
size M q. In the sequel, we often refer to different val-
ues of x in a sequence, in which case xt,i means the
ith component of xt. Second, we can readily calculate
and sample from the conditional distributions of pi. If
the set of all variables is M , {1, 2, . . . ,M}, then
the conditionals pii(xi|x{M\i}) are available in that
sense. Here, x{M\i} , (x1, . . . , xi−1, xi+1, . . . , xM ).
In this paper we assume that readers are familiar with
constructing and sampling from the local conditionals
of models with distributions of the form (1) such as
Markov Random Fields (MRFs.)
Our tasks are inference, the computation of quantities
expressible as
Epi[h(X)] (2)
and normalization, the estimation of the unkown con-
stant
Z(β) ,
∑
x
e−βE(x) (3)
Marginalization is a special case of Equation (2).
Needless to say, obtaining exact solutions to these
quantities is out of the question in general for
realistically-sized models.
3 Event-Driven Monte Carlo
We motivate our algorithm by first considering a
beautiful restructuring of traditional single-variable
MCMC algorithms that can result in dramatic simu-
lation efficiency gains. Algorithms using this method-
olgy comprise a family known as Event-Driven Monte
Carlo, of which the first, due to [3], is known as the
N-Fold Way (NFW). Although our approach diverges
from the spirit of these methods, particularly by for-
saking any interest in having a proper MCMC process,
it is worth looking at them in some detail since the ex-
hibition gives some insight into the problems that arise
while running MCMC and how our approach attempts
to circumvent them.
Traditional single-site MCMC, say using a Gibbs or
Metropolis process, proceeds by choosing a site at ran-
dom and sampling a new value according to a local
transition probability. In this work we focus on using
the Gibbs sampler without loss of generality; adap-
tation to the (plain) Metropolis method is straightfor-
ward. The states which are the same as a given state x
but for one component are called the single-site neigh-
bours of x. Formally, the random-site Gibbs sampler
transition kernel KG(Xt = xt|Xt−1 = xt−1) is defined
as:
1
M
M∑
i=1
pii(xt,i|Xt−1,{M\i} = xt−1,{M\i})
×δ(xt−1,{M\i})(Xt,{M\i}). (4)
The kernel is an equal-weight mixture of update den-
sities. The delta functions in each mixture component
are to specify thatXt,{M\i} = Xt−1,{M\i}; Xt,i is sam-
pled from the local conditional.
If the current state is such that all potential neighbors
are energy-gaining moves, then at low temperatures,
Xt will very likely be xt−1; the system is forced to
“wait” in the same state until the low-probability event
that one of the uphill neighbors is transitioned to.
This perspective on the single-site MCMC motivates
the NFW. If one can calculate the probability that a
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variable will change, then instead of repeatedly taking
MCMC steps, we can sample a waiting time τ from this
probability, and then sample from the conditional dis-
tribution of the neighboring states given that a change
occurred. This gives a statistically equivalent process
to the conventional MCMC sampler; the state xt−1
can be “replicated” for τ steps and a new state xt+τ
is then sampled from this conditional.
We now present the NFW more specifically. First, for
notational compactness, define:
ζi(x
′;xt−1) ,
1
M
pii(x
′|Xt−1,{M\i} = xt−1,{M\i}).
(5)
ζi(x
′;xt−1) is simply the probability that variable i
is selected uniformly at random and receives sampled
value x′ (which could, of course be the same as xt−1,i);
all other variables stay as they were at t−1. The prob-
lem of excessive waiting time referred to previously oc-
curs when for each i ∈ M, ζi(x′;xt−1) is overwhelm-
ingly peaked on xt−1,i, while the remaining q−1 values
thatXt,i can assume are all unlikely. Let the set of val-
ues that variable i can assume if it changes value from
xt−1,i be Fi(xt−1) , {D\xt−1,i}. We will sometimes
refer to the operation of changing a variable’s value
as flipping it, though the term is best-suited to the
binary (q = 2) case.
Now let
αi(xt−1) ,
∑
x′t,i 6=xt−1,i
ζi(x
′
t,i;xt−1). (6)
That is, αi(xt−1) is the probability that variable i is
chosen by the Gibbs sampler and is changed from its
value of xt−1,i; thus for each i ∈ M there are q − 1
terms in the summation (6). Once again, in a local
minimum and at high β, these probabilities are low
for all i. Now define the marginal probability that a
change occurs during a Gibbs step to be:
pflip(xt−1) , Pr(Xt 6= xt−1)
=
∑
xt 6=xt−1
KG(xt|Xt−1 = xt−1). (7)
It is clear that pflip(xt−1) =
∑M
i=1 αi(xt−1). The event
that a change in state occurs can then be seen as the
first occurence of a “success” in a series of Bernouilli
trials with success probability pflip(xt−1); the time un-
til such an event, is of course, distributed according to
a geometric distribution, from which samples can be
drawn very efficiently [7].
Finally, let us create a discrete distribution out of the
set of (q−1)M values that the ζi(x′;xt−1) can assume
for i ∈M, x′ 6= xt−1,i. Let
νˆ(i, x;xt−1) ,
{
ζi(x;xt−1) if x ∈ Fi(xt−1)
0 otherwise
(8)
and
ν(i, x;xt−1) ,
νˆ(i, x;xt−1)∑
j∈M,x′∈Fj(xt−1) νˆ(j, x
′;xt−1)
(9)
The reader should convince herself that ν(i, x;xt−1) is
the posterior probability of the joint event “variable
i assumes value x” given that a change in state oc-
curred, i.e. when xt 6= xt−1. The posterior will favor
sampling the “best” of the neighbors of state xt−1, i.e.
those resulting in the smallest energy gain. At high
β, these will be chosen the vast majority of the time.
Sampling from this distribution is O(M(q − 1)) in the
worst case, though many optimizations are possible
in certain cases, such as graphical models of sparse
connectivity or when the set of possible moves can
be placed into one of a small set of classes, as was
done in the original paper of [3]. In this work we de-
scribe experiments on systems where such optimiza-
tions are not possible as far as we could tell, namely
densely-connected graphical models with continuous-
valued parameters, so the optimizations will not be
discussed here.
Thus, one possible statement of the NFW is as follows.
First, choose a number T − 1 of flip moves to make,
so that the process including the initial state has T
steps. Let us define a process Xˆ0, . . . , XˆT , each having
the same domain as the original problem. The indices
here correspond to flipping moves and not the “real”
time of the simulation.
Xˆ0 is the initial (randomly chosen) state, and Xˆn is
sampled from ν(i, x;xn−1). Furthermore, define a se-
quence of time variables Θ0, . . . ,ΘT . The algorithm
1. Set X0 = Xˆ0 and Θ0 = 0.
2. For i = 1 . . . T
(a) Sample τ ∼ Geometric(pflip(xi−1))
(b) Sample Xˆi ∼ ν(i, x; xi−1)
(c) Set Θi = Θi−1 + τ
Figure 1: N-Fold Way sampler.
is constructed as shown in Figure 1. The states in
Monte Carlo time can then be read off from this data:
XΘi...Θi+1−1 = Xˆi. The effective length of the simula-
tion, i.e. that of an equivalent direct Gibbs sampler,
is ΘT . The overall complexity of the method without
any optimizations is O((q−1)M) per step, and is thus
O((q − 1)MT ) for all T steps.
It should also be mentioned that one can apply
this strategy to the simulated annealing [14] op-
timization heuristic by simply replacing the local
conditionals pii(x|Xn−1,{M\i} = xn−1,{M\i}) in the
preceeding calculations with their annealed versions
piγni (x|Xn−1,{M\i} = xn−1,{M\i}) where γn is the
temeperature parameter chosen to “cool” according
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Figure 2: A binary-valued system evolving under two different
runs of the N-Fold Way at β = 5. Once the processes find a local
basin, they can take excessively long to escape.
to some schedule. Note that in this event-driven for-
mulation, any annealing schedule is effectively such
that in a conventional implementation, the temper-
ature is held constant at γn between the times of the
(n − 1)th and nth flips. Also in most optimization
contexts, one is not interested in the times Θi of the
flips; the method reduces to sampling from annealed
versions of (9), which effectively performs a stochastic
best-improving search that becomes less “soft” as the
annealing continues.
The need for computing the flip (or equivalently re-
jection) probabilities in the NFW creates difficulties
when considering continuous variables. Often these
are not integrable. However for simple continuous dis-
tributions, some progress has been made [18].
While the NFW is an example of how a clever per-
spective can yield great practical improvements, if it
solved the problem of simulating from complex distri-
butions, then this paper need not have been written. A
severe shortcoming might have suggested itself to the
reader in the description of sampling from the condi-
tional (9). If this conditional favors choosing the best
of the (bad) neighbors in a local minimum, then unless
that move results in favourable moves other than the
original local minimum, the next sample from (9) will
almost certainly re-select the original local minimum
since it is now a favourable point from the new one.
Breaking out of this cycle can take an extremely long
time. An example of this behavior is shown in Figure
2; the simulation shows evolution of the energy of a 25
node fully-connected binary spin glass with Gaussian-
generated parameters at the low temperature β = 5.
(this model will be detailed in a coming section.) Note
how two different runs of the algorithm get stuck in
minima of different values, a very undesirable prop-
erty of a Monte Carlo method.
A conceivable remedy to this problem is to include
larger than single-flip neighborhoods into the algo-
rithm. Indeed it may be possible that flipping a pair
or a triplet can escape the minima. Unfortunately,
while this is certainly conceptually correct, the com-
putational costs make it infeasible. Even in the q = 2
case, there are
(
M
k
)
sets of variables of size k to flip,
and these must all be included in the conditional (9)
For small k and largeM the strategy may not be worth
the effort as quite large flips of state are often required;
for large k calculating and sampling from (9) is in-
tractable.
In the next section, we finally come to our contribution
to this problem in an attempt to overcome shortcom-
ings of the NFW.
4 The Large-Flip Quasi-Gibbs
Sampler
The low-temperature cycling behavior is a severe
drawback of the NFW. As we mentioned, it is possi-
ble to approach low-energy states slowly via annealing
into the desired distribution, i.e. using a sequence of
distributions of the form piγn rather than having the
sampler target the desired distribution pi from the be-
ginning.
Our strategy is philosophically different and involves
introducing a “memory” into the process. The re-
sulting sequences of random variables no longer form
Markov Chains due to the dependence on the history,
and no longer (asymptotically) draw samples from pi
in the same sense that MCMC methods do. However
they do aggressively visit the important regions of pi,
even at very low temperatures, just not with the cor-
rect frequencies. This deficiency is subsequently cor-
rected.
First, we drop interest in the “real” time of the process,
i.e. the sequence Θi, since this is only useful for induc-
ing a correct MCMC process, which we will not have
anyway. Our sequence of samples Xn corresponds to
the nth flips from the initial state X0. However rather
than choose flips according to the conditional distribu-
tion (9), the new mechanism is such that once a vari-
able has been chosen for change, it is prevented from
re-assuming its previous value for a certain amount of
simulation time. (From now on unless otherwise clari-
fied, “time” refers to the sequence of flips rather than
MCMC time.) The reader may sense a connection
between this idea and a much-used meta-heuristic for
difficult combinatorial problems known as Tabu Search
[20]. In fact we were initially motivated to solve the
problems faced by the NFW, but this connection be-
came made clear to us. Our subsequent survey of the
tabu search literature has motivated one aspect of the
algorithm, namely the random choice of set sizes of
variables to update. However strictly speaking, our
method has no “tenure” in the same sense, nor any
“aspiration” criteria or any of the other features of
the heuristic.
Define the kth partial Large-Flip (LF) move to be the
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(ordered) sequence
χkm , ((i, x)0, . . . , (i, x)m−1) (10)
The kth LF move is complete when the sequence χkm is
of length Γk, the size of the k
th LF move. The elements
(i, x)j of the sequence χ
k
Γk
specify that variable i has
changed value to state x at the jth step of the move,
and thus implicitly determine the global state trajec-
tory. For precision, we also define the (unordered) set
of moves in the kth partial LF move to be:
Ckm , {(i, x)0, . . . , (i, x)m−1} (11)
If we define Γ−1 = 0, the cumulative number of flips
during the mth step of the kth LF move is n(m, k) =
m +
∑k−1
i=0 Γk; whenever we mention the global flip
index n this dependence on m, k is to be remembered.
The onset time of the kth LF move is TCk =
∑k−1
i=0 Γi
with TC0 = 0.
Our method of escaping the cycling traps corresponds
to forcing the probability of any duplicate elements
(i, x)j within each complete LF move to be zero.
This requires a modification of equation (8); the goal
is achieved with
νˆ(i, x;xn−1) ,
{
ζi(x;xn−1) if (i, x) /∈ Ckm
0 otherwise
(12)
When normalized as in equation (9), this will still re-
sult in a biased selection towards the “good” neighbors
of state Xn−1, but such moves are suppressed if they
have been visited during the current LF move.
The sizes of the LF moves Γk are randomly chosen in-
tegers from an interval [Γˆmin, Γˆmax] prior to the onset
of the kth move. These limits are tunable parameters
of the system and are chosen a priori. Our experi-
ments with large models have used Γˆmax = ⌊M/6⌋
and Γˆmin = ⌊M/8⌋. The NFW flip selection equation
(9) is the special case of Γmin = Γmax = 1. It is this
random LF move size that was motivated by robust
tabu search, a heuristic that has shown promise on the
quadratic assignment problem [22] and MaxSAT [21].
While we do not care about the waiting time between
samples, we will need to store the entire set of states
visited by the process, which can be implicitly done
in a memory-efficient way by remembering only the
initial state x0 and the entire set of LF moves, which
only consist of (variable, value) pairs.
The pseudocode to this process, which we call the
Large-Flip Quasi-Gibbs Sampler (LFQGS) is shown in
Figure 3. The pseudocode contains many steps that
are purely illustrative and would never be implemented
that way; implementation decisions must always be
made specifically to the problem at hand.
Initialize: X0 = x0, n = 0, m = 0, Γ0 ∼ U [Γˆmin, Γˆmax], χ
0
−1 =
∅, C0
−1 = ∅, choose a number T −1 of flip moves to make. For
n = 0 to T − 1:
1. If (m = Γk)
(a) m = 0, k = k + 1, χk
−1 = ∅, C
k
−1 = ∅
(b) Γk ∼ U [Γˆmin, Γˆmax]
(c) Update νˆ(i, x;xn−1) with Equation (12)
2. Sample (i, x) ∼ ν(i, x; xn−1)
3. Xn,i = x,Xn,{M\i} = xn−1,{M\i}
4. χkm = (χ
k
m−1, (i, x)), C
k
m = C
k
m−1 ∪ (i, x)
5. Update νˆ(i, x;xn) according to Equation (12)
6. m = m+ 1 and n = n+ 1
Figure 3: Large-Flip Quasi-Gibbs sampler.
A moment’s reflection will reveal that this algorithm
does not produce correct samples from pi. The pro-
cess is not Markov (due to the dependence via the
LF memory) nor is it stationary. Indeed, we observe
that forcing variables to not take certain values implic-
itly introduces a change to the model being simulated;
for example by introducing “infinitely strong” (deter-
ministic) local evidence in a graphical model about
a variable’s values. Thus at any step, the flip selec-
tion corresponds to a legitimate MCMC algorithm for
that implicitly defined model but at the next step, the
flipped variable’s values will be constrained and so the
model has changed yet again! The reader may ques-
tion our sanity in making such a bizarre proposal to a
respectable conference such as UAI; hopefully the next
section will restore their faith.
5 Correcting the Bias with
Importance Sampling
Our answer is that we can indeed make the samples
drawn from LFQGS a component of a statistically cor-
rect methodology for inference and normalization, that
is approximating integrals under the stationary distri-
bution, but we cannot have the system exhibit “real”
dynamics as MCMC does. We call this methodol-
ogy Large-Flip Importance Sampling.(LFIS) In a single
LFQGS simulation of T samples, T −1 flips, there will
be a set S of distinct states visited, with |S| ≤ T .
Many of these states have very low probability under
pi, but are necessarily traversed using the LF moves
in order to escape the local optima. The approach
we take is to run a set of N such LF processes of
T − 1 flips each resulting in random variables {X ln}
for n ∈ {0, . . . , T − 1}, l ∈ {0, . . . , N − 1}.
One possibility is to assign each state xi in the set
of distinct visited states Sl for l ∈ {0, . . . (N − 1)} a
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Figure 4: The exact and approximate probability distribution
of the energy on a 25 node complete graphical model at β = 5.
The approximation was calculated using the LFQGS followed by a
selection step, as described in the text. The two plots are very close
to each other.
weight:
qi =
e−βE(xi)∑
x′∈Sl e
−βE(x′) (13)
Selecting a state according to (13) corresponds to
drawing an exact sample from the conditional distri-
bution pi(x|x ∈ Sl), not from the full target pi(x). It
bears a resemblance to the resampling step performed
in Sequential Monte Carlo, though it is not the same as
we are not selecting samples from the ratio of pi with
a known proposal distribution. It should be empha-
sized right now that this feature plainly distinguishes
the method from ones based on annealing; while in an-
nealing the idea is to try to (slowly) move to a state of
high probability, so that the final value is the one that
is of primary interest, in LFQGS the selection method
can concievably choose a sample visited at any point
in the sequence (X l0, . . . , X
l
T−1), and it is indeed often
the case that early samples are selected.
The selection process is only asymptotically correct in
that as the number of samples T → ∞, due to the
randomness in the LF move sizes and the noise in the
system, an ever-increasing portion of the overall state
space is visited, so pi(x|x ∈ Sl) essentially becomes
pi(x). This fact is of little practical consequence; what
is desired is to collect a representative set of important
states as early as possible.
For small systems, or large systems at low tempera-
ture, selecting according to (13) seems to accomplish
this quite well. To illustrate, Figure 4 shows the exact
probability distribution of the energies of a complete
25-node graphical model with binary values and many
competing interactions at a temperature of β = 5 (see
Section 6 for the model description) and the approxi-
mation obtained using the LFQGS followed by selec-
tion using N = 1000, T = 1000. The approximation
was calculated by simply histogramming the energies
of the N selected states and took about 10 seconds of
computer time on a 3GHz Xeon CPU. In contrast the
brute-force computation of the exact distribution by
summing over 2M states took about 8 minutes on the
same machine. The two curves are indeed very diffi-
cult to tell apart in Figure 4. We remind the reader
again that due to the non-stationarity of the LFQGS
process, it is not correct to conclude anything about pi
by histogramming the samples {X ln}T−1n=0 in sequence l
as is done in MCMC.
For large systems at moderate temperatures, the
simple weighting scheme above oversamples the low-
energy states. For such cases, a more elaborate weight-
ing is required; see [11] for a detailed discussion. Al-
ternatively, one could simply apply a some extra iter-
ations of the plain NFW to the selected samples.
Note that approximating the distribution of energies
at β = 5 is demonstrating the method in a difficult
case: the task is to generate samples with the correct
nontrivial frequencies, not merely to find the global
optimum, which is the case at very high β, or to in
effect sample uniformly (low β).
The final piece of the algorithm allows us to esti-
mate the partition function Z(β) and to demonstrate
its asymptotic correctness by appealing to standard
importance sampling arguments. The set of oper-
ations described previously, that is the LFQGS fol-
lowed by selection, effectively draws samples from
some very complicated and unknown marginal distri-
bution fT (x), which we hope, should be a reasonable
approximation to pi(x). It is not asymptotically correct
in the sense that as we drawN →∞ samples Y (i) from
it for a fixed T , estimators of the form 1N
∑N
i=1 h(Y
(i))
do not converge to Epi[h(X)] because fT (x) 6= pi(x).
Our solution to this is as follows.
Suppose we simulated N LFQGS sequences for T − 1
flips each. Define the set of N selected variables under
the rule (13) to be Y (i). For each Y (i), perform one
sweep of conventional Gibbs Sampling through all the
variables in a pre-determined, fixed order. The Gibbs
Sampler will technically “move” the set of samples to-
wards the stationary distribution pi, whose unnormal-
ized expression, we remind the reader, is p˜i. This mov-
ing effect is slight and not the object of the exercise;
using a Gibbs kernel just ensures that it will not make
the population of Y (i) any worse. The application of
the Gibbs kernel to the population Y (i) sampled from
fT (.) results in samples Y˜
(i) from a distribution we
call µ(.). Since we can analytically compute KG(y|Y i)
due to the predetermined variable sweep (it is simply
the product of the local conditional probabilities of the
variables in the sweep order), it is straightforward to
approximate µ(Y˜ (i)) with
µˆ(Y˜ (i)) ,
1
N
N−1∑
j=0
KG(Y˜
(i)|Y (j)) (14)
If we desire to approximate expectations under pi(x) of
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the form (2), we can simply use the importance sam-
pling estimator
Iˆ ,
∑N−1
i=0 h(Y˜
(i)) p˜i(Y˜
(i))
µˆ(Y˜ (i))
W
(15)
where
W ,
N−1∑
i=0
p˜i(Y˜ (i))
µˆ(Y˜ (i))
(16)
The advantage is that we also have an estimator for the
partition function Z(β): Zˆ(β) , 1NW and not merely
the ratio of two constants as often arises. The reason
is that by construction, the normalization constant of
µ is unity. The estimator for µ is O(N) for each of
the N points; fortunately this overall O(N2) cost is
quite reasonable since it is only done once, in the final
stage of the algorithm. Note that one could also use a
combination of Gibbs kernels at a set of temperatures
as well.
6 Experiments
We present two sets of numerical results. The first
set was primarily to establish that the method seems
to work correctly. A 25 node fully-connected, binary
valued, undirected graphical model under 6 values of
the inverse temperature β was used. The task was
to estimate the log(Z(β)) for each of these β. The
system is an instance of an Ising Spin Glass, a model
that assumes the form of the Boltzmann machine [19]
in the AI community. Each component of the state
xi ∈ {−1, 1}. The energy function is given by:
E(x) = − 1√
M
∑
i<j
Ji,jxixj (17)
where the Ji,j are distributed according to the zero-
mean, unit variance Gaussian.
The fact that the interactions Ji,j are allowed to be
of mixed sign makes this a very difficult and complex
model; merely finding the global minimum isNP -Hard
in general. For the small model here, log(Z(β)) was
calculated by brute force for each β. The estimates
of log(Zˆ(β))from the LFIS methodology were com-
pared against Sequential Monte Carlo [6] (SMC) with
annealed distributions and Loopy Belief Propagation,
and the results are presented in Table 1. 50 runs of
LFIS and SMC were performed at each β; the “er-
ror” in Table 1 is defined as | log(Zˆ(β)) − log(Z(β))|.
LFIS drew 1000 samples from sequences of 1000 flips
each. For SMC 1000 samples were also used, and a
linear cooling schedule was employed such that the
number of computational steps matched those taken
by the LFIS method (about 5000 annealing steps in
our implementation.) SMC gives very good estimates
of log(Z(β) of this system for low β (high tempera-
ture,) clearly being the winning method for β = 0.5.
For β = 1, 2, LFIS and SMC perform comparably well
(we must remember that this is a set of only 50 runs.)
As β rises further, LFIS begins to dominate. An in-
teresting trend with SMC is the almost monotonically
increasing error and variance with increasing β; in con-
trast, LFIS exhibits a small rise in error from β = 0.5
to β = 2, but it then declines sharply. Loopy BP gave
respectable results for β = 0.5 and β = 1 but very
large errors for the remaining β.
The previous example is too small to draw any con-
crete conclusions from, serving mostly as a demonstra-
tion of correctness of the LFIS against exact results,
but the diverging accuracies of SMC and LFIS meth-
ods for decreasing temperatures certainly inspired us
to investigate this effect further for large models. Un-
fortunately it becomes impossible to compare against
the exact answers; nonetheless, if we force β to be high,
we know that under the equilibrium distribution, the
system will primarily be in its low-energy states. As
we mentioned in the introduction, the primary source
of variance in Sequential Monte Carlo methods such
as SMC is a failure of the proposal process to effec-
tively sample the target distribution; the other source,
due to importance sampling in a growing state space,
can be effectively managed using strategies such as re-
sampling [6]. Our compromise test methodology for
comparing the LFIS against the annealing-based pro-
posal process used in SMC is to generate a set of states
using each method and to examine their properties un-
der the target at β.
For this set of experiments we considered it very im-
portant to be thoroughly fair in terms of computa-
tional parity; we thus implemented an event-driven
annealing (EDA) process of the type described pre-
viously. The process was such that at each step, one
variable was flipped. The final state after the T EDA
iterations was considered to be the sample generated
by that run.The computational cost per iteration is al-
most identical to that of the LFQGS, except that latter
needs to do slightly more bookkeeping in setting and
unsetting the allowable moves. In our implementation,
this translated to the LFQGS of T steps running about
3% more slowly than the EDA process of the same
length, although this can certainly be diminished in a
less prototypical implementation. Note that the plain
NFW at this temperature would perform very poorly.
Two large models were considered: the first, called
1000FC, was a 1000 variable fully-connected system
whose energy had the form of Equation (17). Again,
Ji,j were drawn from the standard Gaussian. The
second, called CUBE, was a binary-valued graphical
model of three-dimensional lattice topology with di-
mension 4 × 4 × 16. The interactions can be seen to
be a special case of (17), where all Ji,j = 0 except
those connecting neighbors on the lattice. The values
of the remaining Ji,j were 1 or −1 with equal prob-
ability instead of being Gaussian. Normalization and
optimization on this topology is also NP -Hard [1]. β
was set to 20 for problem instances.
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Exact LFIS SMC LBP
β logZ(β) Error Variance Error Variance Error
.5 18.96 1.3× 10−3 1.0 × 10−4 8 × 10−4 2.2 × 10−5 0.005
1 23.69 1.6× 10−3 7.9 × 10−4 1.2 × 10−3 1.6 × 10−4 0.052
2 38.55 2× 10−3 3.7 × 10−4 1 × 10−3 6.7 × 10−4 4.6
5 90.13 6× 10−4 1.3 × 10−5 6.7 × 10−3 3.2 × 10−3 22.75
10 178.34 5× 10−4 9.0 × 10−6 1.1 × 10−2 3.5 × 10−2 0.26
20 355.55 5× 10−4 3.2 × 10−7 7.6 × 10−2 0.2295 12.81
Table 1: The exact values log(Z(β)) and of average error over 50 runs of the estimates log(Zˆ(β)) for a 25 node complete graphical model
using the 3 methods described in the text. Variances of log(Zˆ(β)) are also included for LFIS and SMC; loopy BP does not have a variance
as it is a deterministic method.
CUBE FC1000
Method Mean energy Energy Var Mean energy Energy var
LFQGS -401.52 0.899 -751.04 2.02
EDA -393.54 25.281 -737.07 46.19
Table 2: Results of the LFIS methodology against an EDA. The
mean energies and variances are those obtained from 100 runs of
each process. Note that at the system β = 20, the average state
generated by LFIS is 2.65 × 10121 more likely than one generated
by EDA on FC1000 and 2.06 × 1069 more likely on CUBE.
LFQGS and EDA were both run 100 times on each
problem. 50000 and 100000 steps were taken by both
on CUBE and 1000FC respectively. EDA employed
a β schedule which ascended linearly from β = 0.001
to β = 20 in the alloted time steps. For LFQGS, the
LF move size range was set to Γmin = ⌊M/8⌋ and
Γmax = ⌊M/6⌋. Table 2 displays the results of these
simulations; the average energy of a sampled state over
the runs is shown for the two methods on both models;
the variance in the energies is also shown. It is clear
that on these large models, for the given computational
resources, the samples generated by our methodology
are of far higher quality than those obtained even by
using the sophisticated implementation of annealing.
The average sample generated by our method from
FC1000was 2.65 × 10121 times more likely at β than
one generated by EDA; for the CUBE model, that ra-
tio is 2.06 × 1069. The samples generated with EDA
also show a very large spread of energy. The SMC
procedure that uses these samples is doomed to fail-
ure; the reweighting step in it cannot save a particular
population that has not visited the right regions, it
can only save one that has visited the right ones with
the wrong frequencies.
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