1. Introduction. Inverse moments of the binomial, Poisson, negative binomial and the hypergeometric distributions truncated at zero have been studied in [31, [4] , [51, [6] , [8] , [10] , [11] and [12] . Also, inverse moments of the gamma and the beta distributions have been used as approximations to the inverse moments of the positive discrete random variables. (See [41, [6] and [9] ). Hence, it is of interest to study the inverse moments and the characteristic function for inverse moments of an arbitrary distribution. 
and the inverse characteristic function c(t) of X will be the regular characteristic function of Y.
If l/y is a continuity point of X then P(X = l/y) = 0. Example 4.1.1. Let X be defined as follows: F(x) where F(x) = 1 -G(l/x) at every continuity point of G(y), and conversely.
Consider
Proof: Assume that Gn (y) --> G(y) at every continuity point of G. We will show that Fn(x) --> F(y) at every continuity point of F. Since
Gn(y) --G(y), we can find n large such that
for every given e > 0.
after using Result 4.1. Consequently
Hence the assertion. The above inequality can be used to prove the converse also.
where Ok is the k th absolute inverse moment of X. The proof is trivial. Consequently, we have
where o(t k ) denotes the error term which when divided by tk tends to zero as t-0 0.
Proof: By definition we have
the differentiation underneath the integral sign is permissible. Putting
Rest follows by expanding c(t) as Taylor series.
Then,
Result 4.9. If the inverse c.f. c(t) has a finite derivative of even order 2k at t=O, then the 2kth inverse moment c2k exists and consequently all moments of order m < 2k.
Proof: This is a converse of Result 4.8. The method of proof will be similar to the one used by Cramer (See [1] ,p. 8 9) .
Now, using Corollary 4. 
The above result can be established directly as follows: Assume x I < x 2 (without loss of generality). Write
after changing the order of integration. Now, choose b so large that xl 1 -1 > xl + b-i and write
From here on the proof will be identical to the one given by Gnedenko and Kolmogorov (See [7] ,pp.49-50).
Alternate Proof: Since c(t) is the regular c.f. of Y, we can apply Levy's inversion formula and obtain
where G is the c.d.f. of Y and yl and Y2 are points of continuity of G(y). Now replace yl by 1/xl, Y 2 by 1/x 2 and use (4.1) and obtain F(~~~ (2T 1ei. Proof: Using Result 4.11 it readily follows that at every continuity point x of F(x) we have
where the limit in u is taken over the set of continuity points of F(u).
Interchanging the limits we obtain
where the principal value of the integral is considered. Example 4.12.1. Find the density function of the random variable which has 1/(l-it) for its inverse c.f.
The residue at t= -i is e -l/x, when x > 0. Consequently, 
Special Properties ' the Inverse Characteristic Functions.
In this section we will present some special properties of the inverse c.f.'s. where a is a real constant, is c(t/a).
(ii) Xl, X 2 , ..., X n are independent r.v.'s having respectively 
Reut53
With the notation as in Result 5.2, for A, Tr > 0, we have
Proof: Consider
Ixl>A
Since Isin(r/x) / (r/x) I < and Isin(T/x) I 1. we obtain
from which the desired inequality follows. Further, if A = 2 r, the inequality becomes Result 5.6. In order that a random variable be a rational r.v. it is necessary and sufficient that for some non-zero value of the argument the modulus of the inverse c.f. of the r.v. be equal to unity.
Proof: The necessary part. Let
then the inverse c.f. of X is given by
The proof for the sufficiency part will be identical to the one in Gnedenko and Kolmogorov [7] (See p. 59). in en c(t).
That is
By comparing the coefficients of powers on (it) we obtain Xi:i C: "cc2 x3 
-2 k=1
The regular moments of e will involve the inverse moments of the population. Conclusion. There might be some real situations in which the distributions mentioned above give a better fit than the classical distributions. However, the author has not explored such a situation.
