We survey the known results on two old open problems on commutation of languages. The first problem, raised by Conway in 1971, is asking if the centralizer of a rational language must be rational as well -the centralizer of a language is the largest set of words commuting with that language. The second problem, proposed by Ratoandromanana in 1989, is asking for a characterization of those languages commuting with a given code -the conjecture is that the commutation with codes may be characterized as in free monoids. We present here simple proofs for the known results on these two problems.
Introduction
The focus of this paper is on the commutation XY = Y X, one of the fundamental equations in any algebraic structure. While its solution is well known for free monoids, i.e., for finite words over a given alphabet, almost nothing is known for sets of words, although the problem was considered in the last few decades in various contexts, see [11] , [13] , [29] , [37] . Two natural and apparently very difficult combinatorial problems have crystalized in the mean time: one proposed (somewhat in passing) by Conway in 1971, [11] , and another one raised by Ratoandromanana in 1989 [34] . We survey in this paper all known results on these two problems, together with the most elementary proofs known in each case.
The centralizer C(L) of a language L is the largest set of words commuting with L, i.e., the maximal solution of the language equation XL = LX. As it can be readily seen, the notion of a centralizer of L is well defined for any language L; as a matter of fact, C(L) is the union of all languages commuting with L. A simple-looking question regarding the centralizers was raised by Conway [11] more than thirty years ago.
Conway's Problem: Is it true that for any rational language, its centralizer is rational? Surprisingly enough, very little is known on Conway's problem. In fact, a much weaker question than Conway's is unanswered up to date: it is not known whether or not the centralizer of a finite language is even recursively enumerable ! Characterizing the commutation of two sets of words is a natural problem. Formally, for a given language L, the problem is to characterize all sets of words X such that LX = XL. While a general solution to this problem seems unlikely, the case of L being a code may be different. It has been conjectured by Ratoandromanana [34] that the commutation of an arbitrary language with a code may be characterized as in free monoids, although not even the set of codes is free:
Conjecture 1 ( [34] ). For any code X and any language Y commuting with X, there is a language R ⊆ Σ + such that X = R n and Y = ∪ i∈I R i , for some n ∈ N, I ⊆ N.
Note that the commutation of two polynomials and that of two formal power series in noncommuting variables, with coefficients in a commutative field may be characterized in a similar way, as in free monoids -these results are due to Bergman and Cohn, see [2] , [9] , and [10] . The property conjectured above for codes is called sometimes the BTC-property -the acronym stands for Bergmantype of characterization for the commutation of two sets of words.
The above problems recently received some well-deserved attention and a number of different approaches have been investigated, see [4] , [19] , [26] , [33] for some presentations. We survey in this paper all known results, presenting in each case the most simple proofs known at this point. We also present a number of open problems and discuss the perspectives as they appear today.
Preliminaries
We recall here several notions and results needed throughout the paper. For basic notions and results of Combinatorics on Words we refer to [6] , [30] , and [31] . For details on the notion of centralizer and the commutation of languages we refer to [25] , [26] , and [33] . For basic notions on Automata Theory we refer to [3] , [17] , or [36] .
In this paper we denote additively the union of two sets: L + R stands for L ∪ R. Also, for a set S, we denote by 2 S the set of all its subsets. Throughout the paper, Σ denotes a finite alphabet, Σ * the set of all finite words over Σ, and Σ ω the set of all (right) infinite words over Σ. We denote by 1 the empty word and by |u| the length of a finite word u ∈ Σ * . We say that a word u is a prefix of a word v, denoted as u ≤ v, if v = uw, for some w ∈ Σ * . We denote u < v if u ≤ v and u = v. We say that u and v are prefix comparable if either u ≤ v, or v ≤ u. For a word u ∈ Σ + , pref 1 (u) denotes the first letter of u. For L ⊆ Σ + , we denote pref 1 (L) = {pref 1 (u) | u ∈ L}. The word u is a root of v if v = u n , for some n ∈ N; v is primitive if it has no root other than itself.
A language L of cardinality two (resp. three) is called binary (resp. ternary). L is called periodic if L ⊆ u * , for some u ∈ Σ * . For a set of words L and a subset I ⊆ N, we denote L I = ∪ i∈I L i . For a word u and a language L, we say that
is a code if any word of Σ * has at most one L-factorization. Equivalently, L is a code if and only if all relations over L are trivial.
Let Σ be a finite alphabet, and Ξ a finite set of unknowns in a one-to-one correspondence with a set of nonempty words X ⊆ Σ * , say ξ i ↔ x i , for some fixed enumeration of X. A (constant-free) equation over Σ with Ξ as the set of unknowns is a pair (u, v) ∈ Ξ ω × Ξ ω , usually written as u = v. The subset X satisfies the equation
. These notions extend in a natural way to systems of equations.
We define the dependence graph of a system of equations S, as the nondirected graph G, whose vertices are the elements of Ξ, and whose edges are the pairs (ξ i , ξ j ) ∈ Ξ × Ξ, with ξ i and ξ j appearing as the first letters of the left and right handsides of some equation of S, respectively. The following basic result on combinatorics of words ( [6] ), known as Graph Lemma, is very useful and efficient in our later considerations. Note that in Graph Lemma it is crucial that all words are nonempty.
Lemma 1 ([6] , Graph Lemma). Let S be a system of equations and let X ⊂ Σ + be a subset satisfying it. If the dependence graph of S has p connected components, then there exists a subset F of cardinality p such that X ⊆ F + .
Conway's problem
For a given language L ⊆ Σ + , consider the set of all languages commuting with L,
It is easy to see that for any L ⊆ Σ + , COM(L) is closed under product and union. If the commutation is considered in Σ * , then {1} ∈ COM(L) for any language L and so, (COM(L), +, ·) is a subsemiring of 2 Σ + with the empty set ∅ as the zero, and {1} as the unity. The following lemma is easy to prove, see [33] , and provides the basis of defining the centralizer of a language.
Lemma 2. For any sets of words L, COM(L) has a unique maximal element, with respect to inclusion. Moreover, this unique maximal element of COM(L) is the union of all sets in COM(L).
is the largest set of words -with respect to inclusion -commuting with L.
Example 1. Let Σ = {a, b} be the alphabet.
(iii) If L 3 = {a, ab, ba, bb}, then C(L 3 ) = {a, b} + \ {b}. Also, in this case, we have the following strict inclusions:
. Note that the notion of the centralizer of a set is usually defined in Algebra with respect to element-wise commutation, see, e.g., [2] , [5] , [9] , [14] , [18] . Thus, for a group (alternatively, for a semigroup, a ring, or a semiring) G and a subset S of G, the centralizer of S in G is the set {x ∈ G | xs = sx, ∀s ∈ S}. In this respect, the centralizer of a word u in Σ * is ρ(u) * , for any u ∈ Σ + . Also, by this definition, the centralizer of a language L in the semiring 2 Σ + is the set of all languages commuting with L, i.e. COM(L). We investigate in Section 4 the problem of characterizing COM(L) for a given L.
As a matter of fact, the term normalizer is also used in the literature, see, e.g., [9] . For a group G and a subset H of G, the normalizer of H in G is the subset
is the largest subgroup of G such that H is a normal subgroup of N G (H). For singletons (e.g., for an element L ∈ 2 Σ + , or in other words, for a set of words L), the notions of centralizer and normalizer as defined above coincide. We refer for more details to [5] and [14] .
The following result is clear.
A notion of a monoid centralizer of a set L may also be defined. Indeed, observe that for any set of words L, there is a unique maximal element of the set {S ⊆ Σ * | LS = SL}. We call this element the monoid centralizer of L and we denote it as C m (L). We refer to [24] - [27] for details.
Clearly, for any L, we have C(L) ∪ {1} ⊆ C m (L). However, this is a strict inclusion in general. The reason for this is that C m (L) \ {1} does not commute with L for all sets of words L.
It is in fact an interesting open problem whether or not for any language (or at least for any rational language), the difference between its monoid and its semigroup centralizers is always a rational set. The relevance of this question comes from Conway's Problem, formulated bellow: it is not known whether or not Conway's Problem for monoid centralizers can be reduced to the same problem for semigroup centralizers or viceversa.
We only consider in this paper the notion of semigroup centralizer. The best known problem concerning the centralizer of a language is the question raised by Conway more than thirty years ago in [11] . His question, still unanswered today, is whether or not the centralizer of any rational language is rational.
Conway's Problem [11] : Is the centralizer of any rational language, rational as well ?
This problem is far from being answered. In fact, it is not even known whether or not the centralizer of a rational language is always recursive or recursively enumerable. Attempts to simplify Conway's problem have been made replacing the rational language by a finite language and replacing Conway's question by "Is the centralizer recursive or even recursively enumerable ?". The problem remains open even in this weaker form.
There are only a few known results in connection with the notion of centralizer of a language and Conway's problem. In the following we review all of those and aim to give the most simple proofs known at this point.
The fixed point approach and the Co-RE result
The lack of proper tools to handle the commutation of languages and the notion of maximal solution of a language equation makes Conway's problem very challenging and up to date, no clear strategy towards a solution has been found. For concrete examples, the centralizer can be computed -typically rather easilyand in most cases it coincides with X + or Σ + . On the other hand, no efficient general method to compute the centralizer in general is known. As shown in [12] and [16] , the centralizer can be elegantly defined as the maximal fixed point of a mapping, but this might lead to infinite iterations. The centralizer or in fact, its complement, can also be computed by "exhaustive search"-method as described below. Interestingly, in the following result there is no difference whether the language is finite, rational, or recursive, in any case the centralizer is in Co-RE. Proof. Let L be a recursive language and let Z be its centralizer. Our claim is that there is an algorithm such that given an input word x, the computation stops if and only if x ∈ Z.
Since Z is the maximal set commuting with L, an element y is not in Z if and only if there is a word u ∈ L such that either one of the following conditions is satisfied:
We set L 1 = {x} and in the n-th step of the algorithm, we test the words from L n for their membership to Z, in the following way: for each word z ∈ L n , we choose nondeterministically a word u ∈ L (this is possible since L is recursive) and one of the conditions (i) or (ii) to be checked. Assuming that we chose (i), we consider the word zu, and for all the words v ∈ L, such that there is a word z with zu = vz , we add to the set L n+1 the word z . If we chose (ii), then we are looking for words z such that uz = z v.
It is important to observe here that if none of the words in L n+1 is from Z, then the same is true also for the words of L n , for any n ≥ 1. Indeed, if we had a z ∈ L n ∩ Z, then for all u ∈ L we would have zu = v 1 y 1 , and uz = y 2 v 2 , for some words v 1 , v 2 ∈ L, and y 1 , y 2 ∈ Z, which implies that some words from Z should be in L n+1 as well.
If the list L n+1 remains empty then the algorithm stops: the initial word x is not in the centralizer of L. Otherwise we repeat the procedure with L n+1 instead of L n .
It is easy to conclude from the above that all the words for which there is a halting computation, are from the complement of Z. For the reverse inclusion, let x be a word from the complement of Z, and assume that our algorithm does not have any halting computation on the input x. Our claim is that there is
In particular, we obtain x ∈ Z, which is a contradiction.
The same result can be obtained also by defining C(L) as follows.
and
for all n ≥ 0, where denotes the symmetric difference of two sets:
is the maximal fixed point of the following mapping:
We refer to [12] for more details on this "fixed point approach". A related approach is described in [11] , where the centralizer C(L) is defined as follows. For X 0 = Σ * , let X 1 be the maximal subset of X 0 such that X 1 L ⊆ LX 0 . Then let X 2 be the maximal subset of X 1 such that LX 2 ⊆ X 1 L, and so on. Then C(L) = ∩ n≥0 X n . We refer to [11] for details, as well as for an interesting conjecture on the maximal solutions of systems of semilinear inequalities. Conway's Problem is a particular instance of such a system.
Periodic sets
It is well-known that two words commute if and only if they have the same primitive root. Based on this, it is not difficult to prove, see [32] , that a set of words X commutes with a word u if and only if X ⊆ ρ(u * ), where ρ(u) denotes the primitive root of u. Thus, for a word u, the centralizer of {u} is ρ(u)
* . If instead of a singleton, we consider a set of words, all powers of a same word, then the situation is not much different than that of a singleton, as we prove in the next result.
Recall that a set of words L is called periodic if there is a word u such that L ⊆ u + .
Theorem 5. Let p ∈ Σ + be a primitive word and
Proof. Clearly, p + commutes with L and so, p
Corollary 6. Conway's problem has an affirmative answer for periodic sets of words.
Binary sets
The centralizer in the binary case turns out to be equally easy to describe as for periodic sets. Various proofs have been proposed for this result, see [8] , [26] , [27] , but they all rely essentially on a reduction to branching languages. The next result ( [27] ) shows that we can always reduce Conway's problem to the so-called branching sets of words. We say that a language L is branching if there are two words u, v ∈ L such that u and v start with different letters. This simplification turns out to be essential in our considerations. The intuitive idea behind this result is that having a language L and a letter a ∈ Σ, Conway's problem has the same answer for languages aL and La. Thus, if all words in a language start with the same letter, we can "shift" the letter in the end, without essentially changing the problem. For any nonperiodic language, repeating this procedure a finite number of times will lead to a branching language. Note however that, as simple as this result may seem, proving it in details is not obvious, see [4] and [26] .
Lemma 7 ([26]). For any non-periodic language L, there is a branching language
Proof. If L is branching, then the claim is trivial. Assume that L is not branching, i.e., L = aL , for some a ∈ Σ and so, aL C(aL ) = C(aL )aL . Thus, C(aL ) = aX, where (L a)(Xa) = (Xa)(L a), i.e., a −1 C(aL )a ⊆ C(L a). The reverse inclusion can be proved similarly and so, a −1 C(aL )a = C(L a). Thus, clearly, C(aL ) = (aL )
+ if and only if C(L a) = (L a) + . We continue then the reasoning with L a. Since L was not periodic, we obtain in a finite number of steps a branching binary language, proving the claim.
The centralizer of a binary language can then be described as in the next theorem.
Theorem 8 ([8]). For any non-periodic binary language
Proof. Using Lemma 7, we may assume without loss of generality that F = {u, v} is branching. Clearly then,
for some α n , β n ∈ F , n ≥ 1. Since F is branching, it follows that α 1 = β 1 and α 1 ≤ x. Thus, x = α 1 x , for some x ∈ Σ * . Iterating the argument with x instead of x, it follows that x ∈ F + .
Corollary 9. Conway's problem has an affirmative answer for binary sets of words.
Ternary sets
Conway's problem in the case of ternary sets of words was initially solved in [24] and [25] using very tedious considerations on maximal solutions of language equations. Also, the centralizer was only proved to be rational, although its exact form could not be described. The authors proposed as a conjecture that for any non-periodic ternary language F , C(F ) = F + . This was indeed proved in the same paper for ternary codes using some involved combinatorial arguments. We present here a simple proof that solves the above mentioned conjecture. This results is from [21] .
Theorem 10. For any non-periodic ternary language
Proof. We can assume by Lemma 7 that F is branching. Thus, let F = {u, u , v}, where pref 1 (v) ∈ {pref 1 (u), pref 1 (u )}. We first prove two technical claims. 
, where α ∈ F is given by Claim 1. Thus, since pref 1 (v) ∈ pref 1 (F \ {v}), it follows that v α n ∈ C(F ), contradicting Claim 1.
Assume now that there is z ∈ C(F ) \ F + . Clearly, F + C(F ) commutes with F and so,
We distinguish the following four cases:
, or i = n + 1 and x ∈ F , i.e., either x = 1, or x ∈ F , contradicting the choice of x. (iii) α = v n+1 x , β = x , where x , x = 1 and x = x x . If v n+1 x ∈ F + , then x ∈ F + and so, x ∈ F + , contradicting the choice of x. Thus, v n+1 x ∈ C(F ) \ F + . Since |x | < |x|, this contradicts the choice of x as the shortest word y such that v * y ∩ (C(F ) \ F + ) = ∅.
(iv) α = v n+1 x, β = 1, implying that 1 ∈ F , a contradiction.
Thus, each case leads to a contradiction. Consequently,
Corollary 11. Conway's problem has an affirmative answer for ternary sets of words.
Commutation of languages
Characterizing the commutation of two sets of words is in general a very difficult problem. It is well-known that two words commute if and only if they are powers of another word. Also, the commutation of two polynomials or of two formal power series with coefficients in a commutative field can be described in similar terms: two polynomials (formal power series, resp.) commute if and only if they are unions of powers of another polynomial (formal power series, resp.). However, nothing similar holds for the commutation of two arbitrary sets of words, unless one of them satisfies some special properties, e.g., it is a prefix code, or it is a periodic, a binary, or a ternary set of words. Despite the fact that the set of codes is not a free monoid, there has been a long-standing conjecture of Ratoandromanana ([34] , 1989) that such a characterization holds for the commutation with a code, as well as for the commutation of two codes.
Conjecture 1 ([34]
). For any code X and any language Y commuting with X, there is a language R ⊆ Σ + such that X = R n and Y = ∪ i∈I R i , for some n ∈ N, I ⊆ N.
A major result on the conjecture was achieved by Ratoandromanana [34] , in the case of prefix codes, using ingenious (and involved) techniques on codes and prefix sets. A simpler proof, using only elementary techniques is obtained in [22] . Conjecture 1, however, remained open in its general form.
Recall that a language X is said to satisfy the BTC-property if the commutation with X can be characterized as in the statement of Conjecture 1, that is, similarly as in Bergman's theorem, see [24] . Thus, Conjecture 1 proposes that all codes satisfy the BTC-property.
It is clear that Conjecture 1 does not hold in general and small counterexamples exist, as shown in Example 3 below. As a matter of fact, that counterexample is a boundary point: we show in this section that the commutation with all ternary sets (including non-codes) may be characterized as in Conjecture 1, a result from [21] , whereas the property does not hold for all 4-word sets, see Example 3.
Example 3. In the following there are a few examples of sets of words that commute with each other, although they cannot be characterized as in free monoids. (i, [8] ) The sets X = {a, a 3 , b, ab, ba, aba} and Y = X ∪ {a 2 } commute, but they cannot be expressed as unions of powers of a same set.
(ii, [1] ) The sets X = {aa, ab, ba, bb, aaa} and Y = {a, b, aa, ab, ba, bb, aaa} commute, but they cannot be expressed in terms of another set of words.
(iii, [8] ) The sets X = {a, ab, ba, bb} and Y = X ∪ X 2 ∪ {bab, bbb} commute but they are not unions of powers of another set. This is a minimal counterexample, in the sense that the BTC-property holds for all sets of words X with at most 3 elements.
Periodic sets
The commutation with periodic sets can be easily characterized. The following result is a simple consequence of Theorem 5.
Theorem 12. For any periodic language L ⊆ p + , where p ∈ Σ + is a primitive word and any language X ⊆ Σ + , LX = XL if and only if X ⊆ p + .
Proof. If LX = XL, then X ⊆ C(L) and so, By Theorem 5, X ⊆ p + . The other implication is trivial.
Binary and ternary sets, prefix codes
Besides periodic sets, there are three other cases in which the language commutation has been characterized: prefix codes, binary and ternary sets. Various proofs exist for these results, see [4] , [8] , [12] , [19] , [24] - [27] , [33] , and [34] . We give here a uniform proof for all these results -this elegant approach was introduced in [21] . The basic idea is to connect the language commutation with a sharper version of Conway's problem and then characterize the commutation based on the results on Conway's problem, see Section 3.
We say that a language L ⊆ Σ + is weakly singular if there is a word u ∈ L such that uL * ∩ (L \ {u})L * = ∅. We say in this case that u is a singularity point for L. Example 4. (i) Any code is weakly singular. Indeed, if X is a code, then for any u ∈ X, uX * ∩ (X \ {u})X * = ∅.
(ii) Any nonperiodic binary set of words is weakly singular. Indeed, any such set is a code.
(iii) Any nonperiodic ternary set of words F is weakly singular. Indeed, if F is not a code, then there is a nontrivial relation u 1 α = u 2 β over F , where
(iv) The set of words F = {a, a 2 , b, b 2 } is not weakly singular.
The next result establishes the connection between the language commutation and a problem on centralizers.
Theorem 13. Let L be a weakly singular language, i > 0, and X ⊆ Σ + a language commuting with L i . The following two properties are equivalent:
(ii) X = L I , for some I ⊆ N.
Proof. Clearly, (ii) implies (i). For the reverse implication, let
+ and u is a singularity point for L, it follows that x = u j , for some
Characterizing the commutation with prefix codes, binary and ternary sets of words can now be given as simple consequences of Theorem 13.
Theorem 14 ([8])
. For any nonperiodic binary language F ⊆ Σ + and any language X ⊆ Σ + , XF = F X if and only if X = F I , for some I ⊆ N.
Thus, by Theorem 13, X = F I , for some I ⊆ N. The reverse implication is trivial.
Theorem 15 ([21]
). For any nonperiodic ternary language F and any language X, XF = F X if and only if X = F I , for some I ⊆ N.
Proof. By Graph Lemma, any nonperiodic ternary set is weakly singular. The result follows by Theorem 10 and Theorem 13.
The following result is proved in [22] using elementary (but non-trivial!) combinatorial arguments -we skip its proof here. The result was originally proved in [34] using ingenious techniques of combinatorics on words.
Theorem 16. Let L be a prefix code, ρ(L) its primitive root, and
Then the commutation with prefix codes follows by Theorem 13.
Theorem 17. For any prefix code L and any language X ⊆ Σ + , LX = XL if and only if L = ρ(X) I , for some I ⊆ N.
Decidability and complexity considerations
The fact that so few results are known in connection to language commutation might sound surprising, but is explained by several complexity results. We present in this section one simple undecidable question on commuting with finite sets of words and discuss the complexity of a few other decidable cases. The intriguing nature of commutation is marvellously shown by the following result from [15] .
Theorem 18 ([15]).
It is undecidable whether a given two element set of words and a given context-free language commute. The problem is decidable however for deterministic context-free languages.
Another problem showing the surprising difficulty of problems on finite sets of words is the following undecidability result of [23] .
Theorem 19 ([23]
). It is undecidable whether two finite substitutions φ, ψ : {a, b, c} + → Σ + are equivalent on the language ab * c, i.e., whether or not the identity φ(ab n c) = ψ(ab n c) of finite languages holds for all n ≥ 0.
The following results of [28] shed more light on the complexity of language commutation.
Theorem 20 ([28] ). (i) Let X be a finite language given by an acyclic nondeterministic finite automaton and let Y = Σ. Testing the commutation XY = Y X is co-NP complete.
(ii) Let X and Y be regular languages given by nondetermisitic finite automata or regular expressions. Testing the commutation XY = Y X is PSPACEcomplete.
(iii) Consider a context-free grammar generating a finite language L. Testing the commutation LΣ = ΣL is co-NEXPTIME-complete.
Discussion and open problems
The commutation of languages has turned out to be a very challenging problem in general, and it is difficult even to conjecture a possible general characterization. The intriguing problem of Conway [11] , asking whether the centralizer of a rational language is rational, also remains far from being solved. Except the "simple" cases of periodic, binary, ternary languages, and prefixes -solved here with elementary arguments -, nothing else is known on these two problems. In fact, it turns out that despite the various techniques we have developed for this problem, see [33] for a survey, the only cases where we could solve them are those when the centralizer is "trivial", i.e., C(X) = ρ(X) * . Even in these cases, the proofs remain non-trivial, despite considerable simplifications, cf. the proofs in this paper with those of [25] , [27] , [34] .
As far as we can see, the difficulty of these two problems comes from two different directions: (i) We seem to lack the proper combinatorial tools to deal with the commutation of two sets of words -only the "simple" cases of prefixes, periodic, binary, and ternary sets have been solved using combinatorial arguments. Our attempts to employ algebraic tools to solve the commutation of languages using Cohn's and Bergman's results on power series (the so-called multiplicity approach) have been unsuccessful so far -this approach is perhaps still insufficiently investigated. In general, our ability in solving language equations seems to be rather limited, see [29] .
(ii) Even more limited are the tools one can use to reason about maximal solutions of a certain equation -the centralizer of a language L is the maximal solution of the equation LX = XL. A general theory of such maximal solutions of equations may be needed, a direction suggested already in [11] .
We conclude by recalling once again these two remarkable problems, as well as some of their possibly simpler variants.
