Résumé. 2014 
Plasticity of neural systems is an old idea already proposed by Ramon Y Cajal at the turn of the century. In particular it has been recognized for a long time that the overall neural connectivity tends to be controlled by the neural activity (for an historical survey see [1] ). But this observation does not give any clue regarding the fundamental principles governing neural dynamics and in particular one of its most intringuing properties, memory. A decisive step towards a genuine theory of memory was the introduction by Hebb of the idea of associative memory [2] : the efficacy of an excitatory synapse increases when the two neurons it links are simultaneously active. This process has been supported by experimental evidences on a number of preparations ranging from ganglia of invertebrates to central nervous systems of mammals. Of particular interest are the experiments carried out by Levy et al. on the hippocampus of rats [3] . This is a well defined situation where the interactions between the excited groups of cells are homosynaptic, monosynaptic and excitatory. Correlated £, a sigmoid function, is the probability for the membrane potential to overcome a threshold Oi. Neurons indeed are noisy devices and this is why a probabilistic description of neural networks is necessary. Because the synaptic noise is Gaussian, £ is an error function. However it is often easier to derive analytical results using the tanh function which is close to the erf function rather than the erf function itself. Actually it is not necessary to specify the sigmoid function for most of the following derivations.
The equations (8) are solved using the mean field approximation, which is valid for strongly connected networks that is networks with a number of links of the order of 0 (N 2). An exact expression can also be derived for very poorly connected networks [9] . According to this approximation the statistical average carried out on the sigmoidal function can be transferred to its argument :
with The equations (8) , (11) and (12) According to equations (7) and (10) We first of all observe that the order parameter surprising since the 1st order transition is associated with the onset of a disordered stable phase which the algorithm fails to explore (for a discussion on remanence effects, see Kinzel [18] ). This lack of discontinuity makes the determination of the memory storage capacity difficult.
A way out is to use the theoretical critical magnetization mc = 0.97 : one finds a c = 0.145 ± 0.005.
Crisanti et al. [17] have shown that breaking the replica symmetry actually yields slightly increased values of a C.
The effects of learning parameters B, C and D on the memory storage capacity have been studied separately. [20, 21] . The experimental data so far available on the synaptic plasticity fit the criteria of efficient learning processes. According to equations (6) and (6') 
