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Abstract
In a previous paper [arXiv:1901.01681], we presented an analytic construction of
multi-brane solutions in cubic open string field theory (CSFT) for any integer brane
number. Our (N+1)-brane solution is given in the pure-gauge form Ψ = UQBU
−1
in terms of a unitary string field U which is specified by [N/2] independent real
parameters αk. We saw that, for various sample values of N (= 2, 3, 4, 5, · · · ),
αk can be consistently determined by two requirements: The energy density from
the action should reproduce that of (N + 1)-branes, and the EOM of the solution
against the solution itself should hold.
In this paper, we complete our construction by determining αk satisfying the
two requirements for a generic N . We find that each αk is given in a closed form
by using the Bernoulli numbers. We also present some supplementary results on
our solution; the energy density of the solutions determined from its gravitational
coupling, and the unitary string field U as an exponential function.
∗hata@gauge.scphys.kyoto-u.ac.jp
1 Introduction
In [1], we presented an analytic construction of multi-brane solutions in cubic open string
field theory (CSFT) [2]. The action and the equation of motion (EOM) of CSFT are given
respectively by
S =
∫ (
1
2
Ψ ∗QBΨ+
1
3
Ψ3
)
, (1.1)
and
QBΨ+Ψ ∗Ψ = 0. (1.2)
Our construction is based on the KBc algebra [3], and we considered translationally invariant
configuration of the pure-gauge type as a candidate solution:1
Ψ = UQBU
−1, (1.3)
where U = U(K,B, c) is a unitary2 string field carrying Ngh = 0. For (N + 1)-brane solution,
we took a special U specified by N + 1 real parameters αk (k = 0, 1, · · · , N), among which
only [N/2] are independent.3 Our U is in fact a natural extension of that appearing in the
former construction of the tachyon vacuum (N = −1) and the 2-brane (N = 1) solutions
[3, 5, 6, 7, 8, 9].
Though our candidate solution (1.3) is of pure-gauge, it is a non-trivial matter whether and
in what sense it satisfies the EOM (1.2). This is because of the singularity of Ψ (1.3) coming
from the zero-eigenvalue of the string field K as a ∗-multiplication operator. For properly
treating the singularity at K = 0, we adopted the Kε-regularization [7] of replacing K by
Kε ≡ K + ε with ε being a positive infinitesimal constant. For any string field O(K,B, c), we
define Oε by
Oε ≡ O
∣∣
K→Kε
= O(Kε, B, c). (1.4)
Then, as conditions on the solution and hence on the parameters αk, we took the following
two. One is that the EOM test of the Kε-regularized solution Ψε,
Ψε = (UQBU
−1)ε, (1.5)
against the solution itself,
T =
∫
Ψε ∗
(
QBΨε +Ψ
2
ε
)
, (1.6)
should vanish, namely, T = 0. Due to the Kε-regularization, the EOM of Ψε is violated
apparently by O(ε), QBΨε + Ψ
2
ε = O(ε), which, together with the singularity of O(1/ε) at
1 In our construction, we use only (K,B, c). In contrast, there is a construction of solutions which uses the
boundary condition changing operators in addition to the elements of the KBc algebra [4].
2 See Sec. 2 for the meaning of unitarity.
3 [x] denotes the greatest integer less than or equal to x.
1
K = 0, can make T non-vanishing in the limit ε→ +0. Another condition on the (N+1)-brane
solutions is that the “winding number” N defined by
N =
π2
3
∫
Ψ3ε, (1.7)
should be equal to the integer N . If T = 0 holds, the number of D25-branes determined from
the action is equal to N + 1. The reason why we call N (1.7) “winding number” is due to its
analogy to the winding number
W[g] =
1
24π2
∫
M
tr
(
gdg−1
)3
, (1.8)
of the mapping g(x) from a three-manifold M to a Lie group. This analogy was emphasized
and examined in [7]. Understanding the topological structure of CSFT through this analogy
was one of the motivations of [1].
Summarizing, our conditions on the (N + 1)-brane solution are the following two:
N = N, T = 0. (1.9)
We examined the two conditions (1.9) for various integers N = 2, 3, · · · , 35, and found that
there indeed exists the parameter set {αk} satisfying the two conditions for a respective N .
More precisely, we found, as far as we have tested for various N , that N and T are given in
the following form in terms of linear functions fm(αk) (m = 1, 2, · · · , [N/2]):
N = N +
[N/2]∑
m=1
fm(αk) z
2m, T = −
[N/2]∑
m=1
tmfm(αk) z
2(m−1), (1.10)
where tm are numerical coefficients and z is z ≡ 2πi. For N = 2, 3, 4, 5, for which the number
of independent αk, namely, [N/2], is less than or equal to two, the two conditions (2.14)
uniquely determines {αk}. On the other hand, for N ≥ 6, we found that {αk} is uniquely
determined by imposing stronger conditions
fm(αk) = 0 (m = 1, 2, · · · , [N/2]) . (1.11)
Note that the number of conditions (1.11) is equal to that of the independent components of
{αk}.
As we described in detail in [1], our solutions are not complete ones since they fail to sat-
isfy the EOM test against the Fock states. This problem might be resolved by some kind of
improvements of the solutions, or by some consistent truncation of the space of fluctuations
around multi-branes which excludes the Fock states. However, even if this problem remains,
2
our construction which realizes integer values for N is expected to give some hint on under-
standing the meaning of N as “winding umber”, and furthermore, the topological aspects in
CSFT.
The purpose of this paper is to determine the parameter set {αk} of our solution for a
generic integer N and thereby complete our construction of multi-brane solutions. (In [1],
we confirmed only that {αk} satisfying the conditions (1.11) exists for sample values of N
(= 2, 3, · · · , 35).) Namely, we first show that eq. (1.10) for N and T is valid for a generic N
and give linear functions fm(αk) in closed forms. Then, we solve (1.11) for {αk} to find that
each αk is given in a closed form by using the Bernoulli numbers (see (3.22)).
4
Besides giving {αk} for a generic N , we also report some findings concerning our construction.
First, we present our analysis of the brane number of our solutions determined from their
gravitational coupling. In [1], we made a guess that the stronger conditions (1.11) on {αk}
would be obtained by considering various physical demands in addition to the two in (1.9),
and the brane number from the gravitational coupling would be one of such demands. In
this paper, we find, contrary to our expectation, that the brane number calculated from the
gravitational coupling for our candidate (N + 1)-brane solution is completely independent of
{αk} and is equal to N + 1 without any anomalous contributions.
Secondly, we show that the unitary string field U in (1.3) has a simple expression as an
exponential function; the exponent is given by X ≡ [B, c] multiplied by functions of K.
Though at present we do not have any concrete application of this fact, we hope that it would
give a clue to the understanding of N (1.7) as a “winding number”.
The rest of this paper is organized as follows. In Sec. 2, we review the construction of [1]
outlined above in more detail by using the convenient notation adopted in [1]. Then, in Sec.
3, we present the linear functions fm(αk) and the solution {αk} to fm(αk) = 0 both in closed
forms for a generic N . In Secs. 4 and 5, we discuss the gravitational coupling of our multi-
brane solutions, and the unitary string field U as an exponential function, respectively. The
final section (Sec. 6) is devoted to a summary and discussions. In the Appendix, we present
a proof of eq. (1.10).
2 More details of the construction
In the Introduction, we summarized the construction of multi-brane solutions proposed in [1].
In this section, we review the construction in more detail for use in later sections.
4 The Bernoulli numbers also appear in the tachyon vacuum solution of Schnabl [10], though there is no
direct relevance to the present case.
3
In our construction, we use the concise notation for products of string fields. In this notation,
we attach to any string field O a pair of integers (a, b) specifying the left and the right of O
to write Oab. As for the elements (K,B, c) of the KBc algebra which are also string fields,
we attach to c a pair (a, b) to write cab, while to K and B, which are commutative with each
other, we assign a single number to write Ka and Ba. For example, let us consider the string
field O with Ngh = 1 of the form
O = f1(K) c f2(K)Bc f3(K) + g1(K) c g2(K)Bc g3(K). (2.1)
This is expressed in our notation as
O13 = A123 c12(Bc)23, (2.2)
where A123 consisting only of K is given by
A123 = f1(K1)f2(K2)f3(K3) + g1(K1)g2(K2)g3(K3), (2.3)
and (Bc)ab = Bacab. In the present notation, we are allowed to put functions of K such as
A123 at any place without any ambiguity.
Our construction of multi-brane solutions starts with the most generic form of U which
consists only of (K,B, c), and is unitary, U ‡ = U−1, and real.5 The unitarity of U is for the
self-conjugateness Ψ‡ = Ψ of Ψ given by (1.3), and the reality of U is simply for the sake of
simplicity. Let us express U with Ngh = 0 generically as
Uab =
1
Γa
Iab −
Fab
Γb
(Bc)ab, (2.4)
where I is the identity string field, and Γa and Fab are given in terms of real functions Γ(x)
and F(x, y) as
Γa = Γ(Ka), Fab = F(Ka, Kb). (2.5)
Then, the unitarity of U is realized if (Γa,Fab) satisfies
Fab = Fba, Faa = 1− (Γa)
2, (2.6)
namely, F(x, y) = F(y, x) and F(x, x) = 1− Γ(x)2. If the conditions (2.6) hold, U−1 is given
by
(U−1)ab = (U
‡)ab = ΓaIab +
Fab
Γa
(Bc)ab, (2.7)
and the pure-gauge configuration (1.3) reads
Ψac = (UQBU
−1)ac = Eabc(cK)ab(Bc)bc, (2.8)
5 As in [1], ‡ denotes the composition of the BPZ and the hermitian conjugation. The reality of U means
that U(K,B, c) does not contain any imaginary unit i.
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with (cK)ab = cabKb and
Eabc = Fac + Fab
1
Γ2b
Fbc. (2.9)
Upon the Kε-regularization, the EOM of Ψε is violated by O(ε),(
QBΨε +Ψ
2
ε
)
ac
= ε× (Eabc)ε (cKε)ab cbc. (2.10)
Construction of solutions carrying a generic integer N and satisfying the EOM test T = 0 is
not an easy matter. Solutions with N = ±1 representing the 2-brane and the tachyon vacuum
[3, 5, 6, 7, 8, 9] correspond to the following (Γa,Fab):
Γa =
√
Ga, Fab =
√
(1−Ga) (1−Gb), (2.11)
given in terms of Ga ≡ G(Ka) with a simple pole/zero at K = 0; G(K) = O
(
K∓1
)
. This
solution also satisfies the EOM test T = 0. However, the extension of this type of solution by
adopting G(K) with higher order pole/zero at K = 0 leads to non-integer N and the violation
of the EOM test [6, 7, 8, 9].
Then, we proposed in [1] that a (N + 1)-brane solution (N = 1, 2, 3, · · · ) satisfying the two
conditions of (1.9) can be realized by adopting the following (Γa,Fab):
Γa = G
N/2
a , (2.12)
Fab =
N∏
k=0
(
1−GkaG
N−k
b
)αk = − N∏
k=0
(
GkaG
N−k
b − 1
)αk , (2.13)
where αk (k = 0, 1, · · · , N) are real parameters satisfying
αN−k = αk,
N∑
k=0
αk = 1, (2.14)
and G(K) here should have a simple pole at K = 0 and no other zeros/poles in the complex
half-plane ReK ≥ 0 including K =∞, but is otherwise arbitrary. A typical example is
G(K) =
1 +K
K
. (2.15)
Note that the two relations in (2.14) correspond to those in (2.6), and the number of inde-
pendent αk is [N/2]. The parameter set {αk} should be chosen in such a way that the two
conditions (1.9) are satisfied.
In [1], we gave N [αk] and T [αk] as functions of αk. However, since they were given in
complicated forms, we could not solve (1.9) for {αk} for a generic N . Instead, we examined
the two conditions of (1.9) for various sample values of N (= 2, 3, · · · , 35) to find that {αk}
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N α0, α1, · · · , α[N/2]−1, α[N/2]
1 1/2
2 0, 1
3 −1/6, 2/3
4 0, −1/2, 2
5 1/6, −1, 4/3
6 0, 2/3, −4, 23/3
7 −3/10, 12/5, −32/5, 24/5
8 0, −3/2, 12, −37, 54
9 5/6, −25/3, 32, −56, 32
10 0, 5, −50, 417/2, −468, 610
11 −691/210, 1382/35, −20528/105, 10652/21, −24384/35, 12224/35
Table 1: {αk} determined from (1.11) for N = 1, 2, · · · , 11. Here, we show only the indepen-
dent components αk (k = 0, 1, · · · , [N/2]− 1) and, in addition, α[N/2].
satisfying the conditions indeed exists. Table 1 shows {αk} which fulfills the two conditions
of (1.9) for N = 1, 2, · · · , 11, as examples. A number of explanations are necessary. First, for
N = 1, we uniquely have (α0, α1) = (1/2, 1/2) from (2.14), reproducing (2.11). Secondly, we
found, as far as we have tested for various N , that N and T are given in the form of (1.10) in
terms of linear functions fm(αk) (m = 1, 2, · · · , [N/2]). The values of {αk} for N ≥ 2 in the
table are particular solutions to (1.9) determined by imposing the conditions (1.11) (which
are stronger than the original (1.9) in the cases N ≥ 6).
3 {αk} for a generic N
In this section, we present the main results of this paper. First, we can show, using the
complicated expressions of N and T given in [1], that eq. (1.10) for them is in fact true for a
generic N and that fm(αk) and tm there are given by
fm(αk) =
1
(2m− 2)!
N∑
k=2m
(
k + 1
2m+ 1
)
αk =
1
(2m− 2)!
N−2m∑
k=0
(
N − k + 1
2m+ 1
)
αk, (3.1)
tm =
4 (2m+ 1)
2m− 1
. (3.2)
We outline the derivation of these results, which is straightforward but lengthy, in Appendix A.
Of course, eqs. (3.1) and (3.2) reproduce fm(αk) and tm given in Sec. 5 of [1] for N = 2, · · · , 7
and 11.
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Next, let us consider obtaining {αk} which satisfies the stronger conditions (1.11) for a generic
N . For this purpose, we introduce the function F (t) defined by
F (t) =
N∑
k=0
αk t
k+1, (3.3)
by which fm(αk) (3.1) is expressed as
fm(αk) =
1
(2m− 2)! (2m+ 1)!
d2m+1F (t)
dt2m+1
∣∣∣∣
t=1
. (3.4)
Then, the problem of finding {αk} satisfying (1.11) as well as (2.14) is equivalent to finding
F (t) which is a polynomial in t of order N + 1, and satisfies the following conditions:
F (t) = tN+2F (1/t), (3.5)
F (1) = 1, (3.6)
d2m+1F (t)
dt2m+1
∣∣∣∣
t=1
= 0 (m = 1, 2, · · · , [N/2]) , (3.7)
which correspond to the first and the second conditions in (2.14), and (1.11), respectively.
The polynomial F (t) lacks the constant term and satisfies F (0) = 0. However, we do not need
to take care of this fact as another condition on F (t) since it is an automatic consequence of
(3.5) and the fact that F (1/t) = O
(
1/tN+1
)
as t→ 0.
For constructing such F (t), it is convenient to reexpress F (t) as a polynomial in 1− t:
F (t) = C0 +
N+1∑
n=1
Cn (1− t)
n . (3.8)
Then, the two conditions (3.6) and (3.7) are restated as
C0 = 1, (3.9)
and
C2m+1 = 0 (m = 1, 2, · · · , [N/2]) , (3.10)
respectively. As for another condition (3.5), from
tN+2F (1/t) =
N+1∑
k=0
(−1)kCk t
N+2−k (1− t)k
=
N+1∑
n=0
(−1)n
[
n∑
k=0
Ck
(
N + 2− k
n− k
)]
(1− t)n + (−1)N+2
(
N+1∑
k=0
Ck
)
(1− t)N+2 , (3.11)
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we obtain the following two kinds of conditions for Cn:
n∑
k=0
(
N + 2− k
n− k
)
Ck = (−1)
nCn (n = 0, 1, 2, · · · , N + 1) , (3.12)
N+1∑
k=0
Ck = 0. (3.13)
Note that (3.13) is equivalent to F (0) = 0.
Let us see how eqs. (3.12) and (3.13) combined with (3.9) and (3.10) determine Cn. Eq.
(3.12) with n = 0 is trivially satisfied. This equation with n = 1 together with (3.9) gives
C1 = −N/2− 1. Then, using (3.10), namely, Cn=odd≥3 = 0, eqs. (3.12) with n = 2, · · · , N + 1
and (3.13) are expressed unifiedly as
n−1∑
k=0
(
N + 2− k
n− k
)
Ck = 0 (n = 2, 3, · · · , N + 2) , (3.14)
or, equivalently,
Cn = −
1
N + 2− n
n−1∑
k=0
(
N + 2− k
n+ 1− k
)
Ck (n = 1, 2, · · · , N + 1) . (3.15)
Starting with C0 = 1 (3.9), the recursion equation (3.15) successively determines Cn. For
example, the first ten Cn are given as follows:
C1 = −
1
2
(
N + 2
1
)
, C2 =
1
6
(
N + 2
2
)
, C3 = 0, C4 = −
1
30
(
N + 2
4
)
, C5 = 0,
C6 =
1
42
(
N + 2
6
)
, C7 = 0, C8 = −
1
30
(
N + 2
8
)
, C9 = 0, C10 =
5
66
(
N + 2
10
)
,
(3.16)
where C1 agrees with what we have already obtained, and Cn=odd≥3 = 0 are not assumed but
they are consequences of (3.15). The ten Cn given in (3.16) take a special form. First, the
N dependence of Cn is through the binomial coefficient ( N+2n ). Second, the rational number
multiplying the binomial coefficient in Cn is the n-th Bernoulli number. To show that these
two are general properties valid for all n, let us express Cn as
Cn =
(
N + 2
n
)
Bn. (3.17)
Then, the initial condition (3.9) and the recursion equation (3.15) for Cn are rewritten into
N -independent equations for Bn:
B0 = 1, Bn = −
1
n + 1
n−1∑
k=0
(
n+ 1
k
)
Bk (n ≥ 1) , (3.18)
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or, equivalently,
n∑
k=0
(
n+ 1
k
)
Bk = δn,0 (n ≥ 0). (3.19)
Eq. (3.18) (or (3.19)) are nothing but one of the defining equations of the Bernoulli numbers
Bn. Examples of non-vanishing Bn are
B1 = −
1
2
, B2 =
1
6
, B4 = −
1
30
, B6 =
1
42
, B8 = −
1
30
, B10 =
5
66
, B12 = −
691
2730
. (3.20)
We also have
B2m+1 = 0 (m ≥ 1). (3.21)
Having determined the coefficients Cn in (3.8), αk is obtained by reexpanding (3.8) around
t = 0:
αk = (−1)
k+1
N+1∑
n=k+1
(
n
k + 1
)
Cn = (−1)
k+1
(
N + 2
k + 1
) N+1∑
n=k+1
(
N − k + 1
n− k − 1
)
Bn. (3.22)
This is our desired expression of αk for a generic N . Of course, it reproduces αk given in Table
1 for N = 1, 2, · · · , 11.
The Bernoulli numbers also appear in the tachyon vacuum solution of Schnabl [10], though
there is no direct relation between the two cases. It would be interesting if there exists some
mathematical reason for the appearance of the Bernoulli numbers in classical solutions of
CSFT.
4 Energy from the gravitational coupling
In this section, we consider the energy density of our candidate solution specified by {αk}
from its coupling with graviton [11, 12, 13, 14]. The correspondent of N (1.7) defined by the
gravitational coupling is
Ngrav = 2π
2
∫
VmidΨε, (4.1)
where Vmid is the zero-momentum graviton vertex at the string midpoint, and is given in the
sliver frame by
Vmid =
2
πi
c∂X(i∞)c∂X(−i∞). (4.2)
Our interest is what kind of condition on {αk} is obtained by demanding Ngrav = N for our
candidate (N + 1)-brane solution.
Recall that the present solution is given by (2.8) with Eabc of (2.9). Here, we define the
function E(x, y, w) of the three variables (x, y, w) by
Eabc = E(Ka, Kb, Kc), (4.3)
9
and introduce the inverse Laplace transform E˜(p, q, r) of yE(x, y, w):
yE(x, y, w) =
∫ ∞
0
dp e−px
∫ ∞
0
dq e−qy
∫ ∞
0
dr e−rw E˜(p, q, r). (4.4)
Then, the Kε-regularized solution Ψε is expressed (in the conventional notation) as
Ψε =
∫ ∞
0
dp
∫ ∞
0
dq
∫ ∞
0
dr E˜(p, q, r) e−pKε c e−qKεBc e−rKε. (4.5)
Using (4.2) and (4.5) and introducing the regularization Λ for the string midpoint, Ngrav (4.1)
is calculated as follow:
Ngrav = 2π
2
∫ ∞
0
dp
∫ ∞
0
dq
∫ ∞
0
dr e−ε(p+q+r) E˜(p, q, r)
×
2
πi
〈Bc(0)c(r + iΛ)(∂X)(r + iΛ)c(r − iΛ)(∂X)(r − iΛ)c(r + p)〉ℓ=p+q+r
= −
∫ ∞
0
dp
∫ ∞
0
dq
∫ ∞
0
dr e−ε(p+q+r) (r + p) E˜(p, q, r)
=
(
∂
∂x
+
∂
∂w
)
y E(x, y, w)
∣∣∣∣
x=y=w=ε
, (4.6)
where 〈· · · 〉ℓ is the correlator on the cylinder of circumference ℓ. In (4.6), we have taken the
limit Λ → ∞ with ε kept non-zero by using the following expressions of the matter and the
ghost parts of the correlator in the approximation of Λ/ℓ≫ 1:6
〈∂X(r + iΛ)∂X(r − iΛ)〉ℓ =
π2
2ℓ2
(
sin
2πiΛ
ℓ
)−2
≃ −
2π2
ℓ2
e−4πΛ/ℓ, (4.7)
〈Bc(0)c(r + iΛ)c(r − iΛ)c(r + p)〉ℓ =
ℓ2
π3
{
(r + p) sin
π(r + iΛ)
ℓ
sin
π(r − iΛ)
ℓ
sin
2πiΛ
ℓ
+
∑
±
(±)(r ∓ iΛ) sin
π(r ± iΛ)
ℓ
sin
π(r + p)
ℓ
sin
π(p∓ iΛ)
ℓ
}
≃
iℓ2
8π3
(r + p) e4πΛ/ℓ. (4.8)
Then, the calculation (4.6) of Ngrav is completed by using that E(x, y, w) is given by
E(x, y, w) = F(x, w) +
F(x, y)F(y, w)
G(y)N
, (4.9)
with
F(x, y) =
N∏
k=0
(
1−G(x)kG(y)N−k
)αk , (4.10)
and that
∂
∂x
F(x, y)
∣∣∣∣
y=x
= −
N∑
k=0
kαkG
′(x)G(x)N−1. (4.11)
6 See Appendix A of [15] for the correlators on the sliver frame in the present convention.
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We obtain
Ngrav = 2ε
∂
∂x
F(x, y)
∣∣∣∣
x=y=ε
(
1 +
F(ε, ε)
G(ε)N
)
= −2
N∑
k=0
kαk × ε
G′(ε)
G(ε)
= N, (4.12)
where we have used the identity
N∑
k=0
kαk =
N
2
, (4.13)
which is a consequence of (2.14), and the fact that G(z) has a simple pole at z = 0. Namely,
the number of branes of our candidate solution determined by the gravitational coupling is
equal to the desired value N + 1 for any {αk}.
In [1] and in Sec. 3 of this paper, we determined αk by imposing [N/2] conditions (1.11)
which are stronger than the original two of (1.9) for N ≥ 6. Our expectation in [1] was that
the conditions of (1.11) would be obtained by considering other physical requirements than
(1.9), and that Ngrav = N would be one of such requirements. Our finding in this section is
that, contrary to our expectation, the energy density determined by the gravitational coupling
gives no constraint on {αk}.
5 U as an exponential function
In this section, we show that our unitary string field U (2.4) given by (Γa,Fab) satisfying (2.6)
has an expression as a simple exponential function. We have in mind applying this expression
of U to the study of the meaning of N (1.7) as a “winding number”.
We show that U has the following expression:
U = expA = I+
∞∑
n=1
1
n!
An, (5.1)
where A is given by
Aab = HabXab, (5.2)
in terms of X and H(K) defined by
X = [B, c] = 2Bc− I, (5.3)
and
Hab =
1
2
Fab
1− ΓaΓb
ln (ΓaΓb) . (5.4)
Note that X is anti-self-conjugate and its square is the identity:
X ‡ = −X , X 2 = I. (5.5)
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The properties of H are
Hab = Hba, Haa = lnΓa. (5.6)
Then, the anti-self-conjugateness of X together with the symmetric and real property of Hab
implies that A is anti-self-conjugate:(
A‡
)
ab
= Hba
(
X ‡
)
ab
= Hab (−X )ab = −Aab ⇒ A
‡ = −A. (5.7)
Expression (5.1) of U can be derived by taking the logarithm of U given by (2.4). Here,
instead, we show that (5.1) reproduces (2.4). For this purpose, we express An (n = 1, 2, 3, · · · )
as a sum of terms linear in X and I. First, for n = 2 we obtain
(A2)ab = Aa1A1b = Ha1H1bXa1X1b = Ha1H1b (Ia1X1b −Xa1I1b + Ia1I1b)
= (Haa −Hbb)Aab + (Haa)
2
Iab, (5.8)
where we have used the formula
XabXbc = IabXbc − XabIbc + IabIbc. (5.9)
Note that (5.9) is reduced to X 2 = I in (5.5) in the special case where there is noKb multiplying
(5.9). Then, A3 and A4 are successively calculated to give
(A3)ab =
(
H2aa −HaaHbb +H
2
bb
)
Aab, (5.10)
(A4)ab =
(
H3aa −H
2
aaHbb +HaaH
2
bb −H
3
bb
)
Aab +H
4
aaIab. (5.11)
From the above examples, we guess that An for a generic integer n (≥ 1) is of the following
form:
(An)ab =
n−1∑
k=0
Hn−1−kaa (−Hbb)
kAab +
H
n
aaIab (n : even)
0 (n : odd)
=
Hnaa − (−Hbb)
n
Haa +Hbb
Aab +
1 + (−1)n
2
HnaaIab. (5.12)
In fact, the validity of (5.12) is proved by induction by using (5.9). Note that the last
expression of (5.12) formally applies to the case of n = 0.
Now, using (5.12), we find that (5.1) for U agrees with its original expression (2.4):
Uab = (expA)ab =
∞∑
n=0
1
n!
(An)ab =
eHaa − e−Hbb
Haa +Hbb
Aab +
eHaa + e−Hbb
2
Iab
=
1
2
(
Γa +
1
Γa
)
Iab −
Fab
2Γb
Xab, (5.13)
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where we have used (5.4) and (5.6).
The expression (5.1) of U in terms of X with properties (5.5) suggests its correspondence to
g(x) = exp (f(r) T )
(
T ≡
ix · τ
r
, r ≡ |x|
)
, (5.14)
which is a mapping from x ∈ R3 to SU(2) ≃ S3. Since T satisfies
T † = −T, T 2 = −I2, (5.15)
it is guessed that there might exist some kind of correspondence between (X ,H) for U and
(T, f(r)) for g(x). Furthermore, the winding number W (1.8) of the mapping g(x) is given by
W = (f(∞)− f(0)) /π, which becomes an integer if g(x) is regular at r = 0 and ∞, namely,
if f(0) and f(∞) are integer multiples of π. It would be interesting if similar regularity
arguments on U in terms of H lead to the conditions (1.11) on {αk}.
6 Summary and discussions
In this paper, we have determined the parameters αk specifying the analytic (N + 1)-brane
solution proposed in [1]. For this, we first showed, for a generic N , that the “winding num-
ber” N (1.7) and the EOM test T (1.6) are given in the form of (1.10), and identified the
linear functions fm(αk) appearing there. Then, we solved the conditions fm(αk) = 0 to get a
particular solution {αk} to N = N and T = 0 in a closed form. We found that each αk is
given by using the Bernoulli numbers. The obtained results for a generic N reproduce those
given in [1] for special values of N . We also presented our results on the energy density of
the solution defined by its gravitational coupling and on the expression of the unitary string
field U constituting the solution as an exponential function. In particular, we found that the
energy density from the gravitational coupling is totally independent of {αk} and is equal to
the correct value.
Our remaining tasks are as follows. First, we would like to understand the form of our
solution specified by the obtained {αk} (3.22) from the view point of the “regularity” of the
solution or of the unitary string field U (possibly at K = 0), and furthermore, understand the
meaning of N (1.7) as a “winding number”. For this, the expression of U as an exponential
function given in Sec. 5 and its similarity to the unitary matrix g(x) (5.14) could give some
hints. Of course, it is interesting if we could find a profound reason why the Bernoulli numbers
appear in αk.
Secondly, we would like to understand what is the most general {αk} allowed for our solution.
In this paper, we obtained a particular solution {αk} to the two conditions N = N and T = 0
in (1.9) by solving (generically) stronger conditions fm(αk) = 0 (1.11). Our problem is whether
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only {αk} satisfying (1.11) is allowed, or a general solutions to (1.9) with [N/2]− 2 arbitrary
parameters (in the case N ≥ 6) are all allowed and the arbitrary parameters represent the
freedom of continuous gauge equivalent deformation of the solution. For this, we have to
clarify the meaning of the “allowed solution”. This could be “regular” solutions in the sense
mentioned above, or solutions satisfying physical requirements other than the two of (1.9).
In relation to this, the problem of the failure of the EOM test of the present solution against
the Fock states [1] needs serious study. This should include the analysis of fluctuation modes
around our solution (cf. [16]).
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A Proof of (1.10)
In this appendix, we show that N and T are given by (1.10) in terms of linear functions
fm(αk) (3.1) and the coefficients tm (3.2).
A.1 Derivation of N in (1.10)
In [1], we presented the following expression of N (1.7) obtained by using the fact that the
variation of N with respect to U is formally the CSFT-integration of a BRST-exact quantity:
N = −
N∑
k,ℓ=0
αkαℓ
[
ℓ
(
Nk−ℓ+1,−k,ℓ +Nℓ,−k,k−ℓ+1 −Nℓ−k,0,k−ℓ+1 −Nℓ,0,−ℓ+1
)
+ (N − ℓ)
(
Nk−ℓ,−k,ℓ+1 +Nℓ+1,−k,k−ℓ −Nℓ−k+1,0,k−ℓ −Nℓ+1,0,−ℓ
)]
, (A.1)
where Nn1,n2,n3 (n1 + n2 + n3 = 1) is given by
Nn1,n2,n3 = Sn1,n2,n3 − Sn1,n2−1,n3 − Sn1,n2,n3−1 + Sn1,n2−1,n3−1, (A.2)
in terms of Sm1,m2,m3 which is defined by
1
π2
Sm1,m2,m3 = ε
∫ 0
u0
du u1+
∑
3
a=1
ma
∫
cGm1u cG
m2
u cG
m3
u . (A.3)
In (A.3), u0 is an arbitrary positive constant, and Gu with parameter u is
Gu =
1
Kε + u
. (A.4)
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Explicit expression of Sm1,m2,m3 is given in [1] (eqs. (3.26)–(3.29)). Here, we instead use another
expression:7
Sm1,m2,m3 = −
(
1 +
∑3
a=1ma
)
!
4π
(Im1,m2+m3 + Im2,m3+m1 + Im3,m1+m2) , (A.5)
where Im,n is defined by
Im,n = Im Res
z=0,2πi
ez
zm (z − 2πi)n
= θ(n ≥ 1)
n−1∑
k=0
(
−m
n− 1− k
)
Im (2πi)k−m−n+1
k!
− (m⇄ n) . (A.6)
Note that Im,n is anti-symmetric:
Im,n = −In,m. (A.7)
The sum of the indices ma of Sm1,m2,m3 appearing in (A.2) is either of the following three:
M ≡
3∑
a=1
ma = 1, 0,−1. (A.8)
We calculate the contribution of the M = 1, 0 and −1 terms, namely, the first term, the
second and the third terms, and the last term, of Nn1,n2,n3 (A.2) to N separately. In this
calculation, we repeatedly use (2.14), the anti-symmetry (A.7), and that Sm1,m2,m3 is totally
symmetric with respect to its indices and vanishes if at least one of the three ma is equal to
zero.
M = 1 term
The contribution of the M = 1 term in Nn1,n2,n3 (A.2),
N (1)n1,n2,n3 = Sn1,n2,n3 = −
1
2π
(In1,1−n1 + In2,1−n2 + In3,1−n3) , (A.9)
to N (A.1) is given by
N (1) = −2
N∑
k,ℓ=0
αkαℓ [ℓ Sk−ℓ+1,−k,ℓ + (N − ℓ)Sk−ℓ,−k,ℓ+1]
7 The following relation holds between fP,Q appearing in Sm1,m2,m3 (3.28) of [1] and the present Im,n:
mfm+1,n − n fn+1,m = −
(m+ n+ 1)!
4pi
Im,n.
More directly, (A.5) is derived by using the following (s, z)-integration expression [6, 8]:∫
cGm1u cG
m2
u cG
m3
u =
∫
∞
0
ds
s2
(2pi)3 i
∫ i∞
−i∞
dz
2pii
esz
[
Gm1u ∆sG
m2+m3
u +G
m2
u ∆sG
m3+m1
u +G
m3
u ∆sG
m1+m2
u
]
.
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=
1
π
N∑
k,ℓ=0
αkαℓ
[
ℓ (Ik−ℓ+1,ℓ−k + I−k,1+k + Iℓ,1−ℓ) + (N − ℓ) (Ik−ℓ,1−k+ℓ + I−k,1+k + Iℓ+1,−ℓ)
]
=
1
π
N∑
k,ℓ=0
αkαℓ
[
ℓ (Ik−ℓ+1,ℓ−k + Iℓ−k,k−ℓ+1) +N (I−k,1+k + Iℓ+1,−ℓ) + ℓ (Iℓ,1−ℓ − Iℓ+1,−ℓ)
]
=
1
π
N∑
ℓ=1
ℓαℓ (Iℓ,1−ℓ − Iℓ+1,−ℓ) , (A.10)
where we have made the replacement of the summation indices (k, ℓ)→ (N −k,N − ℓ) for the
Ik−ℓ,1−k+ℓ term on the second line to obtain the Iℓ−k,k−ℓ+1 term on the third line, and then
used the anti-symmetry (A.7) to reach the final expression.
M = 0 term
The contribution of the M = 0 term,
N (0)n1,n2,n3 = −Sn1,n2−1,n3 − Sn1,n2,n3−1, (A.11)
to N is calculated similarly to the M = 1 case:
N (0) =
N∑
k,ℓ=0
αkαℓ
[
ℓ
(
2Sk−ℓ+1,−k−1,ℓ + Sk−ℓ+1,−k,ℓ−1 + Sℓ,−k,k−ℓ − Sℓ−k,−1,k−ℓ+1 − Sℓ,−1,−ℓ+1
)
+ (N − ℓ)
(
2Sk−ℓ,−k−1,ℓ+1 + Sk−ℓ,−k,ℓ + Sℓ+1,−k,k−ℓ−1 − Sℓ−k+1,−1,k−ℓ − Sℓ+1,−1,−ℓ
)]
= −
1
2π
N∑
ℓ=0
ℓαℓ (Iℓ−1,1−ℓ − Iℓ+1,−ℓ−1) +
N
2π
I−1,1. (A.12)
In obtaining this, we have used, in particular, that
∑
k,ℓ αkαℓIk−ℓ,ℓ−k = 0, which is due to the
anti-symmetry (A.7). The last term (N/(2π))I−1,1 is from the four Sm1,m2,m3 with m2 = −1.
M = −1 term
Finally, the contribution of the M = −1 term,
N (−1)n1,n2,n3 = Sn1,n2−1,n3−1, (A.13)
is given by
N (−1) = −
N∑
k,ℓ=0
αkαℓ
[
ℓ (Sk−ℓ+1,−k−1,ℓ−1 + Sℓ,−k−1,k−ℓ − Sℓ−k,−1,k−ℓ − Sℓ,−1,−ℓ)
+ (N − ℓ) (Sk−ℓ,−k−1,ℓ + Sℓ+1,−k−1,k−ℓ−1 − Sℓ−k+1,−1,k−ℓ−1 − Sℓ+1,−1,−ℓ−1)
]
=
1
2π
N∑
ℓ=0
ℓαℓ (Iℓ−1,−ℓ − Iℓ,−ℓ−1)−
N
2π
I−1,0. (A.14)
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Total of N
Summing the above three results, (A.10), (A.12) and (A.14), we find that the whole of N is
given by
N = N (1) +N (0) +N (−1)
=
N
2π
(I−1,1 − I−1,0)
+
1
2π
N∑
ℓ=0
ℓαℓ [2 (Iℓ,1−ℓ − Iℓ+1,−ℓ)− (Iℓ−1,1−ℓ − Iℓ+1,−ℓ−1) + (Iℓ−1,−ℓ − Iℓ,−ℓ−1)]
= N +
1
2π
Im
N∑
ℓ=2
αℓ
ℓ+1∑
k=3
1
(k − 3)!
(
ℓ+ 1
k
)
(2πi)k . (A.15)
In deriving the last expression, we have used (A.6) for Im,n, and, in particular, that
I−1,1 = 2π, I−1,0 = 0. (A.16)
Since the k-summation in (A.15) is restricted to odd integers, we can express k as k = 2m+1
and exchange the order of the ℓ- and m-summations. This leads to N in (1.10) with fm(αk)
given by (3.1).
A.2 Derivation of T in (1.10)
In [1], we showed that the EOM test T (1.6) is given by
T =
N∑
k,ℓ=0
αkαℓ
[
Tk−ℓ,0,ℓ−k,0 − 2 Tk,0,ℓ−k,−ℓ− 2 Tk−ℓ,−k,ℓ,0 + 2 Tk,−k,ℓ,−ℓ+ 2 Tk−ℓ,−k,N,ℓ−N
]
, (A.17)
where Tn1,n2,n3,n4 with
∑4
a=1 na = 0 is defined by
Tn1,n2,n3,n4 = ε
∫
Bc
1
Kn3ε
c
1
Kn4−1ε
c
1
Kn1ε
c
1
Kn2−1ε
. (A.18)
In (A.17), we have used the n1 ⇄ n3 exchange symmetry,
Tn1,n2,n3,n4 = Tn3,n2,n1,n4, (A.19)
to simplify the original expression (4.9) in [1]. Further, Tn1,n2,n3,n4 is given explicitly by
Tn1,n2,n3,n4 = n1 (hn3+n4−1 − hn3 − hn4−1) + n3 (hn4+n1−1 − hn4−1 − hn1)
+ (n4 − 1) (hn3+n4 + hn4+n1 − hn4 − h−n2) , (A.20)
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in terms of hn defined by
hn =
1
π
Im
[
θ(n ≤ −2)
−n−2∑
k=0
(
−n
k + 2
)
(2πi)k
k!
− θ(n ≥ 1)
n−1∑
k=0
(
n + 1
k + 2
)
(2πi)k
k!
]
. (A.21)
Note that, by definition, hn satisfies
h−n−1 = −hn. (A.22)
Let us obtain a simpler expression of each of the five terms on the RHS of (A.17) in terms
of hn. The first term is calculated as follows:
N∑
k,ℓ=0
αkαℓTk−ℓ,0,ℓ−k,0 =
N∑
k,ℓ=0
αkαℓ
[
(k − ℓ) (hℓ−k−1 − hℓ−k − h−1)
+ (ℓ− k) (hk−ℓ−1 − h−1 − hk−ℓ)− (hℓ−k + hk−ℓ − 2h0)
]
= −2
N∑
k,ℓ=0
αkαℓhk−ℓ, (A.23)
where we have used
h0 = h−1 = 0, (A.24)
and the relation hℓ−k−1 = −hk−ℓ due to (A.22) to obtain the last expression. Other four terms
in (A.17) are simplified in a similar manner:
−2
∑
k,ℓ
αkαℓ Tk,0,ℓ−k,−ℓ = −2
∑
k,ℓ
αkαℓ Tk−ℓ,−k,ℓ,0
=
∑
k
(N − 2k)αk (hk + h−k) + 2
∑
k,ℓ
(k + ℓ+ 1)αkαℓhk−ℓ,
2
∑
k,ℓ
αkαℓ Tk,−k,ℓ,−ℓ = 2
∑
k
(k + 1)αk (hk + h−k)− 2
∑
k,ℓ
(k + ℓ+ 1)αkαℓhk−ℓ,
2
∑
k,ℓ
αkαℓ Tk−ℓ,−k,N,ℓ−N = 2
∑
k
(2k −N)αk (hk + h−k)− 2N
∑
k,ℓ
αkαℓhk−ℓ. (A.25)
In this derivation, we have used (4.13), and have made the changes the of summation indices
k ⇄ ℓ and (k, ℓ)→ (N −k,N − ℓ) if necessary. Then, summing the five contributions, we find
that the whole of T is given by
T = 2
N∑
k,ℓ=0
αkαℓ (k + ℓ−N) hk−ℓ + 2
N∑
ℓ=0
(ℓ+ 1)αℓ (hℓ + h−ℓ)
= −
2
π
Im
N∑
ℓ=2
αℓ (ℓ+ 1)
ℓ−1∑
k=1
(
ℓ
k + 1
)
(2πi)k
k!
. (A.26)
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Note that the first term after the first equality vanishes as seen by making the change of the
summation indices (k, ℓ)→ (N − ℓ, N − k). Then, expressing k in (A.26) as k = 2m− 1 and
exchanging the order of the ℓ- and m-summations, we obtain T in (1.10) with fm(αk) and tm
given by (3.1) and (3.2), respectively.
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