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Novel Electromagnetic Phenomena in Graphene
and Subsequent Microwave Devices Enabled by
Multi-Scale Metamaterials
Dimitrios L. Sounas and Christophe Caloz
École Polytechnique de Montréal
Canada
1. Introduction
Metamaterials, i.e. artificial materials with properties not found in nature (Caloz & Itoh,
2006; Marqués et al., 2008), have gained a lot of attention in the past decade. The
virtually unlimited freedom in tailoring their constitutive parameters created hopes for
the realization of unique devices, such as subwavelength lenses and invisibility cloaks,
which were essentially impossible to achieve with classical materials. However, the
implementation of such devices has been hindered by the inherent limitation of conventional
metamaterials: non-perfect homogeneity due to the periodicity being insufficiently smaller
than the wavelength, high insertion and thermal losses due to the conduction properties
of the constituent elements and narrow bandwidth caused by the strongly resonant nature
of the metamaterials constituent elements. Furthermore, the complex 3D structure of bulk
metamaterials makes them unsuitable as microwave substrates and superstrates for planar
devices where integration is a critical issue. Therefore, there is a need to develop a new
generation of metamaterials with higher compactness and more homogeneity, exploiting the
recent advances of nanotechnology, for instance in the fields of nanowires, nanopolymers,
carbon nanotubes and graphene (Dragoman & Dragoman, 2009; Hanson, 2007).
Graphene is a 2D material consisting of carbon atoms in a 2D honeycomb lattice (Geim
& Novoselov, 2007). It was first synthesized from graphite in the form of micro-flakes in
2004 (Novoselov et al., 2004) and since then it has been gaining a continuously increasing
interest. Its gap-less linear band-structure results in unique phenomena, such as high electron
mobility, ambipolarity, non-zero minimum conductivity and anomalous half-integer quantum
Hall effect (Neto et al., 2009). Until now, a lot of research has been devoted to the design of
electronic transport devices, such as transistors and non-linear components, mainly exploiting
the high mobility and the ambipolar field effect of graphene (Lin et al., 2009; Wang et al., 2009).
Recently, it has been demonstrated that graphene also possesses unique electromagnetic
properties, such as low loss surface waves (Koppens et al., 2011; Mikhailov & Ziegler,
2007; Vakil & Engheta, 2011), huge Faraday rotation (Crassee et al., 2011; Sounas & Caloz,
2011b) and super-confined edge magnetoplasmons (Mishchenko et al., 2010; Sounas & Caloz,
2011a). These properties, combined with the ambipolar field effect which provides enhanced
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The chapter is organized as follows. Section 2 provides a brief overview of the electronic
band structure of graphene, which is responsible for most of its unique properties. Section 3
introduces the surface conductivity model of graphene in the presence of a static magnetic
field and gives a physical interpretation of the conductivity expressions. Section 4 constitutes
the core of the chapter providing a theoretical analysis of Faraday rotation in graphene.
In Section 5 two applications based on the gyrotropic properties of graphene, namely a
circular waveguide Faraday rotator and a spatial isolator, are proposed. Section 6 describes
a practical implementation of such devices through the multiscale metamaterials concept.
Finally, Section 7 summarizes the chapter.
2. Electronic band structure of graphene
The unique properties of graphene originate from its electronic band structure. Using
a tight-binding approximation and considering only the nearest-neighbor terms, the
energy-wavevector dispersion relation of electrons in graphene is found as (Neto et al., 2009)
E±(kx, ky) = ±t

















where t = 2.8 eV is the nearest-neighbor hopping energy, a = 1.42 Å is the interatomic
distance, kx and ky are the x and y wavevector components, respectively, and the plus and
minus signs refer to the upper (conduction) and the lower (valence) bands, respectively.
Figs 1(a) and 1(b) plot E versus kx and ky in the entire Brillouin zone and around the K
symmetry point, respectively. The K and K� points are very important, since the energy at
these points, which is 0, is the chemical potential1 of intrinsic graphene. A zero chemical
potential means a completely full valence band and a completely empty conduction band,
hence minimal conductivity.
The first thing one can observe from Fig. 1 is the absence of an energy gap between the valence
and the conduction bands. Because of this, graphene is usually referred to as a semi-metal2
or a zero-gap semiconductor3. The zero gap allows changing the type of conduction charge
carriers from electrons to holes and vice versa by shifting the chemical potential from positive
(conduction band) to negative (valence band) values, a phenomenon known as ambipolarity.
The chemical potential can be easily tuned by an electrostatic voltage between graphene and
an electrode parallel to it, as it is shown in Fig. 2. Assuming that the surface carrier density of
graphene is ns, the electric dispacement on both sizes of graphene is oriented perpendicularly
to graphene, along the z axis, and it has a value Dz = (nse/2)sgn(z). The electric field in the
substrate is then Ez = Dz/(εrε0) = −nse/(2εrε0). Integrating Ez from graphene (z = 0) to the





1 The chemical potential is the energy level with 0.5 probability of being fully occupied by electrons (the
Fermi-Dirac distribution is 0.5). At zero temperature and under zero applied field (equilibrium), the
chemical potential is equal to the Fermi level.
2 Metals have their conduction band penetrating into their valence band.
3 Semiconductors have a non-zero gap between the valence and the conduction bands.





































Fig. 1. Energy-wavenumber dispersion diagram of electrons in graphene. (a) Dispersion
diagram in the entire Brillouin zone. (b) Dispersion diagram around the K symmetry point
(Dirac point).
Therefore, ns, and subsequently μc, can be controlled via Vg (varying Vg either provides
electrons to graphene or depletes graphene from electrons). This way of controlling the carrier
density is ofter called electrical doping, in contrast to chemical doping, where the carrier








Fig. 2. Structure for controlling the chemical potential of graphene. A conducting electrode is
placed at the bottom of graphene, forming with graphene a parallel plate-capacitor. An
electrostatic voltage is applied between graphene and the electrode.
As already mentioned, the K and K� points are of significant importance in graphene. Using a
Taylor expansion around these points in Equation 1 and keeping only the first order term, the
energy-wavevector dispersion relation takes the form
E(q) = ±h̄vF |q|, (3)
where q = k − kK,K� and vF = 3ta/(2h̄) ≈ 106 m/s is the Fermi velocity. Equation 3 is
similar to the dispersion relation E = h̄ck of photons in vacuum and indicates that electrons
in graphene behave like zero-mass particles (Dirac fermions) with an energy-independent
velocity. As a result electrons in graphene exhibit quantum phenomena, such as the
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half-integer quantum Hall effect and the Klein paradox, normally only encountered in high
energy relativistic particles.
Another important consequence of the graphene band structure, and more specifically of the
double valley degeneracy associated with the K and K’ point, is the extremely low phonon
scattering of electrons. This induces an upper limit of 200, 000 cm2/Vs in the graphene
mobility at room temperature and more than 1, 000, 000 cm2/Vs at low temperature! However,
the practical mobility is much lower (it can be so low as 1, 000 cm2/Vs), due to various
defects in the graphene lattice, such as impurities and wrinkles, and due to scattering from
the substrate. Except for phonon scattering, which is related to the nature of the material and
therefore imposes an upper bound on mobility, the scattering factors mainly depend on the
production process. Therefore, improved production processes are expected to significantly
increase the mobility to much higher values.
Biasing graphene with a static magnetic field B0 perpendicular to its plane results in
quantization of the band diagram, as illustrated in Fig. 3. This phenomenon is called Landau
quantization and it exists in all semiconductors. However, contrary to semiconductors with a
parabolic band dispersion, the energy levels (Landau levels) in graphene are non-uniformly
spaced, as a result of the linear dispersion close to the K and K� points. Furthermore, the 0th
order Landau level has a zero energy, irrespectively of the applied magnetic field, which is the
reason for the observation of the quantum Hall effect in graphene even at room temperature.















E1, . . . , EN−2
−E1, . . . ,−EN−2
k
Fig. 3. Energy-wavenumber dispersion diagram in graphene, biased with a static magnetic
field perpendicular to its plane. The dispersion diagram is quantized in the discrete energy
levels E0, E±1, . . ..
Before closing this introductory section, let us provide the relation between the carrier density
and the chemical potential, since the latter enters in all the conductivity expression that will
6 M tamaterial Novel Electromagnetic Phenomena in Graphene and Subsequent Microwave Devices Enabled by Multi-Scale Metamaterials 5
be given in the next section. It is known from solid state physics that electrons are distributed





which represents the probability of finding an electron at the energy level E. In Equation 5 μc
is the chemical potential, kB is the Boltzmann constant and T the temperature in K. Fig. 4 plots















is the density of states. The density of states is the same for electrons and holes in graphene,
due to the band-structure symmetry around the E = 0 plane. The effective total carrier density
is then ns = nse − nsh. Note that in intrinsic graphene nse = nsh and, therefore, ns = 0.


















where Li2 is the polylogarithm function of second order (Abramowitz & Stegun, 1964).
Inserting this relation into (2) provides the relation indicateing the required biasing voltage
for a desired chemical potential. If μc � kBT, that is for highly doped graphene, Equation 8





3. Conductivity of magnetically biased graphene
The essentially 2D structure of graphene makes surface conductivity the most natural
appropriate quantity to model its electrical properties. When graphene is biased with a static
magnetic field B0 perpendicular to its plane, conductivity takes a tensorial form, which may
be deduced by considering the motion of an electron under an electric field E in the graphene
plane, as illustrated in Fig. 5. For simplicity, the electron is considered to be initially at rest.
Let us first examine the case E = Ex x̂. The electric field exerts a force Fe = −ex̂ on the
electron, which accelerates it in the −x direction. As long as the electron acquires a non-zero
velocity, a magnetic force Fm = −ev × B0 along the −y direction is exerted on it and deflects
it towards the −y direction. The motion of the electron is, therefore, a combination of two
simpler motions, one along the −x axis and one along the −y axis, and the electric current
has two components, one along the +x direction and one along the +y direction4. For small
4 The current is opposite to the electron’s velocity, due to the negative charge of the electron.
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half-integer quantum Hall effect and the Klein paradox, normally only encountered in high
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Another important consequence of the graphene band structure, and more specifically of the
double valley degeneracy associated with the K and K’ point, is the extremely low phonon
scattering of electrons. This induces an upper limit of 200, 000 cm2/Vs in the graphene
mobility at room temperature and more than 1, 000, 000 cm2/Vs at low temperature! However,
the practical mobility is much lower (it can be so low as 1, 000 cm2/Vs), due to various
defects in the graphene lattice, such as impurities and wrinkles, and due to scattering from
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spaced, as a result of the linear dispersion close to the K and K� points. Furthermore, the 0th
order Landau level has a zero energy, irrespectively of the applied magnetic field, which is the
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E1, . . . , EN−2
−E1, . . . ,−EN−2
k
Fig. 3. Energy-wavenumber dispersion diagram in graphene, biased with a static magnetic
field perpendicular to its plane. The dispersion diagram is quantized in the discrete energy
levels E0, E±1, . . ..
Before closing this introductory section, let us provide the relation between the carrier density
and the chemical potential, since the latter enters in all the conductivity expression that will
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Fig. 4. Fermi-Dirac distribution for μc > 0. The red area corresponds to free electrons and the
blue to free holes (electrons and holes that can conduct).
E, when nonlinear effects are negligible, the current can thus be related to the electric field
through
J = σxxEx x̂ + σyxExŷ. (10)
The proportionality coefficients σxx and σxy correspond to the longitudinal (parallel to E)
and transverse (perpendicular to E) conductivities, respectively, which depend on the band
structure of the material, the frequency of E and B0. Following a similar analysis for
E = Eyŷ, which is the case depicted in Fig. 5(b), and assuming that graphene exhibits the
same properties in all its directions, we derive
J = −σyxEy x̂ + σxxExŷ. (11)
Equations 10 and 11 can be combined into the single equation
















Fig. 5. Motion of an electron on graphene in an electric field and a static magnetic field. The
electron, initially accelerated in the direction of the electric field, is deflected in the direction
perpendicular to this field, due to the static magnetic field. Two electric current components,
parallel and perpendicular to the electric field, are subsequently generated. (a) Case of the
electric field along the x-axis. (b) Case of the electric field along the y-axis.
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where
¯̄σ = σxx ¯̄It + σyx ¯̄Jt (13)
is the conductivity tensor of graphene and
¯̄It = x̂x̂ + ŷŷ, (14a)
¯̄Jt = ŷx̂ − x̂ŷ. (14b)
Closed-form expressions for σxx and σyx have been obtained in (Gusynin et al., 2009) through
a quantum mechanical analysis which involves the Kubo formula (Kubo, 1957). Assuming
an energy independent scattering mechanism, which is equivalent to considering an average
scattering rate Γ, σxx and σyx are given by
σxx(ω, B0) =








× fd(En)− fd(En+1) + fd(−En+1)− fd(−En)
(En+1 − En)2 − h̄2(ω − j2Γ)2
+(En → −En)} , (15a)










(En+1 − En)2 − h̄2(ω − j2Γ)2
+ (En → −En)
]
. (15b)
A physical explanation of Equation 15 may be provided with the help of Fig. 6. Each of the
summation terms in Equation 15 corresponds to an electron transition between two Landau
levels. Two types of transitions exist: intraband, between levels in the same band, and
interband between levels of different bands. From all the possible intraband transitions, the
only ones allowed by the selection rules are these from level n to n + 1 in the conduction
band and from level −n − 1 to −n in the valence band. Similarly, the only allowed interband
transitions are from level −n to n + 1 and from −n − 1 to n. The photon energy needed for a
transition between the levels Einitial and Efinal is Efinal − Einitial. A photon with this energy
corresponds to an electromagnetic wave of frequency (Efinal − Einitial)/h̄. The probability
of such a transition is proportional to the difference between the probability fd(Einitial) of
the initial level being full and the probability fd(Efinal) of the final level being empty. The
transitions with the highest probabilities are those crossing μc, across which the largest
difference in fd(E) exists, emphasized by thicker arrows in Fig. 6. Therefore, assuming a
finite temperature and that μc lies between the levels EN and EN+1, the interband transitions
with the lowest energy are the ones that involve the −N and N + 1 levels or the −N − 1 and N
levels. As a result, interband transitions occur essentially at frequencies h̄ωinter ≥ EN + EN+1.
Assume now that μc � L. For the magnetic field value of 1 T, used in the chapter,
L = 0.036 eV, and the condition μc � L is thus largely satisfied if μc > 1 eV. Then
EN+1 > μc � L, which through Equation 4 yields N � 1 and EN ≈ EN+1 ≈ μc (due to
the
√
n compression factor in En), resulting in h̄ωinter ≥ 2μc. In most of practical situations,
μc ≥ 0.05 eV, so that h̄ωinter ≥ 0.15 PHz. Therefore, all the results of the chapter, which
pertain to microwave and millimeter-wave operation, are derived by considering only the
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Fig. 6. Electron transitions in graphene when illuminated by an electromagnetic wave of
frequency ω. The red arrows represent the allowed intraband (right-hand side) and
interband (left-hand side) electron transitions between the energy levels. A photon can be
absorbed by graphene if its energy h̄ω coincides with the energy of any of the allowed
electron transitions. The probability of an electron transition depends on the probability of
the initial level to be full and the probability of the final level to be empty. The probability of
a level with energy E to be full is given by the Fermi-Dirac distribution fd(E) (orange curve
on the right).
intraband terms in Equation 15. Under the condition N � 1, the Landau levels around μc,
which produce non-negligible intraband transitions, lie very close to each other. It can be
shown (Kubo, 1957) that in this case σxx and σyx follow the Drude model form
σxx(ω, B0) = σ0
1 + jωτ
(ωcτ)2 + (1 + jωτ)2
, (16a)
σyx(ω, B0) = σ0
ωcτ













is the DC conductivity of graphene, τ = 1/(2Γ) is the scattering time and ωc is the cyclotron


















For the B0 values used in the chapter, μc � L also implies μc � kBT (kBT = 0.026 eV at 300 K),
and Equation 17 subsequently simplifies to σ0 = nseμ, where ns = μ2c /πh̄
2v2F is the carrier
density and μ = eτv2F/μc the mobility. Figure 7 plots σxx and σyx versus frequency using
both Equation 15 and 16, for B0 = 1 T, μ = 5000 cm2/Vs, ns = 1013 cm−2 and T = 300 K,
corresponding to values widely used throughout the chapter. Excellent agreement between
the two models is observed in the frequency range shown.




































Fig. 7. Graphene conductivity versus frequency computed from the exact expressions 15
(circles) and from the approximate expressions 16 (lines), for μ = 5000 cm2/Vs,
ns = 1013 cm−2, B0 = 1 T and T = 300 K.
4. Faraday rotation in graphene
When a plasma, such as a semiconductor, is biased with a static magnetic field it exhibits
Faraday rotation at frequencies above the cyclotron frequency. The reason why Faraday
rotation is only observed above the cyclotron resonance is that below the resonance the plasma
is impenetrable. Graphene, being a semiconductor, is also expected to exhibit Faraday rotation
(Crassee et al., 2011; Sounas & Caloz, 2011b). However, contrary to semiconductors, Faraday
rotation in graphene exists also below the cyclotron resonance, as a result of its super-thin,
semi-transparent nature. This section theoretically analyzes Faraday rotation in graphene.
The results will be used in the next section where possible applications of this phenomenon
will be suggested.
Consider a graphene sheet coinciding with the z = 0 plane in free space and biased with
a static magnetic field B0 = B0ẑ and a plane wave impinging normally on the sheet from
medium 1 towards medium 2, as illustrated in Fig. 8. The electric field of the incident, reflected
and transmitted waves then read
Einc = Einc0 e
−jk0z, (19a)
Eref = Eref0 e
jk0z, (19b)
Etran = Etran0 e
−jk0z. (19c)
In order to find Eref0 and E
tran
0 , we will use the boundary conditions
ẑ ×
(
Etran − Einc − Eref
) ∣∣
z=0 = 0, (20a)
ẑ ×
(
Htran − Hinc − Href
) ∣∣
z=0 =
¯̄σ · Etran∣∣z=0, (20b)
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which hold in the graphene plane. The magnetic fields Hinc, Href and Htran are related to the













where η0 is the free-space wave impedance. Inserting Equation 19 into 20a yields
Etran0 − Einc0 − Etran0 = 0. (22)
Similarly, inserting Equation 21 into 20b, one gets
− Etran0 + Einc0 − Eref0 = η0 ¯̄σ · Etran0 . (23)
Solving Equations 22 and 20b simultaneously with respect to Etran0 gives
Etran0 = 2
(
2 ¯̄It + η0 ¯̄σ
)−1 · Einc0 . (24)
Therefore, the transmission dyadic for incidence from medium 1 towards medium 2 is
¯̄T21 = 2
(




(2 + η0σxx)2 + (η0σyx)2
[
(2 + η0σxx) ¯̄It − η0σyx ¯̄Jt
]
, (25)
where the dyadic identity (Lindell, 1996)
(






a ¯̄It − b ¯̄Jt
)
, (26)
has been used. Through a similar analysis, it can be shown that the transmission dyadic for
incidence from medium 2 towards medium 1 is
¯̄T12 = ¯̄T21, (27)
a condition which, as it will be shown later, indicates non-reciprocity.
Consider now the specific case of a left-handed (LH) circularly polarized incident wave with
respect to the z-axis EincLH,0 = x̂ + jŷ. The transmitted wave is then, according to Equation 25,
EtranLH,0 =




where σLH = σxx − jσyx. Therefore, in the case of a LH circularly polarized wave the












Fig. 8. Magnetically biased graphene sheet in the z = 0 plane. A plane wave impinges
normally on graphene.





where σRH = σxx + jσyx. Equations 29 and 30 reveal that TLH �= TRH, a phenomenon known
as circular birefringence, with Faraday rotation being one of its most important consequences.
Fig. 9 plots the amplitude and phase of TLH and TRH versus frequency for a graphene sheet
with τ = 1.84 × 10−13 s, μc = 0.37 eV and B0 = 1 T. Two things can be observed: a) the
amplitudes of TLH and TRH are almost the same far from the cyclotron resonance and b) there
is a huge phase difference between TLH and TRH below the cyclotron resonance. These two
facts result in a large Faraday rotation below the cyclotron resonance. To prove this statement,
consider an x-polarized incident wave Einc0 = x̂. Such a wave can be decomposed into a RH




(x̂ + jŷ) +
1
2
(x̂ − jŷ). (31)




(x̂ + jŷ) +
TRH
2
(x̂ − jŷ). (32)
























where ϕLH = arg{TLH}, ϕRH = arg{TRH}, ϕav = (ϕLH + ϕRH)/2 and Δϕ = ϕLH − ϕRH.
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respect to the z-axis EincLH,0 = x̂ + jŷ. The transmitted wave is then, according to Equation 25,
EtranLH,0 =




where σLH = σxx − jσyx. Therefore, in the case of a LH circularly polarized wave the












Fig. 8. Magnetically biased graphene sheet in the z = 0 plane. A plane wave impinges
normally on graphene.





where σRH = σxx + jσyx. Equations 29 and 30 reveal that TLH �= TRH, a phenomenon known
as circular birefringence, with Faraday rotation being one of its most important consequences.
Fig. 9 plots the amplitude and phase of TLH and TRH versus frequency for a graphene sheet
with τ = 1.84 × 10−13 s, μc = 0.37 eV and B0 = 1 T. Two things can be observed: a) the
amplitudes of TLH and TRH are almost the same far from the cyclotron resonance and b) there
is a huge phase difference between TLH and TRH below the cyclotron resonance. These two
facts result in a large Faraday rotation below the cyclotron resonance. To prove this statement,
consider an x-polarized incident wave Einc0 = x̂. Such a wave can be decomposed into a RH




(x̂ + jŷ) +
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in the RH direction with respect to the +z-direction (the direction of the magnetic field). For
ω � ωc, where σxx and σyx are almost purely real, the phases of TLH and TRH are found from
















































Fig. 9. Transmission coefficient for normal incidence of a LH and a RH circularly polarized
wave on a graphene sheet in free space with τ = 1.84 × 10−13 s, μc = 0.37 eV and B0 = 1 T.
Fig. 10 presents θ and the transmission amplitude (|TLH| ≈ |TRH|) versus μc and B0 for a
graphene sheet with τ = 1.84 × 10−13 s at 30 GHz and T = 300 K. The rotation angle clearly
depends on both μc and B0, providing two degrees of freedom in controlling it. Regarding the
μc dependence, θ → 0 as μc → 0. This is expected from the fact that for μc = 0 there are very
few electrons in the conduction band, hence the conductivity is very small and the interaction
between the electromagnetic waves and the material is negligible. As μc increases, θ also
increases up to a specific μc value, which depends on B0. As μc further increases, θ decreases
and tends to 0 for very large μc, because the conductivity becomes very large and the material
behaves like a perfect electric conductor. Concerning the B0 dependence, Fig. 10 indicates that
θ increases along a line of constant transmission amplitude. For μc fixed, θ increases linearly
with B0 when ωcτ � 1, it becomes maximum when ωcτ ≈ 1 and it decreases inversely
proportionally with B0 when ωcτ � 1.
In addition to controlling the amount of rotation, we can also control its direction via μc,
exploiting the ambipolar properties of graphene. Specifically, by inverting μc from positive
to negative values, the type of charge carriers changes from electrons to holes. Holes have






Fig. 10. Rotation angle (color plot) and transmission amplitude (contour plot) versus μc and
B0 for a normally incident plane wave on a graphene sheet in free space, for the parameters
τ = 1.84 × 10−13 s, f = 30 GHz, and T = 300 K.
an opposite charge than electrons and, therefore, provide an opposite transverse current than
electrons, hence an opposite rotation direction, as illustrated in Fig. 11. This property is of
significant practical importance, since it allows the control of the rotation direction via an
electrostatic potential applied to graphene, as shown in Fig. 2, while keeping the magnetic
field constant. Note that the static magnetic field is usually provided by permanent magnets














Fig. 11. Reversal of the direction of cyclotron rotation resulting from reversal of the type of
charge carriers. (a) Case of electrons carriers. (b) Case of hole carriers, where the the
transverse current has been reversed due to the reversal of the charge sign.
Although neglected until now, the fact that σxx and σyx are not purely real or purely imaginary
numbers results in the transmitted wave being elliptically instead of linearly polarized. Fig. 12
plots θ and the axial ratio of the transmitted wave versus frequency for τ = 1.84 × 10−13 s,
μc = 0.37 eV, B0 = 1 T and T = 300 K. For ω � ωc, when σxx and σyx are almost purely
real, the axial ratio is very high, indicating a linearly polarized wave. As frequency increases,
the axial ratio decreases and it becomes minimum close to the cyclotron resonance, where
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few electrons in the conduction band, hence the conductivity is very small and the interaction
between the electromagnetic waves and the material is negligible. As μc increases, θ also
increases up to a specific μc value, which depends on B0. As μc further increases, θ decreases
and tends to 0 for very large μc, because the conductivity becomes very large and the material
behaves like a perfect electric conductor. Concerning the B0 dependence, Fig. 10 indicates that
θ increases along a line of constant transmission amplitude. For μc fixed, θ increases linearly
with B0 when ωcτ � 1, it becomes maximum when ωcτ ≈ 1 and it decreases inversely
proportionally with B0 when ωcτ � 1.
In addition to controlling the amount of rotation, we can also control its direction via μc,
exploiting the ambipolar properties of graphene. Specifically, by inverting μc from positive
to negative values, the type of charge carriers changes from electrons to holes. Holes have






Fig. 10. Rotation angle (color plot) and transmission amplitude (contour plot) versus μc and
B0 for a normally incident plane wave on a graphene sheet in free space, for the parameters
τ = 1.84 × 10−13 s, f = 30 GHz, and T = 300 K.
an opposite charge than electrons and, therefore, provide an opposite transverse current than
electrons, hence an opposite rotation direction, as illustrated in Fig. 11. This property is of
significant practical importance, since it allows the control of the rotation direction via an
electrostatic potential applied to graphene, as shown in Fig. 2, while keeping the magnetic
field constant. Note that the static magnetic field is usually provided by permanent magnets














Fig. 11. Reversal of the direction of cyclotron rotation resulting from reversal of the type of
charge carriers. (a) Case of electrons carriers. (b) Case of hole carriers, where the the
transverse current has been reversed due to the reversal of the charge sign.
Although neglected until now, the fact that σxx and σyx are not purely real or purely imaginary
numbers results in the transmitted wave being elliptically instead of linearly polarized. Fig. 12
plots θ and the axial ratio of the transmitted wave versus frequency for τ = 1.84 × 10−13 s,
μc = 0.37 eV, B0 = 1 T and T = 300 K. For ω � ωc, when σxx and σyx are almost purely
real, the axial ratio is very high, indicating a linearly polarized wave. As frequency increases,
the axial ratio decreases and it becomes minimum close to the cyclotron resonance, where
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Fig. 12. Rotation angle, computed by Equation 34, and axial ratio, computed from
Equation 25 and Balanis (2005), versus frequency for a normally incident plane wave on a
graphene sheet in free space, for the parameters τ = 1.84 × 10−13 s, μc = 0.37 eV, B0 = 1 T,
and T = 300 K.
there is a strong interaction between the material and the circular polarization of the same
handedness as the cyclotron motion of electrons. For a further increase of frequency this
"resonance" between the circularly polarized waves and the electrons diminishes gradually
and the axial ratio increases.
Fig. 12 also shows that Faraday rotation in graphene is an extremely broadband phenomenon
below the resonance (in the case of Fig. 12 from 0 to 200 GHz), as a result of the non-dispersive
characteristics of conductivity below the resonance (Fig. 7). It has to be stressed that
this frequency-independent behavior is different from the corresponding found in ferrites
above the ferromagnetic resonance (Lax & Button, 1962), since the former is due to the
non-dispersive characteristics of the material while the latter is due to the increase of the
electrical length with frequency.
The direction of Faraday rotation in graphene, as in any magneto-optical material, does not
depend on the propagation direction but on the direction of the applied static magnetic field.
This can be directly seen from ¯̄T21 = ¯̄T12 (Equation 27), which states that for an incident
wave of a given polarization the polarization of the transmitted wave is always the same,
irrespectively of the propagation direction. Thus, graphene is a non-reciprocal material. In
order to demonstrate this statement, consider a plane wave impinging on graphene from
medium 1 to medium 2 and then reflected back to medium 1 without changing its polarization
(e.g. reflection by a PMC wall after graphene), as illustrated in Fig. 13. As the wave passes
through graphene from medium 1 towards medium 2, its polarization is rotated by an angle θ
in the LH direction with respect to the +z direction (the biasing magnetic field direction).
As the wave then passes again through graphene from medium 2 back to medium 1, its
polarization is again rotated by an angle θ in the LH direction with respect to the +z axis.
Therefore, the polarization of the wave transmitted from medium 1 to medium 2 and then
back from medium 2 to medium 1 has undergone an overall rotation of 2θ, which is a
manifestation of non-reciprocity.







Fig. 13. Non-reciprocity in graphene. A wave normally impinging on graphene from
medium 1 to medium 2 and transmitted back to medium 1 undergoes a total rotation angle
of 2θ, where θ is the rotation angle for a single pass through graphene.
5. Applications
In this section, two applications of the Faraday rotation effect in graphene will be presented,
namely a circular waveguide polarization rotator and a non-reciprocal spatial isolator.
Although such devices can be realized with conventional gyrotropic media, such as ferrites,
graphene offers increased tunability and electric rotation reversal, and possibly other benefits
(such as high heat sink) still to be investigated. The purpose of the section is to show
the feasibility of using graphene in such types of devices and not to provide an optimized
design. Therefore, the dimensions of the proposed devices are comparable to their ferrite
counterparts. However, we believe that by a proper design, e.g. by using a stacked structure
composed of alternating graphene sheets and dielectric layers, highly compact devices, with
dimensions much smaller than the dimensions of the ferrite devices, can be achieved.
5.1 Circular waveguide faraday rotator
The proposed circular waveguide Faraday rotator consists of a graphene sheet loading the
cross section of a circular waveguide, as shown in Fig. 14. The graphene sheet is perpendicular
to the waveguide axis and biased with an axial static magnetic field B0. The waveguide has a
radius a and it is excited in its dominant H11 (TE11) mode. The incident mode is assumed to
be polarized along the x axis and propagates along the +z direction.
The transverse electric field of the mode is
Eh,incT,11 (ρ, ϕ) = ẑ ×∇t × ψ11(ρ, ϕ), (37)
where ∇t is the transverse (on the ρ − ϕ plane) del operator and ψ11(ρ, ϕ) = J1(khc,11ρ) cos ϕ,




11 the first root of J
�
1(x). Using cos ϕ = (e
jϕ + e−jϕ)/2, the incident
mode can be analyzed into two degenerate orthogonal modes, a LH circularly polarized mode
H−11
Eh−T,11 = ẑ ×∇t × ψ−11 (38a)
and a RH circularly polarized one H+11
Eh+T,11 = ẑ ×∇t × ψ+11, (38b)
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and T = 300 K.
there is a strong interaction between the material and the circular polarization of the same
handedness as the cyclotron motion of electrons. For a further increase of frequency this
"resonance" between the circularly polarized waves and the electrons diminishes gradually
and the axial ratio increases.
Fig. 12 also shows that Faraday rotation in graphene is an extremely broadband phenomenon
below the resonance (in the case of Fig. 12 from 0 to 200 GHz), as a result of the non-dispersive
characteristics of conductivity below the resonance (Fig. 7). It has to be stressed that
this frequency-independent behavior is different from the corresponding found in ferrites
above the ferromagnetic resonance (Lax & Button, 1962), since the former is due to the
non-dispersive characteristics of the material while the latter is due to the increase of the
electrical length with frequency.
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depend on the propagation direction but on the direction of the applied static magnetic field.
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irrespectively of the propagation direction. Thus, graphene is a non-reciprocal material. In
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be polarized along the x axis and propagates along the +z direction.
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Fig. 14. Circular cylindrical waveguide of radius a loaded by a graphene sheet perpendicular
to its axis. The sheet is placed at the z = 0 plane and biased by a perpendicular static
magnetic field B0. The waveguide is excited in its dominant H11 (TE11) mode.
both with amplitude equal to 1/2. In Equation 38 ψ±11 = J1(k
h
c,11ρ)e
∓jϕ. Since any pair of
modes with e−jϕ and ejϕ azimuthal dependencies are orthogonal to each other and because
of the phase matching condition in the graphene plane, any of these modes creates reflected
and transmitted modes with the same azimuthal dependence. Therefore, the H−11 mode will
excite the H−1n and E
−
1n modes, while the H
+





we focus on the H−11 mode. The analysis for the H
+
11 is completely similar.
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1n/k0) are the wave impedances of the H1n and E1n
modes, respectively, and βh1n and β
e
1n are the corresponding propagation numbers.
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Inserting Equations 39 into 40a and using the orthogonality conditions (Collin, 1990)
∫
S
Eh−T,1n · Eh+T,1m =
∫
S
Ee−T,1n · Ee+T,1m = 0, n �= m (42)
∫
S
Eh−T,1n · Ee+T,1m =
∫
S
Ee−T,1n · Eh+T,1m = 0, (43)
with S the waveguide cross section, one obtains






Similarly, introducing Equation 41 into 40b yields









































































Ee+1n · Ee−1n dS
. (46b)
In the derivation of Equation 45 the identity ¯̄Jt · v = ẑ × v, which holds for any vector v, has
been used. Omitting the proof, which can be found in (Sounas & Caloz, 2011d), we directly
















, Jeenm = 0, (47b)
where x1n and x�1n are the nth roots of J1(x) and J�1(x), respectively. Solving Equations 44 with



















= 2δ1n , (48a)


















Equations 48 constitute a linear system of equations, the solution of which gives Th/e−1n . One
can calculate Th/e+1n in a similar manner.
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If the operation frequency is between the cutoff frequencies of the dominant mode and the first
higher order mode, only the dominant mode exists far away from the graphene discontinuity,
since all the higher order modes are evanescent. Then, similar to the case of plane wave





where here ϕ± = arg{Th±11 }.
An approximate closed-form expression for θ can be obtained by considering only the
dominant mode terms in Equations 48. The solution of Equations 48 reads then
Th±11 =
2
(2 + Zh11σxx)± jαZh11σyx
, (50)
with α = 2/[(x�11)







The frequency dependence of the rotation angle and the transmission amplitude, computed
exactly via Equation 49 and approximately via Equation 51, are presented in Fig. 15 for a
waveguide with a = 8 cm and a graphene sheet with τ = 1.84× 10−13 s, μc = 0.3 eV and B0 =
1 T. The rotation angle and the transmission amplitude for normal incidence on graphene
in free space, computed through Equation 36, are also plotted for comparison. Very good
agreement between the exact (Equation 49) and the approximate (Equation 51) formulas is
observed.
Fig. 15 shows that θ decreases as frequency increases. This may be understood from the
frequency behavior of Zh11, which tends to ∞ at the cutoff of the H11 mode and increases









However, the transmission amplitude close to cutoff is very small. On the other hand, one
would expect that at ω → ∞, when the H11 mode propagates almost parallel to the waveguide
axis and Zh11 → η0, θ would tend to its free space value (Equation 36), whereas, as seen from
Equation 51, it tends to a smaller value5. A physical explanation can be given as follows. As
the H11 wave impinges on graphene, it produces a transverse current component, which is
responsible for the polarization rotation. However, this current does not perfectly match the
transverse pattern of the mode and therefore only partially contributes to the transmitted field
amplitude, thus providing a smaller rotation angle than in free space. This mismatch is also
responsible for the excitation of the higher order modes in the waveguide environment.
5 α < 1.
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Fig. 15. Frequency dependence of the rotation angle and the transmission amplitude for a
waveguide, computed exactly by Equations 48 and 49 and approximately by Equations 50
and 51, for a waveguide with a = 8 cm and a graphene sheet with τ = 1.84 × 10−13 s,
μc = 0.3 eV, B0 = 1 T and T = 300 K.
5.2 Spatial isolator
As a second application of the gyrotropic properties of graphene, we propose the spatial
isolator of Fig. 16 (Sounas & Caloz, 2011c). It consists of a magnetically biased graphene
sheet in the middle of two wire grids, which are rotated by an angle of 45◦ with respect to
each other. The structure allows propagation of a y-polarized wave from medium 1 towards
medium 2, while it blocks any wave propagating from medium 2 towards medium 1.
The operation principle of the structure is the same as of the ferrite-based non-reciprocal
spatial isolator presented in (Parsa et al., 2010). A y-polarized wave propagating along the −z
direction passes through the wire grid at z = d1, it is then rotated by 45◦ in the LH direction
with respect to the z-axis due to graphene and it eventually passes through the wire grid at
z = d2. On the other hand, a wave propagating along the +z direction is directly blocked by
the grid at z = d2 if it is polarized parallel to the wires of this grid. If it is perpendicularly
polarized to the wires of this grid, it passes through this grid, it is then rotated by 45◦ in the
LH direction as it passes through graphene and it is eventually blocked by the grid at z = d1.
The structure can be analyzed by using the transmission line model of Fig. 17. In this model
graphene and the wire grids are represented by shunt dyadic admittances and the space
between graphene and the grids by transmission line sections with wave impedance η0 and
propagation number k0. The shunt admittance which models the graphene sheet is simply
the tensorial conductivity of graphene (Equation 13). The shunt admittance which models the
grid at z = d1 is
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Fig. 15. Frequency dependence of the rotation angle and the transmission amplitude for a
waveguide, computed exactly by Equations 48 and 49 and approximately by Equations 50
and 51, for a waveguide with a = 8 cm and a graphene sheet with τ = 1.84 × 10−13 s,
μc = 0.3 eV, B0 = 1 T and T = 300 K.
5.2 Spatial isolator
As a second application of the gyrotropic properties of graphene, we propose the spatial
isolator of Fig. 16 (Sounas & Caloz, 2011c). It consists of a magnetically biased graphene
sheet in the middle of two wire grids, which are rotated by an angle of 45◦ with respect to
each other. The structure allows propagation of a y-polarized wave from medium 1 towards
medium 2, while it blocks any wave propagating from medium 2 towards medium 1.
The operation principle of the structure is the same as of the ferrite-based non-reciprocal
spatial isolator presented in (Parsa et al., 2010). A y-polarized wave propagating along the −z
direction passes through the wire grid at z = d1, it is then rotated by 45◦ in the LH direction
with respect to the z-axis due to graphene and it eventually passes through the wire grid at
z = d2. On the other hand, a wave propagating along the +z direction is directly blocked by
the grid at z = d2 if it is polarized parallel to the wires of this grid. If it is perpendicularly
polarized to the wires of this grid, it passes through this grid, it is then rotated by 45◦ in the
LH direction as it passes through graphene and it is eventually blocked by the grid at z = d1.
The structure can be analyzed by using the transmission line model of Fig. 17. In this model
graphene and the wire grids are represented by shunt dyadic admittances and the space
between graphene and the grids by transmission line sections with wave impedance η0 and
propagation number k0. The shunt admittance which models the graphene sheet is simply
the tensorial conductivity of graphene (Equation 13). The shunt admittance which models the
grid at z = d1 is
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Fig. 16. Graphene-based non-reciprocal spatial isolator, consisting of a graphene sheet and
two wire grids, one with wires parallel to the x-axis and the other with wires tilted by −45◦
with respect to the x-axis. A y-polarized wave propagating along the −z-direction passes













are the parallel and the perpendicular to the wires admittances of the grid, respectively
(Tretyakov, 2003). In Equation 54 w is the wire width and d is the periodicity of the grid.
The shunt admittance of the grid at z = d2 is
¯̄Y2 = Yg� t̂t̂ + Yg⊥(ẑ × t̂)(ẑ × t̂), (55)
where t̂ = (x̂ + ŷ)/
√
2 is the unit vector parallel to the wires.
¯̄Y1 ¯̄σ ¯̄Y2k0, η0 k0, η0k0, η0k0, η0
d1 d2
1 2
Fig. 17. Transmission line model of the proposed graphene-based non-reciprocal spatial
isolator.
2 M tamaterial Novel Electromagnetic Phenomena in Graphene and Subsequent Microwave Devices Enabled by Multi-Scale Metamaterials 21

































[ ¯̄I −( ¯̄A + η0 ¯̄B)
−η0 ¯̄I −( ¯̄C + η0 ¯̄D)
]−1
·
[ − ¯̄I ¯̄A − η0 ¯̄B
−η0 ¯̄I ¯̄C − η0 ¯̄D
]
(57)
and the isolation may be subsequently computed as
I = 20 log10






Fig. 18 presents isolation in dB (color plot), the transmission loss from medium 1 to medium 2
in dB (continuous lines contour plot) and the rotation angle of graphene in free space (dashed
lines contour plot) versus μc and B0 for τ = 1.84 × 10−13 s. The results are derived for
d1 = d1 = λ/4, which has been found to be the condition of the highest isolation. As an
example of how to read Fig. 18, the point indicated by the circle corresponds to B0 = 0.61 T,
μc = 0.11 eV, I = 20 dB, a 3 dB transmission loss from medium 1 towards medium 2 and
9◦ of rotation angle for graphene in free space. One observes that the isolation can be so
high as 20 dB even when the rotation angle of graphene in free space is so low as 10◦ . This
contrasts with the ferrite-based isolator, where a 45◦ rotation angle is always required. This
surprising behavior is attributed to the semi-transparent nature of graphene which forces the
wave to follow a complex path between the grids, passing several times through graphene.
The condition for which this complex path leads to constructive interference for propagation
along the +z direction and destructive interference for propagation along the −z direction is
d1 = d2 = λ/4. The main reason for the relatively high loss (3 dB) for transmission along the
+z direction is the graphene loss, which is increased by the large effective wave path in the
space between the grids. This loss can be reduced by using graphene with higher mobility
(lower scattering) and properly adjusting the structure parameters.
One of the most significant advantages of the proposed isolator is the control of the isolation
direction via the chemical potential, exploiting the ambipolar properties of graphene. In
particular, by inverting the chemical potential, the direction of Faraday rotation provided
by graphene also inverts, which in turn inverts the isolation direction. Remember that
the chemical potential can be easily controlled via an electrostatic voltage applied between
graphene and an electrode parallel to graphene (Fig. 2). In such a way it could be possible
to fabricate a non-reciprocal antenna radome, which dynamically converts an antenna from
transmitting to receiving and vice versa through a proper control signal.
6. Enabling of graphene gyrotropy with metamaterials
As already pointed out, the structures presented in Section 5 are essentially “proofs of
concept” and do not follow an optimal design. For example, a practical circular waveguide
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Fig. 16. Graphene-based non-reciprocal spatial isolator, consisting of a graphene sheet and
two wire grids, one with wires parallel to the x-axis and the other with wires tilted by −45◦
with respect to the x-axis. A y-polarized wave propagating along the −z-direction passes
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Fig. 17. Transmission line model of the proposed graphene-based non-reciprocal spatial
isolator.
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contrasts with the ferrite-based isolator, where a 45◦ rotation angle is always required. This
surprising behavior is attributed to the semi-transparent nature of graphene which forces the
wave to follow a complex path between the grids, passing several times through graphene.
The condition for which this complex path leads to constructive interference for propagation
along the +z direction and destructive interference for propagation along the −z direction is
d1 = d2 = λ/4. The main reason for the relatively high loss (3 dB) for transmission along the
+z direction is the graphene loss, which is increased by the large effective wave path in the
space between the grids. This loss can be reduced by using graphene with higher mobility
(lower scattering) and properly adjusting the structure parameters.
One of the most significant advantages of the proposed isolator is the control of the isolation
direction via the chemical potential, exploiting the ambipolar properties of graphene. In
particular, by inverting the chemical potential, the direction of Faraday rotation provided
by graphene also inverts, which in turn inverts the isolation direction. Remember that
the chemical potential can be easily controlled via an electrostatic voltage applied between
graphene and an electrode parallel to graphene (Fig. 2). In such a way it could be possible
to fabricate a non-reciprocal antenna radome, which dynamically converts an antenna from
transmitting to receiving and vice versa through a proper control signal.
6. Enabling of graphene gyrotropy with metamaterials
As already pointed out, the structures presented in Section 5 are essentially “proofs of
concept” and do not follow an optimal design. For example, a practical circular waveguide
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Fig. 18. Color plot: isolation in dB achieved by the proposed graphene-based non-reciprocal
spatial isolator versus μc and B0 for τ = 1.84 × 10−13 s. Solid lines contour plot: power
transmission coefficient in dB for the wave allowed to pass through the isolator. Dashed lines
contour plot: polarization rotation angle of the graphene sheet in free space.
Faraday rotator, which is a necessary component in a waveguide isolator or a gyrator, requires
a rotation angle of at least 90◦ . Although the rotation angle provided by a single graphene
sheet is huge considering its one-atom thickness, it is quite far from the value required in
a waveguide isolator. In order to achieve a rotation angle so high as 90◦ it is necessary to
stack several graphene sheets. The material and the spacing between the sheets as well as
the rotation angle provided by each sheet must be carefully chosen so that the transmission
through such a structure be maximum. In such a way, a microscale metamaterial, similar to
this illustrated in Fig. 19(a), can be conceived. Such a metamaterial provides a gradual rotation




Fig. 19. Graphene-based multiscale metamaterials, which exhibit a ferrite-type response,
however, with a higher rotation power than ferrites. (a) Micro-scale metamaterial consisting
of a period stack of graphene sheets and dielectric layers. (b) Multiscale metamaterial
consisting of a periodic stack of graphene sheets, ferromagnetic nanowires (FMNW)
membranes and dielectric layers. FMNW metamaterial membranes are used for biasing
graphene.
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Verdet constant (rotation per unit thickness and unit magnetic field). Such an artificial material
could be also used in the spatial isolator to reduce significantly its size. In a next nanoscale
level, ferromagnetic nanowires membranes (Carignan et al., 2011), which are transparent to
normally incident waves, could be introduced between the successive graphene layers, as
illustrated in Fig. 19(b) to provide the necessary static magnetic field, making the material
self-biased. Finally, boron nitride (BN) could be selected as the separating dielectric between
the graphene sheets, since as it has been recently shown, graphene sandwiched between BN
layers exhibits extremely high mobility, sometimes approaching that of suspended graphene
(Mayorov et al., 2011). It is therefore clear that by exploiting metamaterials concept in
the micro, nano and atomic scale simultaneously (Caloz et al., n.d.), novel material with
unprecedented properties can be created.
7. Conclusions
The gyrotropic properties of magnetically biased graphene have been analyzed. Graphene
exhibits strong non-reciprocity and extremely broadband Faraday rotation at microwave
frequencies, below the cyclotron resonance. Two degrees of freedom may be used to control
the amount and the direction of rotation, namely the chemical potential (via an applied static
voltage) and the static magnetic field. This allows full tuning of Faraday rotation via the
chemical potential, while keeping the magnetic field constant, which is usually provided by
permanent magnets and is thus difficult to control. Two applications of graphene gyrotropy
have been proposed: a circular waveguide Faraday rotator and a spatial isolator. A practical
realization of such devices with unprecedented characteristics, such as super compactness, is
possible through the multi-scale (micro, nano and atomic scales) metamaterial concept.
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1. Introduction 
Large stream of articles devoted to the study of metamaterial waveguide and metamaterial 
scattering (reflecting) structures points that there is a need for development devices 
possessing unique characteristics, as multifunctionality, reconfigurability, certain frequency 
bandwidth, ability to operate at high-powers and high-radiation conditions. The importance 
of diffraction problems for scattering structures is based on their great practical utility for 
many applications, such as reflector antennas, the analysis of structures in open space, 
electromagnetic (EM) defence of structures, the scattering modeling for remote sensing 
purposes, high frequency telecommunications, computer network, invisibility cloaks 
technology and radar systems (Li et.al., 2011; Zhou et.al.; 2011, Zhu et al., 2010; Mirza et al., 
2009; Abdalla & Hu, 2009; Engheta & Ziolkowski, 2005). 
The technological potential of metamaterials for developing novel devices offers a very 
promising alternative that could potentially overcome the limitations of current technology. 
The metamaterial waveguide and scattering structures can operate as different devices that 
possess different specific qualities as well. In order to create a new microwave device it is 
necessary to know the main electrodynamical characteristics of metamaterial structures on 
the basis of which the device is supposed to be created.  
Here are presented electrical field distributions and dispersion characteristics of open 
metamaterial waveguides in subsections 1-3 and numerical analysis of the scattered and 
absorbed microwave powers of the layered metamaterial cylinders in the subsection 4.  
2. Analyses of electrical field and dispersion characteristics of square 
metamaterial lossy waveguides by the SIE method 
Here the open (without conductor screen) square metamaterial waveguides with sizes 
5x5·mm2 and 4x4· mm2 are investigated by our algorithms that were created on the base of 
the Singular Integral equations’ (SIE) method (Nickelson & Sugurov, 2005; Nickelson et al., 
InTech2011). Due to the fact that metamaterial is a substance with losses we have 
determined the complex roots of the dispersion equation by using of the Muller method in 
our researches (Nickelson et al., InTech2011). 
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Our computer programmes are written in MATLAB. They let us to investigate open 
absorptive waveguides with different shapes of cross-section (Gric & Nickelson, 2011). We 
have used the values of the complex relative permittivity εmet and the complex relative 
permeability μmet of metamaterial from (Penciu et al, 2006) in suctions 1 and 2.  
2.1 Numerical investigations of square 5x5 mm2 metamaterial waveguide 
The dispersion characteristics and the 3D electric field distributions are presented here (Figs 
1.1–1.3). The characteristics are shown in Fig. 2.1 (Gric et al., 2010). The main wave (mode) is 
denoted with black points; the first higher mode is denoted with circles. The values of εmet 
and μmet are different at every frequency. The real part of the permittivity is always negative 
at the all frequency range 75-115 GHz. The imaginary part of the permittivity is negative 
approximately when 90 ≤  f ≤ 100 GHz. The real part of the permeability is negative when 
100 ≤  f ≤ 105 GHz. The imaginary part of the permeability is always equal to zero or a 
positive number at the all mentioned frequency range. In the Fig. 2.1 are presented 

































 (a) (b) 
Fig. 2.1. Dispersion characteristics of square 5x5 mm2 metamaterial waveguide  
(a) – the dependence of the normalized propagation constant, (b) – the dependence of the 
attenuation constant on frequencies. 
In Fig. 2.1(a) we see that dependencies of the normalized propagation constant h'/k on the 
frequency, where h'=2·π/λ and λ is the wavelength of microwave in the metamaterial 
waveguide, k=2 π f/c, k is the wavenumber in vacuum, f is an operating frequency, c is the 
speed of light in vacuum. The curves of the main mode and the first higher mode are not 
smooth. The magnitudes h’/k <1 for both modes (Fig. 2.1(a)). It means that the main and the 
first higher modes are the fast waveguide waves. In Fig. 2.1(b) are shown dependencies of 
the waveguide attenuation constant (losses) h” on the frequency. We see that the values of 
the main and higher mode losses are commensurate and the losses are not higher in the 
frequency range. The loss maximums of the main mode and the first higher mode are 
slightly shifted. The maximum of main mode losses is 0.32 dB/mm at f = 87.5 GHz and the 
wavelength of this mode is equal to 4.2·mm. The maximum of the first higher mode is 0.36 
dB/mm at f = 90 GHz and the wavelength of this mode is equal to 4·mm (Fig. 2.1). It is 
important to remark that the losses of the main mode are very low at the frequency range 
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from 105 GHz till 115 GHz. This feature could be used in practice for creation of feeder lines 
and specific devices that require low distortions in the signal transmission.  
 
 (a) (b) 
Fig. 2.2. The 3D electric field distribution of the main mode propagating in the square 5x5 
mm2 metamaterial waveguide. (a) – f= 95 GHz, (b) – f=110 GHz.  
The 3D electric field distributions of the main mode at f = 95 GHz and 110 GHz are shown in 
Fig. 2.2. The metamaterial has εmet = -23.75-i 18.75 and μmet = 1.75+i 6.25 at f = 95 GHz. The 
metamaterial has εmet = -10.83-i0.02 and μmet = 0.5 – i 0.01 at f = 110 GHz.  
We see that the waveguide losses are large at f = 95 GHz and they are low at f = 110 GHz 
(Fig. 2.1(b)). We present here the electric field line distribution at these two frequencies in 
order to compare how the losses influence on the field picture. The calculations of the 
electric fields in this section were fulfilled at the approximately 10000 points in every cross-
section. 
The metamaterial is an epsilon-negative media at f = 95 GHz and f = 110 GHz. In Fig. 2.2(a) 
we see the electric field is very small in the center of the waveguide cross-section. Such 
distribution can be explained by the large loss at f = 95 GHz and the EM wave does not 
deeply penetrate into the metamaterial. The refractive index of single negative metamaterial 
and the transverse propagation constants of waveguide made of the metamaterial are 
imaginary numbers. For this reason the electric field concentrates near the waveguide 
border. The tendency of the field to concentrate at the interface of the single negative 
metamaterial is the important feature of this kind metamaterial.  
The behaviour of the EM field components when approaching to the apex of the waveguide 
cross-section contour (waveguide edge) are an important point of an electrodynamical 
solution. We would like to note that the condition on the waveguide edge is satisfied in our 
solutions of considered electrodynamical problems. 
Examining the electric field lines near the upper right corner of the square waveguide we 
would like to note that the electric field lines are directed counter-clockwise on the right side 
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wavelength of this mode is equal to 4.2·mm. The maximum of the first higher mode is 0.36 
dB/mm at f = 90 GHz and the wavelength of this mode is equal to 4·mm (Fig. 2.1). It is 
important to remark that the losses of the main mode are very low at the frequency range 
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from 105 GHz till 115 GHz. This feature could be used in practice for creation of feeder lines 
and specific devices that require low distortions in the signal transmission.  
 
 (a) (b) 
Fig. 2.2. The 3D electric field distribution of the main mode propagating in the square 5x5 
mm2 metamaterial waveguide. (a) – f= 95 GHz, (b) – f=110 GHz.  
The 3D electric field distributions of the main mode at f = 95 GHz and 110 GHz are shown in 
Fig. 2.2. The metamaterial has εmet = -23.75-i 18.75 and μmet = 1.75+i 6.25 at f = 95 GHz. The 
metamaterial has εmet = -10.83-i0.02 and μmet = 0.5 – i 0.01 at f = 110 GHz.  
We see that the waveguide losses are large at f = 95 GHz and they are low at f = 110 GHz 
(Fig. 2.1(b)). We present here the electric field line distribution at these two frequencies in 
order to compare how the losses influence on the field picture. The calculations of the 
electric fields in this section were fulfilled at the approximately 10000 points in every cross-
section. 
The metamaterial is an epsilon-negative media at f = 95 GHz and f = 110 GHz. In Fig. 2.2(a) 
we see the electric field is very small in the center of the waveguide cross-section. Such 
distribution can be explained by the large loss at f = 95 GHz and the EM wave does not 
deeply penetrate into the metamaterial. The refractive index of single negative metamaterial 
and the transverse propagation constants of waveguide made of the metamaterial are 
imaginary numbers. For this reason the electric field concentrates near the waveguide 
border. The tendency of the field to concentrate at the interface of the single negative 
metamaterial is the important feature of this kind metamaterial.  
The behaviour of the EM field components when approaching to the apex of the waveguide 
cross-section contour (waveguide edge) are an important point of an electrodynamical 
solution. We would like to note that the condition on the waveguide edge is satisfied in our 
solutions of considered electrodynamical problems. 
Examining the electric field lines near the upper right corner of the square waveguide we 
would like to note that the electric field lines are directed counter-clockwise on the right side 





field lines near the left bottom corner of the square waveguide are distributed in similar 
way. The lines are directed counter-clockwise on the right side of the corner and they are 
directed clockwise on the left side of the corner. The electric field lines are diverging of the 
left bottom corner while the lines are converging to the right upper corner. For this reason, 
we believe that there is an increased density of electric lines in the upper corner and the 
weaker density in the bottom corner (Fig. 2.2(a)). 
The same effect of no uniformity in the electric field distribution on the waveguide 
perimeter we can see for the circular waveguide (see below in section 2, Figs 2.2, 2.3).  
f = 95 GHz, square waveguide 5x5 mm2 
Ez [V/m] Ex [V/m] Ey [V/m] 
3.765·10-1 - i 6.411·10-1 1.5099-i 2.1941 -0.9943+i 1.9673 
Hz [A/m] Hx [A/m] Hy [A/m] 
-3.39·10-2 + i 7.51·10-2 -7·10-4 + i1.1·10-3 2.6·10-3 – i 3.9·10-3 
f = 110 GHz 
Ez [V/m] Ex [V/m] Ey [V/m] 
-1.2766·10-5 – i 1.6592·10-5 0.0134 + i 0.0211 -0.0291 + i 0.0702 
Hz [A/m] Hx [A/m] Hy [A/m] 
-3.0·10-3 - i 2.9·10-3 1.3048·10-4 –i 3.0558·10-4 5.9501 10-5+i 1.0936·10-4 
Table 2.1. The EM field components of the main mode at the point with coordinates 
x = 4 mm and y = 4 mm when f=95 GHz and f=110 GHz  
f = 95 GHz, square waveguide 5x5 mm2 
Ez [V/m] Ex [V/m] Ey [V/m] 
3.932·10-1 - i6.181·10-1 1.3730 - i1.8577 -9.535·10-1+ i 1.6598 
Hz [A/m] Hx [A/m] Hy [A/m] 
-3.20·10-2+ i6.36·10-2 -8·10-4 + i1.4·10-3 2.5·10-3- i3.4·10-3 
f = 110 GHz 
Ez [V/m] Ex [V/m] Ey [V/m] 
1.3083·10-6-i1.2678·10-5 -4.6·10-3 + i2.30·10-2 -2.63·10-2 + i4.31·10-2 
Hz [A/m] Hx [A/m] Hy [A/m] 
-1.9·10-3 - i2.4·10-3 1.0715·10-4 - i1.7759·10-4 -2.7720·10-5+i1.0632·10-4 
Table 2.2. The EM field components of the first higher mode at the point  
with coordinates x = 4 mm and y = 4 mm when f = 95 GHz and f = 110 GHz 
In tables 2.1 and 2.2 we demonstrate the values of complex EM field components of the main 
mode and the first higher mode at two frequencies. On the base of the table data we can say, 
that the both modes on these frequencies are hybrid modes. 
We do not classified the waveguide modes here in the usual way, e.g. the hybrid magnetic 
HEmn or the hybrid electric EHmn modes because the kind of mode of strong lossy 
waveguides may change when we change the frequency [Nickelson et al., 2011; Asmontas et 
al., 2010]. 
 





 (a) (b) 
Fig. 2.3. The 3D electric field distribution of the first higher mode propagating in the square 
5x5 mm2 metamaterial waveguide. a) – f= 95 GHz, b) – f= 110 GHz. 
In Fig. 2.3(a) we see that the electric field at f = 95 GHz for the first higher modes is also 
concentrated near the metamaterial borders and the strongest field is at two diagonal 
corners of the cross-section, i.e. at the right upper corner and the left bottom corner. There is 
a strong asymmetry of the electric field distribution on the perimeter of waveguide. It 
happened probably by reason that the real and imaginary parts of permittivity are negative 
and relatively large at this frequency.  
In Figs  2.2(b)–2.3 (b) we see that the electric field distributions of the main and first higher 
modes have a more homogeneous picture in the waveguide cross-section at f = 110 GHz. 
This happened because the electric field penetrates deeper into the metamaterial at this 
frequency because the waveguide loss is small at f = 110 GHz (Fig. 2.1(b)). We can also see 
here some asymmetry of electric field lines on the waveguide cross-section. The projections 
of the vector electric fields on the waveguide sidewalls are depicted along the waveguide 
(Figs 2.2-2.3).  
2.2 Numerical investigations of square 4x4 mm2 metamaterial waveguide 
The dispersion characteristics of the square metamaterial waveguide are presented in Fig.2.4 
(Gric et al., 2010). We used the values of εrm and μrm from (Penciu et al, 2006). In Fig. 2.4(a) 
the normalized propagation constant h'/k is shown. In Fig. 2.4(a) we see that the magnitude 
h' is less than the wave number k in the frequency range 85-108 GHz. It means that at these 
frequencies the main and the first higher modes are fast waves. The wavelengths of both 
modes differ slightly. The losses of both propagating modes in the metamaterial square 
waveguide change in very complicated way when the frequency increases. Mode losses 
have several maximums and minimums. We see that the losses of the main mode become a 
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In tables 2.1 and 2.2 we demonstrate the values of complex EM field components of the main 
mode and the first higher mode at two frequencies. On the base of the table data we can say, 
that the both modes on these frequencies are hybrid modes. 
We do not classified the waveguide modes here in the usual way, e.g. the hybrid magnetic 
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Fig. 2.3. The 3D electric field distribution of the first higher mode propagating in the square 
5x5 mm2 metamaterial waveguide. a) – f= 95 GHz, b) – f= 110 GHz. 
In Fig. 2.3(a) we see that the electric field at f = 95 GHz for the first higher modes is also 
concentrated near the metamaterial borders and the strongest field is at two diagonal 
corners of the cross-section, i.e. at the right upper corner and the left bottom corner. There is 
a strong asymmetry of the electric field distribution on the perimeter of waveguide. It 
happened probably by reason that the real and imaginary parts of permittivity are negative 
and relatively large at this frequency.  
In Figs  2.2(b)–2.3 (b) we see that the electric field distributions of the main and first higher 
modes have a more homogeneous picture in the waveguide cross-section at f = 110 GHz. 
This happened because the electric field penetrates deeper into the metamaterial at this 
frequency because the waveguide loss is small at f = 110 GHz (Fig. 2.1(b)). We can also see 
here some asymmetry of electric field lines on the waveguide cross-section. The projections 
of the vector electric fields on the waveguide sidewalls are depicted along the waveguide 
(Figs 2.2-2.3).  
2.2 Numerical investigations of square 4x4 mm2 metamaterial waveguide 
The dispersion characteristics of the square metamaterial waveguide are presented in Fig.2.4 
(Gric et al., 2010). We used the values of εrm and μrm from (Penciu et al, 2006). In Fig. 2.4(a) 
the normalized propagation constant h'/k is shown. In Fig. 2.4(a) we see that the magnitude 
h' is less than the wave number k in the frequency range 85-108 GHz. It means that at these 
frequencies the main and the first higher modes are fast waves. The wavelengths of both 
modes differ slightly. The losses of both propagating modes in the metamaterial square 
waveguide change in very complicated way when the frequency increases. Mode losses 
have several maximums and minimums. We see that the losses of the main mode become a 







































 (a) (b)  
Fig. 2.4. The dispersion characteristics of the square 4x4 mm2 metamaterial waveguide  
(a) – the dependence of the normalized propagation constant, (b) - the dependence of the 
attenuation constant on frequencies.  
In Fig. 2.5 we see that the electric field is weak inside of square metamaterial waveguide of 
size 4x4 mm2 at f=92.5 GHz. The electric field lines concentrate in the two diagonal 
waveguide corners in other way in the comparison with the waveguide of size 5x5 mm2 at 
f=95 GHz. 
 
Fig. 2.5. The 3D vector electric field distribution of the main mode propagating in the open 
square 4x4 mm2 metamaterial waveguide at f=92.5 GHz. 
The 3D electric field distribution of the main mode at the frequency 92.5 GHz is depicted in 
Fig. 2.5. The permittivity of the metamaterial at f=92.5 GHz is -35-i2.5 and the permeability 
is 2.25+i0.25. The metamaterial is a single negative matter. The calculations of the electric 
fields were fulfilled at the approximately 160 points in every cross-section (Fig 2.5). 
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3. Investigations of the circular waveguides by the partial area method 
Here the open circular metamaterial waveguide is investigated by the partial area method 
(Nickelson et al., 2008). The presentation of longitudinal components of the electric Ezm and 
magnetic Hzm fields that satisfy to the Maxwell’s equations in the metamaterial medium is in 
the form: 
 Ezm =A1Jm(k +⊥ r)exp(imφ),    Hzm =B1Jm(k
+
⊥ r)exp(imφ) (3.1) 
where A1, B1 are unknown arbitrary amplitudes, Jm is the Bessel function of the m−th order, 
k +⊥ is the transverse propagation constant of the metamaterial medium, r is the radius of the 
circular metamaterial waveguide, m is the azimuthal index characterizing azimuthal 
variations of the field, φ is the azimuthal angle. The presentation the electric field Eza and the 
magnetic field Hza components that satisfy to Maxwell’s equations in air are: 
 Eza =A2Hm(k −⊥ r)·exp(imφ),    Hza =B2Hm(k
−
⊥ r)·exp(imφ) (3.2) 
where A2, B2 are unknown arbitrary amplitudes, Hm is the Hankel function of the m−th 
order and the second kind, k −⊥  is the transverse propagation constant of air medium.  
As far as the circular waveguide is researched in the cylindrical coordinate system we have 
to satisfy the boundary conditions for two components of the electric field (Eφ, Ez) and the 
magnetic field (Hφ, Hz) on the cylindrical interface metamaterial-air. The condition at 
infinity also is satisfied. The sign of k −⊥  changes on the opposite one for the metamaterial 
hollow-core waveguide, when a hole is surrounded by a metamaterial medium. After 
substitution of expressions (1) and (2) in the transverse components expressed in terms of 
the longitudinal components (Kong, 2008) we obtain the expressions of all transverse EM 
field components. The result of solution is the dispersion equation in the determinant form. 
We determine complex roots of the dispersion equation by using of the Muller method.  
3.1 Investigations of the circular metamaterial waveguide (r=2.5 mm) by the partial 
area method 
We discovered the particularity in the electric field distribution on the cross-section of the 
open circular metamaterial waveguide at the operating frequency 95 GHz. We find that this 
waveguide could be used as a narrowband filter at frequencies 102-102.5 GHz. 
The circular metamaterial waveguide with r=2.5 mm was researched. The dispersion 
characteristics and the 3D electric and magnetic field distributions were calculated (see Figs 
2.1-2.5). The dispersion characteristics are presented in Fig. 3.1. The main mode is denoted 
with black points and the first higher mode is denoted with circles. 
In Fig. 3.1 (a) we see that the normalized propagation constants of the main and the first higher 
modes are fairly smooth except only one protrusion at frequencies between 97 GHz and 102 
GHz. There is a large peak of the main mode losses at frequency f = 101.25 GHz. At this 
frequency metamaterial is double negative with εr,met = -9.17 -i0.83 and μr,met = -0.75. We see 
that losses of the main mode are very small at the frequency ranges 75-100 GHz and 102.5-115 
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Fig. 2.4. The dispersion characteristics of the square 4x4 mm2 metamaterial waveguide  
(a) – the dependence of the normalized propagation constant, (b) - the dependence of the 
attenuation constant on frequencies.  
In Fig. 2.5 we see that the electric field is weak inside of square metamaterial waveguide of 
size 4x4 mm2 at f=92.5 GHz. The electric field lines concentrate in the two diagonal 
waveguide corners in other way in the comparison with the waveguide of size 5x5 mm2 at 
f=95 GHz. 
 
Fig. 2.5. The 3D vector electric field distribution of the main mode propagating in the open 
square 4x4 mm2 metamaterial waveguide at f=92.5 GHz. 
The 3D electric field distribution of the main mode at the frequency 92.5 GHz is depicted in 
Fig. 2.5. The permittivity of the metamaterial at f=92.5 GHz is -35-i2.5 and the permeability 
is 2.25+i0.25. The metamaterial is a single negative matter. The calculations of the electric 
fields were fulfilled at the approximately 160 points in every cross-section (Fig 2.5). 
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3. Investigations of the circular waveguides by the partial area method 
Here the open circular metamaterial waveguide is investigated by the partial area method 
(Nickelson et al., 2008). The presentation of longitudinal components of the electric Ezm and 
magnetic Hzm fields that satisfy to the Maxwell’s equations in the metamaterial medium is in 
the form: 
 Ezm =A1Jm(k +⊥ r)exp(imφ),    Hzm =B1Jm(k
+
⊥ r)exp(imφ) (3.1) 
where A1, B1 are unknown arbitrary amplitudes, Jm is the Bessel function of the m−th order, 
k +⊥ is the transverse propagation constant of the metamaterial medium, r is the radius of the 
circular metamaterial waveguide, m is the azimuthal index characterizing azimuthal 
variations of the field, φ is the azimuthal angle. The presentation the electric field Eza and the 
magnetic field Hza components that satisfy to Maxwell’s equations in air are: 
 Eza =A2Hm(k −⊥ r)·exp(imφ),    Hza =B2Hm(k
−
⊥ r)·exp(imφ) (3.2) 
where A2, B2 are unknown arbitrary amplitudes, Hm is the Hankel function of the m−th 
order and the second kind, k −⊥  is the transverse propagation constant of air medium.  
As far as the circular waveguide is researched in the cylindrical coordinate system we have 
to satisfy the boundary conditions for two components of the electric field (Eφ, Ez) and the 
magnetic field (Hφ, Hz) on the cylindrical interface metamaterial-air. The condition at 
infinity also is satisfied. The sign of k −⊥  changes on the opposite one for the metamaterial 
hollow-core waveguide, when a hole is surrounded by a metamaterial medium. After 
substitution of expressions (1) and (2) in the transverse components expressed in terms of 
the longitudinal components (Kong, 2008) we obtain the expressions of all transverse EM 
field components. The result of solution is the dispersion equation in the determinant form. 
We determine complex roots of the dispersion equation by using of the Muller method.  
3.1 Investigations of the circular metamaterial waveguide (r=2.5 mm) by the partial 
area method 
We discovered the particularity in the electric field distribution on the cross-section of the 
open circular metamaterial waveguide at the operating frequency 95 GHz. We find that this 
waveguide could be used as a narrowband filter at frequencies 102-102.5 GHz. 
The circular metamaterial waveguide with r=2.5 mm was researched. The dispersion 
characteristics and the 3D electric and magnetic field distributions were calculated (see Figs 
2.1-2.5). The dispersion characteristics are presented in Fig. 3.1. The main mode is denoted 
with black points and the first higher mode is denoted with circles. 
In Fig. 3.1 (a) we see that the normalized propagation constants of the main and the first higher 
modes are fairly smooth except only one protrusion at frequencies between 97 GHz and 102 
GHz. There is a large peak of the main mode losses at frequency f = 101.25 GHz. At this 
frequency metamaterial is double negative with εr,met = -9.17 -i0.83 and μr,met = -0.75. We see 
that losses of the main mode are very small at the frequency ranges 75-100 GHz and 102.5-115 





(Fig. 3.1(b)). Therefore the investigated circular metamaterial waveguide can be used as a filter 
at the frequencies 100-102.5 GHz and as a one mode lossless waveguide at the frequency 
ranges 75-100 GHz and 102.5-115 GHz. As we can see the first higher mode is a quickly 


































             (a)              (b) 
Fig. 3.1. The dispersion characteristics of the circular metamaterial waveguide with r=2.5 
mm (a) – the dependence of the normalized propagation constant, (b) – the dependence of 
the attenuation constant on frequencies. 
The 3D electric field distributions of the main mode were calculated at frequencies 95 GHz 
and 110 GHz (Fig. 3.2 and 3.3) as well as the first higher mode at the same frequencies (Fig. 
3.4 and 3.5). The electric field inside the circular metamaterial waveguide is much smaller 
than outside of waveguide for this reason we have increased the electric field strength lines 
inside of the waveguide in order to see them (Figs 3.2(b) – 3.5(b)).  
Because the metamaterial has more losses at 95 GHz than at 110 GHz, so the electric field 
inside of waveguide is weaker at 95 GHz (see tables 3.1, 3.2) compare to the inner electric 
field at 110 GHz. On this reason we increased the electric field strength lines at 95 GHz in 
the 143 times and at 110 GHz in the 14 time. The calculations of the electric fields were 
fulfilled at the approximately 10000 points in every cross-section. 
f = 95 GHz, waveguide diameter 5mm
Ez [V/m] Ex [V/m] Ey [V/m]
-2.5897·10-5+i2.7266·10-4 -2.8425·10-5+i1.9342·10-5 4.5991·10-6-i3.3487·10-5 
Hz [A/m] Hx [A/m] Hy [A/m]
2.5111·10-7-i2.0158·10-7 -2.3843·10-8-i2.8570·10-8 2.5496·10-6 +i1.8364·10-7 
f = 110 GHz 
Ez [V/m] Ex [V/m] Ey [V/m]
0.0067 +i0.0067 -0.0027 + i0.0027 -7.8928·10-4 -i7.8928·10-4 
Hz [A/m] Hx [A/m] Hy [A/m]
3.1409·10-12 -i1.1109·10-5 -3.3354·10-6-i3.3354·10-6 7.1930·10-5 -i7.1930·10-5 
Table 3.1. The electromagnetic field components of the main mode at the point 
with coordinates r = 2 mm, φ = 45° when f = 95 and f = 110 GHz  
 




 (a) (b)  
Fig. 3.2. The 3D electric field distributions of the main mode of circular metamaterial 
waveguide with r=2.5 mm at f = 95 GHz. (a) – the electric field strength lines outside the 
waveguide (b) – the 143 times were increased electric field strength lines inside the 
waveguide. 
In In Figs 3.2–3.5 we see that the electric field is irregular on the waveguide perimeter of the 
cross-section while the cross-section of the waveguide is a circle. We see that and the most 
part of the electric field localizes on the border and outside of the waveguide. The electric 
field is strongest outside the waveguide when φ is 0 or π radians. The electric field has the 
minimum values and the electric field lines are directed clockwise or counter-clockwise to 
the right and left of the points with φ equal to π/2 or 3π/2 radians (Figs 3.2(a)–3.5(a)). We 
see that at the points when the electric field outside of the metamaterial waveguide has the 
maximum value the field inside of the waveguide is minimal. In Figs 3.2(b)–3.5(b) we see 
that the maximum electric field inside the metamaterial waveguide is when φ is equal to 
π/2 or 3π/2 radians. The length of the circular waveguide in z-direction (the Figs 3.2– 3.5) is 
three times longer than wavelength of microwave in the waveguide in our calculations. 
f = 95 GHz, waveguide diameter 5 mm 
Ez [V/m] Ex [V/m] Ey [V/m] 
1.6760·10-4 -i3.3526·10-4 3.5399·10-5-i1.2553·10-5 -2.7112·10-5-i1.2042·10-6 
Hz Hx Hy 
-1.8851·10-7-i1.9128·10-7 4.6704·10-8+i8.1377·10-8 -3.1731·10-6-i1.4861·10-6 
f = 110 GHz 
Ez [V/m] Ex [V/m] Ey [V/m] 
-5.3·10-3 -i1.22·10-2  4.1·10-3 -i2.1·10-3 -3.2013·10-4 +i9.6358·10-4 
Hz Hx Hy 
-1.0713·10-5+i9.0740·10-7 7.1766·10-6+i9.3919 -1.3582·10-4+i5.6938·10-5 
Table 3.2. The EM components of the first higher mode with coordinates at the point with 





(Fig. 3.1(b)). Therefore the investigated circular metamaterial waveguide can be used as a filter 
at the frequencies 100-102.5 GHz and as a one mode lossless waveguide at the frequency 
ranges 75-100 GHz and 102.5-115 GHz. As we can see the first higher mode is a quickly 
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Fig. 3.1. The dispersion characteristics of the circular metamaterial waveguide with r=2.5 
mm (a) – the dependence of the normalized propagation constant, (b) – the dependence of 
the attenuation constant on frequencies. 
The 3D electric field distributions of the main mode were calculated at frequencies 95 GHz 
and 110 GHz (Fig. 3.2 and 3.3) as well as the first higher mode at the same frequencies (Fig. 
3.4 and 3.5). The electric field inside the circular metamaterial waveguide is much smaller 
than outside of waveguide for this reason we have increased the electric field strength lines 
inside of the waveguide in order to see them (Figs 3.2(b) – 3.5(b)).  
Because the metamaterial has more losses at 95 GHz than at 110 GHz, so the electric field 
inside of waveguide is weaker at 95 GHz (see tables 3.1, 3.2) compare to the inner electric 
field at 110 GHz. On this reason we increased the electric field strength lines at 95 GHz in 
the 143 times and at 110 GHz in the 14 time. The calculations of the electric fields were 
fulfilled at the approximately 10000 points in every cross-section. 
f = 95 GHz, waveguide diameter 5mm
Ez [V/m] Ex [V/m] Ey [V/m]
-2.5897·10-5+i2.7266·10-4 -2.8425·10-5+i1.9342·10-5 4.5991·10-6-i3.3487·10-5 
Hz [A/m] Hx [A/m] Hy [A/m]
2.5111·10-7-i2.0158·10-7 -2.3843·10-8-i2.8570·10-8 2.5496·10-6 +i1.8364·10-7 
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Ez [V/m] Ex [V/m] Ey [V/m]
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Table 3.1. The electromagnetic field components of the main mode at the point 
with coordinates r = 2 mm, φ = 45° when f = 95 and f = 110 GHz  
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Fig. 3.2. The 3D electric field distributions of the main mode of circular metamaterial 
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waveguide (b) – the 143 times were increased electric field strength lines inside the 
waveguide. 
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 (a) (b)  
Fig. 3.3. The 3D electric field distributions of the main of circular metamaterial waveguide 
with r=2.5 mm at f = 110 GHz. (a) – the electric field strength lines outside the waveguide  
(b) – the 14 times were increased electric field strength lines inside the waveguide 
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Fig. 3.4. The 3D electric field distributions of the first higher mode of circular metamaterial 
waveguide with r=2.5 mm at f = 95 GHz (a) – the electric field strength lines outside the 
waveguide (b) – the 143 times were increased electric field strength lines inside the 
waveguide  
We can see that the electric field along the waveguide changes periodically (Figs 3.2–3.5). 
Comparing Figs 3.2(a) and 3.3(a) we see that the main mode’ electrical field at 110 GHz is 
large and have a little different distribution in longitudinal direction in comparison with the 
electrical field at 95 GHz. Since the waveguide losses of the main mode at frequencies 95 
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GHz and 110 GHz are small (please, compare with losses of square waveguide (Fig.2.1)), for 
this reason the electric field amplitudes vary slightly in the longitudinal direction. 
Comparing Figs 3.4 and 3.5 we see that the larger is the electrical field outside of the 
waveguide at the point with a certain angle φ the smaller is the electrical field inside of 
waveguide at the point with the same φ. The last statement is true for all the investigated 
cases. The electric field amplitude of the first higher mode became smaller in longitudinal 
direction with increasing of coordinate z (Figs 3.4(b) and 3.5(b)). We observe in this case, the 
fast wave attenuation. It happened because the losses of the first higher mode at 95 GHz and 
110 GHz are enough large in comparison with the main mode (Fig. 3.1(b)).  
The electrical field inside of the waveguide is very small at all frequencies. However the 
observable electric field strength lines appear at the waveguide boundary.  
We would like to note that the boundary conditions on the border of waveguide are 
satisfied, i.e. the tangential components of electric and magnetic fields are equal on the 
interface air-metamaterial. For this reason when the electric field lines has a tangential 
character outside the waveguide (Figs 3.2(a), 3.3(a)) the same character of tangential 
components has to be on the interface of the metamaterial side. The direction of electric field 
lines changes with removing deeper in the metamaterial from the interface. 
 
 (a) (b)  
Fig. 3.5. The 3D electric field distributions of the first higher mode of circular metamaterial 
waveguide with r=2.5 mm at f = 110 GHz (a) – the electric field strength lines inside the 
waveguide (b) – the 14 times were increased electric field strength lines outside the 
waveguide. 
Comparing dispersion characteristics of square and circular waveguides (Figs 2.1 and 3.1) we 
see that they are different due to the boundary conditions, which have a strong influence on 
the dispersion characteristics in our frequency range. As an additional example, the dispersion 
characteristic (2πf· SQRT(εr,met μr,met) of plane EM wave propagating in the same metamaterial 
only when the one has the infinite dimensions is strongly different in comparison with the 
waveguide dispersion characteristics. The relatively small losses of the EM wave in the infinite 
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We would like to draw attention to the fact that the feature of the irregular distribution of 
electric field lines in the cross-section of square and circular metamaterial waveguides at 95 
GHz is very similar. 
3.2 Investigations of the circular metamaterial waveguide (r = 2 mm) by the partial 
area method 
3.2.1 The metamaterial rod waveguide 
We have investigated circular metamaterial waveguides by our algorithm that was created 
using the partial area method (Nickelson et al., 2008).  
In Fig. 3.6 the dispersion characteristics of the metamaterial waveguide are presented. In 
Fig. 3.6 (a) the normalized propagation constant h'/k of the main mode and the first higher 
mode is shown. The main mode is denoted with black points and the first higher mode is 






























   (b)                (c)  
Fig. 3.6. The dispersion characteristics of the circular metamaterial waveguide with r=2 mm 
(a) – the dependence of the normalized propagation constant, (b), (c) – the dependence of 
the attenuation constant on frequencies. 
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In Fig. 3.6 (b) losses of the main mode are shown. In Fig. 3.6 (c) losses of the first higher 
mode are presented. We show the losses of the modes in the different scales because the 
losses are not commensurate. We see (Fig. 3.6 (a)) that the main mode is a slow mode and 
the first higher mode can be a slow mode or a fast mode dependent on the frequency range.  
There are two frequency ranges 75-97.5 GHz and 100-115 GHz when losses of the main 
mode are extremely small. On the other side there are frequency ranges, for example f=95 - 
101.25 GHz and f=107.5-115GHz when losses of the first higher mode are large.  
 
 (a) (b)  
Fig. 3.7. The 3D vector electric field distributions of the main mode of circular metamaterial 
waveguide with r=2mm (a) – inside; (b) – inside and outside it. 
We have calculated the 3D vector electric field distributions of the main mode propagating 
in the open circular metamaterial waveguide. The calculation was fulfilled inside and 
outside the waveguide in 1500 points. The electric field distributions were calculated at 
frequency f=95 GHz. At this frequency the metamaterial is single-negative. At this 
frequency εr,met = -23.75- i18.75 and μr,met = 1.75+ i1.625. 
In Fig. 3.7(a) an enlarged picture of the electric field lines inside the metamaterial waveguide 
is shown. We see that the strongest electric field is in the thin surface layer which is located 
at the interface metamaterial-air. In Fig. 3.7(b) the electric field lines inside and outside of 
the metamaterial waveguide are shown. In Fig. 3.7(b) we see that the electric field inside the 
waveguide is significantly weaker than outside it. We also clearly see that the electric field 
distributions are periodically repeated in the longitudinal direction. 
3.2.2 The metamaterial hollow-core waveguide 
The dispersion characteristics of the metamaterial hollow-core waveguide with the radius of 
the hole (in the metamaterial medium) equal to 2 mm are presented in Fig. 3.8.  
In Fig. 3.8 (a) dispersion characteristics of the main and the first higher modes are presented. 
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3.2.2 The metamaterial hollow-core waveguide 
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air area. There are the frequency ranges where modes propagate with very small losses. We 
can see that losses of the main mode in the frequency range 75-90 GHz and 104-115 are very 
low and they can be large in the frequency range 91.25-103.75 GHz. The first high mode’ 
losses change abruptly. The losses can be very low at some frequencies approximately 75- 87 
GHz, 106 and 111 GHz. 
Losses of the first high mode are low and this mode can easily propagate and it can 
modulate the amplitude of the main mode in devices that were created on the base of the 
metamaterial waveguide with r=2 mm. There is also good possibility to create a devise on 
the base of the first high mode in the range f=95-105 GHz.  
We have calculated the 3D vector electric field distributions of the main mode propagating 
in the hollow-core metamaterial waveguide. The electric field distributions were calculated 
at frequency f = 95 GHz. The calculations of the electric fields were fulfilled at the 

































 (b) (c)  
Fig. 3.8. The dispersion characteristics of the hollow-core metamaterial waveguide with r=2 
mm (a) – the dependence of the normalized propagation constant, (b)& (c) – the dependence 
of the attenuation constant on frequencies. 
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In Fig. 3.9 we see that the electric field inside the air hole is significantly weaker than outside 
in the metamaterial media. We also clearly see that the electric field distributions are 
periodically repeated in the longitudinal direction. As the waveguide losses exist only in the 
metamaterial and the most part of EM energy propagates into air hole then we see no 
decrease in the amplitude of the electric field with a change in coordinate z (please, compare 
with Figs 3.4(b), 3.5(b)). 
 
Fig. 3.9. The 3D vector electric field distribution of the main mode of the hollow-core 
metamaterial waveguide with r=2 mm at frequency 95 GHz.  
4. Conclusions on sections 2&3 
1. The open lossy metamaterial waveguides with different shapes of the cross-section 
were investigated by using of our computer programs that have written in MATLAB 
language. The computer codes were based on the method of singular integral equations 
and the partial area method. 
2. We have calculated the dispersion characteristics (the propagation and attenuation 
constants) at the frequency range 75-115 GHz as well as the 2D and 3D electromagnetic 
field distributions. We took the electromagnetic parameters of metamaterial close to 
practice. Our computer algorithms can be useful working out microwave devices on the 
base of waveguides made of strong lossy materials.  
3. We discovered the special feature of the open lossy metamaterial waveguides. 
Propagation and attenuation constants depend on the waveguide sizes in an 
unpredictable complex manner. E.g., the circular metamaterial waveguide with r=2.5 
mm (Fig. 3.1) and r=2 mm (Fig. 3.6).  
4. The microwave signals propagating on the open metamaterial waveguides (r=2.5 mm) 
are absorbed at the narrow 2.5 GHz frequency range. This waveguide can be used as a 
band-stop filter at f1=100-102.5 GHz when the losses in the passing frequencies 75-100, 
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Fig. 3.8. The dispersion characteristics of the hollow-core metamaterial waveguide with r=2 
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5. Investigated EM fields of square and circular waveguides have irregular distributions 
on the waveguide perimeter. Investigated EM field lines for the main and first higher 
modes of the squire waveguides are concentrated near the metamaterial borders and 
the strongest field is at two diagonal corners of the cross-section. The electric field lines 
are diverging of the one corner while the lines are converging at the other corner.  
5. Dispersion characteristic analysis of circular anisotropic metamaterial 
waveguide with the effective metamaterial permittivity and permeability near 
to zero 
5.1 Introduction 
In the past several years many specialist focused on the experimental and theoretical 
investigations of the zero-refractive index (or zero-index) metamaterials. These 
metamaterials attracted researches due to their unconventional constitutive parameters and 
anomalous effects to work out novel electromagnetic devices. Zero- index metamaterial may 
have the epsilon-near-zero (ENZ) or mu-near-zero (MNZ) properties simultaneously or in 
turn, one after another at different frequencies.  
Zero-index metamaterials are dispersive (electromagnetic parameters dependence on a 
frequency) media. The constitutive parameters of anisotropic dispersive metamaterials can 
be described by expressions that involve the plasma frequencies. The metamaterial on 
frequencies near to plasma resonances is called a plasmonic metamaterial.  
Zero-index metamaterials are used in different devices as a transformer to achieve the 
perfect impedance match between two waveguides with a negligible reflection or to 
improve the transmission through a waveguide bend as well as for the matching of 
waveguide structure impedance with the free space impedance (when the metamaterial 
epsilon and mu are simultaneously very close to zero). Plasmonic metamaterial provides 
manipulating of the antenna phase fronts and enhancing the antenna radiation directivity. 
In a Zero-index metamaterial waveguide can be observed a super-tunneling effect. ENZ 
metamaterials may allow reducing of waveguide sizes and can be used as a frequency 
selective surface (Bai et al., 2010; Ko&Lee, 2010; Lopez-Garcia et al., 2011; Luo et al., 2011; 
Wang & Huang, 2010; Oraizi et al. 2009; Zhou et al., 2009, Liu et al., 2008). 
5.2 Analysis and simulation of phase constant dependencies 
Here we presented the phase constant (real part of the waveguide longitudinal propagation 
constant) of propagating modes on the circular anisotropic metamaterial waveguide when 
the metamaterial permittivity and permeability may take values close to zero at certain 
frequencies. Further we call a plasmonic waveguide. 
The solution of Maxwell’s equations for the circular anisotropic metamaterial waveguide 
was carried out by the partial area method (Nickelson et al., 2009). The computer program 
for the dispersion characteristic calculations has created in MATLAB language. Computer 
program allows take into account a very large material attenuation (Nickelson et al., 2011; 
Asmontas et al., 2010). In this section constitutive parameters of the uniaxial electrically and 
magnetically anisotropic metamaterial were taken from the article (Liu et al., 2007). In the 
mentioned article was considered an anisotropic dispersive lossless metamaterial slab. For 
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this reason there were given only the real parts of the permittivity εr,ij = (εxx, εxx, εzz) and 
permeability μr, ij =(μxx, μxx, μzz) tensor components. 
The tensor components of the relative permittivity and the relative permeability are 
described by following formulae (Liu et al., 2007): 
 εxx=1- ω2epxx/ ω2,     εzz=1- ω2epzz/ ω2, (5.1) 
 μxx=1- ω2mpxx/ ω2,     μzz=1- ω2mpzz/ ω2, (5.2) 
here ω=2πf is the angular frequency of microwaves, f is the operating frequency. The electric 
plasma frequencies of metamaterial are ωepxx= 2πfepxx, fepxx=(12)1/2 GHz, ωepzz=2πfepzz, 
fepzz=2.5 GHz. The magnetic plasma frequencies of metamaterial are ωmpxx= 2πfmpxx GHz, 
fmpxx = (6)1/2 GHz and ωmpzz=2πfmpzz GHz, fmpzz=2 GHz. The values of angular frequencies 
are taken from (Liu et al., 2007). The magnitudes of tensor components εxx, εzz, μxx, μzz are 
real numbers. In Fig. 5.1(a,b) are presented their dependencies on the frequency.  
 
(a)        (b) 
Fig. 5.1. Dependences of the relative (a) permittivity and (b) permeability tensor components 
of the metamaterial on the frequency. 
We see that the permittivity components εxx and εzz have negative values from 1.5 to ~3.5 GHz 
and from 1.5 to ~2.5 GHz, respectively. The permeability components μxx and μzz have 
negative values from 1.5 to~2.5 GHz and from 1.5 to ~2 GHz, respectively. We realize that all 
tensor components are negative at the frequency range from 1.5 GHz to ~2 GHz. Absolute 
values of tensor components are less than 1 at the frequency range from ~2.5 GHz to 4 GHz. 
The values of tensor components become equal to zero at the operating frequency f equal to 
the metamaterial electric fepxx=3.46 GHz, fepzz= 2.5 GHz or magnetic fmpxx =2.45 GHz, fmpzz=2 
GHz plasma frequencies. 
In Figs. 5.2–5.7 are shown dispersion characteristics (phase constants) of open circular 
waveguide made of the uniaxial electrically and magnetically anisotropic metamaterial. The 
calculations are performed for the left-handed (extraordinary) circularly polarized 
microwaves when exp(+imφ), m=0, 1, 2,…is the wave (mode) azimuthal periodicity index, φ 
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Fig. 5.1. Dependences of the relative (a) permittivity and (b) permeability tensor components 
of the metamaterial on the frequency. 
We see that the permittivity components εxx and εzz have negative values from 1.5 to ~3.5 GHz 
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known the main mode of open circular dielectric waveguide specify by m=1 and the main 
mode of a dielectric waveguide is a hybrid mode HE11 (Nickelson et al., 2009). 
Here is presented the phase constant h‘ (the real part of longitudinal propagation constant) 
dependencies of plasmonic metamaterial waveguides with radii r equal to 0.1 mm, 1 mm, 3 
mm, 5 mm, 7 mm, 10 mm and 15 mm. The phase constant h‘ is equal to 2π/λw, where λw is 
the wavelength of certain mode. Our aim is to investigate how an increase in the plasmonic 
waveguide radius affects on the eigenmode numbers, mode cutoff frequencies and a shape 
of dispersion characteristics.  
The analysis of Figs 5.2-5.5 shows that there are three main frequency areas where localize 
dispersion curves.  
A shape all dispersion characteristics Figs 5.2-5.5 are unusual in the comparison with 
traditional dispersion characteristics of open cylindrical waveguides made of dielectrics, 
semiconductors or magnetoactive semiconductor plasma (Nickelson et al., 2011; Asmontas 
et al., 2009; Nickelson et al., 2009). Because the dispersion characteristic branches of 
analyzed plasmonic waveguides are vertical.  
 
          (a)              (b)  
Fig. 5.2. The phase constant dependencies of propagating modes on the anisotropic 
metamaterial waveguide with (a) r=0.1 mm and (b) r=1 mm. 
We see that there is a single mode with the cutoff frequency close to f=1.5 GHz. The cutoff 
frequency of this mode shifted in the direction of lower frequencies with increasing of the 
waveguide radius. This first single mode is special one because the mode does not match 
any of plasma fepxx, fepzz, fmpxx, fmpzz frequencies. We can observe how a shape of the 
dispersion characteristic changes in the vicinity of the cutoff frequency.  
We would like to draw your attention to the fact that the anisotropic metamaterial is 
described by the negative tensor components εxx, εzz, μxx, μzz in the frequencies less than 2 
GHz (see formulae 5.1 and 5.2). It is mean that the first mode propagates in the waveguide 
when the metamaterial is double negative (DN). This wave is particularly important because 
small changes in frequency produce large changes in phase. 
We can watch a package of dispersion branches closed to cutoff frequency 2.5 GHz. We see 
that the left lateral dispersion branch of the package is a special eigenmode, i.e. this one is 
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separated by a larger distance from other eigenmodes. The vertical branch of the left lateral 
mode is located at the magnetic plasma fmpzz frequency equal to 2 GHz. We can distinguish 
also the right lateral dispersion branch of the package. The mode with this dispersion 
characteristic is also more specific one. i.e. this mode is separated by a larger distance from 
other modes. The vertical branch of this mode is located about 2.7 GHz and shifted on the 
higher frequency side with increasing of a radius. 
 
         (a)               (b)  
Fig. 5.3. The phase constant dependencies of propagating modes on the anisotropic 
metamaterial waveguide with (a) r=3 mm and (b) r =5 mm. 
 
           (a)                  (b) 
Fig. 5.4. The phase constant dependencies of propagating modes on the anisotropic 
metamaterial waveguide with (a) r=7 mm and (b) r=10 mm. 
A dense bunch of dispersion curves located between the extreme left and right curves that 
were previously described. The number of curves increases rapidly at increasing of 
waveguide radius. It is interesting to note that all dispersion branches of the dense bunch 
are within the frequency band of 2-2.5 GHz. Apparently the dense bunch of dispersion 
characteristics related to plasma fmpzz and fepzz frequencies. The cutoff frequencies of all 
dispersion characteristics of the dense bunch are the same and equal to f~2.46 GHz. The 
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A dense bunch of dispersion curves located between the extreme left and right curves that 
were previously described. The number of curves increases rapidly at increasing of 
waveguide radius. It is interesting to note that all dispersion branches of the dense bunch 
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Second dense bunch of dispersion curves is at the electric plasma frequency fepxx~3.46 GHz. 
The number of curves increases rapidly at increasing of waveguide radius. All dispersion 
characteristics are within the frequency band of 2.5 GHz and 3.46 GHz. 
  
          (a)              (b)  
Fig. 5.5. The phase constant dependencies of propagating eigenmodes on the open 
plasmonic metamaterial waveguide with (a) r=10 mm (b) r=15 mm. 
The dispersion characteristics on the right side of the bunch are more vertical. The greatest 
number of modes can be excited at the electric plasma frequency fepxx~3.46 GHz in the 
comparison with other plasma frequencies. The cutoff frequencies of dispersion 
characteristics of this dense bunch are the same and equal to f~3.46 GHz. We did not find 
the plasmonic metamaterial waveguide eigenmodes in the frequency range from 3.5 GHz 
till 2000 GHz. 
We expanded the searching of eigenmodes on frequencies below f=1 GHz for the plasmonic 
waveguide with r= 15 mm. In Fig. 5.5 (b) is shown eigenmodes dispersion characteristics of 
plasmonic metamaterial waveguide in the frequency range from 5 MHz till 3.5 GHz. We 
present here more detailed calculations of the dispersion characteristics of the plasmonic 
waveguide eigenmodes with the radius equal to 15 mm (Figs. 5.6 and 5.7). Here are 
presented the new dispersion characteristic branches of waveguide eigenmodes in the band 
of frequency from 5 MHz till 600 MHz (Fig. 5.6 (a)). We see that the dispersion curves have 
the clear expressed cutoff frequencies and they have an opposite slope in the comparison 
with dispersion curves of open ordinary waveguides (Nickelson et al., 2011; Asmontas et al., 
2010). 
It should be stressed that these very low frequency dispersion characteristics have obtained 
by solving of Maxwell’s equations with certain boundary conditions. These low frequency 
modes are also the metamaterial waveguide eigenmodes. 
In the Fig. 5.6 (b) is shown the dispersion characteristic of a singular mode on a larger scale. 
We see that this mode from 1.35 till ~1.45 GHz is a static mode, because no dependence on 
the frequency. We can observe the anomaly dispersion closed to f~ 1.45 GHz and the very 
strong dispersion in the frequency band over ~1.47 GHz. We can see the dispersion curves 
in the area of cutoff frequencies on a larger scale 1.9-2.5 GHz in Figs 5.7(a) and (b). We can 
note the anomalous dispersion hook of eigenmodes in the band f=1.9-2 GHz. 
 




 (a) (b)  
Fig. 5.6. Low frequency branches of phase constants of open plasmonic metamaterial 
waveguide with r=15 mm at frequencies: (a) f=0.005-0.06 GHz and (b) f=1.35-1.55 GHz. 
 
 (a) (b)  
Fig. 5.7. Frequency branches of phase constants of waveguide with r=15 mm at frequencies: 
(a) 1.9-2.5 GHz and (b) 2.3-2.45 GHz. 
6. Conclusions 
1. The open anisotropic metamaterial waveguides with seven different radii were 
investigated by using of our computer programs that have written in MATLAB 
language. The algorithm is based on the partial area method. 
2. We discovered the anomalous dispersion of the analyzed plasmonic waveguide 
eigenmodes (Figs. 3.2-3.5). 
3. We find a mode with the cutoff frequency close to f=1.5 GHz with some anomalous 
features, e.g. the small changes in the frequency produce the very large changes in 
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7. Microwave scattering and absorption by layered metamaterial-glass 
cylinders 
In this section we are going to give our calculation results for a single-layered cylinder and a 
twelve layered cylinder. The single–layered cylinder consists of a metamaterial core which is 
coated with an acrylic-glass layer. The twelve-layered cylinder consists of a conductor core 
which is covered with 12 metamaterial and acrylic-glass alternately layers. The acrylic-glass 
material is an external layer of each cylinder. The calculation of the scattered (reflected) and 
absorbed powers are based on the rigorous solution of scattering boundary problem 
(Nickelson & Bucinskas, 2011). The solution of mentioned electrodynamical problems and 
expressions of absorbed and scattered powers are given in article (Bucinskas et al., 2010).  
The number and thickness of layers is not limited in the presented algorithm. The central 
core of multilayered cylinder can be made of different isotropic materials as a metamaterial, 
a ceramic matter or a semiconductor as well as of a perfect conductor. The isotropic coated 
layers can be of strongly lossy (absorbed) materials. 
The signs of the complex permittivity and the complex permeability can be negative or 
positive in different combinations.  
Here are presented the scattered and absorbed power of layered cylinder dependent on the 
hypothetic metamaterial permittivity and permeability signs and losses. We used for 
calculations our computer programs which are written in FORTRAN language. 
The extern radius of both (single- and twelve-layered) cylinders is the same and equal to 2 
mm. We show here our results only in the frequency range from 1 till 120 GHz. We present 
dependencies of the scattered and absorbed powers by the cylinders at the incident 
perpendicularly (the angle ψ = 0o, Fig. 7.1) and parallel (the angle ψ = 90o, Fig. 7.1) polarized 





















Fig. 7.1. N-layered metamaterial-glass cylinder model and designations 
We admitted that acrylic-glass material is a non-dispersive and weakly lossy one with the 
complex permittivity εg = εg’-iεg” = │εg│exp(-i δg) = 3.8 – i 0.0005, i.e. the phase of the 
complex glass permittivity is δg=arctan(εg’/εg”) =1.3·10-4 [rad] and the glass permeability is 
equal to μg =1. 
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The complex metamaterial permittivity is εmet = ε’met - iε”met = │εmet│exp(-i δmet). The complex 
permeability is μmet = μ’met-iμ”met = │εmet│exp(-i δmet). The metamaterial εmet and μmet are the 
same for the single-layer and twelve-layer cylinders. The module of the metamaterial 
permittivity is |εmet|=20 and the metamaterial permeability is |μmet|=2. The phase of 
metamaterial permittivity is δε,met=0.7854 [rad] and the phase of permeability is δμ 
,met=0.6981 [rad] for the single-layer and twelve layer cylinders.  
We present here the absorbed power by the acrylic-glass layer (Fig. 7.3) and the absorbed 
power by the metamaterial (Fig. 7.4) for the single-layer cylinder. The total absorbed power 
by single-layered cylinder is equal to the sum of absorbed powers by metamaterial and 
acrylic-glass. And we show here the total absorbed power by all layers of the twelve-layered 
cylinder. 
In Figs 7.2-7.6 are presented the averaged scattered or absorbed power values per oscillation 
period for the unit length of the metamaterial-glass cylinder. 
The absorbed and scattered power calculations were fulfilled using by formula (28) in 
(Bucinskas et al., 2010)]. The integral of the formula has a positive sign when we calculate 
the scattered power. And this integral has a negative sign when we calculate the absorbed 
power. For this reason the scattered power has a positive value and the absorbed power has 
a negative one (see Figs 7.2-7.6). 
We presented here the dependencies of scattered and absorbed powers of the single-layered 
cylinder on signs of ε’met , ε”met, μ’met and μ”met, i.e. when metamaterial is double positive 
(DP), ε- single negative (SN) or μ - single negative (SN), double negative (DN). 
7.1 Numerical analysis of the scattered and absorbed microwave power of the single-
layer cylinder 
In this subsection we investigate the scattered and absorbed powers of the incident 
microwave by the cylinder consists a core of metamaterial which is covered with a single-
layer of acrylic-glass. The external cylinder radius is R1=2 mm and the cylinder core has 
radius R2=1.8 mm, so the thickness of the glass layer is 0.2 mm.  
Nowadays there is a huge interest to the composite materials with untraditional values of 
the complex permittivity εmet and the complex permeability μmet. We analyzed here the 
scattered and absorbed powers for four versions of hypothetic metamaterial parameter 
signs. The complex metamaterial permittivity εmet=s1│εmet│exp(-s2iδmet,ε) was taken for two 
combinations of signs, when s1=s2=±1. It is known that each metamaterial is intended for use 
in a specific frequency range and has a specific value of the effective permittivity and 
permeability at the certain frequency. For this reason we took the absolute values of real and 
imaginary parts of permittivity εmet and permeability μmet constant at all frequencies in our 
calculations. And the major impact makes the sizes’ relation of wavelength and cylinder 
layers. 
In figures 7.2-7.4 of this section are analyzed how the signs of the complex metamaterial 
permittivity and permeability influence on the scattered and absorbed powers when the 
plane perpendicularly or parallel polarized microwave impinges on the metamaterial-glass 
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Designations in Figs 7.2-7.4 correspond: the curve 1 is for a DP material when s1=s2=s3= 
s4=+1 (line with black squares); the curve 2 is for a SN material when s1=s2=+1, s3= s4=-1 
(line with empty squares); the curve 3 is for a SN material when s1=s2=-1, s3= s4=+1 (line 
with black triangulars); the curve 4 is for a DN material when s1=s2=s3=s4=-1 (line with 
empty triangulars).  
The scattered and absorbed dependences of the metamaterial-glass cylinder when the 
incident microwave has the perpendicular or parallel polarization are shown in Figs 7.2-7.4. 
In Fig. 7.2 is presented the dependence of total scattered power WS on the microwave 
frequency f at two polarizations. We see that the character of curves for all metamaterial sign 
versions (curves 1-4) is the same at the perpendicular polarization. A comparison of curves 
1-4 (Fig. 7.2(a)) shows that only curve 3 that describes by the metamaterial permittivity and 
permeability signs s1=s2=-1, s3=s4=+1 is the most different in comparison with other three 
cases. At the beginning the scattered power grows till the maximum value after that 
decreases till the minimum and later increases again with increasing of frequency. The total 
scattered power maximums of all curves are in the frequency range about 44-53 GHz. 
Curves 1 and 4 practically coincide with each other. The lowest scattered power is for the 
curve 3 at the frequencies about 1-35 GHz and the total scattered power minimum exists for 
the curve 2 approximately at the frequency 80 GHz. 























Fig. 7.2. Scattered power of metamaterial-glass cylinder on the frequency of incident (a) - 
perpendicular and (b) - parallel polarized microwaves.  
The total scattered power of the incident perpendicularly and parallel polarized microwaves 
(Fig. 7.2(a, b)) are different. The scattered microwave power curves for the incident parallel 
polarized microwave have two maximums in the frequency range 1-120 GHz. The first 
position of the scattered power maxima are in the narrow frequency interval about 10-15 
GHz and the second position of the maxima is in the interval 85-100 GHz. The largest 
scattering is at the lower frequencies. The maximum scattering is higher for the incident 
parallel polarized microwave in comparison with the incident perpendicularly polarized 
one. While the total scattered power curves for the incident perpendicularly polarized 
microwave (Fig. 7.2(a)) have only one maximum. 
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In Fig. 7.3 is presented the absorbed microwave power Wa,glass by the coated glass layer at 
two microwave polarizations. We see that the behavior of the microwave power absorption 
strongly depends on the signs s1, s2, s3, s4 of the permittivity and the permeability. The 
absorption is especially different at the higher frequencies. We see that the absorption power 
of the glass layer is larger at higher frequencies. 
In Fig. 7.3(b) is presented the absorbed power by the coated glass layer for the incident 
parallel polarized microwave. There are some small distortion “hooks” of the absorbed 
power at the low frequencies. The absorbed power by glass layer increases with increasing 
of frequencies (curves 1, 3, 4) for frequencies that are larger than 20 GHz. The absorbed 
power is approximately constant when the SN metamaterial core permittivity and 
permeability have signs s1=s2=+1, s3=s4=-1. 
























Fig. 7.3. Absorbed power by the acrylic-glass layer on the frequency of incident (a) - 
perpendicular and (b) - parallel polarized microwaves.  
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Fig. 7.4. Absorbed power by metamaterial core on the frequency of incident (a) - 





Designations in Figs 7.2-7.4 correspond: the curve 1 is for a DP material when s1=s2=s3= 
s4=+1 (line with black squares); the curve 2 is for a SN material when s1=s2=+1, s3= s4=-1 
(line with empty squares); the curve 3 is for a SN material when s1=s2=-1, s3= s4=+1 (line 
with black triangulars); the curve 4 is for a DN material when s1=s2=s3=s4=-1 (line with 
empty triangulars).  
The scattered and absorbed dependences of the metamaterial-glass cylinder when the 
incident microwave has the perpendicular or parallel polarization are shown in Figs 7.2-7.4. 
In Fig. 7.2 is presented the dependence of total scattered power WS on the microwave 
frequency f at two polarizations. We see that the character of curves for all metamaterial sign 
versions (curves 1-4) is the same at the perpendicular polarization. A comparison of curves 
1-4 (Fig. 7.2(a)) shows that only curve 3 that describes by the metamaterial permittivity and 
permeability signs s1=s2=-1, s3=s4=+1 is the most different in comparison with other three 
cases. At the beginning the scattered power grows till the maximum value after that 
decreases till the minimum and later increases again with increasing of frequency. The total 
scattered power maximums of all curves are in the frequency range about 44-53 GHz. 
Curves 1 and 4 practically coincide with each other. The lowest scattered power is for the 
curve 3 at the frequencies about 1-35 GHz and the total scattered power minimum exists for 
the curve 2 approximately at the frequency 80 GHz. 























Fig. 7.2. Scattered power of metamaterial-glass cylinder on the frequency of incident (a) - 
perpendicular and (b) - parallel polarized microwaves.  
The total scattered power of the incident perpendicularly and parallel polarized microwaves 
(Fig. 7.2(a, b)) are different. The scattered microwave power curves for the incident parallel 
polarized microwave have two maximums in the frequency range 1-120 GHz. The first 
position of the scattered power maxima are in the narrow frequency interval about 10-15 
GHz and the second position of the maxima is in the interval 85-100 GHz. The largest 
scattering is at the lower frequencies. The maximum scattering is higher for the incident 
parallel polarized microwave in comparison with the incident perpendicularly polarized 
one. While the total scattered power curves for the incident perpendicularly polarized 
microwave (Fig. 7.2(a)) have only one maximum. 
 
Electrodynamical Analysis of Open Lossy Metamaterial Waveguide and Scattering Structures 
 
51 
In Fig. 7.3 is presented the absorbed microwave power Wa,glass by the coated glass layer at 
two microwave polarizations. We see that the behavior of the microwave power absorption 
strongly depends on the signs s1, s2, s3, s4 of the permittivity and the permeability. The 
absorption is especially different at the higher frequencies. We see that the absorption power 
of the glass layer is larger at higher frequencies. 
In Fig. 7.3(b) is presented the absorbed power by the coated glass layer for the incident 
parallel polarized microwave. There are some small distortion “hooks” of the absorbed 
power at the low frequencies. The absorbed power by glass layer increases with increasing 
of frequencies (curves 1, 3, 4) for frequencies that are larger than 20 GHz. The absorbed 
power is approximately constant when the SN metamaterial core permittivity and 
permeability have signs s1=s2=+1, s3=s4=-1. 
























Fig. 7.3. Absorbed power by the acrylic-glass layer on the frequency of incident (a) - 
perpendicular and (b) - parallel polarized microwaves.  
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Fig. 7.4. Absorbed power by metamaterial core on the frequency of incident (a) - 





In Fig. 7.4(a) is given the absorbed power by the metamaterial core of the cylinder for the 
perpendicular microwave polarization. We see that the Wa,met magnitudes have the 
pronounced wave-like nature dependent on the frequency. The metamaterial core 
absorption has the largest absolute value when the metamaterial permittivity has some 
negative values and the permeability has some positive values (curve 3). In Fig. 7.4(b) is 
given the metamaterial core
 
absorbed power Wa,met for the incident parallel polarized 
microwave. We see that the absorbed powers have maximum values at about 5 GHz and 
their values vary slightly after 20 GHz with increasing of frequency. The absorption by the 
metamaterial is the largest at the low frequencies (curves 1 and 2) when the metamaterial 
has the positive permittivity. The comparison of absorbed powers in figures 7.3 and 7.4 
shows that dependencies are absolutely different.  
7.2 Numerical analysis of the scattered and absorbed microwave power of twelve-
layer cylinder 
In this subsection we present the total scattered power and the total absorbed power of 
incident microwave by the cylinder that consists of conductor core covered with 12 
metamaterial and glass alternately layers. Designations in Figs 7.5 and 7.6 correspond: the 
curve 1 is for a DP material when s1=s2=s3= s4=+1 (line with black squares) and the curve 2 is 
for a DN material when s1=s2=s3= s4=-1 (line with empty triangulars).  
In Figs 7.5 and 7.6 the permittivities and permeabilities metamaterial and acrylic-glass are 
the same as in the previous subsection. We see that the total scattered and absorbed powers 
strongly dependent on the polarization of incident wave. The characteristics of 
perpendicular polarized wave (Figs 7.5(a) and 7.6(a)) and the parallel polarized wave (Figs 
7.5(b) and 7.6(b)) are completely different. Particularly noticeable the correlation between 
the total scattered and absorbed powers for the parallel polarized wave of the twelve-
layered cylinder. We see that extremums of the total scattered and absorbed powers 
coincide in the frequency scale. For example, when the scattered power of cylinder has a 
maximum (Fig. 7.5(b)) then the absorbed power has a minimum (Fig. 7.6(b)) at f~10 GHz.  
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Fig. 7.5. Total scattered power of twelve layer metamaterial-glass cylinder on the frequency 
of incident (a) - perpendicular and (b) - parallel polarized microwaves 
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Fig. 7.6. Total absorbed power by the twelve layered metamaterial-glass cylinder on the 
frequency of incident (a) - perpendicular and (b) - parallel polarized microwaves. 
The comparison of scattered power of single- and twelve-layered cylinders shows that 
dependencies for the perpendicular polarized microwave are very similar. The scattering 
power maximum is at ~45 GHz and the minimum is at ~80 GHz (Figs 7.2(a) and 7.5(a)). 
The scattered powers of single- and twelve-layered cylinders for the parallel polarized 
microwave are different (Figs 7.2(b) and 7.5(b)). We see that the scattered power of single-
layered cylinder has only two maximums in the considered frequency range while the 
twelve-layered cylinder dependency has four maximums. The first scattered power 
maximum of twelve-layered cylinder has a sharp pike and is more than twice larger in 
comparison with the single-layered cylinder (Figs 7.2(b) and 7.5(b)).  
Comparing Figs 7.3(a), 7.4(a) and 7.6(a) for perpendicular polarized microwave we see 
that the absorbed power determined mainly due to metamaterial losses. The absorbed 
power extremums of the twelve layered cylinder (Fig. 7.6 (a)) shifted to the higher 
frequencies in the comparison with single-layered cylinder (Fig. 7.4(a)) for the DP 
metamaterial (curve 2). 
Comparing curves for single- and twelve–layered cylinders (Fig. 7.4(a), curve 4 and Fig. 7.6 
(a), curve 2) when the metamaterial is SN we can note that their lineaments are different at 
the low frequencies.  
The dependencies of absorbed parallel polarized microwave power for single-layered and 
twelve-layered cylinders in general are alike. The first minimum of absorbed power is 
shifted from ~5 GHz (Fig. 7.4(b)) till 10 GHz (Fig. 7.6 (b)) i.e. with growing of the number of 
layers the minimum shifted to the side of higher frequencies. The absorbed power 
dependency of twelve layered cylinder has a wavy behavior in the frequency range from 20 
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Fig. 7.5. Total scattered power of twelve layer metamaterial-glass cylinder on the frequency 
of incident (a) - perpendicular and (b) - parallel polarized microwaves 
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Fig. 7.6. Total absorbed power by the twelve layered metamaterial-glass cylinder on the 
frequency of incident (a) - perpendicular and (b) - parallel polarized microwaves. 
The comparison of scattered power of single- and twelve-layered cylinders shows that 
dependencies for the perpendicular polarized microwave are very similar. The scattering 
power maximum is at ~45 GHz and the minimum is at ~80 GHz (Figs 7.2(a) and 7.5(a)). 
The scattered powers of single- and twelve-layered cylinders for the parallel polarized 
microwave are different (Figs 7.2(b) and 7.5(b)). We see that the scattered power of single-
layered cylinder has only two maximums in the considered frequency range while the 
twelve-layered cylinder dependency has four maximums. The first scattered power 
maximum of twelve-layered cylinder has a sharp pike and is more than twice larger in 
comparison with the single-layered cylinder (Figs 7.2(b) and 7.5(b)).  
Comparing Figs 7.3(a), 7.4(a) and 7.6(a) for perpendicular polarized microwave we see 
that the absorbed power determined mainly due to metamaterial losses. The absorbed 
power extremums of the twelve layered cylinder (Fig. 7.6 (a)) shifted to the higher 
frequencies in the comparison with single-layered cylinder (Fig. 7.4(a)) for the DP 
metamaterial (curve 2). 
Comparing curves for single- and twelve–layered cylinders (Fig. 7.4(a), curve 4 and Fig. 7.6 
(a), curve 2) when the metamaterial is SN we can note that their lineaments are different at 
the low frequencies.  
The dependencies of absorbed parallel polarized microwave power for single-layered and 
twelve-layered cylinders in general are alike. The first minimum of absorbed power is 
shifted from ~5 GHz (Fig. 7.4(b)) till 10 GHz (Fig. 7.6 (b)) i.e. with growing of the number of 
layers the minimum shifted to the side of higher frequencies. The absorbed power 
dependency of twelve layered cylinder has a wavy behavior in the frequency range from 20 






1. We found that the scattered power dependences have wave behaviors. The minimal 
scattering from the metamaterial-glass cylinder are observed for the every metamaterial 
with some sign combinations of the permittivity and the permeability at the special 
frequency range (Figs 7.2). 
2. We found that the largest absorbed power by the coated acrylic-glass layer is observed 
for the case when the metamaterial is a single negative material with the negative 
permittivity. The absorbed power of the glass layer increases with increasing of 
frequency in the range 1-120 GHz for both microwave polarizations (Figs 7.2). 
3. The metamaterial core absorbed power of the parallel polarized incident microwave has 
the minimum value at low frequencies and slightly dependent on the frequency at the 
range 20-120 GHz (Fig. 7.4(b)). 
4. The comparison of single- and twelve- layered cylinder characteristics shows that the 
absorbed power extremums shift to the direction of higher frequencies when the 
number of layers becomes larger (Figs 7.4 and 7.6). 
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1. Introduction
Metamaterial is a very fresh concept in modern photonics, which are referred to a new class of
electromagnetic media whose permittivity or permeability is beyond traditional values. Fifty
years ago, a kind of new materials whose permittivity � and permeability μ are simultaneously
negative was theoretically predicted to possess a negative refractive index n with many
unusual properties[1]. In last decade, negative-n metallic resonating composites and two
dimensional (2D) isotropic negative-n material have been constructed[2, 3], and negative
light refraction was observed[4]. The unconventional properties of such materials, such as
the evanescent wave could be amplified by negative-n so that the sub-wavelength resolution
could be achieved[5], have drawn an increasing amount of attention in both science and
engineering[6]. After negative-n material, more such unconventional materials are found, so
that a new concept “metamaterial" is generated, which termed for the effective medium with
very special permittivity �e f f , or permeability �e f f , or both, over a certain finite frequency
band. Such physical media are composed of distinct elements (photonic atoms) which are
generally made of sub-wavelength metallic structure and their size scale is much smaller than
the wavelengths in the frequency range of interest. Thus, the effective composite media could
be considered homogeneous at the wavelengths under consideration. Since their abnormal
properties and related totally new phenomena can even go beyond the traditional physical
limit, metamaterial becomes one of hottest topics in modern photonics.
However, from the beginning of the metamaterial research, there are many arguments for
a lot topics, such as, Pendry’s famous pioneer work of superlens[5] was commended several
times. One main reason of so many arguments is that the light beams in different metamaterials
seem to be too strange (even weird) to be acceptable. So it is natural to argue whether these
beams could be real. Another main reason is a general weakness of current metamaterial
studies which mainly focus on the single frequency properties and neglect the dispersion.
Actually these two reasons are related. We know that the dispersion , in the frame of classical
electrodynamic, means the electromagnetic response of the material to the external field, and
plays the key role in the metamaterial abnormal properties. For these strange beams, such as
negative refraction beams, with dispersion we can obtain the group velocity (energy velocity)
which determine the beams propagating direction. So the group velocity should be the basic
picture for us to understand these strange beams and help us to design related devices. More
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1. Introduction
Metamaterial is a very fresh concept in modern photonics, which are referred to a new class of
electromagnetic media whose permittivity or permeability is beyond traditional values. Fifty
years ago, a kind of new materials whose permittivity � and permeability μ are simultaneously
negative was theoretically predicted to possess a negative refractive index n with many
unusual properties[1]. In last decade, negative-n metallic resonating composites and two
dimensional (2D) isotropic negative-n material have been constructed[2, 3], and negative
light refraction was observed[4]. The unconventional properties of such materials, such as
the evanescent wave could be amplified by negative-n so that the sub-wavelength resolution
could be achieved[5], have drawn an increasing amount of attention in both science and
engineering[6]. After negative-n material, more such unconventional materials are found, so
that a new concept “metamaterial" is generated, which termed for the effective medium with
very special permittivity �e f f , or permeability �e f f , or both, over a certain finite frequency
band. Such physical media are composed of distinct elements (photonic atoms) which are
generally made of sub-wavelength metallic structure and their size scale is much smaller than
the wavelengths in the frequency range of interest. Thus, the effective composite media could
be considered homogeneous at the wavelengths under consideration. Since their abnormal
properties and related totally new phenomena can even go beyond the traditional physical
limit, metamaterial becomes one of hottest topics in modern photonics.
However, from the beginning of the metamaterial research, there are many arguments for
a lot topics, such as, Pendry’s famous pioneer work of superlens[5] was commended several
times. One main reason of so many arguments is that the light beams in different metamaterials
seem to be too strange (even weird) to be acceptable. So it is natural to argue whether these
beams could be real. Another main reason is a general weakness of current metamaterial
studies which mainly focus on the single frequency properties and neglect the dispersion.
Actually these two reasons are related. We know that the dispersion , in the frame of classical
electrodynamic, means the electromagnetic response of the material to the external field, and
plays the key role in the metamaterial abnormal properties. For these strange beams, such as
negative refraction beams, with dispersion we can obtain the group velocity (energy velocity)
which determine the beams propagating direction. So the group velocity should be the basic
picture for us to understand these strange beams and help us to design related devices. More
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seriously, the dispersion is related with some very basic limitations of this world, e.g. the
causality limitation that the group velocity in metamaterial should be less than the vacuum
light speed. If our design of devices is based on the metamaterials which violate these basic
limitations, the design surely can not work since such metamaterial could not exist in this
world. From this view, the group velocity picture is not only needed in understanding and
explanation, but also required in research of some topics and design of devices. For instance,
in the research of the limitation of the cloak[7, 8] and abnormal phenomena on the interface of
the hyperbolic metamaterial[9], if we neglect the dispersion of material, from group velocity
picture we will immediately find that we have fallen into a superluminal trap, since the energy
velocity in such artificial systems is divergent. So, the group velocity picture can help us avoid
such traps.
As a basic value for revealing the complex propagating process, abnormal group velocity
has been studied for decades. In the early 1960’s the group velocity in material has been
studied by Brillouin[10] and the group velocity in strongly scattering media is investigated
by J. H. Page, Ping Sheng et al. in 1996[11], which indicate that the physical origin of the
remarkably low velocities of propagation lies in the renormalization of the effective medium
by strong resonant scattering. So far, metamaterials generally are composite of “photonic
atoms" which can scatter light coherently. And all abnormal properties of metamaterials,
e.g. these strange beams, are from these complex coherent scattering. Another byproduct
of these scattering is the (abnormal) group velocity. In other words, the strange beam and the
abnormal group velocity are two sides of a same coin. Further more, with some abnormal
group velocity, such as the extremely slow light, we can design new signal-processing devices
or new detecting devices. Hence, exploring the group velocity in metamaterial is very vital
for revealing mechanism and the design of the real optical devices.
The numerical simulation takes an important role in research for modern photonics. For
metamaterial, since the difficulties of experimental realization, the numerical tools become
very essential for researchers. But, in some frequency domain simulation softwares,
the dispersion is neglected totally. As we discussed above, we think such softwares
can misleading researchers to some imaginary metamaterial which can not exist in this
world. Such as for cloaking study, these softwares could present perfect invisibility
very easily, but from our study[7, 8], that is misleading one. We strongly recommend
the time-domain softwares, such as finite-difference time-domain (FDTD) method or
finite-element time-domain(FETD) method. Their simulating results are much more
convincible since they are generally with physical dispersion in the simulation and fit for
metamaterial studies.
This paper is organized as following. The first section is the introduction in which we
generally introduce the group velocity picture of the metamaterial study. As we have
discussed, the group velocity is the key for understanding these abnormal properties of
metamaterials and also can help us to avoid some traps of basic physical limit. We have
also commended the softwares fit for metamaterial studies.
In the second section, the optical properties of the interface between hyperbolic meta-material
(with anisotropic hyperbolic dispersion) and common dielectric is investigated. With
material dispersion, a comprehensive theory is constructed, and the hyperlens effect that the
evanescent wave can be converted into the radiative wave is confirmed. At the inverse process
of hyperlens, we find a novel mechanism to compress and stop (slow) light at wide frequency
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range, which can be used as a removable memory or a light trap. All theoretical results are
demonstrated by finite-difference time-domain simulation.
In the third section we propose general evanescent-mode-sensing methods to probe the
quantum electrodynamics (QED) vacuum polarization. The methods are based on the phase
change and the energy time delay of evanescent wave caused by small dissipation. From
our methods, high sensitivity can be achieved even though the external field, realizable in
contemporary experiments, is much smaller than the Schwinger critical field.
In the forth section the image field of the negative-index superlens with the
quasi-monochromatic random source is discussed, and dramatic temporal-coherence
gain of the image in the numerical simulation is observed, even if there is almost no
reflection and no frequency filtering effects. From the new physical picture, a theory is
constructed to obtain the image field and demonstrate that the temporal coherence gain is
from different "group" retarded time of different optical paths. Our theory agrees excellently
with the numerical simulation and strict Green’s function method. These study should have
important consequences in the coherence studies in the related systems and the design of
novel devices.
In the fifth section, the dynamical processes of dispersive cloak by finite-difference
time-domain numerical simulation are carried out. It is found that there is a strong scattering
process before achieving the stable state and its time length can be tuned by the dispersive
strength. Poynting-vector directions show that the stable cloaking state is constructed locally
while an intensity front sweeps through the cloak. Deeper studies demonstrate that the group
velocity tangent component Vgθ is the dominant factor in the process. This study is helpful not
only for clear physical pictures but also for designing better cloaks to defend passive radars.
In the sixth section, the limitation of the electromagnetic cloak with dispersive material is
investigated based on causality. The results show that perfect invisibility can not be achieved
because of the dilemma that either the group velocity Vg diverges or a strong absorption
is imposed on the cloaking material. It is an intrinsic conflict which originates from the
demand of causality. However, the total cross section can really be reduced through the
approach of coordinate transformation. A simulation of finite-difference time-domain method
is performed to validate the analysis.
In the last section, we give a summary of our works.
2. Hyper-interface, the bridge between radiative wave and evanescent wave
Many new phenomena are observed at the interfaces between meta-material and common
dielectric material, such as the negative refraction which is found at the left-handed
material(LHM) surface More interestingly, the evanescent wave (EW) could be amplified
at LHM interface so that the super-resolution could be achieved[14]. Besides the LHM,
there is another class of anisotropic metamaterial, so called “hyperbolic medium"(HM),
in which one of the diagonal permittivity tensor components is negative and results in a
hyperbolic dispersion. For convenience, we call the interface between a HM and a common
dielectric material as "hyper-interface"(HI). Some surprising electromagnetic properties of HI
are intensively studied recently[15, 16]. For instance, HI can convert the EW into the radiative
wave (RW) so that the sub-wavelength information could be observed at far-field, which is
called "hyper-lens" effect[15]. Very recently it is found that when HI is perpendicular to one
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seriously, the dispersion is related with some very basic limitations of this world, e.g. the
causality limitation that the group velocity in metamaterial should be less than the vacuum
light speed. If our design of devices is based on the metamaterials which violate these basic
limitations, the design surely can not work since such metamaterial could not exist in this
world. From this view, the group velocity picture is not only needed in understanding and
explanation, but also required in research of some topics and design of devices. For instance,
in the research of the limitation of the cloak[7, 8] and abnormal phenomena on the interface of
the hyperbolic metamaterial[9], if we neglect the dispersion of material, from group velocity
picture we will immediately find that we have fallen into a superluminal trap, since the energy
velocity in such artificial systems is divergent. So, the group velocity picture can help us avoid
such traps.
As a basic value for revealing the complex propagating process, abnormal group velocity
has been studied for decades. In the early 1960’s the group velocity in material has been
studied by Brillouin[10] and the group velocity in strongly scattering media is investigated
by J. H. Page, Ping Sheng et al. in 1996[11], which indicate that the physical origin of the
remarkably low velocities of propagation lies in the renormalization of the effective medium
by strong resonant scattering. So far, metamaterials generally are composite of “photonic
atoms" which can scatter light coherently. And all abnormal properties of metamaterials,
e.g. these strange beams, are from these complex coherent scattering. Another byproduct
of these scattering is the (abnormal) group velocity. In other words, the strange beam and the
abnormal group velocity are two sides of a same coin. Further more, with some abnormal
group velocity, such as the extremely slow light, we can design new signal-processing devices
or new detecting devices. Hence, exploring the group velocity in metamaterial is very vital
for revealing mechanism and the design of the real optical devices.
The numerical simulation takes an important role in research for modern photonics. For
metamaterial, since the difficulties of experimental realization, the numerical tools become
very essential for researchers. But, in some frequency domain simulation softwares,
the dispersion is neglected totally. As we discussed above, we think such softwares
can misleading researchers to some imaginary metamaterial which can not exist in this
world. Such as for cloaking study, these softwares could present perfect invisibility
very easily, but from our study[7, 8], that is misleading one. We strongly recommend
the time-domain softwares, such as finite-difference time-domain (FDTD) method or
finite-element time-domain(FETD) method. Their simulating results are much more
convincible since they are generally with physical dispersion in the simulation and fit for
metamaterial studies.
This paper is organized as following. The first section is the introduction in which we
generally introduce the group velocity picture of the metamaterial study. As we have
discussed, the group velocity is the key for understanding these abnormal properties of
metamaterials and also can help us to avoid some traps of basic physical limit. We have
also commended the softwares fit for metamaterial studies.
In the second section, the optical properties of the interface between hyperbolic meta-material
(with anisotropic hyperbolic dispersion) and common dielectric is investigated. With
material dispersion, a comprehensive theory is constructed, and the hyperlens effect that the
evanescent wave can be converted into the radiative wave is confirmed. At the inverse process
of hyperlens, we find a novel mechanism to compress and stop (slow) light at wide frequency
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range, which can be used as a removable memory or a light trap. All theoretical results are
demonstrated by finite-difference time-domain simulation.
In the third section we propose general evanescent-mode-sensing methods to probe the
quantum electrodynamics (QED) vacuum polarization. The methods are based on the phase
change and the energy time delay of evanescent wave caused by small dissipation. From
our methods, high sensitivity can be achieved even though the external field, realizable in
contemporary experiments, is much smaller than the Schwinger critical field.
In the forth section the image field of the negative-index superlens with the
quasi-monochromatic random source is discussed, and dramatic temporal-coherence
gain of the image in the numerical simulation is observed, even if there is almost no
reflection and no frequency filtering effects. From the new physical picture, a theory is
constructed to obtain the image field and demonstrate that the temporal coherence gain is
from different "group" retarded time of different optical paths. Our theory agrees excellently
with the numerical simulation and strict Green’s function method. These study should have
important consequences in the coherence studies in the related systems and the design of
novel devices.
In the fifth section, the dynamical processes of dispersive cloak by finite-difference
time-domain numerical simulation are carried out. It is found that there is a strong scattering
process before achieving the stable state and its time length can be tuned by the dispersive
strength. Poynting-vector directions show that the stable cloaking state is constructed locally
while an intensity front sweeps through the cloak. Deeper studies demonstrate that the group
velocity tangent component Vgθ is the dominant factor in the process. This study is helpful not
only for clear physical pictures but also for designing better cloaks to defend passive radars.
In the sixth section, the limitation of the electromagnetic cloak with dispersive material is
investigated based on causality. The results show that perfect invisibility can not be achieved
because of the dilemma that either the group velocity Vg diverges or a strong absorption
is imposed on the cloaking material. It is an intrinsic conflict which originates from the
demand of causality. However, the total cross section can really be reduced through the
approach of coordinate transformation. A simulation of finite-difference time-domain method
is performed to validate the analysis.
In the last section, we give a summary of our works.
2. Hyper-interface, the bridge between radiative wave and evanescent wave
Many new phenomena are observed at the interfaces between meta-material and common
dielectric material, such as the negative refraction which is found at the left-handed
material(LHM) surface More interestingly, the evanescent wave (EW) could be amplified
at LHM interface so that the super-resolution could be achieved[14]. Besides the LHM,
there is another class of anisotropic metamaterial, so called “hyperbolic medium"(HM),
in which one of the diagonal permittivity tensor components is negative and results in a
hyperbolic dispersion. For convenience, we call the interface between a HM and a common
dielectric material as "hyper-interface"(HI). Some surprising electromagnetic properties of HI
are intensively studied recently[15, 16]. For instance, HI can convert the EW into the radiative
wave (RW) so that the sub-wavelength information could be observed at far-field, which is
called "hyper-lens" effect[15]. Very recently it is found that when HI is perpendicular to one
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asymptote of HM dispersion, abnormal omnidirectional transmission occurs[17]. Although
some theoretical and experimental works [16] have demonstrated that the EW really can be
converted into RW by HI of the layered cylindrical HM, a full theory involving the “material
dispersion"(will be explained later) has not been given so far. For meta-material systems, if
without physical dispersion, some abnormal optical properties can not be clearly explained
and the dynamical study of wave propagation can not be carried out[20]. Even more seriously,
the causality violation because of the superluminal group velocity (vg > c) in HM is pointed
out[18], which makes the observed hyper-lens effect doubtful. To solve these problems and
predict new phenomena, more robust theory with stronger base is needed.
On the other hand, to compress and to stop (slow) light pulses are very essential for modern
optical/photonics research and signal processing. Hence, a new mechanism, which can
compress and stop (slow) light pulses and is frequency and direction insensitive, would
induce wide interest in related directions.
In this Letter, we theoretically and numerically investigate the novel optical properties of flat
HI[22], in which, unlike the cylindrical HI, the translational symmetry guarantees the simple
physical picture for intuitive understanding, the quantitative study of the conversion between
EW and RW etc.
A general theory of HI is constructed with physical dispersion of HM. On the HI, not only
the conversion from EW to RW (CER) of hyperlens is confirmed, when RW is incident from
HM to dielectric(the inverse process of hyper-lens), but also the almost total conversion from
RW to EW (CRE) can occur, i.e. there is "no-transmission and no-refelection" (NTNR). More
important we find that this is a new mechanism to compress and stop (slow) light pulses
in wide frequency and direction range with many potential applications. Theoretically and
numerically we demonstrate that the superluminal group velocity in hyperlens is artificial
since the HM material dispersion is neglected in previous study[18]. At last, the feasibility to
realize these functions on real structures is discussed. All theoretical results are demonstrated
by finite-difference-time-domain (FDTD) simulations.
Our model is as follows. Assuming two plane waves are incident to HI from HM and isotropic
dielectric, and scattered from HI, as shown in the upper-right insert of Fig.(1). The HI is in
the x-z plane, while the incident surface and both HM optical axes lie in the x-y plane. The
incident waves are chosen as TM wave with field components (Ex, Ey, Hz) and same “parallel







in its principle axes coordinate, where �1 < 0 and �2 > 0 are assumed. And the permittivity of
isotropic dielectric material is �. The essential point of our model is that the negative diagonal
component is dispersive �1 = �1(ω), which is called material dispersion in our study. It is well
known that dispersion is physically required for real meta-materials with abnormal effective
constitutive coefficients, such as negative permittivity. We will see that the material dispersion
will help us to obtain self-consistent explanation of abnormal optical properties of HI and to
avoid causality violation.
For simplicity, the HM is nonmagnetic and Gaussian unit is employed throughout the paper.
We define the angle between the HI (or x axis) and the positive-� principle axis of HM is θ,













Fig. 1. The frequency contour of HM and isotropic dielectric material in k space. The inset:
the schematic figure of our model.
then the most general frequency contour in k space of HM is:
(kx cos θ − ky sin θ)2
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In the HM region and the isotropic dielectric region the fields can be expressed uniformly as
Hσ = ez(Hσiz + H
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νz with ν = i, s for the incident fields to HI or
the scattered fields from HI; ξ = x, y; σ = h, d for the HM region or dielectric region. Since
the translation symmetry of flat HI, the wave-vector parallel component kx is continuous at




To explore the transmission and reflection properties of HI, we define a scattering matrix








where the superscript T means the matrix transpose, S11 = −(chix� + k̃dy)/(chsx� + k̃dy), S12 =
(−chix� + k̃diy)/(chsx� − k̃diy), S21 = (chsx − chix)�/(chsx� + k̃dy), and S22 = −2k̃diy/(chsx� − k̃diy).
From the standard boundary conditions, the coefficients chi(s)x, c
d
i(s)x are worked out to be
chi(s)x = (−k̃hi(s)yα2 + k̃xαγ)/(|�1|�2); cdi(s)x = −k̃di(s)y/�, where factors α, γ are defined as
α = (�1 sin2 θ − �2 cos2 θ) 12 ; γ = (|�1| + �2) sin 2θ/2α, and the values of k̃di(s)y = ±
√
� − k̃2x
and k̃hi(s)y and k̃
h
i(s)y = (±(|�1|�2(k̃2x + α2))1/2 + k̃xαγ)/α2 are uniquely determined by Eq.(2),
respectively. From Eq.(3) we can easily get the reflection and transmission coefficients across
the HI from upper to down, or inverse. For the case of hyperlens that the wave is incident
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asymptote of HM dispersion, abnormal omnidirectional transmission occurs[17]. Although
some theoretical and experimental works [16] have demonstrated that the EW really can be
converted into RW by HI of the layered cylindrical HM, a full theory involving the “material
dispersion"(will be explained later) has not been given so far. For meta-material systems, if
without physical dispersion, some abnormal optical properties can not be clearly explained
and the dynamical study of wave propagation can not be carried out[20]. Even more seriously,
the causality violation because of the superluminal group velocity (vg > c) in HM is pointed
out[18], which makes the observed hyper-lens effect doubtful. To solve these problems and
predict new phenomena, more robust theory with stronger base is needed.
On the other hand, to compress and to stop (slow) light pulses are very essential for modern
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in its principle axes coordinate, where �1 < 0 and �2 > 0 are assumed. And the permittivity of
isotropic dielectric material is �. The essential point of our model is that the negative diagonal
component is dispersive �1 = �1(ω), which is called material dispersion in our study. It is well
known that dispersion is physically required for real meta-materials with abnormal effective
constitutive coefficients, such as negative permittivity. We will see that the material dispersion
will help us to obtain self-consistent explanation of abnormal optical properties of HI and to
avoid causality violation.
For simplicity, the HM is nonmagnetic and Gaussian unit is employed throughout the paper.
We define the angle between the HI (or x axis) and the positive-� principle axis of HM is θ,













Fig. 1. The frequency contour of HM and isotropic dielectric material in k space. The inset:
the schematic figure of our model.
then the most general frequency contour in k space of HM is:
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In the HM region and the isotropic dielectric region the fields can be expressed uniformly as
Hσ = ez(Hσiz + H
σ
sz)e




















νz with ν = i, s for the incident fields to HI or
the scattered fields from HI; ξ = x, y; σ = h, d for the HM region or dielectric region. Since
the translation symmetry of flat HI, the wave-vector parallel component kx is continuous at




To explore the transmission and reflection properties of HI, we define a scattering matrix








where the superscript T means the matrix transpose, S11 = −(chix� + k̃dy)/(chsx� + k̃dy), S12 =
(−chix� + k̃diy)/(chsx� − k̃diy), S21 = (chsx − chix)�/(chsx� + k̃dy), and S22 = −2k̃diy/(chsx� − k̃diy).
From the standard boundary conditions, the coefficients chi(s)x, c
d
i(s)x are worked out to be
chi(s)x = (−k̃hi(s)yα2 + k̃xαγ)/(|�1|�2); cdi(s)x = −k̃di(s)y/�, where factors α, γ are defined as
α = (�1 sin2 θ − �2 cos2 θ) 12 ; γ = (|�1| + �2) sin 2θ/2α, and the values of k̃di(s)y = ±
√
� − k̃2x
and k̃hi(s)y and k̃
h
i(s)y = (±(|�1|�2(k̃2x + α2))1/2 + k̃xαγ)/α2 are uniquely determined by Eq.(2),
respectively. From Eq.(3) we can easily get the reflection and transmission coefficients across
the HI from upper to down, or inverse. For the case of hyperlens that the wave is incident
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from the isotropic medium to the HM, tdh = S22 ; rdh = S12. When k̃2x > �, the incident
and the reflected waves in the isotropic dielectric are EWs with y-component wave-vectors
as k̃diy = i
√
k̃2x − � = −k̃dsy ≡ iκ. We note that, although single EW can not carry net energy
current(time averaged), two EWs, i.e. the incident and reflected EWs, can carry net energy
current �Siy in isotropic dielectric medium, since the reflected EW gains an extra-phase from
complex reflecting coefficient rdh. The energy current �Siy carried by two EWs can be converted
by HI into the RW energy current �Sty in the HM:
|�Siy| = κ� Im(rdh) = −
2chsxκ2
ch 2sx + κ2
= |�Sty| = − 12 |t|
2ctx (4)
From Eq(4), the hyper-lens effect and the image-improving by CER could be quantitatively
studied.
After confirming CER on HI, it is natural to wonder if CRE can occur too, or if there are other
novel phenomena on HI. Next we will study the inverse process of hyper-lens, i.e. the RW
is incident from HM and the transmitted field is in the dielectric. For such inverse processes,
there is a critical condition θ = θc ≡ arctan
√
�2/|�1|, which means HI (x axis) perpendicular
to one of hyperbola-dispersion asymptotes, or in other words, the asymptote is parallel with y
axis now, as shown by the the solid lines in Fig.(1). At this critical condition, especially when
the transmitted wave is EW, we will find CRE with NTNR, compressing and stopping light
pulses, etc.
Before we get into detailed derivation, for the critical case (θ = θc) we first present two
seemingly conflicting conclusions of reflected wave from two different arguments, which will
clearly show the most tricky point of HI.
The first argument is from the “intuitive way" which is based on Fig.(1). Since there is no
reflection wave-vector on the dispersion curve to satisfy the kx continuity, we intuitively
expect that there should be no reflected wave with omnidirectional incidence. If the incident
angle is large enough k̃2x > � so that the transmitted field is EW, and since a single EW can
not carry energy current, NTNR is the only possible choice and we expect that CRE will occur
on HI. But from the second argument based on Eq.(4), we will obtain a different result. Since
θ = θc is a critical case, we should be more careful and discuss in a more subtle and strict way.
We first suppose the θ �= θc as shown by dashed lines Fig.(1), so the finite k̃ry of reflected field
for a fixed k̃x can be found. Next we let the angle θ to approach θc continuously (which can
be realized physically by choosing different direction of HI), then we find that k̃ry → ∞ when
θ → θc for a fixed k̃x .
But surprisingly, when θ → θc, the reflection coefficient rhd, calculated from Eq.(4) as
limθ→θc rhd = (�k̃x −
√
|�1|�2(� − k̃2x))/(�k̃x +
√
|�1|�2(� − k̃2x)) is not zero, and the reflected
energy current is not zero too. So the theoretical result seems against our intuition.
To explain the conflicting results, we need to calculate the group velocity inside HM with
material dispersion, which will also show that the superluminal group velocity is artificial.
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Fig. 2. Two components of �vg of reflected field in HM. (a)Without material dispersion of �1,
(b)with material dispersion.
The most general expression of the group velocity of the reflected wave (which is also the
















where k̃px = (k̃x cos θ − k̃hy sin θ) and k̃py = (k̃hy cos θ + k̃x sin θ) are the “k components" in the
principal-axes coordinate of HM and β = (�2 sin2 θ − �1 cos2 θ) 12 . From Eq.(5), we find that,
if the material dispersion of HM is neglected ∂�1/∂ω = ∂�2/∂ω = 0, then we will obtain the
superluminal group velocity as shown in Fig.2(a). When θ → θc, the vg even diverges.
But with material dispersion, the x and y components of vg is recalculated, and we find that
there is no vg > c at all cases, as shown in Fig.2(b) in which two components of vg versus θ − θc
based on Eq.(5), with the parameters ��2 = 0, �2 = 1, �1(ω) = (1 −
ω2p
ω2
)[21] and ω = ωp/
√
2,














. Since k̃hry → ∞ at the critical angle θc, the group velocity of the reflected wave should be zero
vg = 0 at the critical angle, as shown in Fig.2(b) too.
What does the zero-group velocity of reflected wave mean? The analysis will give us clear
answer. As we have pointed out,since the reflected energy current �Sr is not zero and �Sr = vgW
where W is the energy density of reflected wave, hence the energy density W must be infinite
large at the critical angle. From Eq.(2), we can obtain that the electric field of reflected wave
|Ehr | is really divergent at the critical angle. The divergent field strength means that it need
infinite long time to accumulate energy at HI for the reflected field. In other words, there is no
reflected wave physically, as our intuition has told us. When the incident angle is large enough
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Fig. 3. (a)The magnetic field Hz distributions for a Gaussian beam incident on the interface
with |k̃x| >
√
�. (b)The averaged field intensity versus the vertical distance to the HI. (c)Two
pulses are arriving at HI at different time. (d) The fields of two pulses, which stay at the
incident positions, at 14 periods after the pulse arriving.
k̃2x > �, since the energy of incident RW can not be transmitted, also can not be reflected,
the only answer is that the energy is stored at the HI or CRE occurs. Thus, we can have a
self-consistent explanation for our seemingly conflicting results.
To confirm our theoretical discussion at θc, the FDTD simulation [79] with strict physical HM
dispersion (Drude mode) which satisfies Kramar-Kronig relation, is done. The parameter of
HM and dielectric are �1 = −3, �2 = 3 , and �l = 1.1. For the case(k̃x > �), as shown Fig.3(a),
a light beam is incident from HM to HI in 450 angle,as we predicted, there is no reflection and
no transmission, and the field energy is accumulated at HI and stopped there. More detailed
observation shows that at the boundary the field energy is mainly at the dielectric side, as
shown Fig.3(b).
We also has checked the group velocities of hyperlens cases and and find no violation of the
causality. Actually, in FDTD simulation, if there is superluminal group velocity the program
will be numerically unstable.
The dynamical study, such as with the pulse incidence, can reveal more interesting
phenomena of HI. Since the group velocity along HI is zero at NTNR case as discussed, we
expect that the pulse energy will accumulate on HI and stay at the incident position until it is
dissipated because of absorption of HM.
The numerical experiments with incident pulses by FDTD are also done. As shown in Fig.3(c)
and (d), two pulses arrive at the HI at different time, then they stop at the incident positions on
HI. The pulse vertical length is compressed to almost zero, but their width keeps same so that
they are still well separated in Fig.3(d). We emphasize at here that this is a novel mechanism
to compress and stop (slow) light pulses with special advantages. The first advantage is
that this mechanism works at very wide frequency and wide incident-angle range, which
is confirmed by FDTD simulation in Fig.3 with incident of pretty short pulses. The frequency
and incident-angle insensitivity is because the mechanism is from a simple geometry property,
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Fig. 4. (a) The structures of real HM: the periodic metal-dielectric layers and the periodic
metal nano-wires embedded in a dielectric matrix. (b) The frequency contour of periodic
metal-dielectric layers.
i.e. the HI (x axis) perpendicular to one of hyperbola-dispersion asymptotes. The second
is that the decay (because of dissipation) of trapped field on HI is much slower than in
common metallic material since the trapped field energy is mainly in the dielectric side as
shown in Fig.3(b). The third is that the trapped signals are easy to take out (read) since
they are on the interface. Because of these advantages, HI could be used as a removable
recorder (dynamical memory) in optical/photonic signal processing, or as a wide-frequency
wide-angle light trapper in photovoltaic devices.
However, we should point out that the above theoretical and numerical studies are with the
assumption of the ideal hyper-dispersion, which is still void when kry → ∞. In reality, such
HM does’t exist, so that we need to study the limit of hyper-dispersion of realizable HM.
HM can be realized by many structures, i.e. one-dimensional (1D) periodic metal-dielectric
binary layers [24, 25] or two-dimensional (2D) periodic metallic lines[26], as shown in Fig.4(a).
For these structures, the dispersion relation can be calculated exactly. In Fig.4, the calculated
frequency contour of a 1D metal-dielectric binary layers is shown, from which we can see that
the effective HM medium is not available anymore when |k| approaches π/a. Based on this




and vgy ∼ kx��1(ω) (k
h
ry)
−2 ∝ 1/γs2, where γs = kry/k0 is the slowing coefficient. For the 2D
metallic-line structure, from the modern technical limit we assume the smallest lattice constant
as a = 10nm. If the incident is the micro-wave ω = 5.8GHz (γs ∼ 107) and ��1(ω) = 6.9 ×
10−10s as in Ref [27], we obtain vgx ∼ 4.6m/s which means considerably slow light although
not totally stopped, and vgy ∼ 7.07 × 10−8m/s which means that the strongly-compressed
light pulses can be easily achieved.
In conclusion, we have theoretically and numerically investigate the optical properties of HI.
The theory with dispersion of meta-material is constructed and the hyperlens effect of CER is
confirmed. At the inverse process of hyperlens, the abnormal phenomena of CRE with NTNR
and a novel mechanism to compress and stop light in wide frequency range are revealed.
Based the calculated group velocity, we demonstrate that the previously-pointed-out
superluminal group velocity in HM is artificial since the material dispersion is neglected.
FDTD simulations confirm that the HI has potential to be a removable optical/photonic
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Fig. 5. The schematic picture of vacuum polarization processes with electron-positron pair
generation, with which the vacuum becomes dissipative and anisotropic. The insert is the
Feynman diagram of the vacuum polarization processes.
recorder, or a wide-frequency wide-angle light trapper. At last the realizability of these
phenomena on the real metallic structures is discussed. Obviously, the new mechanism
works not only for electromagnetic waves, but also for acoustic or matter waves if hyperbolic
dispersion is available, so that more interesting phenomena and applications are waiting for
further theoretical and experimental research.
3. The methods to detect vacuum polarization by evanescent modes
Vacuum is one of the most fundamental concepts in all quantum fields[30–32] since all
excitations are from the vacuum and determined by vacuum in some way. Modern vacuum
concept is started from quantum electrodynamics (QED), which describes the interaction
between light and matter (including vacuum), and has been continually studied both
experimentally and theoretically[33–38]. According to QED, the vacuum becomes weakly
anisotropic, dispersive, dissipative and even nonlinear optical medium, when external
electric field is approaching the Schwinger critical value Ec  1018V/m. In other words,
the real and imaginary parts of vacuum refractive index could deviate from unit and
zero[34, 35], respectively. Physically, the deviation of the imaginary part is mainly from
the electron-positron pair generation. However, the electron-positron pair generation, also
generally called as vacuum polarization (VP) processes[34], which is schematically shown in
Fig.1, has not been directly observed for over half century since very high Ec is beyond the
contemporary technical limit. Therefore, it is natural to wonder if we can find an approach to
probe VP with external field Eext much smaller than Ec.
In this work, we propose evanescent-mode-sensing methods based on new mechanism to
detect the QED VP, which is based on the measuring the phase change and the energy time
delay of evanescent wave (EW). We find that the required external field could be one order
weaker than Ec, which may be realizable by contemporary experiments.
















Fig. 6. The schematic diagram of our model.
The idea is from the “dual roles" of real and imaginary parts of refractive index n. Supposing
a medium with complex index n = n� + in��, our goal is to detect the very tiny change of n�
or n��. For radiative waves, since n� determines the real part of wavevector k � n�ω/c and it
is easy to measure the phase change or group delay, so, it is natural to choose the radiative
wave to probe small change of n�. On the other hand, for radiative waves, tiny change of
n�� causes an extremely small decay change which is very hard to measure in the limited lab
space. However, for the evanescent waves, the roles of n� and n�� are totally exchanged, i.e.,
n� dominates the decay rate, while the n�� introduces a phase change which is much easier to
detect. Further more, we will demonstrate that n�� can also introduce the energy propagation
for EWs whose energy velocity ve ∝ n�� can be extremely slow. Such a slow wave can be
detected by measuring the delay time τ at a short distance.
Actually, the tenneling mechanism of EW has been widely studied[39–41]. We would like
to emphasize the mechanism difference between ours and that in the previous works. In
Ref[41], they are based on “two interfaces" structure (a slab). Such “two-interfaces" structure
will generate both evanescent modes exp(±κx) and such two evanescent modes can carry
energy current[9], which called as “tunneling mechanism". So, even if the material dissipation
is neglected[41] , the energy propagation is still available. However, in our model, since there
is only a single interface (Fig.2), obviously if without dissipation there will be no the energy
current at all[42], then, no phase change and no the energy delay time. So, our mechanism is
based on the dynamical picture and the dissipation is critical.
Here we note that, because the probing light is much weaker than the external field in our
model, the nonlinear effect is negligible. For a linear system, all dynamical processes can
be solved numerically by sum of multi-frequency componentsčňwhich can be obtained by
Green’s function methods [42].
Our model is schematically shown in Fig.6, based on the total internal reflection (TIR) at the
interface between a dielectric media n1 (region I) and vacuum (region I I). When the incident
angle θi > θc = arcsin(1/n1), the TIR will occur and the transmitted wave in the vacuum is the
EW. We choose θi is a little larger than θc to make sure that almost all frequency components
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Fig. 6. The schematic diagram of our model.
The idea is from the “dual roles" of real and imaginary parts of refractive index n. Supposing
a medium with complex index n = n� + in��, our goal is to detect the very tiny change of n�
or n��. For radiative waves, since n� determines the real part of wavevector k � n�ω/c and it
is easy to measure the phase change or group delay, so, it is natural to choose the radiative
wave to probe small change of n�. On the other hand, for radiative waves, tiny change of
n�� causes an extremely small decay change which is very hard to measure in the limited lab
space. However, for the evanescent waves, the roles of n� and n�� are totally exchanged, i.e.,
n� dominates the decay rate, while the n�� introduces a phase change which is much easier to
detect. Further more, we will demonstrate that n�� can also introduce the energy propagation
for EWs whose energy velocity ve ∝ n�� can be extremely slow. Such a slow wave can be
detected by measuring the delay time τ at a short distance.
Actually, the tenneling mechanism of EW has been widely studied[39–41]. We would like
to emphasize the mechanism difference between ours and that in the previous works. In
Ref[41], they are based on “two interfaces" structure (a slab). Such “two-interfaces" structure
will generate both evanescent modes exp(±κx) and such two evanescent modes can carry
energy current[9], which called as “tunneling mechanism". So, even if the material dissipation
is neglected[41] , the energy propagation is still available. However, in our model, since there
is only a single interface (Fig.2), obviously if without dissipation there will be no the energy
current at all[42], then, no phase change and no the energy delay time. So, our mechanism is
based on the dynamical picture and the dissipation is critical.
Here we note that, because the probing light is much weaker than the external field in our
model, the nonlinear effect is negligible. For a linear system, all dynamical processes can
be solved numerically by sum of multi-frequency componentsčňwhich can be obtained by
Green’s function methods [42].
Our model is schematically shown in Fig.6, based on the total internal reflection (TIR) at the
interface between a dielectric media n1 (region I) and vacuum (region I I). When the incident
angle θi > θc = arcsin(1/n1), the TIR will occur and the transmitted wave in the vacuum is the
EW. We choose θi is a little larger than θc to make sure that almost all frequency components
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Fig. 7. The irradiance of light I versus time t, (a)the incident light at the interface; (b)the
transmitted EW in region II, where the black, the red and the green lines are for the fields at
the distance from the interface d1 = 0.1λ0, d2 = 0.2λ0 and d3 = 0.3λ0, respectively, with
λ0 = 600nm.
are totally reflected when the incidence is the slowly-varying quasi-monochromatic wave. An
interferometer or a photon detector is set at distance L from the interface so that the phase and
intensity change can be detected.
The time-dependent Maxwell equations are given by ∇× E = −μ(z)μ0∂H/∂t and ∇× H =
�(z)�0∂E/∂t, where �(z) and μ(z) are the relative permittivity and the relative permeability,
respectively, and c = 1/
√
�0μ0. To obtain the concrete results, the system parameters are
chosen as following, the incident angle θi = 0.1667π, the refractive index of region I n1 =√
�1 = 2, and the vacuum refractive index of region I I n2 =
√
�2μ2 = 1 + δ + in��, where
δ << 1 and n�� << 1 are the real and imaginary index deviations of vacuum, because of
VP processes caused by strong external field. If the incident probing light is a plane wave,
the transmitted wave in the vacuum region can be generally written in the form E(x, z, t) =
Eexp(ikzz + ik�r� − iωt), where k� = n1 sin θiω/c and kz =
√
(n2ω/c)2 − k2� are the wave
vectors parallel and perpendicular to the interface. For the EW, kz is described as:
kz = i
√
(n1 sin θi)2 − (1 + δ)2 ωc +
n��√




The physical meaning of kz is very clear that the imaginary part Im(kz) = κz corresponds to
the exponential decay of the field, and the real part Re(kz) causes a phase change because of VP.
The phase change at distance z = L is
Δφ = Re(kz)L ∝ n��L (8)
which could be measured by interferometers[43].
Besides the phase change Δφ, with the same model as shown in Fig.6, there is another way
to detect the tiny n�� by measuring the time delay of irradiance fluctuation [44] of the evanescent
wave. It is a dynamic process as following. First, we suppose that the incident light is not a
plane wave anymore, but with a slow intensity fluctuation, as shown in Fig.7(a). Then, the
question is “What will happen for the EW in region II ?" Numerically, from the strict Green’s
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function method with physical dissipation and dispersion, it is found that the fluctuation
will propagate on the EW from the interface to far away, as shown in Fig.7(b). So, we can
measure the time delay τ of the fluctuation propagation on the EW to detect the VP effect. The
propagation speed of irradiance fluctuation can be obtained by the energy velocity ve which is
defined as: ve = |Sz|/W, where Sz = 12 Re (E × H∗) |z is the averaged Poynting vector along z
direction, and W � 14 (�0|E|2 + μ0|B|2) is the local energy density of the electromagnetic wave.
In our model, the energy velocity is obtained as:
ve = χ · n�� (9)




(n1 sin θi)2 − (1 + δ)2
]
, when the dissipation and dispersion are
very weak. The physical meaning of ve can be understood as the “propagation" speed of
irradiance fluctuation of the EW, which can be measured[44].
Hence, experimentally the time delay τ of the irradiance fluctuation at distance L can be
measured:
τ = L/ve ∝ 1/n��. (10)
Since it is near field phenomenon, the detecting should be very near the interface. For the
VP effect, since n�� is extremely small, the “propagation" speed of the irradiance fluctuation
is so slow that τ gets to peco-second level when the distance is one tenth of the wavelength
L = 60nm.
Therefore, either the phase change Δφ or the time delay τ are very sensitive for n��, and the
EW is a good candidate to probe the VP effect. Here, we note that the famous Kramers-Kronig
relations still fit for QED vacuum[34]. Hence, the observation of imaginary part of vacuum
index also confirms the dispersion of QED vacuum.
Next, we will quantitatively study the VP detect by our methods. Supposing that an external
homogeneous constant electric field Eext, which is perpendicular to the xz plane and smaller
than the Schwinger critical electric field Ec, is applied to the vacuum (region I I) only, as shown
in Fig.6, then, the optical properties of the vacuum can be described by the Euler-Heisenberg
Lagrangian Le f f [34, 37]. Physically, the imaginary part of Euler-Heisenberg Lagrangian Le f f is
related to the imaginary part of VP operator, and therefore corresponds to the electron-positron
pair generation.
Consequently, the vacuum refractive index can be deduced from the Lagrangian Le f f [34, 37,
38].
In our model, since the external magnetic field is supposed to be zero, thus the vacuum
refractive index is determined only by the external homogeneous constant electric field Eext.
We use n� and n⊥ to refer the effective refractive index of vacuum when the electric field
of probing light are parallel and perpendicular to the field Eext, respectively. n� and n⊥ can
be obtained from the reference [38]:n� = 1 + 2α45π y










and n⊥ = 1 + 7α90π y













exp(−nπ/y), where y = |Eext|/Ec,









for n� and n⊥ when we solve the equations such as Eq.(7) in this letter.
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Fig. 7. The irradiance of light I versus time t, (a)the incident light at the interface; (b)the
transmitted EW in region II, where the black, the red and the green lines are for the fields at
the distance from the interface d1 = 0.1λ0, d2 = 0.2λ0 and d3 = 0.3λ0, respectively, with
λ0 = 600nm.
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�(z)�0∂E/∂t, where �(z) and μ(z) are the relative permittivity and the relative permeability,
respectively, and c = 1/
√
�0μ0. To obtain the concrete results, the system parameters are
chosen as following, the incident angle θi = 0.1667π, the refractive index of region I n1 =√
�1 = 2, and the vacuum refractive index of region I I n2 =
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�2μ2 = 1 + δ + in��, where
δ << 1 and n�� << 1 are the real and imaginary index deviations of vacuum, because of
VP processes caused by strong external field. If the incident probing light is a plane wave,
the transmitted wave in the vacuum region can be generally written in the form E(x, z, t) =
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The physical meaning of kz is very clear that the imaginary part Im(kz) = κz corresponds to
the exponential decay of the field, and the real part Re(kz) causes a phase change because of VP.
The phase change at distance z = L is
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Besides the phase change Δφ, with the same model as shown in Fig.6, there is another way
to detect the tiny n�� by measuring the time delay of irradiance fluctuation [44] of the evanescent
wave. It is a dynamic process as following. First, we suppose that the incident light is not a
plane wave anymore, but with a slow intensity fluctuation, as shown in Fig.7(a). Then, the
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function method with physical dissipation and dispersion, it is found that the fluctuation
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measure the time delay τ of the fluctuation propagation on the EW to detect the VP effect. The
propagation speed of irradiance fluctuation can be obtained by the energy velocity ve which is
defined as: ve = |Sz|/W, where Sz = 12 Re (E × H∗) |z is the averaged Poynting vector along z
direction, and W � 14 (�0|E|2 + μ0|B|2) is the local energy density of the electromagnetic wave.
In our model, the energy velocity is obtained as:
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VP effect, since n�� is extremely small, the “propagation" speed of the irradiance fluctuation
is so slow that τ gets to peco-second level when the distance is one tenth of the wavelength
L = 60nm.
Therefore, either the phase change Δφ or the time delay τ are very sensitive for n��, and the
EW is a good candidate to probe the VP effect. Here, we note that the famous Kramers-Kronig
relations still fit for QED vacuum[34]. Hence, the observation of imaginary part of vacuum
index also confirms the dispersion of QED vacuum.
Next, we will quantitatively study the VP detect by our methods. Supposing that an external
homogeneous constant electric field Eext, which is perpendicular to the xz plane and smaller
than the Schwinger critical electric field Ec, is applied to the vacuum (region I I) only, as shown
in Fig.6, then, the optical properties of the vacuum can be described by the Euler-Heisenberg
Lagrangian Le f f [34, 37]. Physically, the imaginary part of Euler-Heisenberg Lagrangian Le f f is
related to the imaginary part of VP operator, and therefore corresponds to the electron-positron
pair generation.
Consequently, the vacuum refractive index can be deduced from the Lagrangian Le f f [34, 37,
38].
In our model, since the external magnetic field is supposed to be zero, thus the vacuum
refractive index is determined only by the external homogeneous constant electric field Eext.
We use n� and n⊥ to refer the effective refractive index of vacuum when the electric field
of probing light are parallel and perpendicular to the field Eext, respectively. n� and n⊥ can
be obtained from the reference [38]:n� = 1 + 2α45π y
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Fig. 8. (a)The real part of vacuum index n� and n⊥ versus Eext; (b)The imaginary part of n�
and n⊥ versus the external electric field strength; (c)Δφ versus with Lp = 6μm; (d)τ versus
Eext with Lτ = 60nm. Both the results from theory and from Green’s function are shown in
(c) and (d).
The parameters of our model in Fig.6 are chosen as following. The wavelength of probing
light is λ0 = 600nm, the dielectric constant in the region I is ε = 4, and the incident angle
is θinc = 0.1667π > θc, so that the field in vacuum is evanescent. The distance L for the
phase detecting is Lp = 6μm = 10 × λ0, while for τ detecting is Lτ = 60nm = 0.1 × λ0,
respectively. The QED theoretical results of real and imaginary part of n� and n⊥ are shown
in Fig.8(a) and Fig.8(b), respectively. Bring these results into Eq.(8) and Eq.(10), the phase
change Δφ and the delayed time τ can be obtained, which are shown in Fig8(c) and Fig.8(d),
respectively. Numerically, the phase change with plane wave incidence and the time delay of
local amplitude maximum are calculated by Green’s function method, which are also shown
in Fig.8(c) and Fig.8 (d). Comparing the analytical results from Eq.(8) and Eq.(9) and numerical
results, we can find that they agree with each other very well.
Next, we will analyze the possibility to observe the VP effect in experimental conditions. The
recent experimental advances[45] have raised hopes that lasers may achieve fields just one or
two orders of magnitude below the Schwinger critical field strength. In this case Eext ∼ 0.1Ec,
from our numerical and analytical results in Fig.8, we can see the Δφ can get to ∼ 10−1mrad
order, which are in measuring limit of contemporary interferometer [43]. Very recently, it is
supposed that the electric field E could be effectively amplified 4 times larger by coherent
constructive interference of laser beams[36]. If Eext can get to 0.5Ec by this method, not only
Δφ can be one order larger, but also the delay time τ can get to sub peco-second level and may
be measured by contemporary photon detectors.
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4. The temporal coherence gain of the negative-index superlens image
Veselago predicted that the negative-index material (NIM) has some unusual properties,
such as a flat slab of the NIM could function as a lens for electromagnetic (EM) waves [1].
This research direction was further pushed by works of Pendry and others [4, 5, 46–58]
who showed the lens with such NIM (i.e. � = μ = −1 + δ) could be a superlens whose
image resolution can go beyond the usual diffraction limit. After that, several beyond-limit
properties of NIM systems are found, such as, the sub-wavelength cavity [59] and the
waveguide [60]. Some of the theoretical results are confirmed by experiments[4, 46, 49].
And these beyond-limit properties give us new physical pictures and opportunities to design
devices. Recently, new numerical [50, 51] and theoretical Green’s function [52] methods are
used to understand the phenomena in such systems. But so far almost all studies are done
with the strictly single-frequency sources, so that the coherent properties of EM waves (or
photons) in the NIM systems have not been studied to the best of our knowledge. Even more
seriously, there is no theory for the propagation of coherent functions in NIM systems. The
importance of coherence research can not be over-estimated since the coherence is essential in
the wave interference , the imaging , the signal processing and the telecommunication [61, 62].
Can we find new frontier to go beyond at the coherent properties in NIM systems? If so, can
we develop a simple theoretical method to deal with the image coherence of superlens?
Fig. 9. The schematic diagram of our model with ray paths(left); and the typical snapshot of
electric field in our FDTD simulation (right).
In this section, the finite difference time domain (FDTD) method is used in the
two-dimensional (2D) numerical experiments to study the temporal coherence of the
superlens image with random quasi-monochromatic sources. We observe the dramatic
temporal-coherence gain of the superlens image even if the reflection and frequency-filtering
effects are very weak. Based on the new physical picture of the signal (the fluctuation of
random source) propagation in NIM, we construct a theory to obtain the image field and
derive the equation of the temporal-coherence relation between the source and its image.
The new mechanism of the temporal-coherent gain can be explained by the key idea that the
signals on different paths have different "group" retarded time. Our theory excellently agrees
with numerical results and the strict Green’s function results.
The setup of the 2D system is shown in Fig.9. The thickness of the infinite-long NIM slab is d.
To realize the negative � and negative μ, the electric polarization density P and the magnetic
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Eext with Lτ = 60nm. Both the results from theory and from Green’s function are shown in
(c) and (d).
The parameters of our model in Fig.6 are chosen as following. The wavelength of probing
light is λ0 = 600nm, the dielectric constant in the region I is ε = 4, and the incident angle
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phase detecting is Lp = 6μm = 10 × λ0, while for τ detecting is Lτ = 60nm = 0.1 × λ0,
respectively. The QED theoretical results of real and imaginary part of n� and n⊥ are shown
in Fig.8(a) and Fig.8(b), respectively. Bring these results into Eq.(8) and Eq.(10), the phase
change Δφ and the delayed time τ can be obtained, which are shown in Fig8(c) and Fig.8(d),
respectively. Numerically, the phase change with plane wave incidence and the time delay of
local amplitude maximum are calculated by Green’s function method, which are also shown
in Fig.8(c) and Fig.8 (d). Comparing the analytical results from Eq.(8) and Eq.(9) and numerical
results, we can find that they agree with each other very well.
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we develop a simple theoretical method to deal with the image coherence of superlens?
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In this section, the finite difference time domain (FDTD) method is used in the
two-dimensional (2D) numerical experiments to study the temporal coherence of the
superlens image with random quasi-monochromatic sources. We observe the dramatic
temporal-coherence gain of the superlens image even if the reflection and frequency-filtering
effects are very weak. Based on the new physical picture of the signal (the fluctuation of
random source) propagation in NIM, we construct a theory to obtain the image field and
derive the equation of the temporal-coherence relation between the source and its image.
The new mechanism of the temporal-coherent gain can be explained by the key idea that the
signals on different paths have different "group" retarded time. Our theory excellently agrees
with numerical results and the strict Green’s function results.
The setup of the 2D system is shown in Fig.9. The thickness of the infinite-long NIM slab is d.
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moment density �M are phenomenologically introduced in FDTD simulation [63]. The effective
permittivity and permeability of the NIM are �r(ω) = μr(ω) = 1 + ω2P/(ω
2
a − ω2 − iγ). In
our model, ωa = 1.884 × 1013/s, γ = ωa/100, ωP = 10 × ωa. The quasi-monochromatic
field is expressed as E(x, t) = U(x, t)exp(−iω0t), where U(x, t) is a slowly-varying random
function, ω0 = π/20δt is the central frequency of our random sources and δt = 1.18 × 10−15s
is the smallest time-step in FDTD simulation. At ω0, we have �r = μr = −1.00 − i0.0029. At
here, we emphasize that in our FDTD simulation the smallest space-step δx = λ0/20 (λ0 =
2πc/ω0 ) and the distance (d/2 = λ0) of the source from the lens are too large to excite strong
evanescent modes of NIM [50, 51, 53]. Actually the evanescent field in our simulation can be
neglected comparing with radiating field, and what we are studying is the property dominated by the
radiating field.
The random source is composed of the randomly generated plane-wave pulses, with the
average pulse length tp and the random starting phase and starting time. In the simulation,
we record the field of the source and the image for a duration of 4 × 105δt to obtain the data
for analysis. For the convenience, we define E(ω) = limT→∞
∫ T
−T E(t)exp(−iωt) as the f ield
spectrum (FS).
Unusual phenomena.−At first, the FS width of the random source is a little too large (Δωs �
ω0/20). When we observe the image temporal-coherence gain, we also find that the FS
width of the image is sharper than the source (Δωi < Δωs). It is obvious that there are the
frequency-filtering effects because of the NIM dispersion, such as the frequency-dependent
interface reflection and focal length. After increasing the pulse-length tp of the source, we
reduce the source FS width to Δωs � ω0/100, then the reflection and focal-length difference
are very small [64]. With such source, the FS widths of source and image are almost same
Δωi � Δωs, as shown in Fig.10a. The difference between two widths is < 5%, which is our
criterion of the quasi-monochromatic source. Even so the dramatic gain of temporal coherence
is still observed. In Fig.10b, the source field (up) and the image field (down) vs time of FDTD
simulation are compared. The profiles of them are genically similar, but the image profile is
much smoother.
The normalized temporal-coherence function g(1)(τ) =< E∗(t)E(t + τ) > /< E∗(t)E(t) >
(<> means the ensemble average) of the source (black) and the image (red) from FDTD
simulation are shown in Fig. 11. The temporal coherence of the image field is obvious better
than the source. From g(1), the image coherent time is obtained Tcoi =
∫
g(1)i (τ)dτ = 1268δt ,
which is about 50% longer than the source coherent time Tcos = 860δt .
Although the gain of the spatial coherence only by propagation is well-known[62], the
dramatic gain of temporal coherence is generally from the high-Q cavities, contrary to our
case, which have strong filtering effects. To reveal the new mechanism of the temporal
coherence gain in NIM systems, we also have done more numerical experiments in which only
the ray near a certain incident angle (shown in Fig.9), such as only paraxial rays (θ � 0), can
pass through the superlens. Then the image field profile vs time looks very like the source field
and has no gain of coherence anymore. Therefore, the gain of temporal coherence of the superlens
image is not from one ray with certain incident angle, but probably from the interference between
the rays with different incident angles. Then, what is different between the rays with different
incident angles? After carefully checking the field profiles of different-incident-angle cases,
we find that the profiles have different retarded time. The larger incident angle the longer
retarded time.
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Physical pictures.−To deeper understand the new mechanism of coherence gain and construct
our theory, we need make two physical pictures clear. The first one is about the optical path
length (OPL)
∫
nds which determines the wave phase and the refracted "paths" of rays in
Fig.9 according to Fermat’s principle (or Snell’s law). Based on ray optics, the superlens
and traditional lenses have same focusing mechanism, that all focusing rays have same OPL∫
paths nds = const (
∫
paths nds = 0 for superlens) from source to image [1]. But this picture is so
well-known that it suppresses the other important picture. Because the temporal-coherence
information is in the fluctuation signals of random field, the signal propagating picture should
be essential for our study. The optical signals propagate in the group velocity vg which is always
positive. Obviously, if the path (in Fig.9) is longer (larger incident angle), the signal need a
longer propagating time, which is called group retarded time (GRT) in this section Inside the
NIM, the GRT of a path should be dcos(θ)vg (this is confirmed by our numerical experiments),
where θ is the incident angle and vg = c/3.04 is the group velocity of NIM around ω0 [65].
The total GRT from source to image is τr = τ0/cos(θ) where the τ0 = d/c + d/vg is the GRT
of the paraxial ray. Now, the new propagating picture for a signal through superlens is that
a signal, generated at at ts from the source, will propagate on all focusing paths and arrive at








































Fig. 10. (a)the FSs of the source(up) and the image(down) . (b)The electric field of the
source(up) and its image (down) vs time from FDTD simulation (c) The image field vs time
from Eq.(1) (up), and from the Green’s function method (down).
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moment density �M are phenomenologically introduced in FDTD simulation [63]. The effective
permittivity and permeability of the NIM are �r(ω) = μr(ω) = 1 + ω2P/(ω
2
a − ω2 − iγ). In
our model, ωa = 1.884 × 1013/s, γ = ωa/100, ωP = 10 × ωa. The quasi-monochromatic
field is expressed as E(x, t) = U(x, t)exp(−iω0t), where U(x, t) is a slowly-varying random
function, ω0 = π/20δt is the central frequency of our random sources and δt = 1.18 × 10−15s
is the smallest time-step in FDTD simulation. At ω0, we have �r = μr = −1.00 − i0.0029. At
here, we emphasize that in our FDTD simulation the smallest space-step δx = λ0/20 (λ0 =
2πc/ω0 ) and the distance (d/2 = λ0) of the source from the lens are too large to excite strong
evanescent modes of NIM [50, 51, 53]. Actually the evanescent field in our simulation can be
neglected comparing with radiating field, and what we are studying is the property dominated by the
radiating field.
The random source is composed of the randomly generated plane-wave pulses, with the
average pulse length tp and the random starting phase and starting time. In the simulation,
we record the field of the source and the image for a duration of 4 × 105δt to obtain the data
for analysis. For the convenience, we define E(ω) = limT→∞
∫ T
−T E(t)exp(−iωt) as the f ield
spectrum (FS).
Unusual phenomena.−At first, the FS width of the random source is a little too large (Δωs �
ω0/20). When we observe the image temporal-coherence gain, we also find that the FS
width of the image is sharper than the source (Δωi < Δωs). It is obvious that there are the
frequency-filtering effects because of the NIM dispersion, such as the frequency-dependent
interface reflection and focal length. After increasing the pulse-length tp of the source, we
reduce the source FS width to Δωs � ω0/100, then the reflection and focal-length difference
are very small [64]. With such source, the FS widths of source and image are almost same
Δωi � Δωs, as shown in Fig.10a. The difference between two widths is < 5%, which is our
criterion of the quasi-monochromatic source. Even so the dramatic gain of temporal coherence
is still observed. In Fig.10b, the source field (up) and the image field (down) vs time of FDTD
simulation are compared. The profiles of them are genically similar, but the image profile is
much smoother.
The normalized temporal-coherence function g(1)(τ) =< E∗(t)E(t + τ) > /< E∗(t)E(t) >
(<> means the ensemble average) of the source (black) and the image (red) from FDTD
simulation are shown in Fig. 11. The temporal coherence of the image field is obvious better
than the source. From g(1), the image coherent time is obtained Tcoi =
∫
g(1)i (τ)dτ = 1268δt ,
which is about 50% longer than the source coherent time Tcos = 860δt .
Although the gain of the spatial coherence only by propagation is well-known[62], the
dramatic gain of temporal coherence is generally from the high-Q cavities, contrary to our
case, which have strong filtering effects. To reveal the new mechanism of the temporal
coherence gain in NIM systems, we also have done more numerical experiments in which only
the ray near a certain incident angle (shown in Fig.9), such as only paraxial rays (θ � 0), can
pass through the superlens. Then the image field profile vs time looks very like the source field
and has no gain of coherence anymore. Therefore, the gain of temporal coherence of the superlens
image is not from one ray with certain incident angle, but probably from the interference between
the rays with different incident angles. Then, what is different between the rays with different
incident angles? After carefully checking the field profiles of different-incident-angle cases,
we find that the profiles have different retarded time. The larger incident angle the longer
retarded time.
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Physical pictures.−To deeper understand the new mechanism of coherence gain and construct
our theory, we need make two physical pictures clear. The first one is about the optical path
length (OPL)
∫
nds which determines the wave phase and the refracted "paths" of rays in
Fig.9 according to Fermat’s principle (or Snell’s law). Based on ray optics, the superlens
and traditional lenses have same focusing mechanism, that all focusing rays have same OPL∫
paths nds = const (
∫
paths nds = 0 for superlens) from source to image [1]. But this picture is so
well-known that it suppresses the other important picture. Because the temporal-coherence
information is in the fluctuation signals of random field, the signal propagating picture should
be essential for our study. The optical signals propagate in the group velocity vg which is always
positive. Obviously, if the path (in Fig.9) is longer (larger incident angle), the signal need a
longer propagating time, which is called group retarded time (GRT) in this section Inside the
NIM, the GRT of a path should be dcos(θ)vg (this is confirmed by our numerical experiments),
where θ is the incident angle and vg = c/3.04 is the group velocity of NIM around ω0 [65].
The total GRT from source to image is τr = τ0/cos(θ) where the τ0 = d/c + d/vg is the GRT
of the paraxial ray. Now, the new propagating picture for a signal through superlens is that
a signal, generated at at ts from the source, will propagate on all focusing paths and arrive at








































Fig. 10. (a)the FSs of the source(up) and the image(down) . (b)The electric field of the
source(up) and its image (down) vs time from FDTD simulation (c) The image field vs time
from Eq.(1) (up), and from the Green’s function method (down).
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image position at very different time ts + τ0/cos(θ) from different paths(this is schematically
shown in Fig.9). This picture is totally different from traditional lenses, whose images don’t
have obvious temporal-coherence gain because their focusing rays have same OPL and similar
GRT.
Our theory.−Based on these analysis, we suppose that the superlens image field of the random
quasi-monochromatic source is the sum of all signals from different paths with different GRT. This is











Us(t − τ0cos(θ) )dθ (11)
where Us(t) is the slowly-varying profile function of the source and U0 is the normalization
factor. In Fig.10c (up), we show the result of the image field based on Eq.(11), we can see it
is in excellent agreement with the FDTD result in 2b(down). To show the interference effect
of different paths, we assume there are only two paths (such as A and B in Fig.9). Based on
Eq.(11) the image field is Ei = e−iω0t(Us(t − τAr ) + Us(t − τBr )), then the temporal coherence
of image is G(τ) =< E∗i (t)Ei(t + τ) >=< U
∗
s (t − τAr )Us(t − τAr + τ) + U∗s (t − τBr )Us(t −
τBr + τ) + U
∗
s (t − τAr )Us(t − τBr + τ) + U∗s (t − τBr )Us(t − τAr + τ) >. The first two terms are
same as the source field (just a time-shift) so they don’t contribute to the coherence gain. The
last two terms are from interference between two paths. The third (or the forth) term could be
very large at the condition τ � τBr − τAr (or τAr − τBr ). This condition can always be satisfied
between any two paths since τ is a continuous variable. So the interfering terms between the
paths are responsible for the image temporal-coherence gain.
From Eq. (11), after the variable transformation ts = t− τ0/cosθ and some algebra, the relation
of the temporal coherence between the image and the source can be obtained:
Gi(τ) = < E
∗
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Fig. 11. The normalized temporal-coherence function g(1) vs time of the source field (black),
and of the image field which obtained from the FDTD simulation (red), from Eq.(2) (blue)
and from the Green’s function method(green).
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Fig. 12. The coherent time versus the superlens length L, from the FDTD simulation(blue)
and from our theory (red).
where hi(t) = (τ0/t)2/
√
1 − (τ0/t)2 is the response function of different incident angles,
and Gs(t2 − t1) =< E∗s (t1)Es(t2) > is the temporal-coherence function of the source. Eq.(12)
can explain the temporal-coherence gain of the image too. Even if the source field is totally
temporal incoherent Gs(t2 − t1) ∝ δ(t2 − t1), based on Eq.(12) we can find that Gi(τ) is not a
δ-function anymore, so the image is partial temporal coherent. The product of h∗i (t1)hi(t2 + τ)
includes the interference between paths. According to our theory, we calculate the image
coherence function g(1) vs time (Fig.11 blue) which agree with our FDTD result (Fig.11 red)
pretty well (we will discuss the deviation later).
To further confirm our theory and FDTD results, the strict Green’s function method [52]
is engaged to check our results. We only include the radiating field (no evanescent wave) in
Green’s function. The strict image field vs time is shown in Fig.10c(down), and the image
temporal-coherence function g(1) vs time is shown in Fig.11 (blue). In Fig.11, we can see that
the FDTD result (red) is almost exactly same as the strict Green’s function method (green). But
our theory (blue) deviates from the strict result at very large τ > 3000δt which corresponding
to very long path(or very large incident angle). This is understandable since in our theory
we neglect the dispersion of NIM totally and only use vg(ω0). For the very-large-angle rays
a small index difference (from the dispersion of NIM) can cause large focal-length difference.
Hence the deviation is from the focus-filtering effect. When we reduce the FS width of source
to an even smaller value (i.e. Δωs = ω0/500), the deviation of our theory is smaller.
Although our theory is only a good approximation generally, owing to the picture simplicity
and clarity the theory can help us to study more complex systems qualitatively and
quantitatively. The finitely-long 2D superlens is a good example which is hard to deal by
Green’s function method. In Fig.(11), we plot the coherent time Tcoi vs superlens length L
of the FDTD simulation (black) and of our theory (red) , respectively. They coincide with
each other pretty well (the deviation reason has been discussed). The increase of the Tcoi







Us(t − τ0cosθ )dθ, the large-angle paths (θ > θmax and θ < θmin)and their
contribution to the temporal-coherence gain are missed in the short superlens.
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Fig. 11. The normalized temporal-coherence function g(1) vs time of the source field (black),
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and from the Green’s function method(green).
74 M tamaterial The Group Velocity Picture of Metamaterial Systems 19


















Fig. 12. The coherent time versus the superlens length L, from the FDTD simulation(blue)
and from our theory (red).
where hi(t) = (τ0/t)2/
√
1 − (τ0/t)2 is the response function of different incident angles,
and Gs(t2 − t1) =< E∗s (t1)Es(t2) > is the temporal-coherence function of the source. Eq.(12)
can explain the temporal-coherence gain of the image too. Even if the source field is totally
temporal incoherent Gs(t2 − t1) ∝ δ(t2 − t1), based on Eq.(12) we can find that Gi(τ) is not a
δ-function anymore, so the image is partial temporal coherent. The product of h∗i (t1)hi(t2 + τ)
includes the interference between paths. According to our theory, we calculate the image
coherence function g(1) vs time (Fig.11 blue) which agree with our FDTD result (Fig.11 red)
pretty well (we will discuss the deviation later).
To further confirm our theory and FDTD results, the strict Green’s function method [52]
is engaged to check our results. We only include the radiating field (no evanescent wave) in
Green’s function. The strict image field vs time is shown in Fig.10c(down), and the image
temporal-coherence function g(1) vs time is shown in Fig.11 (blue). In Fig.11, we can see that
the FDTD result (red) is almost exactly same as the strict Green’s function method (green). But
our theory (blue) deviates from the strict result at very large τ > 3000δt which corresponding
to very long path(or very large incident angle). This is understandable since in our theory
we neglect the dispersion of NIM totally and only use vg(ω0). For the very-large-angle rays
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Obviously, Eq.(11) is suitable not only for random quasi-monochromatic source, but also
for all quasi-monochromatic fields, such as the slowly-varying Gaussian pulses and slowly
switching-on process mentioned by [52]. Our theory can be easily extended to 3D systems too.
And owing to the fact that what we find is from the radiating field, so the temporal-coherence
gain is not the near-field property. Actually, the new mechanism of the temporal-coherence
gain is not limited for the n � −1 superlens, also applicable to other superlenses, such as
the photonic crystal superlens in [46, 49, 58]. But the specialities of n � −1 superlens, such
as almost no frequency-filtering (no frequency loss) and no reflection (no energy loss), can be
used to design novel optical/photonic coherence-gain devices.
In summary, for the first time we have numerically and theoretically studied the temporal
coherence of the superlens image with the quasi-monochromatic source. Numerically, we
observe that the temporal coherence of the image can be improved considerably even almost
without reflection and filtering effects. Based on new physical picture, we construct a
theory to calculate the image field and temporal-coherence function, which excellently agree
with the FDTD results and strict Green’s function results. The mechanism of the temporal
coherence gain is theoretically explained by the different GRT of different paths. Although
the evanescent wave is very weak in this study, the coherence of evanescent wave in NIM
systems is a very interesting topic which will be discussed elsewhere [66]. Other related topics,
such as the spatial coherence which is very essential for the image quality of the superlens, can
also be studied through the similar methods. Although our study is within the confinement of
classic optics, similar investigation can be extended to the quantum optics [62], and interesting
results can be expected. Obviously, the temporal-coherence gain of superlens is another
evidence that the NIM phenomena are consistent with the causality [49]. We suppose that the
temporal-coherence gain phenomena could be observed in micro-wave experiments[4, 46].
Therefore, this study should have important consequences in the future studies of coherence
in NIM systems. The no-reflection and no-frequency-filtering coherence gain of the superlens
has some potential applications in the imaging, the coherent optical communication, and the
signal processing.
5. The physical picture and the essential elements of the dynamical process for
dispersive cloaking structures
Recently, the theory[67, 68] has been developed based on the geometry transformation to
realize a cloaking structure (CS), in which objects become invisible from outside. Then a
two-dimensional (2D) cylindrical CS[69] and a nonmagnetic optical CS[70, 71] are designed.
More surprisingly, the experiment[72] demonstrates that such a 2D CS really works with a
“reduced” design made of split-ring resonators. These pioneers’ works are really attractive
and open a new window to realize the invisibility of human dream. However, so far almost
all theoretical[67–71, 73–75] studies of the CS are done in the frequency domain and the
geometry transformation idea is supposed to work only for a single frequency, so that the
effects of the dispersion have not been intensively studied. As pointed out in Ref. [68] and the
quantitatively study in our recent work [7], the dispersion is required for the cloaking material
to avoid the divergent group velocity. For the dispersive CS, new topics, such as the dynamical
process, can be introduced in. Dynamical study is essential for the cloaking study since without
it we can not answer the questions, such as how can the field gets to its stable state?, is there
any strong scattering or oscillation in the process?, and how long is the process?, etc. More
important, because the real radars generally are pulsive ones, the dynamical process is critical
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Fig. 13. (Color online) (a) The setup of the system. And the distribution of the electric field at
different moments during the process. Parameters are chosen as Ar = 0.4, Aθ = 1.6, Az = 0.4
(in the position where εz < 1) or Az = 1.6 (where εz > 1), and γ = 0.012ω0. (a) t = 2.28T. (b)
t = 3.60T. (c) t = 4.92T. (d) t = 7.20T. (e) t = 9.00T. (f) Stable state. T is the period of the
incident EM wave.
for the cloaking effect around the goal frequency. So the dynamical study not only gives us
whole physical picture of the cloaking, but also helps us to design more effective cloaks.
In this section, the dynamical process of the electromagnetic (EM) CS is investigated
by finite-difference time-domain (FDTD) numerical experiments. In our simulation, the
Lorentzian dispersion relations are introduced into the permittivity and the permeability
models, then the real dynamical process can be simulated[76–78]. Based on numerical
simulation, we can follow the details of the dynamical process, such as the time-dependent
scattered field, the building-up process of the cloaking effect, and the final stable cloaking
state. By tuning the dispersion parameters and observing their effects on the dynamical
process and the scattered field, we can find the essential elements which dominate the process.
Theoretical analysis of these essential elements can help us to have a deeper physical picture
beyond the phenomena and to design more effective cloaks.
The setup of the system is shown in Fig. 13(a), similar as the one in Ref. [69]. R1 and R2 =
2R1 are the inner and the outer cylindrical radii of the CS, respectively. A perfect electric
conductor (PEC) shell is pressed against the inner surface of the CS. The CS is surrounded
by the free space with ε0 = μ0 = 1. From the left side, an incident plane wave with working
frequency ω0 is scattered by the CS, the total field and the scattered field can be recorded inside
and outside B1 respectively by the numerical technique[79]. So the scattering cross-section σ
can be calculated easily. Our study is focused on the E-polarized modes, for which only the
permittivity and the permeability components εz, μr, and μθ are needed to be considered (For
H-polarized modes, considering the corresponding components μz, εr , and εθ , we can obtain
the same numerical results in the dynamical process.). All of them are supposed to have the
form 1+ Fj(r)× f j(ω), where subscript j could be z, r, and θ for εz, μr, and μθ, respectively. The
filling factors Fj(r) are only r-dependent, ωp is the plasma frequency which set to be a constant
ωp = 10ω0, and f j(ω) = ω2p/(ω
2
aj − ω2 − iωγ) are the Lorentzian dispersive functions, where
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Fig. 14. (Color online) The σ vs t curves. From (a) to (d), Az = 0.4 where εz < 1 or Az = 1.6
where εz > 1. (a) Keep γ = 0.012ω0 unchanging, choose Ar and Aθ as case 1: Ar = 0.4,
Aθ = 1.6, case 2: Ar = 0.5, Aθ = 1.5, case 3: Ar = 0.6, Aθ = 1.4, case 4: Ar = 0.7, Aθ = 1.3,
case 5: Ar = 0.8, Aθ = 1.2. Case 6: only PEC shell without CS. (b) Keep Ar = 0.4, Aθ = 1.6
unchanging, choose γ1 = 0.012ω0, γ2 = 0.024ω0, γ3 = 0.048ω0, γ4 = 0.096ω0 and
γ5 = 0.192ω0. (c) Keep Aθ = 1.6 and γ = 0.012ω0 unvaried, and change Ar. (d) Keep
Ar = 0.4 and γ = 0.012ω0 unvaried, and change Aθ.
γ is the “resonance width" or called as “dissipation factor," ωaj are the resonant frequency of
“atoms" (resonant units) in metamaterials.
For the study of the dispersive CS, we suppose that the real parts of the εz, μr, and μθ always
satisfy the geometry transformation of Ref. [69] at ω0:
Re[μr(r, ω0)] = (r − R1)/r, Re[μθ(r, ω0)] = r/(r − R1), and Re[εz(r, ω0)] = R22(r −
R1)/[(R2 − R1)2r]. Then the filling factors Fj(r) at different r can be obtained: Fr(r) =
{Re[μr(r, ω0)] − 1}/Re[ fr(ω0)], Fθ(r) = {Re[μθ(r, ω0)] − 1}/Re[ fθ(ω0)], and Fz(r) =
{Re[εz(r, ω0)]− 1}/Re[ fz(ω0)].
To investigate the dispersive effect on the dynamical process, we tune the dispersion
parameters ωaj in our numerical experiments. We use the working frequency ω0 as the
frequency unit since it is the same for all cases in this section so the ratio Aj = ωaj/ω0
represents ωaj. Obviously, for the Lorentzian dispersive relation, the dispersion is stronger
when ω0 and ωaj are closer to each other (the working frequency is near the resonant
frequency), or in other words, when Aj approaches one. Since there are singular values of real
part of ε and μ, in our numerical simulation we have done some approximations,[80] such as
we set the maximum and the minimum for ε and μ. Although such approximations will affect
the cloaking effect of stable state,[74] we find that the influence of these approximations on
the dynamical process is very small and can be neglected.
First, we show an example of evolving electronic field during the dynamical process in Fig.
13 with concrete parameters of Ar, Aθ , Az, and γ. In Fig. 13(a), the plane wave arrives at the
left side of the CS, and is ready to enter the CS. From Fig. 13(b)-13(e), the cloaking effect is




Fig. 15. (Color online) Direction of Poynting vectors and the intensity front (shown by red
dashed curves) at moments during the dynamical process. Parameters are chosen as that of
Fig. 13. (a) t = 4.92T. (b) t = 7.20T. (c) t = 9.00T. (d) Stable state.
built up step by step, at last, the field gets to the stable state shown in Fig. 13(f). Because of
the dispersion, there is an obvious time delay in the cloaking effect and the strong scattered
field is observed.
We introduce a time-dependent scattering cross-section σ(t) to quantitatively study the
dynamical process, which is defined as
σ(t) = J̄scat(t)/S̄inct, (13)
where t = n × T, n = 0, 1, 2, ..., T is the period of the incident wave, J̄scat(t) is the
one-period-average energy flow of scattered field, and S̄inct is the averaged energy flow
density of incident field. To observe the dispersive effect on σ(t) during the dynamical
process, at the first step, we keep Az and γ constant and change Ar and Aθ, the results are
shown in Fig. 14(a). From the σ versus t curves, we can find the general properties of the
dynamical process. First, there is strong scattering in the dynamical process. At the beginning,
σ increases rapidly when the wave gets to the CS, then reaches its maximum (at about ninth
period). After that, σ starts to decay until it gets to the stable value (of the stable cloaking
state). Second, unlike other systems, there is no oscillation in the process. This property will
be discussed later. Third, the time length of dynamical process, called as “relaxation time"
generally, can be tuned by the dispersion. From Fig. 14(a), we can see that the main dispersive
effect is on the decaying process. From case 1 to case 5, Ar and Aθ become closer to one, so that
the dispersion is stronger. We find that the stronger the dispersion, the longer the relaxation
time. For comparing with the cloaking cases, we also show the σ(t) of the naked PEC shell
in the case 6. From the definition of σ, we know that the area covered by these curve in Fig.
14(a) is proportional to the total scattered energy in the dynamical process. So the CS with the
weaker dispersion will scatter less field (better cloaking effect) in the dynamical process. But, such


























































Fig. 14. (Color online) The σ vs t curves. From (a) to (d), Az = 0.4 where εz < 1 or Az = 1.6
where εz > 1. (a) Keep γ = 0.012ω0 unchanging, choose Ar and Aθ as case 1: Ar = 0.4,
Aθ = 1.6, case 2: Ar = 0.5, Aθ = 1.5, case 3: Ar = 0.6, Aθ = 1.4, case 4: Ar = 0.7, Aθ = 1.3,
case 5: Ar = 0.8, Aθ = 1.2. Case 6: only PEC shell without CS. (b) Keep Ar = 0.4, Aθ = 1.6
unchanging, choose γ1 = 0.012ω0, γ2 = 0.024ω0, γ3 = 0.048ω0, γ4 = 0.096ω0 and
γ5 = 0.192ω0. (c) Keep Aθ = 1.6 and γ = 0.012ω0 unvaried, and change Ar. (d) Keep
Ar = 0.4 and γ = 0.012ω0 unvaried, and change Aθ.
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the dispersion, there is an obvious time delay in the cloaking effect and the strong scattered
field is observed.
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one-period-average energy flow of scattered field, and S̄inct is the averaged energy flow
density of incident field. To observe the dispersive effect on σ(t) during the dynamical
process, at the first step, we keep Az and γ constant and change Ar and Aθ, the results are
shown in Fig. 14(a). From the σ versus t curves, we can find the general properties of the
dynamical process. First, there is strong scattering in the dynamical process. At the beginning,
σ increases rapidly when the wave gets to the CS, then reaches its maximum (at about ninth
period). After that, σ starts to decay until it gets to the stable value (of the stable cloaking
state). Second, unlike other systems, there is no oscillation in the process. This property will
be discussed later. Third, the time length of dynamical process, called as “relaxation time"
generally, can be tuned by the dispersion. From Fig. 14(a), we can see that the main dispersive
effect is on the decaying process. From case 1 to case 5, Ar and Aθ become closer to one, so that
the dispersion is stronger. We find that the stronger the dispersion, the longer the relaxation
time. For comparing with the cloaking cases, we also show the σ(t) of the naked PEC shell
in the case 6. From the definition of σ, we know that the area covered by these curve in Fig.
14(a) is proportional to the total scattered energy in the dynamical process. So the CS with the
weaker dispersion will scatter less field (better cloaking effect) in the dynamical process. But, such
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a general conclusion is still not enough for us to get a clear physical picture to understand the
cloaking dynamical process.
Next, we check whether the absorption of the CS is important in the process. The absorption
is determined by the imaginary part of ε and μ. To study this effect, we hold Ar, Aθ , and Az
constant but modify the dispassion factor γ. We modify the filling factors Fj simultaneously, so
that the real parts of ε and μ are kept unchanged at ω0. In such way, we can keep the dispersion
strength almost unchanged, but with the imaginary parts of ε and μ changed. Results in Fig.
14(b) show that the stronger absorption only leads to larger stable value of σ, leaving the
relaxation time nearly unchanged. Thus, we can exclude the absorption from the relevant
parameter list, since it only influences the σ(t) of stable state considerably.
To obtain deeper insight of the dynamical process, we need to study the dynamical process
more carefully. From Figs. 13(b)-13(e), we can see that the “field intensity" (shown by different
color in the figures) propagates slower inside the CS than that in the outside vacuum. And
when the inside field intensity “catches up” the outside one [in Fig. 13(f)], the field in the
CS gets to the stable state and the cloaking effect is built up. In fact, this catching-up process
of the field intensity can be shown more clearly by the direction of Poynting vectors during
the dynamical process. From Figs. 15(a)-15(d), we show the direction of Poynting vectors in
moments of Figs. 13(c)-13(f), respectively. In the Fig. 15, we see that there is the “intensity
front"(shown by red dashed curve) which separates two regions of the CS. At the right side of
the front, the field intensity in the CS is much weaker than the outside and the Poynting vector
directions are not regular(especially near the front). But at the left-side region which is swept
by the intensity front, the Poynting vectors are very regular and nearly along the “cloaking
rays" which was predicted at the coordinate transformation[68]. Since the cloaking effect can
be interpreted by the mimic picture that the light runs around the cloaking area through these
curved cloaking rays, it is not surprising to find that the stable cloaking state is achieved when
the intensity front sweeps through the whole CS and these optical rays are well constructed.
The surprising thing is that the stable cloaking state seems to be constructed locally. We believe
this property is related the original cloaking recipe,[68] which makes the cloaking material is
almost impedance matched layer by layer. This also explains why there is no oscillation in the
cloaking dynamical process generally. This picture also can interpret the strong scattered field
in the dynamical process, since these “irregular rays" at the right-side region of the intensity
front must be scattered strongly. Further, we can use this picture to analysis the dynamical
process of other incident waves, such as the Gaussian beams, which are composed of different
plane-wave components.
With these understanding, now we are ready to find the correlation between the relaxation
time and the CS dispersion. It is well known that the field intensity (or energy) propagates at
the group velocity Vg , which is controlled by the material dispersion. So the intensity front,
which determines the dynamical process, should move in Vg . Thus, we can explain the results
in Fig. 14, since our modification of the dispersive parameters can cause the Vg changed. But,
because the cloaking material is the strong anisotropic material, the Vg at different directions
could be very different. Can we predict more precisely which component dominates the
relaxation time? The answer is “yes." In Fig. 15(d), we can see that the stable energy flow in the
CS is nearly along the θ direction at most regions of the CS. Then it is reasonable for us to argue
that it is the component along the θ direction Vgθ , not the component along the r direction Vgr ,
that dominates the relaxation time and the total scattered energy in the dynamical process.
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For the anisotropic cloaking material, the Vgθ and Vgr can be expressed as: Vgθ = [∇kω(k)]θ =














dω ), where c is
the velocity of light in vacuum.
In order to illustrate our prediction, the σ(t) under different Vgθ and Vgr are investigated,
respectively. First, we keep the Vgr unvaried by holding Aθ , Az and γ constant [keep dεz/dω
and dμθ/dω unchanged], only modify Ar to change the Vgθ . The results are shown in Fig.14(c),
when Ar is closer to one, the Vgθ becomes smaller (with larger dμr/dω), the relaxation time is
longer and more energy scattered in the dynamical process. So the larger Vgθ means the better
cloaking effect in the dynamical process. On the other hand, when we keep the Vgθ unvaried
and change Vgr by holding Ar, Az, and γ constant and modifying Aθ , the results are shown
in Fig. 14(d). We find that the relaxation time is almost unchanged with the change of Vgr .
Obviously, Vgθ is the dominant element in the dynamical process. This conclusion can help us
to design a better CS to defend the pulsive radars. In the expression of Vgθ , it is also shown
how to tune Vgθ by modifying dispersion parameters.
It seems that the larger Vgθ , the better cloaking effect in the dynamical process. However,
since the Vg (and its components) cannot exceed c generally, there is a minimum limit for the
relaxation time of the cloaking dynamical process. We can estimate it through dividing the
mean length of the propagation rays by Vgθ . In our model, the mean length is π(R2 + R1)/2,
about three wavelengths. So the relaxation time can not be shorter than three periods. Figure
14 shows that our estimation is coincident with our simulation results. Actually, here we
are facing a very basic conflict to make a “better" CS, which is more discussed in our other
works.[7, 81] The conflict is from the fact that the pretty strong dispersion is required to realize
a good stable cloaking effect at a certain frequency,[7, 68] but at this research we show that the
weaker dispersion can realize a better cloaking effect in the dynamical process. At real design
of the CS, there should be an optimized trade-off.
Based on causality, the limitation of the electromagnetic cloak with dispersive material is
investigated in this section The results show that perfect invisibility can not be achieved
because of the dilemma that either the group velocity Vg diverges or a strong absorption
is imposed on the cloaking material. It is an intrinsic conflict which originates from the
demand of causality. However, the total cross section can really be reduced through the
approach of coordinate transformation. A simulation of finite-difference time-domain method
is performed to validate our analysis.
6. Limitation of the electromagnetic cloak with dispersive material
Through the ages, people have dreamed to have a magic cloak whose owner can not be seen
by others. For this fantastic dream, plenty of work has been done by scientists all over the
world. For example, the researchers diminished the scattering or the reflection from objects
by absorbing screens[82] and small, non-absorbing, compound ellipsoids[83]. More recently,
based on the coordinate transformation, J. B. Pendry, et al theoretically proposed a general
recipe for designing an electromagnetic cloak to hide an object from the electromagnetic(EM)
wave[68]. An arbitrary object may be hidden because it remains untouched by external
radiation. Meanwhile, Ulf Leonhardt described a similar method where the Helmholtz
equation is transformed to produce similar effects in the geometric limit[67, 75]. Soon,
Steven A. Cummer, et al simulated numerically(COMSOL) the cylindrical version of
this cloak structure using ideal and nonideal (but physically realizable) electromagnetic
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Fig. 16. The group velocity Vg versus α for different R1/r values
parameters[69]. Especially, Schurig, et al experimentally demonstrated such a cloak by
split-ring resonators[72]. In addition, Wenshan Cai , et al proposed an electromagnetic cloak
using high-order transformation to create smooth moduli at the outer interface and presented
a design of a non-magnetic cloak operating at optical frequencies[70, 71]. According to the
general recipe, the electromagnetic cloak is supposed to be perfect or “fully functioned" at
certain frequency as long as we can get very close to the ideal design although there is a
singularity in the distribution, which has been elucidated further in several literatures [84, 85].
However, in all these pioneering works, the interests are mainly focused on single-frequency
EM waves, so that the effects of the dispersion, which is related with very basic physical laws,
are not well studied. If the dispersion is introduced into the study, can we have a deeper
insight into the cloaking physics?
In this section we will show the ideal cloaking can not be achieved because of another more
basic physical limitation—the causality limitation (based on the same limitation, Chen et al
obtained a constraint of the band width that limit the design of an invisibility cloak[86]).
Starting from dispersion relation and combining with the demand of causality, we will
demonstrate that the ideal cloaking will lead to the dilemma that either the group velocity
Vg diverges or a strong absorption is imposed on the cloaking material. Our derivation and
numerical experiments based on the finite-difference-time-domain(FDTD) methods will show
that the absorption cross section will be pretty large and dominate the total cross section for a
dispersive cloak, even with very small imaginary parts of permittivity and permeability.
Let’s consider a more general coordinate transformation on an initial homogeneous medium
with ε i = μi in r space: r′ = f (r), θ′ = θ, ϕ′ = ϕ, following the approach in Ref. [87] and [89],
we get the following radius-dependent, anisotropic relative permittivity and permeability:
εr′ = μr′ = ε i(
r
f (r) )
2 d f (r)
dr , εθ ′ = μθ ′ = ε i/
d f (r)
dr and εϕ′ = μϕ′ = ε i/
d f (r)
dr . We emphasize that
since the transformation is directly acted on the Maxwell equations, the above equations are
also suited for the imaginary parts of constitutive parameters, and all physical properties of
wave propagation in r space should be inherited in r′ space, such as the absorption. This
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Fig. 17. The relation between R1/r and α when Vg = c for different ω
dnt�
dω .
is very important for us to have consistent physical pictures in both spaces. At working
frequency ω0, for a propagating mode with k-vector as {kr� ,kθ � ,kϕ� } inside the cloak, we have
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εr�μθ � = nir/ f (r), and
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ε iμi. Then we can define kr� = ωc nr�cosα and kt� =
ω
















Where mr� = nr� + ω
dnr�
dω and mt� = nt� + ω
dnt�
dω .
If the transformation has the following characteristic: f (r = 0) = R1, f (r = R2) = R2, then
when r� → R1 (or r → 0), nt� will tend to zero, and the group velocity is approximated as:
Vg ≈ c|sinα|ω dnt�dω
(15)
We will discuss Eq.15 in two cases. The first case is with the finite dnt�dω . Obviously, Vg will
diverge when sinα → 0 for any finite dnt�dω . Such divergence is shown in figure 16 for a concrete
example, in which the transformation is r� = f (r) = (R2 − R1)r/R2 + R1 as Ref. [68], R2 =
2R1, thus nr� = 2 and nt� = 2 − 4/(r/R1 + 2). The dispersion parameters are set as mr� = 2.5,
ω
dnt�
dω = 4 at working frequency. In figure 16, the curves of Vg vs α are plotted for different
R1/r values. We can see that, for large R1/r(r → 0), the group velocity (more precisely, the
tangential component of Vg) will diverge at both peaks around α = 0.
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Fig. 16. The group velocity Vg versus α for different R1/r values
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example, in which the transformation is r� = f (r) = (R2 − R1)r/R2 + R1 as Ref. [68], R2 =
2R1, thus nr� = 2 and nt� = 2 − 4/(r/R1 + 2). The dispersion parameters are set as mr� = 2.5,
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Because of the causality limitation, it is well-known that the group velocity can not exceed
c except in the “strong dispersion" frequency range (or called “resonant range"). But, if the
working frequency is in the “strong-dispersion" range of the cloaking material, the absorption
must be very strong and it will destroy the ideal cloaking obviously. So perfect invisibility
can not be achieved for the finite dnt�dω because it will lead to superluminal velocity or strong
absorption.
In addition, the curves with the criterion condition Vg = c on the plane [R1/r, α] are plotted
for different ω dnt�dω in figure 17. The region to the left of curves is corresponding to Vg < c
and the region to the right is corresponding to Vg > c. There exists a maximum max{R1/r}
for each curve in order that Vg ≤ c can be hold for all the α. Especially, for the no-dispersion
case ω dnt�dω = 0, we can see that Vg > c at all R1/r for large α values, which means the whole
cloak is not physical if there is no dispersion. This “dispersion-is-required” conclusion can be
generally derived from Eq.14, and it is consistent with the analysis in Ref. [68]. From figure 17,
we know that the larger ω dnt�dω , the larger max{R1/r}. But anyway, for arbitrary finite ω
dnt�
dω ,
max{R1/r} can not be infinite, so that the superluminal range always exists.
The second case of Eq.15 is with divergent dnt�dω . From the previous discussion, we know
that if the ideal cloak exists, the cloak must be dispersive and dnt�dω must be divergent when




εr� is really divergent for
non-zero dε r�dω . From Eq.15, we can see that now the Vg → 0 for a finite
dε r�
dω (generally
true) at all α values except α = 0(or π), so that the group velocity difficulty seems to be
overcome. But, since the causality limitation, the non-zero dε r�dω means non-zero imaginary part
of permittivity (non-zero dissipation). The non-zero dissipation and the almost-zero group
velocity will result in very strong absorption. This means that the energy of rays near the
inner cloaking radius R1 is almost totally absorbed by the cloaking material. As we pointed
out at the beginning that the absorption in r� space should also appear in r space, because of
the consistence between two spaces. The strong absorption in r space can be interpreted in the
following way. From the transformation (which is also suited for imaginary part), we can find
that when r → 0, the finite imaginary part in r� space corresponds to the infinite imaginary
part in r space, which also means very strong absorption in the initial homogeneous medium.
So the perfect cloaking is still impossible because of the strong absorption which is enforced
by the causality limitation.
For a two-dimensional coordinate transformation: r� = f (r), θ� = θ, z� = z, the same
conclusions of the causality limitation can be obtained through the similar analysis, although
the coordinate transformation and the singularities are different from the three-dimensional
case.
Next, we will discuss the physical meaning of the dilemma that either the group velocity Vg
diverges or a strong absorption is imposed on the cloaking material. First, it is an intrinsic
conflict which can not be solved by the methods, for example, “the system is imbedded in
a medium"[68]. We believe that the ideal cloaking is impossible because of the causality
limitation and this conclusion is consistent with the statement of previous studies[89] that
the perfect invisibility is unachievable because of the wave nature of light. Second, we have
to face the question: “ Why the causality is violated for ideal cloaking which is based on the
simple coordinate transformation?". Our answer is that the causality is only guaranteed by
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Fig. 18. The snapshots of the electric-field distribution in the vicinity of PEC. (a) the cloaking
structure with a PEC at radius R1, (b) the naked PEC with radius R1.
the Lorentz co-variant transformation, but the coordinate transformation for ideal cloaking is
not Lorentz co-variant. Such violation is obvious if we suppose the initial medium in the r
space is not dispersive, such as the vacuum, but as we have pointed out (also mentioned in
Ref. [68], the cloaking material (in r� space) must be dispersive to avoid the group velocity
over c. Such Lorentz co-variant violation is generally true for ąřtransformation opticsąś since
material parameters are non-relativistic, so the causality limitation should be checked widely.
Third, from Eq.14, we can find that not only the inner layers of the cloak(r� → R1) but also
the other layers(r� > R1) must be dispersive. For every layer, a certain dispersive strength is
needed to avoid Vg > c.
In the following, we will validate that the total cross section can be reduced drastically, and
that the perfect cloaking cannot be achieved because of strong absorption by FDTD numerical
experiments. Compared with other frequency-domain simulation methods, such as the finite
element methods or the transfer-matrix methods, the FDTD simulation can better reflect
the real physical process of cloaking. For example, we note that the FDTD calculation will
be numerically unstable when the dispersion is not included in the cloak’s material. For
simplicity, the simulation is limited to two-dimensional cloak[69]. Without lost of generality,
only TE modes are investigated in this study (TE modes have the electric field perpendicular
to the two-dimensional plane of our model). Thus the constitutive parameters involved here
are �z� , μr� , μθ � . The dispersion is introduced into our FDTD by standard Lorentz model:
�̃z� (r
�, ω)| = 1 + Fz�(r�)ω2pz�/(ωaz�(r�)2 − ω2 − iωγz�)
μ̃r�(r
�, ω) = 1 + Fr�(r�)ω2pr�/(ωar�(r
�)2 − ω2 − iωγr�) (16)
μ̃θ �(r
�, ω) = 1 + Fθ �(r�)ω2pθ �/(ωaθ �(r
�)2 − ω2 − iωγθ �)
r� = R2(θ)− R1(θ)
R2(θ)
r + R1(θ) (17)
θ� = θ (18)
Where ωpz� , ωpr� , ωpθ � are plasma frequencies, ωaz� , ωar�, ωaθ � are atom resonated frequencies,
γz� , γr� , γθ � are damping factors and Fpz� , Fpr� , Fpθ � are filling factors. In our simulation, an
E-polarized time-harmonic uniform plane wave whose wavelength λ0 in vacuum is 3.75cm
is incident from left to right. The real parts of the constitutive parameters at ω0 = 2πc/λ0
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the other layers(r� > R1) must be dispersive. For every layer, a certain dispersive strength is
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be numerically unstable when the dispersion is not included in the cloak’s material. For
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satisfy the cloaking coordinate transformation[69, 91], and they are μr� =
r�−R1








r� , where R1 is 0.665λ0, R2 is 1.33λ0. And the dispersive parameters are set
as follows: if εz� > 1 then ωaz� = 1.4ω0, else ωaz� = 0.6ω0, ωar� = 0.6ω0, ωaθ � = 1.4ω0, γz� =
















. In fact, these parameters have
many possible choices. The different groups of parameters correspond to different dynamic
processes which we will discuss in another section [92].
Figure 18 shows the snapshots of the electric-field distribution in two cases: the cloak with the
perfect electric conductor (PEC) at radius R1(left), and the naked PEC with radius R1(right).
Obviously, the cloak is very effective. Quantitatively, we calculate the absorption cross section
and the scattering cross section of the cloak at the stable state, and they are 0.67λ0 and
0.24λ0 respectively, while the scattering cross section of the naked PEC is 3.14λ0. So, with
dispersive cloak, the total cross section is three times smaller, and the absorption cross section
dominates as we predicted. To emphasize the huge absorption of the cloak, we use a common
homogeneous isotropic media, with ε = μ = 1.1 but all other parameters are the same as
the cloak, to replace the cloaking material. Then we find the absorption cross section is only
0.089λ0 which is about one order smaller. The reason of strong absorption has been discussed
before.
Now we can have a full view of cloaking recipe based on the coordinate transformation.
First, the cloaking material must be dispersive, and the strong absorption can not be avoided
because of the causality limitation. Thus it is not perfectly invisible. Second, the scattering
cross section of the dispersive cloak could be small, so that the scattered field is weak.
Although the ideal invisibility is impossible, the cloaking recipe still has a main advantage.
The “strong-absorption and weak-scattering" property means that the cloak almost can not
be observed except from the forward direction. so that such cloak can well defend the
ąřpassive radarsąś which detect the perturbation of the original field. It is well-known that
at the Rayleigh scattering case, where the radius of the scatterer is much smaller than the
wavelength, the absorption cross section could be larger than the scattering cross section
because of the diffraction. The cloaking can be thought as giant Rayleigh scattering case,
where the light rays are forced to “diffract" around the cloaked area.
In conclusion, the properties of the dispersive cloak are investigated, and the limitation of
causality is revealed. Our study shows that the superluminal velocity or a strong absorption
can not be overcome since the intrinsic conflict between the coordinate transformation to
obtain the cloaking and the causality limitation. In addition, we validate the results using a
numerical simulation which is performed in FDTD algorithm with physical parameters. The
numerical experiments show that the absorption cross section is dominant and the scattering
cross section can be reduced significantly. The study gives us a full view of the cloaking
recipe based on the coordinate transformation, and will have further profound influence on
the related topics.
7. Summary
In summary, we have investigate the metamaterial systems from group velocity(energy
velocity) picture. From these topics, we demonstrate the importance of group velocity in
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metamaterial studies. From group velocity, we can find the physical origin of abnormal
optical phenomena of metamaterials, such as the “no-transmission no-reflection" on the
hyper-medium surface which is from a zero-group-velocity reflecting mode, and the
coherence gain of superlens image which is from the different group delay on different
paths. From group velocity, we can avoid some traps of violating basic physical limitation,
such as the violation of causality limitation in cloaking study. These traps are very serious
since the metamaterial from our imagination could exist in this world if violating basic
limitations. From group velocity, we can find the key parameter of cloaking dynamical
process and help us to optimizing the design of cloak design. From group velocity of
evanescent wave, new detecting methods could be found, for example the detecting of QED
vacuum polarization by phase change or delay time of evanescent wave. We believe that only
with the well-constructed group velocity picture, the deeper understanding of the abnormal
optical/photonic properties of metamaterials is possible. All these research works also show
that the group velocity study of metamaterials can lead us to many new interesting topics,
which are still waiting for further research.
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Formation of Coherent Multi-Element 
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1. Introduction  
Employment of metamaterials in cloaking devices, which could make concealed objects 
invisible, is based on the capability of resonators used as metamaterial “atoms” to provide 
effective material parameters, ranging from any positive to any negative values, in the 
vicinity of the resonance frequency. Metamaterials comprising layers with variously sized 
resonators (Schurig et al., 2006) or layers with variable density of identical resonators 
(Semouchkina et al., 2010) have been proposed to obtain the desired spatial distribution of 
the medium parameters, for example, radial variation of the effective permittivity or 
permeability in the shell prescribed by the transformation optics relations for cloaking 
cylindrically shaped objects (Leonhardt, 2006; Pendry et al., 2006). Such approach could be 
justified, if resonators contribute to the value of the effective parameters by the same way as 
polarized atoms contribute to the value of the polarization of a dielectric medium, i.e., if the 
responses of individual atoms are additive so that the medium response exhibits the same 
dispersion as the response of an individual atom. Then the material can be described by the 
effective medium theory (EMT), which was adopted for metamaterails description at the 
onset of metamaterial studies (Pendry et al., 1999; Pendry & Smith, 2003; Smith & Pendry, 
2004; Smith et al., 2006). According to the EMT, a polar dielectric material could be 
represented by a set of parallel dipoles switching their directions by 1800 in dependence on 
the phase of the external field. Resonance modes in the “atoms” of metamaterials could also 
be represented by equivalent dipoles and, similarly to atoms in dielectrics, these dipoles are 
expected to respond accordingly, i.e. to follow the phase of the external field and 
demonstrate a coherent response within the half wavelength of incident radiation. However, 
observation of the performance of the infrared invisibility cloak designed from glass 
resonators (Semouchkina et al., 2010) has shown that obtaining a coherent response of the 
cloak structure presents a serious problem, if resonators in the metamaterail are 
electromagnetically coupled. The problem of coupling between resonators in metamaterials, 
however, remains to be largely ignored in the literature.  
It is well known that metamaterials, as a rule, are designed as periodic structures of close-
packed resonators. When the dimensions of resonators are ten times smaller than the 
wavelength, the EMT is considered to be applicable, so that the waves “do not see” the 
atoms and propagate in the metamaterial as in a homogenized, i.e. in a uniform medium. 
Such homogenization is supposed to make metamaterials essentially different from 
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photonic crystals (Pendry & Smith, 2003). It is worth noting that the lattice parameter was 
not thought to be critical for the EMT application, so that the only ultimate requirement for 
metamaterials in this attitude is that the lattice parameter should not be equal to the half 
wavelength of incident radiation, which is typical for photonic crystals. Therefore, for 
example, the metamaterial for the microwave cloak operating at 8.5 GHz (Schurig et al., 
2006), was composed of split ring resonators (SRR) with the planar dimensions of 3 mm x 3 
mm packed in concentric arrays with the inter-resonators separation of 0.17 mm, which is 
negligible compared to the resonator size. Such close packing of SRRs causes questions 
about possible effects of interaction between resonators and elementary resonance splitting 
that could deteriorate the EMT applicability.  
Our earlier studies (Semouchkina et al., 2004, 2005) indeed pointed out at strong splitting of 
elementary resonances in close-packed resonator arrays of conventional metamaterials 
consisting of metal elements. At the modeling of an extended finite metamaterial block, 
which consisted of 36 SRRs and 12 elongated metal strips arranged in unit cells quite similar 
to typical arrangements employed in conventional metamaterials, it was shown that at the 
frequencies corresponding to the metamaterial transmission band, elementary resonances 
were essentially coupled and integrated in 3D networks, an example of which is presented 
in Fig. 1. As a sequence of coupling and splitting, most resonators responded resonantly at 
multiple frequencies and formed specific accociations at different frequencies in the 
transmission band, making the metamaterial essentially nonuniform with the character of 
inhomogenities changing in dependence on frequency. No regular wave front propagation 
across the sample was observed, so that the energy transfer occurred rather due to the 
hopping mechanism similar to that thought to be inherent in the CROWs (coupled resonator 
optical waveguides (Yariv et al., 1999). 
It is logical to suggest that phenomena similar to the mentioned above should take place in 
any close-packed metamaterial structures including those used in the microwave cloak 
described in (Schurig et al., 2006). The reason why these phenomena have not been revealed 
by the authors can be seen in the employment of simulation models, in which real multi-
resonator cloak structures were replaced by layered material structures with prescribed 
values of the effective permeability for each layer.  
An additional reason, why coupling phenomena in metamaterials remain underexplored 
is seen in the typical approach to consider metamaterial properties to be identical to the 
properties of a single cell and to ignore interaction between cells. This approach is based 
on the results of unit cell simulations which could not reveal resonance splitting even at 
small distances between neighboring resonators defined by the dimensions of the unit 
cell, because of employment of plane wave excitation source at normal wave incidence 
and periodic boundary conditions (PBC) at the cell boundaries normal to the direction of 
wave propagation. Such arangement, however, could only model an infinite 2D array of 
unit cells and not a 3D metamaterial medium. Our results indicate that drastic changes in 
electromagnetic (EM) metamaterial response could be observed at stacking 2D arrays in 
the direction of wave propagation to form a 3D structure, because incident wave has a 
different phase, when encounters each 2D array. Significant changes also occur in finite 
2D arrays and in arrays with some distortions of periodicity that is unavoidable in 
practice.  
 




Fig. 1. Cross-section of the metamaterial block depicting SRR sections (longer strips) and cut 
wires (shorter strips) placed normally to the figure plane (left figure); and distributions of 
magnetic field amplitude (upper row) and phase (lower row) in the same cross-section at 
four frequencies within the metamaterial transmission band. Bright spots in the upper row 
correspond to the areas with highest field magnitude.  
This Chapter addresses the listed above underexplored metamaterial problems and 
describes the effects caused by coupling and splitting of resonances in two types of 
metamaterial multi-resonator structures, i.e. those composed of SRRs and of dielectric 
resonators. The results presented here demonstrate that EM responses provided by these 
structures cannot be reduced to the responses of their constituent single resonators as it is 
assumed at application of the EMT. The Chapter also shows that splitting of resonances in 
arrays of dielectric resonators leads to the formation of a bandgap dividing two 
transmission zones, one at lower, and another one at higher frequncies. While at the gap 
frequencies elementary resonances in arrays look sporadically flashing at various multiple 
frequencies, the lower frequency transmission zone is characterized by overlapping of the 
resonance fields and slow wave propagation. The transmission zone at higher frequencies 
can be characterized by a coherent response of elementary resonators within half-
wavelength distances and by superluminal phase velocities of propagating waves. The 
obtained results bridge the gap between the properties of metamaterials and photonic 
crystals employing Mie resonances.  
2. Resonance splitting in metamaterial arrays composed of SRRs  
2.1 Specific features of SRR characterization 
Investigation of the resonance splitting phenomena in SRR, which is presented in the 
following sub-sections, has been performed on fragments of SRR arrays quite similar to the 
arrays used in the design of the microwave invisibility cloak (Schurig et al., 2006). This 
cloaking shell was formed from concentric arrays of unit cells each including one SRR. The 
size of the sell was of 3.33 mm x 3.33 mm in the SRR plane and 3.18 mm normal to this plane 
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thickness of 381 microns and the relative permittivity of 2.33. In the simulations described in 
the next sub-section, the SRRs with identical parameters (Fig. 2a) were used to build arrays 
of unit cells similar to various fragments of the cloak described in (Schurig et al., 2006). The 
only difference between the investigated metamaterial fragments and those used in the 
publication was that fragments in our case were flat. However, as the radiuses of concentric 
arrays in (Schurig et al., 2006) were relatively big compared to the cell size, flat arrays with 
the lengths of up to six cells were a good approaximation of fractions of concentric arrays in 
the cloak metamaterial. The propagation vector (k-vector) of the incident wave in our 
studies was always directed along the array rows in the plane of the SRR location, while 
magnetic field was directed normally to the SRR planes. Therefore, the investigated arrays 
had to perform similarly to the cloak fragments located close to the diameter of the shell 
normal to the k-vector of the incident wave. First, the SRR responses in air and at the 
placement of the resonators on the dielectric substrate have been investigated. Numerical 
simulations were performed for three arrangements: 1) at the plane wave incidence on the 
object, 2) at the placement of the SRR in the waveguide of standard dimensions with perfect 
electric conductor (PEC) walls, and 3) at application of waveguide ports to the standard unit 
cell and/or to the unit cell increased to incorporate the resonance field “halos” (the 
























Fig. 2. Resonance in a single SRR placed in the waveguide WR137: (a) measured and 
simulated transmission spectra S21; (b) arrangement for the measurements; (c) magnetic and 
(d) electric field patterns. 
All simulations were conducted by using the commercial full-wave software package CST 
Microwave Studio. For the two first arrangements the Transient Solver has been used, while 
for the third one – the Frequency Domain Solver. Numerical experiments with waveguide 
ports allowed for obtaining the scattering parameter spectra convenient for controlling the 
resonance frequency resf , while in experiments with plane wave incidence, the resonance 
was detected by monitoring the signal of H-field probes placed at the expected maximum 
field locations in the resonators. Three types of SRRs that differed by the lengths of their 
inner slot forming strips s and the radii of the corners r, as summarized in Table 1, have 
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been characterized. The values of s and r were taken very close to those characteristic for the 
SRRs of the 1st, 2nd, and 3rd concentric arrays of the microwave cloak described in (Schurig et 
al., 2006). Small corrections, however, have been introduced in order to provide fitting of the 
chosen s and r to the least square dependences which were built to express interrelation 
between these parameters of SRRs and the effective permeability found in (Schurig et al., 










































Table 1. Parameters and resonance frequencies of various SRRs 
As seen from Table 1, numerical experiments with plane wave incidence and with the 
standard waveguide gave quite close results for resf , while in experiments with unit cells 
used in (Schurig et al., 2006) this frequency appeared to be essentially lower both for SRRs 
placed in air and on a substrate. The resulting S-parameter spectra in the latter simulations 
appeared distorted in comparison to the spectra obtained in the standard waveguide. 
Similar distortions of resonances are known to be observed at too close placement of metal 
objects or the domain boundaries to the resonator. Therefore, the simulations have been 
repeated for computational volumes of increased dimensions. Gradual increase of the 
volume caused better and better fitting of the simulation results to the data obtained in two 
other sets of numerical experiments. Saturation of changes and coincidence of the data was 
observed at the distances between resonator and domain boundaries exceeding 1.833 mm in 
the SRR plane and 4.183 mm in the normal direction. Apparently these dimensions 
characterize the „halo“ of the resonance fields around the SRRs, illustrated by the field 
patterns presented in Figs. 2a and 2c.  
It is obvious that the space occupied by the SRR field „halo“ substantially exceeds the 
volume of unit cells used in (Schurig et al., 2006). As seen in Figs. 2a and 2c, the resonance 
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placed in air and on a substrate. The resulting S-parameter spectra in the latter simulations 
appeared distorted in comparison to the spectra obtained in the standard waveguide. 
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volume caused better and better fitting of the simulation results to the data obtained in two 
other sets of numerical experiments. Saturation of changes and coincidence of the data was 
observed at the distances between resonator and domain boundaries exceeding 1.833 mm in 
the SRR plane and 4.183 mm in the normal direction. Apparently these dimensions 
characterize the „halo“ of the resonance fields around the SRRs, illustrated by the field 
patterns presented in Figs. 2a and 2c.  
It is obvious that the space occupied by the SRR field „halo“ substantially exceeds the 
volume of unit cells used in (Schurig et al., 2006). As seen in Figs. 2a and 2c, the resonance 





corresponding to the boundaries of the used unit cells, therefore, the resonance formation 
and the resonance frequencies resf were affected in respective simulations of such unit cells. 
In comparison, field magnitudes at the boundaries of unit cells with the size equal to the 
„halo“ size were found to be ten times smaller than those of the cells used in (Schurig et al., 
2006) that explains the consistency of the data obtained for the halo-sized cells and the 
results of other numerical experiments. Only at building the shell of such cells, i.e. at the 
placement of resonators in arrays of the metamaterial at distances, when „halos“ are not 
overlapped, interaction between resonators could be omitted from consideration. In 
contrast, the distance between resonators in concentric arrays in (Schurig et al., 2006) did not 
exceed 0.333 mm, while the distance between arrays (i.e. along the normal to the plane of 
resonators) was only 3.183 mm.  
The data presented in Table 1 do not confirm the expectations for resf  to be of about 8.5 GHz 
as reported in (Schurig et al., 2006) for both the resonance frequency of basic SRRs and the 
frequency of the cloak response. Resonances at frequencies close to 8.5 GHz were obtained 
in our experiments only for the unit cells used in (Schurig et al., 2006) at the placement of 
SRRs in air. It might be that the dielectric substrate was omitted in models used for 
simulations in (Schurig et al., 2006). The obtained discrepancy does not seem to be critical 
for the studies of the splitting phenomena in SRR-based metamaterials employed in 
(Schurig et al., 2006), although it should be taken into account at verification of the cloaking 
effect, since this effect should not be expected at 8.5 GHz, if the metamaterial perform in 
accordance to the EMT predictions.  
2.2 Resonances in SRR arrays representing fragments of the microwave cloak 
In order to additionally verify the results of simulations, individual SRRs and various multi-
element arrays of SRRs with the same dimensions as in (Schurig et al., 2006) have been 
fabricated, and their EM response has been measured in the waveguide WR137 operating at 
the single TE10 mode in the range (5-10) GHz. In experiments, the waveguide WR137 loaded 
with SRR arrays was connected to the PNA-L Network Analyzer N5230A to measure the 
transmission spectrum. In order to avoid EM interaction between the arrays and waveguide 
walls, resonators or arrays were supported by a styrofoam layer inserted into the center 
region of the waveguide. As seen from Fig. 2d, the resonance in a single resonator placed in 
the waveguide was observed at f=7.78 GHz and not at 8.5 GHz, i.e. quite close to the results 
of our simulations for the resonator with the same dimensions.  
Next, linear arrays of SRRs arranged along the direction of k-vector of the incident wave have 
been investigated. Fig. 3a shows that the arrays of 3-5 SRRs demonstrate strong splitting of the 
resonance, which increases with the number of resonators in the array. It is interesting to note, 
that instead of multiple dips in the transmission spectrum correlated with the quantity of 
resonators in the array, only two well expressed drops in the transmission spectra have been 
observed. The first drop is accompanied by the coherent response of resonators (Fig. 3b), while 
at the higher frequency drop the resonators in the line respond with opposite phases in two 
halves of the array. The phase patterns of the wave propagating in free space inside the 
waveguide at both resonances show strong disturbances of the wave transmission through the 
waveguide (the curve between bright and dark parts of the image divides the areas 
corresponding to the half wavelengths of the propagating waves). 
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Fig. 3. Resonances in linear arrays arranged in wave propagation direction in the waveguide 
WR137: (a) S21; (b) coherent response of a 5-SRR array at 7.73 GHz; and (c) assymmetric 
response at 7.95 GHz. 
Much stronger splitting of SRR resonances has been revealed in the SRR columns (Fig. 4) 
similar to those used in concentric arrays of the SRRs in (Schurig et al., 2006). Placement of 
such columns in the waveguide WR137 caused some concerns, since at about 1 cm height of 
the columns their resonance fields could interact with the waveguide top and bottom walls 
that could cause deterioration of the resonances. Therefore, the simulations for these 
columns were initially performed in free space at plane wave incidence. As such simulations 
did not provide an opportunity for deriving the transmission spectra, the resonance field in 
the columns was monitored by using H-field probes placed in geometrically identical points 
of the SRR cross-sections (Fig. 4a). As seen from Fig.4e the probes revealed three resonances 
covering more than 1 GHz of the frequency range (i.e. almost five times wider resonance 
band than that observed for the linear arrays of SRRs arranged along the direction of the 
incident wave k—vector). It is worth mentioning that each resonator in the column 
responded resonantly at all split frequencies while the integrated modes at these frequencies 
were quite different. As seen from Fig. 4b, at the lower frequency resonance sin-phase 
oscillations were observed in the two upper resonators, while the third resonator oscillated 
with a smaller magnitude and with opposite phase. At the higher frequency resonance, the 
two lower resonators demonstrated sin-phase oscillations while the third resonator 
oscillated with opposite phase (Fig. 4d). Resonance at the median frequency was supported 
mainly by sin-phase oscillations in the upper and the lower resonators of the column (Fig. 
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oscillations, however, the phase of these oscillations was shifted by 1800 with respect to the 
oscillations of two other SRRs.  
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Fig. 4. (a) The model of the SRR column with H-field probes; (b)-(d) H-field resonance 
responses of the column at signal peak frequencies (colour intensity shows the magnitude of 
resonance; and (e) the spectra of probe signals.  
It is interesting to note that shorted columns of 2 SRRs placed in either “face-to-face” or 
“back-to-back” arrangement did not demonstrate any splitting of the resonances. As seen 
from Fig. 5, the former arrangement provided for the unsplit resonance at almost the same 
frequency as the lower frequency resonance in the column of 3 SRRs, while the latter 
arrangement provided for the resonance at the frequency close to the frequency of upper 
resonance in the column of 3 SRRs. It means that the listed above resonances in a 3-SRR 
column are apparently related to integrated coherent resonances in couples of oppositely 
arranged SRRs. The coherentness is evident from the phase patterns presented in Fig. 5 on 
the right.  
Essentially more complicated response with multiple resonances of various Q factors was 
demonstrated by arrays composed of several columns as, for example, the presented by the 
insert in Fig 6a array of 5 columns. Despite of the complexity, however, it was possible to 
distinguish three main groups of resonances comparable to resonances revealed in one SRR 
column (Fig. 4). In fact, the lower frequency group in the 3 x 5 SRR array demontsrated 
coherent resonances in upper rows of the array (Fig. 6b), while the higher frequency group 
demontsrated coherent resonances in the lower rows of the array (Fig. 6d). The group of 
resonances at the median frequencies could be characterized by a symmetry of DR 
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responses with respect to the central row i.e. the resonators located in upper and lower rows 
responded coherently, even though neighbouring columns demonstrated opposite phases of 
oscillations. So, it could be said that every other column responded coherently (Fig. 6c).  




























Fig. 5. Geometry, S21 spectra, and patterns of H-field magnitude (3d column) and phase (4th 
column) for SRR pairs arranged: (a) “face-to-face” and (b) “back-to-back “. 








































6.95 GHz 7.7 GHz
(a)
(b) (c) (d) 8.15 GHz   
Fig. 6. (a) The spectra of the probe signals; inset shows the SRR array and the H-field probe 
locations; (b)-(d) typical patterns of the resonance oscillations in the array sampled at 6.64, 
7.4 and 8.15 GHz (colour intensity shows the magnitude of resonance oscillations).  
Despite of the above mentioned concerns about possible interaction between multi-element 
arrays and waveguide walls at the measurements we have performed comparison of 
simulation and measurement results for the transmission spectra at the placement of the 3 x 
5 arrays of SRRs in the waveguide WR137. A good matching of the results presented in Fig. 
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responses of the column at signal peak frequencies (colour intensity shows the magnitude of 
resonance; and (e) the spectra of probe signals.  
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from Fig. 5, the former arrangement provided for the unsplit resonance at almost the same 
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responses with respect to the central row i.e. the resonators located in upper and lower rows 
responded coherently, even though neighbouring columns demonstrated opposite phases of 
oscillations. So, it could be said that every other column responded coherently (Fig. 6c).  




























Fig. 5. Geometry, S21 spectra, and patterns of H-field magnitude (3d column) and phase (4th 
column) for SRR pairs arranged: (a) “face-to-face” and (b) “back-to-back “. 
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Fig. 6. (a) The spectra of the probe signals; inset shows the SRR array and the H-field probe 
locations; (b)-(d) typical patterns of the resonance oscillations in the array sampled at 6.64, 
7.4 and 8.15 GHz (colour intensity shows the magnitude of resonance oscillations).  
Despite of the above mentioned concerns about possible interaction between multi-element 
arrays and waveguide walls at the measurements we have performed comparison of 
simulation and measurement results for the transmission spectra at the placement of the 3 x 
5 arrays of SRRs in the waveguide WR137. A good matching of the results presented in Fig. 





dips compared to that observed in the probe signal spectra (Fig. 7). The three groups of 
resonances, however, could be clearly distinguished in both spectra presented in Fig. 7.  

















Fig. 7. S21 spectra for the 3 x 5 array of SRRs in the waveguide WR137: dashed curve - 
simulation results, solid curve - the results of measurements.  
The responses of multi-layer structures composed of several planar arrays were found to 
loose the perspicuity of the splitting phenomena observed in the multicolumn arrays. As 
seen in Fig. 8c, which presents the probe signal spectra for a three-layer array of SRRs (Fig. 
8a), it is difficult to distinguish well separated in frequency groups of resonances similar to 
those observed for 3 x 5 arrays. Instead, split resonances are observed in the essentially 
extended frequency range of more than 2 GHz. Such character of the multi-layer array 
response makes it quite doubtful to expect that the proposed in (Schurig et al. 2006) design 
of cylindrical cloak based on close-packed arrays of SRRs would provide the cloaking effect 
at the frequency determined from the analysis of the response of a single resonator. The 
reason for obtaining the invisibility effect in (Schurig et al., 2006) should be rather searched 
for in some specifics of split resonances, which need to be studied additionally. It is worth 
noting that some of split modes indeed demonstrated a possibility to support the desired 
coherent response of SRRs across extended areas of investigated arrays as it is shown in Fig. 
8b. It is reasonable to expect that at respective frequencies the participating resonators could 
contribute to obtaining the desired dispersion of the effective parameters precribed by the 
transformation optics relations.  
3. Resonances in metamaterial arrays composed of dielectric resonators  
3.1 Specifics of resonances in dielectric resonators and potential of all-dielectric 
metamaterials 
Dielectric resonators (DRs), especially those of cylindrical shape, are capable of providing 
EM response quite similar to that of SRRs. In fact, when the incident wave propagates 
normally to the axis of the cylinder with its H-field directed along this axis, the DR can 
support the TE01δ resonance mode, which is equivalent to the formation of a magnetic dipole 
along the axis of the cylinder, i.e normal to the plane, in which the cross-section of the DR is 
a circle (Kajfez & Guillon, 1998). The latter plane should host circular displacement currents 
comparable to circular currents in SRRs.  
 






































Fig. 8. (a) Geometry of a three- layer SRR array with marked probe locations; (b) coherent 
response of SRRs at 8.35 GHz; and (c) spectra of probe signals revealing enhanced splitting 
caused by interaction between SRRs in neighbouring layers. 
The publication (Semouchkina et al., 2004) was among the first that started the development 
of all-dielectric metamaterials. The data presented in Fig. 9 confirm the possibility to use 
dielectric cylinders of a proper size (the diameter of 6 mm and the height of 3 mm, in this 
case) and permittivity (dielectric constant of 37.2 in this case) to replace SRRs as magnetic 
components in metamaterials supporting Lorentz-type resonance necessary for obtaining 
the effective negative permeability of the medium at microwave frequencies. It was later 
shown that dielectric resonators can also replace cut metal wires used in conventional 
metamaterials below their plasma frequency as electric components providing for the 
effective negative permittivity. Therefore, it was predicted that materials composed of two 
types of dielectric resonators providing one for electric and another one – for magnetic 
response could exhibit negative index of refraction (Jylha et al., 2006; Vendik & Gashinova, 
2004). In the work (Semouchkina et al., 2005) it was demonstrated that negative refraction 
can also be provided by dielectric arrays composed of resonators of one type at the 
placement of the array on a ground plane. Similar effects in arrays composed of DRs of one 
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Recently, a metamaterial composed of dielectric resonators has been employed to design 
an invisisbility cloak for the infrared range (Semouchkina et al., 2009, 2010). In difference 
from earlier works (Cui et al., 2009, Gaillot et al., 2008, Schurig et al., 2006) on microwave 
and THz cloaks, the design proposed in (Semouchkina et al., 2009, 2010) utilized identical 
resonators in the entire cloakling shell. Such design does not require to solve 
technological problems of fabricating concentric arrays of various nano-sized elements, as 
well as does not demand a wide band of incident light to excite differently sized 
resonators. In addition, employment of chalcogenide glass as a resonator material should 
decrease the loss related limitations for the size of concealed objects recently formulated 
in (Zhang et al., 2009). The estimates based on the level of the extinction coefficient at 1 
micron wavelength of incident light gave more than an order less value for the loss 
tangent of the glass cloak than values characteristic for previously developed cloaks. The 
required by the transformation optics dispersion of the effective permeability in the novel 
cloak design was obtained by using a controlled decrease of the density of resonators 
from the inner layer of the cloak to the outer layer, i.e. due to radial dispersion of air 
fractions in the shell. In addition, the requirement to avoid both coupling between 
resonators and strong resonance splitting as described in previous sections has been 
satisfied that has led to a spoke-type arrangement of the resonators in the cloak depicted 
in Fig. 10. The intent to exclude overlapping of the resonance fields “halos” limited 
minimal angular distances between spokes and minimal gaps between concentric arrays 
of resonators by the “halo“ size, however, it did not deteriorate the cloak performance. 
The effective parameters of the cloak layers have been characterized by using mixing 
relations incorporating responses of air fractions and individual resonators (the latter 
were assigned not to the physical resonator bodies, but to the “halo” volumes). This 
approach allowed for accurate adjustment of the permeability dispersion, so that the 
desired performance of the cloak with no distortions of the wave front at frequencies 














































Fig. 9. (a) Simulated and measured S12 spectra for a DR in WR137; (b) electric and (c) 
magnetic field patterns in DR cross-sections; and (c) effective permeability changes at the 
magnetic-type resonance in the DR (Chen et al., 2011).  
 






Fig. 10. The design of the infrared invisibility cloak composed of cylindrical glass resonators 
arranged in concentric arrays; lower inset shows the spokes of resonators with spacers 
(Semouchkina et al., 2010)  
Despite the described advances the application of dielectric metamaterials in cloaking 
structures has underlined once again the main problem common for all resonance 
metamaterials – their narrowbandness. According to initial works on cloaking it was 
thought that application of such metamaterials excudes other than zero bandwidth for the 
invisibility effects (Pendry et al., 2006). Accordingly, the described above invisibility cloak 
demonstrated good cloaking effect in the band less than 1.2% or 3 THz. However, it was also 
revealed that even at a slightly denser packing of resonators than that shown in Fig. 11, the 
bandwidth could be increased up to 2 times. This effect could be related to the positive 
consequencies of coupling, which are known since earlier applications of resonator arrays in 
microwave filters and other devices, where coupling was used for the bandwidth 
enhancement. The next section will demonstrate the complex nature of coupling related 
phenomena in dielectric metamaterials and outline the opportunity to use them for the 
partial lifting of the delay-bandwidth limitations for cloaking devices formulated in 
(Hashemi et al., 2010).  
3.2 Specifics of coupling related phenomena in linear arrays of dielectric resonators 
The responses of linear arrays of DRs with the same parameters as those of the DR featured in 
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difference from close packed array of SRRs, even one pair of resonators placed at the distance 
between their bodies of 2 mm demonstrated resonance splitting of about 0.25 GHz (Fig. 11a). 
Splitting decreased at increasing the distance between the resonators, however, it was still well 
expressed even at the separation of 10 mm. Only 16 mm separation provided for an unsplit 
spectrum of S21. It is worth mentioning that this distance is close to the doubled thickness of 
the electric field „halo“ shown in Fig. 9. This confirms the suggestion that resonance coupling 
and splitting result from overlapping of „halos“ created by neighboring resonators.  





















Fig. 11. (a) S21 spectra for two DRs arranged along the axis of the waveguide WR137; (b) and 
(c) phase patterns for H-field distributions in the longitudinal cross-section at 2 split 
resonances (Chen et al., 2011).  
Phase patterns for magnetic field component in the waveguide cross-section presented in 
Fig. 11 show that at lower frequency, resonance field oscillations in two resonators proceed 
with opposite phases, while at higher frequency coherent resonance oscillations are 
observed. Since the resonance modes can be represented by magnetic dipoles, it follows that 
at lower frequency, magnetic dipoles formed in two resonators remain directed oppositely 
at any instant, while at higher frequency they always keep parallel orientation. Similar 
difference between split resonances at transverse interaction of resonators (side-by-side) was 
observed and discussed in (Liu et al., 2010), where it was concluded that dipole interaction 
defines the energy difference of two resonance states, and, correspondingly, the degree of 
their splitting in the frequency scale. In fact, parallel magnetic dipoles are expected to repel 
each other since the curls of their electric fields tend to cancell each other in the gap between 
the resonators. Just opposite, counter-directed magnetic dipoles provide for co-directed 
electric fields in the gap between the resonators that should attract them to each other, thus 
decreasing the state energy.  
At increasing the quantity of resonators in the linear DR array from 2 to 5, the split spectrum 
of S21 demonstrated a better expressed gap of transmission in the frequency range of about 
0.45 GHz (Fig. 12). Further addition of resonators to the array led to increasing the quantity 
of transmission drops in the gap and to its gradual flattening. However, the signals of the 
probes that measured the magnitude of H-field oscillations in the centers of resonators did 
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not demonstrate any resonance-like field enhancement at corresponding frequencies even 
though they experienced deep drops of the resonance activity at some other frequencies. 
Most obvious resonance–like activity was seen only at frequencies corresponding to the 
boundaries of the transmission gap. Phase patterns in the waveguide cross-section at these 
frequencies reminded the patterns described above for the pair of resonators, i.e. at the low 
frequency boundary of the transmission gap all neighboring resonators oscillated with 
opposite phases, while at the higher frequency boundary all resonators in the array 
demonstrated coherent responses (Figs. 13a and 13b).  
 
Fig. 12. (a) Simulated and (b) measured spectra of S21 for linear DR arrays arranged along k-
vector at 2 mm between DR bodies (Chen et al., 2011).  
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It is worth noting that the revealed low frequency and high frequency resonance states in 
DR arrays remind bonding and anti-bonding states of electrons in molecules and crystals 
with such difference that instead of electron spins the type of resonance states in DR arrays 
is defined by respective orientations of formed magnetic dipoles. It is also important to add 
that a coherent response of resonators presents a special interest for all applications of 
metamaterials, which depend on the realization of the prescibed by the transformation 
optics dispersion of the effective medium parameters.  
3.3 EM responses of coupled 3D metamaterial arrays of dielectric resonators  
It should be pointed out that the described above simulations and experiments with 
placement the DR arrays in waveguides are, in fact, equivalent to modeling 3D arrays of 
resonators, due to the mirror reflection effect of the waveguide walls. Since the distance 
between resonators and the walls of the waveguide WR137 was relatively large compared to 
inter-resonator separation, the obtained results show that even large lattice parameters in 
two directions of the modelled 3D arrays (and, repectively, negligible coupling in these 
directions) does not provide the similarity of the array response to the response of the unit 
cell with a single resonator inside. However, large lattice parameters are rather unusual for 
metamaterials applications, therefore, the studies of dense 3D arrays that should present 
additional interest for practical realization of metamaterials, have also been conducted. 
Numerical experiments with 3D arrays having lattice parameters between 8 mm and 12 mm 
(which corresponded to separations between the resonator bodies ranging from 2 mm to 6 
mm, respectively) were carried out in free space. Due to employment of periodic boundary 
conditions (PBC) in simulations, the 3D arrays under study were infinite in one direction and 
finite in two other directions. The plane wave incidence was normal to the infinite direction. 
For simplicity, a cubic structure of the arrays was employed. The individual responses of 
resonators in two perpendicular to each other linear arrays of resonators were controlled by 
the probes placed in the centers of corresponding resonators. In additition, more probes were 
placed at some distances from the array on the way of propagating waves to detect transmission 
(see schematic in Fig. 14a). Wave propagation through the arrays was controlled by using snap-
shots and animation of H-field distribution patterns in XZ cross-section of the array.  
As seen in Figs. 14b and 14c, the responses of array elements were characterized by multiple 
resonances observed even at the frequencies corresponding to the low frequecy half of the 
transmission gap, between 8.2 GHz and 8.63 GHz (see Fig. 14c). At frequencies below and 
above the transmission gap the waves passed through the array, however, the specifics of 
these propagations were quite different. While at lower frequencies the lengths of waves 
propagating in the array were essentially shorter than in free space so that the wave front 
movement through the array was lagging the wave front in free space (Fig. 15a), at higher 
frequencies, vise versa, the lengths of waves passing through the array were longer 
compared to the wavelengths in free space so that the movement of wave front through the 
array outrided the movement in free space (Fig. 15b). It is worth mentioning that when the 
frequency below the gap increased to approach its low frequency boundary, the lag in the 
wave movement through the array became more and more pronounced reaching its 
maximum at about 8.18 GHz. At frequencies above the transmission gap, the highest 
velocity of waves passing through the array was observed just near the gap boundary at 
about 8.66 GHz. At higher frequencies, wave advancing inside the array gradually 
decreased so that the entire wave front became flat at about 9.12 - 9.15 GHz.  
 




























































Fig. 14. (a) Basic element of 3D arrays at plane wave incidence in z-and PBC in y-direction; 
(b) spectra of signals from probes placed in DR centres; and (c) spectra of probes placed 
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Fig. 14. (a) Basic element of 3D arrays at plane wave incidence in z-and PBC in y-direction; 
(b) spectra of signals from probes placed in DR centres; and (c) spectra of probes placed 









Fig. 15. Wave propagation in 3D DR arrays at frequencies (a) below the gap and (b, c) above 
the gap at: (a) 8.0 GHz; (b) 8.74 GHz; and (c) 8.64 GHz.  
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If the investigated array could respond as a uniform medium without any resonance 
splitting it could be expected that the wave movement inside the array would depend on 
characteristic for Lorentz-type resonators changes of the effective permeability. As known, 
these changes have three essential for wave movement ranges: 1) increase of the effective 
permeability with frequency at approaching the resonance, 2) drop of the effective 
permeability at the resonance frequency down to negative values and then growth back 
with crossing the zero level at the so-called magnetic plasma frequency, and 3) continuing 
increase of the effective permeability in the range of values between 0 and 1, as shown in 
Fig. 3c. The above changes would define the phase velocity of propagating waves in 
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and cause lagging of the wave movement in the array at approaching the resonance, then a 
transmission gap at frequencies corresponding to the negative values of permeability, and, 
finally, superluminal wave movement at frequencies exceeding the magnetic plasma 
frequency. It seems doubtful to expect similar changes of the effective permeability as those 
observed in the model of a uniform medium (Fig. 3c) from close-packed arrays of coupled 
resonators with essentially split resonances. Nevertheless, the obtained data testify in favor 
of some analogy. It follows that despite of the resonance splitting, coupled arrays are 
capable of responding in the way predicted by the above described changes of the effective 
permeability near the resonance. It means that coupling and splitting of elementary 
resonances do not prevent arrays from specific integrated contributions of multiple 
responses to their effective properties and from exhibiting qualitatively similar to a uniform 
medium changes of these properties with frequency. Since application of metamaterials in 
cloaking devices assumes employment of cloaking shells for speeding up waves around the 
concealed objects, the obtained results show that these expectations could be realized 
despite of complications caused by the coupling phenomena. It is worth adding that at the 
“superluminal“ phenomena, the resonators in coupled arrays tend to respond coherently 
within the half wavelengths of the passing waves. Therefore, at frequencies close to the 
upper boundary of the transmission gap, when the strongest extention of the wavelengths 
by the resonating array is provided, coherent response can involve even the entire array 
(Fig. 15c). It should be, however, taken into account that the coherent response formation 
could occur at frequencies different from the resonance frequency of a single resonator and 
that the frequency range of the coherent response could depend on the specifics of coupling 
effects in respective arrays. 
The revealed possibility to employ arrays of coupled resonators for obtaining coherent 
responses within the half wavelengths of the incident wave provides the grounds for the 
employment of coupling phenomena in metamaterials to enhance the bandwidth of their 
operation and, in particular, for the enhancement of the cloaking effect bandwidth. 
4. Conclusion  
The performed studies of coupling and splitting of elementary resonances in arrays of metal 
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4. Conclusion  
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effects at metamaterial applications can lead to mistakes and malfunctioning. Even the best 
ideas proposed for designing various devices based on employing resonance metamaterials, 
can loose an opportunity to be realized properly unless coupling phenomena are taken into 
account. In particular, the presented data, which disclosed dramatic splitting of the 
resonances in close-packed arrays of SRRs have shown that these arrays could not be used 
for demonstrating the effects of invisibility by the cylindrical cloak of concentric resonator 
arrays at frequencies predicted byusing the analysis of a single SRR.  
The arrays of dielectric resonators, which seem perspective due to low loss, especially for 
employment in cloaking devices, are also found to be a subject of coupling phenomena even 
at the lattice constants essentially exceeding the dimensions of resonators. However, there 
are reasons to express an optimism towards their applications as even at strong coupling 
and resonance splitting phenomena the DR arrays are able to demonstrate integrated 
responses qualitatively corresponding to the responses expected for the theoretical uniform 
media with Lorentz-type resonances. In particular, the DR arrays show an ability to support 
superluminal wave propagation and coherent resonance responses from multiple resonators 
located within the half wavelength of the propagating wave.  
Similar to photonic crystals, DR arrays demonstrate the formation of a transmission gap that 
separates two transmission bands. However, this bandgap is not related to Bragg resonance 
and apparently is related to negative values of the effective permeability at elementary 
Lorentz-type resonances. In this attitude, metamaterial DR arrays could be compared to 
photonic crystals exploiting Mie resonances. The slow waves, which have been observed in 
DR arrays at frequencies below the transmission gap, and the superluminal waves observed 
at frequencies above the gap enhance the similarity with the latter photonic crystals. A 
detaled comparison of the properties and the physics underlying the observed phenomena 
in two types of artificial materials could provide a deeper understanding of their specifics.  
5. Acknowledgment  
This work was supported by the National Science Foundation under Grant No. 0968850. The 
author wishes to thank graduate students Fang Chen and Xiaohui Wang for performing 
some simulations and measurements.  
6. References  
Chen, F., Wang, X. & Semouchkina, E. (2011). Simulation and Experimental Studies of 
Dielectric Resonator Arrays for Designing Metamaterials, Proceedings of IEEE 
International Symposium on Antennas and Propagation, pp. 2936-2939, ISSN: 1522-
3965, Spokane, WA, August 2011 
Cui, T. J., Smith, D. R., Liu, R. (2009), Metamaterials: Theory, Design, and Applications, Springer, 
1st ed., (November 2009), ISBN-10: 1441905723 
Gaillot, D. P., Croenne, C. & L ippens, D. (2008). An All-dielectric Route for Terahertz 
Cloaking. Optics Express, Vol.16, No.6, (March 2008), pp. 3986-3992, ISSN: 1094-4087 
Hashemi, H., Zhang, B., Joannopoulos, J. D. & Johnson, S. G. (2010). Delay-Bandwidth and 
Delay-Loss Limitations for Cloaking of Large Objects. Phys. Rev. Lett., Vol.104, 
(June 2010), 253903, ISSN 0031-9007  
 
Formation of Coherent Multi-Element Resonance States in Metamaterials 
 
111 
Jylha, L., Kolmakov, I., Maslovski, S., & Tretyakov, S. (2006). Modeling of Isotropic 
Backward-Wave Materials Composed of Resonant Spheres. Journal of Applied 
Physics, Vol.99, 043102, (2006), ISSN:0021-8979 
Kajfez, D. & Guillon, P. (1998), Dielectric Resonators, Noble Publishing Corp., 2nd ed., 
Atlanta, (1998), ISBN:1884932053 
Leonhardt, U. (2006). Optical Conformal Mapping. Science, Vol.312, No. 5781, (June 2006), 
pp. 1777-1779, ISSN 0036-8075 
Liu, N. & Giessen, H. (2010), Coupling Effects in Optical Metamaterials. Angewandte Chemie 
Int. Ed., Vol.49, No.51, (December 2010), pp. 9838-9852, DOI: 
10.1002/anie.200906211, ISSN: 1521-3773 
Pendry, J. B., Holden, A., Robbins, D. J, & Stewart, W. J. (1999). Magnetism from Conductors 
and Enhanced Non-Linear Phenomena. IEEE Trans. on Microwave Theory & 
Techniques, Vol.47, No.11, (November 1999), pp. 2075–2084, ISSN: 0018-9480 
Pendry, J. B. & Smith, D. R. (2003). Reversing Light: Negative Refraction. Physics Today, 
Vol.56, (December 2003), pp. 1-8, ISSN:0031-9228 
Pendry, J. B., Schurig, D. & Smith, D. R. (2006). Controlling Electromagnetic Fields. Science, 
Vol.312, No.5781, (June 2006), pp. 1780-1782, ISSN 0036-8075 
Schurig, D., Mock, J. J., Justice, B. J., Cummer, S. A., Pendry, J. B., Starr, A. F. & Smith, D. R. 
(2006). Metamaterial Electromagnetic Cloak at Microwave Frequencies. Science, 
Vol.314, No.5806, (November 2006), pp. 977–979, ISSN 0036-8075 
Semouchkina, E., Baker, A., Semouchkin, G., Randall, C. & Lanagan, M. (2004). Resonant 
Wave Propagation in Periodic Dielectric Structures, Proceedings of the IASTED Int. 
Conf. ANTENNAS, RADAR AND WAVE PROPAGATION, pp. 149–154, ISBN: 0-
88986-409-8, Banff, Canada, July 2004 
Semouchkina, E., Semouchkin, G., Lanagan, M. & Randall, C. A. (2005). FDTD Study of 
Resonance Processes in Metamaterials. IEEE Transactions on Microwave Theory & 
Techniques, Vol.53, (April 2005), pp. 1477–1487, ISSN: 0018-9480 
Semouchkina, E., Werner, D. H. & Pantano, C. (2009). An Optical Cloak Composed of 
Identical Chalcogenide Glass Resonators, Proceedings of the Metamaterials’2009 - 3rd 
Int. Congress on Advanced Electromagnetic Materials in Microwaves and Optics, , ISBN 
978-0-9551179-6-1, London, United Kingdom, September 2009 
Semouchkina, E., Werner, D. H., Semouchkin, G. & Pantano, C. (2010). An Infrared 
Invisibility Cloak Composed of Glass. Appl. Phys. Lett., Vol.96, 233503, (June 2010), 
ISSN 0003-6951 
Smith, D. R., Pendry, J. B. & Wiltshire, M. C. K. (2004). Metamaterials and Negative Refractive 
Index. Science, Vol.305, No.5685, (August 2004), pp. 788–792, ISSN 0036-8075 
Smith, D. R. & Pendry, J. B. (2006). Homogenization of Metamaterails by Field Averaging. 
JOSA B, Vol.B23, No.3, (March 2006), pp.391-403, ISSN: 0740-3224 
Ueda, T., Lai, A. & Itoh, T. (2007). Demonstration of Negative Refraction in a Cutoff Parallel-
Plate Waveguide Loaded with Two-Dimensional Lattice of Dielectric Resonators. 
IEEE Transactions on Microwave Theory & Techniques, Vol.55, No.6, (June 2007), 
pp.1280–1287, ISSN: 0018-9480 
Ueda, T., Michishita, N., Akiyama, M. & and Itoh, T. (2010). Anisotropic 3-D Composite 
Right/Left-Handed Metamaterial Structures Using Dielectric Resonators and 
Conductive Mesh Plates. IEEE Transactions on Microwave Theory & Techniques, 





effects at metamaterial applications can lead to mistakes and malfunctioning. Even the best 
ideas proposed for designing various devices based on employing resonance metamaterials, 
can loose an opportunity to be realized properly unless coupling phenomena are taken into 
account. In particular, the presented data, which disclosed dramatic splitting of the 
resonances in close-packed arrays of SRRs have shown that these arrays could not be used 
for demonstrating the effects of invisibility by the cylindrical cloak of concentric resonator 
arrays at frequencies predicted byusing the analysis of a single SRR.  
The arrays of dielectric resonators, which seem perspective due to low loss, especially for 
employment in cloaking devices, are also found to be a subject of coupling phenomena even 
at the lattice constants essentially exceeding the dimensions of resonators. However, there 
are reasons to express an optimism towards their applications as even at strong coupling 
and resonance splitting phenomena the DR arrays are able to demonstrate integrated 
responses qualitatively corresponding to the responses expected for the theoretical uniform 
media with Lorentz-type resonances. In particular, the DR arrays show an ability to support 
superluminal wave propagation and coherent resonance responses from multiple resonators 
located within the half wavelength of the propagating wave.  
Similar to photonic crystals, DR arrays demonstrate the formation of a transmission gap that 
separates two transmission bands. However, this bandgap is not related to Bragg resonance 
and apparently is related to negative values of the effective permeability at elementary 
Lorentz-type resonances. In this attitude, metamaterial DR arrays could be compared to 
photonic crystals exploiting Mie resonances. The slow waves, which have been observed in 
DR arrays at frequencies below the transmission gap, and the superluminal waves observed 
at frequencies above the gap enhance the similarity with the latter photonic crystals. A 
detaled comparison of the properties and the physics underlying the observed phenomena 
in two types of artificial materials could provide a deeper understanding of their specifics.  
5. Acknowledgment  
This work was supported by the National Science Foundation under Grant No. 0968850. The 
author wishes to thank graduate students Fang Chen and Xiaohui Wang for performing 
some simulations and measurements.  
6. References  
Chen, F., Wang, X. & Semouchkina, E. (2011). Simulation and Experimental Studies of 
Dielectric Resonator Arrays for Designing Metamaterials, Proceedings of IEEE 
International Symposium on Antennas and Propagation, pp. 2936-2939, ISSN: 1522-
3965, Spokane, WA, August 2011 
Cui, T. J., Smith, D. R., Liu, R. (2009), Metamaterials: Theory, Design, and Applications, Springer, 
1st ed., (November 2009), ISBN-10: 1441905723 
Gaillot, D. P., Croenne, C. & L ippens, D. (2008). An All-dielectric Route for Terahertz 
Cloaking. Optics Express, Vol.16, No.6, (March 2008), pp. 3986-3992, ISSN: 1094-4087 
Hashemi, H., Zhang, B., Joannopoulos, J. D. & Johnson, S. G. (2010). Delay-Bandwidth and 
Delay-Loss Limitations for Cloaking of Large Objects. Phys. Rev. Lett., Vol.104, 
(June 2010), 253903, ISSN 0031-9007  
 
Formation of Coherent Multi-Element Resonance States in Metamaterials 
 
111 
Jylha, L., Kolmakov, I., Maslovski, S., & Tretyakov, S. (2006). Modeling of Isotropic 
Backward-Wave Materials Composed of Resonant Spheres. Journal of Applied 
Physics, Vol.99, 043102, (2006), ISSN:0021-8979 
Kajfez, D. & Guillon, P. (1998), Dielectric Resonators, Noble Publishing Corp., 2nd ed., 
Atlanta, (1998), ISBN:1884932053 
Leonhardt, U. (2006). Optical Conformal Mapping. Science, Vol.312, No. 5781, (June 2006), 
pp. 1777-1779, ISSN 0036-8075 
Liu, N. & Giessen, H. (2010), Coupling Effects in Optical Metamaterials. Angewandte Chemie 
Int. Ed., Vol.49, No.51, (December 2010), pp. 9838-9852, DOI: 
10.1002/anie.200906211, ISSN: 1521-3773 
Pendry, J. B., Holden, A., Robbins, D. J, & Stewart, W. J. (1999). Magnetism from Conductors 
and Enhanced Non-Linear Phenomena. IEEE Trans. on Microwave Theory & 
Techniques, Vol.47, No.11, (November 1999), pp. 2075–2084, ISSN: 0018-9480 
Pendry, J. B. & Smith, D. R. (2003). Reversing Light: Negative Refraction. Physics Today, 
Vol.56, (December 2003), pp. 1-8, ISSN:0031-9228 
Pendry, J. B., Schurig, D. & Smith, D. R. (2006). Controlling Electromagnetic Fields. Science, 
Vol.312, No.5781, (June 2006), pp. 1780-1782, ISSN 0036-8075 
Schurig, D., Mock, J. J., Justice, B. J., Cummer, S. A., Pendry, J. B., Starr, A. F. & Smith, D. R. 
(2006). Metamaterial Electromagnetic Cloak at Microwave Frequencies. Science, 
Vol.314, No.5806, (November 2006), pp. 977–979, ISSN 0036-8075 
Semouchkina, E., Baker, A., Semouchkin, G., Randall, C. & Lanagan, M. (2004). Resonant 
Wave Propagation in Periodic Dielectric Structures, Proceedings of the IASTED Int. 
Conf. ANTENNAS, RADAR AND WAVE PROPAGATION, pp. 149–154, ISBN: 0-
88986-409-8, Banff, Canada, July 2004 
Semouchkina, E., Semouchkin, G., Lanagan, M. & Randall, C. A. (2005). FDTD Study of 
Resonance Processes in Metamaterials. IEEE Transactions on Microwave Theory & 
Techniques, Vol.53, (April 2005), pp. 1477–1487, ISSN: 0018-9480 
Semouchkina, E., Werner, D. H. & Pantano, C. (2009). An Optical Cloak Composed of 
Identical Chalcogenide Glass Resonators, Proceedings of the Metamaterials’2009 - 3rd 
Int. Congress on Advanced Electromagnetic Materials in Microwaves and Optics, , ISBN 
978-0-9551179-6-1, London, United Kingdom, September 2009 
Semouchkina, E., Werner, D. H., Semouchkin, G. & Pantano, C. (2010). An Infrared 
Invisibility Cloak Composed of Glass. Appl. Phys. Lett., Vol.96, 233503, (June 2010), 
ISSN 0003-6951 
Smith, D. R., Pendry, J. B. & Wiltshire, M. C. K. (2004). Metamaterials and Negative Refractive 
Index. Science, Vol.305, No.5685, (August 2004), pp. 788–792, ISSN 0036-8075 
Smith, D. R. & Pendry, J. B. (2006). Homogenization of Metamaterails by Field Averaging. 
JOSA B, Vol.B23, No.3, (March 2006), pp.391-403, ISSN: 0740-3224 
Ueda, T., Lai, A. & Itoh, T. (2007). Demonstration of Negative Refraction in a Cutoff Parallel-
Plate Waveguide Loaded with Two-Dimensional Lattice of Dielectric Resonators. 
IEEE Transactions on Microwave Theory & Techniques, Vol.55, No.6, (June 2007), 
pp.1280–1287, ISSN: 0018-9480 
Ueda, T., Michishita, N., Akiyama, M. & and Itoh, T. (2010). Anisotropic 3-D Composite 
Right/Left-Handed Metamaterial Structures Using Dielectric Resonators and 
Conductive Mesh Plates. IEEE Transactions on Microwave Theory & Techniques, 





Vendik, O. G. & M. S. Gashinova, M. S. (2004). Artificial Double Negative (DNG) Media 
Composed by Two Different Dielectric Sphere Lattices Embedded in a Dielectric 
Matrix, Proceedings of the 34th European Microwave Conference, pp. 1209-1212, 
ISBN/ISSN: 1580-5399-20 9781-5805-39920, Amsterdam, October 2004 
Yariv, A., Xu, Y., Lee, R. K. & Scherer, A. (1999).Coupled Resonator Optical Waveguide: a 
Proposal and Analysis. Optics Letters, Vol.24, No.11, (June 1999), pp.711-713, ISSN: 
0146-9592 
Zhang, B. L., Chen, H. S. & Wu, B.-L. (2009). Practical Limitations of an Invisibility Cloak. 
Progress in Electromagnetics Research, Vol.97, (2009), pp. 407-416, ISSN: 1070-4698  
5 
Space Coordinate Transformation  
and Applications 
André de Lustrac, Shah Nawaz Burokur, Paul-Henri Tichit,  
Boubacar Kante, Rasta Ghasemi and Dylan Germain  
Institut d’Electronique Fondamentale,  
Univ. Paris-Sud, CNRS UMR 8622, Orsay, 
France 
1. Introduction 
Invisibility or cloaking is an old myth of humanity that must date probably from the time 
when the success in hunting or war would depend on the ability to hide as much as 
possible. This invisibility, after being a prolific subject for writers and filmmakers, has 
become almost a reality in 2006 with the first practical realization of an electromagnetic 
invisibility cloak.  
The invariance of Maxwell's equations in the geometric transformation of coordinates has 
become a hot topic that year with the first proposal of a cylindrical invisibility cloak by J. B. 
Pendry and U. Leonhardt. The experimental fabrication and characterization of the first 
cloak at microwave frequencies have shown that this tool is very effective. After this 
realization, several applications of this transformation have been proposed for the design of 
concentrators, waveguides, transitions and bends, directional antennas, and even 
electromagnetic wormholes. 
This space transformation is therefore a powerful tool for the design of devices or 
components with special properties difficult to obtain from conventional materials and 
geometries. Theoretically, the method of coordinate transformation involves the generation 
of a new space derived from an original space where the solutions of Maxwell's equations 
are known. 
The first step is to imagine an initial space and a final space with their topological properties 
and link them through an analytic transformation. Most of this work is based on a 
continuous transformation that produces a final space with electromagnetic parameters 
often complex, heterogeneous and anisotropic. 
The challenge is then to effectively design this new space. To make the fabrication easier, 
simplified parameters were proposed in the early works, with the disadvantage of an 
impedance mismatch between the material and its environment. More recently, a 
transformation applied to discrete multi-layer structures has been proposed to further 
simplify the realization. In this chapter, we present the principles and main applications 
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2. Space coordinate transformation 
2.1 Principle 
In a letter of 1662 Pierre de Fermat established the principle that governs the geometrical 
optics [Tannery, 1891]. The light follows a stationary optical path between two points. Most 
of the time, it follows the shortest path. In some cases, it takes the longer one. The optical 
path is defined by the equation 1, where n is the refractive index of the space, which may 
depend on the spatial coordinates, and dl a small element of distance: 
 s ndl=   (1) 
If n varies with the position in space the path followed by the light can be bent instead of 
following a straight line. This occurs, for example over a hot road in summer when the 
index of the air layers above the road varies with the temperature and the height over the 
road. In this case we can observe a curvature of the path followed by the sunlight that 
gives the impression that the road is covered with water. Figure 1 shows a schematic of 
the path of light when the space is not distorted and when this space is distorted (Figure 
1a and b). 
 
         (a)    (b)         (c) 
Fig. 1. (a) Propagation of a light beam in a non distorted space. (b) propagation of the same 
ray of light in a distorted space. (c) isolation of a region of space by deforming the 
propagation of light rays around this region. 
J. Pendry and U. Leonhardt noted both in their articles published in 2006, the invariance of 
Maxwell's equations in such a deformed space [Pendry, 2006, Leonhardt, 2006]. J. Pendry 
has concluded that it was possible to isolate a zone of space by bending light rays around 
this area (Figure 1c). 
2.2 Implementation 
The implementation of this transformation is relatively simple. If we consider a Cartesian 
space where each point is identified by three coordinates (x, y, z), we can define a new space 
where each point will be identified by three new coordinates (u, v, w). These three new 
coordinates are based on the original ones. 
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 u(x,y, z),v(x,y, z), and w(x,y, z) (2) 
In this case, we use normalized values of the electromagnetic parameters ε and µ that we 














μ μ′ =  ; etc… (3) 







    = + +    








    = + +    









    = + +    
    
 (4) 
The conventionnal relations of electromagnetics are conserved in the new space : 
 0B Hμ μ′ ′ ′=
 
   and      0E Eε ε ′ ′=
 
  (5) 
In these relations, µ’ and ε’ are tensors whose components depend on the spatial coordinates 
u, v et w. Generally, the new space is anisotropic. 
3. Cloaking 
The first application of the space coordinate transformation will be the design and the 
characterization of different electromagnetic invisibility cloaks [2-6].  
3.1 Principle 
In the case of the first invisibility cloak proposed by Smith and Pendry [Pendry, 2006], the 
transformation of space concerned a cylindrical space of radius b which is transformed into 
an annular space between radii a and b (Figure 2). The initial points in space are identified 
by coordinates r, θ and z. Those of the transformed space are identified by r ', θ' and z' in 
cylindrical coordinates. Both spaces are assumed infinite in the directions z and z ', which 
are combined. 
The transformation is defined by a relatively simple set of equations (6).  
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         (a)    (b)         (c) 
Fig. 1. (a) Propagation of a light beam in a non distorted space. (b) propagation of the same 
ray of light in a distorted space. (c) isolation of a region of space by deforming the 
propagation of light rays around this region. 
J. Pendry and U. Leonhardt noted both in their articles published in 2006, the invariance of 
Maxwell's equations in such a deformed space [Pendry, 2006, Leonhardt, 2006]. J. Pendry 
has concluded that it was possible to isolate a zone of space by bending light rays around 
this area (Figure 1c). 
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space where each point is identified by three coordinates (x, y, z), we can define a new space 
where each point will be identified by three new coordinates (u, v, w). These three new 
coordinates are based on the original ones. 
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 u(x,y, z),v(x,y, z), and w(x,y, z) (2) 
In this case, we use normalized values of the electromagnetic parameters ε and µ that we 
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transformed space. Note that the permeability and permittivity have here the same 
expressions. This guarantees the matching of the wave impedance of the transformed 
medium with the initial medium. 
 
Fig. 2. Initial circular space of radius b, transformed to a ring between a and b. 
3.2 Realization of the first microwave cloak 
The practical realization of the material forming the transformed space is a difficult task 
since the three parameters vary simultaneously [Schurig, 2006]. To simplify this material, 
one solution is to choose a polarization, namely the transverse magnetic (TM) polarization, 
with the electric field E parallel to the axis z. In this case, only the parameters 
,   et z r θε μ μ are important. In this case, a simple set of parameters is possible provided it 
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In these three parameters, two are fixed and one varies; the radial permeability ur. This 
material can be realized by the metamaterial concept [Soukoulis, 2011]. Figure 3a shows the 
basic pattern of the material and the geometric values used with the corresponding values of 
ur. The permittivity εz is realized using a conventional dielectric. 
Figure 3c shows a part of the realized circuit with, in the insert, the evolution of the three 
parameters μr, μθ and εz. The shape of the elementary patterns depends on the layer of 
material so that the permeability μr also varies and follows the red curve in the figure inset. 
Figure 4(a) and 4(b) shows the simulation of the cloak with respectively the theoretical 
parameters of equation 13 and the reduced parameters of equation 14. Figure 4(c) presents 
the measured electric field cartography of the central bare metallic cylinder where we can 
observe strong reflections and shadows compared to the case of very low reflections when 
the cloak is applied around the cylinder (Figure 4(d)).  
 




(a)      (b) 
 
(c) 
Fig. 3. (a) Elementary cell of the metamaterial. (b) values of the parameters. (c) Photography 
of the prototype. The insert shows the variations of μr, μθ and εz. 
Figures 4b and 4d are quite similar and clearly show the influence of electromagnetic 
radiation on the cloak with in particular the cloaking of the central metallic cylinder by the 
electromagnetic energy. Both figures also illustrate the limits of the exercise as the use of a 
reduced set of parameters causes reflection of part of the incident energy, and therefore an 
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Fig. 4. (a) Simulation of the theoretical cloak. (b) simulation of the cloak with reduced 
parameters. (c) simulation of the central metallic cylinder. (d) E field measurement. 
3.3 Others realizations 
The experimental verification of this first cloak has excited the imagination of researchers 
who have tried to extend to other areas in optics but also in acoustics. 
3.3.1 Cloak insensitive to the polarization 
In the field of electromagnetics, few achievements have been proposed and tested 
experimentally. But there are some exceptions [Guven, 2008, Kante, 2008, Kante, 2009]. In 
reference [Guven, 2008], S. Tretyakov and his team tried to design a cloak based on spiral 
type resonators and the principle of homogenization. These coils act as a combination of an 
electric and a magnetic dipole. They can therefore meet the criteria to realize the material of 
the cloak. Fig. 5a shows the unit spiral resonator cell used by S. Tretyakov and Fig. 5b 
illustrates the distribution of the resonators in the cloak. The realization of the cloak is 
simpler than that of Smith and is supposed to work for both TM and TE polarizations of the 
incident wave with the disadvantage of its large size compared to the cloaked object. 
3.3.2 Cloak based on the electric resonance of the SRR 
In the references [Kante, 2008, Kante, 2009] the principle is completely different. Instead of 
using the magnetic resonance of the resonators of Pendry, the authors use the electrical 
resonance of these resonators. Smith’s cloak works for a TM polarization (E-field vertical 
and H-field in the plane of the cloak). The new cloak works with a TE polarized wave (H-
field vertical and E-field in the plane of the cape). For this non-magnetic cloak, the set of 
parameters is as follows: 
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(a) (b)  
Fig. 5. (a) Spiral coil used by S. Tretyakov in his cloak. (b) schematic view of the cloak. 
This reduced set of parameters holds for a polarization perpendicular to the cylinder axis 
and satisfies the dispersion relation, but not the equality of the wave impedance between the 
vacuum and the cloak. A non-zero reflection is then predictable. In our implementation, the 
radial permittivity profile is designed using the electric response of SRRs by locally 
changing the dimension of resonators, actually only the SRRs gap size. The typical unit cell 
and the effective parameters of discrete SRRs at the design frequency (11 GHz) are 
presented in Fig. 6. While SRRs (embedded in the host medium) are used to achieve the 
radial variation of the permittivity function, the azimuthal permittivity is mainly 
implemented by the permittivity of the host medium itself since SRRs have no electric 
response in this direction. The realized cloak is composed of 15700 elementary SRRs. The 
cylindrical shell is divided in 20 annular regions of equal thickness (lr=4.5 mm) with a linear 
radial variation of the permittivity from 0 to 1 (from the inner to the outer boundary of the 
cloak) and 157 stripes separated by an angle of about 2.3° (Fig.7 (a)). The inner and outer 
radius of the cloak are a=6 cm, b=15 cm and the cloak height is 2.25 cm corresponding to 
5×lz i.e. 5 SRR layers. For this set of parameters the reflection coefficient Rp is very weak, 
equal to 0.0625. The SRRs within a given annular region are identical and designed to have 
the proper local radial permittivity. The host medium, a commercially available resin is an 
important design component (closely linked to εθ). Its permittivity has been measured and 
found to be equal to εresin= 2.75. The SRRs have been printed on a dielectric substrate (as 
seen in the picture of Fig.1 (c)) with a permittivity close to the resin’s one. We chose RO3003 
with εsubstrate= 3±0.04 and a dielectric loss tangent at 11 GHz of about 0.0013. The 157 stripes 
were arranged in a moulded water-tight polymeric matrix designed accordingly (Fig. 7 (a)).  
In contrast with previously reported structure, the measurements are performed in free 
space and not in a waveguide configuration(Fig. 7b). A loop antenna, consisting of a circular 
coil made of the inner conductor of a SMA cable has been designed to map the magnetic 
field (Hz). The magnetic field is output from the X-band horn antenna. Both antennas are 
connected to an Agilent 8722ES Vectorial Network Analyzer. The loop antenna position can 
be controlled via an automated Labview program over a surface of 40 cm*40 cm and getting 
for each spatial position of the loop antenna the complex (magnitude and phase) scattering 






Fig. 4. (a) Simulation of the theoretical cloak. (b) simulation of the cloak with reduced 
parameters. (c) simulation of the central metallic cylinder. (d) E field measurement. 
3.3 Others realizations 
The experimental verification of this first cloak has excited the imagination of researchers 
who have tried to extend to other areas in optics but also in acoustics. 
3.3.1 Cloak insensitive to the polarization 
In the field of electromagnetics, few achievements have been proposed and tested 
experimentally. But there are some exceptions [Guven, 2008, Kante, 2008, Kante, 2009]. In 
reference [Guven, 2008], S. Tretyakov and his team tried to design a cloak based on spiral 
type resonators and the principle of homogenization. These coils act as a combination of an 
electric and a magnetic dipole. They can therefore meet the criteria to realize the material of 
the cloak. Fig. 5a shows the unit spiral resonator cell used by S. Tretyakov and Fig. 5b 
illustrates the distribution of the resonators in the cloak. The realization of the cloak is 
simpler than that of Smith and is supposed to work for both TM and TE polarizations of the 
incident wave with the disadvantage of its large size compared to the cloaked object. 
3.3.2 Cloak based on the electric resonance of the SRR 
In the references [Kante, 2008, Kante, 2009] the principle is completely different. Instead of 
using the magnetic resonance of the resonators of Pendry, the authors use the electrical 
resonance of these resonators. Smith’s cloak works for a TM polarization (E-field vertical 
and H-field in the plane of the cloak). The new cloak works with a TE polarized wave (H-
field vertical and E-field in the plane of the cape). For this non-magnetic cloak, the set of 
parameters is as follows: 














  (9) 
 
Space Coordinate Transformation and Applications 
 
119 
(a) (b)  
Fig. 5. (a) Spiral coil used by S. Tretyakov in his cloak. (b) schematic view of the cloak. 
This reduced set of parameters holds for a polarization perpendicular to the cylinder axis 
and satisfies the dispersion relation, but not the equality of the wave impedance between the 
vacuum and the cloak. A non-zero reflection is then predictable. In our implementation, the 
radial permittivity profile is designed using the electric response of SRRs by locally 
changing the dimension of resonators, actually only the SRRs gap size. The typical unit cell 
and the effective parameters of discrete SRRs at the design frequency (11 GHz) are 
presented in Fig. 6. While SRRs (embedded in the host medium) are used to achieve the 
radial variation of the permittivity function, the azimuthal permittivity is mainly 
implemented by the permittivity of the host medium itself since SRRs have no electric 
response in this direction. The realized cloak is composed of 15700 elementary SRRs. The 
cylindrical shell is divided in 20 annular regions of equal thickness (lr=4.5 mm) with a linear 
radial variation of the permittivity from 0 to 1 (from the inner to the outer boundary of the 
cloak) and 157 stripes separated by an angle of about 2.3° (Fig.7 (a)). The inner and outer 
radius of the cloak are a=6 cm, b=15 cm and the cloak height is 2.25 cm corresponding to 
5×lz i.e. 5 SRR layers. For this set of parameters the reflection coefficient Rp is very weak, 
equal to 0.0625. The SRRs within a given annular region are identical and designed to have 
the proper local radial permittivity. The host medium, a commercially available resin is an 
important design component (closely linked to εθ). Its permittivity has been measured and 
found to be equal to εresin= 2.75. The SRRs have been printed on a dielectric substrate (as 
seen in the picture of Fig.1 (c)) with a permittivity close to the resin’s one. We chose RO3003 
with εsubstrate= 3±0.04 and a dielectric loss tangent at 11 GHz of about 0.0013. The 157 stripes 
were arranged in a moulded water-tight polymeric matrix designed accordingly (Fig. 7 (a)).  
In contrast with previously reported structure, the measurements are performed in free 
space and not in a waveguide configuration(Fig. 7b). A loop antenna, consisting of a circular 
coil made of the inner conductor of a SMA cable has been designed to map the magnetic 
field (Hz). The magnetic field is output from the X-band horn antenna. Both antennas are 
connected to an Agilent 8722ES Vectorial Network Analyzer. The loop antenna position can 
be controlled via an automated Labview program over a surface of 40 cm*40 cm and getting 
for each spatial position of the loop antenna the complex (magnitude and phase) scattering 






Fig. 6. (a) Unit cell. (b) The dimensions of a typical square SRR are: L=3.6 mm, w=0.3 mm 
and copper thickness t=35 µm. The SRRs gap g and lθi, are the only varying parameters. lθi 




Fig. 7. (a) Realized metamaterial cloaking device (b) Picture of a portion of the experimental 
setup with the loop antenna mapping the magnetic field at the bottom surface of the cloak. 
structure, it is difficult to access the internal field. Instead, the bottom surface of the cloak 
(see Fig. 8d) has been scanned taking profit of the continuity of field at this boundary in 
quasi-contact mode. The first measurement maps the magnetic field of the free space 
radiation from the horn antenna (Fig. 8(a)). The second and third measurements use a 
metallic cylinder alone (diameter 12 cm) (Fig. 8(b)) and surrounded with the cloak (outer 
diameter 30 cm) (Fig. 8(d)). The results are presented in Fig. 8 (real part of the complex 
transmission). The quasi-cylindrical wave output from the horn antenna is nicely resolved in 
our measurement (Fig. 8(a)). In presence of the metallic cylinder, the scattering and 
shadowing effects can be clearly observed in Fig. 8(b) as well as interferences between the 
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incident and reflected beams. Fig. 8(d) shows that in the presence of the cloak, the 
shadowing effect of the metallic cylinder is suppressed and the wave fronts are maintained 
thus demonstrating the cloaking effect. For comparison, simulation result using commercial 
finite element code (Comsol Multiphysics) for a cloak with the reduced parameters of 
equations [Kante, 2009]. is reported in Fig. 8(c). The fact that a non-zero field is detected in 
the central region of Fig. 8(b) and 8(d) results from radiation leakage below the metallic 
cylinder in our measurements. More importantly, the bending and redirection of quasi-
cylindrical wave fronts inside the cloak can be nicely observed as a change in the radius of 
the horn antenna waves fronts in Fig. 8(d). 
 
Fig. 8. Real part of the measured magnetic field output from the horn antenna in free space 
(a) with the metallic cylinder alone (b) and with the cloak surrounding the metallic cylinder 
(d). Finite element simulation exciting the cloak by the appropriate optical excitation 
(Comsol Multiphysics) with the reduced set of parameters presented in equations (1) is 
reported for comparison (c). In all cases, the 11 GHz wave travels from bottom to top. 
3.4 Optical cloaks 
3.4.1 Propositions of V. Shalaev 
In the reference [Cai, 2008], V. Shalaev proposes two possible achievements of cloaks in the 






Fig. 6. (a) Unit cell. (b) The dimensions of a typical square SRR are: L=3.6 mm, w=0.3 mm 
and copper thickness t=35 µm. The SRRs gap g and lθi, are the only varying parameters. lθi 




Fig. 7. (a) Realized metamaterial cloaking device (b) Picture of a portion of the experimental 
setup with the loop antenna mapping the magnetic field at the bottom surface of the cloak. 
structure, it is difficult to access the internal field. Instead, the bottom surface of the cloak 
(see Fig. 8d) has been scanned taking profit of the continuity of field at this boundary in 
quasi-contact mode. The first measurement maps the magnetic field of the free space 
radiation from the horn antenna (Fig. 8(a)). The second and third measurements use a 
metallic cylinder alone (diameter 12 cm) (Fig. 8(b)) and surrounded with the cloak (outer 
diameter 30 cm) (Fig. 8(d)). The results are presented in Fig. 8 (real part of the complex 
transmission). The quasi-cylindrical wave output from the horn antenna is nicely resolved in 
our measurement (Fig. 8(a)). In presence of the metallic cylinder, the scattering and 
shadowing effects can be clearly observed in Fig. 8(b) as well as interferences between the 
 
Space Coordinate Transformation and Applications 
 
121 
incident and reflected beams. Fig. 8(d) shows that in the presence of the cloak, the 
shadowing effect of the metallic cylinder is suppressed and the wave fronts are maintained 
thus demonstrating the cloaking effect. For comparison, simulation result using commercial 
finite element code (Comsol Multiphysics) for a cloak with the reduced parameters of 
equations [Kante, 2009]. is reported in Fig. 8(c). The fact that a non-zero field is detected in 
the central region of Fig. 8(b) and 8(d) results from radiation leakage below the metallic 
cylinder in our measurements. More importantly, the bending and redirection of quasi-
cylindrical wave fronts inside the cloak can be nicely observed as a change in the radius of 
the horn antenna waves fronts in Fig. 8(d). 
 
Fig. 8. Real part of the measured magnetic field output from the horn antenna in free space 
(a) with the metallic cylinder alone (b) and with the cloak surrounding the metallic cylinder 
(d). Finite element simulation exciting the cloak by the appropriate optical excitation 
(Comsol Multiphysics) with the reduced set of parameters presented in equations (1) is 
reported for comparison (c). In all cases, the 11 GHz wave travels from bottom to top. 
3.4 Optical cloaks 
3.4.1 Propositions of V. Shalaev 
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Fig. 9. Proposition of an invisibility cloak for a TE polarization (a) and a TM one (b). 
The first one corresponds to a TE polarization. For this polarization, the main parameters are: 
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Instead for the TM polarization the main parameters are: 
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In these expressions g(r) is the relation between the intial space and the final one. For 
example in the case of a cylindrical cloak : 
 r g(r ) (1 a / b)r a= ′ = − ′ +  (12) 
In the case of a TM polarization, where ε must vary between the inside and outside of the 
cloak, Shalaev proposes to use an effective permittivity given by Wiener relations, varying 
between the permittivity of a metal (in this case silver or silicon carbide) and that of a 
dielectric, which can vary with the wavelength of work (like silica or barium fluoride) 
(Figure 9(a)). 
For the TE polarization, where the permeability must vary, the material used can be silicon 
carbide with the shape of rods embedded in air, which seems to be a bit unrealistic at visible 
wavelengths. However no practical realization has been proposed. 
3.4.2 Other optical cloak for TE polarization 
In reference [Kante, 2008] another proposal is to use the electromagnetic properties of metal 
cut wires. This proposal concerns only the TE polarization, and is directly correlated to the 
proposed cloak in the microwave region [10] by replacing the resonators of Pendry by gold 
nanowires.  
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Indeed, the magnetic resonators of Pendry and the nanowires are equivalent for a TE 
polarized incident wave, where the electric field is parallel to the long side of the 
resonator or to the wire. The invisibility cloak that was made in the microwave domain 
and that operates at 11GHz can be implemented in optics by replacing the resonators used 
in microwave by gold nanowires (Fig. 10). This figure shows a detail of the cape made 
using the magnetic resonators of Pendry (Fig. 10 (a)), the simulation of the cloak at 1.5 
microns (Fig. 10 (b)), a gold nanowire for a TE polarization of the incident wave (Fig. 10 
(c)), the equivalent parameters of the nanowire around its first resonance frequency (Fig. 
10 (d)), and a schematic view of the cape in which the resonators are replaced by gold 
nanowires. 
3.5 Cloak with arbitrary shapes 
The principles used in the cylindrical cloaks described above can be generalized to a variety 
of different shapes. The figure below is taken from reference [Nicolet, 2008] where a Fourier 
expansion is used to access to convex shapes. Reference [Rahm, 2008] proposes a square 
cloak (Figure 12a), which has been generalized to a polygonal cloak in [Tichit, 2008] (Figure 
12b), then to an elliptical one (Figure 12c). 
3.6 Broadband cloak 
The major disadvantages of the first invisibility cloak were the narrow frequency-operating 
band and the extreme values of electromagnetic parameters needed. Various attempts have 
then been proposed to achieve broadband cloaks, or to design cloaks with more realistic 
parameter values. The most amazing proposition was suggested by U. Leonhardt who 
proposed to benefit from a non-Euclidean geometry to achieve the broadband [Leonhardt, 
2009]. A. V. Kildishev also proposed an approximate solution to achieve a broadband cloak 
[Kildishev, 2008]. Following the preceding reference, we show the transition from a two-
dimensional "conventional" cloak (Figure 13a) to a non-Euclidean one, namely a sphere 
replacing a single circle (Figure 13b). In the broadband cloak proposed by Shalaev, the 
principle is simple: light follows a different path depending on the operating frequency 
(Figure 13c).  
Recently other concepts of broadband invisibility cloaks based on the use of broadband non-
resonant metamaterials have been proposed [Qiu, 2009, Feng, 2011] (figure 14). These recent 
works are based on the use of materials made of broadband dielectric multilayer where the 
electromagnetic parameters are extracted using the relations of Wiener on one-dimensional 
multi-layer materials. Figure 14 shows an example of a dielectric multi-layer structure used 
in a cylindrical invisibility cloak. Each concentric layer is constituted by a sub-layer of 
permittivity εA and a sub-layer of permittivity εB and η is the thicknesses ratio of the two 
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Fig. 10. (a) Cloak made of resonators of Pendry for the TE polarization of the incident field. 
(b) Simulation of this cloak at 1.5µm. (c) gold nanowire in TE polarization. (d) Variation of 
the effective permittivity and permeability of the wire as a function of frequency for a 
nanowire with 300nm length and a width and height of 50 nm on silicon. (e) Portion of the 
infra-red cloak made by a juxtaposition of gold nanowires on silicon. 
 




Fig. 11. Electric field radiated by a point source illuminating a cloak whose the shape is 








Fig. 12. (a) Squared invisibility cloak [Rahm, 2008]. (b) polygonal cloak [Tichit, 2008]. (c) 





















Fig. 10. (a) Cloak made of resonators of Pendry for the TE polarization of the incident field. 
(b) Simulation of this cloak at 1.5µm. (c) gold nanowire in TE polarization. (d) Variation of 
the effective permittivity and permeability of the wire as a function of frequency for a 
nanowire with 300nm length and a width and height of 50 nm on silicon. (e) Portion of the 
infra-red cloak made by a juxtaposition of gold nanowires on silicon. 
 




Fig. 11. Electric field radiated by a point source illuminating a cloak whose the shape is 








Fig. 12. (a) Squared invisibility cloak [Rahm, 2008]. (b) polygonal cloak [Tichit, 2008]. (c) 













Fig. 13. (a) Classical cylindrical cloak. (b) Cloak in a non-Euclidian space. (c) Principle of the 
broadband cloak proposed by Shalaev : the light path changes following the frequency. 
 
   (a)                (b) 
Fig. 14. (a) TM plane wave incident on a PEC cylinder surrounded by concentric multilayers. 
The inner and outer radii of the shell are a and b, respectively. (b) The total magnetic field 
distribution for an optimized six-layer cloak.  
A TM plane wave is incident on a PEC cylinder surrounded by concentric multilayers as 
shown in Fig. 14a. The inner and outer radii of the shell are a and b, respectively. The total 
magnetic field distribution for an optimized six-layer cloak is presented in Fig. 14b. The 
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main difficulty in this kind of design is the realization of permittivity lower than 1. This 2D 
approach was also generalized to a 3D cloak [Qiu, 2009]. 
3.7 Acoustic cloak 
The transposition of the concept of electromagnetic cloak in acoustics has been proposed by 
several research laboratories in 2007 and 2008 [Torrent, 2007, Chen, 2007, Fahrat, 2008, 
Cummer, 2008], and particularly by the Fresnel Institute at University of Marseille. The 
variables considered here are the scalar pressure p, the fluid velocity, the density ρ0, the 
tensor density and modulus of the fluid density λ. As for the electromagnetic cloak, we have 
a variation of the above parameters in spherical coordinates as in the set of equations (13) 
where ρr and ρφ are the components in the plane of the relative bulk density ρ, relative to ρ0. 
This example shows the versatility of the concept that can be applied to all media where a 
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Fig. 15. (a) The principle of acoustic cloak proposed in [Cummer, 2008]. (b) Real part of the 

























4. Others applications of the space coordinate transformation 
4.1 Antennas 
The space coordinate transformation was proposed initially by J. Pendry and U. Leonhardt 
to design invisibility cloaks. This transformation of space was then used to design new 
devices including microwave antennas. The principle of these antennas is as follows: we 
define an initial space in which there is an emitter and a transformed space connected by a 
geometric transformation to the original space. The transformed space is realized to control 
the field emitted outside by the antenna. The new coordinates of the transformed space x ', 
y' and z 'are expressed in terms of x, y, z of the initial space 
 x’=x’(x,y, z), y’=y’(x,y, z), z’=z ‘(x,y, z)  (14) 




J J Jε ε −′ =  
1(det )
T
J J Jμ μ −′ =  (15) 
where ε  is the permittivity tensor, μ  the permeability tensor and J  the Jacobian matrix 
defined by 
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In the initial space, an antenna emits a certain type of radiation. This radiation is then 
modified by the transformation of the space in which it propagates. Several examples have 
been proposed in recent papers [Kong,2007, Tichit, 2009, Tichit, 2011, Rui, 2011, Cui 2011]. 
4.1.1 1st example: Parabolic transformed antenna 
An example of a directional antenna is given below [Kong, 2007], where a parabolic space is 





Fig. 16. (a) Initial parabolic space and transformed rectangular space. (b) Variation of the 
electromagnetic parameters µx, µy et εz of the transformed space. 
Figure 16b shows the variations of the calculated electromagnetic parameters. Figure 17 
shows the radiation of a horn in the transformed space. In this example, the benefit of the 
transformation of space is not real in the sense that the obtained antenna has almost the 
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realized and the far-field radiation patterns have not been presented. However, space 
coordinate transformation can be used to design antennas more compact than conventional 
ones. This is the case of the antenna proposed theoretically in reference 23 and 





Fig. 17. (a) Horn antenna emitting in the parabolic space. (b) horn antenna emitting in the 
transformed space. In both cases the near fields are almost equivalent. 
4.1.2 2nd example: Directive antenna 
The 2nd example concerns the transformation of an isotropic antenna into a directive one 
[Tichit, 2009, Tichit, 2011]. This isotropic antenna is taken as an infinite radiating wire. The 
initial space is then supposed to be the cylindrical space surrounding the wire. The 
transformed space is a rectangular one as illustrated in Figure 18. After the transformation, 
the radiating wire in the cylindrical space is then comparable to a plane source radiating in 
the rectangular space. 
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Fig. 18. Initial cylindrical space with the radiating monopole (left) and the transformed 
space (right) with the transformed plane source. 
Figure 19 shows the variations of the electromagnetic parameters εxx, εyy , and μzz needed to 
achieve the space transformation. The expressions of these parameters are as follows: 
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where d, e and L are the geometrical dimensions of the initial and transformed spaces.  
 
Fig. 19. Variations of the electromagnetic parameters of the transformed space: (a) εxx, (b) εyy , 
et (c) εzz.  
The expressions of the electromagnetic parameters vary continuously, and remain limited to 
reasonable values. Figure 20 shows the calculated magnetic field at 5, 10 and 40 GHz. The 
directivity of the antenna increases as the frequency rises. The dimensions of the antenna are 
shown in Figure 20a. One can observe that there is no reflection between the metamaterial 
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Fig. 20. Magnetic field cartography for a TM wave polarization calculated at (a) 5, (b) 10 and 
(c) 40 GHz. 
The practical realization of this antenna, however, requires a simplification of these 
parameters. One solution proposed recently is to use a discrete variation of these 
parameters. The simplification is performed with a conservation of the propagation 
equation. The following set of parameters is then obtained: 
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 
 (19) 
The material needed must have a variable permittivity in the direction of propagation Ox. 
The other parameters remain constant. Figure 21a shows a detail of the material used to 
make the variable permittivity, and the fabricated antenna prototype for an operation near 
10 GHz. Figure 21b shows the performances of this antenna. It can be observed that the 
radiation pattern of the antenna is not affected by the simplification and the discretization of 









Fig. 21. (a) Normalized measured radiation pattern of the antenna. (b) detail of the 
metamaterial and of the realized antenna. 
4.1.3 3rd example: Broadband Fresnel antenna 
The previous antenna made use of resonant metamaterials. Then its bandwidth is inherently 
narrow. An interesting broadband operation proposal was recently presented by Y. Hao 
[Rui, 2011]. A broadband Fresnel lens can be realized using a multilayer dielectric structure. 
The permittivities of the different layers are calculated using space coordinate 
transformation. Figure 22 shows an example of such antenna. The performances are 
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Fig. 22. I/ Schematic showing of the transformed zone plate lens antenna. (a) 2D hyperbolic 
lens with nearly orthogonal mapping. (b) 2D flat lens with the permittivity map consisting 
of 110×20 blocks. (c) 2D flat lens with the permittivity map consisting of 22×4 blocks. (d) 3D 
transformed zone plate lens antenna. II/ The radiation patterns of the conventional 3D 
hyperbolic lens, 3D phase-correcting Fresnel lens and 3D transformed zone plate lens at (a) 
20 GHz, (b) 30 GHz, (c) 40 GHz. (d) The comparison of the bandwidth performance of 3D 
phase-correcting Fresnel lens and 3D transformed zone plate lens from 20 GHz to 45 GHz 
4.1.4 4th example: Three-dimensional metamaterial lens antennas 
The proposal of T.J. Cui to realize a lens using variable index material so as to focalize the 
beam of a waveguide is also an interesting application of transformation optics [Cui, 2011]]. 
Figure 23 shows a photo of the realized prototype and the performances of this lens in X 
band. The antenna presents two main advantages: the broadband behavior of the dielectric 
and the easiness of the realization (at microwave frequencies). Indeed the index gradient is 
realized with an array of variable size closed square rings printed on a dielectric substrate. 
Remains the classical drawback of the impossibility to realize an index lower than 1. 
4.2 Circuits 
M. Rahm proposed in [Rahm, 2008] a general method to achieve an invisibility cloak. But he 
also proposed the implementation of energy concentrator. Figure 24a shows a simulation of 
such a device. In [Lin, 2008], L. Lin proposed a number of applications such as a phase 
transformer to transform a cylindrical wavefront to a plane wavefront (Figure 24b) or a 
power divider (Figure 24c). In [Huangfu, 2008], J. Huangfu proposed a method to achieve 
wave guiding without reflection at 90° bends (Figure 24d). 
 




Fig. 23. (a) The 3D flat-lens antenna made of gradient index metamaterial. The aperture size 
is 9.6 cm. (b) The measured far-field radiation patterns of the 3D metamaterial flat lens 
antenna in the X band. 
Other devices were recently proposed in the domain of the optical waveguiding devices 
[Ghasemi, 2010, Liu, 2008]. The proposal in [Ghasemi, 2010] tends to answer to a main 
drawback of use of metallic metamaterials at optical frequencies which is their high losses. 
A promising approach consists in creating hybrid photonic structures in which metallic 
parts are coupled with dielectric (and almost lossless) waveguides. In this configuration, 
useful functionalities are obtained by allowing just enough light to interact with the metallic 
parts of the system. The remaining part of the energy propagates in the dielectric 
waveguide, thereby considerably mitigating the losses. Figure 25 shows a mode adapter 
designed using this approach. The mode adapter allows the transition of the energy flow 
from a large SOI ridge waveguide to a narrower one. The taper has been achieved using the 
method of transformation optics. Although the authors simply considered a 2D 
transformation, they show that this structure can effectively act upon the three dimensional 
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Fig. 24. (a) Energy concentrator proposed in the reference 12. (b) Phase Transformer between 
2 regions. (c) Power divider. (d) 90° waveguide bend without loss. 
4.3 Broadband carpet cloak 
4.3.1 Microwave broadband carpet cloak 
D. R. Smith has recently proposed a broadband cloak that can be adjusted to any object 
placed on the ground [Valentine, 2009]. This cloak allows to reconstruct the reflection of 
light incident on an object in order to make as if the object was not present. The object must 
however have dimensions small compared to the dimensions of the cloak. Figure 26a 
illustrates the operating principle of the cloak. Figure 26b gives a picture of its 
implementation and shows the pattern of the material permittivity variable used. The idea is 
to change the optical path followed by the reflected beam. The carpet cloak reconstructs the 
reflected beam as it is when no object is placed on the ground. This is clearly shown in 
Figure 26a: in I the ground reflects an incident beam without obstacle, in II the beam is 
reflected in the presence of an obstacle, in III the reflected beam consists of parallel rays 
reconstructed by the cloak covering the obstacle. 
 


















Fig. 25. (a) Geometry of the mode adapter considered in this study; (b) cross-sectional view 
of the input SOI ridge waveguide; (c) cross-sectional view of the mode adapter. (d) 
Transition from the large to the narrow waveguide using a mode adapter. The y-component 
of the electric field is shown in the x-y plane located halfway through the Si slab. 
4.3.2 Optical carpet cloak 
The same principle can be applied in infrared and visible domains [Gabrielli, 2009, 
Greenleaf, 2007, Cheng, 2009]. In reference [Gabrielli, 2009], the authors present the 
realization and the characterization of a carpet cloak operating in the optical domain. Figure 
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Fig. 26. Principle of the carpet cloak: in I the ground reflects an incident beam without 
obstacle, in II the beam is reflected in the presence of an obstacle, in III the reflected beam 
consists of parallel rays reconstructed by the cloak covering the obstacle. (b) View of the 
realized carpet cloak and the metamaterial unit cell with variable permittivity used in the 
carpet. 
 
Fig. 27. Principle (a) and realization (b) of an optical carpet cloak on silicon. 
Figure 28 shows the carpet cloak operating at a wavelength of 1,540 nm, for an incident 
Gaussian beam reflected from a curved reflecting surface. Similar reflection characteristics 
can be observed when compared to a reflection on a flat surface. 
 




Fig. 28. Optical carpet cloaking at a wavelength of 1,540 nm: The results for a Gaussian beam 
reflected from a flat surface (a), a curved (without a cloak) surface (b) and the same curved 
reflecting surface with a cloak (c). 
4.4 Electromagnetic wormhole and other cosmological objects 
One of the most amazing applications has been proposed by A. Greenleaf [Greenleaf, 2007]. 
He imagined to create a wormhole using electromagnetic invisibility cloak able to link two 
remote areas of space and ensures the propagation of an electromagnetic wave between 
both regions invisible from the outside. Figure 29 shows a schematic illustration of the 
wormhole where its exterior deflects the incident electromagnetic waves and a section of the 
wormhole showing a wave propagating inside. 
 
Fig. 29. (a) A schematic illustration of the wormhole whose exterior cloak deflects the 
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4.4 Electromagnetic wormhole and other cosmological objects 
One of the most amazing applications has been proposed by A. Greenleaf [Greenleaf, 2007]. 
He imagined to create a wormhole using electromagnetic invisibility cloak able to link two 
remote areas of space and ensures the propagation of an electromagnetic wave between 
both regions invisible from the outside. Figure 29 shows a schematic illustration of the 
wormhole where its exterior deflects the incident electromagnetic waves and a section of the 
wormhole showing a wave propagating inside. 
 
Fig. 29. (a) A schematic illustration of the wormhole whose exterior cloak deflects the 










Fig. 30. (a) Distributions of electric fields |Ez| for the designed black hole at the frequency 
of 18 GHz: The full-wave simulation result under the on-center incidence of a Gaussian 
beam. (b) The full-wave simulation result under the off-center incidence of a Gaussian beam. 
(c) Photograph of the fabricated artificial black hole based on metamaterials, which is 
composed of 60 concentric layers, with ELC structures in the core layers and I-shaped 
structures in the shell layers. 
5. Conclusion and outlooks 
The potential applications of the space coordinate transformation seem to be very various. 
The examples presented in this chapter show their usefulness, even if they are still far from 
industrial achievements. Also it appears that these applications can be transposed to any 
frequency. The conventional metamaterials used in the microwave region are metal-
dielectric structures. However metals have different present high losses at infrared and 
optical frequencies. Therefore the applicability will differ greatly between the microwave 
domain on one hand, and optical frequencies on the other. In the optical domain, the 
problem is mainly the achievement of materials with metallic patterns having sizes of about 
one-tenth of the wavelength (a few hundred nanometers) and the control of their geometry 
[Soukoulis, 2011]. The other problem is the losses of the metallic metamaterials at optical 
wavelengths. Innovative approaches have recently been proposed to solve partially this 
problem. But the problem is not completely solved. 
In the microwave field, the achievements seem easier as they involve usually inexpensive 
materials, and metallic parts of the metamaterials present low losses at these frequencies. 
But they depend strongly on the complexity of the electromagnetic parameters to achieve. In 
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the rare realizations proposed in literature, these parameters have been simplified, and often 
the impedance matching has been sacrificed to obtain a feasible material. The metamaterial 
based design encountered in this case the problem of reflection losses, and are already 
comparable to existing solutions that have proved their performances, for example in the 
field of antennas. Another difficulty is the narrow bandwidth of the metamaterials used, in 
particular those based on resonant structures of the type of split ring resonators of Pendry. 
In reality this is not really a problem, because broadband metamaterials can be realized from 
composite metamaterials [Djermoun, 2007], or by using all dielectric structures.  
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1. Introduction  
Recently, metamaterials have attracted a great deal of attention due to their unusual 
properties not seen in naturally occurring materials, such as negative refraction (Lezec et al., 
2007; Pendry, 2000; Veselago, 1968), superlensing (Grbic & Eleftheriades, 2004) and cloaking 
(Leonhardt 2006; Pendry et al., 2006), etc. These unusual properties are derived from the 
resonant structures in their artificial building blocks. The resonant structures interact with 
the wave, but their small size prevents them from being “seen” individually by the wave 
with wavelength inside the background much larger than the size of the structures (Pendry 
& Smith, 2006). Thus, the properties of a metamaterial can be described with homogenized 
parameters or effective medium parameters. The theory that links the microscopic resonant 
structures to their effective medium parameters is called the effective medium theory 
(EMT). For example, the left-handed metamaterial consisting of a periodic array of split ring 
resonators and conducting thin wires has been successfully demonstrated that, in a frequency 
regime, it behaves like a homogeneous medium exhibiting negative effective permittivity, 
effε , and negative effective permeability, effμ , simultaneously (Pendry et al., 1999, 1996). 
Since the refractive index is defined as eff eff effn ε μ= , negative refraction is a 
consequence of double negativity in permittivity and permeability. This example shows 
how effective medium parameters of particular resonant structures can be used to describe 
unusual properties of a metamaterial. In turn, a valid and accurate EMT provides an 
efficient and systematic tool to design and engineer the resonant structures according to 
certain desired metamaterial properties. During the development of metamaterials, there 
has always been a continuous effort to find an appropriate EMT for metamaterials such that 
various novel phenomena can have a theoretical explanation. One can obtain the effective 
parameters from some phenomenological results, such as transmission and reflections 
(Baker-Jarvis et al., 1990; Smith et al., 2002), and wave propagation (Andryieuski et al., 2009), 
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1. Introduction  
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various novel phenomena can have a theoretical explanation. One can obtain the effective 
parameters from some phenomenological results, such as transmission and reflections 
(Baker-Jarvis et al., 1990; Smith et al., 2002), and wave propagation (Andryieuski et al., 2009), 





parameters. Therefore, EMTs with physical insights can be regarded as theoretical 
foundations of metamaterials. 
The development of EMT has seen a long history accompanied by various approaches. A 
famous one for electromagnetic (EM) waves is the Maxwell-Garnett theory (Sheng, 2006), 
which is valid in the quasi-static limit, aka the zero frequency limit. The quasi-static limit 
requires the wavelengths inside the scatterer, the host, and the effective medium to all be 
very large compared to the size of the building block (Lamb et al., 1980). However, for 
metamaterials, the wavelength inside the scatterer could be smaller than the size of the 
building block and thus lead to resonances at low frequencies. This results in the failure of 
the widely used quasi-static EMT. Nevertheless, as long as the wavelength in the effective 
medium is still large compared to the size of the building block, there exists an effective 
medium description as the wave still cannot probe the fine structures of the building blocks. 
In this context, another limit is introduced, which is the long wavelength limit. Compared 
with the quasi-static limit, the long wavelength limit does not have restrictions on the 
wavelength inside the scatterer, while the wavelengths inside the host and the effective 
medium should still be large (Lamb et al., 1980). In the study of metamaterials, one aspect is 
to develop EMTs that are valid in the long wavelength limit. In this chapter, we will focus 
on the recent developments of EMTs for elastic metamaterials. 
1.1 Effective medium theories for electromagnetic metamaterials 
Though our focus is on elastic metamaterials, it is necessary to briefly review the EMTs for 
EM metamaterials to offer a systematic picture of the EMTs. Ever since the birth of EM 
metamaterials, EMTs have played an integral role in designing metamaterials and 
explaining their unusual properties. The EMTs for EM metamaterials can be broken down 
into one of several classes. In one class, the effective parameters are obtained from the 
average of the computed eigenfields in the unit cell (Chern & Chen, 2009; Chui & L. Hu, 
2002; Pendry et al., 1999; Smith & Pendry, 2006). This method gives inherently nonlocal 
parameters, i.e. parameters that depend on not only frequency but also the Bloch wave 
vector. For metamaterials with a good effective medium approximation, the nonlocality may 
be ignored. This method is especially helpful for use with metamaterials with complicated 
unit structures, such as split rings. Another class of EMTs is called the coherent potential 
approximation (CPA) method. In this method the effective medium is taken as the 
background embedded with the scatterer in the unit cell and by implying zero scattering, 
some elegent formulas of the effective parameters have been obtained (X. Hu et al., 2006; Jin 
et al., 2009; Wu et al., 2006). This method currently only works for scatterers with isotropic 
geometry, but it is very accurate in the long wavelength limit even at relatively high 
frequencies. Interestingly, the obtained effective parameters do not have any imaginary 
parts if the system does not have any absorption. Similar formulas can also be obtained from 
the multiple-scattering theory (MST) (Chui & Lin, 2008; Wu & Z. Zhang, 2009). The MST, 
which will be introduced in Section 2, is capable of producing the dispersion relations of a 
periodic structure. From dispersion relations, the effective wave speed can be easily 
calculated while the impedance still remains unknown. Recently, other methods have 
appeared, such as the quasimode method (Sun et al., 2009) and the first-principles method 
(Andrea, 2011).  
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1.2 Effective medium theories for acoustic metamaterials 
While the field of EM metamaterial has developed rapidly during the past decade, one of its 
counterparts, denoted as acoustic metamaterial has also seen fast growth (Ding et al., 2007; 
Fang et al., 2006; Lee et al., 2010; Yang et al., 2008). The acoustic metamaterial is designed to 
manipulate acoustic waves (Chen et al., 2010; Lu et al., 2009). Analogous to EM 
metamaterials, there are two material parameters that describe the wave propagation, which 
are bulk modulus, κ , and mass density, ρ . In two dimensions (2D), if the constituents of the 
metamaterials are all fluids, the governing equation can be mapped into 2D EM equations 
so that the EMT for 2D acoustic metamaterials is the same as that for 2D EM metamaterials. 
If the scatterers in acoustic metamaterials are solid, the shear modulus of the scatterers can 
be ignored when the longitudinal velocity contrast between the scatterer and the host is high 
(Kafesaki & Economou, 1999). In this case, the scattering property is basically the same as 
the EM cases. The mapping from the EM waves to acoustic waves facilitates the 
development of EMTs which have also been extensively studied by using various types of 
methods. MST (Mei et al., 2006; Torrent et al., 2006) and the CPA (Kafesaki et al., 2000; Li & 
Chan, 2004) represent two classes of them. Exciting news also came from the experimental 
realizations of acoustic metamaterials, such as acoustic negative refraction (S. Zhang et al., 
2009) and acoustic cloaking(S. Zhang et al., 2011). 
1.3 Effective medium theories for elastic metamaterials 
The term elastic metamaterial refers to those metamaterials which are able to sustain not 
only longitudinal but also shear waves in their effective media. It is well-known that the 
EMT for an elastic composite in the quasi-static limit is anisotropic in general. The only 
exception is the hexagonal lattice in two dimensions (Landau & Lifshitz, 1986; Royer & 
Dieulesaint, 1999; Wu & Z. Zhang 2009). Even for this case, the EMT involves the 
determination of three effective parameters, i.e., mass density, ρ , bulk modulus, κ , and 
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1.2 Effective medium theories for acoustic metamaterials 
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and negativities in various effective moduli can give rise to many types of novel wave 
propagation behaviors that are unseen in normal solids (Lai et al., 2011).  
Within the scope of this chapter, all the EMTs mentioned above are limited to linear 
elastodynamics and do not consider the micro-structure introduced local rotation (Milton & 
Willis, 2007). 
2. Scattering properies of elastic metamaterials  
In order to illustrate EMTs and symmetry properties of elastic metamaterials, we start 
with a simple case where the resonant scatterer in a building block is homogeneous. More 
complicated scatterers will be discussed in Section 5. The elastic metamaterial considered 
here is composed of cylindrical inclusions of radius sr  with mass density sρ , shear 
modulus sμ , and bulk modulus sκ , embedded in an isotropic matrix, whose material 
parameters are denoted by ( 0ρ , 0μ , 0κ ). In two dimensions, the bulk modulus, κ, is 
related to the shear modulus through the relation κ λ μ= + , where λ  represents the 
Lamé constant (Royer & Dieulesaint, 1999). Due to the translational symmetry along the 
cylinder’s axis, denoted as z-axis, the elastic modes in the system can be decoupled into a 
scalar part, which is also called shear horizontal mode with vibrations along the z-axis, 
and a vector part, i.e.,xy-mode with vibrations in the x-y plane. xy-mode is a mixed 
polarization of quasi-longitudinal and quasi-shear vertical modes. Since the shear 
horizontal mode satisfies the scalar wave equation with the same mathematical structure 
as those for acoustic (Krokhin et al., 2003) and 2D EM cases, this part is skipped. Rather, 
the focus is on the more complicated case of the xy-mode whose wave equation is given 
by:  
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 (1) 
where u  is the displacement field. In general, u can be decoupled into a longitudinal part 
and a transverse part, i.e. ˆ( )l t zu eφ φ= ∇ + ∇ ×
 , where lφ  and tφ  are the longitudinal and 
transverse gauge potentials, respectively.  
2.1 Single-scattering, the scattering coefficients 
If there is only one scatterer, the solutions to lφ  and tφ  can be expanded by using Bessel and 
Hankel functions. The wave incident on a single scatterer, p , is:  
 ( )0 0ˆ( ) ( ) ( )  ,p pim imp pincp p m l p m t ptmlm
m
u r a J k r e a zJ k r eθ θ   = ∇ + ∇ ×      
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 (2) 
and the wave scattered by the same scatterer is 
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m
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  , (3) 
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where ( )mJ x and 
(1)( )mH x  are Bessel functions and Hankel functions of the first kind, 
respectively.  
0 0 0 0( )lk ω ρ κ μ= +  and 0 0 0 tk ω ρ μ= represent the longitudinal and transverse wave 
vectors in the matrix, respectively. ω is the angular frequency. ( ),p p pr r θ=  are the polar 
coordinates originating at the center of the scatterer. The longitudinal and transverse waves 
in the matrix are coupled by the scatterings of the scatterers, inside which the displacement 
is given by: 
 ( )ˆ( ) ( ) ( )p pim imp pp p m ls p m ts ptmlm
m
u r c J k r e c zJ k r eθ θ   = ∇ + ∇ ×      
 
, (4) 
where ( )ls s s sk ω ρ κ μ= +  and  ts s sk ω ρ μ=  are the longitudinal and transverse wave 
vectors inside the scatterer, respectively. The coefficients of those Bessel and Hankel 
functions can be determined by considering the elastic boundary conditions which are the 
continuities of the radial and tangential component of the displacement field, i.e., ru  and 
uθ , and the continuities of the stresses, rrσ  and rθσ , at the interface. These continuities on 
the surface of a cylinder relate plmb  and 
p
tmb  to 
p
lma  and 
p










=   ( , ) ,l tα =  (5) 
where mm m mmt D
αβ
αβ δ′ ′= . mD
αβ  are elastic Mie-like scattering coefficients for isotropic 
scatterers and are functions of lsk , tsk , 0lk , 0tk  and sr . The explicit expressions for mD
αβ  can 
be found in (Wu et al., 2007).  
2.2 Periodic structures and multiple-scattering 
For a collection of scatterers, the MST takes full account of the multiple scatterings between 
any two scatterers (Liu et al., 2000a; Mei et al., 2003). The wave incident on the scatterer p is 
contributed by two parts: one is the external incident waves from outside the system, and 
the other part is the scattered waves coming from all the other scatterers inside the system. 
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where ( , )q qr θ  denote qr
  in the polar coordinates originating at the center of scatterer q. 
Here qr
  and pr
  refer to the same spatial point measured from the positions of scatterers q 
and p, respectively. For simplicity, the center of scatterer p is chosen as the origin and the 
position of scatterer q is denoted by qp qp qpR = (R ,Θ )

. Thus, q p qpr r R= −
  . The relation 
between pr
 , qr
  and qpR

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Fig. 1. The spacial relation of pr
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With the help of Graf’s addition theorem (Abramowitz & Stegun, 1972), the Hankel 
functions depicting the scattered wave coming from the scatterer q can be changed into 
Bessel functions describing the wave incident on the scatterer p, which is:  
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Eq. (2) together with Eqs. (5) and (9) leads to the following self-consistent equation:  
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This set of self-consistent equations can be written into the standard form of linear equations 
Ax B= , and the multiple-scattering problem is numerically solved.  
If the scatterers are arranged in a periodic array, the Bloch theorem, 
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 is the Bloch wave vector. For an 
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Eq. (11) has nontrivial solutions if and only if,  
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where 









 represents lattice sums. The solution of Eq. (12) offers the dependence of frequency, ω , on 
the Block wave vector, K

, which is known as the dispersion relation. To solve Eq. (12) for 
dispersion relations, one needs to evaluate the lattice sums first, which can be accomplished 
through several techniques (Chin et al., 1994; Mei et al., 2003). The expression of 
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where a  denotes the lattice constant, Ω is the volume of the unit cell and h h(Q , )ϕ  stands 
for the vector h hQ K K= +
  
 in polar coordinates, and hK

 is the reciprocal lattice vector.  
3. Symmetry properties of elastic metamaterials  
Since the MST is capable of producing accurate dispersion relations for all frequencies, it is a 
good approach in the study of the symmetry properties of an elastic metamaterial. The 
elastic metamaterial is isotropic if its dispersion relation, ( )Kω

,does not depend on the 
direction of K

. In the framework of MST, the dispersion relation can be calculated 
numerically by solving Eq. (12). In the long wavelength limit, both Ka  and 0k a are all much 
smaller than unity and appropriate approximations can be made in the Bessel and Hankel 
functions in the lattice sum ( , ' )β −S m m  and the scattering matrix 'mmtαβ . This simplifies the 
secular equation and benefits the derivation of analytic expression of EMT.  
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0t sk r , 0lk a , 0tk a  and Ka in Eq. (12), it is easy to find that the leading terms are those with 
2m ≤ , where m corresponds to the order of Bessel and Hankel functions and is called the 
angular quantum number. Thus, we only need to consider the terms with 0 4n≤ ≤  in  
Eq. (13), in which the summation 
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where ( ),h KhK φ  denotes the polar coordinates of hK

, the reciprocal lattice vector of the 
lattice. The summation of all nonzero reciprocal lattice vectors in the second term in the 
bracket reveals the dependence of lattice sum on the lattice structure, which influences the 
symmetry properties of the dispersion relations.  
3.1 Isotropic dispersions  
For a 2D hexagonal lattice with a lattice constant a , the reciprocal lattice follows: 
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Here, î  and ĵ  represent the unit vectors along the x- and y-axes in the reciprocal space. 
When 0n ≠ , due to the symmetry of a hexagonal lattice, the summation in the second term 
of Eq. (14) is zero, which can be proved in the following way. For an arbitrarily chosen 
reciprocal lattice vector, 1 1( , )h KhK φ , there always exist five other reciprocal lattice vectors at 
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(14) vanishes after summing over all the non-zero hK
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 and only the first term of Eq.  
(14) survives. When 0n = , the second term in Eq. (14) no longer sums to zero as 1Khine φ− = . 
However, this term can be ignored in the long wavelength limit because compared to the 
first term in Eq. (14) which is on the order of 2ω− , it is on the order of 0ω . Thus, Eq. (14) is 
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Substituting Eq. (16) into Eq.(12), we find the following two roots: 
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where  llmD  is the Mie-like scattering coefficient 
ll
mD  after taking the long  
wavelength approximation. It is obviously seen that the roots ( )2tri1K  and ( )2tri2K  given in 
Eq. (17) do not depend on the direction of K

, i.e., Kφ . This implies that all the dispersion 
relation for an elastic metamaterial with a hexagonal structure are isotropic near the Γ point 
in the long wavelength limit. 
3.2 Anisotropic dispersions  
For the case of a square lattice, the lattice sum is almost the same as that of the hexagonal 
lattice case except for the 0n ≠  case. The reciprocal lattice vector of a square lattice is 
expressed by: 
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cancel to zero when 1 3n≤ ≤ , and equals to 4 when 4n =  respectively. This indicates that 
the second term of Eq. (14) only vanishes when 1 3n≤ ≤ . Thus, in the long wavelength 
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 (22) 
Due to the non-zero βγ  term in Eq. (22), the determinant in Eq. (12) is Kφ -dependent, which 
gives rise to anisotropic dispersion relations. The explicit expressions for 1
squK  and 2
squK  are 
very complicated and will be futher discussed in the next Section. 
4. Effective medium theory for elastic metamaterials  
The MST method is capable of producing the dispersion relations of an elastic metamaterial 
so that the effective wave speed for elastic waves in the metamaterial can be obtained 
accordingly. However, it is not able to provide an effective description for each parameters. 
Knowing the effective parameters will provide a clear theoretical explanation of the unusual 
phenomenon of a metamaterial and greatly benefit the design of new metamaterials. This 
Section is devoted to the derivation of EMTs. 
4.1 Isotropic media: Coherent potential approximation approach  
If the elastic metamaterial is isotropic, i.e., cylinders arranged in a hexogonal lattice, the 
EMT can be derived by considering the scattering of elastic waves by a coated cylinder 
embedded in the effective medium with effective parameters ( eκ , eμ , eρ ), which is shown in 
Figure 2 (Wu et al., 2007). The coated cylinder consists of the scatterer surrounded by a layer 
of the matrix. The inner and outer radii, which are denoted by sr  and 0r , respectively, 
satisfy 2 20/sr r p= , where p  is the filling ratio of the scatterer. The effective parameters eκ , 
eμ  and eρ  are determined by the condition that the total scattering of the coated cylinder 
vanishes which is so-called CPA. This condition together with the boundary conditions on 
the surface of the coated cylinder at = 0r r , provides another two relations: 
= +( ) ( )ll ltlm m lm m tmb D e a D e a  and = +( ) ( )
tl tt
tm m lm m tmb D e a D e a , where 
αβ ( )mD e α β =( , , )l t  can be 
obtained by replacing λs  ρ s  μ s , lsk , tsk  and sr  in 
αβ
mD  α β =( , , )l t  mentioned in Section 2.1 
with λe , ρ e , μ e , lek , tek  and 0r , respectively, where lek ( tek ) are the longitudinal 
(transverse) wave vectors in the effective medium. These relations together with the 
relations between α mb and α ma  ( α = ,l t ) shown in Section 2.1 give the following effective 
medium condition:  
 
Fig. 2. Micro-sctructure of the effective medium. (Wu et al.,2007) 
κe, μe, ρe 
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 ( )m mD e D
αβ αβ= ( , , )l tα β =  (23)   
In the long wavelength limit, where 0 0 1lk r << , 0 0 1tk r << , 0 1lek r <<  and 0 1tek r << , Eq. 
(23)can be simplified into the following effective medium equations for the elastic 
metamaterial:  
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Obviously, eκ , eρ  and eμ  are independently determined by 
ll
mD  of the embedded 
cylinders alone with angular quantum numbers m = 0, 1 and 2.  
The dispersion relation can be reproduced from effective medium parameters. Comparing 
Eqs. (24)-(26) to Eqs. (17) and (18), it is easy to show that e eρ μ  coincides with ( )21triK ω  
and ( )e e eρ κ μ+  is identical to ( )2tri2K ω . The equivalence provides a strong evidence that 
the dispersion relation is isotropic for a hexagonal lattice and its effective medium 
properties can be evaluated from the EMT derived from CPA.  
Eqs. (24)-(26) require the wavelengths in both the host and the effective medium to be much 
larger than the size of the unit cell, but they do not impose any restriction on the 
wavelengths inside the scatterer. If the condition of 1ls sk r << , 1ts sk r <<  is further 
considered, the quasi-static limit is reached and Eqs. (24)-(26) becomes: 
 0 0
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The 3D version was reported by Berryman decades ago (Berryman, 1980). It should be 
pointed out that elastic EMT cannot recover the acoustic EMT by setting all the shear moduli 
to be zero, because of the different boundary conditions of elastic and acoustic waves.  
Figure 3 shows the equifrequency surface (EFS) of a hexagonal array of silicone rubber 
cylinders with radii of 0.2 a  embedded in an epoxy host. An EFS is a collection of all states 
in the K

 space that have the same frequency. The metamaterial is isotropic if its EFS is a 
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cylinders alone with angular quantum numbers m = 0, 1 and 2.  
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Eqs. (24)-(26) to Eqs. (17) and (18), it is easy to show that e eρ μ  coincides with ( )21triK ω  
and ( )e e eρ κ μ+  is identical to ( )2tri2K ω . The equivalence provides a strong evidence that 
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The 3D version was reported by Berryman decades ago (Berryman, 1980). It should be 
pointed out that elastic EMT cannot recover the acoustic EMT by setting all the shear moduli 
to be zero, because of the different boundary conditions of elastic and acoustic waves.  
Figure 3 shows the equifrequency surface (EFS) of a hexagonal array of silicone rubber 
cylinders with radii of 0.2 a  embedded in an epoxy host. An EFS is a collection of all states 
in the K

 space that have the same frequency. The metamaterial is isotropic if its EFS is a 





transverse wave speed inside the host. The silicone rubber’s material parameters are 
3 31.3 10 /kg mρ = × , 5 26 10 /N mλ = ×  and 4 24 10 /N mμ = × , which means the wave speeds 
inside the rubber are: 22.87 m/s for longitudinal waves and 5.54 m/s for transverse waves. The 
corresponding parameters in the epoxy host are 3 31.18 10 /kg mρ = × , 9 24.43 10 /N mλ = ×  
and 9 21.59 10 /N mμ = × , which indicates the wave speeds are 2539.52m /s  ( 1160.80m /s ) 
for longitudinal (transverse) waves (Liu et al., 2000b). Apparently, slow wave speeds imply 
that wavelengths inside the silicone rubber cylinder may be comparable to or even much 
smaller than the size of the cylinder at low frequencies. Thus, Mie-like resonances may occur, 
which serve as the built-in resonances required for metamaterials. Here the frequency f  is 
chosen to be 0.03 where both 1.9ls sk r   and 7.9ts sk r   are larger than unity indicating it is not 
in the quasi-static limit. Figure 3(a) shows the corresponding EFS, which exhibits two circular 
rings, with the inner one denoting the quasi-longitudinal branch and the outer one 
representing the quasi-transverse branch. The corresponding Ka  as a function of Kφ  is plotted 
in Fig. 3(b) by open circles. These circles form two horizontal lines, indicating dispersions are 
isotropic, i.e., effective wave speeds do not vary with directions. Also plotted in Fig. 3(b) are 
the results of EMT calculated from Eq. (17) or Eqs. (24)-(26), depicted by two solid lines. The 
complete overlaps between solid lines and circles give a numerical support to the correctness 
of the EMT in the long wavelength limit. 



























Fig. 3. (a) The equifrequency surface for a hexagonal array. (b) . Ka . as a function of Kφ .  
(Wu & Z. Zhang, 2009) 
4.2 Anisotropic media: Christoffel’s equation  
If the elastic metamaterial is anisotropic, such as cylindrical scatterers arranged in a square 
lattice, the CPA fails as it only deals with isotropic cases. In this case, the result of MST, i.e., 
Eq. (14), can give an anisotropic EMT in the form of Christoffel’s equation.  
Taking the long wavelength limit approximation on Eq. (12) and plug in Eqs. (20) and (22), 
the expressions for 1
squK  and 2
squK  can be written as the solutions of the following 
Christoffel’s equation for an anisotropic medium (Royer & Dieulesaint, 1999) 
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where Kφ  denotes the angle between the Bloch wave vector K

 and the x-axis, and eρ is the 
effective mass density derived from CPA. It is convenient to express the three effective 
moduli in Eq. (32) in terms of the two effective parameters eκ  and eμ  shown in Eqs. (26) 
and (28) for isotropic media,  
 11 1 ,e eC κ μ Δ= + +  (31) 
 12 1 ,e eC κ μ Δ= − −  (32) 
 44 2 ,eC μ Δ= +  (33) 
where ( ) ( )21,2 0 0 08e eΔ δ μ μ δ μ μ ρ = − −  ,with −  and +  for 1Δ  and 2Δ , respectively. 
Here ( )4 4 2 20 0l l t ti k k aδ γ γ ω= −  and ,l tγ  is given by Eq.(22). It is clear that 1Δ  and 2Δ  are 
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Eq. (30) gives: 
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Since the origin of anisotropy comes from the term 0βγ ≠ , the isotropy is expected to 
recover when 0βγ =  (or 0δ = ). In this case, 11 12 442C C C= +  (Royer & Dieulesaint, 1999) 
and Eqs. (35) and (36) can be reduced to 21( / ) /e eKω μ ρ=  and 
2
2( / ) ( ) /e e eKω κ μ ρ= + , 
which are the square of two known wave speeds. For the case of anisotropic dispersions, 
Eqs. (35) and (36) give the dispersion relations for the quasi-transverse and quasi-
longitudinal bands (Royer & Dieulesaint, 1999). Eq. (35) shows that 21( / )Kω  oscillates 
between two extrema, ( )2e eμ Δ ρ+  and ( )1e eμ Δ ρ+ at 0Kφ = and 4π , respectively. 
Similarly, 22( / )Kω  oscillates between its two extrema, ( )1e e eκ μ Δ ρ+ +  and 
( )2e e eκ μ Δ ρ+ + . If both 1Δ  and 2Δ  are much smaller than eμ  and e eκ μ+ , and the 
amplitude of the oscillation, 1 2Δ Δ− , is small, the angle averaged dispersions, 
2
1( / )Kω  
and 22( / )Kω , can be well approximated by e eμ ρ  and ( )e e eκ μ ρ+ , which are the results 
of isotropic EMT given by Eqs. (24)-(26). 
Figure 4(a) is the same as Figure 3(a), but the rubber cylinders are arranged in a square 
array. The inner ring represents the quasi-longitudinal branch with distinct anisotropy and 
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Fig. 3. (a) The equifrequency surface for a hexagonal array. (b) . Ka . as a function of Kφ .  
(Wu & Z. Zhang, 2009) 
4.2 Anisotropic media: Christoffel’s equation  
If the elastic metamaterial is anisotropic, such as cylindrical scatterers arranged in a square 
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Eq. (14), can give an anisotropic EMT in the form of Christoffel’s equation.  
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Christoffel’s equation for an anisotropic medium (Royer & Dieulesaint, 1999) 
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where Kφ  denotes the angle between the Bloch wave vector K

 and the x-axis, and eρ is the 
effective mass density derived from CPA. It is convenient to express the three effective 
moduli in Eq. (32) in terms of the two effective parameters eκ  and eμ  shown in Eqs. (26) 
and (28) for isotropic media,  
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Since the origin of anisotropy comes from the term 0βγ ≠ , the isotropy is expected to 
recover when 0βγ =  (or 0δ = ). In this case, 11 12 442C C C= +  (Royer & Dieulesaint, 1999) 
and Eqs. (35) and (36) can be reduced to 21( / ) /e eKω μ ρ=  and 
2
2( / ) ( ) /e e eKω κ μ ρ= + , 
which are the square of two known wave speeds. For the case of anisotropic dispersions, 
Eqs. (35) and (36) give the dispersion relations for the quasi-transverse and quasi-
longitudinal bands (Royer & Dieulesaint, 1999). Eq. (35) shows that 21( / )Kω  oscillates 
between two extrema, ( )2e eμ Δ ρ+  and ( )1e eμ Δ ρ+ at 0Kφ = and 4π , respectively. 
Similarly, 22( / )Kω  oscillates between its two extrema, ( )1e e eκ μ Δ ρ+ +  and 
( )2e e eκ μ Δ ρ+ + . If both 1Δ  and 2Δ  are much smaller than eμ  and e eκ μ+ , and the 
amplitude of the oscillation, 1 2Δ Δ− , is small, the angle averaged dispersions, 
2
1( / )Kω  
and 22( / )Kω , can be well approximated by e eμ ρ  and ( )e e eκ μ ρ+ , which are the results 
of isotropic EMT given by Eqs. (24)-(26). 
Figure 4(a) is the same as Figure 3(a), but the rubber cylinders are arranged in a square 
array. The inner ring represents the quasi-longitudinal branch with distinct anisotropy and 





as a function of Kφ is plotted in Fig. 4(b) in open circles, which form two oscillating curves 
induced by the βγ  term in Eq. (21). In this case, 1 0.0158Δ =  and 2 0.0179Δ = −  (in the unit of 
0μ ), which are very small compared to eκ  (2.241) and eμ  (0.733). 
2
1( / )Kω  and 
2
2( / )Kω  
should reach their maximum and minimum at 0Kφ = ,respectively. This implies 1K  ( 2K ) is 
at its minimum (maximum). Also, 1K  arrives at its maximum at / 4Kφ π= , where 2K  takes 
its minimal value. These are clearly illustrated Fig. 4(b). If we use the ratio 
( )max min / ,( 1,2)i i i id K K K i= − =  to characterize the amount of anisotropy (Ni and Cheng, 
2005), where maxiK ,
min
iK  and iK  are the maximum, minimum and average of iK , the 
corresponding quantities are 1 5.39%d =  and 1 0.1603K a =  for the transverse waves and 
2 1.20%d =  and 2 0.0793K a =  for the longitudinal waves. The averaged values of iK a  
coincide with the results calculated from the isotropic effective medium, i.e., Eq. (24)-(26), 
which give 0.1599tK a =  and 0.0794lK a =  as shown in Fig. 4 (b) in two horizontal solid 
lines. Fig. 4(b) demonstrates that the isotropic EMT can well predict the angle-averaged 
value of iK a  in the case of anisotropy.  

























Fig. 4. The same as Figure 3 but the lattice is a square lattice. (Wu & Z. Zhang, 2009) 
5. Design of elastic metamaterials  
The purpose of deriving EMTs is to reveal the relationship between the resonances of the 
microstructures and the effective parameters and to provide a guide in the design of new 
metamaterials with novel properties. Even for isotropic metamaterials, the negativities in 
three effective parameters as well as their combinations can give rise to various interesting 
properties unseen in natural materials. For instance, since the effective phase velocities in 2D 
elastic metamaterials are 1le e e ec κ μ ρ= +  and 1te e ec μ ρ=  for longitudinal and 
transverse waves, respectively, a single negative eρ  in a frequency regime leads to 
imaginary lec  and tec , which implies the existence of a band gap for both longitudinal and  
 
 
0e eκ μ+ >
0eμ >  
0e eκ μ+ >
0eμ <  
0e eκ μ+ <
0eμ >  
0e eκ μ+ <
0eμ <  
0eρ >  0ln > ; 0tn >  0ln > ; t:gap 0tn > ; l:gap l&t: gap 
0eρ <  l&t: gap 0tn < ; l:gap 0ln < ; t:gap 0ln < ; 0tn <  
Table 1. Various wave propagation properties. Positive (negative) n indicates positive 
(negative) propagating bands. l and t represent longitudinal and transverse waves, 
respectively. 
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transverse waves (Liu et al., 2000b). On the other hand, a simultaneous negative eρ  and eμ  
(or e eκ μ+ ) induces negative refractive index for the transverse (longitudinal) waves. Table 
1 lists eight possible types of wave propagation in 2D elastic metamaterials with different 
combinations of signs in e eκ μ+ , eρ  and eμ . Like acoustic metamaterials (Li & Chan, 2004), 
the effective bulk modulus and shear modulus eκ  and eμ  determined according to Eqs. 
(24)-(26) do not satisfy the well-known bounds (Hashin & Shtrikman, 1963; Torquato, 1991) 
on the effective elastic moduli as these bounds are derived in the quasi-static limit. For 
anisotropic metamaterials, there exists at least one more effective elastic modulus which can 
also turn negative. Thus, many more interesting novel wave transport behaviors would be 
expected. Examples will be shown in a later section. 
5.1 Isotropic elastic metamaterials  
The simplest isotropic elastic metamaterial which is comprised of silicone rubber cylinders 
embedded in an epoxy host was exhibited in the last section. If the rubber cylinders’ radii 
are chosen to be 0.3 a , it has been shown that various types of resonances were produced 
(Wu et al., 2007). The displacement fields for three typical resonances are plotted in Fig. 5, 
which clearly shows in (a), (b) and (c) the dipolar, quadrupolar and monopolar resonances. 
These resonances are linked to the effective medium parameters in the following manner 
implied by the EMT. The negative eρ  arises from a dipolar resonance ( 1
llD ), whereas  
the quadrupolar ( 2
llD ) and monopolar ( 0
llD ) resonances give rise to negative eμ  and 
negative eκ , respectively. We can enlarge the negative regions of effective medium 
parameters by enhancing these resonances. For instance, the dipolar resonance shown in 
Fig. 5(a) exhibits the collective motion of the core part of rubber. This mode can be regarded 
as a simple “mass-spring” harmonic oscillator, with the central part serving as a “mass” and 
the boundary layer of the rubber serving as “spring”. Replacing the inner region of rubber 
with another heavier cylinder, e.g. lead, will enhance the field oscillation of the silicone 
rubber, which, in turn, will widen the resonant region of eρ . This design was first proposed 
by Liu et al and was named as “locally resonant sonic materials” (Liu et al., 2000b), which 
were comprised of a cubic array of rubber-coated lead spheres embedded in epoxy. A large 
low-frequency band gap for both longitudinal and transverse waves, induced by negative 
mass 
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density, was found. Figure 5(c) exhibits the field pattern of a monopolar resonance, where 
the shape of the silicone rubber cylinder remains as a circle, with its cross-sectional area 
oscillating in time. This suggests that by making the inner core more easily compressed, we 
would enhance the monopolar resonance. This notion was supported by using air bubbles in 
water to achieve a large frequency region of negative bulk modulus (Ding et al., 2007). 
Figure 5(b) shows the relative motion of the rubber. This suggests that by making the core 
areas easier to deform, we would enhance the quadrupolar resonance so as to enlarge the 
negative region for shear modulus. An intuitive design is to make the rubber cylinder 
hollow. A metamaterial based on this design is made of rubber-coated air cylinders 
embedded in epoxy. The material parameters of air are given by 31.23 /kg mρ = and 
10 21.42 10 /N mλ = × . The effective medium parameters are evaluated by a generalized 
EMT, which uses the standard transfer-matrix method to obtain the quantities llmD  if the 
scatterers are layered cylinders.  

























Fig. 6. Band structure and effective medium parameters for an triangular array of hollow 
rubber cylinders embedded in epoxy. (Wu et al., 2007) 
Figure 6(a) shows the band structure of hollow rubber cylinders embedded in epoxy in a 
hexagonal lattice. The inner and outer radii of hollow rubber cylinders are given as 
0.87air sr r=  and 0.3sr a= , which are carefully chosen so that a negative band for shear wave 
can be realized. The accurate MST results are plotted in open circles and the EMT predictions 
are featured by curves, with solid representing the longitudinal branch and dashed 
corresponding to the transverse branch. In the region of 0.12240 0.12253f< < , negative-n 
bands of both longitudinal and transverse waves are found, which implies that eρ , e eκ μ+  
and eμ  are all negative. These negative values are induced only by the resonances of eρ  and 
eμ  as shown in Fig. 6(b), in which the individual effective medium parameters are plotted. In 
another region of 0.12340 0.12356f< < , negative-n band purely for longitudinal waves is 
found, which implies that eρ  and e eκ μ+  are both negative. These negative values arise from 
resonances of both eρ  and eκ . Figure 6(a) demonstrates that the isotropic EMT is still a good 
approximation even for complex scatterers with layered structures. The small discrepancies 
between the band-structure calculation and the effective medium prediction for the 
longitudinal branches shown in Fig. 6(a) is due to the less accurate approximation of the 
Hankel functions when the values of 0 0lk r  and 0 0tk r  are not much less than 1.  
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The structure of the hollow silicone rubber cylinder in epoxy does provide a frequency 
region of negative band for shear waves, but the bandwidth is too small to be of any 
practical use. Enlarging the quadrupolar resonance is a challenge task that has yet to be 
accomplished. Since replacing the inner part of the rubber by an easier deformed material is 
the direction, another common material, water, becomes a candidate. The material 
parameters of water are: 3 31.0 10 kg mρ = × and 9 22.22 10 N mλ = × . Figure 7 shows the 
effective medium parameters for the metamaterial with air core being replaced by water, 
which exhibits an improvement in the absolute bandwidth for negative shear modulus. 
However, the bandwidth to mid-frequency ratio (0.00145) is comparable to the previous air 
core case (0.00183). Moreover, the negative shear band disappears as the region for negative 
mass density does not overlap with that for negative shear modulus. This example 
demonstrates that simple replacement of air by water does not improve the negative shear 
band. Nevertheless, the replacement does enhance the dipolar resonance greatly in the very 
low frequency regime (which is not plotted here). This fact suggests that water core is a 
better candidate than air in the context of realizing negative mass density. The difficulty lies 
in increasing the negative region for shear modulus and adjusting it to overlap with that for 
the negative mass. This requires optimizing the inner and outer radii of the rubber cylinder. 
However, it can be shown that only altering the geometry parameters will not make a 
significant change.  

























Fig. 7. Effective medium parameters for rubber-coated water cylinders embedded in epoxy 
in a hexogonal lattice.  
Both Figs. 6(b) and 7 show that the μ  resonance is very sharp, indicating that the energy is 
confined in the cylinders locally. To broaden the resonance, one strategy that could be 
adopted is to make the energy “spread” out of the cylinders so that resonances in different 
cylinders become “coupled” to each other. This can be realized by reducing the impedance 
mismatch between the rubber and the host.  
Figure 8 shows the effective medium parameters for a rubber-coated water cylinder 
embedded in a foam host in a hexagonal lattice. The foam is polyethylene foam (HD115) 
whose material parameters are 3115 /kg mρ = , 6 26.0 10 /N mλ = ×  and 6 23.0 10 /N mμ = ×  
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which will benefit the enhancement of the resonance for shear modulus. It also makes the 
water-coated rubber core relatively heavier so that the resonance for mass density is also 
enhanced. By adjusting the geometric parameters to be 0.24a  and 0.32a  for inner and outer 
radii, respectively, a large frequency region, marked by “A” and “B” in Fig. 8, for both 
negative shear modulus and negative mass density is obtained. The bandwidth to mid-
frequency ratio reaches 0.258, which is two orders of magnitude greater than the rubber-
coated air cylinders in epoxy. The corresponding band structures as well as the transmission 
coefficeints of a slab numerically calcuated by MST are plotted in Fig. 9(a), which clearly 
shows a large negative band for transverse waves denoted by red dots and a narrow 
negative band for longitudinal waves denoted by blue dots. The polarization of these 
negative bands is determined through the transmission as shown in Fig. 9(b). 





























Fig. 8. Effective medium parameters for rubber-coated water cylinders embedded in foam in 




















Fig. 9. (a) The dispersion along KΓ  direction for the same system as Fig. 8.  
(b) Transmission coefficients for longtidinal (solid blue) wave incident and transverse 
(dashed red) wave incident on a slab of witdth 6a and length 50a. The incident wave is along 
KΓ  direction. (Wu et al., 2011) 
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5.2 Anisotropic elastic metamaterials and boundary effective medium theory 
The rubber-coated water cylinder embedded in foam provides the possiblity of realizing 
double negative shear bands. The isotropic scatterers and the hexagonal lattice structure 
result in a simple isotropic effective medium description of the metamaterial, which makes 
the design of the elastic metamaterial easier. If there is no restriction on the symmetery 
properties of the scatterer, there would be much more choices at the cost of many more 
complicated microstructures of the scatterers.  
 
Fig. 10. A schematic figure of the physical model and the practical design. (Lai et al., 2011) 
Since Fig. 5(b) exhibits a four-fold symmetry of a quadrupolar resonance, inserting heavier 
objects into the rubber in a way that is in accordance with the field pattern would help 
enhance the resonance. Figure 10(a) is a schematic figure of the physical model of the unit 
cell, which shows four masses connected to their center and the host (Lai et al., 2011). Such a 
structure is favorable of enhancing the dipolar resonance by the collective motion of the four 
masses, and the quadrupolar and monopolar resonances by relative motions of the masses. 
A practical realization of the model is illustrated in Fig. 10(b). The scatterers are composed 
of four steel rods surrounding a hard silicone rubber cylinder embedded in a soft silicone 
rubber cylinder. The matrix material is still foam. The lattice structure is a square with  
lattice constant of 10cm ; the radii of the soft and hard silicone rubber rods are 4cm  and 
1cm , respectively; the rectangular steel rods are 1.6 2.4cm cm× in size, located at a distance  
of 2.4cm from the center. The material parameters for the foam and soft silicone rubber  
remain the same as the ones used in the design of rubber-coated water cylinder.  
The hard siliconerubber and the steel have parameters of: 3 31.415 10 /kg mρ = × ,  
9 21.27 10 /N mλ = ×  and 6 21.78 10 /N mμ = ×  for hard silicone rubber and 
3 37.9 10 /kg mρ = × , 11 21.11 10 /N mλ = ×  and 10 28.28 10 /N mμ = × for steel. The four 
rectangular steel rods serve as the four masses and the soft silicone rubber rods serve as the 
springs. The insertion of the hard silicone rubber is for the purpose of adjusting the spring 
constants between the masses.  
The band structure of such metamaterial was calculated by using a finite element solver 
(COMSOL Multiphysics) and is shown in Fig. 11(a). There are two negative bands (red and 
blue dots), where the lower one (red dots) has a bandwidth about 18 Hz and the higher one 
(blue dots) has band widths of 18Hz and 10 Hz along MΓ  and XΓ  direction respectively. 
These two bands are separated by a small complete gap (178 Hz~198 Hz). The two 
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Fig. 8. Effective medium parameters for rubber-coated water cylinders embedded in foam in 




















Fig. 9. (a) The dispersion along KΓ  direction for the same system as Fig. 8.  
(b) Transmission coefficients for longtidinal (solid blue) wave incident and transverse 
(dashed red) wave incident on a slab of witdth 6a and length 50a. The incident wave is along 
KΓ  direction. (Wu et al., 2011) 
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5.2 Anisotropic elastic metamaterials and boundary effective medium theory 
The rubber-coated water cylinder embedded in foam provides the possiblity of realizing 
double negative shear bands. The isotropic scatterers and the hexagonal lattice structure 
result in a simple isotropic effective medium description of the metamaterial, which makes 
the design of the elastic metamaterial easier. If there is no restriction on the symmetery 
properties of the scatterer, there would be much more choices at the cost of many more 
complicated microstructures of the scatterers.  
 
Fig. 10. A schematic figure of the physical model and the practical design. (Lai et al., 2011) 
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The band structure of such metamaterial was calculated by using a finite element solver 
(COMSOL Multiphysics) and is shown in Fig. 11(a). There are two negative bands (red and 
blue dots), where the lower one (red dots) has a bandwidth about 18 Hz and the higher one 
(blue dots) has band widths of 18Hz and 10 Hz along MΓ  and XΓ  direction respectively. 
These two bands are separated by a small complete gap (178 Hz~198 Hz). The two 





and 11(c), respectively. The eigenstate in Fig. 11(b) is clearly a quadrupolar resonance, 
whereas the eigenstate in Fig. 11(c) is a monopolar resonance.  
The negative bands can also be understood from an effective medium point of view. Since 
the scatterer involves a four-fold symmetry, the previously derived formula based on MST 
for isotropic inclusions does not apply and an EMT based on boundary integration is  
 
Fig. 11. (a) Band structure of the multi-mass metamaterial. (b) and (c) Displacement field of 
eigenstates. The color represents the amplitude of displacement (blue/red for small/large 
values) and the arrows show the displacement vectors directly. (d) and (e) effective medium 
parameters calculated by a boundary EMT. (Lai et al., 2011) 
developed. Though the scatterer is anisotropic, the dispersions and the associated modes 
can still be obtained from Christoffel’s equation, i.e., Eqs. (35) and (36), with three 
independent effective moduli, 11C , 12C  and 44C , and a mass density, ρ . The task is to 
determine the values of these parameters. The mass density is determined by Newton’s law, 
2 2/e e ex xF u aρ ω= − , where both the effective force 
e
xF on the unit cell and its effective 
displacement exu  may be obtained from surface integration of the stresses (along the x 




x xx xx xy xyx a x y a y
F T dy T dy T dx T dx
= = = =




x xe x x a
x








The stresses and displacements can be obtained from the COMSOL calculation. Similarly, 
the effective moduli are evaluated from the effective stress and strain relations: 
11 12
e e e e e
xx xx yyT C S C S= + , 12 11
e e e e e
yy xx yyT C S C S= + , and 442
e e e
xy xyT C S= , where both the effective 
stresses and the effective strains are evaluated on the unit cell boundary as follows: 
00 ; ;
2 2
yy yyxx xx y y ae ex x a
xx yy






    
 






xy xy xy xyy y ae e x x a
xy yx
T dx T dx T dy T dy
T T
a a
= = = =
+ +
= =










y yx x y a ye ex a x
xx yy
x x y yy a y x a xe
xy
u dy u dyu dy u dy
S S
a a










   
 (40) 
Though the above equations are presented for calculations along the ГХ direction,  
the corresponding formula for ГM direction can be similarly transcribed. Due to the 
obvious link between the bulk (shear) modulus and monopolar (quadrupolar) resonance, 
it is more convenient to introduce ( )eff 11 12C C 2κ = +  and  ( )11 12 2eff C Cμ = −  as effective 
elastic bulk modulus and shear modulus. The results for effκ  and effμ  evaluated from the 
relevant eigenstates are plotted in Figs. 11(d) and 11(e). In the lower negative band, κ eff  is 
positive and finite, while effμ  is negative and diverges at the Г point, which is in 
accordance with the quadrupolar resonance. In the higher negative band, effμ  is positive 
and finite, while effκ  is negative and diverges at the Г point, which is induced by the 
monopolar resonance.  
Knowing the effective moduli, the corresponding dispersion relations can be calculated by 
using Christoffel’s equation. Along the ГХ direction, compressional wave and shear wave 
velocities are given by by 11C ρ  and 44C ρ , respectively; whereas along the ГМ 
direction the compressional and shear wave velocities are ( ) ( )11 12 442 2C C C ρ+ +  and 
( ) ( )11 12 2C C ρ− . The effective medium results show that the lower negative band 
supports a longitudinal (transverse) wave along ГХ (ГM) direction, whereas the upper 
negative band only allows longitudinal wave in both ГХ and ГM directions. The 
corresponding results obtained from the EMT are also plotted in Fig. 11(a) by crosses. 
Excellent agreements between the finite element results and the EMT prediction are found.  
6. Some intriguing properties of elastic metamaterials  
Like their EM and acoustic counterparts, elastic metamaterials have shown many intriguing 
wave transport properties. For example, the total mode conversion and the super-anisotropy 
are two of them. The total mode conversion can completely convert the incident transverse 
(longitudinal) wave into a refracted longitudinal (transverse) wave. It is an analogue of the 
Brewster angle in the EM case (for example, Jackson, 1999), but in a much more stringent 
and complex manner. It only occurs on the interface between a normal solid and an elastic 
metamaterial with negative refractive index (Wu et al. 2011). The super-anisotropic behavior 
has been demonstrated in Section 5.2. Also shown there is the property of sustaining only a 
longitudinal wave at certain frequencies, which is so-called “fluid-like” solids, blurring the 
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7. Conclusion  
In this chapter, the effective medium properties of 2D elastic metamaterials have been 
reviewed. Unlike EM or acoustic metamaterials, the elastic metamaterial is in general 
anisotropic unless the lattice structure is a hexagon with isotropic scatterers. For the 
isotropic elastic metamaterial, the EMT may be derived from CPA. For the anisotropic 
metamaterial, the EMT may be obtained from the MST in conjunction with Christoffel’s 
equation, or from the integration of eigenfields on the boundaries. EMT could greatly 
facilitate the design of new elastic metamaterials, such as rubber-coated water cylinder 
embedded in foam which gives rise to large negative bands for shear waves and a multi-
mass locally resonant structure which results in both negative bands for longitudinal waves 
and super-anisotropic negative bands.  
Elastic metamaterial opens a new research area. The experimental realization would be 
much more challenging and exciting. The generalization of EMT as well as the symmetry 
property to more complex lattice structures, such as rectangular lattices, would also be of 
interest as it will introduce even stronger anisotropy. Meanwhile, finding an EMT that can 
also treat the rotational modes is a challenging task. Such modes are normally excited at 
lower frequencies and form flat bands in the band structures.   
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Negative refractive index (NRI) media are extensively studied nowadays. The interest in these
materials keeps on increasing since the year 2000 when a team at the university of California
in San Diego (UCSD) published an experimental demonstration of the existence of a material
presenting both a negative permittivity and negative permeability (Shelby et al. (2001); Smith,
Padilla, Vier, Nemat-Nasser & Schultz (2000)). They also showed that it is necessary to
attribute a negative refractive index to such media (Smith & Kroll (2000)). Novel physical
phenomena such as the inversion of Doppler’s effect, Cerenkov effect and focusing using flat
slabs are then predicted based on the theoretical publication V. G. Veselago dating back to
1967 (Veselago (1968)).
Though different terminologies are used for these media (the actual terms are "left handed
media", "double negative metamaterial", "negative refractive index metamaterial"), the
concept of backward wave propagation (wave with a phase velocity propagating in the
opposite direction with respect to the propagation of energy) dates back to at least
1904 (Moroz (n.d.); Tretyakov (2005)). Indeed, H. Lamb has studied this concept for
mechanical systems and A. Schuster in the field of electromagnetism. Independently, H.
C. Pocklington (Pocklington (1905)) demonstrated theoretically that in a media supporting
backward wave propagation, the phase velocity can be directed in the direction of the source,
in the inverse direction of the group velocity. Forty years later (in 1944), L. I. Mandelshtam
studied the properties of NRI media (Mandel’shtam (1944)) and more than twenty years later,
V. G. Veselago published an exhaustive study on NRI media. The interest in these media then
decreased up to the year 2000.
The actual revival of interest for these media can certainly be explained published (Smith,
Padilla, Vier, Nemat-Nasser & Schultz (2000)). This demonstration has been performed
at microwaves by assembling a medium of periodic metallic wires (for negative
permittivity) (Pendry et al. (1996)) and a medium of split ring resonators presenting a negative
permeability (Pendry et al. (1999)). These media can be assimilated to a crystalline structure
of artificial molecules hence the term metamaterial.
Different technological solutions have been proposed to synthesize negative refractive index
media, such as the use of backward wave transmission lines (Eleftheriades et al. (2003); Lai
et al. (2004)) and photonic crystals in negative phase velocity regime (Gadot et al. (2003);
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applications and the frequency band of interest. All the approaches have the same aim i.e
to synthesize NRI metamaterials for the potential applications and considering the industrial
and economic potential of such materials.
The synthesis and study of NRI metamaterials is however difficult because of its
heterogeneous characteristics. For an easier study of applications of metamaterials
in microwave frequency range, homogenization and macroscopic description of these
metamaterials can prove to be very helpful. It can specially allow a higher degree of freedom
to overcome the fundamental limitations imposed by natural materials on the performances
of microwave devices.
In this chapter, the description of NRI resonant metamaterials in terms of a continuous
medium will be analyzed. The electrodynamics of NRI materials will first be described. The
effective medium theory as applied to NRI resonant metamaterials as well as the calculation
methods will then be detailed. Finally numerical results will be presented together with a
thorough analysis and interpretation of the effective parameters calculated with respect to the
electrodynamics of negative refractive index materials presented for continuous media.
2. Electrodynamics of negative refractive index materials
2.1 Adequate choice of the sign of the refractive index and wave impedance
For backward wave propagation, an adequate choice of the sign of the refractive index n(ω)




where ε(ω) and μ(ω) represent the effective permittivity and permeability respectively.
2.1.1 Refractive index
The determination of the sign in front of the square root of (1) is done thanks to causal
properties which the solutions of wave propagation should respect and energy conservation
principles. The choice of this sign allows to define, among other parameters, the direction of
the outgoing wave with respect to an interface between a NRI and a conventional material.
To demonstrate that for a material with (ε(ω) < 0, μ(ω) < 0), the sign of the refractive index
should be negative, let us consider a current surface in x = x0 (Smith (2000)). The radiation of
this surface current in the medium (ε(ω) < 0, μ(ω) < 0) is then studied as shown on figure 1.
The wave equation in the medium can be written as fol.:
∂2
∂x2
E(x) + k2E(x) = −jωμJ0(z), (2)
where E(x) is the electric fied component along x̂, �J0 = i0δ(x − x0) ẑ et μ = μ0μr. The solution
of this equation is given by:
E(x) = α exp(jk |x − x0|). (3)
To determine α, let us first calculate :
∂2E(x)
∂x2
= −αk2 exp(jk |x − x0|) + 2jαkδ(x − x0), (4)
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Fig. 1. Surface current J0 in x = x0 radiating in the medium (ε(ω) < 0, μ(ω) < 0). The
current distribution is considered uniform and infinite in ŷ et ẑ.








and the wave equation becomes:




exp(jk |x − x0|). (6)
However, if the power P delivered by the current �J0 to the volume V (Balanis (1989)) is
calculated, the fol. equation is obtained:










This equation represents the work done by the source and it must be positive, which implies
that P > 0 (Balanis (1989)). The ratio μr/n must also be positive. If μr is negative, then n must
also be negative. An equivalent demonstration can be done for εr. For a propagative medium,
the solution retained for the wave equation verifies backward wave propagation.
To determine the constraints with respect to the sign choice of the imaginary part of the
refractive index, let us consider the electric field �E(�r, ω) in a medium with n = n� − jn�� for a
time dependence in exp(jωt):
�E(�r, t) = Re
[∣∣∣�E(�r)
∣∣∣ exp(−�k0 ·�rn��) exp[j(ωt− �k0 ·�rn�)]�uE
]
, (8)
where �k0 is the free space wave vector and �uE is the unit vector along the direction of the
E-field vector �E. If a stable propagation is to be ensured, the magnitude of Re[�E(�r, t)] must
decrease with time. This implies that the term �k0 ·�rn�� must be positive and:
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n�� > 0, (9)
irrespective of the sign of n� 1
2.1.2 Wave impedance
Impedance is a concept generally applied to circuits but is also extended to electromagnetic
wave propagation. This extension was developped by Schelkunoff and the analogy between
the impedance of a medium for wave propagation and the impedance of a transmission line
is fully described in (Stratton (1941)). The physical interpretation of the wave impedance Z
given here is based on this analogy.
The complex wave impedance of a medium is strongly related to the flux of energy of the
wave propagating in the medium. This is why there are fundamental limitations to the values
that Z can admit; one of the limitations is directly linked to the passivity of the medium. These
limitations apply to both positive and negative refractive index medium.
The passivity or absence of activity within a medium implies that for a plane progressive
electromagnetic wave, the mean energy flux must be directed inside the medium in which the
wave propagates (Wohlers (1971)). The directions of the vectors (�E, �H,�k) and the energy flux
�S for a plane progressive wave at the interface between a conventional material and an NRI is
shown in figure 2.
(a) (b)
Fig. 2. Direction of the field vectors (�E, �H,�k) et �S for the interaction of a plane wave with at
the interface of (a) two conventional material with positive refractive index, and (b) a
conventional material and a negative refractive index material.
The wave impedance2 is defined as the ration of the electric field to the magnetic field








|H̄(ω)| cos(ϕH − ϕE), (10)
where Ē(ω) = |Ē(ω)| exp(−jϕE) et H̄(ω) = |H̄(ω)| exp(−jϕH). Equation (10) is verified for
both positive and negative refractive indexes. The sign of Re[Z(ω)] depends only on the term
cos(ϕH − ϕE).
1 It can be shown that for the convention exp(−jωt), n�� is positive also but in this case n should be written
as n = n� + jn��. This is quite similar for the wave impedance, the permittivity and permeability.
2 The wave impedance is generally defined for a single plane wave and in the case of a guided or periodic
structure, monomodal wave propagation is assumed and an impedance is assigned to each mode.
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∣∣∣ cos(ϕH − ϕE)�uS, (11)
where �E(�r, ω) =
∣∣∣�E(�r, ω)
∣∣∣ exp(−jϕE), �H(�r, ω) =
∣∣∣�H(�r, ω)
∣∣∣ exp(−jϕH) and �uS is the unit
vector of �Sav(�r).
Knowing that passivity of a medium implies that the energy flux must be directed inside the
medium implies that �Sav(�r, ω) > 0. The term cos(ϕH − ϕE) is thus always positive for all
medium irrespective of the sign of their refractive index(as it can be verified on figure 2). If
we apply this restricion to equation (10), the fol. condition is obtained:
Re[Z(ω)] > 0, (12)
for both conventional and NRI materials3.
There is no particular sign restriction on the imaginary part of the wave impedance. The
complex wave impedance provides information non only on wave propagation (as described
above) but it also allows physical understanding when there is no wave propagation in a
medium (i.e. when its imaginary part is much higher that its real part)as to which field
component (�E or �H fields) is canceled. This information is indeed interesting for the design
of artificial magnetic medium such as those based on split-ring resonators. Indeed, if the
imaginary part of Z is negative, the medium can be said to be capacitive and there is no wave
propagation because of H-field filtering. The response of the medium to an applied magnetic
field is thus non-negligible and it can be considered as an artificial magnetic medium.
2.2 Adequate choice of the sign of the effective permittivity and permeability
There are fundamental restrictions limiting the signs that the imaginary part of ε(ω)
et μ(ω) can admit for linear, passive, isotropic homogeneous medium.For conventional
material, these restrictions are derived from fundamental theorems of macroscopic
electrodynamics (Depine & Lakhtakia (2004); Efros (2004)) and it has been demonstrated in
various ways, namely by Callen et al. thanks to the fluctuation-dissipation theorems (Callen
& Welton (1951)) for arbitrary linear and dissipative systems, and by Landau et al. (Landau
et al. (1984)) for electromagnetic waves. Based on this last demonstration, we propose to
demonstrate the extension of these limitations for NRI materials.
Let us consider a passive, linear, homogeneous, isotropic and dispersive medium of
permittivity ε(ω) = ε�(ω)− jε��(ω) and permeability μ(ω) = μ�(ω)− jμ��(ω). The Poynting
vector �S(�r, t) provides the definition of the power flux density in a medium with variable
fields. It can be written in time-domain for dispersive medium as:
�S(�r, t) = �E(�r, t)× �H(�r, t) (13)
Using Maxwell-Faraday et Maxwell-Ampere equations in the absence of sources,
∇× �E(�r, t) = − ∂
∂t
�B(�r, t), (14)
3 This restriction is identical in both conventions exp(−jωt) and exp(jωt)
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n�� > 0, (9)
irrespective of the sign of n� 1
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(a) (b)
Fig. 2. Direction of the field vectors (�E, �H,�k) et �S for the interaction of a plane wave with at
the interface of (a) two conventional material with positive refractive index, and (b) a
conventional material and a negative refractive index material.
The wave impedance2 is defined as the ration of the electric field to the magnetic field








|H̄(ω)| cos(ϕH − ϕE), (10)
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and
∇× H(r, t) = ∂
∂t
D(r, t), (15)
the divergence of Poynting vector is given as:
−∇ · S(r, t) = E(r, t) · ∂
∂t
D(r, t) + H(r, t) · ∂
∂t
B(r, t). (16)
This equation provides an expression of the energy conservation in a dispersive material in
time-domain (Balanis (1989)). In frequency domain, the electric and magnetic fields are given,














ωε(ω)E(r, ω) exp(jωt)dω. (18)
For equation (18), we assume an isotropic material with D(r, ω) = ε(ω)E(r, ω). Integration of
the product of Eq. (17) an Eq. (18) with respect to time gives:
∫ ∞
−∞
























dt = 2πδ(ω + ω�).
The Dirac distribution is then eliminated by the second integration with respect to ω�. The
principle of causality and reality of fields impose (Good & Nelson (1971)):
E(r,−ω) = E(r, ω)∗,








After application of the same procedure for magnetic fields H, we obtain:
∫ ∞
−∞










Then substituting ε(ω) et μ(ω) by their complex expression, the energy dissipated (in the




















The divergence of Poynting vector is expressed as the rate of energy transformation to heat:
this dissipated energy depends on ε��(ω) et μ��(ω). The dependence on ε�(ω) et μ�(ω) is
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canceled because the integrand of equation (20) is an odd function of ω 4. The two terms
of the right-hand side of Eq. (22) represent respectively the dielectric and magnetic losses.
The second law of thermodynamics, stating that the entropy of a isolated macroscopic system





∣∣∣2 > 0 (23)
for positive frequencies (ω > 0). The laws of Thermodynamics also express the irreversible
nature of physical processes and the fundamental difference between two types of energy:
work and heat (Yavorski & Detlaf (1975)). The energy dissipated by fields into heat is
irreversible. In other terms, there can be no exchange between the work done by either the
electric field [�E(�r, ω) or magnetic field �H(�r, ω)] and the heat dissipated by the other, implying:
ε(ω)�� > 0 and μ(ω)�� > 0 (24)
This demonstration can be very easily extended to NRI materials. Indeed, the starting point
of the demonstration is energy conservation through the expression of the divergence of
Poynting vector [Eq. (16)] written thanks to Maxwell-Ampère [Eq. (15)] and Maxwell-Faraday
[Eq. (14)] equations as well Poynting theorem [Eq. (13)]. For a NRI material, these equations
and theorems are valid (Veselago (1968)). Indeed, only the direction of the vector�k changes
in a NRI material thus giving a negative value for the product �S ·�k (This product is positive
for conventional materials). This is easily verified for a monochromatic wave but can actually
also be verified for non-monochromatic wave.
Let us consider for instance, the mean of Poynting vector for a dispersive material excited
by the superposition of two monochromatic waves of angular frequency ω1 et ω2 such that
ω1 �= ω2 (Pacheco-Jr et al. (2002)):











The relation between the direction of Poynting vector �S and that of the wave vector�k is clearly
shown by this equation. The direction of �S is independent of the sign of the refractive index
and for any propagative medium, i.e. when �k is real, the ratio k/μ is positive. As shown
before, if k takes negative values, then μ will be negative too.
3. Effective parameters of resonant NRI metamaterials
3.1 Effective medium theory as applied to metamaterials
The concept of effective medium for the description of heterogeneous systems by a
homogeneous one is very attractive in different field of physics. Homogenization procedures
allowing the definition of an effective macroscopic response from physical parameters
characterizing the heterogeneous system are generally developed. In our case, from
the microscopic parameters (geometrical and physical definitions) of the metamaterial,
a macroscopic electromagnetic response can be obtained. If this macroscopic definition
4 Principle of causality imposes that (Good & Nelson (1971)): ε(−ω) = ε(ω)∗ and μ(−ω) = μ(ω)∗.
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is performed in accordance with the electrodynamics of continuous medium, they can
afterwards be used in Maxwell’s equations to predict propagation phenomena and provide
physical insight into the design of metamaterial-based microwave and optical devices.
In this chapter, the NRI metamaterials considered are assumed periodic and based on
resonant inclusions such as the combination of Split Ring Resonator and wire medium. The
general definition of the relevant dimensions for the definition of the effective parameters of
such periodic medium is depicted on figure 3 (Baker-Jarvis, Janezic, Riddle, Johnk, Kabos,
Holloway, Geyer & Grosvenor (2004)).
Fig. 3. Dimensions for effective medium of resonant periodic metamaterial.
The left-hand side region represents the quasi-static region where the wavelength is much
bigger than the periodicity of the inclusions. The effective parameters of the composite in this
zone can be easily calculated using quasi-static solutions or classical mixing rules (Berthier
(1993)).
In the right-hand side region, the composite is heterogeneous and the resonances of the
medium can be directly linked to the periodicity. Such a composite cannot be considered
homogeneous. To study the propagation characteristics of these media, full-wave numerical
methods are generally required. The volume under study has to be discretized : a unit-cell is
defined and Floquet-Bloch boundary conditions are used. This case is typically the working
regime of photonic crystals.
The intermediate region is a region where the inclusions are resonant. The electrical
dimensions of the inclusions as well as the periodicity are small compared to the wavelength.
Resonant NRI metamaterials belong to this intermediate region. Such a medium is generally
considered homogeneous. However, the question which remains to be answered is: how
should one study the characteristics of such a medium and how should the associated effective
medium be defined?
There is indeed no simple or unique definition to the effective medium concept. The possible
approach and definition which will be used in this chapter for NRI metamaterials will be
described hereafter.
3.2 Definition of the effective medium concept for composites of the intermediate region
When an EM field is applied to a composite, the fields in the composite results from the
interaction between the applied field and the reaction of the inclusions constituting the
composite (Baker-Jarvis, Janezic, Riddle, Johnk, Kabos, Holloway, Geyer & Grosvenor (2004);
Baker-Jarvis, Kabos & Holloway (2004)). The local field in the composite can be freely
propagative, propagative with attenuation or evanescent. The resulting local field is a
complicated physical process whereby the applied field polarizes the inclusions which in turn
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polarize the neighboring inclusions. The group of inclusions then react by creating a modified
local field. The presence of inclusions (or perturbations) in a given environment can make an
initially evanescent field propagative (de Fornel (1997)). A common example is the insertion
of inclusions in a guide under the cut-off frequency. All these complex interactions are visible
at the microscopic or local scale. However, the field in a material as expressed in Maxwell’s
equations is the macroscopic field, usually defined by constitutive equations.
The definition of constitutive parameters require the determination of a relationship
between the local field, the applied field and the macroscopic field. the theory of local
field of Lorentz (Berthier (1993); Tretyakov (2003)) can be used but it is not always
adequate (Baker-Jarvis, Janezic, Riddle, Johnk, Kabos, Holloway, Geyer & Grosvenor (2004);
Baker-Jarvis, Kabos & Holloway (2004)). It has been however applied to certain types of
composites. The polarizabilities are calculated analytically and the theory of Lorentz then
provides the macroscopic parameters. Numerous examples of such calculations are given in
( (Tretyakov (2003)) and the papers there cited there. Other methods have also been used
in the literature such as those introduced by O. Keller et J. Baker-Jarvis (Baker-Jarvis, Kabos
& Holloway (2004); Keller (1996)) but they rely on statistical and quantum approaches. The
discussion will be restricted to the context of classical electrodynamics.
The definition of effective medium can be mainly performed in two distinct categories of
approaches. The first category can be termed locale (ğ 3.3) and the second one global (ğ 3.4). In
the first case, the effective parameters are defined directly from local fields while the second
one allows a definition based on global propagation characteristics of the periodic system, for
instance from the model of scattering parameters.
3.3 Local approaches
When they are not based on analytical approaches, the input data are the fields or electric
and magnetic induction calculated using full-wave numerical methods. The definition of
effective parameters from local fields is not straightforward. Three methodologies can be
distinguished. The first one consists in defining an equivalence between the local field
calculated and the effective parameters of a corresponding homogeneous medium (Pincemin
(1995); Silveirinha & Fernandes (2004a;b; 2005a;b)). The second methodology consists in the
calculation of the propagation constant from the phase velocity locally determined using
time-domain numerical modeling methods (Moss et al. (2002)). Finally, the third methodology
consists in the definition of effective parameters by calculation a linear, surface-based or
volume-based mean field values on adequately chosen geometries. Several methods are
available in the literature (Acher et al. (2000); Bardi et al. (2002); Lerat et al. (2005); Lubkowski
et al. (2005); Pendry et al. (1999); Smith (2005); Smith, Vier, Kroll & Schultz (2000); Weiland
et al. (2001)). In the method given by Acher et al. (Acher et al. (2000)), it is worth
noting that a convergence is demonstrated between effective parameters calculated using
this type of numerical approach and those obtained by the Bruggeman extended theory of
effective medium (taking into account magnetic polarizability) for the asymptotic case of
metal-dielectric slab.
3.4 Global approaches
Global approaches provide effective parameters starting from global responses of the periodic
system. These responses such as the scattering matrix, the reflection and transmissions
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coefficients, resonant frequencies are observable or measurable quantities with can be either
experimentally determined or numerically calculated from fields defined locally in the unit
cell of the periodic NRI metamaterial.
The transformation of the local field to the scattering matrix relies on an analogy between
propagation in a periodic structure and in waveguides and circuits. It consists in assimilating
the periodic structure in a multiple-access system and to study transmission and reflection
between the different accesses. The development of such an analogy requires a few
assumptions (Hélier (2001); Richalot (1998); Rivier & Sardos (1982)), namely:
• linearity: the vectors E et D, B et H are linked to one another by linear relationships,
• stationarity: the properties of the system are invariant with respect to time,
• absence of radiation: the system is closed and energy exchange can only exist between the
system accesses,
• existence of pure mode: each access of the system supports a pure mode, i.e. a unique
propagation mode characterized by a given propagation constant. If this assumption is
not verified, then sufficient supplementary virtual accesses have to be defined to account
for higher propagation modes.
Figure 4 depicts an example of a system with three physical accesses modeled using the
generalized scattering matrix method described before. Each physical access is artificially
decomposed in N virtual accesses, where N represent the number of modes to be taken into
account at each physical access.
Fig. 4. Example of a system with three physical accesses modeled by a system of N virtual
accesses to take inbto account the number of modes present or excited at each physical access.
Such a scattering matrix allows the complete characterization of the structure both in emitting
and receiving modes both in near and far fields. The reflection and transmission matrices
can thus be directly determined from this matrix followed by the effective parameters; this
procedure is further detailed hereafter.
3.5 Calculation of effective parameters of resonant metamaterials
The calculation method described here is belongs to the category of global approaches as
defined in section (3.4) and can be divided in two parts, namely for NRI metamaterials
structures finite and infinite in the direction of propagation.
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3.5.1 NRI metamaterials finite in the propagation direction
For NRI metamaterials finite in the direction of wave propagation, the problem to be solved is
the substitution of this periodic structure by a homogeneous slab of same thickness as shown
in figure 5.
Fig. 5. Equivalence between a periodic composite of transverse periodicity PT by a
homogeneous slab of same thickness d, effective permittivity ε(ω) and permeability μ(ω).
This substitution or equivalence is only valid under a few assumptions (Lalanne & Hutley
(2003); Lalanne & Lalanne (1996)): (i) Only the first mode propagates in the incident medium,




β is the propagation constant in each medium. (ii) Evanescent modes should not be present
in the x0y plane. If only the first mode can propagate in the periodic structure with a speed
of c0/n(ω) where n(ω) the interference phenomenon is identical to the one which occurs in a
homogeneous slab. However, the existence of higher order modes give a much more complex
interference phenomenon such that the equivalence with a homogeneous slab is no longer
valid.
In the case of a metal-dielectric composite, these equivalence conditions are not automatically
satisfied. Indeed, the existing propagation modes and their associated propagation constants
depend highly on the nature of the inclusions: their geometry, size and distribution.
The calculation of effective parameters of NRI metamaterials under these assumptions is
done in two steps. The first one consists in the determination of the complex reflection and
transmission coefficients which can be numerically calculated according to the generalized
scattering parameters described in section 3.4. They can also be obtained by experimentally.
The second step is then the calculation of the effective permittivity and permeability
(ε(ω), μ(ω)) from these reflection and transmission using inversion methods. These methods
can either be direct using analytical inversion of Fresnel equations, (r, t) = f (ε(ω), μ(ω)) or
performed by an iterative approach. Both approaches are described here.
3.5.1.1 Direct method - Nicholson Ross Weir (NRW) approach
In the NRW method, the wave impedance and refractive index are first calculated. The
effective permittivity and permeability are then deduced. The normalized wave impedance
of a slab can be described by analogy as the input impedance of a transmission line thus
containing information not only on Ē/H̄ at the interface of two lines or medium but also of
the propagation constant inside the propagating medium. Z is given by:
Z = ±
√
(1 + r)2 − t2e−2jk0d
(1 − r)2 − t2e−2jk0d , (27)
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coefficients, resonant frequencies are observable or measurable quantities with can be either
experimentally determined or numerically calculated from fields defined locally in the unit
cell of the periodic NRI metamaterial.
The transformation of the local field to the scattering matrix relies on an analogy between
propagation in a periodic structure and in waveguides and circuits. It consists in assimilating
the periodic structure in a multiple-access system and to study transmission and reflection
between the different accesses. The development of such an analogy requires a few
assumptions (Hélier (2001); Richalot (1998); Rivier & Sardos (1982)), namely:
• linearity: the vectors E et D, B et H are linked to one another by linear relationships,
• stationarity: the properties of the system are invariant with respect to time,
• absence of radiation: the system is closed and energy exchange can only exist between the
system accesses,
• existence of pure mode: each access of the system supports a pure mode, i.e. a unique
propagation mode characterized by a given propagation constant. If this assumption is
not verified, then sufficient supplementary virtual accesses have to be defined to account
for higher propagation modes.
Figure 4 depicts an example of a system with three physical accesses modeled using the
generalized scattering matrix method described before. Each physical access is artificially
decomposed in N virtual accesses, where N represent the number of modes to be taken into
account at each physical access.
Fig. 4. Example of a system with three physical accesses modeled by a system of N virtual
accesses to take inbto account the number of modes present or excited at each physical access.
Such a scattering matrix allows the complete characterization of the structure both in emitting
and receiving modes both in near and far fields. The reflection and transmission matrices
can thus be directly determined from this matrix followed by the effective parameters; this
procedure is further detailed hereafter.
3.5 Calculation of effective parameters of resonant metamaterials
The calculation method described here is belongs to the category of global approaches as
defined in section (3.4) and can be divided in two parts, namely for NRI metamaterials
structures finite and infinite in the direction of propagation.
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3.5.1 NRI metamaterials finite in the propagation direction
For NRI metamaterials finite in the direction of wave propagation, the problem to be solved is
the substitution of this periodic structure by a homogeneous slab of same thickness as shown
in figure 5.
Fig. 5. Equivalence between a periodic composite of transverse periodicity PT by a
homogeneous slab of same thickness d, effective permittivity ε(ω) and permeability μ(ω).
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where d is the slab thickness, k0 = 2π/λ0 is the wave number λ0 the free-space wavelength.
The choice of the sign in front of the square root of Z is done according to the definitions given
in section 2.1.
The real part of the refractive index n is given by equation (28):
n� = arctan (Im(Y)/Re(Y))± mπ
k0d
, (28)
where m ∈ Z. The variable Y is defined as:
Y = e−jnkd = X ±
√






1 − r2 + t2e−2jk0d
)
. (30)
The choice of the value of m in equation (28) constitute one of the ambiguities of this method
which can be solved in different ways, namely (i) by considering various thicknesses and
assuming that there is no coupling between different layers of metamaterials in the direction
of propagation (Markos & Soukoulis (2001)), (ii) by comparing the measured group arrival
time to the calculated one (Baker-Jarvis, Janezic, Riddle, Johnk, Kabos, Holloway, Geyer &
Grosvenor (2004)).
The imaginary part of the refractive index n�� is given by:
n�� = ln |Y|
k0d
(31)
n�� is calculated using the fundamental limitation described in 2.1, i.e. n�� > 0 for both positive
or negative refractive index materials.












and μ(ω) = nZ (33)
It should be noted that the refractive index is defined as: n = √εe f f √μe f f such that when
ε(ω) and μ(ω) are simultaneously negative, the real part of n is also negative. The common
formula n = √εe f f μe f f should not be used.
3.5.1.2 Iterative method - Optimization approach
This method consists in the minimization of the difference between the functions F1(x), F2(x)
and the scattering parameters S11 et S21 according to the fol. cost function:
E(x) = |F1(x)− S11|2 + |F2(x)− S21|2 with x = {ε(ω), μ(ω)} (34)
The functions F1(x) et F2(x) are complex and represent respectively the Fresnel reflection and
transmission coefficients defined for a magneto-dielectric slab of thickness d and of infinite
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transverse dimensions. For a plane wave having an incident angle of θi and a polarization TE
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In our case, the functions F1(x) and F2(x) of the equation (34) are replaced by r et t
equation (35). The cost function (34) is minimized using the non-linear mean square algorithm
of Levenberg-Marquardt. To ensure good results, this algorithm needs to start from a feasible
point. This is why a large choice of values for the couple (ε(ω), μ(ω)) is done for the starting
point in frequency. Then if the frequency sampling from the numerical simulations is fine
enough and the functions considered to be continuous, the starting point chosen is the one for
the previous frequency point.
For a few composites, the algorithm can converge to many solutions for large values of
the thickness of the slab. These solutions are not local minima but are solutions to Fresnel
equations. To choose the right solutions, two physical criteria have been defined:
• If the scattering parameter S21 is close to 1, the structure is propagative. The refractive
index, being a parameter representative of propagation 5, its imaginary part must be close
to zero,
• If S11 is close to one, there is no propagation in the structure ; the real part of the refractive
index must be close to zero.
These criteria are particularly appropriate for NRI resonant metamaterials and may not be
adequate for all type of composites. The principal limitation is that the starting point must be
far from resonance and the composite should not present high dissipative losses.
3.5.2 Periodic structure infinite in the propagation direction
If the EM wave propagation is considered in a periodic medium such as the one presented on
figure 6(a), the solution of the wave equation provides solution for the propagation constant
which are given by kn = k + 2mπ/P where m ∈ Z and P = PL or PT.
5 The imaginary part of the refractive index does not allow to calculate losses by dissipation of a
medium (Landau et al. (1984)). It can only represent the presence or absence of propagation in a
medium.
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(a) Réseau périodique bi-dimensionnel (b) Contour de Brillouin associé
Fig. 6. Réseau périodique bi-dimensionnel et zone irréductible de Brillouin associée.
Because the structure is periodic, the analysis of the propagation in only a unit cell of the
constant k is enough : the fundamental analysis domain is defined for −π < kP < π. This
fundamental domain consists sufficient information for defining propagation inside the whole
structure. Figure 6(b) shows the irreducible Brillouin zone associated to the periodic structure
for PT = PL. This Brillouin zone can be briefly described in terms of the propagation constants
(kx , ky) in the following way:
1. the ΓX contour corresponds to propagation constants kyP = 0 et kxP ∈ [0; π]. for this
contour, only normal incidence is considered.
2. the XM contour corresponds to propagation constants kxP = π et kyP ∈ [0; π]. The
incidence angles vary from 0°to 45°.
3. the MΓ contour corresponds to propagation constants kxP et kyP ∈ [0; π]. The only
incidence angle considered is 45°.
To calculate the two dimensional dispersion diagram of an arbitrary periodic NRI resonant
metamaterial, a source-free eigenmode solver of a numerical modeling tool such as Ansoft
HFSS (HFSS (2004)) can be used. The calculation volume is sampled by finite elements in
the case of the software HFSS and for specific periodic boundary conditions, the eigenvalues
of the "periodic cavity" are searched. A couple of propagation constants (kx , ky) belonging
to the Brillouin zone is imposed as boundary condition and the eigenfrequency is calculated
such that the source-free Maxwell equations with the boundary conditions are satisfied. The
calculation of each eigenfrequency is performed in an iterative manner (Chang (2005)). To
ensure reasonable calculation time, it is thus necessary to impose two parameters which are
the lowest eigenfrequency to be calculated and a limited number of eigen frequencies.
4. Numerical results and interpretation of effective parameters of resonant NRI
metamaterials
The first unit cell (figure 7a) considered here as resonant NRI metamaterials is based on
the metamaterial edge-side coupled split-ring resonators (EC-SRR) proposed in (Greegor
et al. (2003)) because the dissipative losses presented by these metamaterials are relatively
low. The second NRI metamaterial unit cell considered are based on broad-side coupled
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NRI metamaterials (figure 7b) proposed in (Seetharamdoo et al. (2004)) for the reduced
bianisotropic properties they present.
(a) EC-SRR unit cell (b) BC-SRR unit cell
Fig. 7. Unit cell of NRI resonant metamaterials constituted of BC-SRR and EC-SRR and
metallic lines. These inclusions are printed on the dielectric teflon substrates (ε = 2.2,
tan δ = 9 × 10−4). The periodicities PH=4.5 mm, PT=3.3 mm, and d=3.3 mm.
The unit cell are simulated using Ansoft HFSS and the reflection and transmission coefficients
are shown figure 8. A resonance can be observed where the metamaterials are transparent to
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(d) Phase of r and t for BC-SRR
Fig. 8. Reflection and Transmission coefficients of metamaterials constituted of BC-SRR et
EC-SRR
.
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the incident wave at the frequencies of 12.3 GHz for the EC-SRR and 8.1 GHz for the BC-SRR
respectively.
4.1 Effective parameters calculated by inversion methods
The effective parameters are then calculated by inversion methods presented in the previous
section and the refractive index, wave impedance and permittivity and permeability are
shown on figure 9.




































(b) Normalized wave impedance




























Real part - EC-SRR
Imaginary part - EC-SRR
Real part- BC-SRR
Imaginary part - BC-SRR
Fig. 9. Effective paramaters of NRI metamaterials. The upper frequency scale correspond to
EC-SRR structures and lower one to BC-SRR.
The NRI metamaterials constituted of EC-SRR and BC-SRR present respectively a negative
refractive index from 11.5 GHz - 13.3 GHz and from 7.7 GHz - 8.7 GHz [figure 9(a)]. It should
be noted that the refractive index saturates in both cases (11.5 GHz < f < 12.3 GHz for the
EC-SRR and 7.7 GHz < f < 7.9 GHz for the BC-SRR). This maximum value can be predicted by
equation (26). The effective permeability shown on figure 9(d) is resonant and the imaginary
part is positive. The effective permittivity shown on figure 9(c) is anti-resonant and presents
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also positive values for the imaginary parts. The main frequency bands of interest of these
NRI metamaterials are given in table 1.
BC-SRR EC-SRR
Negative refractive index 7.7 -8.7 GHz 11.5-13.3 GHz
Negative permeability 7.9 -8.7 GHz 12.3-13.3 GHz
Negative permittivity 6-10 GHz 9-16 GHz
Saturation of the real part of refractive index 7.7-7.9 GHz 11.5-12.3 GHz
m(ε) > 0 7.7-7.9 GHz 11.5-12.3 GHz
m(μ) > 0 7.7-7.9 GHz 11.5-12.3 GHz
Table 1. Frequency bands of interest for NRI metamaterials based on BC-SRR and EC-SRR.
A similar behavior can be observed for both metamaterials but with a shift in frequency. This
shift as explained in (Seetharamdoo et al. (2004)) is due to higher capacitive coupling in the
BC-SRR compared to the EC-SRR. There is indeed a frequency band for which the real part
of the refractive index, effective permittivity and permeability are negative. However, in a
part of this frequency band the imaginary parts of ε(ω) and μ(ω) are positive which not a
physically correct as described in section 2.2. This frequency band deserves further analysis
and in the next sections for better understanding of these results, a dispersion diagram as well
as a multimodal analysis will be proposed for the BC-SRR NRI metamaterial. The choice of
this metamaterial for further analysis is justified by the fact that it has also been shown to be
2D-isotropic (Seetharamdoo (2006)).
4.2 Dispersion diagram of NRI metamaterials
The dispersion diagram is calculated using the method described in section ??. This diagram
shown on figure 10(a) gives information on the modes that can propagate in the periodic
medium in two dimensions in the irreducible Brillouin zone. The dispersion diagram of the
(a) Dispersion diagram (b) Real part of Refractive index
Fig. 10. (a) Two dimensional dispersion diagram of the medium with BC-SRR only and the
NRI metamaterial in the irreducible Brillouin zone. (b) Superposition of the refractive index
calculated from the dispersion diagram and the one calculated by the inversion methods.
The shaded frequency band represents the frequency band where the refractive index is
negative and where there is backward propagation.
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metamaterial constituted of only BC-SRR (without the metallic line medium) is also shown.
In the shaded frequency band, the metamaterial with BC-SRR only presents a forbidden
frequency band while in association with the metallic lines, a propagated frequency band is
observed. The phase velocity given by the slope of the curve is negative; the propagation
is hence a backward wave propagation. The refractive index can be calculated from this
phase velocity and it is compared to the one calculated using inversion methods. As it can
be observed, there is indeed a frequency band (7.9 - 8.7 GHz) where both results are in good
agreement.
However, in the frequency band (7.7 - 7.9 GHz) where the calculation of effective parameters
by inversion methods yield unphysical results, the dispersion diagram shows no propagation.
This strongly suggests that the results obtained by the inversion method in this frequency
band is not correct and is caused by the finite thickness of the structure. If the structure
were large enough in the direction of propagation to represent a periodic or a continuous
medium, these unphysical results would not have been obtained. Unfortunately, either in
measurements or in the design of NRI metamaterials using numerical modeling, it is not
always possible to analyze large structures due to the cost or resources required for the
calculation.
4.3 Solution proposed: multi-modal analysis
A simple solution to verify the validity of the results given by inversion methods is to make
a multimodal analysis of the periodic NRI resonant metamaterial to detect the existence of
higher order modes which would definitely result in incorrect effective parameters calculation
by inversion methods using a finite-size structure in the direction of propagation. Figure 11
depicts the modal S21 parameters and the associated propagation constants for the first two
modes of the periodic structure 6.
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Fig. 11. (a) Modal Scattering parameter S21 for the first two modes. (b) Propagation constants
of these first two modes. Only Im(γ) is shown for the first mode Re(γ) for the second mode
because the corresponding imaginary and real parts are close to zero. The shaded frequency
band represents the frequency band where the unphysical results have been observed.
The scattering parameter S21 of the fundamental mode presents a resonance at frequency close
to 7.8 GHz. Around this frequency and in the shaded frequency band, a second mode can be
6 S21 Mode2:Mode1 represents for instance what is observed from the profile of the second mode on
access 2 when only the first mode is excited on access 1.
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observed whose magnitude is higher that that of the fundamental mode. In figure 11(b), this
second mode can be seen to be evanescent while the first one is propagative. The value of the
propagation constant of the evanescent mode is low enough to shown that it can propagate
through a few layers of the structure. This implies that the evanescent modes do participate
to the interference phenomena is this frequency band and this effect will be more visible with
lower dissipative losses in the resonant NRI metamaterial (Seetharamdoo (2006)).
This analysis can prove to be very useful to verify if the assumptions made while using the
inversion methods are violated. In this case, one can conclude that the effective parameters
calculated in this frequency band is incorrect and non-physical and should thus not be
presented or interpreted (Seetharamdoo et al. (2005)).
5. Conclusion
The electrodynamics of NRI materials and the fundamental limitations related to the signs
of refractive index, wave impedance, effective permittivity and permeability, both in real
and imaginary parts have been fully described. The effective medium theory as it is
applied to NRI resonant materials have been detailed with a description of the assumptions
linked to this theory for cases of finite thickness in the direction of propagation and infinite
dimensions. The methods used for the calculation of effective parameters have been given
and applied to numerical models of NRI resonant metamaterials. Unphysical results have
been obtained: the imaginary part of the effective permittivity and permeability takes positive
values. It has been shown that this is mainly due to the finite size of the structure and
that there is a frequency band where the results obtained by the classical inversion methods
for the calculation of effective parameters are not correct and this frequency band can be
defined thanks to complementary analysis like the calculation of a dispersion diagram and
a multimodal analysis.
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metamaterial constituted of only BC-SRR (without the metallic line medium) is also shown.
In the shaded frequency band, the metamaterial with BC-SRR only presents a forbidden
frequency band while in association with the metallic lines, a propagated frequency band is
observed. The phase velocity given by the slope of the curve is negative; the propagation
is hence a backward wave propagation. The refractive index can be calculated from this
phase velocity and it is compared to the one calculated using inversion methods. As it can
be observed, there is indeed a frequency band (7.9 - 8.7 GHz) where both results are in good
agreement.
However, in the frequency band (7.7 - 7.9 GHz) where the calculation of effective parameters
by inversion methods yield unphysical results, the dispersion diagram shows no propagation.
This strongly suggests that the results obtained by the inversion method in this frequency
band is not correct and is caused by the finite thickness of the structure. If the structure
were large enough in the direction of propagation to represent a periodic or a continuous
medium, these unphysical results would not have been obtained. Unfortunately, either in
measurements or in the design of NRI metamaterials using numerical modeling, it is not
always possible to analyze large structures due to the cost or resources required for the
calculation.
4.3 Solution proposed: multi-modal analysis
A simple solution to verify the validity of the results given by inversion methods is to make
a multimodal analysis of the periodic NRI resonant metamaterial to detect the existence of
higher order modes which would definitely result in incorrect effective parameters calculation
by inversion methods using a finite-size structure in the direction of propagation. Figure 11
depicts the modal S21 parameters and the associated propagation constants for the first two
modes of the periodic structure 6.
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to 7.8 GHz. Around this frequency and in the shaded frequency band, a second mode can be
6 S21 Mode2:Mode1 represents for instance what is observed from the profile of the second mode on
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observed whose magnitude is higher that that of the fundamental mode. In figure 11(b), this
second mode can be seen to be evanescent while the first one is propagative. The value of the
propagation constant of the evanescent mode is low enough to shown that it can propagate
through a few layers of the structure. This implies that the evanescent modes do participate
to the interference phenomena is this frequency band and this effect will be more visible with
lower dissipative losses in the resonant NRI metamaterial (Seetharamdoo (2006)).
This analysis can prove to be very useful to verify if the assumptions made while using the
inversion methods are violated. In this case, one can conclude that the effective parameters
calculated in this frequency band is incorrect and non-physical and should thus not be
presented or interpreted (Seetharamdoo et al. (2005)).
5. Conclusion
The electrodynamics of NRI materials and the fundamental limitations related to the signs
of refractive index, wave impedance, effective permittivity and permeability, both in real
and imaginary parts have been fully described. The effective medium theory as it is
applied to NRI resonant materials have been detailed with a description of the assumptions
linked to this theory for cases of finite thickness in the direction of propagation and infinite
dimensions. The methods used for the calculation of effective parameters have been given
and applied to numerical models of NRI resonant metamaterials. Unphysical results have
been obtained: the imaginary part of the effective permittivity and permeability takes positive
values. It has been shown that this is mainly due to the finite size of the structure and
that there is a frequency band where the results obtained by the classical inversion methods
for the calculation of effective parameters are not correct and this frequency band can be
defined thanks to complementary analysis like the calculation of a dispersion diagram and
a multimodal analysis.
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métamatériau par intégrale des champs, 14èmes Journées Nationales Microondes (JNM),
Nantes, France.
Lubkowski, G., Schuhmann, R. & Weiland, T. (2005). Computation of effective material
parameters for double negative metamaterial cells based on 3d field simulations,
Negative refraction: Revisiting electromagnetics from microwaves to optics - EPFL Latsis
symposium, Lausanne, Suisse.
Mandel’shtam, L. I. (1944). Lectures on certain problems in the theory of oscillations, Recueil
intégral des travaux, tome 5 - Publié par Leningrad Akademiya Nauk SSRR, 1950, traduit
du Russe par E. F. Kuester, pp. 461–467.
Markos, P. & Soukoulis, C. (2001). Left-handed materials, arXiv:Cond-mat/0212136 pp. 1–11.
Moroz, A. (n.d.). Some negative refractive index material headlines long before veselago work
and going back as far as to 1905..., http://www.wave-scattering.com/negative.html.
Lien du 11 mars 05.
Moss, C. D., Grzegorczyk, T. M., Zhang, Y. & Kong, J. A. (2002). Numerical studies of left
handed metamaterials, Progress in Electromagnetics Research 35: 315.
Pacheco-Jr, J., Grzegorczyk, T. M., Wu, B.-I., Zhang, Y. & Kong, J. A. (2002). Power propagation
in homogeneous isotropic frequency dispersive left-handed media, Phys. Rev. Lett.
89: 257401–1–4.
Pendry, J. B., Holden, A. J., Robbins, D. J. & Stewart, W. J. (1999). Magnetism from conductors
and enhanced non linear phenomena, IEEE Trans. on Microwave Theory Tech. 47: 2572.
190 M tamaterial Resonant Negative Refractive Index Metamaterials 21
Pendry, J. B., Holden, A. J., Stewart, W. J. & Youngs, I. (1996). Extremely low frequency
plasmons in metallic microstructures, Phys. Rev. Lett. 76: 4773.
Pincemin, F. (1995). Etude de la propagation du rayonnement électromagnétique dans les milieux
hétérogènes, PhD thesis, Ecole centrale Paris.
Pocklington, H. C. (1905). Growth of a wave group when the group velocity is negative, Nature
71: 607–608.
Qiu, M., Thylén, L., Swillo, M. & Jaskorzynska, B. (2003). Wave propagation through a
photonic crystal in a negative phase refractive index region, IEEE J. of Sel. Topics in
Quantum Electron. 9: 106–110.
Richalot, E. (1998). Étude de structures rayonnantes et diffractantes par hybridation de la méthode des
élements finis, en couplage direct ou iteratif, PhD thesis, Institut national polytechnique
de Toulouse.
Rivier, E. & Sardos, R. (1982). La matrice S, du numérique à l’optique, Masson, Paris.
Seetharamdoo, D. (2006). Étude des métamatériaux à indice de réfraction négatif : paramètres effectifs
et applications antennaires potentielles, PhD thesis, Université de Rennes 1.
Seetharamdoo, D., Sauleau, R., Mahdjoubi, K. & Tarot, A.-C. (2004). Homogenisation
of negative refractive index metamaterials: comparison of effective parameters
of broadside coupled and edge coupled split ring resonators, IEEE Antennas
and Propagation Society International Symposium (APS), Vol. 4, Monterey, USA,
pp. 3761–3764.
Seetharamdoo, D., Sauleau, R., Mahdjoubi, K. & Tarot, A.-C. (2005). Effective parameters of
resonant negative refractive index metamaterials : Interpretation and validity, J. Appl.
Phys. 98: 063505.
Shelby, R. A., Smith, D. R. & Schultz, S. (2001). Experimental verification of a negative index
of refraction, Science 292: 77–79.
Silveirinha, M. & Fernandes, C. A. (2004a). Effective permittivity of a medium with
stratified dielectric host and metallic inclusions, IEEE Antennas and Propagation Society
International Symposium (APS), Vol. 4, Monterey, USA, pp. 3777–3780.
Silveirinha, M. & Fernandes, C. A. (2004b). On the homogenization of bulk and sheet
metamaterials, IEEE Antennas and Propagation Society International Symposium (APS),
Vol. 4, Monterey, USA, pp. 3769–3773.
Silveirinha, M. & Fernandes, C. A. (2005a). Homogenisation of 3d-connected
and non-connected wire metamaterials, IEEE Trans. on Microwave Theory Tech.
53: 1418–1430.
Silveirinha, M. & Fernandes, C. A. (2005b). Homogenization of metamaterial surfaces and
slabs: the crossed wire mesh canonical problem, IEEE Trans. on Antennas and Propag.
53: 59–69.
Smith, D. R. (2000). Negative refractive index in left-handed materials, Phys. Rev. Lett. 85: 2933
– 2936.
Smith, D. R. (2005). The design of negative index metamaterials : Extending effective medium
concepts, Negative refraction: Revisiting electromagnetics from microwaves to optics - EPFL
Latsis symposium, Lausanne, Suisse, pp. 18–20.
Smith, D. R. & Kroll, N. (2000). Negative refractive index in left-handed materials, Phys. Rev.
Lett. 85: 2933–2936.
Smith, D. R., Padilla, W. J., Vier, D. C., Nemat-Nasser, S. C. & Schultz, S. (2000). Composite
medium with simultaneously negative permeability and permittivity, Phys. Rev. Lett.
84: 4184.
19esonant Neg ive Refr c ive Index Metamaterials
20 Will-be-set-by-IN-TECH
Efros, A. L. (2004). Comment ii on: Resonant and antiresonant frequency dependence of the
effective parameters of metamaterials, Phys. Rev. E pp. 048602–1–2.
Eleftheriades, G. V., Siddiqui, O. & Iyer, A. K. (2003). Transmission line models for
negative index media and associated implementations without excess resonators,
IEEE Microwave and wireless Comp. Lett. 13: 51–35.
Gadot, F., Akmansoy, E., Massoudi, S. & de Lustrac, A. (2003). Amplification of anomalous
refraction in photonic band gap prism, Elec. Lett. 39: 528–529.
Good, R. H. & Nelson, T. J. (1971). Classical theory of electric and magnetic fields, Academic press
Inc., London.
Gralak, B., Enoch, S. & Tayeb, G. (2000). Anomalous refractive properties of photonic crystals,
J. Opt. Soc. of America : A 17: 1012–1020.
Greegor, R. B., Parazzoli, C. G., Li, K. & Tanielian, M. H. (2003). Origin of dissipative losses in
negative index of refraction materials, Appl. Phys. Lett. 82: 2356–2358.
HFSS (2004). High Frequency Structure Simulator v 9.0, finite element package, Ansoft Corp.
Hélier, M. (2001). Les cours de Supélec : Techniques micro-ondes, Ellipses, Paris.
Keller, O. (1996). Local fields in the electrodynamics of mesoscopic media, Phys. Rep.
268: 85–262.
Lai, A., Itoh, T. & Caloz, C. (2004). Composite right/left-handed transmission line
metamaterials, IEEE microwave magazine pp. 34–50.
Lalanne, P. & Hutley, M. (2003). Artificial media optical properties - subwavelength scale,
dans Encyclopedia of optical engineering publié par Dekker Encyclopedias - Taylor and
Francis Group (USA).
Lalanne, P. & Lalanne, D. (1996). On the effective medium theory of subwavelength periodic
structures, J. Mod. Opt. 43: 2063.
Landau, L. D., Liftchitz, E. M. & Pitaevskii, L. P. (1984). Electrodynamics of continuous media,
Butterworth - Heinemann, Oxford.
Lerat, J.-M., Acher, O. & Malléjac, N. (2005). Calcul numérique des paramètres effectifs d’un
métamatériau par intégrale des champs, 14èmes Journées Nationales Microondes (JNM),
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Nonlinear Left-Handed Metamaterials 
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1. Introduction  
Metamaterials are artificial structures that are designed to exhibit specific electromagnetic 
properties required for different applications but not commonly found in nature. The 
methodology of synthesizing materials composed of micro- and nano-structured 
components that mimic the electromagnetic response of individual atoms and molecules 
(meta-atoms and meta-molecules) has proven to be very productive and resulted in the 
development of metamaterials exhibiting strong magnetic response at microwave and 
optical frequencies and so-called left-handed metamaterials (LHMs) (both impossible in 
conventional real-world materials).  
LHMs are designed to exhibit simultaneously negative permittivity and permeability 
(Veselago, 1968; Engheta & Ziolkowski, 2006). In 2000, Smith et al. developed the first 
experimental left-handed structure, which was composed of metallic split-ring resonators 
and thin metal wires (Smith et. al., 2000; Shelby et. al., 2001). An alternative transmission 
line approach for left-handed materials was proposed, almost simultaneously, by several 
different groups (Belyantsev & Kozyrev, 2002; Caloz & Itoh, 2002; Iyer & Eleftheriades, 
2002). This approach, based on nonresonant components, allows for low-loss left-handed 
structures with broad bandwidth. The unique electrodynamic properties of these materials, 
first postulated by Veselago in 1968, include the reversal of Snell’s law, the Doppler effect, 
Vavilov-Cherenkov radiation, and negative refractive index, making theses materials 
attractive for new types of RF and microwave components. The range of applications for 
LHMs is extensive, and opportunities abound for development of new and powerful 
imaging and communication techniques. The most tantalizing of these potential applications 
is the possibility of realizing “perfect” (diffraction-free) lenses based on their inherent 
negative index of refraction (Pendry, 2000). The slab of LHM can act as an ideal (diffraction-
free) lens and thus capable of producing images of objects without any loss of information 
which is impossible with conventional lenses. 
Most studies of LHMs have been concerned with linear wave propagation, and have 
inspired many applications that were unthinkable in the past (Engheta & Ziolkowski, 2006; 
Lai et. al., 2004) such as LH phase shifters (Anioniades & Eleftheriades, 2003), LH directional 
couplers (Caloz et. al., 2004a; Liu et. al., 2002a), and leaky-wave antennas (Lim et. al., 2005; 
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1. Introduction  
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2002). This approach, based on nonresonant components, allows for low-loss left-handed 
structures with broad bandwidth. The unique electrodynamic properties of these materials, 
first postulated by Veselago in 1968, include the reversal of Snell’s law, the Doppler effect, 
Vavilov-Cherenkov radiation, and negative refractive index, making theses materials 
attractive for new types of RF and microwave components. The range of applications for 
LHMs is extensive, and opportunities abound for development of new and powerful 
imaging and communication techniques. The most tantalizing of these potential applications 
is the possibility of realizing “perfect” (diffraction-free) lenses based on their inherent 
negative index of refraction (Pendry, 2000). The slab of LHM can act as an ideal (diffraction-
free) lens and thus capable of producing images of objects without any loss of information 
which is impossible with conventional lenses. 
Most studies of LHMs have been concerned with linear wave propagation, and have 
inspired many applications that were unthinkable in the past (Engheta & Ziolkowski, 2006; 
Lai et. al., 2004) such as LH phase shifters (Anioniades & Eleftheriades, 2003), LH directional 





Liu et. al., 2002b; Grbic & Eleftheriades, 2002). Materials that combine nonlinearity with the 
anomalous dispersion exhibited by LH media (Lapine & Gorkunov, 2004; Lapine et. al., 
2003; Powell et. al., 2007; Shadrivov et.al., 2006), however, give rise to a new class of 
phenomena and promising applications (Zharov et.al., 2003; Shadrivov & Kivshar, 2005; 
Shalaev, 2007). Here we present a review of the basic nonlinear wave propagation 
phenomena in LH media. We consider left-handed nonlinear transmission lines (LH NLTL) 
as the simplest systems that would allow us to combine anomalous dispersion with 
nonlinearity in a controlled fashion. Understanding the nonlinear phenomena in LH NLTL 
media is important for both the development of new devices and improvement of the 
performance of recent tunable devices based on LH NLTLs like phase shifters (Kim et. al., 
2005a), tunable leaky-wave antennas (Lai et. al., 2002; Sievenpiper, 2005) and notch filters 
(Gil et. al., 2004). 
2. Comparison of conventional RH and LH nonlinear transmission lines 
The transmission line approach proves to be a useful description of LH media. It provides 
insight into the physical phenomena of LH media and is an efficient design tool for LH 
applications (Lai et. al., 2004). A LH NLTL is the dual of a conventional nonlinear 
transmission line shown in Fig. 1b where inductors are replaced with capacitors and 
capacitors with inductors. The effective permeability and permittivity of one-dimensional 















= −  
where d is the period of the LH NLTL and ω is the radian frequency. In contrast with RH 
NLTL where capacitance gives rise to electric nonlinearity, nonlinear capacitances CL 
introduce magnetic-type nonlinearity into the LH NLTL (i.e. effective magnetic permeability 
becomes nonlinear).  
Although both the RH and LH NLTLs use the same components arranged in a similar way, 
the performance of these two circuits is dramatically different. This difference primarily 
comes from the difference in their dispersion characteristics (see Fig. 1c). 
A conventional (right-handed) nonlinear transmission line has normal dispersion and 
frequency increases with the wavenumber. The fundamental wave can travel synchronously 
with its higher harmonics. In contrast to the RH NLTL, the LH transmission line exhibits 
anomalous dispersion and frequency decreases with the wave number (see Fig. 1c). The 
waves propagating in such media are also known as backward waves because the direction 
of group velocity vg is opposite to phase velocity ( 0p gv v⋅ < ). The fundamental wave can 
travel synchronously with its higher harmonics. The nonlinearity in RH NLTLs provides 
energy flow to higher frequencies, which results in waveform sharpening and shock wave 
formation (Gaponov et. al., 1967; Kataev, 1966). Dispersion, however, results in waveform 
spreading. If a transmission line exhibits both nonlinearity and dispersion, the latter may 
compensate the nonlinearity, thus resulting in the formation of temporal solitons (Hirota & 
Suzuki, 1973). 
 




Fig. 1. (a) Equivalent circuit of a LH NLTL; (b) Equivalent circuit of a dual RH NLTL;  
(c) Typical dispersion curves of LH NLTL (solid line) and RH NLTL (dashed line). Here 
( )1/20 01 /B L Cω = . 
Nonlinear transmission lines first drew attention in connection with the idea of distributed 
parametric amplification. It had been predicted that a distributed parametric amplifier or 
oscillator circuit could exhibit superior stability of operation and efficiency over lumped 
parametric circuits (Cullen, 1958; Tien, 1958). Lumped parametric amplifiers were popular 
as very low-noise alternatives to vacuum tubes prior to the widespread use of 
semiconductor amplifiers (Louisell, 1960). (Parametric resonance responsible for 
amplification in lumped circuits is similar to the physical mechanism playing on a swing 
which allows large amplitudes by alternately raising and lowering the center of mass at a 
certain relation between the frequency of the swing and the frequency of external force.) 
Their complexity (they require external resonators and matching circuits) and low 
efficiencies however made them less attractive for widespread use. Conventional NLTLs 
were thought to be very promising candidates for use in distributed amplifiers because they 
do not require external resonant circuits and conversion efficiency was claimed to be very 
high due to a cumulative effect of parametrically interacting waves propagating along 
NLTLs. 
It turned out that parametric interactions (such as three- and four-wave mixing of phase 
matched waves) in RH NLTLs typically compete with shock wave formation. For instance, 
parametric generation and amplification in dispersionless RH transmission lines is entirely 
suppressed by shock wave formation (Landauer, 1960a; Landauer, 1960b). In contrast to 
conventional NLTLs, both nonlinearity and dispersion present in LH NLTLs (see Fig. 1) lead 
to waveform spreading (Caloz et. al., 2004b), consequently making shock wave and 
electronic soliton formation impossible. Anomalous dispersion makes sharp field transients 
in left-handed NLTL unstable. Once created, they decompose very quickly during 
propagation of the waveform due to substantial difference in the phase velocities of the 
propagating waves. This inability to form shock waves enables a variety of parametric 
processes to occur instead (Kozyrev et. al., 2005; Kozyrev & van der Weide, 2005a). 
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formation, it is possible to use stronger nonlinearities, consequently achieving considerable 
gain in shorter transmission lines (Kozyrev et. al., 2006). 
Both theoretical (Kozyrev & van der Weide, 2005a, 2004) and experimental (Kozyrev et. al., 
2005, 2006) investigation demonstrate that nonlinear wave form evolution in a LH NLTL can 
be understood in terms of competition between harmonic generation, subharmonic 
generation, frequency down conversion and parametric instabilities. 
3. Higher harmonic generation 
3.1 Theoretical consideration 
In short LH NLTLs, harmonic generation dominates over parametric instabilities (Kozyrev 
et. al., 2005). The amplitude of the second harmonic in the n-th section of a LH NLTL ( )2V n  
can be obtained using a small signal approach described in (Kozyrev & van der Weide, 
2005): 
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     (1) 
where NK  is a “nonlinearity factor” dependent only on diode parameters, 1(0)V  is the 
voltage at the input of the LH NLTL, α  is the attenuation constant, n is the section number 
and 1β  and 2β  are the propagation constants (phase shift per section) for the fundamental 
wave and its second harmonic, respectively. 
The fundamental wave propagating in the LH NLTL is always badly mismatched with its 
higher harmonics due to inherent anomalous dispersion, yet the generation of higher 
harmonics can still be very effective. This is possible because of “amplitude singularities”. 
The denominator in (1) has zeros when  
 ( ) ( )2 22 1sin 2 sin 0β β− → .             (2) 
Due to phase mismatch, the amplitude of the second harmonic varies rapidly with distance. 
This gives rise to a highly localized energy exchange between the fundamental wave and its 
second harmonic. It is apparent from (1) that the maximum amplitude of the second 
harmonic at the end of the N-section line is achieved when 
 ( ) ( )2 12 2 1N kβ β π− = + ,  k = 0,1,2,3...          (3) 
The same approach applied to RH NLTL predicts linear growth of the second harmonic 
amplitude (in the lossless case) due to its phase-matching with fundamental wave (Kozyrev 
& van der Weide, 2005a; Champlin & Singh, 1986). Thus, the theoretical analysis of 2nd 
harmonic generation in LH NLTLs shows that, despite the large phase mismatch, inherent 
anomalous dispersion enables the possibility of faster-than-linear growth of the second 
harmonic amplitude as predicted by (1) in a narrow frequency range where condition (2) is 
satisfied. This fact explains the dominance of harmonic generation in short LH NLTLs over 
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other parametric instabilities which require long distances of propagation for energy 
exchange to occur because of long coherence distance (due to phase matching). A somewhat 
similar singular behavior of the second harmonic amplitude was predicted for the wave 
reflected from a slab of nonlinear LH medium (Agranovich et. al., 2004). 
3.2 Experiment 
We fabricated a 4-section LH NLTL having identical sections (shown in Fig. 2a) (Kozyrev 
et.al, 2005). The circuit was realized on a Rogers RT/Duroid 3010 board with rε = 10.2 and 
thickness h = 1.27 mm. The nonlinear capacitance in each section is formed by two back-to-
back M/A-COM hyperabrupt junction GaAs flip-chip varactor diodes (MA46H120) with 
DC bias applied between them. Shunt inductances were implemented with 0.12 mm 
diameter copper wires connecting the pads to the ground plane on the back side of the 
board. The pads on the board surface, together with inherent parasitics introduce 
unavoidable series inductance and shunt capacitance, making the whole circuit a composite 
right/left-handed transmission line having the equivalent circuit shown in Fig. 2b. The 
dispersion characteristic of a composite right/left-handed transmission line has two 
passbands divided by the stop band. The low frequency passband exhibits anomalous 
dispersion (left-handed passband) while the high-frequency one is right-handed. Fig. 3 
shows the magnitude of the linear wave transmission (S21) of the LH NLTLs. We measured a 
–6 dB cut-off frequency at 2.7 GHz for 0 V-bias. The frequency region from 2.7 GHz to 8 
GHz for 0 V bias corresponds to the left-handed passband. Parameters of the circuit model 
in Fig. 2b were extracted from the S-parameters measured at 0 V bias. They are CL = 0.99 pF, 
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The measured results qualitatively confirm our predictions using small-signal analysis. 
Figure 4 shows the spectrum of the waveform from the output of 4-section LH NLTL as 
measured with an Agilent E4448A Spectrum Analyzer, and corresponds to the maximum of 
the second harmonic conversion efficiency. 
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Fig. 3. Measured magnitude of S21 parameter for four-section LH NLTL. 
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Fig. 4. Spectrum of the output waveform generated by a four-section LH NLTL fed by 2.875 
GHz, +17.9 dBm input signal at reverse bias voltage of 6.4 V. 
The measured value for the second harmonic conversion efficiency in this 4-section LH 
NLTL was 19% at 2.875 GHz, using a +17.9 dBm input signal and a reverse bias voltage of 
6.4 V. The second harmonic power delivered into a 50 Ω load was +10.72 dBm. The 
fundamental wave is close to the Bragg cutoff frequency (note the magnitude of S21 for the 4-
section LH NLTL at bias voltage 6 V as shown in Fig. 2a), and thus falls into frequency range 
for which small-signal analysis predicts amplitude singularity. The second harmonic wave 
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is close to the transmission maximum, which is located in the middle of the left-handed 
passband. A fundamental of 2.875 GHz generates numerous higher harmonics, with the 
second harmonic dominating over the fundamental and the other harmonics. Thus, the LH 
NLTL combines the properties of both a harmonic generator and a bandpass filter, and 
under certain conditions may provide an almost pure higher harmonic at its output.  
The conversion efficiency observed in the LH NLTL is comparable with the per-stage 
efficiency of a hybrid Schottky-diode RH NLTL operated in a lower frequency range 
(Duchamp et. al., 2003). 
4. Parametric generation and amplification 
4.1 Theory 
Under certain circumstances, harmonic generation may compete with different parametric 
processes, resulting in unstable harmonic generation. Effective parametric interaction in 
medium exhibiting a second-order nonlinearity generally requires phase matching of three 
waves. The anomalous dispersion of a LH NLTL system enables effective parametric 
interactions of the type:  
 1 2 3f f f+ = , 1 2 3β β β− =               (4) 
In the “parametric oscillator configuration”, a high-frequency backward pump wave having 
a frequency f3 and wavenumber 3β  is excited by the voltage source connected at the input 
port of a LH NLTL. It generates two other waves having frequencies 1f  and 2f , such that 
1 2f f<  and 1 2 3f f f+ = . The wave having frequency 2f  propagates in the opposite 
direction relative to the pump wave and the wave having frequency 1f  (this is emphasized 
in (4) with the minus sign). We therefore have a similar situation to backward wave 
parametric generation (Gorshkov et. al., 1998; Harris, 1966). The backward-propagating 
parametrically generated wave 2f  enables internal feedback that results in a considerable 
energy transfer from the pump wave to the parametrically excited waves.  
If the amplitude of a high-frequency pump wave exceeds a certain threshold value, it may 
parametrically generate two other waves. This threshold value depends on the loss present 
in the LH NLTL, its length and the boundary conditions (matching) at the input and output. 
No parametric generation occurs when the amplitude of the voltage source is below this 
value. However, when a weak signal wave is fed into the LH NLTL together with a pump 
wave having an amplitude below the threshold value, a parametric amplification is 
observed. In this case, we have two input waves: an intense pump wave and a weak signal 
wave (Yariv, 1988). The power from the pump wave is transferred to the signal wave, thus 
amplifying it. A third parasitic idler wave is generated which provides phase matching. 
From a previous analysis (Gorshkov, et. al. 1998), for the lossless case, the frequencies and 
powers of these waves also obey the nonlinear Manley-Rowe relations. 
4.2 Experiment 
Though generation of higher harmonics dominates in short LH NLTLs, in longer 
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powers of these waves also obey the nonlinear Manley-Rowe relations. 
4.2 Experiment 
Though generation of higher harmonics dominates in short LH NLTLs, in longer 





amplification in 7-section LH NLTL (Kozyrev et. al., 2006) shown in Fig. 5. The design of the 
7-section LH NLTL is similar to the design of four-section LH NLTL described in the 
previous section.  
However, this time, the series nonlinear capacitance has been implemented with Skyworks 
Inc. SMV 1233 silicon hyperabrupt varactors and shunt inductances with high-Q 10 nH chip 
inductors (Murata LQW18A_00).  
Fig. 6 shows the magnitude and phase of the linear wave transmission (S21) of this 7-section 
LH NLTL. Parameters of the circuit model in Fig. 2b were extracted from the measured  
S-parameters using Agilent ADS software. They are CL (3.823 V) = 1.34 pF, LL = 11.43 nH, 
 CR = 0.62 pF, LR = 3.18 nH. The dashed line in Fig. 6 shows the magnitude of S21 calculated 
for the circuit model shown in Fig. 2b with component values specified above, and it is in a 
good agreement with measured data. The circuit model of Fig. 2b has also been used to 
calculate the dispersion curve of the LH transmission line as shown in the inset in Fig. 6. As 
is evident from S-parameters and dispersion curve presented in Fig. 6, the transmission line 
has a left-handed passband (phase velocity is anti-parallel with the group velocity) from 800 
MHz to 1.9 GHz at -3.823 V bias. 
 
Fig. 5. Fabricated seven-section LH NLTL. 






























Fig. 6. Measured and simulated (dotted lines) magnitudes of S21 parameter for seven-section 
LH NLTLs for the reverse bias voltage VB = 3.823 V. Inset shows dispersion curve of the LH 
NLTL (dependence of the frequency vs relative wave number β). 
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Figure 7 demonstrates the effect of the intensive pump wave, having frequency fp = f3, on a 
weak signal wave (fs = f2). Figure 7b shows the spectrum at the output of the 7-section LH 
NLTL when only a 1.7279 GHz, 13.96 dBm intensive pump wave is applied at the input. The 
magnitude of the pump wave was chosen so as to be 0.1 dB below the threshold value 
required for the occurrence of parametric generation, which manifests itself in distinct, 
narrow peaks corresponding to the parametrically generated frequencies.  



























































Fig. 7. Spectra of the output waveforms generated by a 7-section LH NLTL fed by: (a) only 
weak signal source 864.252 MHz, -28 dBm; (b) only pump source 1.7279 GHz, 13.96 dBm; (c) 
simultaneously signal and pump sources specified in (a) and (b). Reverse bias voltage is 3.87 V. 
Figure 7a shows the spectrum at the output when only the 864.252 MHz, -28 dBm signal 
wave is applied at the LH NLTL input (no pump wave). The graph shows 11.7 dB 
attenuation of the weak signal wave at the output due loss in the NLTL and power 
conversion to higher harmonics. And finally, Fig. 7c shows the spectrum at the output when 
the signal and the pump wave are both applied concurrently at the input of the 7-section LH 
NLTL. In this spectrum, the components corresponding to the signal wave (fs = f2), idler 
wave (f1), as well as many difference frequencies generated due to the strong nonlinearity in 
LH NLTL, are evident. Thus, the application of the intensive pump wave results in 
amplification of the weak signal by 9 dB.  
It should be mentioned that parametric amplification of the signal wave propagating in the 
backward direction with respect to the pump wave has been observed in a round-trip 
configuration (when both the signal and the pump waves are still applied at the TL input). 
The parametric interaction of the counter-propagating signal and pump waves becomes 
possible since both the signal and the pump waves are subject to a strong reflection while 
propagating along the LH NLTL. This reflection originates from the mismatch at the input 
and output ports (which is unavoidable due to strong nonlinear variation of capacitance) 
and results in a standing wave formation. This enables the phase matching of the incident 
signal wave and the reflected from the output end of the LH NLTL pump wave and hence 





amplification in 7-section LH NLTL (Kozyrev et. al., 2006) shown in Fig. 5. The design of the 
7-section LH NLTL is similar to the design of four-section LH NLTL described in the 
previous section.  
However, this time, the series nonlinear capacitance has been implemented with Skyworks 
Inc. SMV 1233 silicon hyperabrupt varactors and shunt inductances with high-Q 10 nH chip 
inductors (Murata LQW18A_00).  
Fig. 6 shows the magnitude and phase of the linear wave transmission (S21) of this 7-section 
LH NLTL. Parameters of the circuit model in Fig. 2b were extracted from the measured  
S-parameters using Agilent ADS software. They are CL (3.823 V) = 1.34 pF, LL = 11.43 nH, 
 CR = 0.62 pF, LR = 3.18 nH. The dashed line in Fig. 6 shows the magnitude of S21 calculated 
for the circuit model shown in Fig. 2b with component values specified above, and it is in a 
good agreement with measured data. The circuit model of Fig. 2b has also been used to 
calculate the dispersion curve of the LH transmission line as shown in the inset in Fig. 6. As 
is evident from S-parameters and dispersion curve presented in Fig. 6, the transmission line 
has a left-handed passband (phase velocity is anti-parallel with the group velocity) from 800 
MHz to 1.9 GHz at -3.823 V bias. 
 
Fig. 5. Fabricated seven-section LH NLTL. 






























Fig. 6. Measured and simulated (dotted lines) magnitudes of S21 parameter for seven-section 
LH NLTLs for the reverse bias voltage VB = 3.823 V. Inset shows dispersion curve of the LH 
NLTL (dependence of the frequency vs relative wave number β). 
 
Nonlinear Left-Handed Metamaterials 
 
201 
Figure 7 demonstrates the effect of the intensive pump wave, having frequency fp = f3, on a 
weak signal wave (fs = f2). Figure 7b shows the spectrum at the output of the 7-section LH 
NLTL when only a 1.7279 GHz, 13.96 dBm intensive pump wave is applied at the input. The 
magnitude of the pump wave was chosen so as to be 0.1 dB below the threshold value 
required for the occurrence of parametric generation, which manifests itself in distinct, 
narrow peaks corresponding to the parametrically generated frequencies.  
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Figure 7a shows the spectrum at the output when only the 864.252 MHz, -28 dBm signal 
wave is applied at the LH NLTL input (no pump wave). The graph shows 11.7 dB 
attenuation of the weak signal wave at the output due loss in the NLTL and power 
conversion to higher harmonics. And finally, Fig. 7c shows the spectrum at the output when 
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configuration (when both the signal and the pump waves are still applied at the TL input). 
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possible since both the signal and the pump waves are subject to a strong reflection while 
propagating along the LH NLTL. This reflection originates from the mismatch at the input 
and output ports (which is unavoidable due to strong nonlinear variation of capacitance) 
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signal wave and the reflected from the output end of the LH NLTL pump wave and hence 





Figure 8 represents the measured gain of a weak 864.252 MHz signal stimulated by an 
intense 1.7279 GHz pump wave versus the power of the signal at the input, for fixed values 
of the pump power. The gain was calculated as the difference between the power of the 
signal at the output and the power at the input when both are expressed in dBm. Thus, we 
measured a greater than 10 dB amplification of the signal with power of −32 dBm and below 
for the power of the pump wave at the input of 13.96 dBm. The measured dependencies of 
gain verses input signal power becomes flatter with decreasing pump power, thus revealing 
the potential for amplification in a broad band of the signal power. The results of our 
measurements in Fig. 8 are in a good agreement with the results of simulations reported in 
(Kozyrev & van der Weide, 2005b). 















Ps (dBm) (at input)  
Fig. 8. Measured gain vs power of the signal at the input of LH NLTL for different values  
of the power of the pump wave at the input Pp,in.:  Green squares - Pp,in = 13.96 dBm;  
Blue circles - Pp,in = 13.86 dBm; Red up triangles - Pp,in = 13.76 dBm; Black down triangles - 
Pp,in = 13.66 dBm; Magenta left triangles - Pp,in = 13.56. 
4.3 Higher-order parametric processes 
Efficiently generated higher harmonics may also initiate the parametric process. A wave at 
2.875 GHz cannot parametrically generate any other waves in the 4-section LH NLTL, 
shown in Fig. 2, since they would exist below the line’s cutoff frequency. The second 
harmonic at 5.75 GHz excites waves with frequencies of 2.2 GHz and 3.55 GHz depicted in 
Fig. 9b as 1f  and 2f . This basic parametric process then initiates multiple higher-order 
parametric interactions, resulting in multiple peaks in the spectrum of the output waveform. 
The progression of this process is shown in Fig. 9c, which illustrates conversion of a 
monochromatic input signal into a wideband output. Further increase in the reverse bias 
voltage leads to the stabilization of the harmonic generation and suppression of parametric 
instability (Fig. 9d). The variation of bias voltage results in a corresponding change in the 
dispersion characteristics of the LH NLTL (propagation constants of the interacting waves). 
This change allows for enabling or disabling of certain nonlinear interactions (phase 
matching). In our particular case it enables/disables higher-order parametric interactions.  
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Fig. 9. Spectra of the output waveform generated by a 4-section LH NLTL fed by 2.875 GHz, 
+19 dBm input signal for different values of the bias voltage (a – 4 V, b – 4.95 V, c – 5 V, d – 
6.3 V). The results here are decreased by 6 dB due to a protection attenuator. 
4.4 Higher-order parametric processes 
Parametric amplification can be of interest for building “active” or “amplifying” 
metamaterials and for providing a means to compensate for inherent LH media loss, a 
challenge for currently existing metamaterials (Kozyrev et. al., 2006). The primary drawback 
of current negative-index metamaterials (NIMs) (for example those composed of the arays of 
metallic wires and split-ring resonators) is their considerable loss, which renders the results 
ambiguous and the materials all but useless for practical applications. These losses have 
been overcome to some extent by careful fabrication and assembly techniques (Houck et. al. 
2003), but still remain the primary obstacle to using NIMs in imaging applications. It was 
shown (Tretyakov, 2001) that due to causality requirements, the use of conventional 
composite NIMs (based on arrays of metallic wires and arrays of split-ring resonators) does 
not allow for the realization of low-loss NIMs without the incorporation of some active 
components (transistor amplifiers, etc.) in a composite NIM. The idea of using parametric 
amplification to compensate for inherent loss in optical left-handed systems has been also 
discussed in (Popov & Shalaev, 2006). 
5. Envelope solitons in LH NLTLs 
Besides the nonlinear evolution of a waveform itself, another class of phenomena involving 
evolution of amplitude and phase of continuous waves is also possible. This type of 
nonlinear wave propagation phenomena arise in NLTLs having strong frequency dispersion 
with respect to the average amplitude for amplitude-modulated wave containing a carrier of 
relatively high frequency and slow (optical-type) nonlinearity. This dispersion may lead to 
amplitude instability as well as to formation of envelope solitons and periodic modulation 
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instability and envelope soliton generation in conventional (RH) NLTLs has already been 
the subject of many publications (Lonngren & Scott, 1978; Ostrovskii & Soustov, 1972; Yagi 
& Noguchi, 1976). The experimental observation of the generation of the trains of envelope 
solitons in LH NLTLs arising from the self-modulational instability under certain conditions 
of the amplitude and frequency of the pump wave was first reported in (Kozyrev & van der 
Weide, 2007).  
The analysis of LH NLTLs is straightforward when the equations governing envelope 
evolution can be reduced to the one-dimensional cubic nonlinear Schrodinger equation 
(NSE), which provides a canonical description for the envelope dynamics of a quasi-
monochromatic plane wave (the carrier) propagating in a weakly nonlinear dispersive 
medium when dissipative processes (including nonlinear damping due to higher harmonic 
generation and nonlinear wave mixing) are negligible (Gupta & Caloz, 2007; Narahara et. 
al., 2007). However, in most of the practical situations the parametric decay instabilities and 
higher harmonic generation can be very significant (Kozyrev et. al, 2005, 2006; Gorshkov et. 
al., 1998; Lighthill, 1965). The threshold for parametric generation is known to be very low 
(lower then in conventional RH NLTLs). In order to realize the scenario described by the 
NSE, the LH NLTL should be operated below this threshold so that the nonlinearity should 
be very weak and the NLTL impractically long. In contrast, we performed an experimental 
study of nonlinear envelope evolution and envelope soliton generation in relatively short 
LH NLTLs and when nonlinear damping is very strong. We are also taking advantage of a 
fast nonlinearity introduced by Schottky diodes when nonlinear capacitance is a function of 
the instantaneous value of voltage along the line rather then its amplitude, a type of 
nonlinearity not described in the framework of the NSE and its modifications developed for 
slow (retarding) nonlinearity.  
Figure 10 shows a typical voltage waveform and its spectrum measured at the output of 7-
section LH NLTL in the envelope soliton generation regime. This voltage waveform is a cw 
signal with carrier at fundamental (pump) frequency and with an envelope representing 
itself a train of bright solitons appearing as periodic pulses above a cw background. The 
scenario of the development of modulational instability and/or generation of envelope 
solitons is very sensitive to the parameters of the signal applied at the input of NLTL. 
Depending on the amplitude and frequency of the input signal, trains of envelope solitons 
of different shape and types can be generated. Figure 11 shows envelopes of the measured 
waveforms at the output of 7-section LH NLTL. These envelopes’ functions have been 
obtained by applying the Hilbert transform to the original voltage waveforms. 
Traces (a), (b) and (c) in Fig. 11 show trains of bright envelope solitons of different shapes 
while traces (d) and (e) show periodic trains of so-called dark solitons (dips in the cw 
background). The trains of envelope solitons that we observed are also known as cnoidal 
waves. The interval between individual solitons depends on the amplitude and frequency of 
the input signal but does not depend on the length of LH NLTL. Comparison of voltage 
waveforms at the output of 7-, 10- and 17-section LH NLTL for the same input signal 
parameters shows that the distance between solitons and their shape are preserved during 
propagation along transmission line and that we deal with the generation of stationary train 
of solitons. The envelope shape is not smooth since strong nonlinearity gives rise to 
numerous higher harmonics and subharmonics of carrier frequency. In the spectral domain, 
generation of envelope solitons manifests itself in the appearance of spectral regions with 
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numerous closely spaced spectral harmonics. The interval between adjacent spectral 
components is 1f τΔ = , where τ is the period of the train of solitons. 
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Fig. 10. Voltage waveform (a) and its spectrum (b) measured at the output of 7-section LH 
NLTL fed by a 1.3125 GHz, +21.6 dBm input signal. 































Fig. 11. Measured trains of envelope solitons for different power Pinp and the frequency finp 
of the input signal. a) finp = 1.3723 GHz, Pinp = 24.66 dBm; b) finp = 1.3125 GHz, Pinp = 21.60 
dBm; c) finp = 1.321596 GHz, Pinp = 19.34 dBm; d) finp = 1.2974 GHz, Pinp = 24.64 dBm; e) finp = 
1.102 GHz, Pinp = 23.62 dBm 
A small variation of the parameters of the input signal leads to switching between the 
generation of bright and dark solitons [compare traces (a) and (b)] in contrast to the scenario 
described by the NSE. As is known, systems described by the NSE can be characterized by 
two main parameters: the nonlinearity parameter N = 2Aω∂ ∂  (ω and A are the carrier 
frequency and the amplitude) and the dispersion parameter D = 2 2kω∂ ∂  (k is the wave 
number). According to the Lighthill criterion (Lighthill, 1965), either dark or bright solitons 
are observed depending on the sign of these two parameters. Bright solitons exist when 
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counterplay of the significant nonlinear damping (due to strong and fast nonlinearity) and 
strong spatial dispersion exhibited by the periodic LH NLTLs. Neither is taken into account 
by standard NSE yet both are known to lead to co-existence of bright and dark solitons in 
other physical systems (Kivshar et. al., 1994; Scott et.al., 2005). For example, somewhat 
similar processes have recently been observed in the system of an in-plane magnetized 
single crystal yttrium-iron-garnet (YIG) film in the magnetostatic backward volume wave 
configuration. However, there is a fundamental issue that distinguishes our work from 
(Scott et.al., 2005) where the soliton trains have been generated through the nonlinear mode 
beating of two copropagating magnetostatic backward volume wave excitations in thin YIG 
film. Thus, a pre-modulated signal was used to achieve soliton generation. In contrast to this 
work, we applied non-modulated sine wave at the input. 
6. Pulse formation in LH NLTL media 
As it has already been mentioned in Section 2, both the nonlinearity and dispersion present 
in LH NLTLs lead to waveform spreading, consequently making shock wave and electronic 
soliton formation impossible, making them at first blush useless for pulse forming 
applications. However, this inability to form shock waves enables a variety of parametric 
processes leading to amplitude istabilitity as well as formation of envelope solitons and 
periodic modulation of a carrier wave (Kozyrev & van der Weide, 2007) as discussed in the 
previous section. Here we describe another type of envelope evolution resulting in 
generation of RF pulses of limited duration with stable amplitude and very short rise/fall 
times (sharp transients). This type of envelope evolution is primarily enabled by the 
amplitude-dependent higher harmonic generation rather than self-modulation instability 
leading to generation of the envelope solitons (Kozyrev & van der Weide, 2010).  
Fig. 12 shows a typical dependence of the magnitude of the second harmonics at the output 
of 7-section LH NLTL shown in Fig. 5 vs magnitude of the input sinusoidal signal. This 
dependence has three distinct regions. In the first region the power of the generated second 
harmonic follows a square law as predicted by the small signal analysis (1). When the power 
of the fundamental wave reaches certain threshold level the second harmonic power jumps 
by almost 5 dB indicating a bifurcation (multistability region) followed by the saturation 
region where second harmonic amplitude changes insignificantly with the input power. 
Step-like dependence of the second harmonic power indicates a bifurcation-type change in 
the field distribution along the line and formation of field patterns that change dispersion 
properties of the line resulting in significant increase of the generation efficiency. These field 
patterns (nonlinear mode build-up) result from the nonlinear interactions and reflection of 
both fundamental and second harmonic signals from input and output interfaces. An 
example of such patterns has been investigated in (Kozyrev & van der Weide, 2005a; 
Kozyrev et. al., 2005) where a significant increase of the 3rd harmonic generation efficiency 
correlated with self-induced periodicity of the voltage oscillations across nonlinear 
capacitances on LH NLTL. This self-induced periodicity of the voltage amplitude cross the 
nonlinear capacitors leads to periodic variation of the capacitance along the line. Due to 
strong nonlinearity (large capacitance ratio), this periodicity results in a considerable change 
of the dispersion characteristics and enables quasi-phase matching of the fundamental wave 
and its higher harmonics.  
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Power of fundamental wave at input (dBm)  
Fig. 12. Dependence of the power of the 2nd harmonic at the output on the power of the 
fundamental signal at the input in 7-section LH NLTL shown in Fig. 5 measured at 783 MHz 
and the reverse bias voltage VB = - 4.1 V. 
The step-like dependence of the second harmonic power on the power of the fundamental 
signal may impact significantly the output waveform if the amplitude in the fundamental 
wave is modulated around the threshold value. To verify this assumption the LH NLTL was 
fed by a 783 MHz, +20.5 dBm sinusoidal signal modulated at 100 kHz with the depth of 
modulation of 50 %. Power of the input signal corresponds to the threshold value in Fig. 12. 
Figure 13 shows voltage waveforms at the input and output port and spectrum at the output 
of 7-section LH NLTL. As expected, the voltage waveform at the input is a sinusoidal wave 
modulated by another sinusoidal signal at 100 MHz. The envelope of the output waveform 
is dramatically different from the one of the input wave. It represents itself a series of pulses 
with the shape approaching a rectangular. Furthermore, the carrier frequency of the output 
signal is the second harmonic of the fundamental signal as revealed by the spectrum 
presented in Fig. 13c. Modulated signal switches second harmonic generation on and off 
thus enabling generation of a train of RF pulses at the output. Since the fundamental 
frequency is chosen below the cut-off frequency, it is heavily attenuated in transmission line 
and only second harmonic is present at the output. Some asymmetry of the shape of the RF 
pulses at the output is related to the existence of hysteresis and narrow multistability region. 
The experimental results presented in Fig. 13 clearly demonstrate that a small modulation 
signal can be used to control the shape, duration and repetition rate of the RF pulses at the 
output which is very promising to numerous applications.  
Our experimental results correlate very well with speculations in (Agranovich et. al., 2004) 
where authors predicted that the shape of pulses at the output of LH media can be 
drastically different from those expected from an ordinary nonlinear medium.  
Potential applications may include pulse forming circuits, amplifiers of digital signals as 
well as very efficient modulators at power levels or in frequency ranges not attainable by 
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The first experimental observation of an inverse Doppler effect, in which the frequency of a 
wave is increased upon reflection from a receding boundary, was reported in (Seddon & 
Bearpark, 2003). They used an experimental scheme based on a magnetic nonlinear 
transmission line which was suggested recently in (Belyantsev & Kozyrev, 2002, 1999). This 
scheme falls into a general class of systems that involve the emission of phase matched high-
frequency waves by an electromagnetic shock wave propagating along a NLTL with 
dispersion (Belyantsev et. al., 1995; Belyantsev & Kozyrev, 1998, 2000). The moving 
boundary that is used to produce a Doppler shift is the discontinuity that is formed between 
regions of unsaturated and saturated nonlinearity in the transmission line at the leading 
edge of the pump pulse. Under appropriate conditions, this shock wave (moving 
discontinuity) generates a Bloch wave propagating in the opposite direction to the moving 
discontinuity. It occurs when this shock wave is phase matched with a backward spatial 
harmonic of the exited Bloch wave. Following its reflection from the NLTL input interface, 
the excited Bloch wave catches up with the moving discontinuity and produces an 
anomalous Doppler shift (Belyantsev & Kozyrev, 2002). The detailed theory of this 
phenomenon is presented in (Kozyrev & van der Weide, 2005, 2006). 
8. Nonlinear volumetric metamaterials 
Nonlinear phenomena similar to ones described in Sections 3-7 have also been observed in 
volumetric metamaterials (Shadrivov et. al., 2008a, 2008b). For instance, the selective 
generation of higher harmonics has been observed in metamaterials consisting of split-ring 
resonantors (SRR) and metal wires shown in Fig. 14. Each SRR contains a variable capacity 
diode (model Skyworks SMV-1405) which introduces nonlinear current-voltage dependence 
and resulting nonlinear magnetic dipole moment to each SRR (Shadrivov et. al., 2008a). In 
terms of effective medium parameters, the manufactured structure has nonlinear 
magnetization and non- linear effective magnetic permittivity.  
 
Fig. 14. Photograph of the nonlinear tunable metamaterial created by square arrays of wires 
and nonlinear SRRs. Each SRR contains a varactor (see the inset) which provides power-
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Arrays of SRRs and wires form a square lattice with 29 x 4 x 1 unit cells of the size of 10.5 
mm.  
To measure the em field scattering on our samples, the metamaterial slab is placed in a 
parallel plate waveguide. The planes of SRRs are aligned perpendicular to the parallel plate 
surfaces. We have measured the spectrum of the transmitted signal for different frequencies 
of the incident em wave. For this purpose, the input antenna (placed at the midpoint of the 
lower plate, 2 mm from the metamaterial slab, in front of the central unit cell) was fed by the 
signal generated by an Agilent E4428C ESG vector signal generator and amplified by a 38 
dB amplifier. The signal detected by the receiving antenna placed 2 cm behind the 
metamaterial slab was analyzed using an Agilent E4448A PSA series spectrum analyzer. 
Figure 15 shows spectra of the signal detected by the receiving antenna behind the nonlinear 
LHM slab. Varying the input frequency, we observed efficient selective harmonic 
generation. Namely, second (Fig. 15a), third (Fig. 15b), and fourth (Fig. 15c) harmonics were 
selectively generated. Moreover, the generation of a comblike signal was also observed (Fig. 
15d).  
 
Fig. 15. Spectra of the signals detected by the receiving antenna located behind the nonlinear 
LHM slab for different source frequencies: (a) 3.415 GHz, (b) 2.29 GHz, (c) 1.733 GHz, and 
(d) 1.668 GHz. The frequency on each graph is normalized to the corresponding source fre- 
quency. Power at the input antenna is +30 dBm. 
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Selective generation of higher harmonics observed in our experiments is related to the 
transmission properties of the metamaterial. A particular harmonics dominates over 
fundamental harmonic and the other higher harmonics when its frequency corresponds to 
the transparency band. Results of the transmission coefficient measurements performed on 
our nonlinear LHMs indicate a right-handed transparency band with a maximum 
transparency at around 7 GHz. This value agrees well with the values of the higher 
harmonics dominating in our measurements. Furthermore, the presence of very high order 
harmonics in the spectrum of the trans- mitted signal manifests strong nonlinearity inside 
the metamaterial which potentially may lead to significant enhancement in nonlinear 
processes in artificial metamaterials as compared to conventional materials. 
9. Conclusion 
We have reviewed several nonlinear wave phenomena in LH media, including harmonic 
generation, parametric amplification and generation of traveling waves, generation of the 
train of envelope solitons and their competition. Furthermore, LH NLTLs which were 
considered as a model system in this paper, can be also of interest from the design 
perspective for development of various compact and robust applications for wireless 
communications and imaging. LH NLTLs have already been used as the key counterparts of 
recently designed and implemented tunable phase-shifters, tunable band-pass filters, and 
the arbitrary waveform generator based on fourier decomposition (by combining 
broadband power divider, LPF, BPF, HPF, harmonic generator, vector modulator and 
broadband LNAs on copper board) (Kim et. al., 2005a, 2005b, 2006, 2007 ). Moreover, 
extending the results for 1-D LH NLTL to higher dimensions would enable combining 
harmonic generation in LH NLTL media with focusing (Grbic & Eleftheriades, 2003, 2004), 
due to the negative refractive index of 2-D or 3-D LH transmission line media. This may 
lead to the development of highly efficient and powerful frequency multipliers, as well as 
to building “active” or “amplifying” super lenses. Furthermore, our approach can be also 
scaled from its current microwave form into terahertz, infrared, and, ultimately, visible 
form (Goussetis et. al., 2005; Qin et. al., 2007, 2008). 
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1. Introduction 
The relative permeability of every natural material is 1 at optical frequencies because the 
magnetization of natural materials does not follow the alternating magnetic field of light 
(see Fig. 1). If we can overcome this restriction and control both the permeability and the 
permittivity at optical frequencies, we will be able to establish a new field involving 
optical/photonic devices for future communication technologies. In this paper, we move 
one step closer to this goal—we demonstrate that in photonic devices, the relative 
permeability can be controlled by adopting metamaterials. 
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Metamaterials are artificial materials designed to have permittivity and permeability values 
that are not possible in nature [1]–[4]. They have recently attracted considerable interest 
because they exhibit unusual properties such as negative refractive indexes and have 
potential for unique applications such as high-resolution superlenses and invisibility 
cloaking devices [5, 6]. 
It is a challenging task to introduce the concept of metamaterials to actual photonic devices 
(see [7]–[12] for ordinary photonic devices). We hope to apply metamaterials to realize novel 
optical functionalities that can potentially establish a new field, meta-photonics. For this reason, 
many efforts have been expended in developing advanced optical applications using the 
concept of metamaterials. Some novel optical functionalities have been realized previously; for 
example, it has been shown that in theory, it is possible to achieve sophisticated manipulation 
of light such as slowing, trapping, and storing of light signals [13]–[18]. 
This paper provides an overview of the present state of research on novel photonic devices 
with the concept of metamaterials. In Section 2, we outline two promising approaches  
of making photonic devices combined with metamaterials. One of them is a fiber- 
based metamaterial device which functions nanoscale light source; another is a Si-based  
modulator which enables active tuning of metamaterials; the third has the form of III-V 
 semiconductor-based waveguide combined with metamaterials which is compatible with 
other conventional photonic devices such as lasers and optical amplifier. Although these 
researches on meta-photonics are still in the experimental stage, they will probably reach a 
level of producing practical devices in the near future. In the succeeding sections, we focus 
on the III-V semiconductor-based waveguide combined with metamaterials shown in Fig. 2 
and make a detailed explanation of the device. In Section 3, we take up the multimode-
interferometer (MMI) as an example of photonic devices. First, theoretical investigations  
of the device are given. Actual devices based on this phenomenon are then developed. 
 
Fig. 2. III-V semiconductor-based waveguide optical device combined with metamaterials 
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The operating characteristics of the device, i.e., the transmission dependences on the 
polarization and wavelength of incident light, are also given in this Section. In Sections 4, we 
report a measurement method for retrieving accurate constitutive parameters (relative 
permittivity and permeability) from experimental data of the devices. We hope that this 
paper will be helpful to readers who are aiming to combine photonic integrated devices and 
metamaterials. 
2. Recent progress in photonic devices using the concept metamaterials 
2.1 Photonic devices combined with metamaterials 
There are several strategies to develop advanced photonic applications which combine with 
metamaterial. The strategies can be classified into two types. One is based on the optical 
fiber as in conventional photonic communication system. Transferring the principle of 
metamaterials to a optical fiber system raises a number of inherent difficulties such as the 
discoherence of polarization rotation induced by structural birefringence. Therefore new 
idea is needed to use metamaterials in optical fiber structure. Sophisticated example is the 
nanoscale light sources consisting of fiber-coupled gold asymmetrically-split ring [19]. This 
device have attracted attention in recent years because of its compact techniques for 
producing the device. The other strategy is to combine semiconductor devices with 
metamaterials. Leading examples are the Si-based modulator which enables active tuning 
of metamaterial [20-22] and the III-V semiconductor-based waveguide in which relative 
permeability is not unity [23, 24]. The latter in particular is now the focus of attention 
because it is compatible with other standard waveguide-based optical devices such as 
lasers. In the following sections, we give the outline of the fiber-based nanoscale light 
sources and the Si-based modulator. The III-V semiconductor-based waveguide combined 
with metamaterials, which has been developed in our laboratory, is explained in detail in 
Section 3. 
2.2 Fiber-based metamaterial device which functions nanoscale light source 
Figure 3 shows a schematic of the fiber-based photonic metamaterial devices which act as 
nanoscale light sources. The device consists of fiber-coupled gold asymmetrically-split ring 
(ASR) array excited by an electron beam with a trajectory parallel to the surface. Light 
emission from nanoscale planar photonic metamaterials is induced by beams of free 
electrons, at wavelengths determined by both the dimensions of metamaterials and the 
electron beam energy. The ASR resonators are manufactured by focused ion-beam milling 
through ~70 nm gold films evaporated onto the end faces of standard or tapered optical 
fibers. Experiments are performed in a scanning electron microscope, which provided 
simultaneously for imaging and targeted electron beam excitation of samples. 
In this device, energy is coupled from incident electrons to the plasmonic modes of the 
metamaterial structure for which propagating light modes then constitute a decay channel. 
Low energy beams of free-electrons can act as a broadband excitation sources for the 
collective plasmonic modes of photonic metamaterials, thereby driving resonant light 
emission at wavelengths determined by the structural design parameters of the 
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Fig. 3. Fiber-based photonic metamaterial devices which act as nanoscale light sources [19]. 
2.3 Si-based modulator which enables active tuning of metamaterials 
When applying the concept of metamaterials to actual applications, it is indispensable  
to control properties of metamaterials for tuning electromagnetic responses (i.e.,  
tunable metamaterials). A typical way to create tunable metamaterials is to integrate a 
reconfigurable material into a metamaterial structure; thereby the active tuning is achieved 
by applying an external stimulus. GaAs-based modulators with split ring resonators (SRRs) 
[25] and metamaterial memories on a VO2 film [26] are such device prototypes operating at 
1-10 THz. 
Recent researches have shown that one can modulate the optical properties of a 
metamaterial on a sub-picosecond timescale enabling ultrafast photonic devices [20-22]. In 
these demonstrations, the authors used a fishnet structure metamaterial [27, 28] with two 
negative index resonances corresponding to two different periodic wavevectors of the 
internal gap-mode surface plasmon polaritons. Figure 4 shows one leading example of such 
device. The device reported here is composed of a BK7 glass substrate and a single metal-
dielectric-metal (Ag/α-Si/Ag) functional layer with an inter-penetrating two-dimensional 
square array of elliptical apertures. In this device, the metamaterial is photoexcited with a 
visible pump pulse and then the pump-induced, time-resolved change in transmission 
(ΔT/T) is measured around both the resonances. The longer wavelength resonance has a 
significantly stronger nonlinear response (ΔT/T~70%) corresponding to its larger absolute 
value of the negative index and the stronger Drude response of photocarriers at longer 
wavelengths. These results provide insight into engineering various aspects of the nonlinear 
response of fishnet structure metamaterials. 
 




Fig. 4. Si-based modulator which enables active tuning of metamaterials [22]. 
3. III-V semiconductor-based waveguide optical device with metamaterials 
3.1 Waveguide-based photonic devices combined with metamaterials 
Encouraged by the results stated in Section 2, we consider introducing metamaterials into 
conventional photonic devices such as lasers, optical amplifiers, and modulators which have 
the form of III-V semiconductor-based waveguide. In this Section, the feasibility of 
employing semiconductor-based photonic devices combined with split-ring resonator 
(SRR)-based metamaterials is examined both theoretically and experimentally. We used a 
MMI as the stage of interaction between SRRs and light because the input light dispersed 
over the whole MMI and therefore gives no saturation to each SRR even if the light was very 
strong. First, theoretical investigations of the device structures of the SRRs and a MMI for 
use in the 1.5-μm-wavelength region are given in the former of this Section. Fabrication 
processes and operating characteristics of the device are then explained in the latter of this 
Section. 
Our metamaterial MMI device is shown in Fig. 5. It consists of a waveguide-based 
GaInAsP/InP 1 × 1 MMI on which a gold SRR array is attached. If transverse electric (TE)-
mode input light for the MMI has a frequency close to the SRR-resonant frequency, 
magnetic interactions occur between the TE light and SRR array. Therefore, the real part of 
the macroscopic permeability becomes large positive and negative at frequencies below and 
above SRR resonance, respectively. Consequently, the SRR array operates as a metamaterial 
layer to control permeability. The imaginary part of the permeability is not 0 but a finite 
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3.2 Theory of waveguide optical devices combined with metamaterials 
The key is to create optical metamaterials that can be used to control permeability and 
obtain non-unity values at optical frequencies (note that, on the other hand, permittivity can 
be controlled more easily than permeability). A promising method for controlling 
permeability involves the use of a split-ring resonator (SRR). An SRR produces a circular 
current in response to an incident magnetic flux, thereby producing its own flux to enhance 
or oppose the incident field. Consequently, an array of extremely small SRRs operates as a 
metamaterial layer with non-unity permeability [29-33]. We now investigate the optimal 
structure of a four-cut SRR device for use at an optical frequency of 193 THz (corresponding 
to 1.55 μm wavelength for low-loss optical fiber communications). The transmission 
characteristics are obtained by considering the magnetic interactions between the SRRs and 
light traveling in the MMI. 
A. Design of SRR structure for optical frequency 
We must first determine the optimal dimensions of the SRR for the 1.5-μm-band frequency. 
Because the magnetic response of an SRR strongly depends on the conduction 
characteristics of the metal that forms the SRR, the dispersion of the internal impedance Z of 
the gold used in our SRRs was calculated. The internal impedance is the ratio of the surface 
electric field to the total current [34, 35]. Z for a unit length and unit width of a metal plane 
conductor is given by 
 ( ) [ ] [ ][ ]
1
0
exp ( ) exp ( )( )
( )
1 exp ( )
ik z ik z
Z dz
ik z





=   + 
   (1) 
 
Non-Unity Permeability in InP-Based Photonic Device Combined with Metamaterial 
 
221 
Here, k(ω) is given by 
 0 0
0





,  (2) 
where ω is the angular frequency of light, ε0 and μ0 are the permittivity and permeability of 
vacuum, respectively, τ is the thickness of the plane conductor, and σ(ω) is the conductivity 
of the metal as defined by the Drude model.
 Figure 6 shows the internal impedance as a function of frequency for a gold layer whose 
thickness is larger than the penetration depth. As the frequency increases, the real part of 
the internal impedance first increases sharply and then saturates at around 100 THz; at 
frequencies higher than 100 THz, it gradually decreases. This dispersion property 
corresponds to the dielectric behavior of gold. In contrast, the imaginary part changes 
monotonously with frequency and has large negative values at optical frequencies; this 
corresponds to ohmic losses in gold. 
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and imaginary part is internal reactance). 
Using these dispersion curves, we calculated the magnetic response of a gold SRR at optical 
frequencies. A four-cut SRR was considered because it has high resonant frequency due to 
its small gap capacitance [36, 37]. The SRR was placed in a homogeneous host material (air), 
as shown in Fig. 5. If an incident AC magnetic field is applied to the SRR, an induced 
circular current flows in the ring through the gap capacitance. The circular current produces 
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The total electromotive force (emf) induced around the SRR is given by the magnetic flux 
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Here, we have used Biot-Savart’s law. In this equation, Hext is the magnetic field of light, εm 
and Z(τ) are the relative permittivity and internal impedance of gold, respectively, τ is the 
thickness of the SRR, j is the induced circular current in the SRR; and L, W1, and W2 are the 
dimensions of the SRR (see Fig. 7(a)). The distribution of the magnetic field around the SRR 
can be calculated using Eq. 3, as illustrated in Fig. 7(b). 
           
a b 
Fig. 7. Four-cut single SRR placed in glass: (a) plane pattern and (b) magnetic field 
distribution around the SRR at resonant frequency (L = 300 nm). The distribution of field 
intensity is visualized by a rainbow color map. 
B. Macroscopic permeability of SRR array 
The results for a single SRR were used to calculate the effective permeability of an SRR array 
taking into consideration a two-dimensional array layer comprising cubic unit cells, each 
with an SRR at its center; both the side lengths of each cell and the array pitch of the cells 
were d. For simplicity, the SRRs were assumed to be placed in air. The macroscopic 
permeability μyy of the SRR array layer can be calculated using the field averaging equation 
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where By and Hy with over lines represent the average values of magnetic flux density and 
magnetic field, respectively, in the SRR array layer. To get high accuracy in this 
homogenization approximation, the size of the integration region should be larger than the 
wavelength of light. In our calculation, we therefore integrated magnetic field over a large 
cubic tregion that cantained a 3 × 3 cell array (this means that we replaced d with 3d in Eq. 
4 ). Figure 8 shows the real and imaginary parts of permeability as a function of frequency, 
and the SRR size L is a parameter; here, W1 and W2 were set as 100 nm and d was 1.8 μm. 
The thickness τ of the SRR was set at twice the penetration depth of gold at each frequency. 
As L decreases, the magnetic resonant frequency increases. Magnetic response could be 
obtained at the 1.55-μm-band frequency (approximately 193 THz) for the SRR size L of 750 
nm (red curves). As L decreases, the magnetic response becomes weaker because the 
inductance of each SRR decreases; this increases the effective resistance (or decreases the Q 
factor) of the SRR. 
 
Fig. 8. Real and imaginary parts of the effective permeability of gold SRR array in air (ε = 1) 
as a function of SRR size; here, W1 = W2 = 100 nm, d = 1.8 µm, and frequencies = 100–300 
THz. 
Further, the magnetic response of the SRR array layer depends on the array pitch d. If d is 
large, the response is weak because the area density of SRRs is small; on the other hand, if d 
is small, the magnetic field in each SRR is canceled by the fields of the neighboring SRRs, 
and this weakens the total response of the SRR array layer. 
C. Transmission characteristics of waveguide device with metamaterial 
Using the abovementioned results, the transmission characteristics of an MMI with a 
metamaterial, which is shown in Fig. 5, were estimated using computer simulations based 
on the transfer-matrix method.  
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We first designed a device for use at 1.55-μm wavelength. The resultant structure is as 
follows. The substrate is an InP (refractive index n = 3.16). The constituent layers of the MMI 
are (i) a core guiding layer: 200-nm-thick Ga0.25In0.75As0.54P0.46 (bandgap wavelength λg = 1.25 
μm; n = 3.38), (ii) InP upper cladding layer (n = 3.16), and (iii) SRR metamaterial layer: 50-
nm-thick gold SRR array (L = 750 nm; W1 = W2 = 100 nm; d = 1.6 μm).  
The thickness of the InP cladding layer affects the strength of interaction between the light 
traveling in the MMI and the SRR array attached to the surface of the cladding layer. 
Therefore, we determined the optimal thickness of the cladding layer from the following 
calculations. 
After having designed the device structure, we calculated the transmission characteristics of 
the device as follows. The permeability tensor of the p-th layer, i.e., the InP substrate (p = 1), 
GaInAsP core layer (p = 2), InP upper cladding layer (p = 3), SRR array layer (p = 4), and air 
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where the diagonal elements μxx, μyy, and μzz are 1 at optical frequencies except in the SRR 
array layer. Using this tensor and the permittivity tensor εp for the p-th layer, Maxwell’s 
equations are written as follows: 
 0H Epjωε ε∇ × =    
 0E Hpjωμ μ∇ × = −   (6) 
We solved Eq. 6 under the condition that the electric and magnetic fields are invariant in the 
x-direction, that is, ∂x = 0, and their tangential components are continuous at the boundary 
between the layers. For TE-mode light, the electric field Ex parallel to the z-axis is given by 
the following differential equation: 
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where εx is the diagonal element of the permittivity tensor, and 0 0 0 2k ω μ ε π λ= =  is the 
free-space propagation constant. The magnetic field Hz parallel to the z-axis (propagation 
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An eigenvalue equation can be obtained using the boundary conditions with continuous Ex 
and Hz. In the calculations, we assumed that Ex and Hz decrease exponentially outside the 
GaInAsP guiding layer (i.e., in the air and the InP layers). For simplicity, we also assumed that 
all the layers except the SRR array layer are birefringent. The eigenvalue equation is given by 
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where m11–m22 are given by 
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Here dp is the thickness of the p-th layer. We solved these eigenvalue equations and obtained 
the effective refractive index βn/k0 of each layer. With these results, we calculated the 
transmission characteristics of the metamaterial MMI using the Fourier expansion method, 
which is commonly used for MMI propagation analysis [34]. 
Figure 9 illustrates the example of the distribution profile of light traveling in the 
metamaterial MMI device. The intensity of the TE electric field at the cross-section (x-z 
plane) of the device is shown. The MMI is 15-μm wide, 650-μm long, and has a 450-nm-thick 
InP cladding layer. The wavelength of light is 1565 nm. Figure 9(a) shows our device with a 
4-cut SRR array. The light traveling in the device suffers large propagation losses because of 
the magnetic interactions between the SRRs and light. Figure 9(b) shows the results for a 
control device with no-cut gold square rings having the same size as a 4-cut SRR. The no-cut 
ring has no resonant frequency and shows no magnetic interactions with 1.5-μm light; 
hence, the propagation loss is approximately 10 dB smaller than that of the 4-cut SRR. These 
results show that the 4-cut SRR array can successfully operate as a metamaterial layer at 
optical frequencies.  
 
Fig. 9. Distribution profile of light traveling in metamaterial MMI device, calculated for 
devices with (a) 4-cut SRR array and (b) no-cut gold square rings. Electric field intensity at 
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3.3 Device fabrication and measurement 
To move one step closer to the development of actual advanced optical-communication 
devices using the concept of metamaterials, we fabricated a trial device to confirm the 
magnetic response of a metamaterial comprising SRRs arrayed on a GaInAsP/InP 1 × 1 
MMI coupler. The trial device was fabricated as follows. An undoped Ga0.25In0.75As0.54P0.46 
core layer (λg = 1.22 μm, 200-nm thick) and an undoped InP cladding layer (420-nm thick) 
were grown on a (100) semi-insulating InP substrate by organometallic vapor phase epitaxy 
(OMVPE). On the surface of the cladding layer, SRRs consisting of Ti and Au layers were 
prepared using electron-beam lithography (EBL) and lift-off process. 
The fabrication process is illustrated in Fig. 10 with both cross-sectional and plan views. The 
process flow was as follows: a resist layer of polymethyl methacrylate (PMMA) was first 
spin coated onto the InP cladding layer. Following spin coating, EBL was used to write a 
desired SRR array pattern onto the resist. The exposed areas of the resist were dissolved 
during development with xylene (Fig. 10(b)), resulting in a mask for the subsequent metal-
evaporation process (Fig. 10(c)). Subsequently, the unexposed resist was removed along 
with the metal on top during lift-off with acetone (Fig. 10(d)). Figure 11 shows oblique 
scanning electron microscope (SEM) images of the SRR array fabricated according to this 
procedure. The SRRs were made of 5-nm-thick titanium and 20-nm-thick gold, and the 
dimensions of the individual SRR were designed on the basis of the simulation results 
shown in Section 3.2. In addition to experimental samples with 4-cut SRRs (Fig. 11(a)), we 
also made control samples with SRRs consisting of 2-cut Au/Ti square rings (Fig. 11(b)) with 
the same side length as that of the 4-cut SRR. This 2-cut SRR has a resonant frequency far 
lower than 193 THz, about 100 THz, so it does not interact with 1.5-μm light. 
After the SRR array was formed, a 75-nm-thick SiO2 film was deposited on the wafer by 
using plasma-enhanced chemical vapor deposition. Following the spin coating of PMMA, 
EBL was used again to write a 1 × 1 MMI pattern onto the resist (Fig. 10(e)). The width and 
length of the MMI were set to 15 μm and 660 μm. Finally, the exposed regions of the SiO2 
film and InP cladding layer were etched by using buffered HF and reactive ion etching 
(RIE), respectively, with a mixture gas of CH4 and H2 (Fig. 10(f)). 
Figures 12(a) and 12(b) show the oblique and cross-sectional SEM images of the MMI region 
with 300×300-nm SRRs. In this study, the SiO2 layer was not removed to prevent damages to 
the nanoscale SRR, which can be observed in Fig. 12(b). A thinner cladding layer (420 nm in 
Fig. 12(b)) is preferable to obtain large magnetic interactions even though it increases the 
propagation loss because the optical field coupled to the SRR metal is larger. The light phase 
is shifted by the magnetic interaction, but this can be neglected compared to the effect of the 
abovementioned propagation loss. Figure 12(c) shows the magnified plan of the trial device 
observed using an optical microscope. We made SRRs with different sizes from 300×300 to 
550×550 nm (inside size of the square SRR ring). Both the width and gap of the SRR metal 
region were set to 75 nm. 
In the following optical measurements, we observe the magnetic interactions of the 
propagating light and SRRs in the device. As described in Section 2, if magnetic interactions 
occur between the SRRs and light, the effective permeability of the SRR array becomes non-
unity, i.e., large positive or negative values. At the same time, the imaginary part of the 
permeability increases from 0 to a finite value, and this implies that light is absorbed in the 
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device. Since it is possible to know the occurrence of the interaction by measuring the 
propagation loss of light in the device, we primarily measured the transmission and 
absorption of light in the device. 
 
Fig. 10. Fabrication process for metamaterial MMI devices. SRR array was prepared using 
electron-beam lithography and lift-off process. 
In the measurement, light was sent from a tunable laser to the device through a polarization 
controller. The wavelength was changed in a range of 1420-1575 nm. To clarify the effect of 
the magnetic interaction, we took the difference between the transmission intensity for the 
experimental samples (with 4-cut SRRs) and that for the control samples (with 2-cut SRRs). 
This difference shows an intrinsic change in transmission intensity induced by the SRR 
resonance without including parasitic factors such as wavelength-dependent ohmic loss  
in SRR metal, lensed-fiber coupling loss, and wavelength-dependent propagation 
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propagation loss because the optical field coupled to the SRR metal is larger. The light phase 
is shifted by the magnetic interaction, but this can be neglected compared to the effect of the 
abovementioned propagation loss. Figure 12(c) shows the magnified plan of the trial device 
observed using an optical microscope. We made SRRs with different sizes from 300×300 to 
550×550 nm (inside size of the square SRR ring). Both the width and gap of the SRR metal 
region were set to 75 nm. 
In the following optical measurements, we observe the magnetic interactions of the 
propagating light and SRRs in the device. As described in Section 2, if magnetic interactions 
occur between the SRRs and light, the effective permeability of the SRR array becomes non-
unity, i.e., large positive or negative values. At the same time, the imaginary part of the 
permeability increases from 0 to a finite value, and this implies that light is absorbed in the 
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device. Since it is possible to know the occurrence of the interaction by measuring the 
propagation loss of light in the device, we primarily measured the transmission and 
absorption of light in the device. 
 
Fig. 10. Fabrication process for metamaterial MMI devices. SRR array was prepared using 
electron-beam lithography and lift-off process. 
In the measurement, light was sent from a tunable laser to the device through a polarization 
controller. The wavelength was changed in a range of 1420-1575 nm. To clarify the effect of 
the magnetic interaction, we took the difference between the transmission intensity for the 
experimental samples (with 4-cut SRRs) and that for the control samples (with 2-cut SRRs). 
This difference shows an intrinsic change in transmission intensity induced by the SRR 
resonance without including parasitic factors such as wavelength-dependent ohmic loss  
in SRR metal, lensed-fiber coupling loss, and wavelength-dependent propagation 




































Fig. 11. (a) Enlarged oblique views of 4-cut SRRs, and (b) 2-cut SRRs observed with scanning 
electron microscopy. 
Figure 13 plots the measured intensity difference for devices with a SRR size of (a) 300×300 
nm2, (b) 350×350 nm2, (c) 400×400 nm2, and (d) 500×500 nm2 as a function of wavelength. 
The magnetic interaction was observed clearly in the device with 350×350-nm2 SRRs (see 
Fig. 13(b)). That is, the intensity difference, induced by the SRR resonance, showed its peak 
at a wavelength of 1500 nm. The peak shifted to a shorter wavelength with smaller SRRs 
(Fig. 13(a)) and longer wavelength with larger SRRs (Fig. 13(c)), and both were out of this 
measurement range. With 500×500-nm2 SRRs, the intensity difference was almost 0 at this 
wavelength range (Fig. 13(d)), which showed that no SRR resonance occurred at 1.5-μm 
wavelength. These wavelength-dependent and SRR-size-dependent transmission 
characteristics show that the magnetic field of light interacted successfully with the SRRs to 
produce magnetic resonance at optical frequency. In contrast, no intensity change was 
observed for the TM mode. This polarization-wavelength dependent absorption is positive 
proof that the magnetic interaction was successfully established in our device for the TE-
mode light. In this manner, we can realize non-unity permeability in InP-based photonic 
devices by using the SRR metamaterial 
Furthermore, for the TE mode, a magnetic field perpendicular to the axis of the split-ring, by 
virtue of Ampere’s law, created a circulating current via the charge accumulation at the gap 
(see Section 2 for details). Due to the presence of gaps, the resulting charge distribution was 
asymmetric; this results in charge accumulation around the capacitive gaps and induces an 
electric dipole moment. On the other hand, for the TM mode, an electric field is present 
parallel to the two symmetric sides of the split-ring, whereas in the approximation of the 
thin metallization, the current in the perpendicular directions was negligible. In addition, 
the size of the ring was smaller than the incident wavelength, and this ensured that the 
variations in the electric field between the two sides were also negligible for a first 
approximation. Consequently, the charge distribution resulting from this incidence was 
symmetric and did not generate a circulating current. 
 







Fig. 12. (a) Oblique views of completed device and (b) cross-sectional view of 300×300-nm  
SRRs buried in SiO2 layer; (c) Plan view of GaInAsP/InP 1 × 1 MMI coupler with SRR array 
observed with optical microscopy. 
The equivalent permeability and permittivity of the SRR array layer are a function of 
wavelength. To know their values exactly, we must know both intrinsic absorption loss and 
phase shift of propagating light in the device. However, we cannot extract each separately 
from the transmission data shown in Fig. 13. So then, to cope with the problem, we have 
recently proposed a measurement method that uses a Mach-Zehnder interferometer (MZI) 
and successfully retrieved constitutive parameters for the SRR array. The following Section 
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Fig. 13. (Color online) Transmission-intensity difference (or transmission spectra) for devices 
with SRR size of (a) 300×300 nm2, (b) 350×350 nm2, (c) 400×400 nm2, and (d) 500×500 nm2 as 
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4. Permeability retrieval in III-V semiconductor-based waveguide device with 
metamaterials 
The accurate permeability values in waveguide-based photonic devices is a very important 
factor, since it mostly determines their performance. Accurate permeability data, however, 
cannot be extracted from the simple transmission data of the previous devices because the 
transmission data also includes both the effect of SRR’s effective permittivity and permeability. 
In this Section, we have proposed a measurement method that uses a Mach-Zehnder 
interferometer (MZI) and successfully retrieved constitutive parameters for the SRR array.  
Our MZI device is shown in Fig. 14(d). It consists of two 3-dB couplers and two arms made 
with GaInAsP/InP ridge waveguides, with a metal SRR array attached on one of the arms. 
For TE-mode input light with the SRR-resonance frequency, the SRR array interacts with the 
light, thereby behaving as a material with a complex refractive-index. The real part of the 
refractive-index mainly affects the phase of traveling light, thereby changing the phase 
difference at the output coupler. The imaginary part mainly causes the propagation loss of 
light in the arm. Therefore, the transmittance of the MZI is determined by the phase 
difference and propagation loss. 
 
Fig. 14. GaInAsP/InP straight ridge waveguide without SRRs (a) and with 2-cut SRRs (b); 
Mach-Zehnder Interferometer consisting of GaInAsP/InP waveguides and (c) 2-cut / (d) 4-
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The propagation loss in the arms can be inferred from the transmission data of straight 
waveguides with/without the SRR array shown in Figs. 14(a) and 14(b). Therefore, the 
effective permeability and permittivity of the SRR array can be calculated, using measured 
data for the transmittance of the MZI. 
An actual MZI was made for measurement at 1.5-μm optical communication wavelength. 
Epitaxial layer structures were the same as those of our previous device. On the surface of 
the device, an SRR array (consisting of 10-nm thick Ti and 40-nm thick Au) was formed 
using electron-beam lithography (EBL) and a lift-off process. Figure 15(a) shows the oblique 
images of the SRR array observed with a scanning electron microscope (SEM). The 4-cut 
SRR was used because it has a high resonant frequency owing to its small gap capacitance as 
stated in Section 2. 
The size of the SRR was designed for use at 1.5-μm band frequency (193 THz). After the 
formation of the SRR array, a SiO2 mask (100-nm thick) for the MZI pattern was formed on 
the device with plasma-enhanced chemical-vapor-deposition and EBL. With the SiO2 mask, 
the MZI structure was formed using CH4/H2 reactive ion etching. Figure 15(b) shows the 
SEM image of the arms with/without the SRR array. The length of the SRR array along the 
arm was set to 500 μm. In addition to these experimental samples, straight ridge 
waveguides with/without the SRRs were made. We also prepared control samples with 
SRRs consisting of 2-cut square rings with the same size as that of the 4-cut SRR. As 
mentioned in Section 3, the 2-cut SRR has a resonant frequency far higher than 193 THz, so it 
has no interaction with 1.5-μm light. 
 
a b 
Fig. 15. SRRs and arms of MZI: (a) oblique view of 4-cut SRRs, and (b) two arms, observed 
with scanning electron microscopy. 
Figure 16(a) shows the output intensity for straight waveguides with 4-cut SRR array (blue 
dots), without SRRs (black dots), and with 2-cut SRRs (red dots). The difference between the 
curves without SRRs and that with 2-cut SRRs corresponds to a loss caused by light 
absorption of the SRR metal. The difference between the 2-cut SRRs and 4-cut SRRs shows 
the loss caused by the magnetic interaction between the SRRs and light. The 4-cut SRRs 
resonated at about 1510-1520 nm and showed the maximum loss at this wavelength.  
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Figure 16(b) shows the output intensity for MZIs with 4-cut SRRs and that for without SRRs. 
Their difference shows the intensity change induced by the phase shift and the absorption 
loss of light in the MZI. That is, the difference shows an intrinsic change in transmission 
intensity induced by the SRR resonance without including parasitic factors such as metal 





Fig. 16. Output intensity from devices with 4-cut SRRs (blue lines), 2-cut SRRs (res lines) and 
without SRRs (black lines) as a function of wavelength, measured for (a) straight ridge 
waveguides and (b) MZIs. 
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Figure 16(b) shows the output intensity for MZIs with 4-cut SRRs and that for without SRRs. 
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On simple condition that the electric and magnetic fields are constant in the x-direction, that 
is, ∂x = 0, the wave equation in each layer of the device is given by Eq. (7) in Section 2. 
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To extract the permittivity εx of the SRR array without resonance, we used the difference 
between the transmission intensity of the straight waveguides with 2-cut SRRs and that of 
the control device without SRRs. The permittivity εx of the SRR array can be calculated, 
using the transfer-matrix method with Eq. (12) (μy and μz in Eq. (12) are equal to 1 because 
the SRRs have no resonance). After that, the real and imaginary parts of permeability μy of 
the SRR array was retrieved, using the obtained permittivity εx and the transmission 
intensity ratio (= (2-cut SRRs)/(4-cut SRRs)) for the straight waveguide and that for the MZI. 
In calculation, the effective thickness of the SRR layer was set to 350 nm. 
Figure 17 shows the retrieved permeability (real and imaginary parts) of the SRR array as a 
function of frequency. The permeability exhibited a resonance at 200 THz, and the real part 
of the relative permeability changed from +2.2 to -0.3 in the vicinity of this frequency. This 
results show the feasibility of semiconductor-based photonic devices combined with 
metamaterials. 
 
Fig. 17. Retrieved effective permeability (real and imaginary parts) of SRR array on MZI 
waveguide, plotted as a function of frequency. 
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Realizing non-unity permeability at optical frequencies can be expected to lead us to 
advanced optical-communication devices based on novel operation principles. To move one 
step closer to this goal, in this paper, we have demonstrated that the permeability in 
semiconductor photonic devices can be controlled using the concept of metamaterials. 
As an actual example, we fabricated a GaInAsP/InP MMI device combined with an SRR 
array that operated as a metamaterial layer. The operation wavelength was set as 1.55 μm. 
The transmission characteristics of this metamaterial MMI device strongly depended on the 
polarization and wavelength of input light. This shows that the SRR array layer interacted 
with the magnetic field of light and produced magnetic resonance at optical frequencies. 
After that, to know constitutive parameters in the device exactly, we have proposed a 
measurement method that uses a MZI and successfully retrieved the accurate permeability 
value for the SRR array. The permeability exhibited a resonance at 200 THz, and the real 
part of the relative permeability changed from +2.2 to -0.3 in the vicinity of this frequency. 
Our results show the feasibility of III-V semiconductor-based waveguide photonic devices 
combined with metamaterials. This would be useful in the development of novel optical-
communication devices. 
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China 
1. Introduction 
Metamaterial (Smith, Pendry et al. 2004) interacts with electromagnetic waves in a resonant 
manner, affording us new giving rise to a new route for subwavelength photonic devices, 
such as compact antenna substrate (Li, Hang et al. 2005) and subwavelength resonant cavity 
(Zhou, Li et al. 2005; Li, Hao et al. 2006). Planar-type configuration,thanks to layer-by-layer 
fabrication technique, has been recognized as the most efficient and easiest way for the 
realization of metamaterials from microwave, terahertz, and optical regimes. And it is 
interesting to note that, in contrast to the common notion that the operational bandwidth of 
metamaterial is usually very narrow due to the local resonance nature, our recent studies 
show that planar metamaterial can be broadband in functionality (Wei, Cao et al. 2010; Wei, 
Cao et al. 2011). 
It is worth noting that the studies on plasmonics and metamaterials are heuristic and 
beneficial to each other. Surface plasmon polaritons (SPPs) modulate light waves at the 
metal-dielectric interface with wavelength much smaller than that in free space (Raether 
1988),which enables the control of light in a subwavelength scale for nanophotonic devices 
(Barnes, Dereux et al. 2003). SPPs with large coherent length are useful in many areas, 
including optical processing, quantum information (Kamli, Moiseev et al. 2008) and novel 
light-matter interactions (Vasa, Pomraenke et al. 2008). The enhancement of local fields by 
SPPs is particularly crucial to absorption enhancement (Andrew, Kitson et al. 1997), 
nonlinear optical amplification (Coutaz, Neviere et al. 1985; Tsang 1996) and weak signal 
probing (Kneipp, Wang et al. 1997; Nie & Emory 1997). Although SPP only exists in the 
visible and near-infrared regimes where free conduction-band electrons on a metal surface 
are driven by external fields, its analogue can be found in other frequencies where surface 
charge-density wave does not exists. With induced surface current oscillations on an array 
of metallic building blocks (Pendry, Holden et al. 1996; Pendry, Holden et al. 1999; 
Sievenpiper, Zhang et al. 1999; Yen, Padilla et al. 2004; Hibbins, Evans et al. 2005; Liu, Genov 
et al. 2006; Lockyear, Hibbins et al. 2009), a metamaterial surface can manipulate 
electromagnetic waves in a similar way as SPPs. Such spoof SPPs or surface resonance states 
on a meta-surface can be tuned by geometric parameters. 
We will summarize our recent studies on planar metamaterials covering the modal 
expansion theory (Sheng, Stepleman et al. 1982; Lalanne, Hugonin et al. 2000; Wei, Fu et al. 
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transmission (Wei, Cao et al. 2011), negative refraction and subwavelength imaging (Wei, 
Cao et al. 2010), and the coherent control of spontaneous emission radiations in a wide 
frequency range (Wei, Li et al. 2010).  
2. Broadband response of planar metamaterial 
We introduce briefly the modal expansion method developed for multi-layered planar 
metamaterials in 2.1, and discuss the broadband enhanced transmission through holey 
metallic multi-layers (Wei, Cao et al. 2011), broadband negative refraction and 
subwavelength imaging in fishnet stacked metamaterial (Wei, Cao et al. 2010)in 2.2. In 
Section 2.3, we examine the properties of surface resonance states at a dielectric-
metamaterial interface that exhibit magnetic response to the incident waves and strong local 
field enhancement (Wei, Li et al. 2010). We will show that a thin metamaterial slab, with a 
thickness much smaller than the operational wavelength, supports delocalized magnetic 
surface resonance states with a long coherent length in a wide range of frequencies. 
Operating in a broad frequency range, these spatially coherent SPPs are surface resonance 
states with quasi-TEM modes guided in the dielectric layer that are weakly coupled to free 
space, and the coupling strength can be controlled by tuning structural parameters while the 
frequency can be controlled by varying structural and material parameters. The high fidelity 
of these surface resonance states results in directional absorptivity or emissivity, which is 
angle-dependent with respect to frequency. These surface resonance states can give highly 
directional absorptivity and emissivity, and may thus help to realize interesting effects such 
as spatially coherent thermal emission, low-threshold plasmon lasing and sensitive photo-
electric detection (Cao, Wei et al. 2011). 
2.1 A method of modal expansion for planar metamaterials 
The MEM is advantageous for analysis of electromagnetic transportation in planar 
metamaterial with layered geometry. The essence of MEM is to expand local EM fields in 
each layer as a series of in-plane envelope functions of eigenmodes. Let’s demonstrate the 
formalism of MEM by solving the transmission spectra through one-dimensional metallic 
lamellar gratings with a thickness of h, as shown in Fig. 1. For simplicity, metals are treated 
as perfectly electric conductors (PEC) and EM waves only exist in apertures with the 
metallic layer. 
 
Fig. 1. Schematic of a one-dimensional metallic lamella grating. 
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For a transverse magnetic (TM) polarized incidence from the free semi-space at z<0 (region 
I), the total magnetic fields in region I and region II (z>h), which are along x direction, can be 
expressed in terms of incidence, reflection and transmission coefficients D0, Rm and Tm, as 
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Where ,
i
z jk denotes 
thm order of Bloch wave vector in region i (i=1,2,3), θ is the incident 
angle. In region II of metallic lamellar gratings, the magnetic field can be written as the 
expansion coefficients la  and lb  of forward and backward guided aperture modes, as 
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Fig. 1. Schematic of a one-dimensional metallic lamella grating. 
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For a transverse magnetic (TM) polarized incidence from the free semi-space at z<0 (region 
I), the total magnetic fields in region I and region II (z>h), which are along x direction, can be 
expressed in terms of incidence, reflection and transmission coefficients D0, Rm and Tm, as 
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Where ,
i
z jk denotes 
thm order of Bloch wave vector in region i (i=1,2,3), θ is the incident 
angle. In region II of metallic lamellar gratings, the magnetic field can be written as the 
expansion coefficients la  and lb  of forward and backward guided aperture modes, as 
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where ( )lg x is in-plane evelope function of waveguide mode of metallic layer. Under the as 
sumption of PEC for metalis, it can be expressed analytically as 
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where ,m lΩ , ,l mχ  are the overlap integral of the projection between waveguide modes of 
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One advantage of MEM is that the problem can be solved without solving the inverse matrix 
of ,m lΩ , ,l mχ  so that the order of plane waves and that of waveguide modes are not necessarily 
be the same. At wavelength much larger than the array period, an 0l ≠  high order mode is 
evanescent and contribute little to transmission and reflection as the z component of 
wavevector is a large imaginary number.And the calculation is quickly convergent by 
adopting only a few waveguide modes.We can also see from Fig.2 that the calculated 
transmission spectra converge qucikly with only 7 plane waves considered as well.  
Fig. 2. Calculated 0th-order transmittance through the grating with different numbers of 
plane wave considered. 
It is noticeable that the inter-layer coupling of EM waves can be analytically dealt with 
projection integral between the in-plane eigenmode functions of two adjacent layers. Under 
the treatment of MEM, a three-dimensional EM calculation will be simplified to a problem 
in two dimension. Thus the semi-analytical method is much faster than the conventional 
numerical simulations such as finite-difference-in-time-domain (FDTD) method, finite-
element method etc. For metallic gratings, holey mesh, coaxial and split-ring structures, the 
method is quickly convergent by adopting only one or a few guided modes of metallic 
layers. The results shown in Fig.2 can be accomplished on an ordinary PC within a second, 
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which is several orders faster than any other numerical methods. The method can, in 
principle, be generalized to a layered metallo-dielectric structure perforated with arbitrary 
shaped apertures as the in-plane functions of eigenmodes within each layer can always be 
solved by a standard algorithm for eigenvectors of a two-dimensional system. 
2.2 Broadband transparency from stacked metallic multi-layers perforated with 
coaxial annular apertures  
Extraordinary optical transmission (EOT) through metallic film perforated with 
subwavelength hole arrays has attracted considerable attentions since the pioneering study 
by T.W. Ebbesen and his coworkers (Ebbesen, Lezec et al. 1998; Ghaemi, Thio et al. 1998). 
Substantial efforts have been devoted to exploring the physical origin of EOT, both 
theoretically and experimentally, due to the appealing prospect in related applications 
(Martin-Moreno, Garcia-Vidal et al. 2001; de Abajo & Saenz 2005; Gay, Alloschery et al. 
2006; Liu & Lalanne 2008; Xiao, Jinbo et al. 2010; Bahk, Park et al. 2011). Previous studies 
extensively investigated the EOT effects arising from the resonant tunneling of surface 
plasmon polaritons (SPPs) (Raether 1988; Barnes, Dereux et al. 2003) through the perforated 
metallic film. The frequency of such an EOT transmission peak is not only scaled to the 
period of hole arrays, but also very sensitive to the incident angle as the resonant tunneling 
occurs via the in-plane Bragg-scattering channels. Very recently, similar phenomena of the 
EOT through cascaded metallic multi-layers, which are perforated with one-dimensional 
gratings or two-dimensional hole arrays, have also been brought into attention (Miyamaru 
& Hangyo 2005; Ye & Zhang 2005; Chan, Marcet et al. 2006; Tang, Peng et al. 2007; Ortuno, 
Garcia-Meca et al. 2009; Marcet, Hang et al. 2010; Zhou, Huang et al. 2010). The resonant 
coupling among the SPP modes on different layers can be tuned by the spacing distance and 
lateral displacement of hole arrays at different layers, leading to tunable transmission peaks 
and zeros in spectra. It is worth noting that, when the slit size is very large or some kinds of 
specific apertures are adopted, the waveguide resonant modes of a slit or aperture can also 
give rise to the phenomena of EOT by allowing electromagnetic waves to propagate through 
the metallic slab. The cut-off wavelength of guided resonance modes (Baida, Van Labeke et 
al. 2004; Fan, Zhang et al. 2005; Fan, Zhang et al. 2005; van der Molen, Klein Koerkamp et al. 
2005; Wen, Zhou et al. 2005; Wei, Fu et al. 2010) is primarily determined by the geometry of 
slits or apertures, and thus can be much longer than the array period. Under this 
circumstance, the EOT can also occur at a rather low frequency which is not scaled to the 
array period,and is robust against the structure disorder (Ruan & Qiu 2006). To the best of 
our knowledge, the EOT of metallic multi-layers arising from guided resonance modes has 
not yet been investigated before. 
Here, we investigate the enhanced transmission of metallic multi-layers perforated with 
periodic arrays of coaxial annular apertures (CAAs). Modal expansion method (MEM) is 
developed to semi-analytically deal with the electromagnetic properties of the multilayered 
system. We show that the hybridization of guided resonance modes of CAAs in adjacent 
layers dramatically extends an enhanced transmission peak into a broad passband that is 
nearly reflectionless. The passband gets more and more broadened with sharper edges when 
the system contains more metallic layers. In contrast, these results can not be observed when 
the wave propagation is dictated by evanescent coupling of SPP modes (Miyamaru & Hangyo 
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et al. 2009; Marcet, Hang et al. 2010; Zhou, Huang et al. 2010). Measured transmission spectra 
are in good agreement with calculations for the model systems with different metallic layers. 
The broadening and varied fine structures of the EOT passband with the increase of metallic 
layers,can be understood intuitively by a physical picture of mode splitting of coupled atoms. 
The passband of the enhanced transmission for a system with only two or three metallic layers, 
covering a wide frequency range with sharp band-edges, can be estimated by calculated 
dispersion diagram under the assumption of infinite metallic layers.  
A model system with n  metallic layers perforated with square arrays of CAAs is of our 
interest. Figure 3 presents the front-view photo and schematic configuration of a sample 
with three thin metallic layers ( 3n = ) and two sandwiched dielectric space layers. The 
aperture arrays deposited on different layers are aligned with no displacement in xy  plane. 
The geometric parameters are the lattice constant 10mmp =  of square arrays, the outer 
radius 4.8mmR =  and inner radius 3.8mmr =  of CAAs, and the thickness 0.035mmt =  of 
metallic layer respectively. Each dielectric layer has a thickness of 1.575mmh =  and a 
permittivity of 2.65rε = .  
 
Fig. 3. (a) Top-view photo and (b) 3D schematic of our sample with three metallic layers  
(n = 3). The metallic layers are perforated with coaxial annular apertures (CAAs). 
Under assumption of perfect electric conductor (PEC) for metals, the electromagnetic wave 
fields within a metallic layer only exist in apertures. In cylindrical coordinate system, the radial 
and angular field components Eρ  and Eφ  inside an aperture of the metallic layer can be 
analytically expanded by the superposition of guided resonance modes of the aperture, as 
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where la  and lb  are the coefficients of forward and backward guided waves inside the 
CAAs,  
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are the thl  order modal functions of radial and angular components in aperture with ( )lJ x  
and ( )lN x  being the 
thl  order Bessel and Neumann functions, lT  refers to the root of the 
equation ' ( ) ' ( ) ' ( ) ' ( ) 0l l l lJ TR N Tr J Tr N TR− = . By adopting EQ. (8) as expressions of EM fields 
in metallic layers and plane-waves as those in dielectric layers, we perform MEM to resolve 
the electromagnetic problems in the multilayered system. The method is quickly convergent 
by considering only 2 or 3 lowest guided resonance modes of CAAs. A higher order 
resonance mode contributes little to the interlayer coupling as its wave vector lβ is a large 
imaginary number. Three guided modes ( 1,2,3l = ) in CAAs and 11 11×  orders of plane-
wave basis in dielectric layers are adopted in our calculations. The results are very accurate 
(solid lines in Fig.4) and in good agreement with the measurements (circular dots in Fig.4).  
 
Fig. 4. Transmission spectra through the models with (a) n=1, (b) n=2, (c) n=3, (d) n=10 
metallic layers. Solid lines for calculated results by Modal expansion method (MEM), 
circular dots for measured results in microwave regime. 
We see from Fig. 4 (a) that there exists a transmission peak for the n=1 sample 
at 8.7GHzAf =  due to the excitation of guided 11TE  resonance mode in CAAs. We also see 
from Figs. 4 (b) and 4 (c) that there are two transmission peaks at 9.1GHzBf = , and 
12.3GHzCf =  for the 2n =  sample, three peaks at 8.2GHzDf = , 11.64GHzEf =  and 
12.35GHzFf =  for the 3n =  sample. Figure 4 (d) presents the calculated transmission 
spectra of an n=10 model system. It means that, with the increase of metallic layers, more 
transmission peaks emerge, giving rise to a broad transparent band.  
More calculations show that, for the 2n =  sample, at an on-resonance 
frequency 9.1GHzBf =  or 12.3GHzCf =  where transmissivity is nearly unity, the spatial 
distribution of electric fields [see Figs. 5 (a) and 5 (b)] are symmetric or anti-symmetric about 
the xy  plane. And the transmitted waves possess a phase difference of 0  (in phase) or π  
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from the peak at Af  of the 1n =  model, come from the excitation and hybridization of the 
11TE  guided resonance modes in apertures at different metallic layers as a results of mode 
splitting of coupled apertures (or meta-atoms). Further more, the anti-symmetric mode at 
12.3GHzCf =  of the 2n =  model splits into two modes of the 3n =  model: spatial field 
distribution of the one at 11.64GHzEf = reveals that the incident and outgoing waves are 
out phase to each other [Fig. 5 (d)] and it is on the opposite for the other at 12.35GHzFf =  
[Fig.5 (e)], while the resonant mode at the lowest frequency 8.2GHzDf =  retains a 
symmetric feature in field distribution [Fig. 5 (c)] and inherits the in-phase signature from 
the symmetric mode at Bf  of the 2n =  model.  
 
Fig. 5. Spatial distribution of electric fields in the xz plane at on-resonance frequencies of (a) 
fB = 9.1GHz, (b) fC = 12.3GHz for the n = 2 model , and (c) fD = 8:2GHz, (d)fE = 11.64GHz, (e) 
fF = 12.35GHz for the n = 3 model. 
Figure 6 (a) presents the dispersion relation of bulk material periodically constructed with 
layered CAAs. The band structure is calculated with MEM algorithm assuming periodic 
boundary conditions along the z axis. The process of mode splitting from 1n =  to 3n = , as 
shown in Fig. 6 (b), depicts the evolution of the enhanced transmission feature from a single 
transmission peak to a broad passband. It is interesting that the passband between 
6.77GHzbf =  and 12.7GHztf =  shown in Fig. 6 (b), predicting the passband of the n=10 
model quite well, is also a good measure of the bandwidth of the n=3 sample. The total 
bandwidth is about 60% of the central frequency. In contrast, the EOT observed in 
multilayered systems of previous studies demonstrates a peak lineshape in spectra as it 
arises from the resonant tunneling of SPP modes among metallic films instead of guided 
resonance modes. And the broad passband we observed is not sensitive to the incident angle 
(not shown), while it is on the contrary when the SPP modes dominate. 
 




Fig. 6. Transmission spectra through the models with (a) n=1, (b) n=2, (c) n=3, (d) n=10 
metallic layers. Solid lines for calculated results by Modal expansion method (MEM), 
circular dots for measured results in microwave regime. 
This work reports for the first time that enhanced transmission peak can be broadened 
through stacked metallic multi-layers perforated with CAAs. Taking advantage of the 
excitation of guided resonance modes of CAAs and interlayer coupling, the enhanced 
transmission of such a system with only three metallic layers can span a wide frequency 
range covering about 60% of the central frequency. The broadband utility shall have 
enormous potential applications in optoelectronics, telecommunication and image 
processing. 
2.3 Broadband negative refraction from stacked fishnet metamaterial  
Since J.B. Pendry proposed perfect lens (Pendry 2000) using left-handed materials (Veselago 
1968), sustained attentions have been drawn to the negative-index metamaterial (NIM) with 
simultaneously negative permittivity and permeability. The NIM, comprising of 
subwavelength metallic resonant units, has been designed and realized in both the 
microwave (Shelby, Smith et al. 2001) and optical regime (Liu, Guo et al. 2008). Negative 
refraction and subwavelength imaging with NIMs have great application potentials in 
photonic devices (Grbic & Eleftheriades 2004; Belov, Hao et al. 2006; Wiltshire, Pendry et al. 
2006; Freire, Marques et al. 2008; Silveirinha, Fernandes et al. 2008; Silveirinha, Medeiros et 
al. 2010). Among various types of NIMs, one most promising candidate is the so-called 
fishnet NIM which comprises of alternating metal/dielectric layers perforated with two-
dimensional array of holes (Beruete, Campillo et al. 2007; Beruete, Sorolla et al. 2007; 
Beruete, Navarro-Cia et al. 2008; Navarro-Cia, Beruete et al. 2008; Navarro-Cia, Beruete et al. 
2009). The simple structure also provides a feasible solution for optical NIM (Dolling, 
Enkrich et al. 2006; Zhang, Fan et al. 2006; Dolling, Wegener et al. 2007; Valentine, Zhang et 
al. 2008; Ku & Brueck 2009; Ku, Zhang et al. 2009). 
In most of the previous studies on fishnet NIMs (Dolling, Enkrich et al. 2006; Zhang, Fan et 
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2007; Beruete, Navarro-Cia et al. 2008; Navarro-Cia, Beruete et al. 2008; Valentine, Zhang et 
al. 2008; Ku & Brueck 2009; Ku, Zhang et al. 2009; Navarro-Cia, Beruete et al. 2009), the light 
waves are incident on the top interface of the metal/dielectric multi-layers. Thus the light 
waves can not penetrate into the structure below the cut-off frequency of air holes, and the 
negative index was retrieved only within in a narrow frequency range above the cut-off. In 
this section, a different incidence configuration is employed by impinging the light waves 
on the sidewall interface of fishnet NIM that is perpendicular to the metal/dielectric multi-
layers. As the uniformly spaced holey metallic layers of fishnet NIM constitute a multiple of 
slab waveguide channels filled with dielectric spacer layers, the incidence configuration of 
this kind enables us to fully exploit the optical properties of the fishnet NIM in the long 
wavelength limit. We show that the evanescent coupling between the slab waveguides gives 
rise to all-angle negative refraction and sub-wavelength imaging in a wide frequency range 
starting from zero. 
Figure 7 schematically illustrates the structure of our stacked fishnet metamaterial and the 
incidence configuration. The metal/dielectric layers are lying in ˆˆxy  plane. The square 
arrays of air holes perforated on metallic layers are aligned along z axis without lateral 
displacement in ˆˆxy  plane. The period of the hole array, the thickness of metallic layer and 
dielectric layer are p=6.0mm, t=0.035mm and h=1.575mm respectively. The line width of 
metallic strips along x direction w=0.2mm is the same as that along y direction, and the size 
of square holes is a=p-g=5.8mm. The dielectric constant of the dielectric layer is rε =2.55. The 
EM incidence waves are propagating in the ˆˆxz  plane with an incident angle of θ .  
 
Fig. 7. The schematic of stacked fishnet metamaterial. The red and blue arrows refer to the 
directions of electric field E

 and magnetic field H

. The plane in gray color denotes the 
incident plane. 
Figure 8 presents the calculated dispersion diagram along the Γ (0,0,0)→X (0.5,0,0), Γ 
(0,0,0)→M (0.5,0,0.5) and M (0.5,0,0.5)→X (0.5,0,0) directions. The blue dashed line refers 
to the light line in dielectric. We notice that, the lowest branch along the XΓ  direction 
( 0zk = ) precisely reproduces the light line in dielectric. This is understandable with the 
help of modal expansion method. Detailed calculations show that these 0zk =  states only 
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contain the 0th order Bloch component which is the transverse electromagnetic (TEM) 
mode that is always orthogonal to the local modes of air hole. In this situation, the free 
photons in the dielectric are the only choice for the 0zk =  states as no evanescent 
couplings happen via the breathing air holes. However the lowest branch ( 0zk ≠ ) along 
the MΓ  and XΜ  directions (red solid line in Fig.8) evidently deviates from the light line 
in dielectric. The 0zk ≠  states on this branch originate from the evanescent coupling 
between the adjacent slab waveguides via the TE10 mode of holes (noting that the overlap 
integral between a high order of guided Bloch mode and local mode of air hole is not 
zero). Figure 9 (a) presents the charts of equi-frequency surface (EFS) analysis for 
the 0yk =  states to further reveal the characteristics of this band. All curves in Fig. 9 (a) are 
in a hyperbolic-like lineshape, which indicates that all-angle negative refraction occurs in 
the ˆˆxz  plane at low frequency regime starting from zero. At lower frequency the curves in 
Fig. 9 (a) become much more flat, which means that the waves are also strongly 
collimated inside the structure along the direction parallel to the metal/dielectric layers. 
A numerical proof of negative refraction is shown in Fig. 9 (b). In our FDTD simulations, a 
monochromatic one-way Gaussian beam in the ˆˆxz  plane with a frequency at 11GHz is 
incident from upside at an incident angle of 30o. The fishnet model is stacked with 500 
metal/dielectric layers along z direction. Given the periodicity of hole arrays and the 
incidence configuration, 60 periods along x direction and one period along y direction are 
adopted for the metal/dielectric layers in space domain. The negative refraction is clearly 
shown in Fig. 9 (b) with the magnetic field distribution in xz plane. The black arrows 
denote the directions of energy flow in the free space and fishnet structure. A refraction 
angle of -16.2o, retrieved from the refracted direction of the energy flow or the negative 
Goos-Hanchen shift alternatively, is in good agreement with the estimate in EFS analysis. 
We also see from Fig. 9 (b) that almost no reflection occurs as the incidence can easily 
propagates inside the structure by coupling with the guided Bloch modes in the slab 
waveguide channels. 
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Fig. 9. (a) The charts of EFS analysis for ky=0 states respect to zk and xk . (b) The FDTD 
simulations on the magnetic field distribution in the problem domain. The one-way 
Gaussian beam is about 70mm away from the top interface of our fishnet model. 
The optical properties of such a system can be described with the coupled wave equation 
(Haus & Molter-Orr 1983; Eisenberg, Silberberg et al. 2000; Pertsch, Zentgraf et al. 2002) by 
considering the coupling between the nth waveguide channel and its nearest neighbors, the 
(n-1)th, (n+1)th waveguide channels, as: 
 1 1
( ) ( ) [ ( ) ( )] 0n n n n
da xi a x C a x a x
dx
β + −+ + + =   (9) 
Where ( )na x  denotes the wave fields in the nth slab waveguide, C is the coupling coefficient, 
and β  is the propagation constant of free photons in dielectric. Under the periodic boundary 
condition along z direction, the dispersion of the system takes the form as 
 2 cos( )x zk C k pβ= +   (10) 
where xk  and zk  are the vector components along the x and z directions. At 0zk = , the 
coupling coefficient 0C =  is zero (as aforementioned no evanescent coupling occurs) and 
we have xk β=  which is rightly the light line in the dielectric. While C  is always negative 
when 0zk ≠ in the limit of long wavelength [which can be deduced from the charts in Fig. 8 
(a)], giving rise to all-angle negative refraction. We note that the silver/dielectric multi-
layered structure also supports all-angle negative refraction in a certain optical frequency 
regime under the same incidence configuration of our study  (Fan, Wang et al. 2006). The 
long range SPPs play an important role for the negative refraction. We also note that, at long 
wavelength limit, a holey metallic surface can be homogenized into a single-negative 
medium with electric response in the form of Drude model (Pendry, Martin-Moreno et al. 
2004). The plasmon frequency is rightly the cut-off frequency of air holes. Thus it is 
reasonable for us to consider the stacked fishnet metamaterial as an artificial plasmonic 
waveguide array. The negative coefficient C implies that for the eigenstates on the lowest 
branch, the spatial field distributions are anti-symmetric with respect to the plane of air 
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holes. If our findings are applicable in optical regime, the most field energy shall propagate 
outside the lossy metal film with anti-symmetric field distribution, and low loss is expected. 
The picture may be helpful as well to explain the low loss measured in a recent experiment 
about fishnet optical NIMs (Zhang, Fan et al. 2006; Valentine, Zhang et al. 2008). 
One important application of all-angle negative refraction is flat lens. The imaging 
performance of our stacked fishnet metamaterial is examined by the brute-force FDTD 
numerical simulations. As shown in Fig.10, a monochromatic point source with a frequency 
at 11GHz is located 15mm away from the surface at the left side of the fishnet structure. The 
snap shot shown in Fig. 10 (a) clearly indicates a high-quality image achieved at another 
side of the structure about 15mm away from the interface. The image resolution can be 
checked by the normalized magnetic field profile at image plane. As illustrated in Fig. 10 (b), 
along z axis, the full width at half maximum (FWHM) of the field profile is 10mm about 
one-third of the wavelength. The FWHM at a lower frequency still remains at about 10mm, 
leading to a better resolution in subwavelength scale along the z direction. But a longer 
structure is required due to strong collimation effect at lower frequency. 
 
Fig. 10. (a) The snap shot of magnetic field distribution in the incident plane. The model, 
stacked with 80 metal/dielectric multi-layers along z axis, has 20 periods along x direction 
and one period along y direction. (b) Normalized magnetic field profile at the source plane 
(black solid line) and the image plane (red solid line) as a function of the z aixs 
In conclusion, the fishnet metamaterials can operate as plasmonic waveguide arrays. The 
broadband negative refraction, subwavelength imaging in the long wavelength limit have 
great potentials for photonic devices in microwave, THz and even in the optical regimes. 
2.4 Spatially coherent surface resonant states derived from magnetic meta-surface  
Surface plasmon polaritons (SPPs) can modulate light waves at the metal-dielectric interface 
with wavelength much smaller than that in free space (Raether 1988),which enables the 
control of light in a subwavelength scale for nanophotonic devices (Barnes, Dereux et al. 
2003). SPPs with large coherent length are useful in many areas, including optical 
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interactions (Vasa, Pomraenke et al. 2008). The enhancement of local fields by SPPs is 
particularly important as it opens a new route to absorption enhancement (Andrew, Kitson 
et al. 1997), nonlinear optical amplification (Coutaz, Neviere et al. 1985; Tsang 1996) as well 
as weak signal probing (Kneipp, Wang et al. 1997; Nie & Emory 1997). As the properties of 
SPP are pretty much determined by the natural (plasmon) resonance frequency, there is not 
much room for us to adjust the SPP response for practical applications. With induced 
surface current oscillations on an array of metallic building blocks (Pendry, Holden et al. 
1996; Pendry, Holden et al. 1999; Sievenpiper, Zhang et al. 1999; Yen, Padilla et al. 2004; 
Hibbins, Evans et al. 2005; Liu, Genov et al. 2006; Lockyear, Hibbins et al. 2009), 
metamaterial surfaces can manipulate electromagnetic waves in a similar way as SPPs. Such 
SPPs or surface resonance states on structured metallic surfaces are tunable by geometric 
parameters.  
Here, we examine the properties of surface resonance states at a dielectric-metamaterial 
interface that exhibit magnetic response to the incident waves and strong local field 
enhancement. We will see that these surface resonance states can give highly directional 
absorptivity and emissivity, and may thus help to realize interesting effects such as spatially 
coherent thermal emission. As the structure is very simple, it can be fabricated down to the 
IR and optical regime  (Grigorenko, Geim et al. 2005; Shalaev 2007; Boltasseva & Shalaev 
2008).  
 
Fig. 11. Schematic picture of the magnetic metamaterial slab 
We will show that a thin metamaterial slab, with a thickness much smaller than the 
operational wavelength, supports delocalized magnetic surface resonance states with a long 
coherent length in a wide range of frequencies. Operating in a broad frequency range, these 
spatially coherent SPPs are surface resonance states with quasi-TEM modes guided in the 
dielectric layer that are weakly coupled to free space, and the coupling strength can be 
controlled by tuning structural parameters while the frequency can be controlled by varying 
structural and material parameters. The high fidelity of these surface resonance states 
results in directional absorptivity or emissivity, which is angle-dependent with respect to 
frequency. Finite-difference-in-time-domain (FDTD) simulations verify that the highly 
directional emissivity from the slab persists in the presence of structural disorder in the 
grating layer. 
Such metal-dielectric-metal (MDM) structures were recognized as artificial magnetic 
surfaces with high impedance by the end of last century [12]. The incident waves induce 
surface current solenoids on the unit cells of the ultra-thin high-impedance surface, giving 
rise to magnetic susceptibilities. The magnetic response can be described with an effective 
permeability in Lorentz type (Sievenpiper, Zhang et al. 1999; Zhou, Wen et al. 2003). After 
the concept of metamaterial being proposed (Engheta & Ziolkowski 2006), P. Alastair and 
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his co-workers numerically and experimentally proved that the ultra-thin MDM structures 
can resonantly absorb or transmit radiations at low frequency limit (Hibbins, Sambles et al. 
2004). They addressed that the central frequencies of absorption peaks are independent from 
the incident angle with an interpretation of Farby-Perrot resonant mode (EQ. 1 in Ref. 22). 
The same group further explored the angle-independent absorption, as the main scenario of 
the incremental work, by measuring the flat bands of surface wave dispersion in the visible  
(Hibbins, Murray et al. 2006) as well as the microwave region  (Brown, Hibbins et al. 2008). 
In contrast, we find that the structures with proper design also supports very narrow 
absorption peaks which are sensitiveto the incident angle and obviously do not satisfy to the 
Fabry-Perot resonance condition suggested in the previous studies.  
 
Fig. 12. Absorption spectra under TM-polarized incidence (a) as a function of frequency at 
incident angles of 0 ,5 ,20 ,30o o o oθ =  (g=0.2μm) and (b) as a function of incident angle at 
54.3THz (solid line, g=0.2μm), 40THz (dashed line, g=0.2μm) and 40THz (doted line, 
g=0.1μm) 
It is worth noting that an angle-independent peak is quite different from an angle-
dependent one in physics origin. The former, investigated in Refs. 22-24, comes from the 
localized surface resonance states, while the latter, found by us, comes from the collective 
surface resonance states. Mode analysis presents An an intuitive picture for the formation of 
these collective surface states. When high order quasi-TEM modes are dominant 
components of the guided waves inside the dielectric layer they will assign phase 
correlation to the outgoing waves emitted from the air slits of grating, thus are very crucial 
to the formation of collective response. Weak enough both the leakage from dielectric layer 
to air slits and the material absorption, the spatial coherence of surface resonant states will 
survive. As the interaction between the structure and the incident waves will excite quasi-
TEM modes inside the dielectric layer, the magnetic induction must be parallel to the MDM 
surfaces if it exists. Thus a surface resonant state on a MDM structure is usually magnetic in 
nature. Our findings about spatially coherent surface resonance states are original compared 
to the common knowledge, and have great potentials in coherent control of SPPs as well as 
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Our model system is schematically illustrated in Fig. 11. Lying on the ˆˆxy  plane, the slab 
comprises an upper layer of a metallic lamellar grating with thickness t, a dielectric spacer 
layer as a slab waveguide with thickness h and a metallic ground plane. The metallic strips are 
separated by a small air gap g, giving rise to a period of p=a+g for the lamellar grating. The 
geometric parameters of our model are 0.2t mμ= , 0.8h mμ= , 3.8a mμ= , 0.2g mμ=  and 
4.0p a g mμ= + = . Each metallic strip together with the ground plane beneath it constitutes a 
planar resonant cavity as the building block that gives magnetic responses at cavity resonances 
(Sievenpiper, Zhang et al. 1999; Lockyear, Hibbins et al. 2009). As the metallic grating is along 
the x̂  direction, the guided waves in the dielectric layer (at 0 z h< <  in region III) shall always 
couple to the incident waves with a non-zero component 0xE ≠ of electric field.  
As a first step, we consider a transverse magnetic (TM) polarized incident plane wave in the 
free semi-space (at z h t> +  in region I). The electric field E
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lies in ˆˆxz  plane, the magnetic 
field H
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 is along y axis and the in-plane wave vector is 0 ˆx xk k e=
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 ( 0yk = ). The total magnetic 
fields in region I and in region III can be written in terms of the reflection coefficients mr  and 
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where the term ,0
I
zm xik z ik x
m e eδ
− denotes the incident plane wave with ,0mδ  being the Kronecker 
function and m  being the Bloch order; ( 2 / )xi k m p xe π+ denotes wave component of the mth Bloch 
eigenmode in the semi-free space (region I) and the dielectric layer (region III) with respect 




is the in-plane wave vector and ˆ 2 /mG x m pπ= ⋅

 is the mth 
reciprocal lattice vector.  
2 2
0 0 | |m
I
z mk kε μ ω= −

 and 2 20 | |m
III
z III mk kε μ ω= −

  
are the z  components of wave vector for the mth order Bloch eigenmode in region I and 
region III respectively. 0ε  and IIIε  are the permittivity of the vacuum and the dielectric , 0μ  
is the vacuum permeability. In general, we also derived the method for a plane wave 
incidence with any specific wavevector and any specific polarization. 
We shall mainly consider infrared frequencies, at which the metals can be well 
approximated as perfectly electric conductors (PEC). The EM fields at h z h t≤ ≤ +  in region 
II are squeezed inside the air gaps, in which the magnetic fields can be expressed in terms of 
the expansion coefficients la and lb of forward and backward guided waves, as: 
 ( ) ( )( , ) [ ] ( ),l liq z h t iq z hIIy l l l
l
H r z a e b e g x− − − −= +  (12) 
where ( ) cos[ / ( / 2)]lg x l g x gπ= + , ( 0,1,..., ,...)l n= is the in-plane distribution of guided mode 
lα running over all air gaps. 
2 2
0 0 ( / )lq l gε μ ω π= −  is the z component of wave vector for 
the lth guided mode lα .  
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We can obtain the coefficients 
//0




( , )mr f k

 of the thm guided and reflected waves 
by applying the boundary continuity conditions for the tangential components of 
electromagnetic wave fields (over the slits) at the interfaces z h=  and z h t= + . Given that 
surface resonance modes are intrinsic response, we can also assign zero to the incident plane 
wave and apply the boundary continuity conditions for the tangential components of wave 
fields to derive the eigen-value equations. A surface resonance state can be determined by 
searching a zero value / minimum of eigen-equation determinant in the reciprocal space 
provided that it is non-radiative/radiative with infinite/finite life time below/above light 
line in free space. 
We derived the absorption spectra of the slab 
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which includes the contributions from all Bloch orders of reflected waves. As a consequence, 
0( , )A k ω

 gives information about the surface resonance states as well as the emissivity 
properties as governed by Kirchhoff’s law (Greffet & Nieto-Vesperinas 1998). We shall assume 
that the dielectric spacer layer is slightly dissipative by assigning a complex 
permittivity 0 /III r iε ε ε σ ω= +  with 2.2rε =  and 66.93 /S mσ =  [
2
0Im( ) 10III rε ε ε
−≈ ] in the 
calculated frequency regime. In Fig. 12 (a), we present the absorption spectra at various 
incident angles. The spectra exhibit a low and broad peak at 13.2THz which is almost 
independent of the incident angle, while the other absorption peaks at higher frequencies are 
narrow and sensitive to the incident angle with a maximum absorption approaching 100%. 
The slab thus acts as an all-angle absorber at 13.2THz, but exhibits sharp angle-selective 
absorption peaks at higher frequencies. Shown as solid and dashed lines in Fig. 12 (b), the 
sharp angular dependence of absorption coefficients (note that the vertical axis is in log-scale) 
at 40.0THz  and 54.3THz implicitly implies the existence of spatially coherent surface 
resonance states. The angle-dependent absorption peaks become lower and disappear 
gradually with the increase of the material loss. This presents a way to realize nearly perfect 
absorption with weakly absorptive materials by coherent surface resonance states. The 
coherent length of a surface resonance state can be estimated by the ratio of the wavelength 
λ and the full width at half maximum (FWHM) θΔ of the absorption peak (Greffet, Carminati 
et al. 2002). For example, for the 4Γ state at 54.3THz and 0 0k =

, the angular FWHM of the 
corresponding absorption peak 4.6oθΔ =  (from 2.3oθ = − to 2.3oθ = ) gives rise to a coherent 
length / 68.5 12.4mλ θ μ λΔ = ≈ . The coherent length is about 220λ  for the surface resonance 
state at 50.22THz and 0 0.01 /k pπ=

 with 0.26oθΔ =  (not shown in figure). The angular 
FWHM is reduced if the gap size is smaller, as shown with the dashed and dotted lines in 
Fig.12 (b) for 0.2g mμ=  and 0.1g mμ= at 40THz, which means that the coherent length of the 
surface resonant modes can be controlled by the gap-period ratio /g p . It is worth noting that, 
although ky=0 is assumed for the calculated results shown in Fig. 12, the angle-dependent 
absorption peaks are readily obtained for any specific incident angle. 
To quantitatively characterize the formation of these spatially coherent surface resonance 
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dispersion (in the limit of no material loss) as shown in Fig. 13 (b).The 1B  surface resonance 
states lie below the light line 2L  (magenta dashed line), and thus are non-radiative as 
evanescent modes. The surface resonances labeled as 2B  originate from the coupling of the 
fundamental magnetic resonance modes of the metal strip structure with the free space light 
line 2L . The surface resonances 3B and 4B are harmonic modes of the magnetic resonances that 
hybridizes with the guided mode inside the dielectric layer. The calculated reflection phase 
difference between the 0th order reflected and incident electric field, as shown in Fig. 13 (a) for 
normal incidence (red line), and 2o incidence (blue line), clearly shows that the resonances are 
magnetic in nature when the surface resonances intersect the zone center at 2Γ  (13.2THz ) and 
4Γ  (54.3THz) as the reflection phase is zero like what a magnetic conductor surface does to the 
incident waves. The state 3Γ , invisible in the reflection phase spectrum under normal 
incidence [red solid line in Fig. 13 (a)], is a dark state as its eigenmode is in mirror symmetry 
about the yz plane and can not couple with free space photons. While the other 3B  states can 
couple with external light under oblique incidence [see the blue line in Fig. 13 (a)]. For 
example, there exists in-phase reflection at frequency 50.22THz under an incident angle of 2o, 
corresponding a 3B  state at frequency 50.22THz and 0 0.02 /k pπ≈ . 
The angle-independent absorption peak at 13.2THz is due to the 2B  mode, which is only 
weakly dispersive near the zone center. The more dispersive 3B  and 4B  modes are 
accountable for the incident-angle sensitive absorption in the higher frequencies in Fig. 12 
(a). The field patterns in Figs. 14 (a)-14 (c) present the spatial distribution of the real part of 
magnetic fields excited by the incident plane waves with incident angles 0o , 2o  and 0o  for 
the three surface resonance states on 2B , 3B  and 4B respectively, and the corresponding 
vector diagrams of electric fields are shown in Figs 14 (d)-14 (f). We can see clearly that the 
electric fields reach maximum in strength at the slab upper surface, and exponentially decay 
along the surface normal into the free space. This is precisely a picture of SPP modes. The 
field patterns comes from the coincidence of the evanescent wave components in high Bloch 
orders at both sides of metallic grating. 
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Although only TEM guided modes are allowed to be excited in the thin MDM slab within 
the frequency of our interest, the 2B states are quite different from the 3B  and 4B  states in 
field patterns inside the dielectric layer. We see from Figs. 14 (b), 14 (c) ,14 (e)and 14 (f) that 
for a 3B  or 4B state, there are nodes and anti-nodes in field patterns, while for the 2B  state, 
the magnetic field is almost uniformly distributed. Calculations on local field enhancement 
inside the dielectric slab resolve the puzzle. Black solid line in Fig. 15 presents the 
normalized magnetic field | |H inside the dielectric with respect to that of incidence 
0| |H under an incident angle of 2
oθ = . The Fourier component in m=0 order [blue solid 
line] contributes the most at 13.2THz and the least at 50.22THz and 54.3THz; while it is just 
opposite for the contributions in combination from the two high order Fourier components 
with m=±1 [red solid line]. Figure 15 also indicates that the enhancement of local field of an 
excited 3B  or 4B  state can be ten times larger than that of an excited 2B  state, the 
enhancement factor at 50.22THz is about 100 times, while it is only 10 times at 13.2THz. 
 
Fig. 15. Magnetic field H inside the dielectric layer normalized to that of incidence H under 
an incident angle of o2θ = . Black line: all Bloch orders of TEM guided modes included; Red 
line: only the 0th Bloch order considered; Blue line: summation of -1st and +1st Bloch orders 
of TEM guided modes. 
We see from Fig. 13 (b) that the surface resonance dispersion of the slab comes from the 
interaction between the magnetic resonances and the (folded) light lines 1L  (for dielectrics) 
and 2L  (for air) grazing on the interfaces. In the limit of a small gap-period ratio 
( / 0.05g p = for example), our system is weakly Bragg-scattered, and as such, when a surface 
resonance state on branches 3B  or 4B  is excited, the induced wave fields inside the dielectric 
of region III are guided quasi-TEM modes dominated by 1st±  Bloch orders. For that reason, 
the 3B  and 4B  states have high fidelity even though they are leaky modes, as most of their 
Bloch wavefunction components lying outside the free space light line. As the air gaps of the 
metallic grating serve to couple the electromagnetic waves of region I and region III, the 
quality factor of a resonance state can be estimated with the overlap integral between the 
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  (13) 
when the air gap width g p is satisfied. For the 2B  states, the major Fourier component of 
the wavefunction is | 0
ik >

 in zero order, and as 0
III
zk  is generally not small, 0
IIIC is usually 
very large according to Eq. 3, and the 2B  states leak out easily. The states on 
branches 3B and 4B  have major Fourier components in m=±1 order, and as they are 
asymptotic to the (folded) dielectric light lines L1, the absolute value of IIIzmk  
( 1m = + for 0xk <  or 1m = − for 0xk > ) is very small, resulting in the small coupling 
coefficients 1
IIIC− or 1
IIIC+ . The B3 and B4 modes have to travel a long distance before they leak 
out. They have a long life time and a good spatial coherence. It also explains why the 
state 3Γ , a state precisely superposing on folded light line 1'L  in dielectric layer, is dark to 
the incident plane wave as 0IIIzmk = .  
Different from 3B  and 4B  states, the 2B  states have a major Fourier component in m=0 order 
which directly couples to the free space photons. As a consequence, the 2B  states, forming a 
flat band far away from the light line 2L  when 0k 

 is small, are localized with resonant 
frequency scaled by local geometry of unit cell. The high mode fidelity of a 3B  or 4B  state 
also gives rise to much more intense local field compared to the 2B  states. As shown in Fig. 
15, the induced local field is 100 times stronger than the incident field for the state on 3B ; 
while it is only 10 times stronger for 2Γ , and this is consistent with the absorptivity shown in 
Fig. 12 (a). In addition, the coherent length can be adjusted by the gap width as the kernel 
0 | | m
ir kα   is proportional to the gap-period ratio /g p . More calculations demonstrate that 
the angular FWHM of the absorption peak is reduced from 0.26o to 0.16o  when the gap is 
decreased from 0.2 mμ  to 0.1 mμ , corresponding to a coherent length of 358λ . 
We note that most of the attentions in previous studies have been devoted on the localized 
B2 states (Hibbins, Sambles et al. 2004; Hibbins, Murray et al. 2006; Brown, Hibbins et al. 
2008; Diem, Koschny et al. 2009). While the spatially coherent surface resonance states will 
lead us into a new vision about coherent control of emission radiations. J.-J. Greffet and co-
workers showed that highly directional and spatially coherent thermal emission can be 
obtained by etching a periodic grating structure into a SiC surface (Le Gall, Olivier et al. 
1997; Carminati & Greffet 1999; Greffet, Carminati et al. 2002; Marquier, Joulain et al. 2004). 
The magnetic resonant modes in our system can do the same, as will be demonstrated 
below. Our system has the advantage that the operational frequency is tunable by changing 
the structural parameters, and the operational bandwidth is wide. In addition, our structure 
supports all-angle functionality for some specific range of frequencies as shown in Fig. 16, 
although it is periodic only in one direction. 
We performed finite-difference-in-time-domain (FDTD) simulations to emulate the 
emissions from a slab containing point sources with random phases using the same 
configuration parameters aforementioned. We purposely put disorder in structure to test the 
robustness of the phenomena. We assigned two Gaussian distributions (they can be uniform 
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distributions or other types as well) independently to the width of metallic strips and the 
center positions of air gaps to introduce a 4% (standard deviation) structural disorder. The 
slab has a lateral size of 60 periods along the x̂  direction. A total of 1200 point sources with 
random phases are placed at the mesh points inside the dielectric layer. Directional 
emissions of a wide range of frequencies above 34THz are confirmed by the simulation. The 
4% structural disorder has little impact on the directional emissivity. Fig. 16 (a), 16 (c) and 16 
(e) show the far-field emission patterns in the ˆˆxz  plane (H-plane) at 40.0THz, 54.3THz and 
58.0THz. The inset in Fig. 16 (c) is a control calculation in which the top metal gratings are 
removed, so that there is just a dielectric layer with random phase sources above a metal 
ground plane. The directivity of emission from the random sources is lost. Fig. 16 (b), 16 (d) 
and 16 (e) present the absorptivity (under plane wave incidence) as a function of in-plane 
wave-vector (solid angle) at these frequencies. The strong angle selectivity of the absorption 
is evident, and by Kirchhoff’s law, the thermal emission should also be highly directional, 
which is a direct consequence of the good spatial coherence of the surface resonance states. 
As shown in Figs. 16 (b), 16 (d) and 16 (f), the absorption/emission peaks generally trace out 
an arc in the kx-ky plane, but near 54.3THz [Fig. 16 (d)], the dominant emission beam is 
restricted to a small region near the zone center. This is because the 4Γ state is a minimum 
point if we consider the band structure in the kx-ky plane. That means that at 54.3THz, we can 
obtain a directional emission beam not just in the H-plane, but in all directions, although the 
structure is periodic in only one direction.  
 
Fig. 16. Radiation patterns in the H-plane (calculated by FDTD) and absorptivity (calculated 
by mode expansion method) as a function of in-plane wavevectors at f=40.0THz[ (a) and 
(b)], f=54.3THz[ (c) and (d)] and f=58.0THz[ (e) and (f)]. In FDTD simulations, 1200 point 
sources with random phases are placed at the mesh points inside the dielectric layer. A 4% 
structural disorder is included in the80μmsimulation cell, which accounts for the slight 
asymmetry of the radiation patterns, but also demonstrates the robustness of the angle 
selectivity with respect to disorder.The inset in (c) is a control calculation in which the top 
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when the air gap width g p is satisfied. For the 2B  states, the major Fourier component of 
the wavefunction is | 0
ik >

 in zero order, and as 0
III
zk  is generally not small, 0
IIIC is usually 
very large according to Eq. 3, and the 2B  states leak out easily. The states on 
branches 3B and 4B  have major Fourier components in m=±1 order, and as they are 
asymptotic to the (folded) dielectric light lines L1, the absolute value of IIIzmk  
( 1m = + for 0xk <  or 1m = − for 0xk > ) is very small, resulting in the small coupling 
coefficients 1
IIIC− or 1
IIIC+ . The B3 and B4 modes have to travel a long distance before they leak 
out. They have a long life time and a good spatial coherence. It also explains why the 
state 3Γ , a state precisely superposing on folded light line 1'L  in dielectric layer, is dark to 
the incident plane wave as 0IIIzmk = .  
Different from 3B  and 4B  states, the 2B  states have a major Fourier component in m=0 order 
which directly couples to the free space photons. As a consequence, the 2B  states, forming a 
flat band far away from the light line 2L  when 0k 

 is small, are localized with resonant 
frequency scaled by local geometry of unit cell. The high mode fidelity of a 3B  or 4B  state 
also gives rise to much more intense local field compared to the 2B  states. As shown in Fig. 
15, the induced local field is 100 times stronger than the incident field for the state on 3B ; 
while it is only 10 times stronger for 2Γ , and this is consistent with the absorptivity shown in 
Fig. 12 (a). In addition, the coherent length can be adjusted by the gap width as the kernel 
0 | | m
ir kα   is proportional to the gap-period ratio /g p . More calculations demonstrate that 
the angular FWHM of the absorption peak is reduced from 0.26o to 0.16o  when the gap is 
decreased from 0.2 mμ  to 0.1 mμ , corresponding to a coherent length of 358λ . 
We note that most of the attentions in previous studies have been devoted on the localized 
B2 states (Hibbins, Sambles et al. 2004; Hibbins, Murray et al. 2006; Brown, Hibbins et al. 
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random phases are placed at the mesh points inside the dielectric layer. Directional 
emissions of a wide range of frequencies above 34THz are confirmed by the simulation. The 
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(e) show the far-field emission patterns in the ˆˆxz  plane (H-plane) at 40.0THz, 54.3THz and 
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which is a direct consequence of the good spatial coherence of the surface resonance states. 
As shown in Figs. 16 (b), 16 (d) and 16 (f), the absorption/emission peaks generally trace out 
an arc in the kx-ky plane, but near 54.3THz [Fig. 16 (d)], the dominant emission beam is 
restricted to a small region near the zone center. This is because the 4Γ state is a minimum 
point if we consider the band structure in the kx-ky plane. That means that at 54.3THz, we can 
obtain a directional emission beam not just in the H-plane, but in all directions, although the 
structure is periodic in only one direction.  
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sources with random phases are placed at the mesh points inside the dielectric layer. A 4% 
structural disorder is included in the80μmsimulation cell, which accounts for the slight 
asymmetry of the radiation patterns, but also demonstrates the robustness of the angle 
selectivity with respect to disorder.The inset in (c) is a control calculation in which the top 
metal gratings are removed, so that there is just a dielectric layer with random phase sources 





We note that there are other schemes to realize coherent thermal radiations, such as by 
utilizing three-dimensional photonic crystals (Laroche, Carminati et al. 2006) or one-
dimensional photonic crystal cavities (Lee, Fu et al. 2005). Our metamaterial slab presents a 
route to achieve linearly polarized coherent thermal emission radiations in a wide frequency 
range which can be tuned by adjusting structural parameters and material parameters.  
In summary, we proposed a simple metamaterial slab structure that possesses spatially 
coherent magnetic surface resonance states in a broad range of frequencies. These states 
facilitate nearly perfect absorption in a thin metamaterial slab containing slightly 
absorptive materials. As the absorption spectrum is very narrow and sensitive to incident 
angle, the slab should support directional thermal emission. Direct FDTD simulation with 
random-phase sources corroborates the existence of strong angular emissivity even in the 
presence of structural disorder. As the surface resonances originate from artificial 
resonators, the operational frequency and the response can be tuned by varying the 
structural configurations. Our findings constitute a simple solution for coherent control of 
thermal emissions, optical antennas, infrared or THz spectroscopy as well as photon 
detector.  
3. Conclusion 
We have shown that a strategy of stacking a multiple layers of holey metallic slabs can give 
rise to wide transparency band. The multi-layered structure, well known as fishnet 
metamaterial, also supports broadband negative refraction and sub-wavelength imaging 
provided that the light waves are incident on its sidewall interface. We also show that 
coherent control of spontaneous emission radiations can be realizing in a wide frequency 
range by utilizing spatially coherent magnetic surface resonance states of a magnetic meta-
surface. The modal expansion method, developed for magnetic meta-surface and multi-
layered holey metallic slabs, is very fruitful for semi-analytical interpretation on the behind 
physics picture of planar metamaterials. 
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1. Introduction 
Metamaterials have attracted considerable interests (Shelby, 2001, Yen, 2004, Smith, 2004, 
Linden, 2004, Zhang, 2004) because of their unusual electromagnetic properties (Veselago, 
1968) and because of their potential applications such as invisibility cloaks (Leonhardt, 2006, 
Pendry, 2006, Schurig, 2006, Cai, 2007, Gaillot, 2008, Kante, 2008), the so-called perfect lenses 
(Pendry, 2000) and gradient index (GRIN) lenses. For example, perfect lenses require the use 
of Left-Handed (LH) metamaterials (Smith, 2000) having a negative refractive index, which 
can be produced by a simultaneously negative electric permittivity ε and magnetic 
permeability μ. Invisibility cloaks require adjustable positive permeability and permittivity 
from near zero values to several tenths. Traditionally, these properties are achieved by the 
use of a combination of split-ring resonators (Pendry, 1999) and metallic wires (Pendry, 
1996), with periods much smaller than the wavelength of the electromagnetic wave, such 
that the medium can be considered homogeneous. Lately, pairs of finite-length wires (cut 
wires pairs) (Shalaev, 2005) have been proposed not only to replace the conventional split-
ring resonators (SRRs) to produce a negative magnetic permeability under normal to plane 
incidence, but also lead to a negative refractive index n in the optical regime. However in a 
recent review paper (Shalaev, 2007), Shalaev stated that it is very difficult to achieve a 
negative refractive index with exclusively wire pairs and that the negative index value 
observed in the ref. (Shalaev, 2005), was accomplished in part because of the significant 
contribution from the imaginary part of the permeability. Nevertheless, the negative index 
from only cut wire and plate pairs has never been verified elsewhere (Dolling, 2005). 
Instead, continuous wires have been combined to the cut wire pairs to produce 
simultaneously a negative permittivity to lead to a negative index in the microwave domain 
(Zhou, 2006a). Zhou et al. also theoretically proposed a left-handed material using only cut 
wire pairs by increasing the equivalent capacitance between two consecutive short wire 
pairs so as to adjust the electric resonance frequency (Zhou, 2006b) This increase of 
capacitance can only be obtained by strongly reducing the spacing between two consecutive 
wires, which is quite difficult to achieve at high frequencies. These cited results concern 
mainly the microwave domain. In the optical regime, infrared and visible domains, the main 
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observed in the ref. (Shalaev, 2005), was accomplished in part because of the significant 
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from only cut wire and plate pairs has never been verified elsewhere (Dolling, 2005). 
Instead, continuous wires have been combined to the cut wire pairs to produce 
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(Zhou, 2006a). Zhou et al. also theoretically proposed a left-handed material using only cut 
wire pairs by increasing the equivalent capacitance between two consecutive short wire 
pairs so as to adjust the electric resonance frequency (Zhou, 2006b) This increase of 
capacitance can only be obtained by strongly reducing the spacing between two consecutive 
wires, which is quite difficult to achieve at high frequencies. These cited results concern 
mainly the microwave domain. In the optical regime, infrared and visible domains, the main 





with nanometric dimensions. At this scale, the control and the engineering of the 
electromagnetic properties of metamaterials are closely linked to the easiness of the 
fabrication. This easiness is more and more important with the simplicity of the geometrical 
shapes of the unit cell of the metamaterials. We show that we can change the conventional 
shape of the split ring resonator of J. Pendry to simple coupled nanowires, keeping the same 
electromagnetic properties (Linden, 2004, Enkrich, 2005, Kante, 2008a, Burokur, 2009a). 
In the first part of this chapter we investigate numerically and experimentally the 
electromagnetic properties of cut wire pairs metamaterials where the symmetry between the 
wires on opposite faces is voluntarily broken along the E-field direction (Sellier, 2009, Kante, 
2009a, Burokur, 2009a). It is reported that in this case the electric resonance of the cut wire 
pairs can occur at lower frequencies than the magnetic resonance, which is in contrast with 
the symmetrical configuration. This lower electrical resonance frequency allows realizing a 
common frequency region where the permeability and the permittivity are simultaneously 
negative. This claim is verified numerically and experimentally in the microwave domain 
and indications on designing negative refractive index from structures composed of only cut 
wire pairs are given.  
Then, we investigate numerically and experimentally the reflection and transmission spectra 
for an obliquely incident plane wave on the asymmetric structure. It is reported that a 
diffraction threshold appears in E-plane (plane containing vectors E and k), that is the (-1,0) 
mode starts to propagate (Burokur, 2009b). Besides, resonances in E-plane shift in frequency 
with increasing oblique incidence. However in H-plane (plane containing vectors H and k), 
the structure is diffractionless and independent of the incidence and therefore the negative 
index is maintained in a wide angular range. These statements are verified numerically and 
experimentally in the microwave domain.  
On the other hand, we show that it is possible to engineer the resonances of metamaterial in 
the infrared domain (Kante, 2008b, Kante, 2009b). We present an experimental and 
numerical analysis of the infrared response of metamaterials made of split ring resonators 
(SRR) and continuous nanowires deposited on silicon when the geometry of the SRRs is 
gradually altered. The impact of the geometric transformation of the SRRs on the spectra of 
the composite metamaterial is measured in the 1.5-15 μm wavelength range for the two field 
polarizations under normal to plane propagation. We show experimentally and numerically 
that tuning the SRRs towards elementary cut wires translates in a predictable manner the 
wavelength response of the artificial material. We also analyze coupling effects between the 
SRRs and the continuous nanowires for different spacing between them. The results of our 
study are expected to provide useful guidelines for the design of optical devices using 
metamaterials on silicon. 
2. Cut wire pairs metamaterials with broken symmetry at microwave 
frequencies 
2.1 Plasmon hybrization 
In this chapter, we show that negative dielectric permittivity and negative magnetic 
permeability can be simultaneously achieved by appropriately controlling the coupling 
strength between paired cut-wires of adjacent layers. The coupling strength is itself 
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controlled by adjusting either the spacing or the alignment of paired cut-wires. Using an 
asymmetric alignment, an inverted hybridization scheme, where the asymmetric mode is at 
a higher frequency than the symmetric mode, is predicted and thus more favorable for 
obtaining negative refraction. The first experimental demonstration of a negative refraction 
metamaterial exclusively based on paired cut-wires in the microwave range is reported. 
 
 
Fig. 1. (a) Schematic of the symmetric cut-wire pair. (b) Hybridization scheme of the two 
coupled dipoles. (c) Transmission spectra calculated at normal incidence for a periodic array 
of cut-wires (red) and of paired cut-wires (blue), respectively (px= 1.2 µm; py= 200 nm; w= 
30 nm; L= 600 nm; hsub= 100 nm). The 30 nm thick gold cut-wires are described using a 
Drude model whose parameters can be found in [Kante, 2008a]. The dielectric spacer (SiO2) 
permittivity is εsub=2.25. 
The plasmon hybridization scheme was introduced by Prodan et al. [Prodan, 2003] who 
gave an intuitive electromagnetic analogue of molecular orbital theory. Such a scheme has 
largely been used by the metamaterial community especially for simplifying metamaterial 
designs at optical wavelengths [Shalaev, 2005, Liu, 2008]. The coupling of two electric 
dipoles facing each other has thus been exploited to mimic magnetic atoms and alter the 
effective magnetic permeability of metamaterials in the optical range. While a magnetic 
activity was indeed obtained from metamaterials comprised of metallic dipoles [Shalaev, 
2005, Liu, 2008], negative refraction was reported only in the pioneering demonstration by 
Shalaev et al. [Shalaev, 2005] who used a periodic array of cut-wire pairs. In order to 
unambiguously achieve negative refraction, the magnetic activity must actually occur 
within a frequency band in which the electric permittivity is negative. For this purpose, one 
solution consists of associating magnetic “atoms” (coupled metallic dipoles) to a broadband 
“electric plasma” (continuous wires) in the same structure. Many authors have used this 
solution either in the microwave [Zhou, 2006, Guven, 2006] or in the optical regime [Liu, 
2008], thereby contributing to the development of the so-called fishnet structure. We 
propose another solution based on the control of the coupling between metallic dipoles in 
such a way that the symmetric and anti-symmetric bands have a sufficient overlap. The 
coupling strength is varied either by changing the distance between coupled dipoles or by 
breaking the symmetry of the structure.  
Fig. 1(a) shows the rectangular unit cell of the studied 2D structure in the case where the 
coupled metallic dipoles (cut-wires) are vertically aligned. This structure is henceforth 
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controlled by adjusting either the spacing or the alignment of paired cut-wires. Using an 
asymmetric alignment, an inverted hybridization scheme, where the asymmetric mode is at 
a higher frequency than the symmetric mode, is predicted and thus more favorable for 
obtaining negative refraction. The first experimental demonstration of a negative refraction 
metamaterial exclusively based on paired cut-wires in the microwave range is reported. 
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structure discussed later (see fig. 2). Both structures consist of 2D periodic arrays of metallic 
cut-wires separated by a dielectric spacer [Shalaev, 2005]. The electromagnetic wave should 
propagate normally to the layers with the electric field parallel to the longest side of dipolar 
elements. The structure can be described in terms of effective parameters as long as the cut-
wire width w and spacer thickness hsub are much smaller than the wavelength [Shalaev, 
2005]. Two series of calculations were carried out using a finite element simulation package 
(HFSS from Ansys), one for symmetric structures and the other for asymmetric structures. 
The effective parameters were obtained from the calculated transmission and reflection 
coefficients [Gundogdu, 2008]. 
The first series of calculations were performed to compare the electromagnetic response of a 
symmetric cut-wire bi-layer (blue curve in Fig. 1(c)) to that of a cut-wire monolayer (red 
curve in Fig. 1(c)). As it is evident in the figure, only one resonance is observed for the 
single-face cut-wire structure in the frequency range of interest. This resonance corresponds 
to the fundamental cut-wire dipolar mode, which in the optical regime can also be 
interpreted in terms of a localized plasmon resonance [Smith, 2002]. Collective electronic 
excitations, also called surface plasmons, are indeed the main mechanism at short 
wavelengths. For the double-face cut-wire structure, the coupling between paired cut-wires 
lifts the degeneracy of the single cut-wire mode, which hybridizes into two plasmon modes. 
One mode is symmetric and corresponds to in-phase current oscillations, while the other is 
anti-symmetric and corresponds to out-of-phase current oscillations. For a symmetric cut-
wire pair with a vertical alignment of the two cut-wires, the anti-symmetric mode is the low-
energy (-frequency) mode since attractive forces are present in the system. Conversely, 
repellent forces are produced in the case of the symmetric mode that is therefore the high-
frequency mode. The stronger the coupling (the smaller the spacing between the dipoles), 
the larger the frequency difference between the two modes. The evolution of the 
transmission spectra with the thickness of the dielectric spacer (or substrate) hsub is 
illustrated in Fig. 3(a) in the case of a structure designed to operate in the microwave 
regime. Similar results were obtained for the structure in Fig. 1(c). 
A second series of calculations was performed to analyze the influence of a vertical 
misalignment of metallic dipoles at a fixed spacer (or substrate) thickness. For this purpose, 
the cut-wire layers were shifted from each other in the horizontal XY plane (Fig. 2(a)) thus 
breaking the symmetry of the cut-wire structure. The relative displacements dx and dy in 
the X and Y directions respectively were used as parameters. In the example in the 
microwave regime, the substrate thickness was chosen to be equal to that of commercially 
available epoxy dielectric boards (1.2 mm). For this thickness and a vertical alignment of 
paired cut-wires (dx = dy = 0), the calculated transmission spectrum in Fig. 3(a) revealed a 
pronounced frequency separation between the symmetric (electric) and anti-symmetric 
(magnetic) modes. Figs. 3(b) and 3(c) show the evolution of the transmission spectrum for 
non-zero values of the longitudinal (dx) and lateral (dy) displacements, respectively. Quite 
surprisingly, as previously reported by A. Christ et al. [Christ, 2007] for the control of Fano 
resonances in a plasmonic lattice of continuous wires, symmetry breaking can invert the 
hybridization scheme due to modified Coulomb interactions (Fig. 2(b)) resulting in the 
symmetric resonance occurring at a lower frequency than the anti-symmetric one. The 
Coulomb forces in our system result from the interaction of charges located at the cut-wire 
ends. When the longitudinal shift (dx) is progressively increased, the signs of the charges in 
 
Design and Characterization of Metamaterials for Optical and Radio Communications 
 
273 
close interaction change. As a result the repulsive force becomes attractive and vice versa. 
Correspondingly, the symmetric mode becomes the low-energy mode while the asymmetric 
mode is shifted to higher frequencies. It is evident that this inversion process is impossible 
in the case of a lateral dy displacement of the dipoles (Fig. 3(c)). 
Controlling the coupling between metallic dipoles thus allows the two plasmon resonances 
to be engineered. When the magnetic and electric modes are very close together, the bands 
of negative permeability and negative permittivity overlap, and a negative refraction 
material is obtained. More generally, the design of true negative index metamaterials can be 
achieved by appropriate design of the three degrees of freedom hsub, dx and dy. 
 
Fig. 2. (a) Asymmetric cut-wire pair with the three degrees of freedom for the control of the 
coupling strength: hsub, dx and dy. (b) Inverted hybridization scheme. 
 
Fig. 3. Influence of the coupling strength on the transmission spectra of a bi-layer structure 
(px = 19 mm; py = 9.5 mm; w = 0.3 mm; L = 9.5 mm; hsub = 1.2 mm). The substrate 
permittivity is εsub = 3.9. (a) variation of the dielectric spacer (or substrate) thickness hsub; (b) 
variation of the longitudinal shift dx; (c) variation of the lateral shift dy. 
2.2 Monolayer double-face structure 
In this part, we present a systematic study of the cut wires structure presented in Fig. 4, 
derived from the previous structures, under normal-to-plane incidence in the microwave 
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2.2 Monolayer double-face structure 
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derived from the previous structures, under normal-to-plane incidence in the microwave 





show and understand the electromagnetic behavior of the design. A single layer of the 
metamaterial is characterized by reflection and transmission measurements. The retrieved 
parameters show simultaneous resonances in the permittivity and permeability responses 
leading to a negative index of refraction.  
 
Fig. 4. Unit cell of: cut wires structure under normal-to-plane propagation (ax = 9.5 mm,  
ay = 19 mm, w = 0.3 mm, l = 9.5 mm). The inserts show the direction and the polarization of 
the wave. 
The cut wires metamaterial illustrated by its unit cell in Fig. 4 is employed to operate in the 
microwave regime. It consists of a double-face structure composed of periodic cut wires of 
finite length. The structure is printed on both faces of an epoxy dielectric board of thickness 
t = 1.2 mm and of relative permittivity εr = 3.9. For the different samples reported here, the 
width of the cut wires denoted by w is 0.3 mm. The length of the cut wires is l = 9.5 mm and 
the unit cell size in the x and y direction is respectively ax = 9.5 mm and ay = 19 mm. These 
dimensions have been optimized to operate around 10 GHz and remain the same 
throughout the section. 
The reflection and transmission spectra of the metamaterial are calculated using HFSS by 
applying the necessary periodic boundary conditions on the unit cell. Several samples of the 
structure consisting of 10 × 5 cells on a 120 mm × 120 mm epoxy surface are fabricated using 
conventional commercial chemical etching technique. Measurements are done in an 
anechoic chamber using an Agilent 8722ES network analyzer and two X-band horn 
antennas. In the transmission measurements, the plane waves are incident normal to the 
prototype surface and a calibration to the transmission in free space (the metamaterial 
sample is removed) between the two horn antennas is done. The reflection measurements 
are done by placing the emitting and receiving horn antennas on the same side of the 
prototype and inclined with an angle of about 5° with respect to the normal on the 
prototype surface. The calibration for the reflection is done using a sheet of copper as 
reflecting mirror. 
 




Fig. 5. Calculated and measured reflection (S11) and transmission (S21) responses of the 
metamaterial for a single layer: (a) magnitude, and (b) phase. 
Figure 5 shows the calculated (continuous lines) and measured (dashed lines) S-parameters 
of the metamaterial for a monolayer configuration. There is a very good qualitative 
agreement between simulations and measurements. The calculated and measured 
magnitudes of S21 presented in Fig. 5(a) show clearly two resonance dips, the first one at 
9.58 GHz and a second one at 11.39 GHz. We can note in Fig. 5(b) that a change in sign 
occurs for the transmission phase at the first resonance dip. At the second resonance dip, a 
peak and a dip is respectively observed in the transmission and reflection phase. 
Using the retrieval procedure described in [Nicholson, 1970], based on the inversion of the 
reflection and transmission coefficients, the effective parameters of the double-face 
metamaterial structure are extracted. The metamaterial has a period very small compared to 
the wavelength λ (less than λ/20) in the propagation direction. The propagation of the 
electromagnetic wave travelling along this direction is dominated by this deep sub-
wavelength period and not by the in-plane period ax or ay. There is only a single 
propagating mode in the negative-index frequency region, justifying the description of the 
cut wires metamaterial with an effective index [Valentine, 2008]. 
The extracted permittivity ε, permeability µ and refractive index n are shown in the various 
parts of Fig. 6. Two extraction procedures have been performed: the first one uses the 
calculated S-parameters and the second one is based on the measured S-parameters. As 
illustrated by the extracted parameters from the calculated and measured S-parameters, the 
cut wires structure shows firstly an electric resonance at the first resonance dip observed at 
9.58 GHz in Fig. 6. This electric resonance exhibits values going negative for the real part of 
the permittivity in the vicinity of the resonance. Secondly a magnetic resonance with 
negative values appears at the right hand side of the second resonance dip at 11.5 GHz. 
Around the same frequency, the real part of the permittivity is still negative. The extracted real 
part of the refractive index is therefore negative around 11.5 GHz which is the frequency of the 
LH peak. However, we can also notice that the zero value for the ε response is very close to 13 
GHz where a full transmission band is observed in Fig. 6(a). This frequency constitutes the 
frequency of the RH transmission peak. We can therefore deduce that this RH transmission 
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Fig. 6. Extracted electromagnetic properties of the cut wires metamaterial using the 
simulated and experimental data of Fig. 4: (a)-(c) real parts, and (d)-(f) imaginary parts of 
the permittivity ε, of the permeability μ and the refraction index n. The shaded yellow area 
delineates the frequency region where the measured real parts of ε and μ are simultaneously 
negative. Measurement of the wave propagation trough a prism of 6.3°: (g) E field 
cartography at 8.08GHz: the optical index is positive, around 5.6 (h) E field cartography at 
11.2GHz: the optical index is negative, around -2.3. 
Since the real part of n (n’) is given by n’ = ε’z’ - ε’’z’’ from n = εz and z = √(μ/ε), the 
imaginary parts of the permittivity (ε’’) and the permeability (µ’’) also accounts for n’. 
Therefore, a negative real part of n can be accomplished without having ε’ and µ’ 
simultaneously negative. This can happen only if ε’’ and µ’’ are sufficiently large compared 
to ε’ and µ’. A wider negative n’ frequency band is observed due to the dispersion of the 
fabricated prototype. The shaded yellow area in Fig. 6 highlights the frequency region 
where the measured real parts of the permittivity (ε’) and the permeability (µ’) are 
simultaneously negative to emphasize the desired measured negative values of n’. 
Concerning the imaginary parts, a very good qualitative agreement is observed between 
calculations and experiments. We shall note that the imaginary part of n (n’’) is very low in 
the negative n’ frequency region. Figures 6(g) and 6(h) show the measurements of the near 
electric field through a prism with an angle of 6.3°. Figure 6(g) shows the E field 
cartography at 8.08 GHz: the optical index is positive and found to be around 5.6. Figure 
6(h) shows the E field cartography at 11.2 GHz: the optical index is negative and calculated 
to be around -2.3. These values agree very well with the extracted values of the optical index 
calculated from the measurements of the reflexion and transmission coefficients of the figure 
6(c) using the retrieval procedure described in [Nicholson, 1970]. 
2.3 Stacking of layers 
Stacking multiple layers of LH materials may be useful in many practical applications such 
as subwavelength imaging [Wang, 2007, Ziolkowski, 2003] and directive antennas [Burokur, 
2005, Shelby, 2001]. It is obvious that the effective properties obtained from the inversion 
method on a monolayer give a good idea about the effective properties of the metamaterial. 
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affects the material properties of the structure. Therefore, two, three and four layers of the 
designed bi-layered metamaterial are stacked with a 1 mm air spacing between each layer as 
presented in Fig. 7(a). Numerical simulations are run to show the expected performances of 
a bulk metamaterial composed of multiple layers. The transmission spectra for the different 
number of layers are presented in Fig. 7(b). 
 
Fig. 7. (a) A bulk metamaterial composed of four layers interleaved with 1 mm air spacing, 
and (b) transmission spectra for different number of layers. 
From the spectra of Fig 7(b), we can note that the frequency of the first transmission dip 
remains constant with an increasing number of layers while the second dip shifts slightly 
towards higher frequencies. However, peaks and valleys appear at lower frequencies 
suggesting a coupling mechanism between consecutive layers. The number of these peaks 
and valleys increases with an increasing number of layers as shown in Fig. 7(b). The 
transmission spectra together with the corresponding reflection spectra are used for the 
extraction of the material properties presented in Fig. 8. It should be noted that the first 
transmission dip in the single layer case corresponds to an electric resonance where ε’ 
exhibits negative values. However, other ε’ < 0 frequency bands can be observed in Fig. 
8(a) for the multiple layers cases due to the valleys noted in the transmission spectra. 
And, since the magnitude of the transmission dips decreases with the number of layers, 
the magnitude of ε’ also decreases as shown in Fig. 8(a). At higher frequencies near 12 
GHz, a magnetic resonance is also observed for multiple layers as for the single layer case. 
However the magnitude tends to decrease while the number of layers increases (Fig. 8(b)). 
For more than two layers, μ’ exhibits only positive values at the resonance near 12 GHz. 
Besides, another magnetic resonance with μ’ < 0 can be observed at lower frequencies 
with simultaneously ε’ < 0 when more than one layer is used. So even if the μ’ < 0 
frequency band disappears at the second transmission dip due to the μ’ > 0, a negative 
index band is observed at lower frequencies as shown in Fig. 8(c). This negative refractive 
index results from the coupling mechanism created when several layers of the double-face 
structure are stacked. The negative index frequency band widens when the number of 
layers increases. 
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2.4 Incidence dependence of the negative index 
Finally, we investigate numerically and experimentally the reflection and transmission 
spectra for an obliquely incident plane wave on the asymmetric structure. Three different 
angles, namely 15°, 30° and 45° in both H- and E-planes of the square lattice are studied in 
simulations and experiments. Measured reflection and transmission coefficients are 
compared to simulated ones in Fig. 9 for the H-plane. There is qualitative agreement 
between simulations and measurements. Calculated and measured magnitudes of S21 show 
clearly two resonance dips, an electric one at 9.5 GHz and a magnetic one at 11.5 GHz. These 
two resonances are found to be independent of the incidence angle in the H-plane as shown 
in Figs. 9(a)-(c).  
 
Fig. 9. Oblique incidence (15°, 30° and 45°) in H-plane. (a)-(c) Computed and measured 
reflection and transmission coefficients. (d)-(f) Real part of effective index n. 
To retrieve effective parameters at oblique incidence, the retrieval procedure in [Smith, 2002] 
has to be modified and anisotropy has to be addressed [Burokur, 2009b]. Indeed cut wire 
pairs represent a biaxial anisotropic media whose principal axis are along x, y and z. 
Consequently 2x2 transfer matrices used in normal incidence are no longer sufficient and 
the full 4x4 transfer matrix accounting for coupling of s- and p-waves should be considered 
[Yeh, 1998]. However, since the electric field in our case is always along y independently of 
θ, cross-polarization terms do not arise and therefore we only use one 2x2 matrix for s-
waves. In this case the effective index is given by  
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Figures 9(d)-(f) show that n responses remain mostly unchanged compared to the 0° case 
studied in [Burokur, 2009, Sellier, 2009]. 
Measured reflection and transmission coefficients are compared to simulated ones in Fig. 10 
for the E-plane. Apart from one sharp feature on each spectrum, simulations and 
measurements agree qualitatively. This peak which is much sharper than either the anti-
symmetric or the symmetric resonance, shifts with incidence angles from 12.47 GHz at 15° to 
10.5 GHz at 30° and 9.22 GHz at 45°. It is the manifestation on the specular order (0,0) of a 
diffraction threshold, namely that of the (0,-1) diffracted order. At these frequencies the (0,-
1) diffracted order transits from evanescent to propagating, appearing at grazing incidence. 
Diffraction thresholds frequencies are calculated in two ways, with HFSS and using (2) from 
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Due to respective values of ax = 9.5 mm and ay = 19 mm, it can be seen that the (0,-1) order 
is the first diffracted order to become propagating. Results for diffraction thresholds 
frequencies are summarized in Table I. By comparison, in the H-plane even at an angle of 
45° the (0,-1) diffracted order is above 18 GHz. To overcome the appearance of a diffraction 
threshold, a triangular lattice as shown in the inset of Fig. 10(d) is proposed to replace the 
square one used in the figure 10(a-c). In the triangular lattice, every other cell along x is 
laterally displaced by 4.75 mm along y. In this lattice, diffraction threshold frequencies are 
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Computed reflection and transmission spectra presented in Figs. 10(d)-(f) confirm the 
rejection of the diffraction threshold above 13 GHz. Besides, a shift in frequency can be 
noted for both anti-symmetric and symmetric resonances. This shift is seen to be much 
stronger than for any resonances in the H-plane and the detuning of both electric and 
magnetic resonances with respect to the incidence angle θ leads to a loss of the frequency 
overlap, hence the negative index, above 20°. As it can be noted particularly for θ = 15°, the 
magnetic resonance shifts towards lower frequencies for the triangular lattice (10.43 GHz) 
compared to the square one (11.02 GHz). This is most probably due to extra capacitive 
coupling between y-displaced wires on same face of the dielectric board. 
In summary, we presented the dependence of resonances and retrieved effective index on 
the incident angle in recently proposed asymmetric cut wire pairs. No change has been 
observed for oblique incidence in the H-plane. However for the E-plane, a diffraction 





2.4 Incidence dependence of the negative index 
Finally, we investigate numerically and experimentally the reflection and transmission 
spectra for an obliquely incident plane wave on the asymmetric structure. Three different 
angles, namely 15°, 30° and 45° in both H- and E-planes of the square lattice are studied in 
simulations and experiments. Measured reflection and transmission coefficients are 
compared to simulated ones in Fig. 9 for the H-plane. There is qualitative agreement 
between simulations and measurements. Calculated and measured magnitudes of S21 show 
clearly two resonance dips, an electric one at 9.5 GHz and a magnetic one at 11.5 GHz. These 
two resonances are found to be independent of the incidence angle in the H-plane as shown 
in Figs. 9(a)-(c).  
 
Fig. 9. Oblique incidence (15°, 30° and 45°) in H-plane. (a)-(c) Computed and measured 
reflection and transmission coefficients. (d)-(f) Real part of effective index n. 
To retrieve effective parameters at oblique incidence, the retrieval procedure in [Smith, 2002] 
has to be modified and anisotropy has to be addressed [Burokur, 2009b]. Indeed cut wire 
pairs represent a biaxial anisotropic media whose principal axis are along x, y and z. 
Consequently 2x2 transfer matrices used in normal incidence are no longer sufficient and 
the full 4x4 transfer matrix accounting for coupling of s- and p-waves should be considered 
[Yeh, 1998]. However, since the electric field in our case is always along y independently of 
θ, cross-polarization terms do not arise and therefore we only use one 2x2 matrix for s-
waves. In this case the effective index is given by  
 
Design and Characterization of Metamaterials for Optical and Radio Communications 
 
281 




μ θ μ θ+
 (1) 
Figures 9(d)-(f) show that n responses remain mostly unchanged compared to the 0° case 
studied in [Burokur, 2009, Sellier, 2009]. 
Measured reflection and transmission coefficients are compared to simulated ones in Fig. 10 
for the E-plane. Apart from one sharp feature on each spectrum, simulations and 
measurements agree qualitatively. This peak which is much sharper than either the anti-
symmetric or the symmetric resonance, shifts with incidence angles from 12.47 GHz at 15° to 
10.5 GHz at 30° and 9.22 GHz at 45°. It is the manifestation on the specular order (0,0) of a 
diffraction threshold, namely that of the (0,-1) diffracted order. At these frequencies the (0,-
1) diffracted order transits from evanescent to propagating, appearing at grazing incidence. 
Diffraction thresholds frequencies are calculated in two ways, with HFSS and using (2) from 






2 2sin ,r r
x y
k k m n m n Z
c c a c a
ω ω π ω πε ε θ⊥
  
= ± − = ± − − + ∈       
 (2) 
Due to respective values of ax = 9.5 mm and ay = 19 mm, it can be seen that the (0,-1) order 
is the first diffracted order to become propagating. Results for diffraction thresholds 
frequencies are summarized in Table I. By comparison, in the H-plane even at an angle of 
45° the (0,-1) diffracted order is above 18 GHz. To overcome the appearance of a diffraction 
threshold, a triangular lattice as shown in the inset of Fig. 10(d) is proposed to replace the 
square one used in the figure 10(a-c). In the triangular lattice, every other cell along x is 
laterally displaced by 4.75 mm along y. In this lattice, diffraction threshold frequencies are 





2 22 sin ,r r
x y
k k m n n m n Z
c c a c a
ω ω π ω πε ε θ⊥
  
= ± − = ± − − − + ∈       
   (3) 
Computed reflection and transmission spectra presented in Figs. 10(d)-(f) confirm the 
rejection of the diffraction threshold above 13 GHz. Besides, a shift in frequency can be 
noted for both anti-symmetric and symmetric resonances. This shift is seen to be much 
stronger than for any resonances in the H-plane and the detuning of both electric and 
magnetic resonances with respect to the incidence angle θ leads to a loss of the frequency 
overlap, hence the negative index, above 20°. As it can be noted particularly for θ = 15°, the 
magnetic resonance shifts towards lower frequencies for the triangular lattice (10.43 GHz) 
compared to the square one (11.02 GHz). This is most probably due to extra capacitive 
coupling between y-displaced wires on same face of the dielectric board. 
In summary, we presented the dependence of resonances and retrieved effective index on 
the incident angle in recently proposed asymmetric cut wire pairs. No change has been 
observed for oblique incidence in the H-plane. However for the E-plane, a diffraction 





meaningless. A triangular lattice has therefore been proposed to avoid having the diffraction 
threshold below the electric and magnetic resonances. A detuning of both resonances has 
been observed leading to a lack of resonance frequencies overlap above 20°. 
 
Fig. 10. Oblique incidence (15°, 30° and 45°) in E-plane. (a)-(c) Computed and measured 
reflection and transmission coefficients for the square lattice. (d)-(f) Computed and 














θ = 0° 15.78 15.79 22.31 22.33 
θ = 15° 12.58 12.54 19.15 19.15 
θ = 30° 10.54 10.53 17.31 17.32 
θ = 45° 9.24 9.25 16.35 16.35 
Table 1. Computed numerical and analytical diffraction threshold frequencies (GHz) 
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3. Infrared metamaterials and plasmons hybridization 
3.1 Engineering resonances in infrared metamaterials 
Recently, a theoretical study showed that optical resonances in both SRR arrays and cut wire 
arrays could be interpreted in terms of plasmon resonances [Rockstuhl, 2006]. A gradual 
shift in the SRR resonance frequencies was predicted when reducing the length of SRR legs 
to the point where each SRR was transformed into a single wire piece. The magnetic and 
electric properties of these modified versions of SRRs were theoretically investigated in 
[Zhou, 2007]. Following these theoretical studies, we present here an experimental and 
numerical analysis of the infrared response of metamaterials made of continuous nanowires 
and split ring resonators where the geometry is gradually altered. The metamaterial 
structure is fabricated on low-doped silicon. The impact of the geometric transformation of 
the SRRs on the spectra of the composite metamaterial is measured in the 20-400 THz 
frequency range (i.e., in the 1.5 - 15 μm wavelength range) for the two field polarizations 
under normal to plane propagation. Coupling effects between the SRRs and the continuous 
nanowires are analyzed for different spacings between them. The results of our study are 
expected to provide useful guidelines for the design and engineering of negative index 
metamaterials on silicon. 
3.1.1 Design, fabrication, characterization and modeling of metamaterial structures 
Four structures consisting of a two-dimensional periodic array of gold nanowires and gold 
SRRs were fabricated on a 280μm thick silicon substrate (Fig. 11). The fabrication steps 
included e-beam lithography, high vacuum electron beam evaporation of 5 nm thick 
titanium and 40 nm thick gold films, and a lift-off process. It is worthwhile noticing that all 
structures were fabricated in the same run, thereby allowing a meaningful comparison of 
their optical characteristics. As seen in Fig. 11, the four structures only differ in the shape of 
SRRs, which are gradually transformed into simple cut wires from structure 1 to structure 4. 
In the intermediate cases of structures 2 and 3, SRRs appear to be U-shaped with smaller 
legs than in the standard case of structure 1. Except for this resonator shape, all the other 
geometrical parameters of the four structures are identical. In each case, the lattice period is 
~ 600nm, the width of all wires (continuous and discontinuous) is ~ 50nm, and the 
continuous wires are parallel to the SRR bases with a separation of 115 ± 20 nm between 
each continuous wire and the closest SRR base. The SRR gap width in structure 1 is ~100 nm 
while the length of the two SRR legs is ~ 280nm. This length is reduced to ~190 and 110 nm 
in structures 2 and 3, respectively. The scanning electron microscope (SEM) images reported 
in Fig. 11 (middle row) illustrate the excellent regularity of the four fabricated structures. 
The transmission and reflection spectra of the fabricated structures were measured under 
normal-to-plane incidence with a FTIR (Fourier Transformed InfraRed spectrometer) BioRad 
FTS 60 equipped with a Cassegrain microscope. The FTIR beam was polarized using a KRS5 
polarizer adapted to the wavelength region from ~ 1.5 to 15μm (i.e. to frequencies varying 
from 20 to 200 THz). A diaphragm was used in such a way as to produce a light spot smaller 
than 100 × 100 μm2 onto the sample (i.e. smaller than the surface of each periodic structure). 
Measurements were performed for two field polarizations of the incident beam, the parallel 
polarization with the illuminating electric field parallel to both the continuous wires and the 
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continuous wires and SRR gaps. The measured transmission spectra were normalized 
versus the transmission of an unprocessed part of the silicon substrate. The measured 
reflection spectra were normalized versus the reflection of a 40 nm thick gold film deposited 
on silicon. 
 
Fig. 11. Schematic representations (top) and scanning electron microscope images (middle 
and bottom) of the four metamaterial structures fabricated on silicon. The top and bottom 
pictures show the elementary unit cell of each structure. From left to right, the length of SRR 
legs is reduced to the point where the SRR is transformed into a single wire piece. The 
middle pictures show the regularity achieved in the fabrication of the periodic arrays of 
nanowires and split ring resonators 
Numerical simulations of the spectral responses of the four structures were performed with 
a finite element software (HFSS, 2006). Periodic boundary conditions were applied to the 
lateral sides of the elementary lattice cell (Fig. 11). The silicon substrate was assumed to be 
lossless with a constant permittivity equal to 11.9. A Drude model was used to simulate the 
permittivity and loss tangent of the gold wires:  









  (4) 
where ωp and ωc are the plasma and collision frequency of the gold film, respectively. The 
values of ωp and ωc chosen in the simulations were: ωp =1.367 x 1016s-1 (fp =2176 THz) and ωc 
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= 6.478 x 1013 s-1 (fc =10.3 THz). Actually, the collision frequency can be considered to a 
certain extent as a fit parameter. An increase of the collision frequency results in higher 
absorption losses of the structures, while it does not change the spectral positions of 
resonances. The value reported above for ωc is 2.6 times larger than in bulk gold. This 
increase is supposed to account for additional scattering experienced by electrons at the 
metal surfaces. 
3.1.2 Results of measurements and simulations 
The results of our measurements and simulations are shown in Fig. 12 for the four 
structures. Results for the parallel polarization are gathered in the series of figures from (a) 
to (d). Those for the perpendicular polarization are gathered in the series of figures from (e) 
to (h). In all these figures, resonances manifest themselves as reflection maxima correlated 
with transmission minima. A slow decrease (resp. increase) of the transmission level (resp. 
reflection level) is also observed at low frequencies for the parallel polarization. This latter 
evolution can be readily attributed to the plasmon-like band associated to the periodic array 
of continuous wires [Pendry, 1998]. 
For the parallel polarization and the structures with the SRRs of larger sizes (structures 1 
and 2), two resonances are observed within the spectral window of measurements [Figs. 
12(a) and 12(b)]. Only the first resonance is experimentally observed for structures 3 and 4. 
The SRR resonances actually shift towards higher and higher frequencies as the whole SRR 
length is decreased. In the same time, their amplitude becomes smaller and smaller. For the 
first resonance, the maximum reflection Rmax decreases from ~0.63 to ~0.5 while the 
minimum reflection Rmin remains close to ~0.35 [Fig. 11(b)]. Accordingly, the minimum 
transmission Tmin increases from ~0.12 to ~0.25 while the maximum transmission Tmax 
remains close to ~0.6 [Fig. 11(a)]. It is worthwhile noticing that the values of R and T out of 
resonance correspond to those expected for a single face of silicon wafer partially covered 
with ~10-15% of highly reflecting metal. Whereas (R+T) approaches unity in this case 
(Rmin+Tmax~0.95), its smaller value at resonance (Rmax+Tmin~0.75) clearly indicates the 
presence of dissipative losses in metallic elements. The frequency positions of resonances, 
the values of R and T out of resonance, the values of (R+T) in general as well as the shapes 
of experimental curves in Figs. 12(a) and 12(b) are very well reproduced by numerical 
simulations [Figs. 12(c) and 12(d)]. The only discrepancy between experiments and 
simulations stems from the smaller amplitudes of resonances measured in experiments, 
especially those at high frequencies. The second resonance predicted at ~180 THz (λ ~ 
1.7μm) for structure 3 is even not resolved in the experiments. Actually, minute deviations 
of the geometry from unit cell to unit cell and particularly residual surface roughness of the 
SRRs and continuous wires can explain the damping and inhomogeneous broadening of 
resonances as well as the increasing importance of these effects at high frequencies. 
For the perpendicular polarization and for structures 1, 2 and 3, a single resonance is 
observed within the spectral range of measurements [Figs. 12(e) and 12(f)]. In contrast, no 
resonance is detected for the structure with cut wires. The evolution of the SRR resonance 
with the SRR length is actually similar to that observed for the parallel polarization. Smaller 
SRR lengths simultaneously lead to higher resonance frequencies and smaller resonance 
amplitudes. A good agreement is found between experimental results and numerical 
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SRRs and continuous wires can explain the damping and inhomogeneous broadening of 
resonances as well as the increasing importance of these effects at high frequencies. 
For the perpendicular polarization and for structures 1, 2 and 3, a single resonance is 
observed within the spectral range of measurements [Figs. 12(e) and 12(f)]. In contrast, no 
resonance is detected for the structure with cut wires. The evolution of the SRR resonance 
with the SRR length is actually similar to that observed for the parallel polarization. Smaller 
SRR lengths simultaneously lead to higher resonance frequencies and smaller resonance 
amplitudes. A good agreement is found between experimental results and numerical 





apply to the perpendicular polarization. Minute deviations from unit cell to unit cell and 
surface roughness of metallic elements are likely to explain the broader resonances with 
smaller amplitudes observed in the experiments. The second resonances predicted for 
structures 1, 2 and 3 in the frequency region from 170 to 200 THz [Figs. 12(g) and 12(h) 
manifest themselves only as smooth maxima (resp. minima) in the measured reflection 
(resp. transmission) spectra of Fig. 12(f) (resp. Fig. 12(e)]. Supplementary measurements 
between 200 and 250 THz (not shown here) did not reveal any other resonance. 
Figure 13 shows the distribution of the electric field calculated at the bottom surface of 
metallic elements for each of the resonant modes observed in Fig. 12. These results are in 
agreement with previous calculations reported by Rockstuhl et al. [Rockstuhl, 2006]. When 
the incident field is polarized parallel to the SRR gap, resonant modes possess an odd 
number of nodes along the entire SRR. This number is equal to one for the first resonance, 
while it is equal to three for the second resonance. The first resonance also identifies to the 
so-called LC resonance as defined in previous studies at microwave and far infrared 
frequencies [Katsarakis, 2004, Katsarakis, 2005]. It simply identifies to the dipolar mode in 
the case of the cut wire. When the incident field is polarized perpendicular to the gap, 
resonant plasmon modes possess an even number of nodes. The first resonant mode in this 
polarization thus exhibits one additional node as compared to the first resonance in the 
parallel polarization. This in turn requires higher energies of the light field to excite this 
mode. The frequency of the first resonant mode in the perpendicular polarization is 
typically two times higher than that of the first resonant mode in the parallel polarization. 
 
 




Fig. 12. Measured and simulated transmission/reflection spectra of the four structures 
depicted in Fig. 10. Curves in red, blue, green and black are for the 1st, 2nd, 3rd and 4th 
structures, respectively. – (a) and (b): transmission and reflection spectra measured for the 
parallel polarization (incident electric field parallel to the SRR gap). – (c) and (d): numerical 
simulations corresponding to (a) and (b), respectively. – (e) and (f): transmission and 
reflection spectra measured for the perpendicular polarization (incident electric field 
perpendicular to the SRR gap). – (g) and (h): numerical simulations corresponding to (e) and 
(f), respectively. 
3.1.3 Frequency positions of resonances 
At this stage, it is interesting to compare the frequency positions of resonances reported in 
Figs. 12 to those reported in previous works for similar structures with gold SRRs on glass 
substrate. For instance, the first resonance calculated in [Rockstuhl, 2006] for the parallel 
polarization and U–shaped SRRs with 400 nm long base and 190 nm long legs was found to 
be close to 3800 cm–1, i.e. close to 115 THz instead of 65 THz measured in our experiments 
for U-shaped SRRs with similar sizes [Figs. 12(a), 12(b), and Fig. 13(b)]. The first resonance 
calculated in [15] for the parallel polarization and U-shaped SRRs with the same base but 
with 110 nm legs was found to be near 4800 cm–1, i.e. near 144 THz instead of 80 THz 
measured in our experiments [Figs. 12(a), 12(b) and Fig. 13(c)]. Actually, all the mode 
frequencies calculated in [15] are 1.7- 1.9 times higher than those reported in this work, 
whatever the resonance order and the field polarization are. Approximately the same ratio is 
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(~100 THz) to that reported in Fig. 12(a) (~60 THz) for standard SRRs with the same total 
length (lm ~960 nm). This ratio is actually of the same order of magnitude than the ratio 
between the refractive index of glass and that of silicon. This suggests that in our case the 
electromagnetic field at resonance largely extends into the silicon substrate. 
3.1.4 Coupling effects between continuous wires and SRRs 
In the previous sections, it has been implicitly assumed that the presence of continuous 
wires had no influence on the resonant response of the structures except for a slow decrease 
of the transmission observed at low frequencies for the parallel polarization. However, a 
careful examination of the field distributions in Fig. 13 indicates that, at least for the second 
resonance, the electromagnetic field extends well in the region comprised between the SRR 
and the closest wire. We thus performed a numerical analysis to investigate in more detail 
the possible existence of coupling effects between the SRRs and continuous wires. For this 
purpose, the spectral responses of the four structures were calculated for different distances 
d between the SRR base and the closest wire. They were also compared to the spectral 
response of a periodic array of SRRs only. 
Results of our calculations are shown in Figs. 14(a) and 14(b) for structure 1 with three 
values of d, for a periodic array of SRRs without continuous wires and for a periodic array 
of wires without SRRs. The dimensions of SRRs are the same for the first four structures. 
The lattice period is identical for all the structures. Calculations are performed within the 
same spectral range as in Fig. 12, and the incident electric field is polarized parallel to the 
continuous wires and/or to the SRR gaps. Figure 14(a) represents the transmission spectra 
calculated for the different structures. Figure 14(b) shows the electric field distributions 
calculated for the different resonances observed in Fig. 14(a). As seen in Fig. 14(a), the 
position of the first SRR resonance is not modified by the presence of the continuous wires 
whatever the separation between SRRs and wires is. Only the shape of the resonance is 
modified, and it becomes asymmetric with the presence of the wires. 
This asymmetry mainly results from the fact that the optical response of the wires [pink 
dashed curve in Fig. 14(a)] adds to that of the SRRs. A weak coupling between SRRs and 
wires only occurs at the smallest separations between the two metallic elements as shown 
from the calculated distribution of the electric field at the first SRR resonance (Fig. 14(b), 
second column). 
The evolution of the second SRR resonance is quite different. For a sufficiently large 
separation between the SRRs and wires (d ≥ 100 nm), the frequency position of this second 
resonance is still rather independent of the presence of the wires. This justifies our previous 
interpretations concerning the results of Fig. 12, where the different spectra were obtained 
for d ≈ 130 nm. However, for small separations between the SRRs and wires, strong 
coupling effects exist, which lead to a splitting of the second SRR resonance into two 
components [Fig. 14(a)]. These components are well separated for the smallest value of d 
(black dashed curve in Fig. 14(a), d = 10 nm). As seen in Fig. 14(b) (second and third 
columns), the modal field of the low frequency component is found to be concentrated in 
the region between the SRR base and the closest wire. That of the high frequency component 
is rather concentrated in the SRR legs. 
 




Fig. 13. Magnitude of the normal electric field component (|Ez|) calculated at the bottom 
surface of the metallic elements for each of the resonant plasmon modes observed in the 
different spectra of Fig. 11. The different colours, from blue to red correspond to increasing 
magnitudes of the field component. Modes are classified according to the resonance order 
and to the polarization of the incident electric field. As expected, both the energy and the 
number of field nodes increase with the resonance order. 
Calculations above were repeated for structures with U-shaped SRRs as structures 2 and 3 
and for structures with cut wires as structure 4 (Fig. 11). The same behavior was found in 
the case of structures with U-shaped SRRs. The frequency position of the first resonance was 
not modified when the distance between SRRs and continuous wires was varied. The 
second resonance split into two components for small values of d. In contrast, the structures 
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The resonant mode split into two distinct components when the separation between cut 
wires and continuous wires was smaller than 50 nm. This different behavior can be simply 
explained by the fact that unlike structures with true SRRs, the field of the first resonant 
mode is obviously concentrated in the close neighbourhood of the continuous wires, i.e. in 
the cut wires themselves. 
Coupling effects were also investigated from numerical simulations for the perpendicular 
polarization. We only considered the first SRR resonance since it was the only one clearly 
observed in the experiments (Fig. 12). The frequency position of this resonance was found 
to be rather independent of the presence of continuous wires whatever the separation 
between the SRRs and wires was. However, a small splitting of the resonance was 
observed for very small separations (d = 10 nm) in the case of U-shaped SRRs with small 
legs (structure 3). 
3.1.5 Metamaterials with negative refraction on silicon 
It is now well established that the use of an array of continuous metallic wires allows 
obtaining a negative permittivity over the whole plasmon-like band when the electric 
field is polarized parallel to the wires [Pendry, 1998]. Figures 12 and 14(a) presently show 
that this band can extend well up to near-infrared frequencies for a sufficiently small 
period of the wire lattice. On the other hand, it has been demonstrated that an array of 
metallic SRRs can exhibit a magnetic response in the optical domain with a negative 
permeability at certain frequencies [Enkrich, 2005]. However, this situation only occurs at 
SRR resonances and for an oblique or grazing incidence, i.e. for an incident magnetic field 
with a non-zero component along the SRR axis. An additional condition is that the 
resonant plasmon mode must possess an odd number of field nodes along the SRR 
[Shalaev, 2005]. Concerning this latter aspect, our experimental results confirm that the 
first resonant mode, the so-called LC resonance, is by far the most exploitable due both to 
its strength and to its robustness against parasitic coupling effects. They also show that its 
frequency position can be finely tuned by adjusting the total length of SRRs and using for 
instance U-shaped SRRs. One solution to achieve a magnetic response at normal incidence 
with respect to the sample plane consists in using a stack of SRR layers [Liu, 2008] or 
simpler, a stack of cut-wires as originally proposed in [Shalaev, 2005]. Coupling between 
adjacent SRRs or between adjacent cut-wires leads to the formation of hybridized 
plasmon modes of opposite symmetry. Anti-symmetric plasmon modes can exhibit a 
magnetic response, and lead to a negative permeability in certain frequency regions. Our 
experimental results in Fig. 12 show that the resonance associated to the dipolar mode of 
cut-wires is well pronounced for the fabricated structures. Coupling between two such 
modes in a multilayer stack should thus allow obtaining a magnetic response at normal 
incidence. One advantage in using stacked cut-wires instead of stacked SRRs stems from 
the possibility of achieving more easily a magnetic response at (high) near- infrared 
frequencies. This is all the more true when metallic nanostructures are fabricated on a 
high permittivity substrate such as silicon. All the plasmon resonances are shifted to low 
frequencies, and the realization of very-small-size SRRs operating at telecommunication 
wavelengths on silicon would require pushing the lithographic techniques to their present 
limits. 
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3.2 Optical asymmetric cut-wire pairs 
3.2.1 Negative refractive index in optical asymmetric cut-wire pairs 
In the previous structures, SRRs were associated with continuous wires to obtain negative 
index at infrared wavelengths. In this chapter we will study asymmetric cut-wire pairs to 
obtain also negative index. Metallic nanostructures can be regarded as elementary circuits 
including nano-capacitors, inductors or resistors [Engheta, 2007]. The simplest resonator 
that can be imagined is a dipole consisting of a simple metallic cut-wire. Coupling two such 
oscillators lead to two eigenmodes with opposite symmetry. The virtual current loop of the 
anti- symmetric mode is now recognized as a mean to create artificial magnetism at optical 
frequencies [Grigorenko, 2005, Shalaev, 2005]. Fig. 15 shows the structure under 
consideration. It consists of a periodic array of paired cut-wires separated by a dielectric 
layer. For simplicity the spacer has been taken to be silicon dioxide (SiO2) with a dielectric 
permittivity εr = 2.25 and a thickness of 100 nm. The surrounding medium is air with εr = 1. 
The relevant polarization of the impinging light is given in Fig. 15(a) with the electric field 
parallel to the longest side of the cut- wires. Transmission spectra are presented in Fig. 15(b). 
All the simulations are done using a commercial finite element code (HFSS, 2006). An array 
of isolated cut-wires is actually found when the separation distance between cut-wires is 
large: only one resonance (the dipolar mode) is observed in this case (red curve in Fig. 
15(b)). This response can be interpreted in terms of a localized plasmon resonance 
[Rockstuhl, 2006, Kante, 2008]. When the separation distance between cut-wire pairs is 
progressively diminished, the response of the paired system is modified due to the 
interaction between its elementary constituents.  
Following the plasmon hybridization concept [Kreibig, 1981, Prodan, 2003], coupling 
effects lift the degeneracy of the single cut-wire mode, thus leading to two distinct 
plasmons modes [Liu, 2007, Kante 2009], the anti-symmetric and symmetric modes as 
shown in Fig. 15(b) (blue curve). The symmetric mode with larger restoring force is at a 
higher energy than the anti-symmetric mode. The main idea of our work is to invert this 
process. The symmetric mode, which easily couples to incident light, corresponds to a 
wide rejection band with negative permittivity. The anti-symmetric mode, which is 
difficult to excite due to the opposite contributions of the two dipoles, manifests itself as a 
small transmission dip with negative permeability. Achieving such a resonance at a 
higher frequency than the symmetric mode will ease the overlap condition as proposed 
recently in [Kante, 2009, Sellier, 2009]. For this purpose, one solution is to break the 
symmetry of the cut-wire pair. This is achieved in Fig. 15(d) by displacing one of two cut-
wires in the direction of the electric field. 
Fig. 16(a) and (b) shows the evolutions of the resonant modes and transmission spectra with 
the longitudinal shift dx between the two cut-wires of each pair. Simulations are performed 
in the infrared domain. As a major result, for a sufficiently large displacement dx (here dx > 
350 nm), the hybridization scheme is inverted with the symmetric mode at a lower 
frequency than the anti-symmetric mode. The two hybridization schemes are presented in 
Fig. 15(c) and (e), respectively. Fig. 16(d) clearly shows that a negative refraction regime is 
obtained (between 145 and 160 THz for dx = 600 nm) for the inverted scheme while the 
index of refraction remains always positive (dx = 0 nm) for the normal hybridization case 
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microwave frequencies [Kante, 2009, Sellier, 2009]. As seen in Fig. 16(d), negative refraction 
corresponds to an overlap between the region with negative permittivity and that with 
negative permeability. It is worthwhile noticing that the domain of overlap with negative 
permittivity and permeability can be controlled through the different degrees of freedom of 
the structure [Kante, 2009]. 
3.2.2 Hybridization of the localized plasmons of SRRs 
The recipe proposed above for obtaining a negative index with plasmon hybridization can 
be applied to any structure supporting localized plasmons. The inversion process resulted 
from a radical change in near field Coulomb interactions between cut-wires in each pair 
[Kante, 2009, Christ, 2008]. Let us consider for instance a periodic array of paired SRRs, 
which are fundamental building blocks in the design of metamaterials. Indeed, the use of 
SRRs has allowed the achievement of negative magnetic permeability, which is impossible 
with natural materials at high frequencies. However, obtaining a negative magnetic 
permeability requires the incident wave to possess a magnetic component along the SRR 
axis. Such a requirement is not easily fulfilled in optics [Dolling, 2006, Liu, 2009]. 
Moreover, the electromagnetic response of SRRs has been shown to saturate at optical 
frequencies [O’Brien, 2002]. In most experimental works reported so far in the infrared 
domain, normal incidence has been used instead of a grazing or oblique incidence [Kante, 
2008]. In this situation, only the electric field can couple to the structure. SRR resonances 
are nothing but plasmonic resonances which can be classified into even and odd modes 
depending on the polarization the exciting light with respect to the structure [20]. While 
even modes are excited for an incident electric field perpendicular to the SRR gap, odd 
modes are excited for an electric field parallel to this gap. It is straightforward to see that 
only odd modes can lead to a magnetic moment or eventually to a negative permeability 
under oblique incidence. 
 
 




Fig. 14. (a) Transmission spectra calculated for a periodic array of SRRs (red curve), a 
periodic array of continuous wires (pink dashed curve) and periodic arrays of SRRs and 
wires with different separations between SRRs and wires: d=130 nm (blue curve), d=50 
nm (green dashed curve), d=10 nm (black dashed curve). In each case, the incident electric 
field is polarized parallel to the gap, the SRR dimensions and lattice period as the same as 
for structure 1 in Fig. 10. (b) Magnitude of the normal electric field component (|Ez|) 
calculated at the bottom surface of the metallic elements for each of the resonant modes 
observed in the transmission spectra of Fig. 14 (a). The different colours, from blue to red 
correspond to increasing magnitudes of the field component. Modes are classified 
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Fig. 15. (a and d) Schematics of the symmetric and asymmetric cut-wire pairs, respectively. 
(b) Transmission of an array of un-coupled or coupled cut-wires structure with px=1.2mm, 
py=200nm, pz=600nm, w=30nm, L=600nm, hsub =100nm and εsub =2.25. The pieces of gold 
metals are described by a Drude model whose parameters can be found in [Kante, 2008]. (c 
and e) Hybridization scheme and inverted hybridization scheme, respectively.  
Fig. 17 (red curves) presents transmission spectra of a single SRR layer designed to operate 
in the infrared range for two polarizations at normal incidence. When the electric field is 
perpendicular to the gap, only one resonance (the fundamental even mode) is observed in 
the frequency range of interest while two resonances are observed for the parallel 
polarization. These last two resonances respectively correspond to the first and second odd 
plasmonic modes [Rockstuhl, 2006, Kante, 2008], the fundamental mode being also called 
LC resonance. When two such SRR structures are brought close to each other, the localized 
plasmons can hybridize according to a plasmon hybridization scheme similar to the one 
previously described for cut-wire pairs (Fig. 15). In what follows, the hybridization scheme 
of an SRR pair is analyzed for both parallel and perpendicular polarization as well as for 
resonances of different orders. As it will be shown, a negative index of refraction can be 
obtained at normal incidence for a periodic structure, which is exclusively made of SRRs 
and based on an inverted hybridization scheme. The SRR pair forming the elementary motif 
of the periodic structure is depicted in Fig. 17 (left graph). As seen, the lower SRR of the pair 
is shifted in the x and y directions with respect to the upper one. Following our previous 
work on cut-wire pairs, this configuration will be simply called ‘‘asymmetric SRR pair’’. A 
system of coupled SRRs has been recently investigated by Liu et al. [Liu, 2009], but in a 
twisted configuration. These authors showed that the twist angle between vertically coupled 
SRRs could modify either the electric or magnetic response of the system resulting in what 
they called a ‘‘stereometamaterial’’. Our structure can thus be regarded as a particular 
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‘‘stereometamaterial’’. In contrast, rotating one SRR with respect to another did not produce 
any inverted hybridization scheme, while this scheme is the most appropriate one for 
obtaining negative refraction. In fact, split ring resonators are complex structures regarding 
their responses to an electromagnetic field since they support localized plasmons 
addressable either by the electric field or the magnetic field. To our knowledge, using the 
two degrees of freedom (dx, dy) in the design of the SRR pair (Fig. 17 (left graph)) to achieve 
a negative index of refraction has never been reported so far in the context of SRR-based 
metamaterials. 
 
Fig. 16. (a) Transmission spectra of the two-dimensional array of asymmetric cut-wire pairs 
calculated for different values of the longitudinal shift (dx) between the two cut-wires in each 
pair. (b) Evolutions of the symmetric and anti-symmetric mode frequencies as a function of the 
dx shift. (c) Effective index of refraction [30] calculated for dx = 0 with a de-embedding up to 
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3.2.3 Hybridization of the LC resonance 
The LC resonance (i.e. the fundamental odd mode) is excited at normal incidence when the 
electric field is parallel to the gap. This resonance has been experimentally observed from 
microwaves to optics. Electric charges in metallic SRR arms are mainly located near the SRR 
gap (insert of Fig. 17, middle graph). Fig. 18 shows the modifications of the transmission 
spectrum when coupling vertically two SRR layers. Curves in the left graph correspond to 
different values of dx at a fixed dy (dy = 0). Curves in the right graph correspond to 
different values of dy at fixed dx (dx = 0). As expected, in all cases, coupling between SRRs 
splits the LC resonance in two eigenmodes. The symmetric mode, which has the largest 
amplitude, is found at the highest frequency for dx = dy = 0. In principle, a longitudinal 
magnetic coupling also exists [Liu, 2009], but can be neglected for a qualitative 
understanding of the hybridization scheme in presence of electric coupling. As seen in the 
left graph of Fig. 17, a shift of one of the two SRRs in the direction perpendicular to the gap 
(dx≠0) has a weak influence. One just observes a small decrease of the mode amplitudes. 
The evolution is radically different when the shift occurs in the direction parallel to the gap 
(dy ≠ 0). An inversion of the hybridization scheme is observed for sufficiently large values of 
dy. The overall results obtained for the LC mode of SRRs are then very comparable to those 
reported for the dipolar mode of cut-wires. The LC mode exhibits indeed a dipole-like 
behavior. 
 
Fig. 17. (Left) Schematics of the asymmetric SRR pair. (Middle) Transmission spectra of 
periodic SRR arrays at normal incidence for a field polarization parallel to the SRR gap. 
(Right) Transmission spectra of periodic SRR arrays for a field polarization perpendicular to 
the SRR gap. In the middle and right graphs, red curves are for one-SRR-layer array while 
blue curves are for a two-layer array of paired SRRs. Inserts show the distributions of 
charges and electric field nodes for the different resonances in the one-layer array. Squared 
SRRs are used with 700 nm side length and 200 nm gap width. The 100 nm wide conducting 
elements are described using the Drude model reported in [Kante, 2008]. Other parameters 
are: px = py = 1.4 mm, pz = 1 mm, hsub = 100 nm, εsub = 2.25.  
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3.2.4 Hybridization of the second odd plasmonic mode 
Let us now consider the second odd mode. The corresponding distribution of electric 
charges and field nodes in SRR arms is shown in the middle graph of Fig. 17 (right insert) 
for a one-layer SRR array. This picture shows that this mode has a ‘‘dipole activity’’ in both 
the x and y directions. Charges at the extremities of CD and EF arms produce the dipolar 
activity along the x direction while those at the extremities of the DE arm produce the 
dipolar activity along the y direction. Correspondingly, in a two-layer SRR array, an 
inversion of the hybridization occurs whether one of the two layers is displaced along the x 
or the y direction (Fig. 18). In each case, the inversion stems from the near field interaction 
between the active dipoles in the corresponding direction. In the case of a displacement 
along x, the inversion results from the interaction of dipoles CD and EF with dipoles C’D’ 
and E'F'. The primes referring to the second SRR. In the case of a displacement along y, it 
results from the interaction between DE and D’E’.  
 
Fig. 18. Transmission spectra of a periodic array of asymmetric SRRs pairs around the LC 
resonance for different values of dx at dy=0 (left) and for different values of dy at dx = 0 (right) 
3.2.5 Hybridization of the fundamental even plasmonic mode (perpendicular 
polarization) 
When the incident electric field is perpendicular to the gap, the SRR can be regarded as two 
cut-wires in parallel since the charges in the two arms GH and IH oscillate in phase (see 
insert in the right graph of Fig. 17). In consequence, the hybridization of localized plasmons 
evolves a priori as in the case of cut-wires pairs [Kante, 2009]. Therefore, only a 
displacement along the x direction (parallel to the dipoles GH and HI) for one of the SRRs of 
the asymmetric pair can lead to an inverted hybridization scheme with the possibility of a 
negative index of refraction.  
The inversion of the hybridization scheme for dx ≠ 0 is illustrated from calculated 
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Fig. 17. (Left) Schematics of the asymmetric SRR pair. (Middle) Transmission spectra of 
periodic SRR arrays at normal incidence for a field polarization parallel to the SRR gap. 
(Right) Transmission spectra of periodic SRR arrays for a field polarization perpendicular to 
the SRR gap. In the middle and right graphs, red curves are for one-SRR-layer array while 
blue curves are for a two-layer array of paired SRRs. Inserts show the distributions of 
charges and electric field nodes for the different resonances in the one-layer array. Squared 
SRRs are used with 700 nm side length and 200 nm gap width. The 100 nm wide conducting 
elements are described using the Drude model reported in [Kante, 2008]. Other parameters 
are: px = py = 1.4 mm, pz = 1 mm, hsub = 100 nm, εsub = 2.25.  
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are presented in Fig. 20(c) and (d) for a symmetric SRR pair (dx = dy = 0) and an asymmetric 
pair (dx = 700 nm, dy = 0), respectively. Results obtained for the symmetric pair are 
comparable to those reported in [Liu, 2008]. There with no overlap between the regions of 
negative epsilon and negative mu. In contrast, a negative index of refraction is clearly 
obtained for the asymmetric SRR pair in Fig. 20(d).  
Results obtained for a transversal displacement (dy ≠ 0) of one SRR of the pair may appear 
to be quite surprising since three peaks are observed in the transmission spectra instead of 
two (Fig. 20(b)). However, a careful analysis reveals that these peaks have different origins. 
Three types of dipole–dipole interactions are indeed involved: GH with G’H’, GH with I’H’ 
and IH with G’ H’. For an intermediate value of dy (i.e. dy = py/2 = 350 nm), the dipole–
dipole interactions GH - G'H' and I'H' - IH become degenerate, thereby leading to the 
disappearance of one of the three peaks. 
In conclusion we have numerically demonstrated that the coupling between localized 
plasmons in periodic arrays of paired cut-wires or SRRs can be controlled by modifying the 
symmetry of each individual pair. It has been shown that breaking the symmetry of cut-wire 
or SRR stacks can lead to a negative index of refraction. The scheme proposed here contrasts 
with previous designs of negative index metamaterials where two kinds of meta-atoms were 
mixed. Only one type of meta-atom supporting localized plasmons is used. A true negative 
index band is achieved provided that the coupling between localized plasmons is 
appropriately controlled.  
 
Fig. 19. Transmission spectra of a periodic array of a symmetric SRRs pairs around the 
second odd SRR mode for different values of dx at dy=0 (left) and for different values of dy 
at dx = 0 (right). 
 




Fig. 20. (Top) Transmission spectra of a periodic array of asymmetric SRRs pairs for vertical 
polarization and different values of dx at dy=0 (a) and for different values of dy at dx = 0 
(b). (Bottom) Effective index of refraction (real and imaginary parts) calculated for dx = 0 
and dy = 0 (c) and for dx = 700 nm, dy = 0 (d), pz = 1 mm with a de-embedding up to the 
metamaterials interfaces. 
4. Conclusions 
In this chapter, we have presented different metamaterials with a negative index at 
microwave and optical frequencies. Through numerical simulations and measurements, we 
have shown that it was possible to obtain a negative index by optimizing the coupling 
between different layers of metamaterials. We have also shown that this concept can be 
implemented from microwaves to optics. These works are believed to open a new way for 
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1. Introduction  
Since resonant-type metamaterial transmission lines were proposed (Martín et al., 2003), this 
kind of transmission lines have been of significant importance in the development of new 
and innovative microwave devices. The small size and novel characteristics of these 
transmission lines based on sub-wavelength resonators allows the miniaturization and 
improvement of existing devices (Bonache et al., 2006a, 2006b; Gil et al., 2007a, 2007b), as 
well as the design of components with new functionalities (Sisó et al., 2008, 2009). Due to the 
complicated layouts that these designs usually involve, having an accurate equivalent 
circuit model is an important assist during the design process. Besides, the application of 
parameter extraction methods (Bonache et al., 2006c) to obtain the values of the electrical 
parameters of the circuit model makes possible the characterization of both the transmission 
line and, therefore, the microwave device. The circuit models and parameter extraction 
methods presented in this chapter have been widely verified and their accuracy permits 
even their application for automatic layout generation based on space mapping techniques 
(Selga et al., 2010), which is a large and useful advance in the design of such structures. 
2. Metamaterial transmission lines based on the resonant approach 
In this section, several structures of metamaterial transmission lines based on the resonant 
approach are shown. The considered structures are implemented in planar technology and 
consist in a host microstrip line or in coplanar wave guide (CPW) loaded with sub-wavelength 
resonant particles. Each structure requires the combination of resonators and other loading 
elements in order to achieve the intended propagation. In the following sections, several 
structures based on different kinds of resonators are presented and discussed. 
2.1 Transmission lines based on Split-Ring Resonators (SRRs) 
The metamaterial transmission lines based on SRRs were proposed in 2003 by Martín et al. 
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1. Introduction  
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approach are shown. The considered structures are implemented in planar technology and 
consist in a host microstrip line or in coplanar wave guide (CPW) loaded with sub-wavelength 
resonant particles. Each structure requires the combination of resonators and other loading 
elements in order to achieve the intended propagation. In the following sections, several 
structures based on different kinds of resonators are presented and discussed. 
2.1 Transmission lines based on Split-Ring Resonators (SRRs) 
The metamaterial transmission lines based on SRRs were proposed in 2003 by Martín et al. 





by loading a CPW structure with SRRs. Left-handed transmission is achieved when the 
effective permittivity and permeability of a medium are both negative, providing negative 
values of the phase velocity and refraction index, among other peculiarities (Veselago, 1968). 
This first left-handed SRR-based CPW was inspired on the medium of Smith et al., 2000. By 
etching SRRs in the back substrate side of the CPW, beneath the slots, and shunt connected 
metallic strips between the central strip and ground plane. A one dimensional effective 
medium with simultaneous negative permeability (due to the presence of the SRRs) and 
permittivity (thanks to the shunt strips) in a narrow band was achieved (Martín et al., 2003). 
The resonators used in this kind of transmission lines based on the resonant approach can be 
SRRs or other similar resonators with different topologies based on the SRR. The layout for 
the SRR is shown in Fig. 1(a). In Fig. 1, other examples of these resonators, like the spiral 
resonator (SR, Fig. 1b) with only one metal layer, are shown. Resonators implemented with 
two metal layers, like the broadside coupled non-bianisotropic split ring resonator (BC-NB-
SRR, Fig. 1c), the broadside coupled spiral resonator with two turns (BC-SR(2), Fig. 1d) and 
the broadside coupled spiral resonator with four turns (BC-SR(4), Fig. 1e) are also depicted 
(Marqués et al., 2003; Aznar et al., 2008b). 
 
Fig. 1. Examples of topologies of different resonators based on the SRR (a): SR (b), BC-NB-
SRR (c), BC-SR(2) (d) and BC-SR(4) (e). 
The equivalent circuit model for the SRR is shown in Fig. 2(a) (Baena et al., 2005). The 
capacitance C0/2 is related with each of the two SRR halves, whereas Ls is the resonator self-
inductance. C0 can be obtained as C0=2πrCpul, where Cpul represents the per unit length 
capacitance between de rings forming the resonator. Regarding Ls, it can be approximated to 
the inductance of a single ring with the average radius of the resonator and the width of the 
rings, c. Taking into account the circuit model of the resonator, its resonance frequency can 




ω =  (1) 
The resonators based on the SRR, like the examples represented in Fig. 1 can also be 
modelled by a simple L-C resonant tank (see Fig. 2b). As long as the inductance and the 
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capacitance of the resonator can be increased (within the technology limits), the resonance 
frequency of the SRR can be decreased, reducing its electrical size (Aznar et al., 2008b). This 
is the case of the resonators shown in Fig. 1, which are electrically smaller than the SRR. 
 
Fig. 2. Equivalent circuit models for a SRR (a) and simplified equivalent circuit model for a 
resonator based on SRR (b). 
 
Fig. 3. Layouts of metamaterial transmission lines loaded with resonators based on SRR in 
CPW (a) and microstrip (b) technology. 
The layout of two unit cells of metamaterial transmission lines loaded with resonators based 
on SRR are shown in Fig. 3(a) for CPW and Fig. 3(b) for microstrip technology. In the CPW 
configuration, the SRRs are paired on the lower substrate side (where they are etched), 
beneath the slots of the structure and centred with the shunt strips. The resonators are 
responsible for the negative effective permeability, whereas negative effective permittivity is 
achieved by means of the shunt connected strips. In case the shunt strips are eliminated, the 
CPW loaded with resonators provides only negative permeability, showing stop-band 
behaviour.  
In the case of microstrip lines, the SRRs can be etched in pairs on the upper substrate side, 
adjacent to the conductor strip. The metallic vias are responsible for the negative 
permittivity of the structure in this case as well. 
2.2 Transmission lines based on Complementary Split-Ring Resonators (CSRRs) 
The layout of the CSRR is shown in Fig. 4(a). This resonator results from the application of 
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counterpart (Falcone et al., 2004). In the CSRR the rings are etched on a metallic surface and 
its electric and magnetic properties are interchanged with respect to the SRR: the CSRR can 
be excited by an axial time-varying electric field and exhibits negative values of the 
dielectric permittivity. 
 
Fig. 4. (a) Representation of a complementary split ring resonator (CSRR); in this case the 
resonator is etched on a metallic surface; metallic part is represented in grey. (b) Scheme of a 
unit cell of a CSRR-based resonant-type metamaterial transmission line. CSRRs are etched 
on the ground plane (in grey) of a microstrip line just below the capacitive gaps etched on 
the signal strip (black). 
 
Fig. 5. Equivalent circuit models for a CSRR (a) and simplified equivalent circuit model for a 
resonator based on CSRR (b). 
In this case, the CSRRs are etched on the ground plane of a microstrip transmission line. The 
CSRRs, which provide negative permittivity, are combined with capacitive gaps etched on 
the signal strip just above the resonators (see Fig. 4b). The gaps are in this case responsible 
for the negative permeability. The equivalent circuit model of the CSRR is shown in Fig. 5(a) 
(Baena et al., 2005). The resonance frequency of the CSRR is roughly the same of the 
frequency of a SRR with the same dimensions. Many other resonators admit a 
complementary counterpart, like, for example the SR shown in Fig. 1(b). 
2.3 Transmission lines based on open resonators: Open Split-Ring Resonators 
(OSRRs) and Open Complementary Split-Ring Resonators (OSRRs) 
A different kind of resonators consists in open resonators. Fig. 6 shows the layouts and 
equivalent circuit models of the open SRR (Martel et al., 2004) and the open complementary 
SRR (Vélez et al., 2009). As can be seen in the layout, the OSRR is based on the SRR and is 
obtained by truncating the rings forming the resonator and elongating them outwards. The 
OCSRR can be obtained as the complementary particle of the OSRR, in a similar way as the 
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CSRR is obtained from the SRR. These resonators, as is shown in Figs. 6 and 7, can be 
implemented either in microstrip or in coplanar technology (Aznar et al., 2008b, 2009a, 
2009b; Durán-Sindreu et al., 2009; Vélez et al., 2010). The equivalent circuit models of the 
resonators are also shown in Fig. 6. The model of the OSRR is a series LC resonator (Martel 
et al., 2004). The inductance Ls can be obtained as the inductance of a ring with the average 
radius of the resonator and the same width, c, of the rings forming the OSRR. The 
capacitance C0 is the distributed edge capacitance that appears between the two concentric 
rings. In a similar way, the OCSRR can be modelled by means of a parallel LC resonant tank 
(Aznar et al., 2008b; Vélez et al., 2009), where the inductance L0 is the inductance of the 
metallic strip between the slot hooks and the capacitance is that of a disk with radius r0-c/2 
surrounded by a metallic plane separated by a distance c. According to this, it follows that, 
for identical dimensions and substrate, the resonance frequency of the OSRR or OCSRR is 
half the resonance frequency of the SRR or CSRR, respectively. 
 
Fig. 6. Examples of microstrip structures loaded with open resonators. (a) Open split-ring 
resonator (OSRR) and its equivalent circuit model. (b) Open complementary split-ring 
resonator (OCSRR) and its equivalent circuit model. 
As example, Fig. 7(a), shows a CPW transmission line loaded with a pair of OCSRRs. Fig. 
7(b) represents an OSRR-based CPW unit cell. 
 
Fig. 7. Layout of a CPW based on OCSRR (a) and based on OSRR (b). In (a) the backside 
strips (in dark grey) connecting the different ground plane regions are necessary to prevent 
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3. Equivalent circuit models for metamaterial transmission lines based on the 
resonant approach 
In this section, we present the equivalent circuit models for the resonant-type metamaterial 
transmission lines presented in section 2. These models have been widely studied and 
confirmed and are able to model the composite behaviour of the considered structures 
(Aznar et al., 2008a; Gil et al., 2006). For a given kind of structure, the circuits are 
independent on the employed resonator. This means that the model for structures based on 
SRRs would be the same in case that the employed resonators were, for example, spiral 
resonators, which are electrically smaller but have the same equivalent circuit as the SRRs. 
3.1 Equivalent circuit model for metamaterial transmission lines based on Split-Ring 
Resonators (SRRs) 
The behaviour of the SRR-based structures (with and without shunt connected strips) can be 
interpreted to the light of the lumped element equivalent circuit models of the unit cells 
(Aznar et al., 2008a) (see Fig. 8a). Fig. 9 shows the typical behavior of two structures based 
on SRRs. The first one (left-handed) includes shunt strips, whereas the second one (negative-
permeability) does not. In the circuit model, L and C account for the line inductance and 
capacitance, respectively, Cs and Ls model the SRR, M is the mutual inductive coupling 
between the line and the SRRs, and Lp is the inductance of the shunt strips (in case they are 
included). From the transmission line approach of metamaterials (Caloz & Itoh, 2005; 
Marqués et al., 2008), it follows that the structure exhibits left-handed wave propagation in 
those regions where the series reactance and shunt susceptance are negative, whereas in 
case they are positive, the propagation is conventional. According to this, the model in Fig. 
8(a) perfectly explains the composite behavior of the structures shown in Fig. 3 (Aznar et al., 
2008c). The inductance of the shunt inductive strips Lp is located between the two 
inductances (L/2) that model each line section, to the left and right of the position of the 
shunt strips. This reflects the location of the inductive strips. The resulting model is neither a 
π circuit nor a T circuit. Consequently, the transmission zero frequency and the frequency 
where the phase shift nulls cannot be directly obtained from it. It can be demonstrated that 
the model of Fig. 8(a) can be transformed to a π circuit, more convenient for its study and 
formally identical to that of Fig. 8(b) with modified parameters. 
 
Fig. 8. Proposed circuit model for the basic cell of the left handed CPW or microstrip 
structure with loaded resonators based on the SRR (a). Transformation of the model to a π 
circuit (b). 
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Due to symmetry considerations and reciprocity, the admittance matrix of the circuit of Fig. 
8(a) (which is a biport) must satisfy Y12=Y21 and Y11=Y22. From these matrix elements, the 
series (Zs) and shunt (Zp) impedances of the equivalent π-circuit model can be obtained 
(Pozar, 1990) 
 ( ) ( ) 121SZ Yω
−=   (2) 
 ( ) ( ) 111 21PZ Y Yω
−= +  (3) 
Y21 is inferred by grounding port 1 and obtaining the ratio between the current at port 1 and 
the applied voltage at port 2. Y11 is simply the input admittance of the biport, seen from port 
1, with a short circuit at port 2. After a straightforward but tedious calculation, the elements 
of the admittance matrix are obtained, and by applying Eq. 2 and Eq. 3, we finally obtain  
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These results indicate that the circuit model of the unit cell of the left-handed lines loaded 
with SRRs and shunt inductors (Fig. 8a) can be formally expressed as the π circuit of Fig 
8(b). These parameters are related to the parameters of the circuit of Fig. 8(a), according to 





3. Equivalent circuit models for metamaterial transmission lines based on the 
resonant approach 
In this section, we present the equivalent circuit models for the resonant-type metamaterial 
transmission lines presented in section 2. These models have been widely studied and 
confirmed and are able to model the composite behaviour of the considered structures 
(Aznar et al., 2008a; Gil et al., 2006). For a given kind of structure, the circuits are 
independent on the employed resonator. This means that the model for structures based on 
SRRs would be the same in case that the employed resonators were, for example, spiral 
resonators, which are electrically smaller but have the same equivalent circuit as the SRRs. 
3.1 Equivalent circuit model for metamaterial transmission lines based on Split-Ring 
Resonators (SRRs) 
The behaviour of the SRR-based structures (with and without shunt connected strips) can be 
interpreted to the light of the lumped element equivalent circuit models of the unit cells 
(Aznar et al., 2008a) (see Fig. 8a). Fig. 9 shows the typical behavior of two structures based 
on SRRs. The first one (left-handed) includes shunt strips, whereas the second one (negative-
permeability) does not. In the circuit model, L and C account for the line inductance and 
capacitance, respectively, Cs and Ls model the SRR, M is the mutual inductive coupling 
between the line and the SRRs, and Lp is the inductance of the shunt strips (in case they are 
included). From the transmission line approach of metamaterials (Caloz & Itoh, 2005; 
Marqués et al., 2008), it follows that the structure exhibits left-handed wave propagation in 
those regions where the series reactance and shunt susceptance are negative, whereas in 
case they are positive, the propagation is conventional. According to this, the model in Fig. 
8(a) perfectly explains the composite behavior of the structures shown in Fig. 3 (Aznar et al., 
2008c). The inductance of the shunt inductive strips Lp is located between the two 
inductances (L/2) that model each line section, to the left and right of the position of the 
shunt strips. This reflects the location of the inductive strips. The resulting model is neither a 
π circuit nor a T circuit. Consequently, the transmission zero frequency and the frequency 
where the phase shift nulls cannot be directly obtained from it. It can be demonstrated that 
the model of Fig. 8(a) can be transformed to a π circuit, more convenient for its study and 
formally identical to that of Fig. 8(b) with modified parameters. 
 
Fig. 8. Proposed circuit model for the basic cell of the left handed CPW or microstrip 
structure with loaded resonators based on the SRR (a). Transformation of the model to a π 
circuit (b). 
Characterization of Metamaterial  
Transmission Lines with Coupled Resonators Through Parameter Extraction 
 
309 
Due to symmetry considerations and reciprocity, the admittance matrix of the circuit of Fig. 
8(a) (which is a biport) must satisfy Y12=Y21 and Y11=Y22. From these matrix elements, the 
series (Zs) and shunt (Zp) impedances of the equivalent π-circuit model can be obtained 
(Pozar, 1990) 
 ( ) ( ) 121SZ Yω
−=   (2) 
 ( ) ( ) 111 21PZ Y Yω
−= +  (3) 
Y21 is inferred by grounding port 1 and obtaining the ratio between the current at port 1 and 
the applied voltage at port 2. Y11 is simply the input admittance of the biport, seen from port 
1, with a short circuit at port 2. After a straightforward but tedious calculation, the elements 
of the admittance matrix are obtained, and by applying Eq. 2 and Eq. 3, we finally obtain  




















+    = + +      − −  
   
 (4) 
 ( ) 2
2P P
LZ j Lω ω  = + 
 
 (5) 
with ( ) 1 20 S SL Cω
−= . Expression 4 can be rewritten as 























































These results indicate that the circuit model of the unit cell of the left-handed lines loaded 
with SRRs and shunt inductors (Fig. 8a) can be formally expressed as the π circuit of Fig 
8(b). These parameters are related to the parameters of the circuit of Fig. 8(a), according to 














LL L′ = +  (10) 
The transmission zero frequency ωz for the circuit of Fig. 8(a) can be obtained forcing 













It can be observed, that the transmission zero frequency is always located below the 
resonance frequency of the SRRs ω0 ( ωz<ω0). On the other hand, the frequency where φ=0, 














Despite that ZS(ω)=0 is a function of LP, unexpectedly, ωS does not depend on the shunt 
inductance. 
 
Fig. 9. Layouts of the considered CPW structures with SRRs and shunt strips (a) and with 
SRRs only (b); simulated and measured transmission coefficient S21 and simulated 
dispersion relation (c). The considered substrate is Rogers RO3010 with thickness h=1.27 
mm and dielectric constant εr=10.2. Relevant dimensions are rings width c=0.6 mm, distance 
between the rings d=0.2 mm, and internal radius r=2.4 mm. For the CPW structure, the 
central strip width is W=7 mm and the width of the slots is G=1.35 mm. Finally, the shunt 
strip width is 0.2 mm. The results of the electrical simulation with extracted parameters are 
depicted by using symbols. We have actually represented the modulus of the phase since it 
is negative for the left-handed line. Discrepancy between measurement and simulation is 
attributed to fabrication related tolerances. 
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In Fig. 9 we can see two configuration examples for a CPW with loaded SRRs, with and 
without shunt strips. Electromagnetic simulation, circuit simulation and measurement show 
very good agreement in both cases. Therefore, we are able to confirm that the proposed 
circuit model is correct and accurate. This circuit model can also be applied to the microstrip 
structure shown in Fig. 3(b), which is in this sense, equivalent to the CPW structure. 
3.2 Equivalent circuit model for metamaterial transmission lines based on 
Complementary Split-Ring Resonators (CSRRs) 
The equivalent circuit model for the CSRR-based structure shown in Fig. 4(b) is the circuit 
shown in Fig. 10(a), which provides an accurate description of the behaviour of the structure 
(Aznar et al, 2008c, 2008d) and can be transformed into the circuit shown in Fig 10(b). 
 
Fig. 10. Equivalent circuit model for the structure based on CSRR shown in Fig. 4(b) (a). 
Modified circuit model for the structure based on CSRR shown in Fig. 4(b) (b). 
In the equivalent circuit (Fig. 10 a), the resonator is modelled by the resonant tank formed 
by Lc and Cc. The line parameters are L and CL and the gap is modelled by the π-structure 
formed by Cs and Cf, which take into account the series and the fringing capacitances due to 
the presence of the capacitive gap. The modified circuit (Fig. 10b) is perfectly able to 
reproduce the behaviour of the structure. Nevertheless, the equivalent circuit (Fig. 10a) can 
be transformed into the modified circuit (Fig. 10b), by means of the following equations:  
 par f LC C C= +  (13) 
 2 2g S parC C C= +  (14) 
 






=  (15) 
so that the modified circuit (Fig. 10b), much simpler, can substitute the equivalent circuit 
(Fig. 10a) for a more straightforward work. The excellent agreement between 
electromagnetic and electrical simulation (employing the proposed model) can be observed 
in Fig. 11 (a). The notable frequencies (ωz, ω0) of this circuit model are indicated below in 
section 4.1. 
In case the host transmission line is loaded just with CSRRs, the resulting structure shows 
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so that the modified circuit (Fig. 10b), much simpler, can substitute the equivalent circuit 
(Fig. 10a) for a more straightforward work. The excellent agreement between 
electromagnetic and electrical simulation (employing the proposed model) can be observed 
in Fig. 11 (a). The notable frequencies (ωz, ω0) of this circuit model are indicated below in 
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In case the host transmission line is loaded just with CSRRs, the resulting structure shows 





in Fig. 11 (b). For these structures, the circuit model would be the same as in Fig. 10(b) 
except for the capacitances Cg, which would be eliminated. 
 
Fig. 11. Simulated (through the Agilent Momentum commercial software) frequency 
responses of the unit cell structures shown in the insets: (a) microstrip line loaded with 
CSRRs and series gaps, (b) microstrip line only loaded with CSRRs. The response that has 
been obtained from circuit simulation of the equivalent model with extracted parameters is 
also included. For the structures (a) and (b), the dimensions are: the strip line width Wm = 
1.15 mm, the length D = 8 mm, and the gap width wg = 0.16 mm. In both cases, the 
dimensions for the CSRR are: the outer ring width cout = 0.364 mm, the inner ring width cinn 
= 0.366 mm, distance between the rings d = 0.24 mm, and the internal radius r = 2.691 mm. 
The considered substrate is Rogers RO3010 with the dielectric constant εr = 10.2 and the 
thickness h = 1.27 mm. 
3.3 Equivalent circuit models for metamaterial transmission lines based on open 
resonators: Open Split-Ring Resonators (OSRRs) and Open Complementary Split-
Ring Resonators (OSRRs) 
We will now consider the model of a CPW transmission line loaded with a pair of OCSRRs 
shown in Fig. 7(a). The resonator is represented by the elements Cp and Lp in Fig. 12(a). 
Although the particle is electrically small, it has been found that the structure exhibits 
certain frequency shift at resonance with respect to the frequency theoretically predicted by 
the equivalent circuit shown in Fig. 6. This frequency shift is expected if access lines are 
present. However, in the absence of access lines, we still obtain a small (although non 
negligible) phase shift. This means that the OCSRR-loaded CPW cannot be merely modeled 
as a two-port network with a shunt connected parallel resonator. To properly model the 
structure, we must introduce additional elements to account for the phase shift. That is, we 
must introduce phase shifting lines at both sides of the resonator. Such transmission line 
sections can be modeled through series inductances (L) and shunt capacitances (C), as 
depicted in Fig. 12(a). For design purposes, we can also use the simplified model depicted in 
Fig 12(b). 
For a CPW loaded with a series connected OSRR represented in Fig. 7(b), a similar 
phenomenology results. Thus, to take into account these parasitic effects, we must introduce 
additional elements in the two port network describing the structure. A typical topology 
and the circuit model of these OSRR-loaded CPW transmission line sections are depicted in 
Fig. 12(c) and Fig. 12(d). 
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Fig. 12. (a) Circuit model, and (b) simplified circuit model of a CPW transmission line 
loaded with a pair of OCSRRs. (c) Circuit model, and (d) simplified circuit model of a CPW 
transmission line loaded with a series connected OSRR. 
The transformation to simplify the circuit based on OSRR (Figs. 7b, 12 c and 12 d) is: 
 2S SL L L′ = +  (16) 
and the transformations to simplify the circuit based on OCSRR (Figs. 7a, 12 a and 12 b) are:  
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4. Parameter extraction technique for metamaterial transmission lines based 
on the resonant approach 
In previous sections we have presented different metamaterial transmission lines loaded 
with resonators and their equivalent circuit models. In this section we present a parameter 
extraction technique which, properly modified, can be applied to all of them. With this 
technique we can determinate the parameters of the circuit model of the structure. This 
represents an important assist in the design process, which becomes easier and faster. 
The parameter extraction method consists in the imposition of several conditions obtained 
either from the simulated or measured response of the considered structure. The number of 
imposed conditions must be enough to obtain the values of all the parameters of the circuit. 
4.1 Parameter extraction technique metamaterial transmission lines based on Split-
Ring Resonators (SRRs) 
The parameter extraction for the metamaterial transmission line based on SRRs is focused 
on the simplified equivalent circuit of the Fig. 8(b). This method was proposed in the 
reference (Aznar et al., 2008e). Since the number of parameters of the circuit model is five, 
we also need five conditions to univocally determine all parameters. From the 
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phenomenology results. Thus, to take into account these parasitic effects, we must introduce 
additional elements in the two port network describing the structure. A typical topology 
and the circuit model of these OSRR-loaded CPW transmission line sections are depicted in 
Fig. 12(c) and Fig. 12(d). 
Characterization of Metamaterial  




Fig. 12. (a) Circuit model, and (b) simplified circuit model of a CPW transmission line 
loaded with a pair of OCSRRs. (c) Circuit model, and (d) simplified circuit model of a CPW 
transmission line loaded with a series connected OSRR. 
The transformation to simplify the circuit based on OSRR (Figs. 7b, 12 c and 12 d) is: 
 2S SL L L′ = +  (16) 
and the transformations to simplify the circuit based on OCSRR (Figs. 7a, 12 a and 12 b) are:  
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4. Parameter extraction technique for metamaterial transmission lines based 
on the resonant approach 
In previous sections we have presented different metamaterial transmission lines loaded 
with resonators and their equivalent circuit models. In this section we present a parameter 
extraction technique which, properly modified, can be applied to all of them. With this 
technique we can determinate the parameters of the circuit model of the structure. This 
represents an important assist in the design process, which becomes easier and faster. 
The parameter extraction method consists in the imposition of several conditions obtained 
either from the simulated or measured response of the considered structure. The number of 
imposed conditions must be enough to obtain the values of all the parameters of the circuit. 
4.1 Parameter extraction technique metamaterial transmission lines based on Split-
Ring Resonators (SRRs) 
The parameter extraction for the metamaterial transmission line based on SRRs is focused 
on the simplified equivalent circuit of the Fig. 8(b). This method was proposed in the 
reference (Aznar et al., 2008e). Since the number of parameters of the circuit model is five, 
we also need five conditions to univocally determine all parameters. From the 





conditions are obtained. Firstly, we can determine the frequency that nulls the series 
reactance, fs, from the intercept of S11 with the unit conductance circle (see Fig. 13 a). This is 
obvious since at this frequency, the real part of the admittance seen from the ports is simply 
the admittance of the opposite port, that is, Y0=(Z0)−1=(50Ω)−1=0.02 S. Hence, S11 must be 
allocated in the unit conductance circle at fs, as illustrated in the example provided in Fig. 13. 
This frequency is given by the following expression: 
 1 1 1
2S S S S
f
L C L Cπ
= +
′ ′ ′ ′
 (19) 
Secondly, the susceptance of the unit cell seen from the ports at fs, whose value can be 












with 2S Sfω π= . The next condition concerns the parallel resonator of the series branch. 








Notice that this frequency does not coincide with the intrinsic resonance frequency of the 
magnetically driven resonator, fo (which is the resonance frequency of the tank formed by Ls 
and Cs). The transmission zero frequency fz (Eq. 21) can be easily obtained from the 
transmission coefficient S21 of the unit cell since at this frequency the series branch is opened 
and the whole power injected from the input port is reflected back to the source. Thus, the 
transmission coefficient nulls (zero transmission) and fz can easily be identified from the 
representation of the transmission coefficient in a decibel scale (see example in Fig. 13 b). 
Another condition can be deduced from the phase of the transmission coefficient, φS21. At 
the frequency where φS21=90º, fπ/2, the electrical length of the unit cell, φ=βl (β being the phase 
constant and l the length of the unit cell), is ( )2 90ºfπφ = − . Since the dispersion relation of a 










= +  (22) 
with Zs and Zp being the series and shunt impedances, respectively, of the π-circuit model, it 
follows that 
 ( ) ( )2 2S PZ Zπ πω ω= −  (23) 
with 2 22 fπ πω π= . Expressions (19-21) and (23) are four of the five conditions needed to 
univocally determine the circuit parameters in Fig. 8(b). Now, by removing the shunt 
connected vias or strips in the layouts in Fig. 3, we can represent the corresponding 
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reflection coefficient on a Smith chart and read the susceptance seen from the ports at that 
frequency where S11 intercepts the unit conductance circle. Since this is simply the 
susceptance corresponding the line capacitance (provided Lp has been removed), we can 
thus univocally determine C. Hence, this is the fifth condition that is required to extract the 
circuit parameters of the circuit model in Fig. 8(b). 
 
Fig. 13. Reflection coefficient on the Smith chart (a); frequency response (reflection, S11, and 
transmission, S21, coefficients) depicted in a decibel scale and the dispersion relation (b) for a 
left handed cell based on a CPW structure. 
4.2 Parameter extraction technique metamaterial transmission lines based on 
Complementary Split-Ring Resonators (CSRRs) 
The technique is based on the equivalent circuit model of a CSRR-loaded transmission line 
shown in Fig. 10(b). This method was proposed in 2006 (Bonache et al., 2006c). The 
considered structures are a negative permittivity as well as a left handed microstrip line 
(gap capacitors are required in the latter case). In view of the models, if losses are neglected 
(this is reasonable in a first order approximation), two characteristic frequencies can be 
identified: the frequency that nulls the shunt impedance (transmission zero frequency, fz) 
and the frequency that nulls the shunt admittance (which obviously coincides with the 
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and they can be either experimentally determined, or obtained from the simulated response 
of the structure. At fz a notch in the transmission coefficient is expected and this frequency 
can be accurately measured. To obtain f0, a representation of the transmission coefficient on 
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and they can be either experimentally determined, or obtained from the simulated response 
of the structure. At fz a notch in the transmission coefficient is expected and this frequency 
can be accurately measured. To obtain f0, a representation of the transmission coefficient on 





is opened, and the input impedance seen from the ports is solely formed by the series 
elements of the structure (L, for the negative permittivity line, and L and Cg for the left 
handed line) and the resistance of the opposite port (50 Ω). Therefore, f0 is given by the 
intersection between the measured (or simulated) S11 curve and the unit normalized 
resistance circle. From this result we can also obtain the impedance of the series elements at 
that frequency. This gives directly the value of L for the negative permittivity line. For the 
left handed line, L can be independently estimated from a transmission line calculator, or 
from the value extracted for the negative permeability line, corrected by the presence of the 
gap, whereas Cg can be determined by adjusting its value to fit the impedance value read 
from the Smith chart at f0 from the simulation or experiment. 
 
Fig. 14. (a) Layouts of the structures employed in the parameter extraction method for the 
CSRR-based unit cell. (b) Frequency responses of the measurement, the electromagnetic 
simulation and the electric simulation employing the extracted parameters. Representation 
of the S11 parameter for the identification of the CSRR resonance frequency (c) for the 
complete (LH) structure (d) for the structure without gap (ε<0). Measurement and electric 
simulation. 
Expressions (24) and (25) are dependent on three parameters. Therefore, we cannot directly 
obtain the element values of the CSRR (as desired) and the coupling capacitance. To this 
end, we need an additional condition, namely:  
 ( ) ( )2 2S PZ j Z jπ πω ω= −  (26) 
where ( )SZ jω  and ( )PZ jω  are the series and shunt impedance of the T-circuit model of the 
structure, respectively, and 2πω  is the angular frequency where the phase of the transmission 
coefficient (which is a measurable quantity) is ( )21 2Sφ π= . Thus, from (23)–(25) we can 
determine the three reactive element values that contribute to the shunt impedance. 
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4.3 Parameter extraction technique for metamaterial transmission lines based on 
open resonators: Open Split-Ring Resonators (OSRRs) and Open Complementary 
Split-Ring Resonators (OSRRs) 
This subsection is focused on the parameter extraction for the structures represented in Fig. 
7. The parameters of the circuit model of a CPW loaded with an OSRR (Fig. 12 d) can be 
extracted from the measurement or the electromagnetic simulation of the structure 
following a straightforward procedure (Durán-Sindreu et al., 2009a, 2009b). First of all, from 
the intercept of the return loss curve with the unit conductance circle in the Smith chart, we 





=  (27) 
where B is the susceptance in the intercept point. The frequency at this intercept point is the 










To determine the other two element values of this branch, one more condition is needed. 
This condition comes from the fact that at the reflection zero frequency ωz (maximum 
transmission) the characteristic impedance of the structure is 50Ω. In this π-circuit, the 
characteristic impedance is given by 














Thus, by forcing this impedance to 50Ω, the second condition results. By inverting (27) and 
































The parameters of the circuit model of a CPW loaded with an OCSRR (Fig. 12 b) can be 
extracted following a similar procedure. In this case, the intercept of the return loss curve 







=  (32) 
where X is the reactance at the intercept point. The shunt branch resonates at this frequency, 
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The parameters of the circuit model of a CPW loaded with an OCSRR (Fig. 12 b) can be 
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Finally, at the reflection zero frequency (ωz), the characteristic impedance, given by 
 ( ) ( ) ( ) ( )0 2S S PZ Z Z Zω ω ω ω=  +    (34) 




























and the element values are determined. 
5. Conclusion 
In this chapter, different kinds of resonant-type metamaterial transmission lines based on 
subwavelength resonators have been presented and studied. There are several types of 
resonators which allow their use in the implementation of this kind of artificial transmission 
lines. SRR-, CSRR- and open resonator-based structures have been presented and studied. 
The equivalent circuit models for each of the kinds of structures presented have been 
exposed, together with their parameter extraction methods. These methods provide the 
circuit model parameters, extracted from the frequency response of the structure, being a 
very useful design tool and allowing the corroboration of the proposed circuits as correct 
models for the considered structures. Furthermore, thanks to their accuracy, the parameter 
extraction methods have already been applied in automation procedures which allow the 
automatic generation of layouts for this kind of structures (Selga et al., 2010). After the 
imposition of certain conditions on the frequency response, which implies certain values for 
the circuit model parameters, the layout of the structure satisfying the required conditions 
can be automatically generated by means of space mapping techniques. This is a good 
example of the usefulness and importance of the equivalent circuit models and the 
parameter extraction methods. 
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These periodic structures resonate at certain frequencies, thus ensuring filtering
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spectrum. Frequency selective surfaces have been thoroughly studied over the years (Mittra
et al., 1988; Munk, 2000), and they have found new life in the past decade when electromagnetic
bandgap (EBG) (Sievenpiper et al., 1999; Yang et al., 1999) structures were introduced, firstly
under the name of photonic bandgap (PBG) materials, in analogy to the bandgaps present in
electric crystals, even though no photons were involved. Some well–known EBG structures
are the Uniplanar Compact Photonic Band-Gap (UC–PBG)(Yang et al., 1999) (Fig. 1) and the
Sievenpiper "mushroom" high–impedance surface (Sievenpiper et al., 1999).
Fig. 1. Uniplanar Compact Photonic Band-Gap (UC–PBG)(Yang et al., 1999)
This entirely new class of structures, encompassing FSS as one of its subclasses (planar
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Fig. 1. Uniplanar Compact Photonic Band-Gap (UC–PBG)(Yang et al., 1999)
This entirely new class of structures, encompassing FSS as one of its subclasses (planar
EBG) display some very interesting new electromagnetic properties. The presence of a
stopband for this structure has been theoretically and experimentally verified and exploited
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in different realizations, i.e. TEM waveguide, slow–wave planar structure and low–loss
conductor–backed coplanar waveguide.
By choosing the proper geometry of the periodic surface we can shape the electromagnetic
behavior of these structures and they can be made to act as a so–called electromagnetic crystal,
exhibiting frequency bands inside which the propagation of electromagnetic waves is not
allowed or is highly attenuated. The concept of suppressing surfaces waves on metals is not
new. Surface waves can be eliminated from a metal surface over a finite frequency band by
applying a periodic texture. It has been done long before EGB structures were introduced
using several geometries, such as a metal sheet covered with small bumps or a corrugated
metal slab.
The novelty of EBGs is the application of an array of periodic patches or apertures, i.e.
lumped circuit elements, to produce a thin two–dimensional structure that must generally
be described by band structure concepts, even though the thickness and periodicity are both
much smaller than the operating wavelength.
These periodic structures can also be designed to act as an artificial magnetic conductor (AMC)
or high–impedance electromagnetic ground plane over a desired (quite) narrow frequency
range, corresponding to the forbidden frequency band. Hence, the key feature of these
structures is the reflection of an incident plane wave with no phase reversal, unlike normal
metal surfaces (Sievenpiper et al., 1999).
High–impedance surfaces are widely studied now as promising antenna substrates (Feresidis
et al., 2005; Gonzalo et al., 1999; Hosseini et al., 2006). A possibility of realizing a magnetic
wall near the resonant frequency of a very thin structure is very attractive, since this allows
one to design low–profile antennas and enhance the performance of printed antennas. The
main drawback of this strategy is the reduced bandwidth of the complete antenna, since the
frequency range over which these EBG surfaces behave as an AMC is usually narrowband and
fixed by their geometrical configuration. The ultimate goal is then to design and incorporate
such metamaterial–substrates in antenna structures in order to improve antenna performance.
A key issue in the research field of metamaterials is then represented by the design and
optimization of EBG structures. Different techniques have been investigated, among which
methods of global optimization such as genetic algorithm and particle swarm optimization
(PSO),(Bray et al., 2006; Ge et al., 2007; Kovács et al., 2010; Tavallaee & Rahmat-Samii, 2007;
Yeo et al., 2002).
1.2 Genetic programming
Genetic Programming (GP) (Koza, 1992) falls into the larger class of evolutionary computations
(Fogel, 2006; Michalewicz, 1992), including genetic algorithms, evolution strategies and
evolutionary programming, which can be described as highly parallel probabilistic search
algorithms imitating the principles of natural evolution for optimization problems, based
on the idea that most real–world problems cannot be handled with binary representations.
Such algorithms allow task specific knowledge emerge while solving the problem. Genetic
Programming, a variant of genetic algorithms yet with marked differences, is an especially
interesting form of computational problem solving.
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Genetic Algorithms (GA), already widely used in antenna design (Jones & Joines, 2000; Lohn
et al., 2001) and more recently also applied to EBG design and optimization (Bray et al., 2006;
Ge et al., 2007; Yeo et al., 2002) iteratively transform populations of mathematical objects
(typically fixed–length binary character strings), each with an associated fitness value, into
new populations using the Darwinian principle of natural selection.
In GP, unlike GA chromosomes need not be represented by bit-strings and the alteration
process includes other "genetic" operators appropriate for the given structure and the given
problem. We can say that GA works on the "nucleotide" (i.e. bit) level, in the sense that the
antenna or EBG structure is completely defined from the beginning and only a handful of
parameters remains to be optimized. The approach proposed by Koza assumes no "a priori"
structure. Instead, it builds up the structure of the individuals as the procedure evolves. As a
consequence, its solution space has the power of the continuum, while the GA solution space
is a discrete one, so it is a very small subspace of the former. The goal of genetic programming
is not simply to evolve a bit–string representation of some problem but the computer code
that solves that problem.
A fixed–length coding such as GA is rather artificial. As it cannot provide a dynamic
variability in length, such a coding often causes considerable redundancy and reduces the
efficiency of genetic search. In contrast, GP uses high–level building blocks of variable
length. Their size and complexity can change during breeding. Moreover, the typical
evolution operators work on actual physical structures rather than on sequences of bits with
no intuitive link to the EGB surface shape. The enormous power of this strategy fully allows
the exploration of more general shapes.
Getting machines to produce human–like results is the reason for the existence of the
fields of artificial intelligence and machine learning. Genetic programming addresses this
challenge by providing a method for automatically creating a working computer program
from a high–level description of the problem. This is the reason why, unlike Genetic
Algorithms, Genetic Programs often deliver elegant human–like solutions not anticipated
by the programmer, providing only a minimum amount of pre–supplied human knowledge,
analysis and information.
Yet, while allowing to explore and evaluate general configurations, this approach can lead to
a severely ill–conditioned synthesis problem. A suitable stabilization is therefore obtained
by imposing problem–specific requirements, in our case the periodicity of the the surface
elements, which is directly related to the resonant frequency, and the physical parameters,
which are not so relevant to the problem. We therefore let then the Genetic Programming
strategy evaluate every possible shape in the solution space we delimited.
Representation is a key issue in genetic programming (Koza, 1992) because the representation
scheme can severely limit the window through which the system "observes" its world.
Since GP manipulates programs by applying genetic operators, a programming language
such as LISP was chosen, since it allows each individual, i.e. computer program, to be
manipulated as data. Any LISP S–expression can be depicted as a rooted point-labelled tree
with ordered branches, as shown in Fig.2. Therefore in GP each individual is a computer
program, described through the set of instructions needed to "build" it, typically implemented
in S–expressions.
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Fig. 2. S-expression: tree architecture.
While the evolutionary "strategy" is almost standard for a variety of problems (we used ECJ,
a general purpose Java-based Evolutionary Computation research system and developed at
George Mason University ECLab), three elements must be defined to evolve a design, i.e.
"individual":
• REPRESENTATION SCHEME:definition of the design space
• VARIATION OPERATORS: code that takes one or more design representations as input and
outputs a design derived from them
– CROSSOVER:creates new S–expressions by exchanging sub S–expressions between two
S–expressions. The sub S-expressions exchanged are selected randomly.
– MUTATION: creates a new S–expression by replacing an existing argument symbol with
the other possible symbol. The argument symbol replaced is selected randomly.
• FITNESS FUNCTION: a function that evaluates the individuals
In other words, representation refers to a form of data structure. Variation operations are
applied to existing solutions to create new solutions. Usually, variation is based on random
perturbation.
The starting point is an initial population of randomly generated computer programs
composed of functions and terminals appropriate to the specified problem domain. The
evolutionary strategy works in order to find the best individual, in terms of their closeness
to the constraints set in the design and evaluated as a "fitness" function. This strategy let
to interesting and promising results in the synthesis of EBGs, even when considering more
complex structures and requirements (Deias et al., 2009a;b; 2010).
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2. EBG design usign genetic programming
In the design of frequency selective surfaces, the choice of the proper element may be of
utmost importance. In fact some elements are intrinsically more broad–banded or more
narrow–banded than others, while some can be more easily varied by design. In literature
we can find a large variety of element types, the more common are illustrated in Fig. 3. It
can be now devised the great potential of Genetic Programming, since we don’t really want
any possible geometry to be taken into account but only feasible geometries, just like a human
being would design them on a piece of paper, yet faster and with much more "fantasy".
Fig. 3. Some typical FSS unit cell geometries: (a) cross dipole (b) Jerusalem cross (c) square
patch (d) circular loop (e) square loops (f) tripole.
Therefore the goal of the design process is to obtain the unit cell aperture geometry of
the periodic surface which fulfills the desired requirements on the resonant frequency of
the periodic structure, analyzed with a full–wave technique. The GP approach has been
implemented in Java, while the full–wave analysis of the periodic structure for each individual
has been implemented in Fortran.
The S–expression of an individual of the population can take for example the following form:
Tree 0:
(Branch (Rettangolo 0.16589776 0.2873323
(Ruota 90.0 (Ruota -90.0 END))) (Ruota 90.0
(Rettangolo 0.6837649 0.2757175 (Rettangolo 0.7254247 0.23175128
(Ruota 90.0 (Ruota 90.0 (Ruota -90.0 (Rettangolo 0.19471756 0.19593427
END))))))))
Tree 1:




(Ruota 90.0 (Rettangolo 0.51570845 0.25133058
(Ruota 90.0 (Branch (Ruota -90.0 END) (Rettangolo 0.75231904 0.2833914
END)))))
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The corresponding input to the Fortran executable is the following, i.e. a collection of
rectangular patches that form the geometry of the aperture:
Patch 48
-0.0 , -0.0 , 0.4572 , 0.3048
-0.4572 , -0.0 , 0.4572 , 0.3048
-0.0 , -0.3048 , 0.4572 , 0.3048
-0.4572 , -0.3048 , 0.4572 , 0.3048
-0.3048 , -0.0 , 0.3048 , 0.4572
-0.0 , -0.0 , 0.3048 , 0.4572
-0.3048 , -0.4572 , 0.3048 , 0.4572
-0.0 , -0.4572 , 0.3048 , 0.4572
0.3048 , -0.0 , 0.15239999 , 0.762
-0.4572 , -0.0 , 0.15239999 , 0.762
...
-1.3716 , -0.0 , 0.762 , 0.3048
0.6096 , -0.0 , 0.762 , 0.3048
-0.0 , -0.0 , 0.1524 , 0.3048
-0.1524 , -0.0 , 0.1524 , 0.3048
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Fig. 4. Aperture Geometry.
In our specific problem, we thus obtain a set of rectangular patches which describe the
aperture geometry of the EBG unit cell.
The fitness criteria measure the quality of any given solution. The selection method uses
the score obtained for each solution to determine which to save and which to eliminate from
the population at each generation. Those solutions that survive are the "parents" of the next
generation. The initialization of an evolutionary algorithm can be completely at random, or
can incorporate human or other expertise about solutions that may work better than others.
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The fitness function employed by our GP optimization is:
FF = ω1 ∗ ω2 ∗ e
Phase( fc )
20 (1)
where ω1 and ω2 are penalty coefficients developed in order to avoid geometries with high
number of discretization elements within the unit cell and allowing, when using a three
frequency points evaluation, individuals with larger bandwidth to prevail.
A full–wave simulation using Method of Moments is carried out on a single design, i.e.
unit cell of the infinite periodic surface and individual of a set population. The starting
point is a random initial population of individuals. The external parameters of the structure
(i.e. substrate thickness and dielectric constant) are fixed, altogether with the periodicity of
the planar EBG. The geometry of the aperture is subject to the GP optimization, while the
unit square cell within which each individual/design can evolve is fixed together with its
discretization step.
The set of admissible solution is then composed by every geometry/aperture that can be
designed in this square, built as series of segments that can evolve in every direction, with
no limit on the number of segments, on their width and length and number of subsequent
ramifications. We have fixed the discretization step within the unit cell in order to pose a limit
not only to the computational burden but also to the geometrical spatial bandwidth of the
possible solutions. In such a way we obtain a stabilizing effect on the problem, as much as
shown in (Collin, 1985) for a different problem, namely wire antennas.
The phase of the reflection coefficient, computed at one or more frequencies depending
on the goal, is then incorporated into the GP strategy for the evaluation procedure, the
fitness function determining the environment within which the solutions "live" and the best
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individual of a generation is selected. The evolutionary operators (reproduction, crossover
and mutation) are then applied to the best individual leading to the subsequent evolution of
the population and the next generation. In this way the geometrical properties are optimized
to evolve the best solution (zero phase at the desired resonant frequency).
3. Single and multi–layer EBG full–wave analysis
Various techniques have been proposed in literature in order to analyze frequency selective
surfaces (FSS) (Bardi et al., 2002; Bozzi & Perregrini, 1999; Harms et al., 1994; Mittra et al.,
1988; Wu, 1995). The standard method of moments (MoM) approach is based on the induced
electric currents on the FSS but it can be prohibitively costly from a computational point of
view, if not even impractical in some cases, and this could explain why MoM is so unpopular.
Frequency Selective Surfaces (FSS) consist of two-dimensional periodic arrays of metallic
patches patterned on a dielectric substrate or apertures etched on a metal screen, either entities
can be isolated or connected in a rectangular grid. Hence, for any FSS, we can consider either
the periodicity of the metallic patches or that of the apertures. By taking properly into account
the continuity of electric or magnetic currents along adjacent cells we can conveniently adopt
one of the two approaches, considering as unknowns of the problem either the electric or
magnetic currents.
Fig. 6. Cross section view of a single layer FSS with dielectric substrate on ground plane.
The integral equation for the electric field (EFIE) applied to the periodic array of metal patches
and the integral equation for the magnetic field (MFIE) applied to the periodic array of
apertures thus represent two alternative formulations of the same problem, yielding to the
same solution. The corresponding equivalent circuit for each approach is shown in Fig.8
Using a MoM approach based on the apertures, a very effective procedure can be devised
(Deias & Mazzarella, 2006).
The aperture oriented approach (i.e. MFIE formulation) starts by applying the equivalence
theorem (Balanis, 1996). The aperture is closed by a conductive sheet, and two unknown
magnetic current densities MA and −MA on the opposite sides of the conductive sheet, as
shown in Fig.7, are defined so that the continuity of the tangential electric field is guaranteed.
The MoM matrix is then obtained by imposing the continuity of the tangential component of
the magnetic field across the aperture. The magnetic field is computed using a Green function
in the spectral domain, too. But the relevant equivalent circuit, shown in Fig.8(b), allows to
decouple the two regions below and above the metallization. This is a key feature not available
in the conventional method based on the EFIE: in Fig.8(a) we can see that the equivalent circuit
in this case bounds together the different regions.
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Fig. 7. Unit cell geometry of a Frequency Selective Surface with a dielectric substrate on












Fig. 8. Equivalent circuits resulting from the equivalence applied to a FSS (in the spectral
domain): (a) metallic patches; (b) apertures.
As a consequence of our aperture approach, the MoM matrix can be decoupled in the sum of
"localized" admittance matrices, each one relevant to a single region. For multi–layered FSS
the advantages of the aperture approach are far more greater (Asole et al., 2007).
Let’s consider the 3–layer AMC structure as shown in Fig.9, since it contains all the features


















Fig. 9. Geometry of a 3–layer structure and magnetic currents equivalent to the apertures
(central cell).
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Fig. 9. Geometry of a 3–layer structure and magnetic currents equivalent to the apertures
(central cell).
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The dielectric layers can be chosen with the desired physical parameter and a superstrate
can also be used to cover the structure. The unit cell of the periodic printed surfaces on the
different layers may be of different shape but they must have the same periodicity.
According to the equivalence theorem, each aperture is closed by a PEC, and two unknown
magnetic current densities MAnm and −MAnm on the opposite sides are defined in order to
guarantee the continuity of the tangential electric field. By the Floquet theorem, the equivalent
currents on the (n, m)th cell of the periodic surface are connected to the central one by:
MA,nm = e−jβndx xe−jβmdyyMA (2)
where MA is the current in the central cell.
As a consequence, only the current in the central cell is the unknown of the problem, and need






Then we obtain the MoM linear equation system by imposing the continuity of the tangential
component of the magnetic field across each aperture. Again, by the Floquet theorem, this
continuity needs to be forced only on the central cell (see Fig.??). It can be easily seen that,
in the multilayered structure, we can distinguish three cases, namely an aperture lying on the
first layer, on an intermediate layer or on the last layer.
For the first layer, i.e. for the discontinuity A1, the continuity of the transverse magnetic field
can be written as:





which is then enforced in a weak form. A set of testing functions is selected and the boundary
condition on the magnetic field is multiplied by each testing function and the result integrated
over aperture. Choosing the Galerkin method, i.e. the testing functions used are the same
basis functions used to express the unknown magnetic currents, we obtain for layer A1:
∫
A1
HA1 A11,t · fm =
∫
A1
HA1 A12,t · fm +
∫
A1
HA2 A12,t · fm, m = 1, . . . , Nb (5)
which, introducing the Green Functions can be written as:
∫
A1
�ĜA1 A11 ,−MA1 � · fm =
∫
A1
�ĜA1 A12 , MA1 � · fm +
∫
A1
�ĜA2 A12 , MA2 � · fm,+
∫
A1
�ĜA2 A12 , MA2 � · fm, m = 1, . . . , Nb (6)





























ĜA2 A12 · f̂A2n
)
· fA1m , m = 1, . . . , Nb (7)
where the l.h.s. term represents the self–term, i.e. the effect of the magnetic current MA1 on
the aperture A1 , and the r.h.s. term is the coupling term, i.e. the effect of the magnetic current
MA2 on the aperture A1.
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For the second discontinuity A2, as for any intermediate aperture, enforcing the boundary
condition we obtain:



















































where m = 1, . . . , Nb and the l.h.s. term represents the self–term and the r.h.s. term the
coupling terms, i.e. the effect of the magnetic currents MA3 and MA1 on the aperture A2.
For the last (third) discontinuity A3, the boundary condition leads to:







































Hinc · fA3m (x, y) dS (11)
where m = 1, . . . , Nb and, on the l.h.s we have the self–term and the first r.h.s. term is the
coupling term, i.e. the effect of the magnetic current MA2 on the aperture A3. The second term
of the r.h.s represent the known terms of the MoM system.
The presence of the coupling terms is the critical point in the multi–layer formulation. The
key feature of the aperture approach, as previously illustrated, relies on the decoupling of the
different regions. If we have a more general structure made up of N layers, we know that
when dealing with the aperture A1, which lies in the bottom layer, we only have to consider
the effect of the magnetic current on the aperture A2. When considering the aperture AN , the
last one, we only have to consider the effect of the magnetic current on the aperture AN−1,
and when considering any intermediate aperture Ai, for i = 2, ..., N − 1 we have to take into
account only the effect of the apertures immediately below and above, i.e. Ai−1 and Ai+1.
Equations (7),(9),(11) can be written in matrix form:
Y ·M = T (12)
where Y is the coefficient matrix, M is the vector of the unknown coefficients, i.e. the magnetic
current on the apertures, and T is the r.h.s, which represent the incident magnetic field on the
last aperture A3.
The solution of the above equation (12) yields the unknown induced magnetic current on the
apertures. The reflection coefficient is then easily calculated from the magnetic current on the
upper layer.
It is important to stress out that inserting more layers will result in a larger matrix, affecting
thus the overall computational time, yet for each additional layer only two blocks have to be
computed.
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�ĜA1 A11 ,−MA1 � · fm =
∫
A1
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The explicit evaluation of MoM system matrix Y requires the computation of the magnetic
fields we previously introduced in (6),(8),(10). These are total magnetic fields,i.e. fields due
to the magnetic currents of all the periodicity cells. Since the problem is linear, we start
computing the magnetic field due to the magnetic current of a single cell. This field can
be expressed in terms of a spectral domain (dyadic) Green function Ĝ(u, v) connecting the
transverse magnetic current density on the aperture to the transverse magnetic field:





Ĝ(u, v) · M̂(u, v) e−j(ux+vy) du dv (13)
where M is the magnetic current on the aperture of the central cell.
We can then write the overall magnetic transverse field of the infinite planar array by summing
(13) on the infinite cells of the AMC:










Ĝ(u, v) · M̂(u, v) e−j(ux+vy) du dv (14)
where dx and dy are the periodicity along the x–axis and the y–axis respectively, (θ, φ) is the
direction of the incident field and k0 is the free–space propagation constant.
Equation (14) can be simplyfied taking into account the periodicity of the structure. The fields
on either side of the AMC can be expanded in terms of the Floquet space harmonics (Munk,
2000). Therefore the cell summation in (14) can be rearranged (Pozar & Schaubert, 1984) using








Ĝ(ur, vs) · M̂(ur, vs) e−j(ur x+vsy) (15)
where the summation is now on the Floquet modes.
Equation (15) can be used for both fields (above and below the metallization) by using the
pertinent Green function, which can be derived from the equivalent circuit shown in Fig.8(b)
and setting M = ±MA (current on the pertinent layer of the central cell).
4. Single–layer EBG design results
Significative and promising results have been found when this approach was applied to a
single–layer EBG structure (Deias et al., 2009a).
One of the most interesting structures that can be found in literature is the Itoh’s UC–EBG
structure (Yang et al., 1999), shown in Fig.10(a) consisting of a Jerusalem cross aperture.
The reference structure has periodicity dx = dy = 3.048mm, h = 0.635mm and ε = 10.2,
displaying a resonant frequency at 14.25GHz. The reflection coefficient is shown in Fig.10(b).
We decided to use these parameters as constraints for our test, in order to compare the results
obtained using the GP approach with Itoh’s UC–EBG.
We used for the full–wave analysis of the periodic structure our previously developed Fortran
code, implementing the aperture approach described in the previous section. Furthermore
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this approach is irrespective of the particular shape of the metallization, which in the GP
optimization stage cannot be known in advance.
The GP optimization was launched to find the best structure, keeping as fixed parameters the
periodicity, substrate dielectric constant and thickness, as shown in the following table.
Fixed Parameters
Center Frequency 14.2 GHz
Periodicity (unit square cell) dx = 3.048 mm; dy = 3.048 mm
Substrate dielectric constant εr = 10.2
Substrate thickness 0.635 mm
Discretization step 0.1016 mm (30 × 30 grid)
Table 1. Data
In Fig.11 and Fig.12 we can see two different runs of our optimization. And in Tab.2 it is
shown how the goal is achieved, in comparison also to the reference structure.
Phase of Refl. Coeff.
14 GHz 14.2 GHz 14.4 GHz
Itoh (lit.) 76.05◦ 20.52◦ -48.56◦
Case A 57.8◦ 2.2◦ -63.16◦
Case B 39.28◦ 0.83◦ -35.16◦
Case C 13.06◦ -6.13◦ -24.93◦
Table 2. Results
In Case A we used for the unit cell a discretization step of 0.1016mm, making the playground
for the GP optimization a 30x30 grid. The penalty coefficients, both for the number of
unknowns (i.e. borders of the discretized geometry) and for the bandwidth were initially
not too strict, making the evolution process quickly evolve towards quite bulky structures.
The resonant frequency was reached after few generations (for case A at gen. 13 the phase of
the reflection coefficient is 2.2◦).
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Substrate dielectric constant εr = 10.2
Substrate thickness 0.635 mm
Discretization step 0.1016 mm (30 × 30 grid)
Table 1. Data
In Fig.11 and Fig.12 we can see two different runs of our optimization. And in Tab.2 it is
shown how the goal is achieved, in comparison also to the reference structure.
Phase of Refl. Coeff.
14 GHz 14.2 GHz 14.4 GHz
Itoh (lit.) 76.05◦ 20.52◦ -48.56◦
Case A 57.8◦ 2.2◦ -63.16◦
Case B 39.28◦ 0.83◦ -35.16◦
Case C 13.06◦ -6.13◦ -24.93◦
Table 2. Results
In Case A we used for the unit cell a discretization step of 0.1016mm, making the playground
for the GP optimization a 30x30 grid. The penalty coefficients, both for the number of
unknowns (i.e. borders of the discretized geometry) and for the bandwidth were initially
not too strict, making the evolution process quickly evolve towards quite bulky structures.
The resonant frequency was reached after few generations (for case A at gen. 13 the phase of
the reflection coefficient is 2.2◦).
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(a) GEN.0 (b) GEN.4 (c) GEN.5
(d) GEN.8 (e) GEN.11 (f) GEN.12
Fig. 11. Case A.
(a) GEN.0 (b) GEN.2 (c) GEN.5
(d) GEN.6 (e) GEN.9 (f) GEN.11
Fig. 12. Case B.
In Case B we then acted more stringently on the penalty coefficients. The structure remains
spatially more limited, as the number of unknowns is kept reasonably low, and the bandwidth
is largely improved. The number of generations in order to achieve a good result is still low.
As expected, the geometries resemble the reference one and other well–known configurations,
since the only stringent requirement in this case is the resonant frequency. The fitness in this
case is relatively simple, aimed almost uniquely to direct the evolution process towards a
structure that resonates at the desired frequency. We then can insert an additional penalty
coefficient in order to maximize the bandwidth, a secondary objective overlapped to the main
goal.
Finally, as we can see in Fig.14(c), we allowed the geometry to touch the borders of the unit
cell, thus considering a continuous aperture (while the geometry of the metallic patch will
therefore be finite), and we found out a further improvement in the bandwidth. In Fig.15 the
entire surface is shown.
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Fig. 13. Reflection Coefficient.
(a) Case A (b) Case B (c) Case C
Fig. 14. Best individual
We can exploit this approach using a more complex fitness function in order to obtain, for
example, larger bandwidth (Deias et al., 2009a),as shown in case B, or at more interesting
frequencies (Deias et al., 2010).
It is well known that there is a growing interest in antennas integrated with EBG surfaces
for communication system applications, covering the 2.45 GHz and the 5 GHz wireless
networking bands (Hung-Hsuan et al., 2007; Zhu & Langley, 2009). As proof of the
effectiveness of our approach a simple EBG surface at this working frequencies was found
with a yet limited computational effort.
Fixed parameters in this case are the following:
In Fig.16(b) we can see the reflection coefficient for the best individual shown Fig.16(a), as
obtained after nine generations. The performance of our optimization is quite good leading
to a simple and effective solution with a yet limited computational effort.
These results prove that the main advantage of the genetic approach is to be identified in the
generalization of the "solution space", evolution being able to breed geometries that we could
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Fig. 15. EBG Surface (Case C)
Fixed Parameters
Center Frequency 2.45 GHz
Periodicity (unit square cell) dx = 40 mm; dy = 40 mm
Substrate dielectric constant εr = 1.38
Substrate thickness 2.2 mm
Discretization step 0.8 mm (50 × 50 grid)
Table 3. Data
never think of. Evolutionary computation on the other hand let us scope through geometries
as though they were human–described.
5. Multi–layer EBG design results
The periodic surfaces in the single–layer configuration shown so far exhibit perfect reflection
or transmission only at resonance. However, many applications, exploiting the filtering
properties of frequency selective surfaces, seek for a resonant curve with a flat top and faster
roll off. This goal can be achieved by using two or more periodic surfaces cascaded with
dielectric slabs sandwiched in between . By using multiple layers of frequency selective
surfaces as part of the substrate we operate in a manner similar to that used for designing
broad–band microwave filters. With such a configuration typically we can obtain a bandwidth
that is considerably larger than that of a single structure.
Genetic Programming strategy in conjunction with the flexible aperture approach previously
described proved to be effective in the design and optimization of EBG surfaces in the case of
a two–layer structure with the same geometry in both layers. When considering more layers
or different geometries we only have to take into consideration an increased computational
effort.
In the case of a two–layer configuration with the following fixed parameters:
We obtained the following geometry after two generations, each generation with a population
of 150 individuals:
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Center Frequency 2.45 GHz
Periodicity (unit square cell) dx = 3.048 mm; dy = 3.048 mm
Substrate dielectric constant εr = 10.2
Substrate thickness 3.354772 mm
Discretization step 0.1524 mm (20 × 20 grid)
Table 4. Data
This quite simple result proves that genetic programming can be efficiently adopted for this
kind of design synthesis and optimization even in the case of complex structures consisting
of multiple layers of EBG surfaces. Moreover the fitness function can be modified in order to
take into consideration other requirements.
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1. Introduction 
A large proportion of the recent growth of the volume of electromagnetics research has been 
associated with the emergence of so called electromagnetic metamaterials1 and the 
discovered ability to design their unusual properties2,3 by tweaking the geometry and 
structure of the constituent “meta-atoms”4. For example, negative permittivity and negative 
permeability can be achieved, leading to negative refractive index metamaterials2. The 
negative permeability could be obtained via geometrical control of high frequency currents, 
e.g. in arrays of split ring resonators5, or alternatively one could rely on spin resonances in 
natural magnetic materials6,7, as was suggested by Veselago in Ref. 2. The age of 
nanotechnology therefore sets an intriguing quest for additional benefits to be gained by 
structuring natural magnetic materials into so called magnonic metamaterials, in which the 
frequency and strength of resonances based on spin waves (magnons)8 are determined by 
the geometry and magnetization configuration of meta-atoms. Spin waves can have 
frequencies of up to hundreds of GHz (in the exchange dominated regime)6-9 and have 
already been shown to play an important role in the high frequency magnetic response of 
composites10-14. Moreover, in view of the rapid advances in the field of magnonics9,15,16,, 
which in particular promises devices employing propagating spin waves, the appropriate 
design of magnonic metamaterials with properties defined with respect to propagating spin 
waves rather than electromagnetic waves acquires an independent and significant 
importance.  
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In this Chapter, we review the recent advances in studies of magnonic metamaterials and 
challenges that have to be overcome in order for the rich opportunities of exploitation of 
such metamaterials to be realised. We start from a discussion of the notion of a metamaterial 
and its relevance to areas beyond that of common electromagnetics. We introduce band gap 
and effectively continuous magnonic metamaterials and demonstrate their properties and 
functionalities, presenting either experimental or theoretical evidence as appropriate for the 
illustration.  
2. What makes a metamaterial?  
To answer the question in the title in the most general sense (i.e. going beyond the topic of 
more common electromagnetic metamaterials), one has to learn first what makes standard 
(i.e., “nature-made”) materials. One talks about a material when many atoms or ions are 
joined together to collectively create a novel quality with properties that are not observed in 
the constituent atoms in isolation. For example, isolated atoms have discrete electronic 
energy levels and associated discrete electromagnetic spectra. In a material consisting of 
many of such atoms, each discrete electronic level is split into a continuous “electronic 
band”, and accordingly the electromagnetic spectrum of the material is also continuous.  
As a result of joining into a material, atoms also collectively acquire new properties that are 
less trivially connected with those of isolated atoms. Firstly, different classes of materials are 
formed, including e.g. dielectrics, semiconductors, or metals, ferro-, piezo-, or segneto-
electrics, dia-, para-, antiferro- or ferro-magnets, superconductors, materials with a range of 
different mechanical properties, etc. Secondly, new classes of waves (excitations) and their 
quanta (so called quasi-particles) are observed, including plasmons, magnons, phonons, 
excitons etc. One can also distinguish many “hybrids” of the solid state quasi-particles 
among themselves as well as with photons, e.g. surface plasmon-polaritons, magneto-
excitons etc.  
A material does not have to have a periodic arrangement of atoms and can be amorphous or 
quasi-crystalline. The classification of materials and their properties often does not have 
strict boundaries, while the differences are often quantitative. For example, dielectrics and 
semiconductors are different only by the size of the band gap; the same material can be 
ferromagnetic below and paramagnetic above a certain temperature, etc. Some electronic 
energy levels can remain discrete, therefore retaining their atomistic character. Materials can 
also consist of rather complex building blocks, e.g. molecules, crystal unit cells (often 
consisting of many atoms or ions), or crystallites. The most complex nature-made (truly 
functional!) materials – biological tissues – consist of living cells composed of millions of 
atoms.  
This brings us to the idea of a metamaterial – an artificial assembly of “man-made” building 
blocks with tailored properties. Living aside static properties and biological tissues, the most 
practical ways to “tailor” properties of the building blocks are via their geometrical shaping 
and compositional modulation. The former leads to confinement of solid state excitations 
(e.g. those listed above) and hence to formation of a discrete spectrum of the allowed modes. 
Brought sufficiently close together, the blocks can form a metamaterial with the discrete 





Some metamaterials (e.g. arrays of voids) are simpler to consider as created by geometrical 
modification of previously continuous materials. This however does not exclude their 
treatment as if they were constructed from building blocks considered above. Also, one has 
to note that, from the point of view of electromagnetic waves, vacuum is a continuous 
material in that important sense that it supports propagation of electromagnetic waves. 
Therefore, even arrays of entirely disconnected blocks are metamaterials for electromagnetic 
waves. This distinguishes electromagnetic waves from the other excitations.  
Generally, various dynamical properties of metamaterials can be considered relative to 
excitations with wavelength either comparable to or much greater than the characteristic 
size of the building blocks. The former case is associated with studies of artificial “band gap 
crystals”, e.g. photonic17, plasmonic18, phononic19, and magnonic20 crystals. The latter case 
allows one to study the metamaterials as some effectively continuous media. The physical 
object under study is nonetheless the same in both cases. For example, metamaterials with 
artificial periodic modulation of the refractive index with periodicity comparable to the 
wavelength of electromagnetic waves in the visible range are known as photonic band gap 
structures, using which it is possible to enable propagation of light in particular directions, 
to localize it in chosen channels or zones, or even to completely prohibit its propagation. In 
the microwave frequency range, the same structures would behave as effectively continuous 
materials.  
In a particular frequency region of interest, the same metamaterials can behave differently 
with respect to excitations of different kinds, e.g. electromagnetic, sound or spin waves. 
Attractive opportunities arise from use of one excitation, with respect to which the sample 
behaves as a discrete structure (e. g. a band gap metamaterial), to design a resonance feature 
for another excitation, with respect to which the structure behaves as quasi-continuous 
metamaterial. For example, plasmonic resonances can be used to alter effective 
electromagnetic properties in THz to visible frequency range. Magnonic and LC resonances 
can be used for the same purpose in GHz-THz and GHz frequency ranges, respectively.  
A thorough reader will probably find that, although term “metamaterial” emerged recently 
as a result of ever increasing pressure to spice up funding applications and publications in 
high profile journals, the underpinning research can be sometimes traced back to the middle 
or even beginning of the 20th century. Yet, one can also argue that it is the recent advances 
in nanofabrication and experimental tools that justify the boom by allowing researchers to 
revisit the established notions at reduced length scales and to apply results to modern 
technology.  
3. Spin waves and effectively continuous magnonic metamaterials  
The main reason for electrically neutral atoms to be able to interact with electromagnetic 
radiation is that they themselves possess electrical structure. Indeed, each atom consists of 
positively charged core and negatively charged electrons. The core and electrons are not 
rigidly coupled, and so, the atom can be electrically polarised by and thereby interact with 
an external electric field.  
However, the electric charge is not the only property responsible for the interaction of atoms 
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moments of elementary particles are responsible for their interaction with an external 
magnetic field. Being always electrically neutral, some atoms still have a net magnetic 
moment and hence are called “magnetic”. Generally, electromagnetic field interacts with 
charges more strongly than with spins, and so, the associated resonance frequencies are 
weaker in spin resonance experiments. However, via the quantum mechanical Pauli 
Exclusion Principle, the electron spin governs the order in which the electronic bands are 
populated by electrons, and thereby strongly affects the electromagnetic spectrum. As the 
other side of the same phenomenon, the Pauli Exclusion Principle and electrostatic 
interaction result in the exchange interaction between spins and are therefore responsible for 
the ordering of spins observed in e.g. ferromagnetic materials. The perturbations of the 
magnetic ordering are called spin waves – the central object of magnonics and magnonic 
metamaterials.  
Spin waves exhibit most of the properties inherent to waves of other origins, including the 
excitation and propagation21,22,23, reflection and refraction24,25,26,27,28,29, interference and 
diffraction30,31,32,33,34,35, focusing and self-focusing36,37,38,39,40,41, tunnelling42,43, Doppler 
effect44,45,46, and formation of spin-wave envelope solitons47,48,49,50. Spin-wave quantization 
due to the finite size effect was discovered in thin films51,52 and more recently in laterally 
confined magnetic structures53,54,55,56,57,58, with their effect upon the high frequency 
permeability and the observation of a negative permeability discussed in Refs. 7 and 59, 
respectively.  
The possibility of using spin waves for the design of high frequency permeability follows 
already from their first direct observation in cavity ferromagnetic resonance (FMR) 
experiments60. In the latter measurements, the precession of magnetisation60 is detected by 
measuring spectra of the absorption of microwaves in the cavity containing the magnetic 
sample under study. The spectra are determined by the density of states of spin waves that 
can resonantly couple to the microwave field. The very long wavelength of microwaves, as 
compared to the length scale of magnetic structures of interest, limits the application of the 
FMR technique to studies of magnonic modes with significant Fourier amplitude at nearly 
zero values of the wave vector52. However, this also mimics potential applications in which 
either the electromagnetic response of a magnonic device containing nano-structured 
functional magnetic elements is read out by the effectively uniform electromagnetic field, or 
the magnonic (meta-) material61 is supposed to absorb the incident electromagnetic 
radiation. Continuous magnetic materials and arrays of non-interacting magnetic elements 
appear preferred for such applications near the frequency of the uniform FMR. However, 
more sophisticated micromagnetic engineering is required to push up the frequency of 
operation of such materials e.g. using the exchange field62, which originates from the 
strongest of the magnetic interactions, rather than the uniform anisotropy or applied 
magnetic field. An example of using the concept can be found e.g. in Ref. 7 and is also 
illustrated in Figure 1.  
The FMR is conventionally used to study magnetisation dynamics at frequencies up to 
about 100 GHz. At higher frequencies, the mismatch between the linear momentum of free 
space electromagnetic radiation (photon) and that of a magnon increasingly prohibits an 
efficient coupling. Therefore, higher frequencies require one to use different experimental 
and technical concepts by which to interrogate and measure e.g. THz magnons. Here, 





the attenuated total reflection technique has been successfully applied to studies of magnons 
in antiferromagnets63. However, this field of research is still at its infancy and is not 
reviewed here to any significant extent.  




















Fig. 1. (b) The effective permeability calculated for the structure shown in (a) is plotted as a 
function of the frequency for cases of in-plane (1) and out-of-plane (2) magnetizations. The 
solid and dashed lines denote the real and imaginary parts of the effective permeability, 
respectively. The structure under study represents an array of CoFe films with thickness of 5 
nm. The filling factor of ρ = 0.25 is assumed. The spins are perfectly pinned at one side of 
each film and are free at the other. (After Ref. 7)  
The VNA-FMR technique represents a relatively new twist in the FMR spectroscopy where 
VNA highlights the use of a broadband vector network analyser (VNA) operated in the GHz 
frequency regime. Microwaves applied to a waveguide locally excite spin waves that in turn 
induce a high-frequency voltage due to precessing magnetisation (Figure 2 (a)). The VNA-
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The VNA-FMR technique represents a relatively new twist in the FMR spectroscopy where 
VNA highlights the use of a broadband vector network analyser (VNA) operated in the GHz 
frequency regime. Microwaves applied to a waveguide locally excite spin waves that in turn 
induce a high-frequency voltage due to precessing magnetisation (Figure 2 (a)). The VNA-





passing through a magnetic sample integrated with the waveguide64,65,66. The geometrical 
parameters of the waveguide determine the spatial distribution of the rf magnetic field and 
therefore the wavelength spectrum addressed by the microwave field. Hence, the VNA-
FMR can be also referred to as a “near field” FMR. Due to the large penetration depth of 




Fig. 2. (a) Sketch of a coplanar waveguide (CPW) integrated to an antidot lattice prepared 
from a thin Permalloy film. The CPW consists of three metallic leads (ground-signal-ground 
leads). Adjusting the dimensions of the CPW allows one to vary the profile of the magnetic 
field generated by microwave current irf supplied by the VNA. This defines the wave vector 
transferred to the sample. The same CPW picks up the voltage induced by precessing spins. 
The CPW is isolated from the ferromagnet by an insulating layer (not shown). (b) Simulated 
spatial distributions of spin precession amplitudes reflecting two different standing spin-
wave excitations. The film is assumed to be 26 nm thick. The period (hole diameter) is 490 
(240) nm. A magnetic field of a few 10 mT is applied in horizontal direction. The mode 
pattern shown on the right belongs to a localized mode that has frequency higher than that 
of the extended mode shown on the left. (After Ref. 91) Bright colours correspond to large 
amplitudes. The holes are shown in white.  
An experimental insight into the structure of magnonic modes in nanostructured 
magnonic metamaterials, e.g. such those shown in Figure 2, can be achieved with state of 
art dynamic magnetic imaging techniques, e.g. the time-resolved scanning Kerr 
microscopy (TRSKM)61. In a TRSKM experiment, the sample is pumped so as to excite 
spin waves, with the pump stimulus being both repetitive and coherent, i.e. having a 





pulses and controls their arrival time relative to the pump. By changing the optical path of 
the probe pulse one can trace the time evolution of the excited dynamics. By scanning the 
position of the optical probe on the surface of the sample, one acquires images of the 
dynamic magnetisation with a spatial resolution of down to 250 nm in real space67-70, and 
is suitable for studying both continuous and nanostructured samples, as demonstrated in 
Figure 3. The temporal resolution of TRSKM can be well on the sub-ps time scale, 
therefore offering the detection of spin waves in the THz frequency regime. The TRSKM 
performs a 3D vectorial analysis of the time dependent magnetization71 and is therefore 
phase sensitive. Alternatively, one can combine the magneto-optical detection with a 
VNA-FMR setup to image spin wave modes in the frequency rather than time domain72.  








 Fit with 3 Lorentzian peaks
 Peak 1 (3.0 GHz) 
 Peak 2 (3.6 GHz)













3.0 GHz 3.6 GHz 4.2 GHz
Hbias
 
Fig. 3. The fast Fourier transform (FFT) power spectrum calculated from a time resolved 
Kerr signal acquired from the center of a 4 x 4 μm2 array of 40 x 80 nm2 stadium shaped 
ferromagnetic elements at a bias magnetic field of 197 Oe is shown on a logarithmic scale 
together with the fit to a Lorentzian 3-peak function.  The inset shows images of the modes 
confined within the entire array and corresponding to the peak frequencies identified from 
the fit. The darker shades of gray correspond to greater mode amplitude. With respect to the 
long wavelength spin wave modes, the array acts as a continuous element made of a 
magnonic metamaterial. Such arrays will also act as metamaterials with respect to 
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4. Band gap magnonic metamaterials  
Periodically modulated magnetic materials have been shown to form magnonic crystals, i.e., 
a magnetic analogue of photonic crystals. Indeed, the spin wave spectrum is modified by 
patterning73 and shows a tailored band structure in periodic magnetic materials74. The band 
spectrum consists of bands of allowed magnonic states and forbidden-frequency gaps 
(“band gaps”), in which there are no allowed magnonic states. One of the first attempts to 
study the propagation of spin waves in periodic magnetic structures was made by Elachi75. 
Nowadays, the number of studies on this topic has surged and continues to grow at a fast 
pace.  
The recent advances in the studies of the band gap magnonic metamaterials are associated 
with advances in the Brillouin light scattering (BLS) technique, which has proved to be a 
very powerful tool for the investigation of magnetization dynamics in magnonic 
structures76. Thanks to the wave vector conservation in the magnon–photon interaction, one 
has the possibility to measure the dispersion relation (frequency versus wave vector) of spin 
waves. In particular, the BLS technique is suitable for measuring the magnonic band gap 
dispersion, provided that the periodicity of the magnonic crystal is such that the Brillouin 
zone (BZ) boundary lies in the accessible wave vector range (up to 2.2x105 rad/cm). The 
magnonic dispersion can be measured in different scattering geometries that differ by the 
relative orientation of the exchanged wave vector and direction of the applied magnetic 
field. So planar 1D magnonic crystals formed by arrays of closely spaced Permalloy stripes 
of identical77 or alternating width78 were studied, showing the existence of tuneable band 
gaps. Furthermore, alternating stripes of two different magnetic materials were studied in 
Ref. 79. In addition, it has recently been shown that, using a large aperture microscope 
objective, BLS can be used as a scanning probe technique, therefore permitting the map-out 
of the spatial distribution of magnonic normal modes with a lateral resolution of down to a 
few hundred nanometres80,81.  
The studied sample consist of long chains of Permalloy rectangular dots with rounded 
corners and lateral dimensions of 715 x 450 nm2, thickness of 40 nm, edge-to-edge separation 
Δ = 55 nm. The magnetic material was deposited on Silicon substrate at room temperature. 
In our calculations, each dot was divided into cells with size Δx × Δy × Δz = 5 nm × 5 nm × 40 
nm. The ground state was obtained using a micromagnetic code. The magnetization was 
assumed to be uniform in each cell and to precess around its equilibrium direction along 
effective field Heff. Contributions arising from the external (Zeeman), demagnetising and 
exchange fields were included in Heff. The following magnetic parameters obtained from the 
fit to the BLS frequencies of the Damon-Eshbach mode in the reference 40 nm thick 
continuous Permalloy film were used: saturation magnetization 4π Ms = 9 kG, γ/2π = 2.94 
GHz/kOe, and A = 1.1 10-6 erg/cm with A being the exchange stiffness constant.  
First, the collective dynamics was studied in the Voigt geometry, namely with the wave 
vector q perpendicular to the applied magnetic field H and with q = K , where K is the Bloch 
wave vector.  
The collective modes of the array of dots were studied by using the Dynamical Matrix 
Method (DMM) extended to periodic magnetic systems82. On the basis of the number and 
the direction of nodal planes n = 0,1,2,.. of the dynamic magnetization inside each dot, we 





(nDE) modes characterized by nodal planes parallel to the applied magnetic field H, 
Backward-like (nBA) modes with nodal planes perpendicular to H and nEnd-Modes (nEM) 
localized at the edges of each dot with nodal planes of the DE type.  
Figure 4 (a) shows a scanning electron microscopy (SEM) image of the studied sample 
together with a reference frame and the directions of q and H. In Figure 4 (b) black lines 
denote frequencies of magnonic modes for q = 0, while the frequency curves corresponding 
to the edge of the first Brillouin zone (1BZ) at qBZ = π / a with a the periodicity are indicated 


























Fig. 4. (a) SEM image of the sample: Permalloy rectangular dots have lateral dimensions 715 
× 450 nm2 and interdot separation Δ = 55 nm. A reference frame with the direction of H 
along the y-axis (easy axis) and of the wave vector q is also shown. (b) Calculated frequency 
behaviour vs. interdot separation for the sample of dots 715 x 450 nm2 in the Voigt geometry 
for an applied magnetic field of magnitude H = 1 kOe. Full black lines: frequencies at q = 0. 
Dashed red lines: frequencies at q =π / a.  
As expected, for large interdot separations, each mode is characterised by a single frequency 
value and frequency is independent of q. On decreasing the separation, interdot coupling 
gives rise to the appearance of bands. Due to the effect of stray magnetic field within each 
band the frequency of the collective modes depends on q. The largest band width is that of 
the F mode that has the largest stray field at any separation. Another significant feature is the 
narrowing of the band gaps, as Δ→ 0, either at q = 0 or at qBZ = π / a. In particular, the band 
gap between the F and the 1DE mode is smaller for qBZ = π / a, while that between the 1DE 
and the 2DE mode is smaller for q = 0. As a matter of fact, for small separation the energetic 
cost required to excite the F mode at qBZ = π / a, namely in the anti-phase configuration, is 
almost the same as that of the 1-DE mode. The difference is represented by the band gap 
between the two modes at the 1BZ boundary. As an example the band width for a small 
interdot separation Δ = 10 nm of the most representative modes shown in panel (b) was 
estimated. Calculated band width of the F mode turned out to be about 3.8 GHz, the largest 
one among those of most representative modes, but note that also the other collective modes of 
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(nDE) modes characterized by nodal planes parallel to the applied magnetic field H, 
Backward-like (nBA) modes with nodal planes perpendicular to H and nEnd-Modes (nEM) 
localized at the edges of each dot with nodal planes of the DE type.  
Figure 4 (a) shows a scanning electron microscopy (SEM) image of the studied sample 
together with a reference frame and the directions of q and H. In Figure 4 (b) black lines 
denote frequencies of magnonic modes for q = 0, while the frequency curves corresponding 
to the edge of the first Brillouin zone (1BZ) at qBZ = π / a with a the periodicity are indicated 


























Fig. 4. (a) SEM image of the sample: Permalloy rectangular dots have lateral dimensions 715 
× 450 nm2 and interdot separation Δ = 55 nm. A reference frame with the direction of H 
along the y-axis (easy axis) and of the wave vector q is also shown. (b) Calculated frequency 
behaviour vs. interdot separation for the sample of dots 715 x 450 nm2 in the Voigt geometry 
for an applied magnetic field of magnitude H = 1 kOe. Full black lines: frequencies at q = 0. 
Dashed red lines: frequencies at q =π / a.  
As expected, for large interdot separations, each mode is characterised by a single frequency 
value and frequency is independent of q. On decreasing the separation, interdot coupling 
gives rise to the appearance of bands. Due to the effect of stray magnetic field within each 
band the frequency of the collective modes depends on q. The largest band width is that of 
the F mode that has the largest stray field at any separation. Another significant feature is the 
narrowing of the band gaps, as Δ→ 0, either at q = 0 or at qBZ = π / a. In particular, the band 
gap between the F and the 1DE mode is smaller for qBZ = π / a, while that between the 1DE 
and the 2DE mode is smaller for q = 0. As a matter of fact, for small separation the energetic 
cost required to excite the F mode at qBZ = π / a, namely in the anti-phase configuration, is 
almost the same as that of the 1-DE mode. The difference is represented by the band gap 
between the two modes at the 1BZ boundary. As an example the band width for a small 
interdot separation Δ = 10 nm of the most representative modes shown in panel (b) was 
estimated. Calculated band width of the F mode turned out to be about 3.8 GHz, the largest 
one among those of most representative modes, but note that also the other collective modes of 





Finally, the investigation was completed by assuming the Bloch wave vector parallel to the 
applied magnetic field84. This geometry corresponds to the so called backward volume 
magnetostatic spin-wave (BWVMS) geometry. In Figure 5, the dependence of the spin-wave 
frequencies on Δ calculated at q = 0 is compared to the case of q = π / a , i.e. at the edge of the 
1BZ. As it can be seen, for separation values of about 300 nm, the frequencies at the centre 
and at the edge of the 1BZ are almost degenerate and both tend to the value of the mode 
frequency of an isolated dot. On reducing the value of Δ, however, the dynamic dipolar 
magnetic coupling becomes strong enough to remove the degeneracy. This leads to the 
appearance of magnonics bands whose widths increase with decreasing the interdot 
distance. Also in this geometry there is a narrowing of band gaps, as Δ → 0, between given 
couples of adjacent modes, either at q = 0 or at qBZ = π / a.  
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Fig. 5. Calculated mode frequencies behavior vs. interdot separation in the BWVMS 
geometry, i.e. for q parallel to H. Black lines: frequencies for q = 0. Dashed (red) lines: 
frequencies for qBZ = π / a. A magnetic field of intensity H = 1.5 kOe was applied along the 
x-axis (hard axis) for the sample shown in Fig. 4 (a). The wave vector q was along the chains. 
The direction of q and H is also shown.  
In particular, among the modes shown, there is a narrowing at qBZ = π / a between the 1BA 
and the F mode. Interestingly, for Δ < 100 nm, the frequency increment of the 0EM is much 
more accentuated than that of collective modes in the higher part of the spectrum. This 
behaviour (which also concerns the others n-EM, not shown here) is related to the fact that 
the nEM are localized at some portions (typically one corner) of the adjacent edges of 
neighbouring dots.  
2D magnonic crystals were proposed in Refs. 85,86, where the spectrum of dipole-exchange 
spin waves propagating in the plane of a magnonic crystal was discussed. The magnonic 
crystal consisted of periodically arranged infinitely long ferromagnetic cylinders embedded 
in a matrix of a different ferromagnetic material. The position and width of band gaps in the 
magnonic spectrum were investigated as a function of the period of the structure and the 





depth of modulation of the exchange parameter has a drastic effect upon the position and 
width of the band gaps. Collective dynamics of lattices of magnetic vortices was studied in 
Refs. 87,88. FMR and time resolved scanning Kerr microscopy (TRSKM) were used to study 
localisation of spin waves in an array of antidots formed in a metallic ferromagnetic film in 
Ref. 89. VNA-FMR measurements and micromagnetic simulations were used to 
demonstrate a control of spin wave transmission through a similar array of antidots by an 
external magnetic field in Refs. 90,91 (Figure 2).  
The BLS technique has been exploited to achieve a complete mapping of the spin-wave 
dispersion curves, along the principal symmetry directions of the first BZ, for a 2D 
magnonic crystal consisting of a square array of 50 nm thick NiFe disks (Figure 6 (a)). The 
disks have a diameter d = 600 nm and are arranged in a square matrix with the edge-to-edge 
interdot separation of 55 nm (period a = 655 nm). This corresponds to a square first BZ of 
side 2π/a = 2x4.8·104 rad/cm. The spin-wave frequency dispersion was studied along the 
principal directions of the first BZ, i.e. ΓX, ΓY, XM and YM, as shown in Figure 6 (b), for 
external field H = 1.0 kOe applied along the [10] direction of the disk array.  
In Figure 6 (c), the dispersion curves of the most representative modes are shown along the 
symmetry directions of the first BZ, showing a very good agreement between experimental 
points and calculated curves. Since the magnetic modes maintain a symmetry character 
similar to those found for the isolated dot, they can be labelled in the same way. Depending 
on the number m (n) of nodal lines perpendicular (parallel) to the direction of the 
magnetization (x direction), the modes are named as backward-volume-like modes m-BA 
(Damon-Eshbach-like n-DE), while modes with mixed character are denoted as m-BA×n-DE. 
The mode without nodal lines is classified as the fundamental mode (F), while modes with 
dynamic magnetization localized at the ends of the particle92 are labelled as n-EM, 
depending on the number of nodes n. The mode type, i.e. the two indices m and n, together 
with the Bloch wave vector K, uniquely identifies the excitation.  
Figure 6 (c) shows that several modes exhibit an appreciable dispersion and are therefore 
propagating modes, while other modes show a frequency that remains almost constant with 
the wave vector, at least within the frequency resolution of the experiment. The width of 
each magnonic band (allowed miniband) is proportional to the mean square dynamic 
magnetization inside a single dot as found by DMM approach. Hence, the dispersion is 
largest for the F mode, while it decreases rapidly for the higher order modes, which are 
characterised by an increasing number of oscillations within the single dot. Starting from the 
Γ point, the measured frequency of the F mode increases (decreases) along the ΓY (ΓX) 
direction, reaching its maximum (minimum) at the Y (X) point. This behaviour reflects the 
properties of the dipole-exchange spin waves in the reference continuous film (open squares 
in Figure 6 (c)). However, the F mode is significantly downshifted with respect to the spin 
waves in the continuous film, which is due to the static demagnetizing field in the array 
along the applied field direction (x-direction). As a consequence of this in-plane anisotropy 
induced by the applied field, one can see that the frequency of the DE mode in the 
continuous film coincides near the Y-point with that of the 1-DE mode of the array. At the 
same time, the backward volume spin wave in the continuous film has a frequency that is in 
the middle of the band gap of the array, i.e. quite far from that of the corresponding 1-BA 





Finally, the investigation was completed by assuming the Bloch wave vector parallel to the 
applied magnetic field84. This geometry corresponds to the so called backward volume 
magnetostatic spin-wave (BWVMS) geometry. In Figure 5, the dependence of the spin-wave 
frequencies on Δ calculated at q = 0 is compared to the case of q = π / a , i.e. at the edge of the 
1BZ. As it can be seen, for separation values of about 300 nm, the frequencies at the centre 
and at the edge of the 1BZ are almost degenerate and both tend to the value of the mode 
frequency of an isolated dot. On reducing the value of Δ, however, the dynamic dipolar 
magnetic coupling becomes strong enough to remove the degeneracy. This leads to the 
appearance of magnonics bands whose widths increase with decreasing the interdot 
distance. Also in this geometry there is a narrowing of band gaps, as Δ → 0, between given 
couples of adjacent modes, either at q = 0 or at qBZ = π / a.  
q






















Fig. 5. Calculated mode frequencies behavior vs. interdot separation in the BWVMS 
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frequencies for qBZ = π / a. A magnetic field of intensity H = 1.5 kOe was applied along the 
x-axis (hard axis) for the sample shown in Fig. 4 (a). The wave vector q was along the chains. 
The direction of q and H is also shown.  
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and the F mode. Interestingly, for Δ < 100 nm, the frequency increment of the 0EM is much 
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the nEM are localized at some portions (typically one corner) of the adjacent edges of 
neighbouring dots.  
2D magnonic crystals were proposed in Refs. 85,86, where the spectrum of dipole-exchange 
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side 2π/a = 2x4.8·104 rad/cm. The spin-wave frequency dispersion was studied along the 
principal directions of the first BZ, i.e. ΓX, ΓY, XM and YM, as shown in Figure 6 (b), for 
external field H = 1.0 kOe applied along the [10] direction of the disk array.  
In Figure 6 (c), the dispersion curves of the most representative modes are shown along the 
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points and calculated curves. Since the magnetic modes maintain a symmetry character 
similar to those found for the isolated dot, they can be labelled in the same way. Depending 
on the number m (n) of nodal lines perpendicular (parallel) to the direction of the 
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depending on the number of nodes n. The mode type, i.e. the two indices m and n, together 
with the Bloch wave vector K, uniquely identifies the excitation.  
Figure 6 (c) shows that several modes exhibit an appreciable dispersion and are therefore 
propagating modes, while other modes show a frequency that remains almost constant with 
the wave vector, at least within the frequency resolution of the experiment. The width of 
each magnonic band (allowed miniband) is proportional to the mean square dynamic 
magnetization inside a single dot as found by DMM approach. Hence, the dispersion is 
largest for the F mode, while it decreases rapidly for the higher order modes, which are 
characterised by an increasing number of oscillations within the single dot. Starting from the 
Γ point, the measured frequency of the F mode increases (decreases) along the ΓY (ΓX) 
direction, reaching its maximum (minimum) at the Y (X) point. This behaviour reflects the 
properties of the dipole-exchange spin waves in the reference continuous film (open squares 
in Figure 6 (c)). However, the F mode is significantly downshifted with respect to the spin 
waves in the continuous film, which is due to the static demagnetizing field in the array 
along the applied field direction (x-direction). As a consequence of this in-plane anisotropy 
induced by the applied field, one can see that the frequency of the DE mode in the 
continuous film coincides near the Y-point with that of the 1-DE mode of the array. At the 
same time, the backward volume spin wave in the continuous film has a frequency that is in 
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Fig. 6. (a) SEM image of the array of Permalloy disks is shown. BLS spectra were measured 
applying the external field H along the [10] array direction (x-axis) and changing the qx and 
qy components of the in-plane transferred wave-vector q. (b) Surface BZ of the 2D periodic 
array is shown. The behaviour of the dynamic magnetization of the fundamental mode is 
schematically shown in four point of the BZ for a 3x3 sub-matrix of dots. The two different 
colours represent out-of-plane dynamic magnetization of opposite sign. (c) Measured 
frequencies (dots) are shown as a function of the spin-wave wave vector along the principal 
direction of the first BZ, for an external magnetic field H = 1.0 kOe. The calculated dispersion 
curves of the most significant modes are also reported. Bold, solid or dotted lines refer to 
modes whose calculated cross section is comparable, smaller than 1/10 or smaller than 1/100 
with respect to that of the F mode, respectively. For the sake of comparison, the experimental 
dispersion of the DE mode of the unpatterned film is also reported as open squares.  
In Ref. 93 the dispersion of different modes was interpreted in terms of effective wave vector 
keff introduced as an auxiliary variable that includes and replaces the band index, i.e. the 
mode type, and the Bloch wave vector. It can be defined in the extended zone scheme as: 
 eff 1 ( ) 1 ( )ˆ ˆ( )
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where P(i) is the parity function (=+1,-1 for i even or odd, respectively), m-BA×n-DE is the 
mode type, and K is assumed to vary in the reduced BZ. The effective wave vector 
represents the overall oscillation of the magnetization in the array, taking into account the 
oscillation within the dot due to the mode character (second and third terms in Eq. (1)) and 





of keff helps to understand the frequency dispersion of the magnonic crystal, because, in the 
limit of a continuous medium, keff becomes the real wave vector of the spin excitation of the 
continuous film, whose dispersion curves have the following properties. The mode 
frequency increases (decreases) when the modulus of the wave vector increases in a 
direction perpendicular (parallel) to the applied field, corresponding to the MSSW 
(MSBVW) geometry.  
To realize band gap magnonic metamaterials with a band structure of higher in-plane 
symmetry arrays of circular nanomagnets have been considered where an out-of-plane 
magnetic field stabilizes the so-called vortex state in each of the unit cells of the periodic 
nanodisk lattice. The dipolar interaction via nanoscale air gaps leads to allowed minibands 
and forbidden frequency gaps which exhibit a four-fold symmetry in in-plane directions if 
nanodisks are arranged in a square lattice 94. This higher symmetry goes beyond the 
magnonic crystals where an in-plane field governs the symmetry of the band structure.  
5. Theory of band gap magnonic metamaterials 
The knowledge of the physical mechanisms which govern the dynamical behaviour of 
nanoscale magnetic elements is of fundamental importance for understanding the general 
properties of metamaterials. Because of that, the theoretical derivations of the frequency and 
the spatial profile of magnonic modes become necessary to gain a physical understanding of 
the processes observed at a macroscopic level95-97. Several analytical and numerical methods 
are used to derive the profile of normal modes. Analytical models require some preliminary 
assumptions (approximations) regarding the mode profiles98,99. Numerical tools based on 
micromagnetic simulations has been developed for solving the equation of motion in the 
time domain and to successively perform a Fourier analysis of that output signal100,101. The 
same equation can also be solved in the frequency domain. The Dynamical Matrix Method 
(DMM)102 belongs to the latter approach, in which the sample is subdivided into cells and 
the linearized Landau–Lifshitz equation of motion is recast as a generalized eigenvalue 
problem, which is numerically solved by means of a finite-element method. Band structures 
of periodic composites can then be calculated with the help of the Bloch theorem, which 
reduces the number of independent variables of a periodic system to that of the 
corresponding unit cell82.  
The band structures of spin-waves in materials with discrete translational symmetry can be 
calculated also by the plane wave method (PWM). The PWM is a popular tool commonly 
used for studying electronic, photonic and phononic crystals because of its conceptual 
simplicity and applicability to any type of lattice and shape of scattering centers. The method 
was also adapted to the calculations of the magnonic band structures and is constantly 
improved, with its field of application extending to new problems85,103. Recently, the PWM has 
also been used for the calculation of spin-wave spectra of 1D magnonic crystals of finite 
thickness104 and 2D thin-film magnonic crystals105. Only very recently, the PWM has been 
employed for the first time for calculating spin-wave spectra of 2D antidot arrays based on a 
square lattice with a good agreement with experimental results obtained106.  
The 2D magnonic crystals composed of two ferromagnetic materials in thin film geometry 
were studied theoretically in Refs.105,107. The plane wave method with supercell 
formulation was used to study the edge effect in magnonic crystals in Ref. 105. It was shown 
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extension is possible. The PWM was powerful to remodel the magnonic miniband formation 
in short-period antidot arrays as well as the tunable metamaterial properties of large-period 





































































Fig. 7. The magnonic spectrum of periodic slab of finite thickness composed of the Ni 
inclusions embedded in Fe matrix (a) is strongly dependent on the filling fraction: the ratio 
of inclusion volume to the volume of unit cell, and depend on the lattice type. The 
maximum of the width of the first magnonic gap is reached for the intermediate values of 
the filling fraction (b). Note that the first absolute magnonic gap is wider for the triangular 
lattice (c) than for the square lattice (d).  
The results of a comparative study of 2D magnonic crystals with square and triangular 
lattice of the Ni inclusions in Fe matrix are shown in Figure 7. The magnonic band structures 
for triangular and square lattices are shown in Figure 7 (c) and (d), respectively. We find 
that in the range of small lattice constants the triangular arrangement of cylindrical dots 
support opening of a magnonic gap. This gap exists for a greater range of filling fraction 
values and is much wider for a triangular lattice (see Figure 7 (b)). This is similar to the 
results of similar studies of photonic and phononic crystals. An increase of the lattice 
constant results in changes in mutual relation between the exchange and magnetostatic 
interactions. This leads to lowering frequencies of spin waves and decreasing the gap width 
up to closing it. In the magnetostatic regime, i.e. when the magnetostatic interactions 
dominate, the nonuniformity of the demagnetizing field is crucial for low frequency spin 





The elliptical deformation of cylindrical dots in 2D magnonic crystals was investigated in 
Ref. 107 by means of the plane wave method. The use of rods in the shape of elliptic 
cylinders as scattering centres in 2D magnonic crystals implies the introduction of two 
additional structural parameters: the cross-sectional ellipticity of the rods and the angle of 
their rotation in the plane perpendicular to the rod axis (the plane of spin-wave 
propagation). In contrast to the lattice constant, a change of which will strongly modify the 
magnonic spectrum, these new parameters allow fine tuning of the width and position of 
the bands and band gaps. For specific in-plane rotation angles, changing the rod ellipticity 
will modify the position, width, and number of bands (Figure 8). Thus, an appropriate use 
of rods of elliptical cross section offers additional possibilities in the design of magnonic 
filters with precisely adjusted passbands and stopbands.  
 
Fig. 8. Fine tuning of the magnonic band structure in the thin film 2D magnonic crystal. (a) 
Schematic view of the 2D magnonic crystal under study, section in the plane of periodicity. 
(b) High-symmetry path over the 2D Brillouin zone for ellipses arranged in a square lattice. 
(c)-(d) The lowest magnonic gaps (shaded) vs. rod ellipticity for 2D YIG/Fe magnonic 
crystals with two angles of the in-plane rotation of the rods: (c) α = 0° and (d) α = 45°. The 
other parameters are: lattice constant 10 nm, filling fraction 0.5, film thickness 50 nm, and 
external magnetic field 0.1 T.  
3D band gap and effectively continuous metamaterials are the least studied objects in 
magnonics, due to both increased difficulty of their theoretical treatment and currently 
limited outlook for their fabrication and experimental investigation. Collective spin wave 
modes in 3D arrays of ferromagnetic particles in non-magnetic matrices were studied in 
Refs. 109,110. Magnonic band structure of 3D all-ferromagnetic magnonic crystals was 
calculated by Krawczyk and Puszkarski111,112. Here, again the depth of modulation of 
magnetic parameters is essential to generate magnonic bands and forbidden-frequency gaps 
of significant width.  
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Fig. 7. The magnonic spectrum of periodic slab of finite thickness composed of the Ni 
inclusions embedded in Fe matrix (a) is strongly dependent on the filling fraction: the ratio 
of inclusion volume to the volume of unit cell, and depend on the lattice type. The 
maximum of the width of the first magnonic gap is reached for the intermediate values of 
the filling fraction (b). Note that the first absolute magnonic gap is wider for the triangular 
lattice (c) than for the square lattice (d).  
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The elliptical deformation of cylindrical dots in 2D magnonic crystals was investigated in 
Ref. 107 by means of the plane wave method. The use of rods in the shape of elliptic 
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Fig. 8. Fine tuning of the magnonic band structure in the thin film 2D magnonic crystal. (a) 
Schematic view of the 2D magnonic crystal under study, section in the plane of periodicity. 
(b) High-symmetry path over the 2D Brillouin zone for ellipses arranged in a square lattice. 
(c)-(d) The lowest magnonic gaps (shaded) vs. rod ellipticity for 2D YIG/Fe magnonic 
crystals with two angles of the in-plane rotation of the rods: (c) α = 0° and (d) α = 45°. The 
other parameters are: lattice constant 10 nm, filling fraction 0.5, film thickness 50 nm, and 
external magnetic field 0.1 T.  
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Figure 9. The assumed value of the simple cubic (sc) lattice constant was 10 nm; the 
magnetic parameters of the matrix material were close to those of YIG, and the magnetic 
parameters of the ferromagnetic material of the spheres corresponded to iron. Two 
magnonic gaps in the resulting spectrum were observed. The first magnonic gap is 
delimited by the two lowest spin-wave excitations, one localized in the Fe spheres and the 
other in the matrix branches I and II, respectively (Figure 9 (b) and (c)). Among three cubic 
structures studied in Ref. 112 the magnonic crystal with face centred cubic (fcc) lattice is 
most suitable for gap opening.  
In Ref. 113, a detailed study of all the possible combinations of 3D magnonic crystal 
component materials from: Co, Ni, Fe, and Py for spheres and matrix was performed to find 
optimal material configurations for which either absolute or partial magnonic gaps occur in 
the magnonic spectrum of the 3D magnonic crystal with hexagonal structure. Among the 
MCs considered in this study, an absolute magnonic gap is obtained in a crystal with Ni 
spheres embedded in Fe.  
 
Fig. 9. (a) The magnonic band structure of a simple cubic (sc) magnonic crystal with a 
lattice constant of 10 nm. The magnonic crystal is composed of Fe spheres of radius 26.28 
Å disposed in sites of the sc lattice and embedded in YIG. Blue circles indicate the 
beginnings of the first two branches at point at which profiles of spin-waves are shown in 
(b) and (c). (b) and (c) Profiles of squared dynamic magnetization component in two 
adjacent planes, (002) and (001) right and left column, respectively. The planes are shown 
in the inset on the top-right. White colour corresponds to maximum values of amplitudes 






Using the method from Refs. 112 and 113, we performed calculations for 3D magnonic 
crystals based on magnetoferritin crystals (mFT) described in the next section. In the 
calculations, we assumed mFT spheres (diameter 8 nm) in fcc lattice (with lattice constant 14 
nm) immersed in Co. Assuming magnetic and structural parameters taken from literature 
for dehydrated mFT crystals and cobalt, we showed in Figure 10 (a) that a wide absolute 
magnonic band gap should exist in the magnonic spectrum of the structure, well above 100 
GHz. It means that replacing the protein shell in magnetoferritin crystals with ferromagnetic 
metals should allow for opening the magnonic band gap. The gap is absolute and wide, and 
so, it is very promising for application of 3D magnonic crystals.  
 
Fig. 10. (a) The magnonic band structure of fcc magnonic crystal with lattice constant of 14 
nm is shown. The magnonic crystal is composed of magnetoferritin spheres of diameter 8 
nm embedded in Co. The external bias magnetic field 0.1 T is applied along z-axis. (b) First 
Brillouin zone of the fcc lattice, with the path along which we calculate the magnonic band 
structure in (a).   
The magnonic dispersion can also be calculated from the results of micromagnetic 
simulations by Fourier transforming them in both temporal and spatial dimensions into the 
reciprocal space. For 1D samples, the method was realised in Ref. 16, and then used in a 
number of further studies114,115. So, Figure 11 shows the magnonic dispersion of a stack of 
dipolarly coupled magnetic nanoelements, studied in Ref. 115. The sign of the magnonic 
dispersion along the stacking direction is determined by the spatial character and ellipticity 
of the corresponding modes of an isolated nanoelement. Moreover, there exists a critical 
value of the ellipticity at which the sign of the magnonic dispersion changes from negative 
to positive in a discontinuous way. The discovered effect suggests a novel way of tailoring 
the dispersion of collective spin waves in magnonic bandgap metamaterials, unique to 
magnonics.  
Reprogrammable dynamic response has been demonstrated through different remanent 
states of planar arrays of nanomagnets116. The reconfiguration of a 1D magnonic crystal has 
recently been demonstrated via variation of the orientation of neighbouring ferromagnetic 
nanowires from a parallel to anti-parallel magnetic states (Figure 12)117,118. Experiments and 
simulations have shown that spin waves propagating perpendicular to the long axis of such 
coupled nanowires experience different artificial magnonic band structures in 
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Fig. 11. The magnonic dispersion is shown for a stack of 240 stadium shaped magnetic 
elements with dimensions of 100x50x10 nm3. The inset schematically shows the studied 





(a)   
(b)  
Fig. 12. Two different remanent magnetic configurations of a 1D magnonic crystal formed 
by interacting ferromagnetic nanowires are shown for (a) parallel and (b) anti-parallel 
alignment of neighbouring nanowires. In (b), the magnetic unit cell of the magnonic crystal 
is twice as large as the geometrical one, leading to zone folding effects of magnon 
dispersions in the reciprocal space [117].  
6. Theory of effectively continuous magnonic metamaterias 
The theory of the effective properties of magnonic metamaterials in situations when they 
behave as “effectively continuous” can often be derived as the long wavelength limit of the 
corresponding band gap theory. The latter can however be quite complex, so that it becomes 
more practical and useful to develop the effectively continuous theory without a reference 
to the band gap one. In the case of the effective permeability of magnetic composites and 
metamaterials, the majority of analytical models employ the so-called macrospin 
approximation, in which each magnetic inclusion within a non-magnetic matrix is 
considered as a single giant spin and is therefore characterized by a single magnetic 
resonance. However, it is well known that the spin wave spectrum of magnetic nano-
structures and nano-elements has a complex structure, featuring series of resonances due to 
spatially non-uniform spin wave modes54-56,61,64,67-69,71,92-99,115,119. Each of the resonances is 
expected to contribute to the susceptibility tensor of the magnetic constituents and 
correspondingly to the permeability tensor of the whole metamaterial. The resonance 
frequencies can be controlled and reconfigured by the external magnetic119-121 and 
electric122,123 fields, and the same functionalities should therefore be inherited by the 
magnonic metamaterials.  
A method of calculation of the effective permeability that takes full account of the complex 
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Ref. 59. In this method, the susceptibility tensor of an isolated inclusion is calculated 
numerically and then used as an input to an analytical expression (a so-called “mixing rule”) 
for the permeability of the whole metamaterial. Finding the susceptibility tensor of the 
isolated inclusion is a standard problem for micromagnetics, and can be addressed using a 
number of different approaches. For example, full-scale numerical micromagnetic 
simulations could be performed using one of the available micromagnetic packages (e.g. 
Nmag124, OOMMF125, or MicroMagus126). Alternatively, the dynamical matrix method, 
which has already been introduced above, can be used a form modified to facilitate the 
susceptibility calculations. The results of the application of the method to a model 
metamaterial representing an array of magnetic nanodisks embedded into a non-magnetic 
matrix (inset in Figure 13) is shown in Figure 14. Figure 13 shows the region of geometrical 
parameters of such a metamaterial, in which one of the components of the permeability 
tensor becomes negative within a certain frequency range. The method also presents a 
useful way by which to compare the different micromagnetic methods in order to evaluate 
the accuracy to be expected from micromagnetic simulations. In particular, we find that the 
results produced by the state-of-art micromagnetic simulations agree with each other within 
an error bar of about 5%, which has to be taken into account when micromagnetic 
calculations are used to model experimental data.  
 












(Filling factor   ~1.6 %)
 
Fig. 13. The range of values of the in-plane edge-to-edge separation (b) and the distance 
between layers (c) in which yyμ  component of the permeability becomes negative near the 
frequencies of the dominant magnonic resonances. The inset shows the geometry of the 
metamaterial consisting of magnetic discs in a non-magnetic matrix. The discs are located in 
nodes of a hexagonal lattice. The disk diameter is d = 195 nm, the in-plane edge-to-edge 
separation is b = 20 nm, the distance between the layers is c = 140 nm and is much greater 































































Fig. 14. The real and imaginary parts of the four components of the effective permeability 
tensor are shown as functions of frequency for the metamaterial depicted in Figure 13. The 
filling factor is 2.48% and the constant external magnetic field is Hbias = 933 Oe. The field is 
applied in the plane of the layers along the x axis. The insets show the spatial profiles of the 
mode amplitude (top) and phase (bottom) for the two dominant modes.  
7. Bottom-up technologies for metamaterials 
In the context of nanostructured magnonic metamaterials, the main nanomanufacturing 
challenge is to fabricate large-scale periodic structures consisting of or containing magnetic 
materials precisely and controllably tailored at the nanometre scale. Being at the limit of 
current lithographic tools, the challenge requires bottom-up technologies be exploited 
instead. For example, protein based colloidal crystallisation techniques can be used to 
produce macroscopic 3D ordered magnetic arrays127,128.  
There are a number of possible ways to achieve a periodic 3-dimensional magnetic 
structure. Apart from top-down lithography, which is generally limited to structures with a 
height much less than their in-plane dimensions, self-assembly offers a number of 
promising routes. For example, a number of researchers have used colloidal crystallization 
to generate periodic 3-dimensional arrays of magnetic nanoparticles129. A variation of this 
approach, which has the advantage that it separates nanoparticle functionality and array 
formation, exploits the ability of certain proteins both to act as templates for nanoparticle 
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storage protein ferritin as a template for the growth of ferrimagnetic magnetite-maghemite 
nanoparticles127,130. Ferritin consists of a spherical protein shell with an outer diameter of 12 
nm and an inner diameter of 8 nm, and the in vivo incorporation of Fe into apoferritin 
(ferritin without its mineral core) is achieved by the oxidation of Fe2+ ions transported 
through its ion channels.  
Following magnetite nanoparticle synthesis, the magnetoferritin (this is the name given to 
ferritin containing a synthetic ferrimagnetic core) is purified by ion-exchange 
chromatography, and then passed through a stainless-steel-packed column in a uniform 0.7-
0.8 T magnetic field to separate any protein including non- or poorly-magnetic nanoparticles 
from the magnetoferritin. In a further purification stage size-exclusion chromatography is 
used to separate magnetoferritin monomers from dimers and oligomers before 
crystallization, which used the sitting-drop vapour diffusion technique and Cd2+ as a 





Fig. 15. (a) Schematic showing how crystallizing a protein used as a template for 
nanoparticle growth gives a periodic 3D array of nanoparticles. (b) Optical image showing 
magnetoferritin crystals. Each crystal is a periodic 3-dimensional array of magnetite 
nanoparticles.  
To study the metamaterials properties of several magnetoferritin crystals in parallel, fifty 
of the as-prepared crystals were mounted on a coplanar waveguide (CPW) in order to 
perform all electrical spin-wave spectroscopy131,132. In contrast to earlier studies on 
nanoparticle arrays where a microwave cavity at a fixed frequency was used133,134, the 
CPW-based technique allows one to measure over a broad frequency range. The CPW 
with the magnetoferritin crystals on top of it is shown in Figure 16. Using a VNA, which is 
connected to the CPW via microwave probe tips, we apply a microwave current to the 
CPW. This provokes a microwave magnetic field hrf around the inner conductor of the 





excitations in the magnetoferritin crystals when exploring the metamaterials properties. 
Using a 20 µm wide inner conductor, we excite spin waves with a distribution of wave 
vectors k given by the current distribution through the CPW135. Experiments are carried 
out in a cryogenic setup allowing us to perform measurements over a wide temperature 
range with an external field of up to 2.5 T. The field is applied in a direction perpendicular 
to the plane of the CPW. This direction is chosen so that torque τ ~ M x hrf is maximised 
when M (hrf) is out-of-plane (in-plane). Torque τ excites the spin waves.  
We start our discussion from room temperature data taken at 290 K (Figure 16). We measure 
the dynamic response as a function of applied external field. We observe pronounced 
absorption with a linear dependency indicated by the white dashed line. Interestingly, the 
resonance starts to appear at fields larger than 0.1 T, whereas at 0 T there is no resonance 
observed. We attribute the observed behaviour to the paramagnetic response of the protein 
crystals, in which the magnetization vectors of the nanoparticles are randomly aligned at 
zero field. An anisotropy term does not seem to be present to provoke a non-zero resonance 
frequency at small field. The individual nanoparticles show superparamagnetic behaviour, 





 (9 mm long)






Fig. 16. (Top) Microscopy image of the 9 mm long coplanar wave guide containing 50 
magnetoferritin crystals as shown in Figure 15. (Bottom) Spectroscopy data taken at 290 K 
(left) and 5 K (right) as a function of perpendicular magnetic field. Dark colour indicates 
spin-wave excitation. The broken lines are guides for the eyes reflecting both the field 
dependency at 290 K to facilitate comparison.  
The data at 5 K show a different behaviour, as we observe a clear absorption peak even at 
zero field. Here, the resonance is measured to be at 6 GHz. For fields larger than about 0.5 T, 
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but it is slightly shifted towards higher frequencies if compared to the room temperature 
measurement (white dashed line). The resonance frequency at zero field implies an 
anisotropy term aligning spins even without external field.  
In order to use 3D nanoparticle assemblies as all-magnetic metamaterials, it would be 
relevant that researchers combine the protein based nano-manufacturing with advanced 3D 
material deposition techniques such as atomic layer deposition (ALD)136 and 
electrodeposition tailored for use with multiple magnetic materials. From this all-
ferromagnetic 3D magnonic metamaterials might result. ALD film growth is self-limited, 
thereby achieving atomic scale control of the deposition. Recently, ALD was used to deposit 
ferromagnetic thin-films (such as Ni, Co, Fe3O4) into deep-etched trenches and 
membranes137,138,139. The complementary topology is also possible by, e.g., conformal coating 
of templates consisting of tailored nanowires140. Such possibilities make ALD a promising 
tool by which to fabricate 3D magnonic devices. Electrodeposition is also very well suited 
for deposition into complex templates141. It is fast and thereby suitable for scaling-up to 
produce large numbers of devices. For example, arrays of cylindrical magnetic nanowires 
deposited electrochemically within porous membranes142,143,144 have attracted much 
attention due to their potential for use as microwave145 and THz13 devices.  
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community of magnonics researchers has already demonstrated that they are up to the 
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1. Introduction 
The increasing demands on compact multifunctional devices have necessitated the 
development of multi-frequency printed dipoles which can be integrated into familiar devices 
such as laptop computers and mobile phones. The typical difficulties encountered in designing 
compact antennas include narrow bandwidth, and low radiation efficiency. In order to achieve 
a good efficiency, considerable effort must be expended on the matching network. Other 
researchers have found that the bandwidth of the dipole antenna can be enhanced by loading 
the antenna with parallel lumped element circuits (Rogers et al., 2003). Over the last decade, 
increasing demands for low profile multifunctional antennas have resulted in considerable 
interest by the electromagnetic research community in Metamaterials (MTMs). Due to unique 
electromagnetic properties, MTMs have been widely considered in monopole and dipole 
antennas to improve their performance (Erentok et al., 2005; Erentok et al., 2008; Liu et al., 
2009; Jafargholi et al., 2010). The applications of Composite Right/Left Handed (CRLH) 
structures to load the printed dipole have been investigated both numerically (Iizuka et al., 
2006; Iizuka et al., 2007; Borja et al., 2007) and analytically (Rafaei et al., 2010). However, main 
drawbacks of this method are low gain and low efficiency. The use of transmission-line based 
MTMs to realize a tri-band monopole antenna has been recently investigated in (Zhu et al., 
2010). However, the cross polarization levels of the proposed antenna in (Zhu et al., 2010) are 
very high. It is also known that the antenna properties can be improved by covering the metal 
radiating parts or filling the antenna volume. For instance, the bandwidth of the microstrip 
patch antenna can be significantly improved by replacing the dielectric substrate with the 
magneto-dielectric one (Mosallaei et al., 2007). Recently, (Erentok et al., 2008) have considered 
the use of Double Negative (DNG) cover to match an electrically small electric dipole antenna 
to free space. The effect of complex material coverings on the bandwidth of the antennas has 
been also investigated in (Tretyakov et al., 2004). 
In this section, first, the influence of the material inclusions on the input impedance of the 
loaded dipoles excited by a delta function is analytically investigated. Novel and accurate 
analytical expressions for the input impedance of the loaded dipoles are proposed based on 
the mode matching technique. The boundary conditions are also enforced to obtain several 
simultaneous equations for the discrete modal coefficients inside the radiating region. Study 
of the input impedance of the whole multilayered structure is accomplished by the cascade 
connection of mediums as characterized by their constitutive parameters. New and accurate 
analytical formulas for the loaded dipole antenna are derived and successfully validated 
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2009; Jafargholi et al., 2010). The applications of Composite Right/Left Handed (CRLH) 
structures to load the printed dipole have been investigated both numerically (Iizuka et al., 
2006; Iizuka et al., 2007; Borja et al., 2007) and analytically (Rafaei et al., 2010). However, main 
drawbacks of this method are low gain and low efficiency. The use of transmission-line based 
MTMs to realize a tri-band monopole antenna has been recently investigated in (Zhu et al., 
2010). However, the cross polarization levels of the proposed antenna in (Zhu et al., 2010) are 
very high. It is also known that the antenna properties can be improved by covering the metal 
radiating parts or filling the antenna volume. For instance, the bandwidth of the microstrip 
patch antenna can be significantly improved by replacing the dielectric substrate with the 
magneto-dielectric one (Mosallaei et al., 2007). Recently, (Erentok et al., 2008) have considered 
the use of Double Negative (DNG) cover to match an electrically small electric dipole antenna 
to free space. The effect of complex material coverings on the bandwidth of the antennas has 
been also investigated in (Tretyakov et al., 2004). 
In this section, first, the influence of the material inclusions on the input impedance of the 
loaded dipoles excited by a delta function is analytically investigated. Novel and accurate 
analytical expressions for the input impedance of the loaded dipoles are proposed based on 
the mode matching technique. The boundary conditions are also enforced to obtain several 
simultaneous equations for the discrete modal coefficients inside the radiating region. Study 
of the input impedance of the whole multilayered structure is accomplished by the cascade 
connection of mediums as characterized by their constitutive parameters. New and accurate 





through a proper comparison with the results obtained with the commercial software CST 
Microwave Studio. 
Moreover, a compact multiband printed dipole antenna loaded with reactive elements is 
proposed. The reactive loading of the dipole is inspired by the Epsilon-Negative (ENG) and 
DNG- MTM inclusions, which enable the loaded dipole to operate in multiband. The 
reactive loads are realized by two rake-shaped split ring resonators (SRRs) facing each other. 
Investigations reveal that the loaded dipole radiates at two or three separated bands 
depending on symmetrical or asymmetrical loading and load locations. The new resonance 
frequencies are lower than the natural resonance frequency of the conventional half 
wavelength dipole. In this range of frequencies, the radiation efficiency of the composite 
antenna is high. In order to validate the simulation results, a prototype of the proposed 
printed dipole is fabricated and tested. The agreement between the simulated and measured 
results is quite good. 
2. Full-wave analysis of loaded dipole antennas using mode-matching theory 
In recent years, introducing MTMs opened the way for many researcher groups to enhance 
the antenna performances. Due to unique electromagnetic properties, MTMs have been 
widely considered in monopole and dipole antennas to improve their performance 
(Jafargholi et al., 2010). The problem of dielectric loaded wire antenna is heretofore analyzed 
using numerical methods, e.g., Method of Moment (MoM) (Shams et al., 2007), Finite 
Difference Time Domain (FDTD) (Beggs et al., 1993), and simulations based on commercial 
software (Kennedy et al., 2006). However, the analytical analysis of the dielectric loaded 
dipole antennas has not been reported in the literature.  
The novelty of this section is to introduce a mode-matching analysis of a dipole antenna 
loaded with material inclusions. In this section, a theoretical formulation for a multiply 
dielectric loaded slotted spherical antenna is proposed based on the mode-matching 
method, to predict the behavior of the loaded dipole. It is worth noting that the radiation 
pattern of a finite length small angle biconical antenna differs only slightly from the pattern 
of a dipole (Kraus et al., 2002). Here, since the biconical antenna can be exactly analyzed and 
it also reduces, in the limiting case, to a cylindrical dipole antenna (Collin et al., 1969), this 
structure is considered for the analytical investigations. The obtained analytical formulas 
confirm the general conclusions recently presented in (Shams et al., 2007; Beggs et al., 1993), 
regarding the effect of material inclusions on the dipole antenna performance. It is 
demonstrated that the inclusion influence on the input impedance of a dipole is significant 
only for DNG-MTM inclusions.  
2.1 Field analysis  
Fig. 1(a) illustrates a slotted dielectric loaded hollow conducting sphere of radius a, 
containing a Hertzian dipole ( )ˆJ zJ r rδ ′= − , placed at the center ( r r , 0,θ φ′= = ), Here 
( )r, ,θ φ  are the spherical coordinates and δ  is a delta function. The time convention of is 
j te ω−  suppressed throughout. Due to azimuthally symmetry, the fields depend on ( )r,θ  and 
the fields are then TM waves, which can be expressed in terms of magnetic vector potentials. 
The total magnetic vector potential for the un-slotted sphere (First region, I) is a sum of the 
primary and secondary magnetic vector potentials, (Ock et al., 2009). 
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Now consider a slotted conducting sphere, as shown in Fig. 1(a). The total magnetic vector 
potential in region (I) consists of the incident iA  and scattered IrA  potentials as  
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Here, nC  is an unknown modal coefficient. The r-component of the magnetic vector 
potential in region (II, III, IV, and V) of the l-th slot is 
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The r-component of the magnetic vector potential in region (VI) is 
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Fig. 1. (a) Multiply- (b) single slotted dielectric loaded conducting hollow sphere,  
and (c) dielectric loaded dipole antenna: cross-sectional view, a=0.1mm, b=2.5mm,  
h=|c-b|=0.5mm, d=5mm, r0=0.1mm, H=2.4mm, Ld=4.9mm, and the dipole radius, rd, is 
equal to 0.1mm. From (Jafargholi et. al., 2012), copyright © 2012 by the Electromagnetics, 
Taylor & Francis Group, LLC. 
where nF  is an unknown modal coefficient and 
( ) ( )2nĤ .  is the spherical Hankel function of the 
second kind. To determine the modal coefficients, we enforce the field continuities as Table 1.  
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Table 1. Boundary conditions 
Applying orthogonal integrals and mathematical manipulation some can write the 
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The required definitions are illustrated in the appendix. For a single slot configuration 
(biconical antenna loaded with a dielectric, Fig. 1(b), due to the magnetic field boundary 
condition between region III and IV, ( )l ,vR cosγ θ  has been simplified as 
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Finally, the unknown coefficients are  
II II III III IV IV V V
n v v v v v v v v nC , D , E , D , E , D , E , D , E , F  
2.2 Numerical analysis 
From the formulas presented in the previous section it is straightforward to write short 
programs that illustrate the difference between the different types of material inclusions. To 
this aim, the cone angle of the biconical antenna is selected to be as small as possible, e.g., 
2α1=2.5 degree. To clear this selection, it is should be noted that, based on (Collin et al., 
1969), it is well known that the input impedance of a biconical antenna changes significantly 
by changing cone angle. Hence the input impedance of a biconical antenna is investigated 
with regards to its cone angle. The inverse radiation impedance vZ  of biconical antennas, 
for the small feed gap condition ( 1k a 1<< ) is given by (Ock et al., 2009; Saoudy et al., 1990) 
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     (17) 
The analytic simulations have been compared with CST simulation results of an equivalent 
dipole antenna (radius, rd). The results have been presented in Fig. 2. According to these 
results for the antenna radius rd <0.01λ (≈biconical antenna 2α1≤3.4 degree, with regards to 
f=25GHz as main frequency) the loaded dipole may be considered as a limit case of a loaded 
biconical antenna (the approximation meet numerical simulations with good agreement). 
The simulation parameters have been considered as: a=0.1mm, b=2.5mm, h=|c-b|=0.5mm, 
d=5mm, r0=0.1mm, H=2.4mm, Ld=4.9mm, and the dipole antenna filled with DPS material 
inclusions, (εr=2.2 and μr=1). It is should be noted that for the radius 0.01λ<rd<0.02λ, the 
antenna input impedance has been extracted approximately; and larger values cause 
significant errors in impedance computations. 
a. Dielectric-Covered Biconical Antennas 
To validate the proposed method, it is useful to consider a conventional covered biconical 
antenna (Fig. 3) as first limiting case. The input impedance of a thin biconical antenna 
embedded in dielectric material has been derived by (Tai et al., 1958). A slightly more 
general expression applicable to a biconical antenna embedded in a lossless material of 
arbitrary permeability and permittivity has been given by (Polk et al., 1959). 
Assuming L 1= , the region III fills by PEC, and 1k a 1<< ; the slotted conducting sphere 
becomes a biconical antenna, as shown in Fig. 3. In Fig. 4, the effects of the numbers of 
modes in computation convergence have been depicted. It is clear that good convergence 
has been achieved.  
In Fig. 5, the analytic results for the impedance of a biconical antenna have been compared 
with CST simulation results. As it is stated before, the antenna cone angle has been chosen 
as 2α1=2.5 degree. According to this figure, a good agreement has been achieved between 
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as 2α1=2.5 degree. According to this figure, a good agreement has been achieved between 
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Fig. 4. Convergence analysis of the dielectric- covered biconical antenna, input impedance 
(a) real, and (b) imaginary parts. From (Jafargholi et. al., 2012), copyright © 2012 by the 
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Fig. 4. Convergence analysis of the dielectric- covered biconical antenna, input impedance 
(a) real, and (b) imaginary parts. From (Jafargholi et. al., 2012), copyright © 2012 by the 


















































Fig. 5. Input impedance of the dielectric-covered biconical antenna: analytical against 
numerical results. Analytical results are obtained using proposed analytical expressions; 
numerical results are computed by CST software; (a) real, and (b) imaginary parts. From 
(Jafargholi et. al., 2012), copyright © 2012 by the Electromagnetics, Taylor & Francis 
Group, LLC. 
In Fig. 6, the analytic result for impedance of dielectric covered biconical antenna versus 
dielectric material has been illustrated. The antennas parameters are b=5mm, 2α1=2.5 degree,  
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Fig. 6. Input impedance of the dielectric-loaded biconical antenna: analytical against 
numerical results. Analytical results are obtained using proposed analytical expressions; 
numerical results are computed by CST software; (a) real, and (b) imaginary parts. From 






a=0.1mm. It seems clearly that the antenna input impedance affects significantly with 
dielectric material. The insertion of dielectric material into the biconical antenna structure 
causes increased frequency dependence of the antenna. The larger material permittivity, the 
more rapid is the variation of the input impedance. Similar results have been obtained by 
(Saoudy et al., 1990; Tai et al., 1958; Polk et al., 1959).  
b. Dielectric Loaded Biconical Antenna 
In order to demonstrate the capability of the MTM loading to realize a miniaturized 
antenna, two examples are studied here. The first one is a dipole antenna filled with Double 
Positive (DPS) material inclusions, (εr=2.2 and μr=1). A DNG-loaded dipole antenna, whose 
parameters are labeled in Fig. 1(c), is also studied. Here, the Drude model (Jafargholi et al., 
2011) is used to simulate the MTM inclusions, since it can yield a negative real part of the 
permittivity/permeability over a wide frequency range. For the DNG inclusions, both μ and 
ε obey the Drude model (with plasma frequency ωp=15×1010 rad/s and collision frequency  
fc =0.01GHz) as bellow 
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= − ∈
−        (18) 
In Fig. 7, the effects of the numbers of modes in computation convergence have been 
presented. Again, it is clear that good convergence has been obtained. The computation time 
of the analytic model is about 5 minutes for all frequency points compared to several hours 
using CST over a frequency range of 0 to 30GHz, while this time increased in CST for higher 
permittivity and permeability materials. (For a 3.2GHz dual core CPU with 2GByte RAM). 
The analytical results for the input impedance (both real and imaginary parts) of the DPS- 
and DNG-loaded dipole antennas are presented in Fig. 8. As a reference, the simulated 
input impedance of equivalent DPS- and DNG- loaded dipoles are also plotted in this 
figure. As can be seen in this figure, the analytical results for the input impedance of the 
loaded dipoles are in good agreement with the CST simulation results. Simulations show 
that for the dipole antenna loaded with DNG-inclusions, an additional resonance frequency 
is introduced at the frequencies lower than the antenna resonant frequency where the 
antenna radiates an omnidirectional radiation pattern. In contrast, for the dipoles loaded 
with DPS-inclusions, changing DPS locations on the antenna arms causes no resonances at 
frequencies lower than the main resonant frequency. 
3. A compact multi-band printed dipole antenna loaded with single-cell MTM 
Now, the effect of material inclusions embedded in a simple dipole antenna has been 
investigated. The numerical investigations result in some general conclusions regarding the 
effect of material inclusions on the dipole antenna performance. It is demonstrated that in 
contrast to the DPS and Mu-Negative (MNG) MTMs, ENG- and DNG-MTM inclusions can 
provide multi-band performance. To practically realize this method, a compact multiband 
printed dipole antenna is designed using reactive loading, which is inspired by ENG-MTM 
inclusions. To this aim, a novel printed MTM element is proposed and successfully tested. 
The proposed MTM cell shows ENG behavior at around the antenna operating frequency.  
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Fig. 7. Convergence analysis of the dielectric- loaded biconical antenna, input impedance (a) 
real, and (b) imaginary parts. From (Jafargholi et. al., 2012), copyright © 2012 by the 
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Fig. 8. Input impedance of the loaded biconical antenna: analytical against numerical results. 
Analytical results are obtained using proposed analytical expressions; numerical results are 
computed by CST software; (a) real, and (b) imaginary parts for dielectric materials and (c) 
real, and (d) imaginary parts for DNG metamaterials. From (Jafargholi et. al., 2012), 
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Fig. 8. Input impedance of the loaded biconical antenna: analytical against numerical results. 
Analytical results are obtained using proposed analytical expressions; numerical results are 
computed by CST software; (a) real, and (b) imaginary parts for dielectric materials and (c) 
real, and (d) imaginary parts for DNG metamaterials. From (Jafargholi et. al., 2012), 





The dimensions of the proposed MTM cell is optimized to meet the specifications of the 
mobile bands (890.2MHz–914.8MHz, and 1710MHz–1784MHz) while maintaining its 
compact size. The antenna radiation efficiency at the first resonance frequency is 
significantly higher than those reported for other miniaturized printed dipoles in the 
literature (Iizuka et al., 2006; Iizuka et al., 2007; Borja et al., 2007; Rafaei et al., 2010). It is 
worthwhile to point out here that the subject of single-cell MTM loading is not new and has 
been studied by other authors (Zhu et al., 2010).  
3.1 A dipole antenna loaded with MTM inclusion 
It is known that the resonance frequencies of an original monopole/dipole are harmonics of 
the main resonant frequency ω1. However, ominidirectional radiation pattern distortion and 
low directivity are two major disadvantages associated with monopole/dipole antenna 
resonating at higher order harmonics (ωm>ω1) (Balanis, 1989; Jafargholi et al., 2010).  
In this section, a simple and intuitive rule for determining the beneficial filling material type 
for dipole antennas has been introduced. A dipole antenna loaded with cylindrical 
dispersive MTM inclusions is shown in Fig. 9. It is assumed that the MTM inclusions are 
embedded in the both arms of the dipole. Here, the Drude model (Engheta et al., 2006) is 
used to simulate the MTM inclusions, since it can yield a negative real part of the 
permittivity/permeability over a wide frequency range. Depending on the MTM type either 
μ or ε (or both) obey the Drude model (with plasma frequency ωp=1.8×1010 rad/s and 
collision frequency fc =0.2GHz) and are equal to one otherwise. The distance from the 
location of the MTM inclusions to the feed point is denoted as dMIF.  
 
 
Fig. 9. An ideal model of MTM loaded dipole: Ld=120mm, Wi=2.5mm, G=5mm, d=27mm. From 
(Rafaei et al., 2011), copyright © 2011 by the IET Microwaves, Antennas & Propagation. 
The behaviors of the loaded dipole as a function of the MTM type and the distance of the 
MTM inclusions from the antenna feed point, dMIF, have been studied. Fig. 10 shows the 
antenna reflection coefficient for the dipoles loaded with DPS-, MNG-, DNG-, and ENG-
inclusions, with dMIF as a parameter. As the ENG- or DNG- inclusions are added, the 
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It can be concluded from Fig. 10 that for the dipole antenna loaded with DNG- or ENG-
inclusions, an additional resonance frequency is introduced at the frequencies lower than 
the antenna resonant frequency where the antenna radiates an omnidirectional radiation 
pattern. In contrast, for the dipoles loaded with DPS- or MNG-inclusions, changing 
DPS/MNG locations on the antenna arms causes no resonances at frequencies lower than 
the main resonant frequency, as shown in Fig. 10(a,b).  
 
Fig. 10. CST simulation results for |S11| [dB], versus location of (a) DPS-, (b) MNG-, (c) 
DNG- and (d) ENG-inclusions. From (Rafaei et al., 2011), copyright © 2011 by the IET 
Microwaves, Antennas & Propagation. 
As the distance between the ENG-/DNG-inclusions and the feed point is increased, the 
main resonant frequency decreases while the low resonant frequency is almost unchanged. 
This feature provides the ability to choose the second resonance frequency arbitrarily based 
on provision dictated by application. And thus the frequency ratio between these two 
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It can be concluded from Fig. 10 that for the dipole antenna loaded with DNG- or ENG-
inclusions, an additional resonance frequency is introduced at the frequencies lower than 
the antenna resonant frequency where the antenna radiates an omnidirectional radiation 
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As the distance between the ENG-/DNG-inclusions and the feed point is increased, the 
main resonant frequency decreases while the low resonant frequency is almost unchanged. 
This feature provides the ability to choose the second resonance frequency arbitrarily based 
on provision dictated by application. And thus the frequency ratio between these two 





In addition, for the case of the dipoles loaded with DNG-/ENG-blocks and 
50mm<dMIF<75mm, more than one resonance is introduced at around the antenna main 
resonant frequency where the antenna radiates omnidirectional radiation patterns, as shown 
in Fig. 10(c,d). 
To make the concept more clear, three DNG loaded dipoles are designed and simulated. The 
reflection coefficient results for the dipole antennas loaded with different DNG blocks and 
different dMIF are shown in Fig. 11. For comparison purposes, the reflection coefficient of an 
unloaded dipole antenna is also presented in Fig. 11. As can be seen, all the antennas have 
multi-resonance behavior. The first frequency bands of the proposed loaded dipoles are 
narrow. This narrow frequency bands are the direct consequence of the resonant nature of 
the MTM inclusions. The gain, efficiency, and bandwidth of the three loaded dipoles are 
compared in Table 2. For the first design, the antenna bandwidth at first resonance is quite 
good but its gain is low. In contrast, for the second design, the antenna has a high gain at the 
first resonance frequency but at the expense of a narrower bandwidth. As a result, the type 
of the DNG-inclusion is a result of a trade-off between the antenna radiation efficiency 
(gain) and bandwidth, such as design III. 


















DNG Loaded, Desgin II
DNG-Loaded, Desgin III
 
Fig. 11. Reflection coefficient results for dipole antennas loaded with different DNG blocks; 
Design I: dMIF=72mm and Drude model with ωp=1.8×1010rad/s, and fc =0.2GHz, Design II: 
dMIF=100mm, ωp=1.8×1010rad/s and fc =0.01GHz, and Design III: dMIF=85mm, ωp=1.8×1010rad/s 
and fc =0.1GHz. As a reference, an unloaded dipole antenna is also simulated. From (Rafaei et 
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Table 2. Gain, efficiency, and bandwidth characteristics of the dipole antenna loaded with 
different DNG inclusions  
The behaviors of the loaded dipole as a function of the plasma frequency for dMIF=72mm, 
have been also studied. Fig. 12 shows the antenna reflection coefficient for the dipoles 
loaded with ENG-, DNG-, and MNG-inclusions. It can be concluded from Fig. 12 that for the 
dipole antennas loaded with DNG- or ENG-inclusions, an additional resonance frequency is 
introduced at the frequencies lower than the antenna main resonant frequency. In addition, 
as can be seen from Fig. 12(a,b), in the DNG-loaded case, an additional resonance has been 
appeared, especially for higher values of plasma frequency, as compared to the ENG-loaded 
dipole. In contrast, for the dipoles loaded with MNG-inclusions, changing plasma frequency 
causes no resonances at frequencies lower than the main resonant frequency, as shown in 
Fig. 12(c).  
In Fig. 13, the effect of permittivity and permeability of the DPS inclusions on the resonance 
frequency of the dipole antenna has been studied. As can be seen, increasing the 
permittivity of the loaded DPS results in a dual band operation in which the frequency 
separation ratio increases as the permittivity increases. However, for the dipoles loaded 
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frequency of the dipole antenna has been studied. As can be seen, increasing the 
permittivity of the loaded DPS results in a dual band operation in which the frequency 
separation ratio increases as the permittivity increases. However, for the dipoles loaded 












































































Fig. 12. CST simulation results for |S11| [dB] versus plasma frequency, dMIF=72mm, (a) 
ENG-, (b) DNG-, (c) MNG-inclusions. From (Jafargholi et. al., 2012), copyright © 2012 by the 
ACES Journal. 
 























































Fig. 13. CST simulation results for |S11| [dB], dMIF=45mm, versus material (a) permittivity, 
μr=1, and (b) permeability, εr=1. From (Jafargholi et. al., 2012), copyright © 2012 by the ACES 
Journal. 
The behaviors of the loaded dipole as a function of the inclusion width for dMIF=45mm, have 
been also studied. Fig. 14 shows the antenna reflection coefficient for the dipoles loaded 
with DPS-, ENG-, DNG-, and MNG-inclusions. It can be concluded from Fig. 14(c,d) that, for 
the dipole antennas loaded with DNG-/ENG- inclusions, the additional resonance 
frequency is significantly affected by the width of the inclusions. In contrast, for the dipoles 
loaded with DPS- and MNG-inclusions, changing inclusion widths causes no resonances at 












































































Fig. 12. CST simulation results for |S11| [dB] versus plasma frequency, dMIF=72mm, (a) 
ENG-, (b) DNG-, (c) MNG-inclusions. From (Jafargholi et. al., 2012), copyright © 2012 by the 
ACES Journal. 
 























































Fig. 13. CST simulation results for |S11| [dB], dMIF=45mm, versus material (a) permittivity, 
μr=1, and (b) permeability, εr=1. From (Jafargholi et. al., 2012), copyright © 2012 by the ACES 
Journal. 
The behaviors of the loaded dipole as a function of the inclusion width for dMIF=45mm, have 
been also studied. Fig. 14 shows the antenna reflection coefficient for the dipoles loaded 
with DPS-, ENG-, DNG-, and MNG-inclusions. It can be concluded from Fig. 14(c,d) that, for 
the dipole antennas loaded with DNG-/ENG- inclusions, the additional resonance 
frequency is significantly affected by the width of the inclusions. In contrast, for the dipoles 
loaded with DPS- and MNG-inclusions, changing inclusion widths causes no resonances at 






(c)                                                        (d) 
Fig. 14. CST simulation results for |S11| [dB], dMIF=45mm, versus width of (a) DPS-,  
(b) MNG-, (c) DNG- and (d) ENG-inclusions. From (Jafargholi et. al., 2012), copyright © 2012 
by the ACES Journal. 
4. Simulations and realization 
In the previous section, it was revealed that the use of the ENG- and DNG-inclusions has led 
to a multi-resonance behavior. In this section, a new printed MTM cell is introduced to 
realize the ENG-inclusions. Fig. 15 shows a schematic of the proposed MTM cell along with 
its design parameters. The proposed MTM cell is printed on a FR4 substrate with a thickness 
of 0.8mm and a dielectric constant of 4.4. An important feature of the proposed MTM is that 
it offers more degrees of freedom than conventional MTM cells (Engheta et al., 2006). 
In order to retrieve the constitutive parameters of the proposed metamaterial, a unit cell 
positioned between two perfect electric conductors (PEC) in x direction and two perfect 
magnetic conductors (PMC) in z direction is simulated, and used to model an infinite 
periodic structure (Veysi et al., 2010). The resultant scattering parameters obtained from CST 
microwave studio are exerted to the Chen’s algorithm (Veysi et al., 2010). The normalized 
impedance (z) and refractive index (n) of the under-study medium can be calculated as 
following:  
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Fig. 15. Schematic of the proposed MTM unit cell and its design parameters, (a) front view, 
(b) back view: La=23.54mm, Lb=15.55mm, Lc=14.78mm, w1=0.7mm, g1=0.8mm, w2=4mm, g2= 
0.5mm, ws=2.5mm, and Ls=26.75mm. From (Rafaei et al., 2011), copyright © 2011 by the IET 
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Fig. 14. CST simulation results for |S11| [dB], dMIF=45mm, versus width of (a) DPS-,  
(b) MNG-, (c) DNG- and (d) ENG-inclusions. From (Jafargholi et. al., 2012), copyright © 2012 
by the ACES Journal. 
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it offers more degrees of freedom than conventional MTM cells (Engheta et al., 2006). 
In order to retrieve the constitutive parameters of the proposed metamaterial, a unit cell 
positioned between two perfect electric conductors (PEC) in x direction and two perfect 
magnetic conductors (PMC) in z direction is simulated, and used to model an infinite 
periodic structure (Veysi et al., 2010). The resultant scattering parameters obtained from CST 
microwave studio are exerted to the Chen’s algorithm (Veysi et al., 2010). The normalized 
impedance (z) and refractive index (n) of the under-study medium can be calculated as 
following:  
 















      (19) 
 ( ) ( ){ }0 0' 'ink d ink d
0
1n= ln e 2m i ln e
k d
π    + −     
       (20) 
Where 
 0ink d 21
11


















Fig. 15. Schematic of the proposed MTM unit cell and its design parameters, (a) front view, 
(b) back view: La=23.54mm, Lb=15.55mm, Lc=14.78mm, w1=0.7mm, g1=0.8mm, w2=4mm, g2= 
0.5mm, ws=2.5mm, and Ls=26.75mm. From (Rafaei et al., 2011), copyright © 2011 by the IET 














The ambiguity of the value of m in (20) is resolved by using Kramers-Kronig (KK) relating 
the real and imaginary parts of the index of refraction (Lucarini et al., 2004). Where, P.V. 
denotes the principal value of the integral. The effective permittivity (ε) and permeability (µ) 
of the medium can be expressed as: ε=n/z, µ=nz. Fig. 16 shows the retrieved effective 
parameters of the proposed metamaterial cell. As can be seen, the proposed MTM cell has 
the permittivity that exhibits Drude behaviour at frequencies lower than 1.1GHz and 
Lorentz behaviour (Engheta et al., 2006) at frequencies higher than 1.1GHz. 


































Fig. 16. Retrieved effective parameters of the Proposed MTM cell. From (Rafaei et al., 2011), 
copyright © 2011 by the IET Microwaves, Antennas & Propagation. 
Thus, this MTM can be approximated via a combination of Lorentz and Drude models. In 
order to realize the miniaturization method described previous section, double-sided 
printed dipole antenna is chosen for its simplicity in implementation and its low profile. 
Fig. 17 shows the proposed miniaturized printed dipole, in which a pair of proposed 
MTM cells is symmetrically added to each side of the printed dipole. The proposed MTM 
cells and dipole are printed on a FR4 substrate with a thickness of 0.8mm and a dielectric 
constant of 4.4 to reduce the cost of the antenna and to make it more rigid in construction.  
For the MTM cells that are far away from the dipole arms, the coupling levels of them with 
the dipole arms are low and thus the arrangement of the several MTM cells has no effect on 
the frequency behaviour of the proposed antenna. As a result, the dipole is just loaded with 
single cell MTM. Similar to the DNG- (Ziolkowski et al., 2003) and ENG- (Alu et al., 2003) 
MTMs, the proposed MTM cell can be modelled as a parallel resonant LC circuit. Thus, the 
proposed metamaterial cell is modelled as a resonant LC circuit parallel to the dipole, and 
the radiation into the free space is modelled as a resistor (Sievenpiper et al., 2006). A 
prototype of the proposed miniaturized dual-band printed dipole is fabricated to confirm 
the simulation results. Fig. 18 shows a photograph of the fabricated antenna.  
 




Fig. 17. Printed dipole symmetrically loaded with single cell MTM: Lba=42.05mm, 
Lf=27.5mm, Lg=12.52mm, Wa= 2.5mm, Wf=0.8mm. From (Rafaei et al., 2011), copyright © 
2011 by the IET Microwaves, Antennas & Propagation. 
 
Fig. 18. Prototype of proposed miniaturized printed dipole antenna loaded with single cell 
MTM. From (Rafaei et al., 2011), copyright © 2011 by the IET Microwaves, Antennas & 
Propagation. 
Fig. 19 shows the reflection coefficient of the proposed symmetrically loaded dipole with the 
gap length, g1, of 0.8mm as well as the unloaded dipole antenna. As can be seen, the dipole 
antenna along with the loading elements provides good matching at both resonance 
frequencies. For comparison purposes, a simple dipole antenna loaded with lossy ENG 
inclusions, with the same retrieved effective parameters of the proposed MTM cell (See Fig. 
16), is also simulated. As can be seen from Fig. 19, the reflection coefficient of the dipole 
loaded with ENG inclusions correlates nicely to that obtained for the single cell MTM 
loaded dipole. The co-polarized and cross-polarized radiation patterns of the proposed 
loaded dipole are measured at the resonant frequencies of 940MHz and 1.7GHz. 
The measured and simulated radiation patterns at first and second resonant frequencies are 
shown in Fig. 20. As expected, the radiation patterns at both resonant frequencies are similar 
to that of the conventional unloaded dipole antenna. The gain of the proposed antenna at 
low resonant frequency is high compared to that of the other miniaturized MTM loaded 
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Dipole Loaded with ENG Inclusion (Ideal Model)
 
Fig. 19. Reflection coefficient of the proposed miniaturized printed dipole antenna loaded 
with single cell MTM. As a reference, an unloaded dipole and an ideal model of the ENG-
Loaded dipole are also simulated. From (Rafaei et al., 2011), copyright © 2011 by the IET 
Microwaves, Antennas & Propagation. 
The antenna gains at first and second resonant frequencies are -2.679dBi and 1dBi, 
respectively. The proposed antenna has a broad bandwidth of 15.96% at 940MHz (which 
is significantly wider than the bandwidth of other miniaturized MTM loaded dipoles 
(Iizuka et al., 2006; Iizuka et al., 2007; Borja et al., 2007; Rafaei et al., 2010)) and 32.35% at 
1.7GHz. An important advantage of the proposed antenna is that the dipole length does 
not need to be increased to lower the resonant frequency. Consequently, a compact 
antenna is obtained. 
Finally, the effect of the MTM location is investigated to obtain some engineering 
guidelines for loaded dipole designs. Thus, the loading elements move along the antenna 
arms and the antenna reflection coefficient is plotted in Fig. 21 for each stage. The gain, 
bandwidth and efficiency of the loaded dipoles with different MTM locations are also 
compared in Table 3.  
As can be seen, the first resonant frequency remains approximately unchanged while the 
second one reduces as the MTM cells move away from the antenna feed point. Thus, when 
the MTM elements move closer to the dipole ends, the separation of the two resonances 
decreases. In addition, when the MTM cells are placed close to the antenna feed point, the 
proposed antenna cannot match very well to a 50Ω transmission line. Moreover, as can be 
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seen from Figs. 10, 11 and 21 the single cell MTM loaded printed dipole follows closely the 
frequency behavior of the dipole antenna loaded with cylindrical dispersive ENG-
inclusions, as dMIF or Lg increases.  
    
(a) 
 
   
(b) 
Fig. 20. Radiation patterns of the proposed printed dipole antenna at (a) 940MHz and (b) 
1.7GHz. (Right hand figures are measurements). From (Rafaei et al., 2011), copyright © 2011 
by the IET Microwaves, Antennas & Propagation. 
In the previous design, a printed dipole was symmetrically loaded with single cell MTMs to 
realize a dual band operation. Here, the design parameters of the proposed dual band 
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In the previous design, a printed dipole was symmetrically loaded with single cell MTMs to 
realize a dual band operation. Here, the design parameters of the proposed dual band 





printed dipoles are provided in the following subsections. Since changing the locations and 
dimensions of the MTM cells does not have any significant effect on the antenna radiation 
patterns, the proposed antennas radiate omnidirectional radiation patterns at all resonant 
frequencies. However, these are not plotted here for the sake of brevity. 





















Fig. 21. The effect of MTM location on the reflection coefficient of the printed dipole 
antenna. From (Rafaei et al., 2011), copyright © 2011 by the IET Microwaves, Antennas & 
Propagation. 
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1. Introduction 
The word “meta”, in Greek language, means beyond. It implies that the electromagnetic 
response of metamaterials (MTMs) is unachievable or unavailable in conventional materials. 
Many efforts have been done to search for an adequate definition for MTMs. In 2002, J.B. 
Pendry wrote in a conference paper: “meta-materials, materials whose permeability and 
permittivity derive from their structure”. Later, in 2006, C. Caloz and T. Itoh wrote: 
“Electromagnetic metamaterials are broadly defined as artificial effectively homogeneous 
electromagnetic structures with unusual properties not readily available in nature” [1]. 
Perhaps, a serious obstacle on the road to a universal definition for the term MTMs is the 
fact that researchers working with these objects do not commonly agree on their most 
essential characteristics. In [2] and [3], some of the problematic aspects of the non-naturality 
definition were raised, like the difficulty in separating classical composites from the new 
class of metamaterials. Another argument against the “not found in nature” property is that 
it unnecessary excludes impressive examples of natural media that could be called 
metamaterials par excellence, such as structural colors [4]. 
MTMs cover an extremely large scientific domain which ranges from optics to nanoscience 
and from material science to antenna engineering. In this chapter, we focus primarily on the 
subject of MTMs in the electromagnetic field. Personally, We prefer the definition given by 
D.R. Smith: Electromagnetic metamaterials are artificially structured materials that are 
designed to interact with and control electromagnetic waves [5]. The term “artificial” refers 
to the fact that the electromagnetic response of these materials is dominated by scattering 
from periodically or amorphously placed inclusions (e.g., metallic or dielectric spheres, 
wires, and loops) [6]. 
In the family of MTMs, “left-handed” (LH) media drew an enormous amount of interest. 
This concept was first put forward by a Russian physicist, Victor Veselago, in 1968, for 
whom the medium is characterized by a simultaneously negative electric permittivity and 
negative magnetic permeability [7]. Veselago argued that such media are allowed by 
Maxwell’s equations and that electromagnetic plane waves can propagate inside them, but 
the phase velocity of such a plane wave is in the opposite direction of the Poynting vector. 
Hence, some researchers use the term “backward wave media” (BWM) to describe these LH 
materials [8]. When such media are interfaced with conventional dielectrics, Snell’s Law is 
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subject of MTMs in the electromagnetic field. Personally, We prefer the definition given by 
D.R. Smith: Electromagnetic metamaterials are artificially structured materials that are 
designed to interact with and control electromagnetic waves [5]. The term “artificial” refers 
to the fact that the electromagnetic response of these materials is dominated by scattering 
from periodically or amorphously placed inclusions (e.g., metallic or dielectric spheres, 
wires, and loops) [6]. 
In the family of MTMs, “left-handed” (LH) media drew an enormous amount of interest. 
This concept was first put forward by a Russian physicist, Victor Veselago, in 1968, for 
whom the medium is characterized by a simultaneously negative electric permittivity and 
negative magnetic permeability [7]. Veselago argued that such media are allowed by 
Maxwell’s equations and that electromagnetic plane waves can propagate inside them, but 
the phase velocity of such a plane wave is in the opposite direction of the Poynting vector. 
Hence, some researchers use the term “backward wave media” (BWM) to describe these LH 
materials [8]. When such media are interfaced with conventional dielectrics, Snell’s Law is 





Nevertheless, Veselago’s conjecture was essentially ignored for thirty years due to the 
absence of naturally occurring materials or compounds that possess simultaneously 
negative permittivity and permeability. 
In 2000, a metamaterial, based on conducting wires [9] and split-ring resonators (SRRs) [10], 
was demonstrated to have a negative refractive index over a certain range of microwave 
frequencies [10-13]. Wires, either continuous or with periodic breaks, can provide a positive 
or a negative effective permittivity. Planar SRRs or wound coils (also known as Swiss Rolls) 
can provide a positive or a negative effective permeability. Harnessing the phenomenon of 
negative refraction, these metamaterials offer a good potential for all kinds of applications, 
such as “perfect” lens [14], imaging [15], resonators [16], and cloaking [17]. 
Metamaterials possessing these properties are also frequently named “Negative Refractive 
Index (NRI)” and “Double Negative (DNG) material”. In addition to the materials with 
simultaneously negative permittivity and negative permeability, the single negative 
metamaterials have also drawn a great interest. Applications are found for these materials 
either with a negative permittivity “Epsilon Negative (ENG)” [17] or a negative 
permeability “Mu Negative (MNG)” [18]. Besides, materials with the properties of “Epsilon 
near Zero (ENZ)” [19] and “Mu Near Zero (MNZ)”, known as “nihility” materials have also 
been studied. A simple synopsis of these metamaterials can be found in figure 2, where the 
angular frequencies ωpe and ωpm represent, respectively the electric and magnetic plasma 
frequency [20]. Up to now, we talked about metamaterials who exhibit their great 
performances by artificially tailoring the permittivity or permeability. Besides, the term 
“metamaterial” has also been used by some authors to describe other periodic structures 
such as electromagnetic bandgap (EBG) structures or photonic crystals, when the period is 
much smaller in physical size than the wavelength of the impinging electromagnetic wave. 
The electromagnetic response of such structures is dominated by Bragg-type scattering and 
involves higher order spatial harmonics (Bloch-Floquet modes) [20]. In this chapter, we 
focus on such a kind of metamaterial, the so-called “electromagnetic band gap” (EBG). 
Electromagnetic has received great attention among researchers all over the world because 
of its immense civilian and defense applications. During the Second World War, the use of 
radar and thereafter the wide use of microwave communication systems facilitated the 
transformation from radio to microwave frequency. This dramatic change demanded more 
advanced materials for high frequency performance and opened up new dimensions in the 
field of electromagnetic materials. Nano-composites and electromagnetic band-gap 
structures are examples of metamaterials under right hand rules. Electromagnetic band-gap 
(EBG) structures have attracted increasing interest in the electromagnetic community. 
Because of their desirable electromagnetic properties [21], they have been widely studied for 
potential applications in antenna engineering. Hundreds of EBG papers have been 
published in various journals and conferences in the last 5 years. EBG are periodic 
arrangements of dielectric or metallic elements in one, two or three dimensional manners. 
EBG inhibits the passage of electromagnetic wave at certain angles of incidence at some 
frequencies. These frequencies are called partial band-gap. At a specific frequency band, 
EBG does not allow the propagation of wave in all directions and this frequency region is 
called the complete band-gap or global band-gap [22, 23]. Physicists put the original idea of 
EBG forward and some recent studies revealed the interesting fact that EBG exists in living 
organisms. The well known examples are the butterfly wing scales and eyes of some insects. 
In this case, a metallic like reflection effect is obtained by using refractive index differences. 
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A multilayer thin film with different refractive indices in animals is a good example for this. 
Recently, these ideas were undergone a preliminary study for its commercialization such as 
paints for certain applications. 
The concept of electromagnetic band-gap (EBG) structures originates from the solid-state 
physics and optic domain, where photonic crystals with forbidden band-gap for light 
emissions were proposed in [27–28] and then widely investigated in the [29–33]. Thus, the 
terminology, photonic band-gap (PBG) structures, was popularly used in the early days. 
Since then, a profusion of scientific creativity has been witnessed as new forms of 
electromagnetic structures are invented for radio frequency and microwaves. EBG can be 
realized in one, two and three dimensional forms. The dimensionality depends on the 
periodicity directions. Three dimensional EBG are more appropriate for getting a complete 
band-gap because they can inhibit waves for all incident angles. The band-gap in EBG is 
analogous to a forbidden energy gap in electronic crystals. Hence EBG are also termed as 
photonic crystals (PCs). The first attempts towards three-dimensional structures were 
realized in the form of face centered cubic (fcc) lattice structures [35]. At the initial stages of 
EBG research, due to the lack of theoretical predictions, a ‘cut and try’ approach was 
adopted in experimentally predicting the band-gap. At the beginning, the investigations of 
EBG were mainly on wave interactions of these structures at optical frequencies and hence 
PBG emerged with the name of photonic band-gap structures. Now, vast extensions of EBG 
at microwave [36], millimetre [37] and sub-millimetre wave frequencies [38] are 
electromagnetic band-gap (EBG) structures. A periodic structure can give rise to multiple 
band-gaps. However, it should be noted that the band-gap in EBG is not only due to the 
periodicity of the structure but also due to the individual resonance of one element. A study 
revealed the mechanisms to form a band-gap in an EBG [21]. The band-gap formation in 
EBG is due to the interplay between macroscopic and microscopic resonances of a periodic 
structure. The periodicity governs the macroscopic resonance or the Bragg resonance. It is 
also called the lattice resonance. Microscopic resonance is due to the element characteristics 
and it is called the Mie resonance [20]. When the two resonances coincide, the structure 
possesses a band-gap having maximum width. Depending on the structural characteristics 
and polarization of the wave, one resonance mechanism (i.e. either the multiple scattering 
resonance or the single element scattered resonances) can dominate over the other. The 
characteristic property of stop bands at certain frequencies enables many applications using 
EBG. At this stop band, all electromagnetic wave will be reflected back and the structure 
will act like a mirror. At other frequencies, it will act as transparent medium. This concept is 
illustrated in figure 3. 
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Fig. 2. Permittivity, permeability and refractive index diagram [20]. 
 
Fig. 3. Diagram illustrating the application of EBG as a mirror and its comparison with a 
metal reflector [21]. 
Microstrip antennas mounted on a substrate can radiate only a small amount of its power into 
free space because of the power leak through the dielectric substrate [32]. In order to increase 
the efficiency of the antenna, the propagation through the substrate must be prohibited. In this 
case, the antenna can radiate more towards the main beam direction and hence increase its 
efficiency. Recently, there has been much interest in the field of Metallo-Dielectric 
Electromagnetic Band-Gap (MDEBG) structures because of the promising future applications 
and the important role these artificially engineered periodic materials may play in the field of 
antennas. The name “Photonic (or Electromagnetic, which is more appropriate for the 
frequency band of applications) band-gap” has its origin in the fact these structures effectively 
prevent the propagation of electromagnetic waves within a specific frequency range (the band 
gap). Two examples of the qualitative geometry of such structures are given in figure 4 [33]. As 
shown in figure 4, a MDEBG structure is essentially a surface comprising a plurality of 
elements. Each of the elements is interconnected with each other to form an array of metallic 
 
Antenna Designs with Electromagnetic Band Gap Structures 
 
407 
parts embedded in a slab of dielectric. In other words, they are periodical structures of densely 
packed planar conducting patches separated from a solid metal plane by a dielectric layer. 
Sometimes metallic pins (or via) are introduced to prevent electromagnetic waves from 
traveling in the waveguide between the array and the ground. Each unit cell, which is 
periodically repeated to form the array, essentially behaves as a microwave resonant circuit. 
The plurality of the resonant elements is parameterized to substantially block surface wave’s 
propagation in the device within a predetermined frequency band gap [35]. 
 
Fig. 4. Simple examples of Metallo-Dielectric EBG structures [32]. 
The objective of this chapter is to investigate the EM properties of the microstrip antennas 
based on metallo-dielectric electromagnetic band-gap structures. It is important to 
emphasize the fact that simple embedded electromagnetic band-gap (EEBG) structures 
presented in this work are targeting operating frequency band at 0.5 - 20 GHz range. Since 
simple EEBG structures have impractical geometrical sizes in the 500 MHz to 2 GHz 
frequency range, more complex EEBG structures need to be employed. In addition, from 
wireless communication application, miniaturization of electronic systems requires the 
availability of miniaturized EEBG structures with appropriate patch sizes. The concept 
introduced in this chapter can be generally applied regardless of the size of the EEBG 
structures. For wideband radiation, reduction from hundreds of MHz to few GHz either a 
combination of different methods or use of advanced EEBG structures is the best solution as 
shown in figure 5 [40]. Figure 5 shows the efficacy range of EEBG structures covered in [40]. 
 
Fig. 5. Efficacy range of different reduction methods. 
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2. Disadvantages of metal ground planes and the MDEBG solution 
MDEBG structures are useful where the presence of classic electric conductors as antenna 
ground planes adversely affects the performance of the entire electromagnetic device. As it 
is known, classic conductive surfaces are extensively used as antenna reflectors: they 
redirect one half of the radiation into the opposite direction potentially improving the 
antenna gain by 3 dBi. 
 
Fig. 6. An antenna separated by ¼ λ from the ground plane (on the left) and the alternative 
MDEBG layout (on the right). 
However, they do have two main disadvantages: first, they reverse the phase of the reflected 
wave and second, they support propagating surface waves, which can have unwanted 
effects on the antenna performance. The fact that they reverse the phase 180 degrees is due 
to the most obvious constraint that the tangent electric field on a classic conductive surface 
must be zero, so the electromagnetic waves experience a 180 degrees phase shift on 
reflection. Because of the phase reversal, the image currents cancel the antenna currents, 
resulting in poor radiation efficiency when the antenna is too close to the conductive 
surface. This problem is often solved by including a quarter wavelength between the 
radiating element and the ground plane (see figure 6), but the disadvantage of this solution 
is the fact that the structure requires a minimum thickness of λ/ 4. It will be shown that, by 
using the novel MDEBG structures as ground planes, the antenna can be almost be attached 
to the ground plane, resulting in a useful reduction of volume. It will be proved that, at the 
frequency where the MDEBG structure does not give any reflection phase shift, a design of 
MDEBG structures even 8 times thinner than the classic ones (which implement a λ/ 4 
spacing between antenna and ground plane) is possible. As stated before, another issue is 
the propagation of surface waves when normal ground planes are used: these are 
propagating electromagnetic waves bound to the interface between metal and free space 
and they will radiate if scattered by bends, discontinuities or surface textures. The unwanted 
result is a kind of multipath interference, which can be seen as ripples in the radiation 
pattern (see figure 7) [41].  
Again, by using MDEBG structures, it will be shown that surface waves can be suppressed. 
It follows that, when multiple antennas share the same normal conductive ground plane, 
like it happens in phased arrays, the above mentioned surface waves may cause undesired 
mutual coupling between the antennas (see figure 8). Once again, by using MDEBG surfaces 
structures, it is possible to alter the surfaces properties of the ground plane and avoid this 
EBG surfaceGood conductor
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mutual coupling. Therefore, it can be easily understood that the Metallo-Dielectric EBG 
structure is a useful alternative to antenna classic metallic reflectors. 
From above discussion, to realized high performance antenna: 
- A reflector which lacks edge currents that radiate power into the back hemisphere of 
the antenna is needed; 
- Surface waves on a ground plane associated with an antenna have to be suppressed to 
provide more efficient antennas, and reduce coupling. 
 
Fig. 7. Multipath interference due to surface waves on a normal ground plane (on the left) 
and the alternative MDEBG layout (on the right). 
Nowadays, one of the most commonly used solution to prevent the propagation of 
unwanted surface waves is the so called “choke ring” which provides excellent electrical 
performance for GPS antennas. They are usually very large and heavy. While size and 
weight are not issues for most base station applications, for a GPS surveyor carrying one 
around in the field, size and weight are important factors. Moreover, choke rings are also 
expensive, typically costing thousands of dollars.  
3. Metallo EBG structures as novel ground planes for antenna applications 
The modern trends in communication systems require wide bandwidth, small size and low 
profile antennas. A planar microstrip antenna (PMA) is the good candidate for use in UWB 
wireless technology because they can reach wide impedance bandwidth and nearly 
omnidirectional azimuthally radiation pattern by different methods. One simple but 
powerful technique is to replace the cylindrical wires with the plate elements, such as 
rectangular (square), elliptical (circular), triangular shapes, and others. Another way to 
increase the impedance bandwidth of the monopole antennas can be achieved by modifying 
the ground plane. Different shapes of modified ground plane as semi circular is used to 
increase bandwidth. With the intention to overcome this handicap, a thick, high permittivity 
substrate is used, and potential surface waves are suppressed applying so called 
Electromagnetic Band-gap (EBG) [43]. The surface wave propagation is a serious problem of 
MPA. Surface waves reduce antenna efficiency and gain, limit bandwidth, increase end-fire 
radiation and cross-polarization levels. To avoid this, the substrate is periodically loaded so 
that the surface waves cannot propagate along the substrate. Also, other surface wave 
coupling effects like mutual coupling between array elements and interference with board 
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Fig. 8. Mutual coupling for multiple antennas due to the presence of surface waves. 
To avoid using costly hybrid technology, innovative design must be developed to 
successfully integrate antenna with circuitry on high dielectric substrates. The novel RF 
system architecture reduces size, weight, losses and it is also suitable for integration with 
micro-electromechanical systems to realize reconfigurable circuits and antennas. Two 
technologies have been mainly pursued so far to achieve MPA on high-dielectric substrate 
with optimum performance. One is based on micromachining technology hile the other 
makes use of the concept of photonic band-gap substrates 
A defected ground structure (DGS) has gained significant interests. It rejects certain 
frequency bands, and hence it is called electromagnetic band-gap (EBG) structures. Liu et al. 
has presented a novel DGS based meander microstrip line providing a broad stop-band [46]. 
A novel defected ground structure with islands (DGSI) is proposed by T. Itoh. in [48]. The 
DGS is realized on the bottom plane with two islands placed at both sides of the microstrip 
line on the upper plane. Due to their excellent pass and rejection frequency band 
characteristics, DGS circuits are widely used in various active and passive microwave and 
millimeter-wave devices such as filters, dividers, couplers, amplifiers, resonators and 
antennas. 
4. Applications  
One of the main purposes of this chapter is to deeply go into all the promising possible 
applications of MDEBG structures by satisfy their challenging design requirements of the 
antennas. Medical application as image scan is very important nowadays. A very promising 
way to eradicate the problems created by surface waves in this application (e.g. scan 
blindness), while at the same time improving performance, is to use electromagnetic band-
gap structures instead of standard dielectric antenna substrates. Within the MDEBG, in fact, 
the unwanted effect of surface waves will be efficiently suppressed.  
Another microwave application is high precision GPS. High precision GPS is going to be 
used in many situations. By very accurately determining the phase of the signal, it is hoped 
to reach a position accuracy of a few millimeters. However, in order to avoid errors in 
measurements (due to multi-path), the backward radiated field has to be at least a few 
orders of magnitude below the frontward field. Such a requirement cannot be obtained if 
the antenna excites surface waves and electromagnetic band-gap materials could again be 
used as design solutions. Another application is mobile and wireless communications. As 
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the world goes, wireless, data and voice transmissions are bound to become even more 
common. A lot of attention is now focused on Bluetooth band hence its implementation in 
different wireless systems increases in everyday life. Moreover, for other applications like 
cell-phones, more attention is being paid to the shielding offered by the antenna and the 
potential health hazard. 
Other than that, the EBG structure also can be used as a band reject especially for ultra wide 
band applications which operate at very wide frequency ranges. The simulation and 
measurement results for ultra wide band with and without band rejection are investigated 
in this chapter. 
EBG structures are used to prevent some operating modes and make harmonic control. 
These techniques can increase the usability of antenna systems. The design and simulation 
of the antennas with EBG structures have recently received more attention. Initial concepts 
only have been proven with limited fabricated devices. A lot of research efforts is still 
expected in this field. This chapter is a step to investigate and develop how the EBG 
structure/ground plane can be used to optimize the antenna performance to satisfy several 
applications. The investigated antennas are miniaturized with broadband characteristics to 
be suitable for multi-band/ multi-function operation in wireless communications and 
medical applications.  
5. Problems led to the use of EBG 
Antenna designs have experienced enormous advances in the past several decades and they 
are still under research and development. Many new technologies have emerged in the 
modern antenna design arena and one exciting breakthrough is the discovery/ development 
of EBG structures. The applications of EBG structures in antenna designs have become 
interesting topic for antenna scientists and engineers. The recent explosion in antenna 
developments has been fueled by the increasing popularity of wireless communication 
systems and devices. From the traditional radio and TV broadcast systems to the advanced 
satellite system and wireless local area networks, wireless communications have evolved 
into an indispensable part of people’s daily lives. Antennas play a paramount role in the 
development of modern wireless communication devices, ranging from cell phones to 
portable GPS navigators, and from the network cards of laptops to the receivers of satellite 
TV. A series of design requirements, such as low profile, compact size, broad bandwidth, 
and multiple functionalities, keep on challenging antenna researchers and propelling the 
development of new antennas. Progress in computational electromagnetic, as another 
important driving force, has substantially contributed to the rapid development of novel 
antenna designs. It has greatly expanded the antenna researchers’ capabilities in improving 
and optimizing their designs efficiently.  
Various numerical techniques, such as the method of moments (MOM), finite element 
method (FEM), and the finite difference time domain (FDTD) method, have been well 
developed over the years. As a consequence, numerous commercial software packages have 
emerged. Nowadays with powerful personal computers and advanced numerical 
techniques or commercial software, antenna researchers are able to exploit complex 
electromagnetic materials in antenna designs, resulting in many novel and efficient antenna 
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For these reasons, EBG structures and their applications in antennas have become a new 
research direction in the antenna researches community. It was first proposed to respond to 
some antenna challenges in wireless communications [40]. For example, 
- How to suppress surface waves in the antenna ground plane? 
- How to design an efficient low profile antenna near a ground plane? 
- How to increase the gain of an antenna? 
In the novel RF system architecture of reducing the size, weight, losses and suitability for 
integration with micro-electro-machine-system lead to achieve reconfigurable antenna with 
required features. If a conventional substrate is used, then most of the antenna radiation is 
emitted from the substrate (since it has a higher dielectric constant than air). A big part of 
this radiation is trapped inside the substrate because of total internal reflection. As a 
consequence of this, more than 50% of the radiated energy is lost. Also heat dissipation and 
temperature effects arise in the substrate. 
Two technologies have been used to achieve microstrip antenna on high dielectric substrate 
with optimum performance:  
- One is based on micromachining technology. 
- Second is photonic band-gap (PBG) substrate. 
A photonic crystal essentially behaves much like a band-stop filter, rejecting the propagation 
of energy over a fixed band of frequencies. An appropriate EBG substrate is selected, then 
all of the energy can be directed towards the radiating direction (total reflection by the EBG 
structure), thus improving the antenna directivity and eliminating the substrate heat 
dissipation [41].  
Due to the complexity of the EBG structures, it is usually difficult to characterize them 
through analytical methods. Instead, full wave simulators that are based on advanced 
numerical methods have been popularly used in EBG analysis. Dispersion diagram, surface 
impedance, and reflection phase features are explored for different famous EBG structures. 
The interaction of antennas and EBG structures are extensively investigated. In summary, 
the EBG research has flourished since the beginning of this new millennium. 
6. Electromagnetic Band-Gap (EBG) structure  
6.1 The parameters of EBG (figure 9) 
- Permittivity of the dielectric materials used (εr) 
- Dimensions of the mushroom patches (a) 
- Periodicity (P) 
- Incident angle of electromagnetic waves (θi) 
A periodic structure is characterized by the following parameters:  
1.  λr =2.a           (1)      
2.  Shape of individual patches. 
3.  Filling factor ratio between size of the patches and the periodicity of unit cell (a/P). 
For best performance [40].  
- For 3D-EBG  0.9 < a/P<0.95 
-  For 2D-EBG  0.65 < a/P<0.75  
 




Fig. 9. The parameters of EBG. 
6.2 The features of EBG 
The main feature of EBG structures is their capability to affect the radiative dynamics within 
the structure so that there are no electromagnetic modes available within the dielectric. This 
feature is analogous to periodically arranged atomic lattice of a semiconductor which gives 
rise to the allowed values of energy that an electron can have at the valence band and at the 
conduction band, with an energy band-gap separating the two. The optical analogy to this 
situation is a periodic dielectric structure with alternating high and low values of 
permittivity, which gives rise to a photonic band-gap [50]. 
6.3 Applications of EBG 
In optical domain new highly efficient opto-electronic devices are considered such as very 
efficient laser diodes [44, 45], microscale light circuits, multiplexers or demultiplexers based 
on inhibition of spontaneous emission, photoluminescence, wave-guiding, and superprism 
phenomenon [46-49]. Studies of frequencies occurring for metal photonic crystals have also 
shown that the frequency can be controlled and could appear in the microwave region [50]. 
In the microwave domain, many developments concern the direct control of the 
electromagnetic energy and its transmission: mirrors, electromagnetic windows, and 
radiation pattern control. We find also the high impedance material of Sievenpiper et al [51]. 
They proposed their structure as perfect magnetic wall to reduce the leaky waves in antenna 
array. The material developed allows the realization of antennas, low loss coplanar lines and 
compact integrated filter [52-54].  
Other applications include duplexers and controllable PBG materials. Due to a certain 
easiness of fabrication in this frequency domain, the challenge of the electronically 
controlled photonic crystals has a significant interest. Industrial applications of these 
crystals are under development, concern mainly aerospace, and telecom domains [43].  
6.3.1 Antenna substrates for surface wave suppressions 
Surface waves are by-products in many antenna designs. It directs electromagnetic wave 
propagation along the ground plane instead of radiation into free space, consequently 
reduce the antenna efficiency and gain. The diffraction of surface waves increases the back 
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systems such as GPS receivers. In addition, surface waves raise the mutual coupling levels 
in array designs as shown in figure 10, resulting in the blind scanning angles in phased 
array systems. The band-gap feature of EBG structures has found useful applications in 
suppressing the surface waves in various antenna designs. For example, an EBG structure is 
used to surround a microstrip antenna to increase the antenna gain and reduce the back lobe 
as shown in figure 7. In addition, it is used to replace the quarter-wavelength choke rings in 
GPS antenna designs. Many array antennas also integrate EBG structures to reduce the 
mutual coupling level more over to increase antenna gain used super-state EBG as shown in 
figure 10 [40].  
 
Fig. 10. EBG substrate for surface wave suppression with low mutual coupling microstrip 
array.  
 
Fig. 11. A high gain resonator antenna design using a woodpile EBG structure. 
6.3.2 Antenna substrates for efficient low profile antenna design  
Another favorable application of EBG is to design low profile wire antennas with good 
radiation efficiency, as shown in figure 11, which is desired in modern wireless 
communication systems. To illustrate the fundamental principle, Table 1 compares the EBG 










Table 1. Comparison of conventional PEC and artificial ground planes in antenna designs [43]. 
When an electric current is vertical to a PEC ground plane, the image current has the same 
direction and reinforces the radiation from the original current. Thus, this antenna has good 
radiation efficiency, but suffers from relative large antenna height due to the vertical 
placement of the current. To realize a low profile configuration, one may position an 
antenna horizontally close to the ground plane. However, the problem is the poor radiation 
efficiency because the opposite image current cancels the radiation from the original current. 
In contrast, the EBG surface is capable of providing a constructive image current within a 
certain frequency band, resulting in good radiation efficiency. In summary, the EBG surface 
exhibits a great potential for low profile efficient antenna applications as shown in figure 12. 
Based on this concept, various antennas have been constructed on the EBG ground plane 
[59–62]. Typical configurations include dipole antenna, monopole antenna, and spiral 
antenna. EBG surfaces have also been optimized to realize better performance such as multi-
band and wideband designs. 
 
Fig. 12. EBG substrate with low profile antenna. 
6.4 Advantages of EBG 
Utilizing electromagnetic band-gap crystals in a patch antenna with an air gap appears to 
perform five key functions: 
4. Increase operation bandwidth 
5. Reduce side-lobe levels 
6. Increase front to back (F/B) ratios 
7. Increase directivity and consequently gain improvement 
8. Harmonic control (suppression of resonance at the harmonic frequencies of the antenna) 
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7. Classifications of electromagnetic band-gap structures 
7.1 Defected Ground Structures (DGS) 
A Defected Ground Structure (DGS) is an etched lattice shape, which is located on the 
ground plane. DGS has arbitrary shapes and is located on the backside metallic ground 
plane. DGS is realized on the bottom plane with one island placed at both sides of the 
microstrip line on the upper plane. DGS for the microtrip line, which has etched defects in 
the backside metallic ground plane, is one hotspot concepts of microwave circuit design 
nowadays. Compared to photonic band-gap (PBG), DGS has simple structure and 
potentially great applicability to design microwave circuits such as filters, amplifiers and 
oscillators. DGSs have gained significant interests. It rejects certain frequency bands, and 
hence it is called electromagnetic band-gap (EBG) structures as shown in figure 13 [57]. The 
DGS cell has a simple geometrical shape, such as rectangle. Novel fractal DGS cell is 
proposed. Its band-gap and slow-wave characteristics are better than the conventional 
ground plane. DGSs have gained quite significance in filter design [58] showing optimal 
pass-band and stop-band responses plus sharp selectivity and ripple rejection. Application 
of CPW-based spiral-shaped DGS to MMIC for reduced phase noise oscillator [57], active 
devices (BJT and FET) can also be mounted using DGS technique. High amount of isolation 
is achieved in microstrip diplexer and harmonic control can also be achieved on microstrip 
antenna structures using DGS. Figure 14 gives the schematic of such a DGS with its 
approximate surface area. A novel DGS based meander microstrip line providing a broad 
stop band is presented in [59]. Novel Defected Ground Structures with Islands (DGSI) is 
proposed in [58]. Careful selection of the line width guarantees 50Ω characteristic 
impedance (Z0).  
The EM simulation results of the DGSI are compared with circuit simulation results using 
extracted parameters; showing excellent agreement between the two in wide band. 
Examination of stop band characteristics is studied using concentric circular rings in 
different configurations. Metallic backing significantly reduces interference effects, 
harmonics and phase noise. Several novel 1D DGS are presented for microwave integrated 
circuits (MIC), monolithic MIC (MMIC), low temperature cored ceramic (LTCC) including 
RF front-end applications. Significant change in the characteristics including slow-wave 
factor (SWF) of periodic structures like transmission lines is achieved using quite a few 
unconventional DGS like spiral-shaped and vertically periodic DGS. Vertically periodic 
DGSs (VPDGS) have been used in reducing the size of MIC and amplifiers, thus increasing 
SWF significantly. Harmonic control can also be achieved on microstrip antenna structures 
using 1-D DGS [59].  
Table 2 presents the difference between defected ground plane structure and band-gap 
structure. The characteristics of the defected ground structure are:  
- Disturbs shielding fields on the ground plane. 
- Increases effective permittivity. 
- Increases effective capacitance and inductance of transmission line. 
- Has one-pole LPF characteristics (3dB cutoff and resonance frequency). 
- Size reduction for the component.  
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Table 2. Comparison between defected ground structure and EBG..  
7.2 Photonic Band-Gap (PBG) structures  
7.2.1 Historical background of PBG 
Photonic band-gap (PBG) structures are periodic structures that manipulate electromagnetic 
radiation in a manner similar to semiconductor devices manipulating electrons. 
Semiconductor material exhibits an electronic band-gap where there are electrons cannot 
exist. Similarly, a photonic crystal that contains a photonic band-gap does not allow the 
propagation of electromagnetic radiation with specific frequencies within the band-gap [60]. 
This phenomenon results from the destructive Bragg diffraction interference due to the 
periodic boundary conditions of PBG structures. This property has a significant importance 
in many microwave and optical applications to improve their efficiency. The photonic band-
gap structures were first investigated in [61] by Yablonovitch. He introduced vector-
spherical-wave expansion method or the vector Koringa-Kohn-Rostker (KKR) method to 
calculate the dispersion relation and the transmittance for the regular array of dielectric 
spheres. This was the first self-consistent treatment of the electromagnetic eigen modes in 3-
D dielectric systems with large periodic modulation of the dielectric constant. A remarkable 
step was made by Yablonovitch who pointed out the possibility of the realization of 
photonic band-gap, localized defect modes, and their applications to various optoelectronic 
devices. His ideas stimulated many researchers, and energetic research activities including 
his own studies were initiated. The process to realize the photonic band-gap is described in 
[62]. Lee et al [49] discussed the strong localization of electromagnetic waves in disordered 
PBG structures.  
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Fig. 14. Different shapes of DGS structures. 
Since then, many researchers in various fields such as physics, electronics, waves, optics, 
fabrication, and chemistry have been engaged in the realization of photonic band-gap, 
localized defect modes, and other microwave and optical properties peculiar to the PBG 
structures [63]. They have also been collaborating to make new structures and measure their 
properties. PBG structures were initially applied to optical applications like high-quality 
optical mirrors and resonators. One of the most exciting projected applications of PBG 
structures is the production of optical circuits by manipulating light with optical 
waveguides. Currently, fiber-optic signals must be converted to electronic signals in order to 
be analyzed by computers or other devices connected to the optical line. This slows the 
signal considerably and the electronic circuitry is fairly inefficient as well. A device that runs 
completely on light would revolutionize technology in several areas, leading eventually to 
an all optical network (AON).  
The integration of photonic components such as lasers, detectors, couplers, and waveguides 
is still at a very primitive stage due to difficulties with implementing integrated optical 
components smaller than certain sizes. For instance, small bends or curves of waveguides 
lead to the leakages of optical signals, so the bends have to be bigger than certain length. 
PBG structures are proposed as a possible solution to this problem. Adding a defect in a 
PBG structure opens a path along which electro-magnetic radiation can propagate. Because 
the PBG structure can be tailored to completely reflect certain frequencies, it is possible to 
turn corners with light at a distance of the light’s wavelength order. Another application of 
PBG structures is the use of these crystals to greatly improve the efficiency of lasers and 
light-emitting diodes. Due to the scalability of PBG structures, several applications at 
microwave and millimeter-wave frequencies have been developed [64]. Other applications 
such as resonant cavities can be designed by using PBG structures are also presented. 
Applications based on the guiding and localized mode properties of the PBG structures are 
given. Some of these common applications in both microwaves and optics are power 
splitters, switches, directional couplers, high quality filters, and channel drop filters. 
7.2.2 Basic PBG structures 
Figure 15, 16 shows different configurations of PBG structures composed of two different 
materials. These configurations include 1D, 2D and 3D periodicities. The two different 
materials of a PBG structure can be two different dielectric materials or a metal and a 
dielectric material. Metallic photonic band-gap systems have received far less attention than 
dielectric PBG structures. However, it has been suggested that periodic metallic structures 
have important applications, such as cavities, waveguides, and antennas [65]. The main 
advantage of dielectric PBG structures is that they do not include metallic loss which is 
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usually the dominant loss at high frequencies. Dielectric materials that can be used to 
construct PBG structures are widely available for almost all frequency bands from 
ultraviolet to microwave range which facilitate the design and fabrication. Many basic 
characteristics are common in both ordinary and photonic crystals. These characteristics are 
utilized to build the fundamental theories of photonic crystals. However, a major difference 
between ordinary and photonic crystals is the scale of the lattice constant. In the case of 
ordinary crystals, the lattice constant is in the order of angstroms. On the other hand, lattice 
constant is constructed with millimeter dimensions for microwave range. Figure 16 shows 
examples of different PBG structures used in the design of different applications. Various 
technologies have been developed and applied for manufacturing PBG structures in the last 
ten years such as stacking slabs of 2D materials for 3D structures implementations. For 
practical implementation of an infinite 2D PBG structure, a 2D PBG slab of finite thickness is 
surrounded by two perfect electric conductor (PEC) plates. This modification is 
implemented to guide the waves in the normal direction to the periodic cell. In optical 
applications, confinement of electromagnetic waves inside a 2D PBG slab can be obtained by 
surrounding the slab by a different material of another dielectric constant [66]. 
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Fig. 15. Examples of different PBG, (a) 1D, (b) 2D and (c) 3D configurations. 
 
Fig. 16. Typical examples of three-dimensional photonic crystals. 
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crystal (unit cell) is “a homogenous solid formed by a repeating, three-dimensional pattern 
of atoms, molecules, or shapes, having fixed distances between constituent parts”. This 
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Figure 17 illustrates the unit cell for the circular crystal lattice. The unit cell contains all the 
pertinent information of the crystal such as the crystal geometry (shape, thickness, etc.), 
material properties (dielectric or magnetic), and the lattice spacing (shown as the dimension 
“p". It is this replicating unit cell that provides the periodicity in the crystal, and controls the 
location and extent of the band-gap. 
 
Fig. 17. Practical implementation of 2D PBG structure, (a) Finite slab of 2D PBG structure 
surrounded by air, (b) Finite slab of 2D PBG structure surrounded by two PEC plates. 
ii. The Band-gap 
As a first order approximation, a band-gap is obtainable in a high dielectric material with 
integrated photonic crystals when an incident electromagnetic field propagates with a 
guide-wavelength, approximately equal to the lattice spacing of the crystal. 
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This rough approximation locates the center of the band-gap, which can extend higher than 
±10% of the center frequency for high dielectric constant materials [67] by using a typical 
transmission coefficient (S21) plot for a 2-port network, such as a microstrip transmission 
line. This curve, figure19, illustrates that as port 1 of the transmission line is excited, over 
15dB of attenuation is experienced as the energy propagates from port 1 to port 2. Thus, the 
photonic crystal introduces a stop-band filter response. Indeed, the formation of the band-
gap is heavily dependent on (1) the periodicity of the crystal, (2) the refractive index 
(dielectric constant) ratios between the base material (the substrate as a whole) and the 
impurities that form the crystal. Typically, the refractive index ratio must be at least 2:1 
(substrate-to-impurity) ratio for the band-gap to exist. For the 2-D triangular structure, the 








Antenna Designs with Electromagnetic Band Gap Structures 
 
421 
broadest band-gap is obtainable when the impurities (the cylindrical post) are of air (εr =1), 
while the base material is a high dielectric constant (for example, εr =10). A 10:1 dielectric 
( 10 = 3.16:1 refractive index) ratio would satisfy the index requirement and form a broad 
band-gap, with proper crystal spacing. This explains the need for a high dielectric substrate 
for a patch antenna designed on a photonic crystal substrate [68]. 
 
Fig. 18. Top view of the high-impedance surface. 
 
Fig. 19. Transmission loss plot illustrates band gap in a microstrip transmission line at 
microwave frequencies. 
iii. Defects in Periodicity 
A photonic crystal essentially behaves much like a band-stop filter, rejecting the propagation 
of energy over a fixed band of frequencies. However, once a defect is introduced such that it 
disrupts the periodicity in the crystal, an area to localize or “trap” electromagnetic energy is 
established. In this region, a pass-band response is created. This ability to confine and guide 
electromagnetic energy has several practical applications at microwave frequencies as filters, 
couplers, and especially antennas. This rather simple concept of placing defects in a 
photonic crystal structure introduces a new methodology in the design of microstrip (patch) 
antennas. The idea is to design a patch antenna on a 2D photonic crystal substrate, where 
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In this case, crystal arrays of cylindrical air holes are patterned into the dielectric substrate 
of the patch antenna. By not patterning the area under the patch, a defect is established in 
the photonic crystal, localizing the EM fields. Surface waves along the XY plane of the 
patch are forbidden from forming due to the periodicity of the photonic crystal in that 
plane. This prevention of surface waves improves operational bandwidth and directivity, 
while reducing side-lobes and coupling, which are common concerns in microstrip 
antenna designs [68]. Using these concepts, a photonic crystal patch antenna was 
developed.  
 
Fig. 20. Origin of the equivalent circuit elements. 
 
Fig. 21. Equivalent circuit model for the high-impedance surface 
7.3 High Impedance Electromagnetic Surface (HIES)  
7.3.1 Introduction and background of HIES  
A new type of metallic electromagnetic structure has been developed. It is characterized 
by high surface impedance. Although it is made of continuous metal and conducting DC 
currents, it does not conduct AC currents within a forbidden frequency band. Unlike 
normal conductors, this new surface does not support propagating surface waves, and it 
reflects electromagnetic waves with no phase reversal. The geometry consists of a metal 
sheet, textured with a two-dimensional lattice of resonant elements, which act as a two-
dimensional filter to prevent the propagation of electric currents. The surface can be 
described using a lumped parameter circuit model, which accurately predicts many of its 
electromagnetic properties. This unique material is applicable to a variety of 
electromagnetic problems, including new kinds of low-profile antennas. By incorporating 
a special texture on a conducting surface, it is possible to alter its radio-frequency 
electromagnetic properties [69].  
In the limit where the period of the surface texture is much smaller than the wavelength, the 
structure can be described using an effective medium model, and its qualities can be 
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summarized into a single parameter: the surface impedance. A high-impedance surface, 
shown in figure 18, consists of an array of metal, protrusions on a flat metal sheet. They are 
arranged in a two-dimensional lattice, and are usually formed as metal plates, connected to 
the continuous lower conductor by vertical posts as shown in figure 20. They can be 
visualized as mushrooms or thumbtacks or other shapes protruding from the surface. High 
Impedance Surfaces as two dimensional EBG structures can be used as microstrip antenna 
substrate to eliminate the surface wave [70].  
7.3.2 High-impedance surfaces properties 
The properties of the new high-impedance surface are similar to those of the corrugated 
slab. The quarter-wavelength slots have simply been folded up into lumped elements, 
capacitors and inductors that are distributed in two dimensions. The two-dimensional array 
of resonant elements can be explained using a simple circuit model. The capacitance is due 
to the proximity of the top metal patches, while the inductance originates from current loops 
within the structure, as shown in figure 20. The electromagnetic properties of the surface can 
be predicted by using an equivalent LC circuit, shown in figure 21. The impedance of a 
parallel resonant LC circuit, given in Eq. 3, is qualitatively similar to the tangent function 
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It is inductive at low frequencies, and thus supports TM surface waves. It is capacitive at 
high frequencies, and supports TE surface waves. In a narrow band around the LC 
resonance, the impedance is very high. In this frequency range, currents on the surface 
radiate very efficiently, and the structure suppresses the propagation of both types of 
surface waves. Having high surface impedance, it also reflects external electromagnetic 
waves without the phase reversal that occurs on a flat conductor. By using lumped 
elements, we retain the reflection phase and surface wave properties of the quarter-wave 
corrugated slab, while reducing the overall thickness to a small fraction of a wavelength [72-
74]. 
7.3.3 Improved surface wave current 
Surface waves are excited on microstrip antenna when the substrate єr > 1. Besides end 
fire radiation, surface waves give rise to coupling between various elements of an array. 
Surface waves are launched into the substrate at an elevation angle θ lying between π / 2 
and sin-1 ( r1 / ε ). These waves are incident on the ground plane at this angle, get the 
reflected from there, then meet the dielectric-air interface, which also reflect them. 
Following this zig-zag path, they finally reach the boundaries of the microstrip structure 
where they are reflected back and diffracted by the edges giving rise to end-fire radiation 
[94]. On other way in the boundary, if there is any other antenna in proximity, the surface 
wave can become coupled into it. Surface waves will decay as r1 / ε  so that coupling 
also decreases away from the point of excitation. Surface wave are TM and TE modes of 
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direction (normal to the antenna plane) and having a real propagation constant above the 
cut-off frequency. The phase velocity of the surface waves is strongly dependent on the 
substrate parameters h and єr. Figure 22 shows the propagation of the surface wave in 









                                   (a)                                                                       (b) 
Fig. 22. (a) The substrate without EBG structure, (b) with EBG structure. 
Surface wave propagation is a serious problem in microstrip antennas. It reduces antenna 
efficiency and gain, limits bandwidth, increases end-fire radiation, increases cross-
polarization levels, and limits the applicable frequency range of microstrip antennas. Two 
solutions to the surface wave problem are available now. One of the approaches is based on 
the micromachining technology in which part of the substrate beneath the radiating element 
is removed to realize a low dielectric constant environment for the antenna. In this case the 
power loss through surface wave excitation is reduced and coupling of power to the space 
wave is enhanced. The second technique relies on electromagnetic band-gap structure (EBG) 
engineering. In this case, the substrate is periodically loaded so that the surface wave 
dispersion diagram presents a forbidden frequency range (stop-band or band-gap) about the 
antenna operating frequency. Because the surface waves cannot propagate along the 
substrate, an increase amount of radiating power couples to the space waves. Also, other 
surface wave coupling effects like mutual coupling between array elements and interference 
with onboard systems are now absent [43].  
7.3.4 Artificial Magnetic Conductors (AMC) 
Background of AMC  
Artificial magnetic conductors (AMC), also known as high-impedance surfaces [76] as 
shown in figure 23(a) and (b), have received considerable attention in recent years. An AMC 
is a type of electromagnetic band-gap (EBG) material or artificially engineered material with 
a magnetic conductor surface for a specified frequency band. AMC structures are typically 
realized based on periodic dielectric substrates and various metallization patterns. Several 
types of AMC ground planes have already been extensively studied. AMC surfaces have 
two important and interesting properties that do not occur in nature and have led to a wide 
















Fig. 23. Horizontal patch antenna on Artificial Magnetic Conductors ground plane. 
In the artificial surfaces such as artificial magnetic conductors, the high-impedance surface 
has proven useful as an antenna ground plane. AMC takes advantage of both the 
suppression of surface waves and the unusual reflection phase. As a result of the 
suppression of surface waves, an antenna on Artificial Magnetic Conductors produces a 
smoother radiation profile than a similar antenna on a conventional metal ground plane, 
with less power wasted in the backward direction. This can be applied to a variety of 
antenna designs, including patch antennas, which often suffer from the effects of surface 
waves. For phased arrays, the suppression of surface waves can reduce inter-element 
coupling, and help to eliminate blind angles. AMC is particularly applicable to the field of 
portable hand-held communications, in which the interaction between the antenna and the 
user can have a significant impact on antenna performance. Using this new ground plane 
shown in figure 23 as a shield between the antenna and the user in portable communications 
equipment can lead to higher antenna efficiency, longer battery life, and lower weight. 
 













































Via type No Effect No Effect No Effect 
Table 3. Parameters Analysis of EBG Design. 
AMC ground plane 











direction (normal to the antenna plane) and having a real propagation constant above the 
cut-off frequency. The phase velocity of the surface waves is strongly dependent on the 
substrate parameters h and єr. Figure 22 shows the propagation of the surface wave in 









                                   (a)                                                                       (b) 
Fig. 22. (a) The substrate without EBG structure, (b) with EBG structure. 
Surface wave propagation is a serious problem in microstrip antennas. It reduces antenna 
efficiency and gain, limits bandwidth, increases end-fire radiation, increases cross-
polarization levels, and limits the applicable frequency range of microstrip antennas. Two 
solutions to the surface wave problem are available now. One of the approaches is based on 
the micromachining technology in which part of the substrate beneath the radiating element 
is removed to realize a low dielectric constant environment for the antenna. In this case the 
power loss through surface wave excitation is reduced and coupling of power to the space 
wave is enhanced. The second technique relies on electromagnetic band-gap structure (EBG) 
engineering. In this case, the substrate is periodically loaded so that the surface wave 
dispersion diagram presents a forbidden frequency range (stop-band or band-gap) about the 
antenna operating frequency. Because the surface waves cannot propagate along the 
substrate, an increase amount of radiating power couples to the space waves. Also, other 
surface wave coupling effects like mutual coupling between array elements and interference 
with onboard systems are now absent [43].  
7.3.4 Artificial Magnetic Conductors (AMC) 
Background of AMC  
Artificial magnetic conductors (AMC), also known as high-impedance surfaces [76] as 
shown in figure 23(a) and (b), have received considerable attention in recent years. An AMC 
is a type of electromagnetic band-gap (EBG) material or artificially engineered material with 
a magnetic conductor surface for a specified frequency band. AMC structures are typically 
realized based on periodic dielectric substrates and various metallization patterns. Several 
types of AMC ground planes have already been extensively studied. AMC surfaces have 
two important and interesting properties that do not occur in nature and have led to a wide 
















Fig. 23. Horizontal patch antenna on Artificial Magnetic Conductors ground plane. 
In the artificial surfaces such as artificial magnetic conductors, the high-impedance surface 
has proven useful as an antenna ground plane. AMC takes advantage of both the 
suppression of surface waves and the unusual reflection phase. As a result of the 
suppression of surface waves, an antenna on Artificial Magnetic Conductors produces a 
smoother radiation profile than a similar antenna on a conventional metal ground plane, 
with less power wasted in the backward direction. This can be applied to a variety of 
antenna designs, including patch antennas, which often suffer from the effects of surface 
waves. For phased arrays, the suppression of surface waves can reduce inter-element 
coupling, and help to eliminate blind angles. AMC is particularly applicable to the field of 
portable hand-held communications, in which the interaction between the antenna and the 
user can have a significant impact on antenna performance. Using this new ground plane 
shown in figure 23 as a shield between the antenna and the user in portable communications 
equipment can lead to higher antenna efficiency, longer battery life, and lower weight. 
 













































Via type No Effect No Effect No Effect 
Table 3. Parameters Analysis of EBG Design. 
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AMC surfaces have very high surface impedance within a specific limited frequency range, 
where the tangential magnetic field is small, even with a large electric field along the surface 
[73]. Therefore, an AMC surface can have a reflection coefficient of +1 (in-phase reflection). 
Generally, the reflection phase is defined as the phase of the reflected electric field which is 
normalized to the phase of the incident electric field at the reflecting surface. It can be called 
in-phase (or out-of-phase) reflection, if the reflection phase is 0 (or not). In practice, the 
reflection phase of an AMC surface varies continuously from +180 to -180 relative to the 
frequency, and crosses zero at just one frequency (for one resonant mode). The useful 
bandwidth of an AMC is generally defined as 135 to 45 on either side of the central 
frequency. Thus, due to this unusual boundary condition, in contrast to the case of a 
conventional metal plane, an AMC surface can function as a new type of ground plane for 
low-profile wire antennas, which is desirable in many wireless communication systems. 
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Table 4. Comparison between different characteristics of electrical equivalent circuit for both 
embedded EBG and UP- EBG. 
8. Design of single patch antennas with DGS 
8.1 Miniaturized design consideration 
A novel design method using the first iteration of fractal carpet gasket is utilized as DGS cell to 
study the size miniaturization. Figure 24(a) shows schematics of the proposed DGS cell. The 
DGS is etched on the back side of the metallic ground plane as shown in figure 24(b). The 
substrate is RT/Duroid with 0.813mm thickness and dielectric constant εr=3.38. The feed line 
width w =1.85mm is chosen for the characteristics impendence of 50 Ω microstrip line at 
frequency 5.25GHz. The defect unit is with length L=12mm and width W=9mm, Lg=1mm, 
Ls=1mm, Wg=1mm and Ws=3mm. The effect of one as well as two unit cells of rectangular 
DGS (RDGS) on inset feed MPA performance is studied by etching the defect from certain 
reference point as a start at distance X=0 mm as shown in figure 24(b) and gradually increase X 
to change the position of DGS with step 2mm until DGS is far away from the image projection 
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under the radiating surface. For further reduction two unit cells of the proposed RDGS are 
used, which are etched in face to face with separation 3mm. it is noted that the maximum size 
reduction is 35% in case of one unit cell at defected displacement X=10mm from antenna edge. 
In case of two unit cells the maximum reduction ratio reached 53% at same defect position [82].  
 
Fig. 24. (a) The geometry of one unit cell of DGS, (b) the proposed antenna  prototype 
8.2 Multiband design consideration 
In many applications it is also important to design single feed antenna for multiband 
resonant frequencies. Spiral defected ground structure DGS is used to provide both multi 
resonant frequencies and compact size. Figure 24(a) shows schematic of the proposed one 
cell spiral DGS. Spiral structures, however, are known to produce large cross polarization. 
Therefore to completely eliminate the cross polarization, a four-arm spiral is explored, as 
shown in figure 24(b). Four spiral branches, each with a 0.01 λ5.2GHz width, split from the 
center and rotate outwards are used in the design.  
As it may be seen, this geometry is symmetric not only in +/–x or +/–y directions, but also 
in x and y directions. A design using one unit cell of the spiral DGS is simulated and it is 
clear that the effect of increasing distance X on antenna performance of one cell as well as 
two unit cells. As distance X increases the resonant frequencies are reduced until certain 
distance and after that the trend is reversed. Maximum reduction in the fundamental 
resonant frequency was achieved at distance X=9mm (0.16λ5.2GHz) and DGS shifted from 
width center Wd by 3mm (0.083λ5.2GHz). More reduction in resonant frequency was achieved 
by using two unit cells of spiral DGS which are placed face to face and at a separation 
distance from center to center 2Wd equal to 10mm (0.18λ0) with separation Wg equal to 3mm 
(0.054λ5.2GHz). We use same previous substrate and antenna dimensions are 15 X16 mm2 and 
DGS is etched in the bottom of the metallic ground plane as in figure 24 (b). The dimension 
of the largest arms length L=13.25mm and largest width W=11.25mm, air-gap g=0.5mm and 
Lg= 2mm with spacing patch Ls=Ws=1mm with 0.5mm inner square is used in the design. The 
line width Wf =1.85mm is chosen for the characteristics impendence of 50 Ω microstrip line at 
frequency 5.25GHz. The fundamental MPA resonance frequency is reduced by using one 
unit cell spiral DGS which is shifted from length center by 0.011λ0. In case of using two unit 
cells, maximum reduction in resonant frequency occurs when the cells are face to face and 























AMC surfaces have very high surface impedance within a specific limited frequency range, 
where the tangential magnetic field is small, even with a large electric field along the surface 
[73]. Therefore, an AMC surface can have a reflection coefficient of +1 (in-phase reflection). 
Generally, the reflection phase is defined as the phase of the reflected electric field which is 
normalized to the phase of the incident electric field at the reflecting surface. It can be called 
in-phase (or out-of-phase) reflection, if the reflection phase is 0 (or not). In practice, the 
reflection phase of an AMC surface varies continuously from +180 to -180 relative to the 
frequency, and crosses zero at just one frequency (for one resonant mode). The useful 
bandwidth of an AMC is generally defined as 135 to 45 on either side of the central 
frequency. Thus, due to this unusual boundary condition, in contrast to the case of a 
conventional metal plane, an AMC surface can function as a new type of ground plane for 
low-profile wire antennas, which is desirable in many wireless communication systems. 
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Table 4. Comparison between different characteristics of electrical equivalent circuit for both 
embedded EBG and UP- EBG. 
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8.3 Simulation and measurement of miniaturized multi-band antenna 
The final two proposed antenna configurations were fabricated as shown in figure 25 by 
using photolithographic techniques. The reduction in antenna resonant frequency is due to 
increase in both electrical and magnetic coupling from ground to radiating antenna plate. 
The measured and simulated results are shown in figure 26. Second proposed antenna was 
fabricated also and the multi-band operation and reducing antenna size was achieved and 
the comparison between simulation and measurement of reflection coefficient is shown in 
figure 27 [81]. 
 
 
Fig. 25. Photo of the fabricated two antennas. 
 
 
Fig. 26. Comparison between measured and simulated reflection coefficient of antenna 
without and with one and two gasket unit cell 
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Fig. 27. Comparison between measured and simulated reflection coefficient of antenna 
without and with two unit cell of spiral DGS simulated and measured. 
9. Design of single patch antennas with EBG 
The conventional half-wavelength size is relatively large in modern portable communication 
devices. Various approaches have been proposed, such as using shorting pins, cutting slots, 
and designing meandering microstrip lines. Increasing the dielectric constant of the 
substrate is also a simple and effective way in reducing the antenna size. Applications of 
MPAs on high dielectric constant substrate are of growing interest due to their compact size 
and conformability with monolithic microwave integrated circuits (MMIC). However, there 
are several drawbacks with the use of high dielectric constant substrate, namely, narrow 
bandwidth, low radiation efficiency, and poor radiation patterns, which result from strong 
surface waves excited in the substrate. The narrow bandwidth can be expanded by 
increasing the substrate thickness, which, however, will launch stronger surface waves. As a 
result, the radiation efficiency and patterns of the antenna are further degraded. To quantify 
this phenomenon, a comparative study of MPAs on substrates with different dielectric 
constants and different thicknesses is performed in this section. Table 5 illustrates the four 
samples under study. Two of them with low dielectric constant substrate (εr=2.2) and the 
other two are built on the high dielectric constant substrate (εr=10.2). 
Example Patch size mm2 Dilectric constant (εr) Height (mm) 
1 18 X 10 2.2 1 
2 16X 13 2.2 2 
3 9 X 6 10.2 1 
4 8 X 6 10.2 2 
Table 5. The antennas parameters.  
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Figure 28 shows the simulated S11 of these four structures. By tuning the patch size and the 
feeding probe location, all the antennas match well to 50 Ω around 5.1 GHz. It is noticed that 
the patch sizes on high dielectric constant substrate are remarkably smaller than those on 
low dielectric constant substrate as shown in table 5, which is the main advantage of using 
high dielectric constant substrate. However, the antenna bandwidth (S11 < 10 dB) on 1 mm 
substrate height is decreased from 1.38% to 0.61% when the εr is increased from 2.2 to 10.2. 
Similar phenomenon is observed for the 2mm height, the bandwidth is decreased from 
2.40% to 1.71%. For the same dielectric constant substrates, the antenna bandwidth is 
enhanced when the thickness is doubled. For example, the antenna bandwidth on the high 
dielectric constant substrate is increased from 0.61% to 1.71% when the substrate thickness is 
increased from 1 mm to 2 mm. It’s important to point out that the bandwidth of example (4) 
is even larger than that of example (1), which means that the bandwidth of MPAs on high 
permittivity substrate can be recovered by increasing the substrate thickness.  
 
Fig. 28. Return loss comparison of patch antennas with different dielectric constants and 
substrate height. 
Figure 29 compares the H-plane radiation patterns of these four antennas. A finite ground 
plane of λ × λ size is used in the simulations, where λ is the free space wavelength at 5.1 
GHz. The antennas on the high dielectric constant substrates exhibit lower directivities and 
higher back radiation lobes than those on the low dielectric substrates. For antennas on the 
same dielectric constant substrate, when the thickness increases, the antenna directivity 
decreases, especially for those on high dielectric constant substrates. Similar observations 
are also found in the E-plane patterns. 
These phenomena can be explained from the excitation of surface waves in the substrate. 
When a high dielectric constant and thick substrate is used, strong surface waves are 
excited. This causes reduction of the radiation efficiency and directivity. In addition, when 
the surface waves diffract at the edges of the ground plane, the back radiation is typically 
increases. 
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Fig. 29. H-Plane radiation pattern of patch antennas with different dielectric constants and 
substrate heights. 
i. Gain Enhancement of a Single Patch Antenna 
To overcome the drawbacks of using the thick and high dielectric constant substrate, several 
methods have been proposed to manipulate the antenna substrate. One approach suggested 
is to lower the effective dielectric constant of the substrate under the patch using 
micromachining techniques [94]. A shortcoming of this approach is the larger patch size 
than that on an unperturbed substrate. Another approach is to surround the patch with a 
complete band gap structure or synthesized low dielectric constant substrate so that the 
surface wave's impact can be reduced. A MPA design is proposed that does not excite 
surface waves. In this section, EBG structure is applied in patch antenna design to overcome 
the undesirable features of the high dielectric constant substrates while maintaining the 
desirable features of utilizing small antenna size. 
ii. Patch Antenna Surrounded by EBG Structures 
Figure 30 sketches the geometry of a MPA surrounded by a mushroom-like electromagnetic 
band gap (EBG) structure. The EBG is designed so that its surface wave band gap covers the 
antenna resonant frequency. As a result, the surface waves excited by the patch antenna are 
inhibited from propagation by the EBG structure. To effectively suppress the surface waves, 
four rows of EBG cells are used in the design. It is worthwhile to point out that the EBG cell 
is very compact because of the high dielectric constant and the thick substrate employed. 
Therefore, the ground plane size can remain small, such as 1λ × 1λ. For comparison, MPA 
designed on a step-like substrate is investigated, as shown in figure 31. The idea is to use a 
thick substrate under the patch to keep the antenna bandwidth and use a thin substrate 
around the patch which reduces the surface waves. The distance between the patch and the 
step needs to be carefully chosen. If the distance is too small, the resonant feature of the 
patch will change and the bandwidth will decrease. However, when the distance is too 
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Figure 28 shows the simulated S11 of these four structures. By tuning the patch size and the 
feeding probe location, all the antennas match well to 50 Ω around 5.1 GHz. It is noticed that 
the patch sizes on high dielectric constant substrate are remarkably smaller than those on 
low dielectric constant substrate as shown in table 5, which is the main advantage of using 
high dielectric constant substrate. However, the antenna bandwidth (S11 < 10 dB) on 1 mm 
substrate height is decreased from 1.38% to 0.61% when the εr is increased from 2.2 to 10.2. 
Similar phenomenon is observed for the 2mm height, the bandwidth is decreased from 
2.40% to 1.71%. For the same dielectric constant substrates, the antenna bandwidth is 
enhanced when the thickness is doubled. For example, the antenna bandwidth on the high 
dielectric constant substrate is increased from 0.61% to 1.71% when the substrate thickness is 
increased from 1 mm to 2 mm. It’s important to point out that the bandwidth of example (4) 
is even larger than that of example (1), which means that the bandwidth of MPAs on high 
permittivity substrate can be recovered by increasing the substrate thickness.  
 
Fig. 28. Return loss comparison of patch antennas with different dielectric constants and 
substrate height. 
Figure 29 compares the H-plane radiation patterns of these four antennas. A finite ground 
plane of λ × λ size is used in the simulations, where λ is the free space wavelength at 5.1 
GHz. The antennas on the high dielectric constant substrates exhibit lower directivities and 
higher back radiation lobes than those on the low dielectric substrates. For antennas on the 
same dielectric constant substrate, when the thickness increases, the antenna directivity 
decreases, especially for those on high dielectric constant substrates. Similar observations 
are also found in the E-plane patterns. 
These phenomena can be explained from the excitation of surface waves in the substrate. 
When a high dielectric constant and thick substrate is used, strong surface waves are 
excited. This causes reduction of the radiation efficiency and directivity. In addition, when 
the surface waves diffract at the edges of the ground plane, the back radiation is typically 
increases. 
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Fig. 29. H-Plane radiation pattern of patch antennas with different dielectric constants and 
substrate heights. 
i. Gain Enhancement of a Single Patch Antenna 
To overcome the drawbacks of using the thick and high dielectric constant substrate, several 
methods have been proposed to manipulate the antenna substrate. One approach suggested 
is to lower the effective dielectric constant of the substrate under the patch using 
micromachining techniques [94]. A shortcoming of this approach is the larger patch size 
than that on an unperturbed substrate. Another approach is to surround the patch with a 
complete band gap structure or synthesized low dielectric constant substrate so that the 
surface wave's impact can be reduced. A MPA design is proposed that does not excite 
surface waves. In this section, EBG structure is applied in patch antenna design to overcome 
the undesirable features of the high dielectric constant substrates while maintaining the 
desirable features of utilizing small antenna size. 
ii. Patch Antenna Surrounded by EBG Structures 
Figure 30 sketches the geometry of a MPA surrounded by a mushroom-like electromagnetic 
band gap (EBG) structure. The EBG is designed so that its surface wave band gap covers the 
antenna resonant frequency. As a result, the surface waves excited by the patch antenna are 
inhibited from propagation by the EBG structure. To effectively suppress the surface waves, 
four rows of EBG cells are used in the design. It is worthwhile to point out that the EBG cell 
is very compact because of the high dielectric constant and the thick substrate employed. 
Therefore, the ground plane size can remain small, such as 1λ × 1λ. For comparison, MPA 
designed on a step-like substrate is investigated, as shown in figure 31. The idea is to use a 
thick substrate under the patch to keep the antenna bandwidth and use a thin substrate 
around the patch which reduces the surface waves. The distance between the patch and the 
step needs to be carefully chosen. If the distance is too small, the resonant feature of the 
patch will change and the bandwidth will decrease. However, when the distance is too 
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large, it cannot reduce the surface waves effectively. To validate the above design concepts, 
four antennas were simulated on RT/Duroid 6010 (εr = 10.2) substrate with a finite ground 
plane of 52 × 52 mm2. Two of them are normal patch antennas built on 1.27 mm and 2.54 
mm thick substrates as references. The step-like structure stacks two 1.27 mm thick 
substrates under the patch and the distance from the patch edge to the step is 10 mm. The 
EBG structure is built on 2.54 mm height substrate and the EBG patch size is 2.5 × 2.5 mm2 
with 0.5 mm separation. Figure 32 compares the measured S11 results of these four antennas. 
All the four patches are tuned to resonate at the same frequency 5.1 GHz. It is noticed that 
the patch on the thin substrate has the narrowest bandwidth of only 1% while the other 
three have similar bandwidths of about 3–4%. Thus, the thickness of the substrate under the 
patch is the main factor determining the impedance bandwidth of the antenna. The step 
substrate and the EBG structure, which are located away from the patch antenna, have less 
effect on the antenna bandwidth. 
 
Fig. 30. Patch antenna surrounded by a mushroom-like EBG structure: (a) geometry and (b) 
cross section. 
The antenna on the height 2.5mm has the lowest front radiation while its back radiation is 
the largest. When the substrate thickness is reduced, the surface waves become weaker and 
the radiation pattern improves. The step-like structure exhibits similar radiation 
performance as the antenna on the thin substrate. The best radiation performance is 
achieved by the EBG antenna structure. Due to successful suppression of surface waves, its 
front radiation is the highest, which is about 3.2 dB higher than the thick case. Since the 
surface wave diffraction at the edges of the ground plane is suppressed, the EBG antenna 
has a very low back lobe, which is more than 10 dB lower than other cases. Table 6 lists the 
simulated results of these antennas. Note that the radiation patterns are normalized to the 
maximum value of the EBG antenna. 

















Table 6. Simulated performance of four different MPA designs on the high dielectric 
constant substrate. 
 

























Fig. 32. Comparison of the measured return loss of the four MPA structures. 
It is also interesting to notice that in the E-plane the beam-width of the EBG case is much 
narrower than the other three cases whereas in the H-plane it is similar to other designs. The 
reason is that the surface waves are mainly propagating along the E-plane as shown in 
figure 33. Once the EBG structure stops the surface wave propagation, the beam becomes 
much narrower in the E-plane. From above comparisons it is clear that the EBG structure 
improves the radiation performances of the patch antenna while maintaining its compact 
size and adequate bandwidth. 
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Fig. 33. Simulated radiation patterns of different patch antennas: (a) E-plane and (b) H-plane 
pattern. 
10. Antenna design for ultra-wideand wireless communications applications 
10.1 Enhancement of microstrip monopole antenna bandwidth by using EBG 
structures 
The low profile, light weight, and low cost of manufacturing of monopole microstrip patch 
antennas have made them attractive candidates in many applications ranging from very 
high-data rate and short-range wireless communication systems, to modern radar systems. 
The limited bandwidth of the MPA, however, needs to be further improved to facilitate 
applications in UWB systems. Spiral arms shaped metallo EBG was used to increase the 
bandwidth of planar monopole antennas. This approach resulted in size reduction and 
cceptable performance from 1 to 35GHz. In this section, we present a new approach based 
on using a variety of shapes and sizes of embedded EBG structures. The designs of the EBG 
structures as well as the improvement steps in the antenna performance are described in the 
following sections [89]. 
 
Antenna Designs with Electromagnetic Band Gap Structures 
 
435 
i.Antenna Geometry and Design A low profile microstrip monopole patch antenna is 
proposed as shown in figure 34. Rectangular and circular geometries were simulated to 
optimize the performance. 
Starting with a rectangular patch antenna on a rectangular ground plane and ended up with 
an umbrella semi-circular shape, for both the radiator and the ground plane. A semi-circular 
ground plan with radius Rg =15mm was used as shown in figure 34. As a last step, circular 
shapes for both the radiator and the ground plane with radii of Rr =12mm for the antenna 
and Rg=15mm for the ground plane are used as shown in figure 34. The microstrip feed line 
length is Lf =16mm, and width Wf =1.9mm. The antenna is printed on FR4 substrate with 
εr=4.7 and thickness 3.2mm (0.034λo). After optimizing the basic antenna design with 
circular radiator and ground plane, various designs of EBG structures are embedded to 
improve the bandwidth, enhance gain, and reduce the antenna size beyond that was 
previously reported. The proposed metallic patch antenna layout was first surrounded by 
an EBG lattice with circular holes with dimension computed as described in [51], hence is 
given by gd λ=  where d is the diameter of drilled hole and λg is the guided wavelength. 
Then embedded circular and square patches in a periodical electromagnetic band-gap 
structure were used as shown in figure 34, and the side view is shown in figure 34. The 
periodic patches have radius=3mm for the circular patch and, half-square side =3mm for the 
square patch. The periodicity in the two cases is P=7mm, and the vias radius equals 0.25mm. 
These dimensions were used based on optimized simulation results. The optimization 
process includes embedded circular and square patches dimensions as well as antenna 
parameters such as gain, bandwidth, and radiation efficiency. The fabricated antenna is 
shown in figure 34. 
ii. Simulation and Experimental Results 
The simulation results are shown in figure 35 (a). Then partial rectangular ground plane is 
used with dimensions 30x15 mm2. Results for this case are also shown in figure 35 (a). The 
partial rectangular ground plane is then converted to half circular plane to increase the 
bandwidth by creating adjacent staggered resonance modes. Both the radiator and the 
ground plane shapes are then converted to half circular shapes with radii of 12mm and 
15mm, respectively. The final design for the basic antenna shows ultra wideband 
characteristics shown in figure 35 (b) but with bandwidth discontinuity from 7 to 10GHz 
and 12.5 to 17.5GHz. To remove these discontinuities, EBG structures are embedded. The 
effect of EBG on the antenna performance is examined first by drilling cylindrical holes each 
with a radius equals to 3mm and periodicity P=7mm. Then circular and square EBG patches 
are embedded in the substrate. Simulation results to illustrate the performance of each of the 
EBG structures (circular or square) as well as the case of the drilled holes are shown in 
figure 37. These results were obtained by calculating the transmission coefficient of a 50 Ω 
microstrip transmission line placed on the top of a substrate with either square or circular 
EBG structure or circular holes. From figure 37, it is seen that each of these embedded 
structures has different effect on the bandwidth of the microstrip line. The pass-band and 
stop-band for the embedded square are larger and deeper than that of circular embedded 
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Fig. 33. Simulated radiation patterns of different patch antennas: (a) E-plane and (b) H-plane 
pattern. 
10. Antenna design for ultra-wideand wireless communications applications 
10.1 Enhancement of microstrip monopole antenna bandwidth by using EBG 
structures 
The low profile, light weight, and low cost of manufacturing of monopole microstrip patch 
antennas have made them attractive candidates in many applications ranging from very 
high-data rate and short-range wireless communication systems, to modern radar systems. 
The limited bandwidth of the MPA, however, needs to be further improved to facilitate 
applications in UWB systems. Spiral arms shaped metallo EBG was used to increase the 
bandwidth of planar monopole antennas. This approach resulted in size reduction and 
cceptable performance from 1 to 35GHz. In this section, we present a new approach based 
on using a variety of shapes and sizes of embedded EBG structures. The designs of the EBG 
structures as well as the improvement steps in the antenna performance are described in the 
following sections [89]. 
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i.Antenna Geometry and Design A low profile microstrip monopole patch antenna is 
proposed as shown in figure 34. Rectangular and circular geometries were simulated to 
optimize the performance. 
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These dimensions were used based on optimized simulation results. The optimization 
process includes embedded circular and square patches dimensions as well as antenna 
parameters such as gain, bandwidth, and radiation efficiency. The fabricated antenna is 
shown in figure 34. 
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and 12.5 to 17.5GHz. To remove these discontinuities, EBG structures are embedded. The 
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as illustrated in figure 45(a) and 45(b), respectively. The comparison between simulation and 
measurement of reflection coefficient S11 of both embedded EBG are shown in figures 37 and 
38, respectively. From these figures it is noted that not only improvement in the bandwidth 
was achieved but also the antenna size was reduced to about 34% from that of the basic half 
circular monopole antenna without EBG. This gives more than 60% size reduction higher 
than that published in [92] by 10%. The final antenna with square embedded patches has 
average antenna gain of about 6.5dBi. The gain value changes throughout the operating 
band as shown in figure 38. At lower frequencies, the gain is about 3dBi and started to 
increase with frequency until it reaches its maximum value of 8.5dBi at 12.5GHz. After this, 
it starts to decrease again with frequency. However, the antenna gain with EBG is larger 
than without EBG throughout the entire frequency band by an average value of about 2dBi. 
The antenna radiation efficiency has the highest value from 1 to 7.5GHz and then it stays 
between 60-70% up to 35GHz. The final antenna design has an average efficiency of 73.5% as 
compared to only 56.5% for the basic antenna without embedding EBG structures. 
 
                          a                                  b                     c             d                     e 
Fig. 34. The proposed antenna with embedded EBG (a) Circular EBG, (b) Square EBG (c) 
side view (d) fabricated radiator monopole antenna, and (e) ground plane on back of the 
substrate. 
 
Fig. 35. (a) Simulated S11 vs. frequency for various design parameters and (b) comparison 
between simulation and measurement for the proposed. 
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Fig. 36. Comparison between measured and simulated reflection coefficient for umbrella 




Fig. 37. Comparison between measured and simulated reflection coefficients of umbrella 
monopole antenna with embedded square EBG patches. 
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Fig. 37. Comparison between measured and simulated reflection coefficients of umbrella 
monopole antenna with embedded square EBG patches. 

















































Fig. 38. Antenna gain and radiation efficiency vs. frequency for antennas with and without 
square EEBG. EBG structure 
10.2 Ultra-wide bandwidth umbrella shaped MMPA using Spiral Artificial Magnetic 
Conductor (SAMC) 
i. Proposed Antenna Geometry and Design  
The proposed antenna has semi-circular shape. The thickness of the substrate used is 
approximately 0.034λ3.3GHz = (3.2 mm). The semi-circular patch of radius Rr mm, is placed on 
one side of dielectric substrate with relative permittivity 4.7 and tan δ =0.02. The dimension 
for the substrate is Ls × Ws mm2. The antenna is fed by 50Ω microstrip feed-line of width 
‘Wf’. The semi-circular radiator is placed ‘Lf’ distance from one edge of the substrate. The 
design of the proposed antenna started from conventional shape of printed rectangular 
microstrip monopole. To improve the bandwidth, the radiator was modified to be semi-
circular patch with radius 12mm. The antenna size is thus reduced by 22% from the original 
size. The dimension of FR4 substrate is 40x40 mm2 but in this case discontinuities in 
bandwidth were found between frequency band from 1GHz to 5GHz and from 6GHz to 
10GHz as shown in following sections. 
ii. Spiral AMC Design 
In this section, two typical printed spiral geometries are investigated as shown in figure 
39. The operation principle of the AMC surface can be simply explained by an equivalent 
LC circuit theory. To increase the value of the inductance, a single spiral is placed on top 
of the grounded substrate to replace the conventional ground plane. The parameters of 
the substrate remain the same as the reference conventional monopole. The width of the 
spiral is 1mm=0.011λ3.3GHz with gap=1mm. Two shapes of spiral AMC are used in the 
proposed design, one arm spiral as in figure 40(a) and four arms spiral as in figure 40(b). 
The two spiral shapes are applied on the antenna ground plane as shown in figure 40 (a) 
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and 40(b) to improve the performance such as decreasing the antenna size, reducing the 
bandwidth discontinuities and increasing the antenna gain. After achieving the best 
possible results from this approach, holes were drilled to further improve the bandwidth 
and enhance antenna gain as shown in figure 40(c). The design of the drilled holes EBG 
structure is straight forward, hence, d=λg where d is the diameter of drilled holes and  
λg is the guided wavelength. d=1mm and a periodicity =3mm were chosen and the 
fabricated antenna is shown in figure 41(a) and 41(b). The diameter of the drilled holes d 
is chosen to be sufficiently applied at the desired discontinuities frequencies from 6 to 
10GHz. This makes the presence of the holes too small to affect the dielectric constant of 
the substrate. 









Fig. 39. The spiral shape as AMC; (a) one arm, (b) four arms. 
 
(a)                               (b)                           (c)
 
Fig. 40. Umbrella shape with spiral ground plane (a) one arm (b) four arms and (c) four arms 
with surrounded holes. 
 
(a)  Antenna radiator plane                       (b) Spiral ground plane 
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iii. Simulation and Measurement results  
In order to provide design criteria for the proposed antenna, the effects of each developing 
geometrical shape are studied. We started with rectangular plates for both the radiator and 
the ground plane. The radiator dimensions are (24x12) mm2 and the ground plane has the 
dimensions of (40x40) mm2. The simulation results are shown in figure 42. Second attempt 
involved converting the rectangular radiator to a semi-circular plate with radius =12mm as 
shown in figure 42 (same steps as in the previous sections). The electromagnetic AMC band-
gap structure was used to enhance the bandwidth, increase the antenna gain and reduce the 
antenna size. Both the transmission line approach and reflection phase methods were used 
to study and redesign the performance of spiral shapes. First, the reflection coefficient and 
transmission coefficients S11 and S21 were calculated as shown in figure 43 for the two types 
of spiral. Figure 43 indicates that the performance of the four arms spiral ground plane is 
better than one arm spiral. Moreover, a large cross polarization was observed in many 
frequency bands in the one arm spiral one performance. This cross polarization resulted 
from the asymmetric geometry of the one arm spiral. Second, the reflection angle was 
calculated as shown in figure 44 for two types of spiral. Figure 44 indicates that the 
performance of spiral with four arms ground plane gives larger bandwidth and near from 
zero reflection phase.  
 
Fig. 42. Simulated results of S11 and S21 of spiral ground plane with one and four arms. 
Then each of the two types of spirals was integrated as an antenna ground plane. The 
comparison between simulated and measured reflection coefficient for the antenna 
integrated with SAMC ground plane with one arm is shown in figure 45. A large frequency 
discontinuity was also observed in this case in the frequency band from 1 GHz up to 40 
GHz. Although, the results as shown in figure 46 seem to meet the desired requirement in 
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terms of surface compactness, the resulting high cross polarization makes it unacceptable in 
many applications. Due to the significant cross polarization, the single arm spiral geometry 
was not a good candidate for applications that require low cross polarization. Therefore, an 
alternative design that consists of four arms spiral is used [91].  
 
Fig. 43. The S11 phase of spiral AMC with one and four arms. 
 
Fig. 44. Comparison between simulated and measured S11   of proposed antenna with one 
arm spiral ground plane. 
The four arms spiral is then applied on an antenna ground plane. Four spiral branches, each 
with a 1mm =0.011λ3.3GHz width, split from the center and rotate in clockwise direction. The 
antenna reflection coefficient is shown in figure 46. Simulation results show that there is 
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1GHz, from 5.5GHz to 6.5 GHz, from 7GHz to 7.5GHz, 13.5GHz to14.5GHz In this case, the 
resonant frequency decreases as the number of spiral arms increases. The first resonant 
frequency is 49.45% lower than the reference geometry. This significant reduction in size for 
a single element leads to an attractive design feature for many wireless communication 
applications. Finally, both electromagnetic band-gap (EBG) drilled holes and artificial 
magnetic conductor (AMC) were merged to optimize the antenna performance as is shown 
in figure 42(c). 
 
Fig. 45. The comparison between simulated and measured S11 of the proposed antenna with 
four arms spiral ground plane. 
10.3 Design MMPA by using printed unequal arms V-shaped slot  
i. Design Considerations  
The printed monopole antennas give very large impedance bandwidth with reasonably 
good radiation pattern in azimuth plane, which can be explained in two ways. To estimate 
the lower band-edge frequency of printed monopole antennas, the standard formulation 
given for monopole antenna can be used with suitable modification. The equation was 
worked out for the planar monopole antennas. If h is the height of substrate in cm, which is 
taken the same as that of an equivalent monopole and LL in cm is the highest effective length 
of the V- unequal arms monopole antenna and Lf is the length of 50Ω feed line in cm, then 
the lower band-edge frequency is given as shown in figure 47: 
   L
L f r
7.2f c / GHz





        (4) 
Where all dimensions h, LL and Lf in cm.  
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ii. Antenna Design Methodology and Geometry 
A V-shaped slot monopole with two unequal arms is proposed to achieve compact size and 
ultra wideband design. For the lower band (0.75GHz), two different-length arms of a V-
shaped patch were used to excite two closely staggered resonant modes [84-86] as shown in 
figure 47. The two patches (triangular shaped patch and the electromagnetically coupled V 
shape are excited in the TM01 mode. The design achieves ultra bandwidth in lower band 
with antenna thickness less than 0.01λo. Multi frequency operation is achieved by etching V 
slot with different spacing between feeding plate and triangular patch. It is placed on one 
side of dielectric substrate RT/D 6010 with relative permittivity 10.2 and tan δ =0.002. The 
dimension for the substrate is Ls × Ws =50x50mm2. The lowest frequency of operation is 
fL=0.75GHz. Monopole antenna passes by many steps to reach the final novel proposed 
shapes. The design of the proposed antenna started from conventional shape of microstrip 
monopole antenna with square substrate equal to 50 mm using rectangular ground plane 
and triangular plate for antenna radiator. The dimensions are optimized by choosing a 50 Ω 
feeding of Wf =2.5mm and Lf=16.5mm. The main objective of optimization is producing 
broadband antenna. The second step to improve the antenna bandwidth is modifying the 
ground plane to partial rectangular ground plane, the ground plane dimensions are 17.5x50 
mm2. Third step is using V-shaped slot with unequal arms for radiator plate as shown in 
figure 47. Fourth step is modifying the ground plane and optimization is used to enhance 
the antenna bandwidth and reduce the electrical antenna size. The triangular radiator patch 
with base and height Wp=17mm and Lp=15mm with arms width WL=12mm, Ws=4mm and 
arms length LL=36mm, Ls=26mm and air gap separation between triangular patch and V 
shaped arms gL=2mm, gs=3.5mm with feeding length 17.7mm.  The ground plane with 
Lt=12mm and radius 14.4mm. 
 
Fig. 46. The proposed antenna geometry. 
  2a= guideλ            (5) 
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Finally, the proposed antenna is printed on metamaterial surface, first shape is using 
artificial magnetic conductor (AMC). As embedded spiral AMC with four arms is used to 
improve the impedance matching and reduce the antenna size as shown in figure 48(a) 
with arm width g = air gap = 2mm at height h=1.25mm. Secondly, using embedded uni-
planar square EBG without via and with square side length 5mm for further improvement 
in antenna gain and bandwidth discontinuity as shown in figure 48(b) with side length 
a=5mm and periodicity P=5.5mm at height h=1.25mm. Finally, using electromagnetic 
band-gap structure (EBG) as embedded square EBG with square side length 4mm, 
periodicity 5mm and via radius =0.25mm at the same previous height as shown in figure 
48(c) to enhance the antenna efficiency and gain. These dimensions were selected by 
recomputation in a conventional way. The EBG substrate does not interfere with the near 
field of the antenna, and it suppresses the surface waves, which are not included in the 
patch antenna design [84-86]. The design of an EBG antenna has been straightforward as 
shown in Eqs. 5 and 6.  
iii. EBG Methodologies and Geometry 
The application of EBG in printed antenna design has received significant attention recently. 
They have mainly been used to achieve microstrip antennas on thick, high-dielectric 
constant substrate with optimum performance. The approach is based on using artificial 
substrates made of periodic metalo-dielectric resonant implants in order to have a complete 
forbidden band gap around the desired antenna operative frequency. Because surface waves 
cannot propagate along the substrate, an increased amount of radiated power couples to 
space waves reducing antenna losses while increasing its gain and bandwidth. In this 
section, a compact AMC design that minimizes the cross polarization effect of printed spiral 
geometry will be presented. As the number of arms or turns order increases, the equivalent 
inductance increases, resulting in a lower resonant frequency. Several typical printed spiral 
geometries are investigated in this section and their reflection phase characteristics are 
reported. Due to the significant cross polarization, the single and double spiral geometries 
are not good candidates for applications requiring low cross polarization.  
A four-arm spiral is explored to eliminate the cross polarization, as shown in figure 48(a). 
Each arm is rotated 90o. Therefore, this symmetrical condition guarantees the same 
scattering response to the x- and y-polarized incident waves. As a result, no cross 
polarization is observed from this structure. Second, using two dimension embedded EBG 
without via simplifies the fabrication process and is compatible with microwave and 
millimeter wave circuits. The embedded EBG surface and the AMC surface each has his 
own advantages. Third, a mettalo 3D-EBG with via is used: Advantages of the 3D-EBG 
surface is obtaining: a lower frequency and a wider bandwidth. At a given frequency, its 
size is smaller than the AMC design. Advantages of the uni-planar surface are obtaining a 
lower frequency and wider bandwidth. In addition, it is less sensitive to the incident angle 
and polarization. 
iv. Results and Discussion 
The antenna performance was investigated by both simulation and measurement as shown 
in figure 49. In order to provide design criteria for the proposed antenna, the effects of each 
developing geometrical shape are analyzed.  
 

































Fig. 49. Comparison between simulated and measured reflection coefficient for the proposed 
antenna with embedded spiral AMC 
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Finally, the proposed antenna is printed on metamaterial surface, first shape is using 
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size is smaller than the AMC design. Advantages of the uni-planar surface are obtaining a 
lower frequency and wider bandwidth. In addition, it is less sensitive to the incident angle 
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Fig. 49. Comparison between simulated and measured reflection coefficient for the proposed 
antenna with embedded spiral AMC 
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Fig. 50. Comparison between simulated and measured reflection coefficient of the proposed 












Fig. 51. Comparison between simulated and measured reflection coefficient of antenna with 
embedded 3D-EBG. 
Metamaterials structures are used to enhance the antenna performance as bandwidth, gain 
and improve the reflection phase. Starting with embedded spiral AMC, the comparison 
between simulation and measurement of reflection coefficient is shown in figure 50, and 
there are bandwidth discontinuity found at frequencies from 2 to 2.5GHz, 12 to 12.5GHz, 14 
to 14.5GHz and 27 to 32GHz. However, the electrical antenna size reduced to 0.6GHz with 
reduction 65% from original size of the proposed antenna. Secondly, embedded square uni-
planar 2D-EBG were used. The comparison between simulation and measurement is shown 
in figure 51 and the bandwidth discontinuities occur at frequencies from 5 to 8 GHz, from 12 
to 13, 17 to 18.5GHz and from 32 to 34.5GHz. Thirdly, embedded 3D-EBG is used for further 
improvement in antenna gain and bandwidth. The bandwidth discontinuities occur at 
frequencies from 11 to 12GHz and from 26 to 26.5GHz as shown in figure 52. It may be 
noted that not only improvement in the bandwidth is achieved but also the antenna size was 
reduced to about 65% from that of the proposed monopole antenna without EBG. From 
these figures, one can notice that there are small discrepancies between the simulated and 
measured results. This may be attributed due to the same reasons stated before. Antenna 
gain for three antenna structures are shown in figure 53. This figure shows that, the antenna 
with embedded 3D-EBG has the antenna gain response along the operating band with 
average gain of about of 13dBi followed by 2D-EBG with average gain 11dBi and spiral 
AMC with 9dBi. The fabricated antenna is shown in figure 54. 
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10.4 Co-planar boat MPA with modified ground plane by using EBG  
i. Antenna Geometry 
The geometry of the proposed antenna is shown in figure 55, where an equi-lateral triangular 
patch with Lr=70mm is placed co-planar to a finite ground plane that has a trapezoidal shape 
with size of Wg1 =30mm, Wg2=63mm, hieght Lg=21mm. The dielectric substrate used is FR4 
with dielectric constant εr=4.7 and dimension 100x100mm2 with thickness h = 3.2mm. The 
patch is proximity fed by a 50Ω microstrip line at the fundamental frequency 3.3GHz with line 
length and width of Lf = 63mm and Wf = 5.5 mm, respectively. The top and side views of the 
proposed antenna are shown in figure 55. To obtain a good impedance matching, the end of 
the feed line has to extend beyond the centre of the patch. Initially, different dimensions of the 
MPA were used in order to minimize the size of the patch antenna with maximizing the 
bandwidth at the same time. The antenna geometry of the whole structure should be 
optimized (the ground plane dimension, separation between the patch and the ground and 













Fig. 52. Comparison of gain for the studied EBG structures. 
Second part of this section, is using 2D-EBG etched in the feeding line to improve 
impedance matching with head square dimension a= 2mm, slot length Ld=1.25mm with 
width g=0.5mm and periodicity P=4mm. An etched 2D-EBG in 50Ω feed line disturbs the 
shield current distribution in the feed line. This disturbance can change the characteristics of 
the transmission line since it increases the effective capacitance and inductance of a 
transmission line, respectively.  
Finally, using the four arms spiral AMC to reduce the antenna size by adding inductance 
component. A larger equivalent inductance may be realized with a larger number of spiral 
turns. However, as revealed in this chapter, if the unit geometry is not symmetric with 
respect to the polarizations of the incident waves, the AMC surface generates a high level of 
cross polarization. Thus, the behavior of reflection phase may not be applicable in the 
designated frequency band of operation. Using four arms spiral shape, and each arm rotates 
90o can exactly recover itself. Therefore, this symmetrical condition guarantees the same 
scattering response to the x- and y-polarized incident waves. As a result, no cross 
polarization was observed from this structure. Therefore, with this design the compactness 
of geometry is achieved without generating the cross polarization level. The dimension of 
the spiral arm width Wd is equal to separation between arms =5mm (0.05λg) and the largest 
spiral length Ls= 80mm as shown in figure 55(b). 
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10.4 Co-planar boat MPA with modified ground plane by using EBG  
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           (a)                                (b) 
Fig. 53. The fabricated antenna (a) radiator and (b) ground plane 
   
Fig. 54. Top and side view of the proposed antenna., (a) the proposed antenna with EBG 
elevation and (bc) side view. 
ii. Simulated and Measured Results 
The antenna performance was investigated by using simulations and verified experimentally 
by fabricating the antenna using photolithographic techniques. In order to provide design 
criteria for the proposed antenna, the effects of each developing geometrical dimensions were 
analyzed. The effect of feeding line length was studied. There is an optimum value of the feed 
length which is 63mm. The simulated return loss with various ground plane width, Wg1 
studied and it is found that larger width gives a broader bandwidth as well as a lower return 
loss magnitude. The proposed antenna is sensitive to Lg and in fact broadband performance is 
obtained for Lg= 21 mm. It is known that in proximity fed patch antennas the position of the 
feed line under patch is important. The simulated return loss with various separations 
between the triangular radiator and the trapezoidal ground Wgap plane is also studied as 
shown in figure 56 where it can be seen that larger gap width gives a lower bandwidth as well 
as a lower return loss magnitude. However, there is an optimum separation Wgap which gives 
good reflection coefficient and bandwidth as shown in figure 57. Figure 58 shows a 
comparison between simulated and measured reflection coefficient of the proposed antenna 
with optimum dimensions. Figure 58 shows comparison between simulated and measured 
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discontinuity band in the operating region. An embedded four arms spiral AMC was added at 
height h= 1.6mm from the ground plane to decrease the bandwidth discontinuity and cross 









































Fig. 57. Comparison between simulated and measured return loss for the proposed antenna 
with embedded SAMC under the antenna radiator. 
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The antenna performance was investigated by using simulations and verified experimentally 
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studied and it is found that larger width gives a broader bandwidth as well as a lower return 
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obtained for Lg= 21 mm. It is known that in proximity fed patch antennas the position of the 
feed line under patch is important. The simulated return loss with various separations 
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Fig. 57. Comparison between simulated and measured return loss for the proposed antenna 
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11. Design of microstrip patch antenna arrays with EBG 
After discussing EBG applications in single microstrip patch antennas, we now present how 
EBG can help to improve the performance of MPAA. The mutual coupling between array 
elements as an important parameter in array design. Strong mutual coupling could reduce 
the array efficiency and cause the scan blindness in phased array systems. [93] Therefore, 
the electromagnetic band gap (EBG) structures are used to reduce the coupling between 
array elements. 
There are diverse forms of EBG structures [97], and novel designs such as EBG structures 
integrated with active device and multilayer EBG structures have been proposed recently. 
This section focuses on different types of EBG structures. Its band-gap features are revealed 
for two reasons, suppression of surface-wave propagation, and in-phase reflection 
coefficient. The feature of surface-wave suppression helps to improve antenna’s 
performance such as increasing the antenna gain and reducing back radiation [92]. 
Meanwhile, the in-phase reflection feature leads to low profile antenna designs [94]. This 
section concentrates on the surface-wave suppression effect of the EBG structure and its 
application to reduce the mutual coupling of MPAA. To explore the surface-wave 
suppression effect, the propagating fields of an infinitesimal dipole source with and 
without the EBG structure are simulated and a frequency stop-band for the field 
propagation is identified. Furthermore, the propagating near fields at frequencies inside 
and outside the band gap is graphically presented for a clear understanding of the physics 
of the EBG structure. It is worthwhile to point out that this band-gap study is closely 
associated with specific antenna applications such as MPAA. Applications of MPAA on 
high dielectric constant substrates are of special interest due to their compact size and 
conformability with the monolithic microwave integrated circuit (MMIC). However, the 
utilization of a high dielectric constant substrate has some drawbacks. Among these are 
narrower bandwidths and pronounced surface waves. The bandwidth can be recovered 
using a thick substrate, yet this excites severe surface waves. The generation of surface 
waves decreases the antenna efficiency and degrades the antenna pattern. Furthermore, it 
increases the mutual coupling of the antenna array which causes the blind angle of a 
scanning array. Several methods have been proposed to reduce the effects of surface 
waves. One suggested approach is the synthesized substrate that lowers the effective 
dielectric constant of the substrate either under or around the patch. Another approach is 
to use a reduced surface wave patch antenna. The EBG structures are also used to 
improve the antenna performance. However, most researchers only study the EBG effects 
on a MPA element, and to the best of our knowledge there are no comprehensive results 
reported for antenna arrays. The mutual coupling of MPAA is parametrically 
investigated, including the E- and H-coupling directions, different substrate thickness, 
and various dielectric constants. In both coupling directions, increasing the substrate 
thickness will increase the mutual coupling. However, the effect of the dielectric constant 
on mutual coupling is different at various coupling directions. It is found that for the E-
plane coupling is stronger on a high permittivity substrate than that on a low permittivity 
substrate. In contrast, for the H-plane coupled cases the mutual coupling is weaker on a 
high permittivity substrate than that on a low permittivity substrate. This difference is 
due to surface waves propagating along the E-plane direction. To reduce the strong 
mutual coupling of the E-plane coupled MPAA on a thick and high permittivity substrate, 
 
Antenna Designs with Electromagnetic Band Gap Structures 
 
451 
the EBG structure is inserted between antenna elements. When the EBG parameters are 
properly designed, the pronounced surface waves are suppressed, resulting in a low 
mutual coupling. This method is compared with previous methods such as cavity backed 
patch antennas. The EBG structure exhibits a better capability in lowering the mutual 
coupling than other approaches.  
11.1 Different types of EBG for mutual coupling reduction  
Utilization of electromagnetic band-gap (EBG) structures is becoming attractive in the 
electromagnetic and antenna community. In this chapter we describe three ways to improve 
the performance of microstrip antenna arrays by using 3D-EBG, 2D-EBG and defected 
ground structure DGS. At the end of this chapter as conclusion, we make comparison 
between the effects of these methods on the array characteristics. 
11.2 Mutual coupling reduction by using the 2D-EBG structure 
Surface waves are undesired because when a patch antenna radiates, a portion of total 
available radiated power becomes trapped along the surface of the substrate. It can extract 
total available power for radiation to space wave as well as there is harmonic frequency 
created [96]. For arrays, surface waves have a significant impact on the mutual coupling 
between array elements. One solution to reduce surface waves is using electromagnetic 
band-gap (EBG) or photonic band-gap structure (PBG). Many shapes of EBG slot have been 
studied for single element microstrip antenna such as circles, dumb-bells and squares. 
However, not many have realized in antenna arrays. It has been demonstrated that the EBG 
structure will lead to a reduction in the side-lobe levels and improvements in the front to 
back ratio and overall antenna efficiency for the radiation pattern. However, the antenna in 
the above mentioned references has only one patch. The unique capability of the EBG 
structure to reduce the mutual coupling between elements of an antenna array was 
demonstrated. The side lobe of the antenna with one patch is due to surface-wave 
diffraction at the edges of the antenna substrate. For antenna array, the side lobe is related to 
the pattern of the individual antenna, location of antenna in the array and the relative 
amplitudes of excitation. In addition, the mutual coupling between radiators affects the 
current distribution on the antenna and resulted in increased side lobes.  
 
Fig. 58. The different shapes of one unit cell of 2D-EBG: (a) conventional circle, (b) 
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Fig. 58. The different shapes of one unit cell of 2D-EBG: (a) conventional circle, (b) 





In this section, MPA array with three different shapes of 2D-EBG as star, H shape and I-
shape slot etched on the ground plane are designed, simulated and measured. In this study, 
harmonic suppression and reduction of the mutual coupling effect are investigated by 
proposing these new shapes of 2D-EBG. The obtained results demonstrate that the 2D-EBG 
not only reduces the mutual coupling between the patches of antenna array, but also 
suppresses the second harmonic, reduces the side lobe level and gives results better than 
conventional 2D-EBG shapes as circle and square. It is also shown that the novel shapes of 
2D-EBG on the ground plane increases the gain of the antenna array. 
i. Configurations of 2D-EBG Shapes 
Three different shapes of 2D-EBG are presented, as shown in figure 59; the three shapes are 
compared with familiar conventional shapes as circular and square shapes 2D-EBG by using 
transmission line approach. The proposed EBG units are composed of several rectangular-
shape slots (of length L and width W). This EBG cell can provide a cutoff frequency and 
attenuation pole. It is well known that an attenuation pole can be generated by a 
combination of the inductance and capacitance elements, which presents circuit model for 
the cell for all 2D-EBG structures. Here, the capacitance is provided by the transverse slot 
and the inductance by different shapes slots. For star shape there are four rectangular slots 
with L = 5 mm, W = 1 mm at angles = 0o, 45o, 90o and 135o. The second shape, which is the H 
shaped slot, consists of three rectangular slots with the same previous dimensions. The third 
shape is the I-shaped slot, which is obtained by rotating H-shape by 90o. The substrate with 
a dielectric constant of 10.2, loss tangent of 0.0019 and thickness of 2.5 mm is considered 
here. The microstrip feeding line on top plane has a width Wf = 2.3mm, corresponding to 
50Ω characteristic impedance. 2D-EBG cells are etched on the ground plane with periodicity 
P= 7mm and ratio L/p ≅  0.7. Then the reflection and transmission coefficients (S11 and S21) 
are calculated using the high frequency structure simulator (HFSS).  
ii. Antenna Array Design  
Consider an ordinary antenna array with two elements, at 5.2 GHz, the dimensions of the 
patches are patch width Wp= 8mm, patch length Lp=7.5mm and microstrip feed line with 
length Lf, Ls =20mm, 13mm, respectively, and the distance between the patches is LB= 19 
mm (0.44λ5.2GHz.). It can be seen that the antenna will radiate energy at a harmonic frequency 
of 7.5GHz. In order to suppress such harmonics, the band-stop characteristic of the EBG 
structure may be used. In this section, which is simply 2D-EBG cells are etched on the 
ground metal sheet. The two separate array elements are also studied to measure the mutual 
coupling between the two patches in MIMO arrays.  
iii. Results and Discussion 
The response that is shown in figure 60 presents both conventional shapes as circular and 
square 2D-EBG as well as the three new shapes. The second step, is applying these shapes to 
the ground plane of two element array antenna. The results indicate that the harmonic at 7.5 
GHz is indeed suppressed as well as reducing array antenna size by about 7.5% for H-
shape, 8% for star-shape and for I-shape reduction in size reaches 15%. According to the 
characteristics of EBG, the surface wave can also be suppressed.  
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Fig. 62. Comparison between measured and simulated reflection coefficients for star shaped 
slot 2D-EBG. 
 
Fig. 63. Comparison between measured and simulated reflection coefficients for I shaped 
slot 2D-EBG. 
For effective suppression of the harmonics, and for effective suppression of the surface 
waves, a periodic structure surrounding the patches, in addition to underneath the patches, 
are necessary [98]. The array performance of the conventional and the three new shapes of 
2D-EBG are given in table 7. From table 7 and figure 61, one can notice that; I shape gives 
maximum reduction in resonant array frequency than other shapes so reduce the electrical 
array size, star shape gives maximum average antenna gain and minimum mutual coupling 
while H shape gives larger antenna bandwidth than others. By using conventional shapes as 
circular and square EBG, the concentration of surface current decreases but not eliminated. 
However, the gain of the two-element array antenna is also studied for different array 
antennas with and without 2D-EBG as shown in figure 62. The comparisons between 
measured and simulated reflection coefficients are shown in figures 63 and 64 for the star 
and I shape, respectively. From table 7 it notes that, at higher frequencies the antenna gain 
with 2D-EBG is better than that without EBG by about 9dBi maximum difference and 3dBi 
in average over the entire antenna band which verifies the harmonic suppression behavior. 
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In addition the average efficiency of the array is also studied over the operating band. The 
average array efficiency with conventional 2D-EBG is lower than that without by about 15% 





















X direction /Y 
direction 
Without 10 -16dB -35 -17dB 5.1 3  
Square 13.5 -18.5dB -10 -17.5dB 5 4 Side dimension 
4mm, 6mm, 6mm 
Circular 13 -19dB -15 -20dB 4.8 5 Radius 2mm, 
2mm, 2mm 
Star 13.75 -40dB -9 -30dB 4.75 5 Side length 1x 
4mm2, 6mm, 
6mm 
H 12.75 -20dB -10 -40dB 5 5.1 Side length 
1x5mm2, 6mm, 
6mm 
I 11 -30dB -7 -45dB 4 5 Side length 
1x5mm2, 6mm, 
6mm 
Table 7. The effect of different 2D-EBG shapes on the antenna performance. 
11.3 Novel shapes of low mutual coupling 2X2 MPAA by using DGS 
In this section, we propose new shapes of DGS structures integrated with microstrip array 
elements that suppress surface wave and lead to a high isolation between array elements, 
hence reduce the mutual coupling. Many published papers have made use of relatively 
complex periodic electromagnetic band-gap (EBG) structures to reduce the mutual coupling. 
In this section we propose improvement in E and H plane coupling by about 4dB than 
dumb-bell shapes presented in [95]. 
i. DGS Configurations and Response 
Figure 65 displays the different shapes of the DGS etched on the metallic ground plane. The 
different cell shapes of DGS are dumb-bell, H, E, H with inverted H and back-to-back E as 
shown in figure 65 (a)-(e), respectively.  
The responses of these shapes are compared in figure 66 by using the conventional 50Ω 
microstrip transmission line approach. The transmission and reflection coefficients of the 
conventional dumbbell and new shapes of DGS are presented in figure 66(a) and 66(b), 
respectively. It is demonstrated that when an aperture etched on the ground plane, the 
effective inductance of the microstrip increases and the width of the connecting gap 
determines the shunt capacitance. The inductance and capacitance level may be 
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Fig. 64. Different DGS shapes (a) dumbbell, (b) H shape, (c )E, (d) H with inverted H and  
(e) back to back E shape. 
 
 
Fig. 65. (a) Reflection coefficient, and (b) Transmission coefficient for different DGS.  
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On the other hand, it should be noted that etching holes in the ground plane of DGS 
structures degrades the isolation characteristic of the ground plane thus obtaining large 
backward radiation pattern. However, by using these new shapes of the DGS structures, the 
effective apertures area are reduced thus there are improvements on the array E- and H-
plane radiation patters. Figure 66 indicates that all new shapes (E, H, back-to-back E and H 
with inverted H) give wider stop-band filter response than conventional dumbbell shapes, 
hence improve the antenna characteristics.  
11.3.1 Study of mutual coupling reduction 
Due to high excitation of surface waves in both E and H-plane coupling between 
microstrip array patches an investigation was carried out by simulation to study the effect 
of the newly DGS shapes on the mutual coupling. Two substrates with thickness of 1.6 
mm and 2.5mm and permittivity of 4.7 and 10.2, respectively, were used in the 
simulations. This difference is due to surface waves propagating along the E-plane 
direction, which can be easily viewed from the provided near field plots. For microstrip 
feed array as shown in figure 67 (a) the array element is with dimensions Wp x Lp = 16mm 
x 12mm and La=15mm. While the edge-to-edge separation is LB>λ0/2=30mm at a designed 
resonant frequency 5.25GHz and printed on FR4 substrate with dielectric constant 4.7, 
height 1.6mm and substrate dimensions Ws x Ls = 53mm × 53mm (λ0×λ0). Figure 67(b) 
illustrates the layout of a 4-element coaxial feed microstrip array on the defected ground 
plane with substrate dimensions 63mm × 63mm= (λ0×λ0) at a designed frequency of 4.75 
GHz. The array patch is with dimensions Wp x Lp = 10.5mm x 8.5mm with edge to edge 
separation distance d>λ0/2 =35mm and printed on RT/D6010 substrate with dielectric 
constant 10.2 and height 2.5mm. In coaxial feed, only element 2 is excited while other 
elements 1, 3, 4 are 50Ω terminated. The DGS dimensions for a band-gap at the resonant 
frequency of the antenna are optimized shapes. It consists of rectangular strips, each with 
dimensions L X g = 7.5mm x 1.5mm and width W=7.5mm, W=3.5mm and W=1.5mm with 
length L= 3mm and L= 3.5mm for E-shape, H with inverted H shape and back to back E 
shaped, respectively. Figure 68 shows the reflection coefficient of the microstrip line feed 
2x2 MPAA at low dielectric constant FR4 substrate without and with different shapes of 
DGS [92]. It is observed that DGS antenna resonant frequency shifts towards lower values 
with respect to the conventional antenna. This small frequency shift is due to wave 
slowing effects of DGS. Both back-to-back E and H with inverted H give better response 
than other shapes. Table 8 summarizes all the MPAA characteristics without and with 
DGS. Figure 69 shows the comparison between simulated and measured reflection 
coefficient of the MPAA with back-to-back E and H with inverted H DGS. Figure 70 is a 
plot of all responses of the coaxial fed 2x2 MPAA at high dielectric constant RT/D6010 
substrate with different shapes of DGS together with the conventional array. S11, figure 70 
(a), shows that DGS structure shifts down the antenna resonant frequency as compared to 
the conventional MPAA. The E-plane mutual coupling S21 are shown in figure 70 (b). The 
conventional antenna shows a very strong coupling of −9.63 dB due to surface waves 
pronounced in thick, high permittivity substrate. Since the resonant frequency 4.75GHz of 
the antenna falls inside the DGS band-gap, surface waves are suppressed and simulations 






Fig. 64. Different DGS shapes (a) dumbbell, (b) H shape, (c )E, (d) H with inverted H and  
(e) back to back E shape. 
 
 
Fig. 65. (a) Reflection coefficient, and (b) Transmission coefficient for different DGS.  
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than the conventional by 11.28 dB. The H-plane mutual coupling results are shown in 
figure 70 (c) as S31. Again, it is reduced by about 6dB compared to the conventional when 
using DGS shape. S41 which represents, orthogonal coupling, is reduced by 8dB than the 




















Fig. 66. The reflection coefficient comparison between antenna without and with DGS 






















Fig. 67. Comparison between simulated and measured reflection coefficient of MPAA with 
defect back-to-back E and H with inverted H. 
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Antenna Shape Resonant Frequency 
(GHz) 
S11 (dB) BW(MHz) Antenna Gain 
(dBi) 
Without Defect 5.3 -15 200 8.7 
With dumb-bell 5.25 -18 250 9 
With H 5.15 -17 175 9.5 
With E 5.17 -30 270 9.2 
Back to Back E 5.15 -28 350 10.2 
H and Inverted H 5.23 -20 200 9.7 
Table 8. The characteristics of the microstrip line feed array. 
Antenna Shape Fo (GHz) Frequency response 
S11, S21, S31, S41 (dB) 
BW (MHz) Antenna Gain 
(dB) 
Without Defect 4.75 -11, -13, -9.63, -12 150 4 
With Dimple 4.7 -14, -15, -22, -25 200 4.2 
With H 4.65 -15, -20, -20, -25 225 4.2 
With E Shape 4.4 -14, -20, -21, -25 200 4.3 
Back to Back E 4.63 -20, -20, -20, -25 250 5 
H and Inverted H 4.25 -17, -20, -20, -25 200 6.5 
Table 9. The characteristics of MPAA with coaxial feed  
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Fig. 67. Comparison between simulated and measured reflection coefficient of MPAA with 
defect back-to-back E and H with inverted H. 
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11.3.2 Influence of the different shapes of DGS on the MPAA performance 
From above discussion and results in last sections, it can be concluded that: 
- 1- Etching DGS on the ground plane in the middle way between the array patches 
improves both E-and H-plane coupling. This improvement is due to the surface waves 
suppression because they do not propagate along the E-Plane direction. So, the mutual 
coupling of MPAA is determined by both the directions of surface waves and antenna 
size.  
- 2- The new shapes of DGS as back to back E and H with inverted H give better 
performance than conventional DGS shapes as dumb-bell shape.  
The MPAA with back-to-back E and H with inverted H DGS shapes are fabricated using 
photolithographic techniques as shown in figure 71. The measured results show good 
agreement with simulated ones.  
 
       (a)                            (b)                          (c)                              (d) 
Fig. 69. (a) The back-to-back E, (b) H and inverted H, (c) inset line feed array and (d) coaxial 
feed array. 
 
Fig. 70. The measured reflection coefficient of line feed MPAA.  
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11.3.3 Influence of the DGS on other antenna array characteristics  
1. Harmonic Control 
Harmonic radiation is a drawback of active integrated MPAA. DGS structures are suggested 
to reduce the higher-order harmonics in the MPAA. The DGS antenna strongly eliminates 
the harmonic resonances as shown in figure 72. 
2. PIFA Array Design 
For further reduction in the array size, planar inverted F antenna (PIFA) are used for array’s 
by using patch length less than λ0/4. The same dimensions length and width of the coaxial 
array patch as previous design are kept the same but shorting wall at the top end edge of 
each element is added. Figure 73 shows the frequency response of the 2x2 PIFA array with 
same excitation conditions. From the results, the newly DGS shapes improved the array by 
more than 5dB in S-parameters as compared with the conventional PIFA array. The 
reduction in array size is around 55% as compared to conventional array. 
 
Fig. 71. The 2x2 microstrip PIFA array responses without and with back-to-back E and H 
with I DGS.  
11.4 Ultra-wide bandwidth 2x2 MPAA by using EBG 
Various types of EBG structures have been studied. In one of the first applications, a planar 
antenna mounted onto an EBG substrate was considered to increase the overall radiation 
efficiency of the device. Increasing antenna directivity was studied using an EBG structure. 
A compact spiral EBG structure was studied for microstrip antenna arrays. There are 
diverse forms of EBG structures, and novel designs such as EBG structures integrated with 
active device and multilayer EBG structures have been proposed recently [98]. 
Figure 74 shows four types of the spiral EBG structures used in this study. Comparing to 
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figure 74 (b), for complete cancellation of the antenna cross polarization. This four-arm 
AMC is then embedded with other EBG structures to further improve the performance of 
the 2x2 MPAA. First it is embedded with a large four-arms spiral (LSAMC) as shown in 
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74(d), and finally with a mushroom-type EBG with spiral patches as shown in figure 74 (e). 
Obtained results show that the LSAMC design improves the antenna bandwidth and 
reduces size, while the SSAMC improves the antenna reflection phase as well as reduces the 
antenna array size. The embedded spiral electromagnetic band gap structure (ESEBG) in 
figure 74 (e), was found to improve the antenna array bandwidth and gain. Details of the 
specific design dimensions and the obtained simulation and experimental results are 
described in the following sections [98]. The concept of spiral ground plane like spiral 
antenna as given before in the section before,  
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Figure 74 (c) presents prototype array antenna with second type of EBG as embedded large 
spiral AMC in the middle of the substrate h=1.25mm with previous ground. The dimensions 
of the embedded spiral is kept the same of the ground plane but less number of spiral turns 
and centered under the 2x2 array antenna. To add further improvement in antenna 
response, small cells of spiral patches with patch size dimensions 6x6 mm2 with spiral arm 
width equal to gap separation=0.5mm and periodicity P=7.5mm are added at the same 
substrate height h=1.25mm with same pervious ground as shown in figure 74(d). The 
transmission coefficient response for this spiral structure is also shown in figure 75. From 
figure 75, embedded EBG gives best transmission performance followed by embedded small 
cells spiral with AMC then embedded large spiral AMC and the worst response is for spiral 
AMC in ground plane. Finally, embedded small four arms spiral patches are used as 
electromagnetic band-gap structure (EBG) with same pervious dimensions and with vias in 



















Fig. 73. The transmission response for spiral AMC ground, embedded spiral AMC, 
embedded small spiral AMC and embedded spiral EBG. 
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Figure 77 shows the comparison between measured and simulated reflection coefficient of 
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Figure 77 shows the comparison between measured and simulated reflection coefficient of 
array antenna with spiral ground. The antenna bandwidth extended from 3GHz to 19GHz 
with discontinuities in bandwidth, average antenna gain is 7.8dBi. For further 
improvement in antenna performance as bandwidth and antenna size reduction, another 
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embedded spiral with less number of arm turns are added at height 1.25mm from the 
spiral ground plane. The antenna bandwidth extended from 1.25 to 19GHz with 
decreased number of sub-band discontinuities as shown in figure 77 with average antenna 
gain 8.8dBi. Thirdly, small spiral patches are added with periodicity P=7.5mm to improve 
the bandwidth discontinuities and reflection phase especially at antenna operating 
frequency at 5.2GHz. To achieve optimum performance, g2a λ=  where a is the side of 
embedded patch and λg is the guided wavelength. The bandwidth extended from 0.75 to 
20GHz as shown in figure 77 with average antenna gain increased to 9dBi, so it is 
increased from original gain by about 4dBi. 
Embedded electromagnetic band gap structure with four arm spiral patches are added at 
the same height to improve the antenna gain to 15.5dBi and good extended bandwidth 
without any discontinuities from 0.5 to 3.5 and from 4 to 19GHz as shown in figure 78. 
Figure 79 shows antenna array gain versus frequency. From this figure, all configurations 
give antenna gain better than the conventional array used over the entire operating band 
and the embedded spiral EBG gives the best performance followed by small spiral 
embedded AMC then the large embedded spiral AMC. To Table 10, summarizes all results 
of antennas array characteristics. The four different configurations were fabricated as shown 
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6.5dBi 7.8dBi 8.8dBi 9dBi 10.5dBi 
Fabrication Easy Easy Moderate Moderate Hard 
Reflection 
Phase 
Bad Medium Good Good Very Good 
Table 10. Characteristics of various antennas. 
 
















Fig. 74. The comparison between measured and simulated reflection coefficient of 
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Fig. 76. Comparison between measured and simulated reflection coefficient of embedded 
small spiral EBG.  
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Fig. 77. Array antenna gain –vs-frequency for different configurations. 
 
                                       (a)               (b)      (c)             (d)   (e) 
Fig. 78. Fabricated 2x2 MPAR(a) Conventional radiator patches, (b) embedded large SAMC, 
(c) embedded small SAMC, (d) embedded SEBG and (e) ground plane. 
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Fig. 77. Array antenna gain –vs-frequency for different configurations. 
 
                                       (a)               (b)      (c)             (d)   (e) 
Fig. 78. Fabricated 2x2 MPAR(a) Conventional radiator patches, (b) embedded large SAMC, 
(c) embedded small SAMC, (d) embedded SEBG and (e) ground plane. 
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1.1 Brief description on definition of electromagnetic metamaterials 
Electromagnetic (EM) Metamaterials have specific EM properties that cannot be found in 
nature (Caloz & Itoh, 2006). These specific EM properties are obtained by the artificial 
structures, rather than the composition of the metamaterials, and affect the propagations of 
EM waves when the average structure sizes are much smaller than the guided wavelengths 
λg, i.e., at least smaller than λg/4. Since the propagation of an EM wave is related to its 
electric and magnetic fields, the EM properties of Electromagnetic (EM) Metamaterials can 
be described by using its permittivity ε and permeability μ. 
Fig. 1 shows the four possible combinations of permittivity and permeability of materials. In 
quadrant I, we can find materials such as isotropic dielectrics which have ε > 0 and μ > 0. In 
quadrant II, where ε < 0 and μ > 0, we can find materials like plasmas to have such 
properties. While in quadrant IV, we also can find ferromagnetic materials to have ε > 0 and 
μ < 0. However, in quadrant III where both permittivity and permeability are negative, i.e. ε 
< 0 and μ < 0, there is no natural material having such properties. However, one can 
construct artificial structures that have negative permittivity and permeability, and these 
artificial materials are called left-handed (LH) materials as will be explained in the following 
sections. 
1.2 Left-handed (LH) materials 
When an EM wave propagates in a conventional material, the electric field E and magnetic 
field H are orthogonal to each other and also orthogonal to the wave-vector k which has the 
same direction as the power flow density (also known as Poynting vector S). These three 
vectors, E, H and k, form a right-hand (RH) triplet, so conventional materials can also be 
called right-handed (RH) materials. In the 1960s, Russian physicist Viktor Veselago 
theoretically investigated the existence of materials with negative permittivity ε and also 
negative permeability μ (Veselago, 1968). He speculated that such materials would also 
satisfy Maxwell’s equations but allow the electric field E, magnetic field H and wave-vector 
k of an EM wave to form a left-handed (LH) triplet. For this reason, the term ‘left-handed’ 
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H and k formed a LH triplet and E, H and S formed a RH triplet, Veselago showed that, for 
a uniform plane wave propagating in such materials, the direction of the wave vector k 
would be anti-parallel to the direction of the Poynting vector S. The phenomenon is in 
contrary to the case of plane wave propagation in conventional or RH materials. 
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Fig. 1. Permittivity-permeability diagram 
1.3 Wave propagation in LH materials by Maxwell’s equations   
The general form of time-varying Maxwell’s equations can be written as (Ulaby, 2004): 
 BE
t





∂∇ × = +
∂
 (1b) 
 D ρ∇ • =  (1c) 
 B 0∇ • =           (1d) 
where ∇ : vector operator ˆ ˆ ˆx y
x y z
∂ ∂ ∂+ +
∂ ∂ ∂
z , 
- • : vector dot product, 
- E: electric field intensity, in V/m,  
- H: magnetic field intensity, in A/m,  
- D: electric flux density, in C/m2, 
- B: magnetic flux density, in W/m2,  
- J: electric current density, in A/m2, and 
- ρ : electric charge density, in C/m3.  
The relationships between the field intensities E and B, flux densities D and H and current 
density J are (Ulaby, 2004): 
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 D Eε= ,    B Hμ= ,    J Eσ=  (2) 
where ε, μ and σ are the electric permittivity (also called the dielectric constant), 
permeability and conductivity, respectively, of the material under consideration. 
Consider a wave having a single frequency ω. Then by introducing the time factor e+jωt to (1), 
the time derivatives in Maxwell’s equations of (1) can be replaced by jω and Maxwell’s 
equations can be re-written as:  
 E Hjωμ∇ × = −  (3a) 
 H ( )Ejσ ωε∇ × = +  (3b) 
 E /ρ ε∇ • =  (3c) 
 H 0∇ • =  (3d) 
In free space which is lossless, J, σ and ρ are all zero and (3) becomes: 
 E Hjωμ∇ × = −  (4a) 
 H Ejωε∇ × =  (4b) 
 0 /ρ ε∇ • =E  (4c) 
 H 0∇ • =  (4d) 
It can be readily shown from (4) that 
 2 2E E 0k∇ + =  (5a) 
 2 2H H 0k∇ + =  (5a) 
where k = 2π/λ is the wave number (which is real if ε and μ are real) with λ being the 
wavelength.  
(5) is known as the wave equation which has many solutions. A plane wave is a wave 
having a constant phase over a set of planes, while a uniform-plane wave is a wave having 
both magnitude and phase constant. An EM wave in free space is a uniform-plane wave 
having the electric field E and magnetic field B mutually perpendicular to each other and 
also to the direction of propagation, i.e., a transverse electromagnetic (TEM) wave. For 
convenience and without lost of generality, assume that the EM wave considered is 
propagating in the +z direction in free space. Under these conditions, the solution for (5) is 
(Ulaby, 2004): 
 k0E( ) E
jz e−= z  (6a) 
 k0
0 0
E ( )1H( ) E( ) jzz z e
η η
−×= × = zkk
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where  jmE e
φ= xe0E  (with Em =|E0| and ex being the unit vector along +x direction) 
- 0η : free space impendence 377 Ω 
- k: wave vector having magnitude of k at +z direction . 
Substituting (6a) and (6b) into (4a) and (4b), respectively, yields 
 k E Hωμ× =  (7a) 
 k H Eωε× = −  (7b) 
in which, for positive values of ε and μ, the triplet (E, H, k) can be used to produce an 
orthogonality diagram shown in Fig. 2(a) using our right hand (RH). However, if ε and μ are 
both negative, (7) becomes: 
 k E Hω μ× = −  (8a) 
 k H Eω ε× =  (8b) 
in which now the triplet (E, H, k) forms an orthogonality diagram shown in Fig. 2(b) using 
our left hand (LH). This result verifies Velago’s speculation and this is the primary reason 
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Fig. 2. Orthogonality diagram of E, H, k for uniform plane wave in (a) RH material and (b) 
LH material 
The power flow density of an EM wave, also known as the Poynting vector, is defined as 
(Ulaby, 2004): 
 S E H= ×  (9) 
(9) indicates that the power flow density is only determined by E and H but not the signs of 
ε and μ. Thus in both RH and LH materials, the triplets (E, H, S) have the same form of 
orthogonality, i.e., following our right hand, as shown in Figs. 2(a) and 2(b), and the 
directions of energy flow are the same.  
The group velocity vg of an EM wave is given by (Ulaby, 2004): 
 







which expresses the velocity of power flow and so has the same direction as the Poynting 
vector S, as shown in Fig. 2. 
The phase velocity vp is the velocity of wave-front given by (Ulaby, 2004): 
 pv k
ω=  (11) 
and so has the same sign as k, i.e., vp > 0 for k > 0 in RH materials and vp < 0 for k < 0 in LH 
materials. As a result, the vp in LH materials and in RH materials are anti-parallel as 
indicated in Fig. 2. 
Table 1 summarizes the aforementioned analysis for a plane uniform EM wave in the RH 
and LH materials. 
 triplet (E,H,k) k vp triplet (E,H,S) vg 
RH material RH orthogonality > 0 > 0 RH orthogonality > 0 
LH material LH orthogonality < 0 < 0 RH orthogonality > 0 
Table 1. Characteristics of RH and LH material 
2. Transmission line (TL) approach of metamaterials 
2.1 Left-handed transmission lines (LH TLs) 
A microstrip transmission line fabricated on a substrate is shown in Fig. 3(a). The 
transmission line is also called a right-handed transmission line (RH TL) because when an 
EM wave travelling through it, the triplet (E, H, k) forms a RH orthogonality, as will be 
shown later. The equivalent circuit of the transmission line is shown in Fig. 3(b), where LR 
models the RH series inductance along the transmission line and CR models the RH shunt 
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Fig. 3. (a) Structure of RH TL (b) equivalent circuit of RH TL and (c) equivalent circuit of  
LH TL 
To simplify our analysis, we assume that the transmission line is lossless. The complex 
propagation constant γ, the phase constant β, the phase velocity vp and the group velocity vg 
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Fig. 3. (a) Structure of RH TL (b) equivalent circuit of RH TL and (c) equivalent circuit of  
LH TL 
To simplify our analysis, we assume that the transmission line is lossless. The complex 
propagation constant γ, the phase constant β, the phase velocity vp and the group velocity vg 
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By making a duality of the equivalent circuit in Fig. 3(b), i.e. replacing the series inductance 
LR with a series capacitance CL and the shunt capacitance CR with a shunt inductance LL, we 
can have the equivalent circuit of a left-handed transmission line (LH TL) (Lai et al., 2004) 
shown in Fig. 3(c). It is called a LH TL simply because when an EM wave travelling through 
it, the triplet (E, H, k) forms a LH orthogonality, as will be shown later. Now the complex 
propagation constant γ, the phase constant β, the phase velocity vp and the group velocity vg 
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Here the phase constant β (= 2π/λ) in (13b) (equivalent to the wave number k used in wave 
propagation previously) is negative and so the phase velocity vp in (13c) associated with the 
direction of phase propagation is negative. However, the group velocity vg in (13d) 
indicating the direction of power flow (Poynting vector S) remains positive. This 
characteristic agrees with that of LH materials shown in Table 1, so the LC circuit shown in 
Fig. 3(c) can be used to realize LH materials. 
2.2 Composite right/left-handed transmission line (CRLH TL) 
The transmission line structure shown in Fig. 4(a) was proposed in (Lai et al., 2004) to realize 
the series capacitance CL and shunt inductance LL in Fig. 3(c) for the LH materials (Lai et al., 
2004). The structure consists of a series inter-digital capacitors to realize the series 
capacitance CL and a via shunted to ground on the other of the substrate to realize the shunt 
inductance LL. However, when an EM wave travels along the structure, the current flowing 
along the upper metal trace induces a magnetic field, creating an inductive effect. This effect 
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is modeled by the series inductance LR in Fig. 4(b). Moreover, the potential difference 
generated between the upper metal trace and the ground plane on the other side produces 
an electric field, creating a capacitive effect. This effect is modeled by the shunt capacitance 
CR in Fig. 4(b). Since the inductive and capacitive effects caused by the series inductance LR 
and shunt capacitance CR, respectively, cannot be avoided in practical implementation of LH 
TLs, the term “composite right/left-handed transmission line” (CRLH TL) is used to 










Fig. 4. (a) CRLH TL structure and (b) equivalent circuit 
2.3 Dispersion diagrams  
Here, we show that the structure of Fig. 4(a) indeed has LH and RH properties shown in 
Table 1. The complex propagation constant of the CRLH TL structure in Fig. 4(b) can be 
written as (Caloz & Itoh, 2006; Lai et al., 2004) 
 j ZYγ α β= + =                     (14) 
where α and are β are the attenuation and phase constants, respectively. Assume the 
structure, as represented by Fig. 4(a), is lossless,and so has no attenuation, i.e. α = 0 in (14). 
The propagation constant is an imaginary number: 
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is modeled by the series inductance LR in Fig. 4(b). Moreover, the potential difference 
generated between the upper metal trace and the ground plane on the other side produces 
an electric field, creating a capacitive effect. This effect is modeled by the shunt capacitance 
CR in Fig. 4(b). Since the inductive and capacitive effects caused by the series inductance LR 
and shunt capacitance CR, respectively, cannot be avoided in practical implementation of LH 
TLs, the term “composite right/left-handed transmission line” (CRLH TL) is used to 










Fig. 4. (a) CRLH TL structure and (b) equivalent circuit 
2.3 Dispersion diagrams  
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written as (Caloz & Itoh, 2006; Lai et al., 2004) 
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In the equivalent circuit of Fig. 4(b), the components CL and LR form a series-tune circuit 
with a resonant frequency at 1 / R LL C . At frequencies larger than 1 / R LL C , the circuit is 
inductive. While the components CR and LL form a parallel-tune circuit resonating at 
1 / L RL C . At frequencies larger than 1 / L RL C , the circuit is capacitive. Thus, at 
frequencies max(1 / ,1 / )R L L RL C L Cω > , the series-tune circuit is inductive and the 
parallel-tune circuit is capacitive. The CRLH TL structure will have an equivalent-circuit 
model similar to one shown in Fig. 3(b) and so behaves like a RH TL. Under this condition, 
from (12b), the propagation constant is a positively imaginary number, i.e., γ = jβ, and so 
( ) 1s ω = +  in (16). At frequencies less than 1 / R LL C , the series-tune circuit formed by CL 
and LR is capacitive. At frequencies less than 1 / L RL C , the parallel-tune circuit formed by 
CR and LL is inductive. Thus at frequencies min(1 / ,1 / )R L L RL C L Cω < , the series-tune 
circuit is capacitive and the parallel-tune circuit is inductive. Now the CRLH TL structure 
has an equivalent-circuit model similar to one shown in Fig. 3(c) and so behaves like a LH 
TL. Under this condition, from (13b), the propagation constant is a negatively imaginary 
number i.e., γ = - jβ and so ( ) 1s ω = −  in (16). Between these two limits, i.e., 
min(1 / ,1 / ) max(1 / ,1 / )R L L R R L L RL C L C L C L Cω< < , the radicand in (15c) is purely 
imaginary and so the propagation constant is purely real at γ = β. There is only attenuation 
in the CRLH TL structure which behaves as a stop-band filter. This stop band is a unique 
characteristic of the CRLH TL. 
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The dispersion diagrams of the RH TL, LH TL, and CRLH TL plotted using (12b), (13b) and 
(17), respectively, are shown in Fig. 5 (Caloz & Itoh, 2006; Lai et al., 2004). For the RH TL, 
Fig. 5(a) shows that the group velocity (i.e., vg = dω/dβ) is positive and has values only for β > 
0. Since phase velocity is defined as vp = ω/β, Fig. 5(a) shows that the RH TL has vp > 0. Fig. 
5(b) shows that the LH TL also has a positive group velocity (vg = dω/dβ) but only for β < 0 
which leads to vp < 0 (because vp = ω/β). These characteristics agree with those of the RH and 
LH materials shown in Table 1. Thus the circuit models in Figs. 3(b) and 3(c) realized using 
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transmission lines have the EM properties of the RH and LH materials, respectively. In Fig. 
5(c), the regions for β > 0 and β < 0 are known here as the RH and LH regions, respectively. 
Now, consider the dispersion diagram in Fig. 5(c). It can be seen that the CRLH TL behaves 
like a LH TL for β < 0 (vp < 0, vg>0) and like a RH TL for β > 0 (vp > 0, vg>0). Thus the circuit 
of Fig. 4(b) indeed has both the LH and RH properties. Fig. 5(c) shows that the CRLH TL has 
quite small group velocities in the LH region and much large group velocities in the RH 
region. The LH region with low group velocities can be used to implement TTDLs with high 
time-delay efficiencies as described later. Moreover, the CRLH TL has a stopband in the 
frequency range: min(1 / ,1 / ) max(1 / ,1 / )R L L R R L L RL C L C L C L Cω< < , where β = 0, 
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Fig. 5. Dispersion diagrams of (a) RH TL, (b) LH TL and (c) CRLH TL 
3. True-time-delay lines (TTDLs) using CRLH TL unit cells 
3.1 Introduction 
True-time-delay lines (TTDLs) are widely employed in various microwave devices and 
subsystems. They find applications in phased arrays, feed-forward amplifiers, delay-lock 
loops, phase noise measurement systems and oscillators (Lee, 2004). There are different 
approaches to implement the TTDLs. For example, in magnetostatic wave (MSW) TTDLs 
(Fetisov & Kabos, 1998) and surface-acoustic wave (SAW) TTDLs (Smith & Gerard, 1969), 
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transmission lines have the EM properties of the RH and LH materials, respectively. In Fig. 
5(c), the regions for β > 0 and β < 0 are known here as the RH and LH regions, respectively. 
Now, consider the dispersion diagram in Fig. 5(c). It can be seen that the CRLH TL behaves 
like a LH TL for β < 0 (vp < 0, vg>0) and like a RH TL for β > 0 (vp > 0, vg>0). Thus the circuit 
of Fig. 4(b) indeed has both the LH and RH properties. Fig. 5(c) shows that the CRLH TL has 
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3. True-time-delay lines (TTDLs) using CRLH TL unit cells 
3.1 Introduction 
True-time-delay lines (TTDLs) are widely employed in various microwave devices and 
subsystems. They find applications in phased arrays, feed-forward amplifiers, delay-lock 
loops, phase noise measurement systems and oscillators (Lee, 2004). There are different 
approaches to implement the TTDLs. For example, in magnetostatic wave (MSW) TTDLs 
(Fetisov & Kabos, 1998) and surface-acoustic wave (SAW) TTDLs (Smith & Gerard, 1969), 





magnetostatic waves and surface acoustic waves, respectively. These designs have quite 
high time-delay efficiencies, but the bulky and complicated transducers required are not 
conducive for planar microwave circuits. Moreover, SAW TTDLs have extremely narrow 
bandwidths of only several MHz and MSW TTDLs have very large insertion losses. Optical 
TTDLs (Xu et al., 2004) have very small insertion losses, so we can use very long optical fiber 
cables to achieve very large TDs. However, optical TTDLs also need complicated 
transducers to transfer the microwave signals into the optical waves. 
Microstrip lines, with the advantages of simplicity in feeding and compatibility with planar 
circuits, are widely used in communications systems, particularly for small communications 
devices. A simple RH TL can also be used to implement TTDL. However, due to the low 
time-delay efficiency, it is difficult to achieve a long TD using RH TL. To increase the time-
delay efficiency of RH TL, various slow-wave structures have been proposed. Some employ 
periodic discontinuities such as the Electromagnetic Bandgap Structures (EBG) (Kim & 
Drayton, 2007) and defected ground structure (DGS) (Woo et al., 2008). Others use periodic 
equivalent LC networks (Zhang & Yang, 2008; Zhang et al., 2011). All of these designs adapt 
the same basic concept,of increasing the series inductance and shunt capacitance per unit 
length, hence the effective dielectric, to reduce the guided wavelength of the EM waves. 
As described previously, the CRLH TL has a unique dispersion characteristic, i.e., having 
small group velocities in the LH region. Thus a CRLH TL operating in the LH region can be 
used to realize a TTDL with a high time-delay efficiency. In this section, a TTDL using four 
symmetrical CRLH TL unit cells is studied.  
3.2 TTDL realized by transmission line (TL) 
The true-time delay (TTD) of a transmission line (TL) is the time it takes for an EM wave to 
travel through it, so a TL can be used to design a TTDL. For a TL with a length of L, the TTD 
is: 
  / gL vτ =  (18) 
where vg is the group velocity given by 
 /gv d dω β=  (19) 
with β and ω being the propagation constant and frequency in rad/s, respectively. (18) and 
(19), show that the TTD is inversely proportional to the group velocity vg. For a given length 
of TL, the smaller is the vg, the longer will be the TD. 
3.3 Symmetrical CRLH TL unit cell 
To design a TTDL with a large TTD, we propose to cascade a number of CRLH TL 
structures together, each having a small group velocity. For matching purpose, the CRLH 
TL structure has to be designed so that S11 = S22 over the operating frequency band. 
However, this is not easy to do using the CRLH TL structure shown in Fig. 4(a) because 
adjusting any of the structural parameters will change both S11 and S22. To overcome such 
difficulty, we propose a new structure as shown in Fig. 6 which has a symmetrical structure 
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and is here called a symmetrical CRLH TL unit cell (Zhang et al., 2009). Compared with the 
CRLH TL structure as shown in 4(a), our proposed CRLH TL unit cell has two stubs, instead 
of one stub, having a grounded via, making the whole structure centrosymmetrical. To 
deign such unit cell for use in our TTDL, we only need to match the input impedance to a 
50-Ω coaxial cable, which is relatively easy to do. Once this matching is designed, due to its 
symmetrical structure, the two Z-parameters, Z11 and Z22, will be the same and equal to 50 
Ω. The symmetry of the unit cell leads to an equivalent-symmetrical π-model shown in Fig. 
6(c) in which LR models the RH series inductance along all the horizontal fingers, CL models 
the LH coupling capacitance between the fingers, 2LL models the LH shunt inductance of 
each stub having a via at the end to the ground, and CR/2 models the RH shunt capacitance 










(a)  (b) (c) 
Fig. 6. Proposed CRLH TL unit cell. (a) Top view, (b) bottom, and (c) equivalent circuit.  
Here, we will show that the CRLH TL unit cell in Fig. 6(a) has the same dispersion diagram 
shown in Fig. 5 (c), so that we can have the LH region to operate the unit cell. The 
expressions for LR, CR, LL and CL in Fig. 6(c) are, respectively, given by (Bahl, 2001; Marc & 
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where h is the thickness of the substrate, r is the radius of the ground via, εr is the relative 
dielectric constant, εre is the effective dielectric constant, l’ is the distance from the ground 
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dielectric constant, εre is the effective dielectric constant, l’ is the distance from the ground 





the fingers together and Z0 is the characteristic impedance of each of the fingers. To derive 
the complex propagation constant of this symmetrical CRLH TL unit cell, we separate the 
LR and CL in Fig. 6(c) into two capacitances 2CL and two inductances LR/2, respectively. 
This results in two sub-circuits as shown in Fig. 7, each having the same propagation 
constant γ’. The total propagation constant γ is the sum of the propagation constants for 
these two sub-circuits, i.e., γ = 2γ’. In Fig. 7, the propagation constant of the symmetrical 
CRLH TL unit cell is: 
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where ( ) 1s ω = ±  
(21) shows that the propagation constant is exactly the same as (15c). Thus the symmetrical 













Fig. 7. Equivalent circuit of Fig. 6(c) 
3.4 TTDL realization using symmetrical CRLH TL unit cells 
From (18) and (19), the TD of a TL is given by 
 21( )
/ 2g
Ang sL L Ld
v d d d df
βτ
ω β ω π
= = = =               (22) 
where Ang(S21) is the phase of S21. Figure 5(c) shows that the CRLH TL has quite small 
group velocities vg in the LH region and much higher group velocities in the RH region. 
Thus the LH region with low group velocities can be used to implement TTDLs with longer 
TTDs and high time-delay efficiencies as indicated in (22). It can be see that (22) also indicate 
that, for a given length L, the larger is the slope of phase response, i.e., Ang(S21)/df, the 
longer will be the TD or the higher will be the time-delay efficiency. Moreover, by adjusting 
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LR, CR, LL and CL using the structural parameters through (20), the CRLH TL unit cell can 
also be designed to operate at different frequencies and TDs. 
3.5 Simulation and measurement results 
3.5.1 Single CRLH TL unit cell 
The proposed symmetrical CRLH TL unit cell shown in Fig. 6 has been designed with a 
center frequency at around 3 GHz on a Rogers substrate, RO4350, with a thickness of 0.762 
and a permittivity of 3.48 using computer simulation. It has a total a length of 6.8 mm. The 
design is optimized for the criteria for wide impedance bandwidth, small insertion and large 
phase response. The simulated results on return loss, -10log|S11|, and insertion loss, -
10log|S21|, of the CRLH TL unit cell are shown in Fig. 8(a), while the phase response, 
(Ang(S21)), shown in Fig. 8(b). For comparison, the results of a RH TL with the same length 
of 6.8 mm are also shown in the same figure. Figure 8(a) shows that the CRLH unit cell has 
an operating bandwidth of 2.2-4.0 GHz, a return loss of large than 15 dB and insertion loss 
of less than 1 dB within the operating bandwidth. The slope of phase response, as shown in 
Fig. 8(b), is 41.3 degree/GHz, about 3 times larger that of the RH TL at 13.3 degree/GHz. 
Thus we can expect that the CRLH TL unit cell can achieve a TTD 3.1 times longer than that 
of a RH TL for the same length and so has the time delay efficiency 3.1 times higher than 
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Fig. 8. Simulated (a) return loss (RL) and insertion loss (IL) and (b) phase response of CRLH 
TL unit cell and RH TL  
3.5.2 Multi-CRLH TL unit cells 
A TTDL constructed by cascading four symmetrical CRLH unit cells, with a total length of 
30 mm, is shown in Fig. 9(a). The TTDL has been designed, studied and optimized using 
computer simulation. The final design has also been implemented on a Rogers substrate, 
RO4350, with a thickness of 0.762 and a permittivity of 3.48 and measured for verification of 
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Fig. 8(b), is 41.3 degree/GHz, about 3 times larger that of the RH TL at 13.3 degree/GHz. 
Thus we can expect that the CRLH TL unit cell can achieve a TTD 3.1 times longer than that 
of a RH TL for the same length and so has the time delay efficiency 3.1 times higher than 
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Fig. 8. Simulated (a) return loss (RL) and insertion loss (IL) and (b) phase response of CRLH 
TL unit cell and RH TL  
3.5.2 Multi-CRLH TL unit cells 
A TTDL constructed by cascading four symmetrical CRLH unit cells, with a total length of 
30 mm, is shown in Fig. 9(a). The TTDL has been designed, studied and optimized using 
computer simulation. The final design has also been implemented on a Rogers substrate, 
RO4350, with a thickness of 0.762 and a permittivity of 3.48 and measured for verification of 





length of 30 mm, as shown in Fig. 9(b), has also been designed and simulated using the 
same substrate. The prototype-modules of the two TTDLs with the same dimension of 30 








Fig. 10. Prototypes of TTDLs using (a) four CRLH TL unit cells and (b) RH TL 
The simulated and measured return losses, insertion losses and TTDs of the two TTDLs are 
shown in Fig. 11. It can be seen that the simulated and measured results show good 
agreements. Figure 11(a) show that the measured return losses and the insertion losses of 
the TTDLs are more than 15 dB and less than 1 dB, respectively, across the frequency band 
from 2.2 – 3.7 GHz. The measurement results in Fig. 11(b) show that the TTDL using CRLH 
TL unit cells achieves a TTD of 510 ps, about 3.2 times larger than the RH TL having a TTD 
of 160 ps. This result is consistent with the result obtained for a single CRLH TL unit cell. 
The measurement results in Fig. 11(b) show that the maximum TTD error for the TTDL 
using the CRLH TL unit cells is about -21 ps or -4.1% at the frequency of 2.4 GHz. For the 
TTDL using RH TL, although the maximum TD error is about -7.8 ps at the frequency of 2.8 
GHz, the percentage is higher at -4.8%. 
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Fig. 11. Simulated and measured (a) return loss and insertion loss and (b) TTDs of TTDLs 
using CRLH TL unit cells and RH TL 
4. Digital-phase shifters using CRLH unit cells  
4.1 Introduction 
Phase shifters are essential components in radar and phased array systems. In the designs of 
phase shifters, insertion loss, size and power-handling capability are major factors for 
considerations. Phase shifters can be classified into passive and active. Passive phase shifters 
can be implemented using ferrite technology (Adam et al., 2002) to achieve higher power 
capabilities, but they have large sizes and heavy weights. Active phase shifters implemented 
using solid-state devices such as FET and CMOS technologies have smaller sizes. However, 
their low power-handling capabilities and nonreciprocal characteristics limit their 
applications. 
In digital-phase shifters, phase shift is usually obtained by switching between two 
transmission lines of different lengths or between lumped-element low-pass and high-pass 
filters (Keul & Bhat, 1991). Usually, the switches are implemented using solid-state devices 
such as PIN diodes which have typical power-handling capabilities of just a few Watts and 
this limits the power-handling capabilities of the phase shifters. Moreover, if an n-bit phase 
shifter is constructed by cascading several phase shifters together to provide the required 
phase shifts, the physical size and insertion loss will be undoubtedly increased. 
Recently, different design approaches of phase shifters based on using metamaterials have 
been proposed and studied (Antoniades & Eleftheriades, 2003; Damm et al., 2006; Kim et al., 
2005; Kholodnyak et al., 2006; Lapine et al., 2006; Vendik et al., 2009;). These designs share 
one of the major drawbacks, i.e., the power-handling capability is limited by the power-
handling capabilities of the switches, tunable diodes and tunable capacitors used in the 
designs. A phase shifter based on CRLH TL employing MEMS has also been proposed and 
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In this section, we present an approach for the design of n-bit phase shifters using the CRLH 
TL unit cells. The phase shifters designed using this approach have the advantages of 
compact size, high power-handling capability, low insertion loss, arbitrary phase-shift range 
and arbitrary step size. PIN diodes mounted on the fingers of the CRLH TL unit cell are 
used as switches to control the phase shift. Different phase shifts are achieved by using 
different states of these switches and the controlling bits are used to select one of those 
switch states for the required phase shift.  
4.2 Description of CRLH TL unit cell using ABCD-parameters 
The symmetrical CRLH TL unit cell used for the designs of digital-phase shifters is shown in 
Fig. 12(a) with the equivalent π-model circuit shown in Fig. 12(b). The symmetrical CRLH 
TL unit cell and the equivalent π-model circuit are similar to those shown in Fig. 6(a), thus 
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Fig. 12. Structure and equivalent circuit of symmetrical CRLH TL unit cell. 
The transmission ABCD matrix of the π-model circuit in Fig. 12 (b) is (M.D. Pozar, 2004): 
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Using (23), the expressions for S11, S21 and phase incursion Ang(S21) can be easily obtained, 
respectively, as: 
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have been used in (24a)–(24c). As expressed in (20a)–(20d), the structural parameters of the 
CRLH TL unit cell can be used to determine the values of LR, CR, LL and CL and in turn to 
determine the phase incursion through (24c) and operation frequency through (24a) and (24b).  
4.3 Designs of digital-phase shifters using CRLH unit cells 
4.3.1 Basic ideas 
The symmetrical CRLH TL unit cell in Fig. 12 (a) is used as the basic cell to design digital-
phase shifters here. The advantage of using symmetrical CRLH TL unit cells is that when 
more unit cells are cascaded together to provide a more states, there is no need to perform 
any matching between adjacent unit cells. 
Here, we use Fig.13 to illustrate our proposed idea of using CRLH TL unit cells to design 
digital-phase shifters. In the figure, we mount four switches on four different fingers of a 
unit cell. For an n-bit phase shifter, there will be a total of 2n states, from 0 to 2n-1, 
determined by “closed” or “open” states of the switches on the unit cell. The n-controlling 
bits are used to select a particular state from these 2n-1 states and hence to provide a 
particular phase shift. The “closed” or “open” states in the switches determine the values LR, 
CR, LL and CL through (20a)-(20d) and, in turn, determine the phase incursion Ang(S21) in 
(24c), so each switch state can be used to provide a particular phase shift, i.e., 
--switches
--via to ground
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where m is the index (from 0 to 2n-1) for the switch states, and (S21)m and (S21)0 are the values 
of S21 in the mth-switch and zeroth-switch states, respectively. For convenience and without 
lost of generality, the zeroth-switch state is taken as the state with all switches closed.  
For high power applications such as radars, power-handling capability is one of the 
important concerns in the design of phase shifters. In our design, the power-handling 
capacity of the switches (i.e., PIN diodes in our case) used in the CRLH TL unit cell 
determines the power-handling capacity of the phase shifter. Here, surface-current density 
distribution is used to study the power-handling capacity of the switches. Computer 
simulation results on the surface-current density distribution of the CRLH TL unit cell on a 
Rogers substrate, RO5880, with eight fingers and four switches, are shown in Fig. 14. Figs. 
14(a) and 14(b) show the surface-current density distributions with all four switches 
“opened” or “closed”, respectively, at 9.5 GHz. The arrowheads indicate the positions of the 
switches on the fingers of the CRLH TL unit cell. With all switches “opened”, Fig. 14 (a) 
shows that the largest surface-current density flowing through the switches is about -28 dB 
below (or 1/25.1 of) those flowing through the input and output ports. While with all 
switches “closed”, Fig. 14 (b) shows that the largest surface-current density flowing through 
the switches is about -16 dB below (or 1/6.3 of) those flowing through the input and output 
ports. The width of the finger is only 1/7 of the port, so the largest surface-current through 
the switches is 16.43 dB below (or 1/44 of) those flowing through the ports. Thus the power-
handling capability of the phase shifter is about 44 times higher than the power-handling 
















(a) (b) (c)  
Fig. 14. Simulated surface-current density distribution on symmetrical CRLH TL unit cell 
with (a) all switches “opened”, (b) all switches “closed”, and (c) color scale  
4.3.2 2-bit phase shifter 
A 2-bit phase shifter using a single CRLH TL unit cell is shown in Fig. 15(a), where two 
switches are mounted on two different fingers (Zhang et al., 2010). The positions of the 
switches in the “open” and “close” states determine the values of LR, CR, LL and CL of the 
unit cell through (20a) – (20d) and hence the phase incursion. The state with all switches 
closed is taken as the zeroth-switch state. Simulation studies are used to determine the 
positions of the switches on the top and bottom fingers of the unit cell in order to achieve 
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the phase shifts of 450 and 22.50, respectively. The phase shifts of 67.50 and 00 are provided 
by “opening” and “closing”, respectively, both two switches. Table 2 shows the phase shift 
for different input logic patterns. It should be noted that, although the phase shifts of 00, 
22.50, 450 and 67.50 with equal step size of 22.50 are used in our design, other phase shift 
values and step sizes are just possible and easily be achieved. The layout of the 2-bit phase 
shifter with the DC bias circuits for the PINs (the switches) is shown in Fig. 15(b), where RFin 
and RFout are the input and output RF signals, respectively, and the input bits have the DC 
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Fig. 15. (a) 2-bit phase shifter using CRLH TL unit cell and (b) layout of 2-bit phase shifter 
with DC bias circuits 





Table 2. Phase shifts for different states of 2-bit phase shifter 
4.3.3 3-bit phase shifter 
Fig. 16(a) shows a 3-bit phase shifter using a single CRLH TL unit cell where four switches 
are used to achieve eight different switch states and hence eight phase shifts of 00, 22.50, 450, 
67.50, 900, 112.50, 1350 and 157.50 (Zhang et al., 2010). Note that the number of controlling bits 
is less than the number of switches on the unit cell because two switches may be used to 
provide a phase shift. The state with all switches closed is taken as the zeroth-switch state. 
Again, computer simulation is used to determine the positions of these switches on the 
fingers in order to achieve these phase shifts. In Fig. 16(a), the two switches on the inner 
fingers are used to provide the phase shifts of 22.50 and 450. The two switches on the outer 
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the phase shifts of 450 and 22.50, respectively. The phase shifts of 67.50 and 00 are provided 
by “opening” and “closing”, respectively, both two switches. Table 2 shows the phase shift 
for different input logic patterns. It should be noted that, although the phase shifts of 00, 
22.50, 450 and 67.50 with equal step size of 22.50 are used in our design, other phase shift 
values and step sizes are just possible and easily be achieved. The layout of the 2-bit phase 
shifter with the DC bias circuits for the PINs (the switches) is shown in Fig. 15(b), where RFin 
and RFout are the input and output RF signals, respectively, and the input bits have the DC 
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are used to provide other phase shifts such as 67.50, 112.50, 1350 and 157.50. When all 
switches are closed, the phase shift is 00. Table 3 shows the phase shift for different input 






---Via to Ground 
















Fig. 16. (a) 3-bit phase shifter using one CRLH TL unit cell and (b) layout of 3-bit phase 
shifter with DC bias circuits 









Table 3. Phase shifts for different states of 3-bit phase shifter 
4.3.4 6-bit phase shifter 
To design a 6-bit phase shifter, we employ two symmetrical CRLH TL unit cells, as shown 
in Figs. 17(a) and 17(b), in cascade to provide the required phase shifts (Zhang et al., 
2010). The state with all switches closed is taken as the zeroth-switch state. In the unit cell 
of Fig. 17(a), we use four switches to achieve sixteen different switch states and hence 
sixteen different phase shifts. The two switches on the inner fingers are used to provide 
the phase shifts of 5.6250 and 11.250. The two switches on the outer fingers are used to 
provide the phase shifts of 22.50 and 450. Different switch states are used to provide other 
phase shifts such as 16.8750, 28.1250, 34.750, 39.3750, 50.6250, 56.250, 61.8750, 67.50, 74.1250, 
 
Designs of True-Time-Delay Lines and Phase Shifters Based on CRLH TL Unit Cells 
 
493 
78.750 and 84.3750. Thus these switch states can be used to provide the phase shifts from 00 
up to 84.3750 at a step size of 5.6250. In the unit cell of Fig. 17(b), we use two switches in a 
pair to provide the large phase shifts of 900 or 1800. The pair of switches on the inner 
fingers provides a phase shift of 900, while the pair of switches on the outer fingers 
provides a phase shift of 1800. The phase shift of 2700 is achieved by “opening” all four 
switches. This phase shifter therefore can provide the phase shifts from 00 up to 2700 at a 
step size of 900. By cascading these two unit cells, any phase shifts at a multiple number of 
5.6250 can be achieved by using the 6 controlling bits according to (25), i.e. the phase 
shifter can provide the phase shifts from 00 up to 354.3750 at a step size of 5.6250. Table 4 
shows the phase shift for different input logic pattern. The layout of the 6-bit phase-shifter 
with DC bias circuits is shown in Fig. 17(c). 
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Fig. 17. 6-bit phase shifter using two CRLH TL unit cells. (a) CRLH unit cell in 1st stage, (b) 
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78.750 and 84.3750. Thus these switch states can be used to provide the phase shifts from 00 
up to 84.3750 at a step size of 5.6250. In the unit cell of Fig. 17(b), we use two switches in a 
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5.6250 can be achieved by using the 6 controlling bits according to (25), i.e. the phase 
shifter can provide the phase shifts from 00 up to 354.3750 at a step size of 5.6250. Table 4 
shows the phase shift for different input logic pattern. The layout of the 6-bit phase-shifter 
with DC bias circuits is shown in Fig. 17(c). 
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Fig. 17. 6-bit phase shifter using two CRLH TL unit cells. (a) CRLH unit cell in 1st stage, (b) 












000000 00 010000 900 100000 1800 110000 2700 
000001 5.6250 010001 95.6250 100001 185.6250 110001 275.6250 
000010 11.250 010010 101.250 100010 191.250 110010 281.250 
000011 16.8750 010011 106.8750 100011 196.8750 110011 286.8750 
000100 22.50 010100 112.50 100100 202.50 110100 292.50 
000101 28.1250 010101 118.1250 100101 208.1250 110101 298.1250 
000110 33.750 010110 123.750 100110 213.750 110110 303.750 
000111 39.3750 010111 129.3750 100111 219.3750 110111 309.3750 
001000 450 011000 1350 101000 2250 111000 3150 
001001 50.6250 011001 140.6250 101001 230.6250 111001 320.6250 
001010 56.250 011010 146.250 101010 236.250 111010 326.250 
001011 61.8750 011011 151.8750 101011 241.8750 111011 331.8750 
001100 67.50 011100 157.50 101100 247.50 111100 337.50 
001101 73.1250 011101 163.1250 101101 253.1250 111101 343.1250 
001110 78.750 011110 168.750 101110 258.750 111110 348.750 
001111 84.3750 011111 174.3750 101111 264.3750 111111 354.3750 
Table 4. Phase shifts for different states of 6-bit phase shifter 
4.4 Simulation and measurement results 
The 2-bit, 3-bit and 6-bit phase shifters in Figs. 15(b), 16(b) and 17(c), respectively, have been 
designed to operate in an operating frequency band of 9-10 GHz using computer simulation. 
The substrates used in our designs were Rogers, RO5880, with a thickness of 0.254 mm and 
a permittivity of 2.2. The switches used were PIN diodes from SKYWORKS Co. Ltd, having 
a dimension of 0.35 mm×0.35 mm×0.15 mm, operating frequency range of 100 MHz-18 GHz 
and instantaneous power-handling capability of 2.5 W (34 dBm). Surface-mount-technology 
components such as resistors, capacitors and inductors were used to construct the bias 
circuits for the PIN diodes and also the circuits to isolate the RF signal from DC. For 
verification, all the final designs have been fabricated using Rogers substrate, RO5880, the 
same substrate used in our simulations. The prototyped modules of the 2-bit, 3-bit and 6-bit 
phase-shifters are shown in Fig. 18, having the dimensions of 35 mm×40 mm×2 mm, 50 
mm×40 mm×2 mm and 60 mm×40 mm×2 mm, respectively.  
The return losses (-10log|S11|), insertion losses (-10log|S21|) and phase shifts of these 
prototyped phase shifters have been measured using a network analyzer to verify the 
simulation results. The simulation and measurement results for the 2-bit, 3-bit and 6-bit 
phase shifters are shown in Figs. 19, 20 and 21, respectively. It can be seen that the simulated 
and measured results show good agreements.  
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Fig. 19. Simulated and measured results of 2-bit phase shifter; (a) return loss and insertion 
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Fig. 19. Simulated and measured results of 2-bit phase shifter; (a) return loss and insertion 





The insertion losses of the three phase shifters are all less than 1.3 dB in the frequency band 
of 9-10 GHz. Figs. 19(a) and 20(a) show that the return losses of the 2-bit and 3-bit phase 
shifters are more than 15 dB in the frequency band of 9-10 GHz. For the 6-bit phase shifter, 
Fig. 21(a) shows the return loss is more than 15 dB for the frequency band from 9.2 to 9.8 
GHz. Regarding accuracy, the measurement results in Fig. 19(b) show that the maximum 
error for the 2-bit phase shifter is about -20 at the phase shift of 67.50 and frequency of 9.73 
GHz. For the 3-bit phase shifter, Fig. 20(b) shows that the maximum errors is +4.50 at the 
phase shift of 157.50 and frequency of 9.10 GHz. While for the 6-bit phase shifter, it is -6.30 at 
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Fig. 20. Simulated and measured results of 3-bit phase shifter; (a) return loss and insertion 
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Fig. 21. Simulated and measured results of 6-bit phase shifter; (a) return loss and insertion 
loss and (b) phase shift 
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The power-handling capability of the phase shifters has been studied using a setup with the 
block diagram shown in Fig. 22. The solid-state transmitter is basically an AM modulator 
which takes in the signal from the IF signal source, uses it to modulate the carrier signal at a 
much higher frequency and amplifies the modulated signal to a high-power level. The 
amplified signal is fed to the phase shifter under tested via an isolator which prevents any 
high-power signal from reflecting back and damaging the solid-state transmitter. A 40-dB 
coupler is used to couple a small portion of the high-power signal from the output of the 
phase shifter and feed it to the frequency spectrograph for measuring the power capability 
of the phase shifter. Majority of the high-power signal from the phase shifter is fed to a high-
power load for power dissipation.  
 
Fig. 22. Equipment setup for measuring power-handling capability of phase shifter 
 
Frequency (GHz) 9 9.5 10 
Peak Power (dBm) 
2-bit 51.2 51.3 51.1 
3-bit 51.1 51.2 51.4 
6-bit 51.3 50.9 51.1 
Table 5. Power-Handling Capability of Phase Shifters 
In this study, the maximum transmitted peak power causing a diode to burn off is taken as 
the power-handling capability of the phase shifter and the results are shown in Table 5. 
Since the PIN diodes used in our design have an instantaneous power-handling capability 
of 34 dBm, the expected power-handling capabilities for the 2-bit, 3-bit and 6-bit phase 
shifters are about 50.43 dBm, i.e. 44 times higher as described previously. Table 4.4 shows 
that the power-handling capabilities of the three phase shifters at 9, 9.5 and 10 GHz are over 
51.1, 51.1 and 50.9 dBm, respectively, corresponding to about 51.5, 51.5 and 49.2 times of the 
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Fig. 20. Simulated and measured results of 3-bit phase shifter; (a) return loss and insertion 
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Fig. 21. Simulated and measured results of 6-bit phase shifter; (a) return loss and insertion 
loss and (b) phase shift 
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In this chapter, the EM metamatreials and the realization of EM metamaterials using the 
transmission line approach have been briefly described. A CRLH TL unit cell with a 
symmetrical structure has been proposed for the designs of TTDLs and digital-phase 
shifters. TTDLs using a single unit cell and four unit cells in cascaded have been designed 
and studied. Simulation and measurement results have shown that the TTDLs have the 
return losses of more than 15 dB and insertion losses of less than 1 dB. For the same length 
of 30 mm, the TTDL constructed using four CRLH TL unit cells in cascade can achieve a 
much larger TD, about 3.2 times larger, than that using the RH TL. Digital-phase shifters 
constructed using the CRLH TL unit cells have the advantages of small sizes, arbitrary 
phase-shift ranges and arbitrary step sizes. Three digital-phase shifters, 2-bit, 3-bit and 6-bit, 
have been designed and studied. Simulation and experimental results have shown that the 
digital-phase shifters have the low insertion losses of about 1.3 dB and return losses of larger 
than 15 dB across the operation bandwidths. Moreover, they have the much higher power-
handling capabilities, about 50 times higher, than that of the PIN diodes used as switches in 
our designs for the digital-phase shifters.  
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1. Introduction 
Recently, resonant metamaterial absorbers (MAs) at microwave and terahertz (THz) bands 
have attracted much attention due to the advantages such as high absorption, low density, 
and thin thickness [1–6]. The MA generally composed of a metamaterial layer and a metal 
plate layer separated by a dielectric spacer. With this kind of novel device, unity 
absorptivity can be realized by matching the impedance of MA to free space. Besides that, 
wide-angle, polarization insensitive and even multi-bands/wide-band absorption can be 
achieved through properly device designing [7-11]. Furthermore, our previous 
investigations on MA show that the absorber traps the incident electronmagnetic (EM) wave 
into some specific spots of the devices, and then converts it into heat [9, 12]. All these 
features make MAs very useful in areas such as EM detector/imager, anti-electromagnetic 
interference, stealth technology, phase imaging, spectroscopy and thermal emission. 
Tunable devices, which allow one to real-time control and manipulate of EM radiation, are 
emerging as an interesting issue in metamaterials fields [13]. Combined with pin diodes, 
switchable microwave MAs were developed and an electronic control strategy was 
demonstrated [14, 15]. However, the device fabrication process is complex, and the structure 
with pin diodes is hard to be scaled down to higher frequency such as THz and visible 
regimes. In this chapter, we proposed a VO2 based switchable MA in microwave band. VO2 
is known to exhibit a transition from an insulating phase to a metallic state (IMT) when it is 
thermally, electrically or optically triggered. By this unique property, VO2 films have 
already been used to tune the resonance characteristics of metamaterial in near IR [16] and 
THz regimes [17, 18]. The switchable microwave MA presented in this work is realized by 
placing VO2 thin film between the electronic split ring resonator (eSRR) and the dielectric 
layer. It is found that by triggering the IMT of the VO2, the absorption amplitude of the 
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THz regimes [17, 18]. The switchable microwave MA presented in this work is realized by 
placing VO2 thin film between the electronic split ring resonator (eSRR) and the dielectric 
layer. It is found that by triggering the IMT of the VO2, the absorption amplitude of the 
device can be significantly switched between absorber and reflector with high speed. This 
VO2 based MA has the advantages such as simple fabrication, strong tunability and easy to 
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resetting “smart” EM absorber, since the absorbed wave would transfer into heat and that 
can also trigger the IMT of the VO2 film. 
2. Basic structure and working principle of metamaterial absorber 
The first metamaterial based absorber was proposed by N. L. Landy et al in the microwave 
band [1]. It is called “perfect metamaterials absorber” because nearly 100% absorption can 
be achieved theoretically. A single unit cell of the absorber consisted of three layers as 
shown in Fig.1. The top layer is the electric split-ring resonator (eSRR), the middle layer is 
isolation layer (such as polyimide), and the bottom layer is rectangular metal strip. Due to 
the lithography alignment and multi-step lithography process, the preparation process of 
the first MA is complex. Experimentally, the maximum absorptivity only reaches to 70% at 
1.3THz due to the fabrication tolerance. An improved MA was proposed by H. Tao et al, 
with the bottom metal strips replaced by a continuous metal film [2]. This improved 
absorber operates quite well for both TE and TM radiation over a large range of incident 
angles (0-50°), and the measured absorbance was further improved to 97%. Therefore, the 
MA with a continuous metal ground plane become the most commonly structure in the 
researches. 
 
Fig. 1. Basic structure of three layers metamaterial absorber (a)the layer of metamaterial;(b) 
the bottom metallic layer;(c)the unit structure include the dielectric layer. Figure adapted 
from N. L. Landy et al. [1] 
The absorption mechanism of the MA is as follows: First, by changing the geometry of the 
SRR and the thickness of the spacer, the impedance Z (ω) of the absorber can be designed to 
match the impedance of free space at a specific frequency (center frequency) resulting in 
zero reflection; Second, electromagnetic waves can not pass through the metallic ground 
plane, giving rise to zero transmission too. Thus, electromagnetic waves will be completely 
restricted in the device and finally be consumed. In principal, the metamaterial absorber can 
absorb 100% of the narrow-band electromagnetic waves. It can be used in microwave, 
terahertz (THz) and even light wave band by adjusting the feature size of the unit cell. 
Though more and more attentions have been paid to MA, the mechanism of the near-unity 
absorption is still under studying. It has been suggested the matching between the effective 
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permittivity and permeability may be able to interpret the perfect absorption. However, the 
effective medium theory has some problems in describing MA because the three-layer 
structured device doesn’t exactly satisfy the homogeneous-effective limit, according to 
Caloz [20]. A typical case is that the strong asymmetric absorption phenomenon cannot be 
fully explained by effective medium model [21]. The simulation results show dramatically 
different behaviors when the electromagnetic waves incident from the two opposite 
directions. For example, when light is incident from the front to the resonators the device 
acts as a perfect absorber, while when light is incident from the back to the ground plane the 
device behaves like a perfect mirror. Furthermore, the MA consists of only two metallic 
layers, thus are strongly inhomogeneous in the wave propagating direction, which is 
obviously in contrast to the effective medium model.  
Q.Y. Wen et al have proposed a transmission line (TL) mode based on the equivalent RLC 
model [12]. In the TL model, it is assumed that the transverse electromagnetic (TEM) wave 
propagates through free space and the substrate with intrinsic impedances Zi and Zo 
respectively. There are two assumptions for constructing the TL model. One is that coupling 
capacitor or coupling inductor between the eSRR layer and wires layer should be ignorable, 
so that these two layers can be individually modeled, as demonstrated in Fig. 1. Another is 
that the THz wave normally incidents on the absorber plane with the electrical field parallel 
to the split gap of the eSRR. The TL model of eSRR proposed by A. K. Azad [22] is used to 
describe the eSRR layer, in which the LC resonance and dipole resonance each is 
represented by one group of L, C and R respectively, and the coupling between these two 
resonances is specified by the parameter M. The wires layer part is mimicked by the TL 
model developed by L. Fu [23], with the only resonance expressed by one group of L, C and 
R. The function of isolation layer is modeled by a transmission line which contains all EM 
related properties of the isolation layer such as ε, μ and thickness. It connects the eSRR part 
and wire part. All the parameters are needed to be optimized until the S-parameters 
calculated by the TL model fit the simulation results.  
 
Fig. 2. Transmission line model of metamaterial absorber 
By this TL model, the asymmetric phenomenon of THz absorption is unambiguously 
demonstrated and explained. The strong absorption is found to be mainly related to the LC 
resonance of the eSRR structure. The isolation layer in the absorber, however, is actually an 
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by TL model also show that the electromagnetic wave is concentrated on some specific 
location in the absorber. It indicates that the trapped electromagnetic wave in the absorber 
can be converted into thermal energy, electric energy or any kinds of other energy 
depending on the functions of the spacer materials. This feature as electromagnetic wave 
trapper has many potential applications such as radiation detecting bolometers and thermal 
emitter.  
3. Progress in metamaterial absorber  
The perfect absorber first proposed by N. L. Landy is an anisotropic absorber. They further 
proposed a polarization independent absorber, as shown in Fig.3 [5]. One of the main 
features of the structure is that the eSRR has fourfold-rotational symmetry about the 
propagation axis and was therefore polarization insensitive. The measured absorptivity of 
this absorber is 65% at 1.145 THz. Experimental results confirmed that the polarization-
independent metamaterial absorber can be realized by chosen a fourfold rotational 
symmetry SRR structure. 
 
Fig. 3. Polarization-independent metamaterial absorber. Figure adapted from N. I. Landy et 
al. [5] 
H. Tao et.al designed a wide-angle terahertz metamaterial absorber [13]. Most importantly, 
the device was fabricated on a highly exible polyimide substrate with a total thickness of 
16 um. This novel design enables its use in nonplanar applications as it can be easily 
wrapped around objects as small as 6 mm in diameter. They demonstrated, through 
simulation and experiment, that this metamaterial absorber operates over a very wide range 
of angles of incidence for both transverse electric (TE) and transverse magnetic (TM) 
conguration.  
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Apart from single-frequency absorber, dual-band and multi-band absorbers also draw 
attention from researchers. A dual-band metamaterial absorber was demonstrated in 
terahertz band, as shown in Fig 4 [9]. The special feature of this absorber is that its eSRR unit 
possesses two kinds of split gaps and therefore exhibits two well-separated LC resonances. 
Theoretical calculation shows that there are two distinct absorptive peaks located around 
0.50 and 0.94THz, each with absorptions over 99.99%. The measured absorption is 81% for 
low frequency absorption and 63.4% for high frequency absorption. The experimental result 
suggests that the design of an eSRR with multiple LC resonances is a key step toward a 
multi-frequency absorber. A similar result was also reported by H. Tao et al [10].  
 
Fig. 4. Dual-band THz metamaterial absorber. (a) Designed electric split ring resonator, (b) 
Perspective view of the designed absorber. (c) A unit cell of the experimentally realized 
absorber. (d) Photograph of a portion of the fabricated absorber. (e) The simulated reflection 
(solid line) and absorption (dotted line) curve of the absorber. 
X. P. Shen et al. have developed a wide angle triple-band absorber structure very recently, 
as show in Fig.5 [11]. The top layer consists of an array of three nested copper closed ring 
resonator arrays, which is primarily responsible for the electric response to the incident 
field. The bottom layer is a copper plane, which is used to zero the transmission and is 
responsible for the magnetic response. The experimental results show three absorption 
peaks at frequencies 4.06GHz, 6.73GHz and 9.22GHz with absorptivity of 99%, 93%, and 
95%, respectively, which agrees well with the simulation results.  
In certain applications, broadening the absorption bandwidth is also of importance. Fig.6 
shows an omnidirectional polarization-insensitive absorber with a broadband feature in the 
terahertz regime is proposed by Q.Y. Ye et al. [8]. They demonstrated that the bandwidth of 
the absorption can be effectively improved by using a multilayer structure, while the wide-
angle feature remains. A simple cross-shaped pattern was used as the resonator. The 
experiment results show that with the increasing of metamaterial layers, the absorption 
peak is gradually broadened. A bandwidth of nearly 1000 GHz with perfect absorption 
(more than 97%) was achieved in the three layer absorber.  
A frequency tunable metamaterial absorber is proposed by incorporated a pin-diode 
between two resonators [15]. Simulation and measurement results show that by forward or 
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can be dynamically switched to operate in two adjacent frequency bands with nearly perfect 
peak absorption. It is also shown that by tuning the loading position of the diodes, it is able 
to adjust the frequency difference between the two switchable absorbing bands. 
 
Fig. 5. (a) The front and (b) side view of the unit cell of the triple band microwave absorber, 
and (c) simulation and experimental results of the triple-band absorber at various angles of 
incidence. Figure adapted from X. P. Shen ea al [11].  
 
Fig. 6. (a) Unit cell of the absorbers, (b) Schematic diagram of a 3-layer cross structure, and 
bsorption spectra for (c) 1-layer cross structure; (d) 2-layer cross structure; (e) 3-layer cross 
structure.  
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4. Switchable metamaterials absorber based on vanadium dioxides 
Though tunable metamaterial absorber has been demonstrated in microwave band, the 
device fabrication process is complex, and the structure with pin diodes is hard to be scaled 
down to higher frequency such as THz and visible regimes. In this chapter, we proposed a 
novel switchable MA in microwave band, which is simple and can be tuned thermally, 
electrically and optically. The MA under studied has a similar structure to our previously 
designed dual band THz absorber [9] except that a thin VO2 film is incorporated between 
the eSRR and the substrate, as shown in Fig.7. The eSRR unit cell is composed of two kinds 
of SRR with one (the inner resonator) invaginated in the other (the outer resonator pairs). It 
should be noted that, for the purpose of comparison, only the inner resonator has an 
underlying VO2 patch and the outer resonators contact to the substrate directly. As shown in 
Fig.7 (b), the area of the VO2 patch is equal to the inner resonator. Utilizing the commercial 
software CST Microwave Studio ™ 2009, the size parameters of the eSRR marked in Fig.7 (a) 
was optimized to obtain two strong absorptions. In the simulation, the microwave MA is 
built on C-cut sapphire substrate with one side covered with metallic ground plane and 
another side with eSRR arrays. Both of the metallic eSRR and ground plane are modeled as 
copper sheet with conductivity of 5.8×107 S/m. A 200nm thick VO2 film was applied in the 
simulation. The permittivity and the permeability of VO2 were set to be 3 and 1, respectively. 
The conductivity (σ) was swept from 0.02S/m to 2000S/m to mimic the phase transition 
process. The incident microwave wave is normal to the devices plane with the electronic 
field perpendicular to the split gaps, e.g. along y axis as indicated in Fig.7 (b). The optimized 
parameters are: a=2mm, b=4mm, d=0.1mm, h=1.8mm, l=1mm, t1=t2=0.2mm, t3=0.3mm, 
t4=0.5mm and the unit cell is 3mm × 5mm. The copper thickness of eSRR layer is 0.2μm and 
that for ground plane is 0.8μm.  
 
Fig. 7. Dual-band microwave metamaterial absorber. (a) Schematic of the designed eSRR 
unit cell. (b) Perspective view of the absorber sheet with VO2 patterns. Gray represents the 
sapphire substrate, yellow the copper and dark green the VO2 film.  
Fig.8 shows the simulated S11 parameters of the MA with different conductivity of the VO2 
patch. When σ is 0.02S/m, e.g, the insulating state of the VO2 film, two distinct reflection 
peaks are observed around 9.03 GHz and 17.6 GHz. Since the transmission of MA is zero 
due to the metallic bottom plane, the absorptivity can be calculated using A=1-|S11|2. High 
absorptivity of 92.7% and 99.4% was obtained at 9.03 GHz and 17.6 GHz, respectively. The 
surface current distributions on the top eSRR and bottom plane layer at resonance 
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come from circulating currents in the eSRR resonators [9, 10]. Furthermore, it shows that the 
low frequency response is determined mainly by the outer ring pairs (Fig 9 (a) & (c)), while 
the high frequency response is induced mainly by inner resonator (Fig.9 (b) & (d)).  
 
Fig. 8. Simulated reflection curve for metamaterial absorber with different conductivity of 
VO2 
 
Fig. 9. Surface current distributions in the top and bottom metallic layers. (a) and (c) for the 
low frequency absorption, and (b) and (d) for high frequency absorption 
When the value of σ increases to 2S/m, the high frequency reflectivity begins to increase. 
With the increase of σ from 2S/m to 50S/m, the peak reflectivity around 17.6GHz increases 
abruptly from 0.25 to 0.90, corresponding to a decrease of absorptivity from 93.75% to 19%. 
Further increase of σ gives rise to a slight increase of the reflectivity. As to the low frequency 
absorption, however, the situation is different. It seems that the variation of σ from 0.02S/m 
to 20S/m have little effect on absorption. Further increase σ from 20 S/m to 20000 S/m leads 
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to a moderate increase of peak reflectivity from 0.26 to 0.54. Interestingly, for both 
absorptions a blue-shift about 0.6GHz of the peak frequency is clearly observed. All these 
results indicate that the IMT of VO2 does affect the absorption of the MA, and the 
mechanism will be discussed later in detail. 
With the optimized size parameters the microwave MA device was fabricated. Firstly, a VO2 
layer of almost 200 nm in thickness was deposited on 0.5mm-thick C-type sapphire 
substrates by using the reactive magnetron sputtering technique. The phase transition 
temperature (TP) of the films was measured to be around 340K and the conductivity 
exhibits nearly three-orders decrease [18]. The VO2 film was then etched using CF4/O2 
plasma to 1.2mm × 2mm patches in a period of 3mm × 5mm, which is the identical period of 
the eSRR array. After that copper film with thickness of 0.2µm was sputtering deposited on 
top side of the VO2/Substrate, following by a conventional lithography process to form the 
designed eSRR structure with its inner resonator overlapping on the VO2 patch. Finally 
another 0.8µm copper film was deposited on the backside of the substrate.  
Based on the principle of Arc Tracking Test method, a vector network analyzer (Agilent 
8720ES) with two horn antennas was used to transmit EM waves onto the sample sheet and 
receive the reflected signals. The incident and receive angle is less than 5° from normal in 
the experiment. Fig.10 shows the measured S11 curves of the VO2 based MA under different 
temperature. Two strong reflection peaks are clearly appeared and they are distinct from 
each other, which agrees with the simulation well. At room temperature (RT), two reflective 
minimums were appeared at 9.36GHz and 18.6GHz, respectively. By A=1-|S11|2 the peak 
absorptivity at low and high frequency were calculated to be 84.8% and 92.1%. For both 
absorptions, the measured peak frequencies and absorption amplitudes have slight 
derivations from the theoretical results, which are probably induced by the fabrication 
tolerance or the difference of the material parameter between simulation and experiment. 
Variations of the absorption characteristic of the MA were observed when the device 
temperature increased from RT to 345K. For the low-frequency absorption, the reflectivity 
minimum shows a small increase from 0.39 to 0.57, corresponding to an absorption decrease 
from 84.8% to 67.5%. Significant change of the absorption was happened in the high 
frequency case. With the increase of temperature from RT to 345K, the reflectivity minimum 
increases notably from 0.28 to 0.83, accompanying with a blue-shift of the peak frequency 
form 18.6 GHz to 19.12 GHz. Therefore, a deep amplitude modulation about 60% to the 
microwave absorption and a moderate frequency shift of about 0.5 GHz was realized. All 
these results agree with the simulated results very well, confirming that the VO2 based 
microwave MA is thermally tunable.  
In order to further clarify the tunability of MA, the temperature dependence of the 
reflectivity amplitude and corresponding peak frequency for high-frequency absorption was 
summarized and plotted in Fig.10 (b). It can be seen that the violent variation of the 
absorption characteristics, including the amplitude and peak frequency, occurs during a 
very narrow temperature range from 337K to 345K, which is the phase-transition 
temperature range of the VO2 films under studied. Combining the theoretical and 
experimental results, we can conclude that it is the thermally triggered IMT of VO2 that 
induces the tunability of the MA. To understand how the IMT of VO2 affects the properties 
of MA, the distribution of the absorption at low and high frequency was examined at RT 
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vicinity of the two outer gaps, with a small portion occurring at the four corners and inner 
split gap. In the high-frequency case, almost all the absorption occurs at inner gap. 
Therefore, the working principles of our tunable microwave MA can be explained as 
follows: At RT, the VO2 is in its insulating state and allows dual band absorptions. When the 
temperature increase beyond TP, the VO2 film changes into the metallic state and 
electronically shorts the inner split gap of the eSRR. The impedance match for the high 
frequency absorption is seriously broken thus the absorption is strongly attenuated. For low 
frequency absorption, though the absorption from the inner resonator is also attenuated as 
temperature increasing, the absorption from the outer resonator pairs is still strong since 
there is no underlying VO2 film. That’s why the low frequency absorption is not seriously 
crippled. The resonance frequency of eSRR can be described as ω=(LC)-1/2, where L and C 
represents the inductance and capacitance of the resonator [19]. Therefore, the blue-shift of 
the peak frequencies can be ascribed to the decrease of inductance as a result of the 
metallization of VO2 film. These results confirmed that by triggering the IMT of the VO2 
films both the amplitude and frequency of the absorption can be tuned.  
 
Fig. 10. (a) Measured reflectivity curves of the VO2 based MA with respect to the devices 
temperature. Inset is the image of the fabricated device; (b) the temperature dependence of 
the reflection amplitude and corresponding peak frequency for high frequency absorption.  
 
Fig. 11. Distributions of absorption densities for (a) low frequency absorption and (b) high 
frequency absorption. 
5. Summary 
Metamaterial absorbers with strong absorbance in microwave and terahertz band are very 
useful in many regimes such as detecting THz, creating thermal radiation, or cloaking. The 
metamaterial absorber could be designed to be polarization independent, broadband and 
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even tunable with a small volume, small thermal mass, and high absorption coefficient. In 
this chapter, a tunable microwave absorber was demonstrated theoretically and 
experimentally. It is found that by thermally triggering the IMT of the VO2, the absorption 
amplitude of the device can be significantly tuned. This tunable MA also has the potential to 
be a self-resetting “smart” EM absorber, since the absorbed wave would transfer into heat 
and that can also trigger the IMT of the VO2 film. 
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1. Introduction 
Emerging requirements of increasingly complex wireless systems necessitate novel design 
methods of wireless components to be developed for the fulfillment of many performance 
criteria simultaneously. One of these wireless components to be enhanced for high data rate 
transmission systems and matched with the new challenges in new generation 
communication systems is the microwave filter. This chapter is mainly dealing with the 
novel microwave filter design methods based on artificial materials. How to design 
electrically small resonators and to couple each of these resonators with the successive 
resonators in a periodic/aperiodic manner in addition to the feeding line for the bandpass 
and bandstop filter designs are highlighted throughout this chapter. 
In this chapter, because the current trend in filter design is the filter miniaturization for 
more compact wireless systems, basic approaches in electrically small filter design based 
on artificial metamaterials are explained. The compact resonators result the signal 
suppression level of the incoming signal in bandstop filter designs and signal selectivity 
of the transmitted signal in bandpass filter designs to be higher as a performance 
enhancement. It is due to the target geometrical compactness, resulting into the possibility 
of cascading more electrically small resonator cells in a restricted area. Because these 
performance parameters are highly related with Q factor of each individual resonator, the 
eigenmodes of periodically loaded negative permittivity and negative permeability 
resonators are analytically calculated in Section 2. The passband frequencies and Q factor 
of the filter to be designed can be engineered with the geometrical and topological 
parameters of the resonators, which is the fundamental idea of artificial material based 
filter designs. This analytical calculation points out the effect of electromagnetic material 
parameters of negative permittivity and permeability materials on filter performance. In 
Section 3 and Section 4, two compact filter designs are proposed and explained along with 
the numerical results as metamaterial based filter examples. One of these designs is the 
fractal resonator based bandstop filter. The other design is the compact bandpass filter 
based on thin wire loaded spiral resonator cells. These are quite good examples of 
compact filter designs with negative permeability and left-handed metamaterial unit cells, 
respectively. These numerically calculated filters points out the compactness and 
performance enhancement of novel designs in comparison to the conventional filter 
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based on thin wire loaded spiral resonator cells. These are quite good examples of 
compact filter designs with negative permeability and left-handed metamaterial unit cells, 
respectively. These numerically calculated filters points out the compactness and 
performance enhancement of novel designs in comparison to the conventional filter 





2. Theoretical analysis 
The motivating principle of theoretical research on LHM is first introduced by Veselago 
with his theoretical paper in 1968 [Veselago, 1968]. He considered electromagnetic wave 
propagation through a homogenous isotropic electromagnetic material in which both 
permittivity and permeability were assumed to have negative real values. Because the 
direction of the Poynting vector of a monochromatic plane wave is opposite to that of its 
phase velocity in such a material, he referred to this medium as left-handed medium. This 
material property makes in turn these materials to support backward-wave propagation due 
to its negative refractive index. The natural inexistence of such exotic materials had 
unfortunately led the motivating ideas of Veselago on negative refraction, its various 
electromagnetic and optical consequences to receive little attention in the scientific 
community [Engheta & Ziolkowski, 2006; Caloz & Itoh, 2005; Eleftheriades & Balmain, 
2005]. However, the work of Pendry on the electromagnetic engineering of magnetic 
permeability and electric permittivity of the materials with electrically small metallic 
inclusions has made Veselago’s ideas realisable [Pendry et al.,1999; Pendry et al., 1996]. In 
2000, Smith inspired by the work of Pendry and constructed a composite LH medium in the 
microwave regime by arranging the periodic arrays of small metallic wires and SRRs [Smith 
& Kroll, 2000]. He demonstrated the anomalous refraction at the interface of this LH 
medium with the air, which is the result of negative refraction in this artificial material. The 
effective electromagnetic parameters were also retrieved experimentally and numerically 
from the transmission and reflection data to prove the negative refractive index [Smith et al., 
2005 ; Alexopoulos et al., 2007; Chen et al., 2004 ; Smith et al., 2000]. There have now been 
several theoretical and experimental studies that have been reported confirming negative 
refractive index. There are some engineering applications derived from this concept such as 
phase compensation and electrically small resonators [Engheta, 2002], negative angles of 
refraction [Kong et al., 2002; Kolinko & Smith, 2003; Ziolkowski, 2003], sub-wavelength 
waveguides with lateral dimensions below diffraction limits [Alu & Engheta, 2003,2004], 
enhanced focusing [Grbic & Eleftheriades,2004], backward wave antennas [Grbic & 
Eleftheriades,2002; Caloz & Itoh, 2005 ], enhanced electrically small antennas [Ziolkowski & 
Kipple, 2003 ] and compact microwave filters [Marques et al., 2008]. 
The main principle of negative refractive index in LHMs can be deduced quite easily by the 
calculation of TE and TM wave impedances of waveguide modes. The TEmn and TMmn wave 
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with the longitudinal wave number, zmnk  at the operation frequency of ω  with the magnetic 
permeability, μ  and electric permittivity, ε of the waveguide filling material. Because the 
wave impedance of a passive microwave component is always positive, the phase constant 
has to be correspondingly negative in the impedance formulation due to the negative 
permittivity and permeability. As a result, the effective refractive index is also negative. This 
is an alternative explanation to understand the underlying reasoning why the refractive 
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index has to be negative in the artificial materials with negative permittivity and 
permeability. Due to the exploitation of electrically small resonators in the resonator design, 
compact resonators can be cascaded to increase the frequency selectivity and stop-band 
rejection level in a restricted volume. The accompanying degradation of Q factor due to the 
periodic arrangement of intercoupled cells can be compensated by the implementation of 
complementary resonators, in which virtual magnetic currents are the excited resonant 
sources instead of electrical currents flowing through the lossy metal [Marques et al., 2008].  
In this chapter, the subwavelength resonance feature of periodically arranged negative 
permittivity and permeability materials in a rectangular waveguide is explained by the 
calculation of eigenmode equation for TE modes. The eigenmode calculation can be 
similarly done for TM modes by replacing TE wave impedance with TM wave impedance in 
ABCD matrix formulation. The periodically loaded waveguide model is shown in Fig. 1.  
 
Fig. 1. Waveguide model of periodically arranged negative permeability and permittivity 
materials  
ABCD matrix of negative permittivity material of length az1 is formulated with TE-wave 
impedance, ZH1 and phase constant, kz1 as 
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where a and b are the waveguide side lengths in x and y directions, respectively. 
In the same manner, ABCD matrix of negative permeability material of length az2 is 
formulated with TE-wave impedance, ZH2 and phase constant, kz2 as 
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where a and b are the waveguide side lengths in x and y directions, respectively. 
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formulated with TE-wave impedance, ZH2 and phase constant, kz2 as 




cos( ) sin( )
sin( ) cos( )
z z H z z
ABCD negmu z z
z z
H
k a jZ k a
M k aj k a
Z
 
 =  






2 2 2 ( ) ( )z
m nk
a b











Thus, ABCD matrix of one unit cell of length, az1+az2, consisting of the negative permeability 
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where the matrix elements are calculated as in (2.d). 
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Thus, the dispersion relation of the periodic array of negative permeability and permittivity 
materials is calculated from ABCD parameters to determine the complex propagation 
constant, zeffγ  as 
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This dispersion relation can be formulated in an alternative form for the case of ideal lossless 
material parameters as  
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with the wave reactances, Z1,2 and attenuation constants, 1,2zα of the negative permittivity 
and permeability media, respectively. The wave reactances and attenuation constants are 
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As it is deduced from (3.b), the wave impedances of negative permittivity and permeability 
materials are inductive and capacitive, respectively. Thus, the wave propagation can be in 
principle obtained at any frequency by engineering the material parameters and adjusting 
the slab thicknesses correspondingly to satisfy the resonance condition. Because of the 
parametric dependence of eigenmode equation on monotonically increasing functions, only 
one resonance frequency is calculated for a certain phase shift per cell. This results only one 
frequency band to be obtained in the dispersion diagram for each transversal wave number 
in the case of lossless material parameters with low material dispersion. This property 
makes the novel cavity resonators with one resonance frequency for each transversal wave 
number to be designed by loading the negative permittivity material with the negative 
permeability material. However, this is not possible in the resonator designs by longitudinal 
pairing of two RHMs or one RHM with LHM [Engheta & Ziolkowski, 2006].  
Another potential application is the design of monomode waveguides with arbitrary thick 
lateral dimension by loading the waveguide walls with the negative permeability and 
permittivity materials laterally instead of longitudinally [Alu & Engheta, 2003]. Another 
important issue is the design of a cavity resonator with negative material parameters at a 
predetermined resonance frequency, which can be derived from the eigenmode equation. 
Eigenmode equation indicates that the resonance frequency of a cavity resonator is only 
dependent on the ratio of each slab thickness rather than the total slab thickness unlike in 
the conventional resonators [Engheta, 2002]. The same result can also be concluded for the 
transmission line and resonator designs, which are based on pairing of LH and RH materials 
in the same unit cell but not of two RH materials. This property leads the compact 
subwavelength transmission media and resonators to be designed by pairing any slab 
thicknesses of negative permittivity and permability materials.This is also the main 
principle in the design of subwavelength guided wave structures with the lateral 
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As it is deduced from (3.b), the wave impedances of negative permittivity and permeability 
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lateral dimension by loading the waveguide walls with the negative permeability and 
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predetermined resonance frequency, which can be derived from the eigenmode equation. 
Eigenmode equation indicates that the resonance frequency of a cavity resonator is only 
dependent on the ratio of each slab thickness rather than the total slab thickness unlike in 
the conventional resonators [Engheta, 2002]. The same result can also be concluded for the 
transmission line and resonator designs, which are based on pairing of LH and RH materials 
in the same unit cell but not of two RH materials. This property leads the compact 
subwavelength transmission media and resonators to be designed by pairing any slab 
thicknesses of negative permittivity and permability materials.This is also the main 
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As a case study, one negative permittivity material of Drude type electric response and one 
negative permeability material of Lorentzian type magnetic response are periodically 
arranged inside a rectangular waveguide. The slab lengths of negative permittivity and 
permeability materials are 1mm and 2mm, respectively. The magnetic resonance, magnetic 
plasma frequency and loss parameter are 2.10 GHz, 2.21 GHz and 100 Hz for the negative 
permeability material. The electric plasma frequency and loss parameter are 10 GHz and 100 
Hz for the negative permittivity material. As deduced from the material parameters, the 
material losses are taken into account in the model, however, kept quite small to have low 
transmission loss and observe the transmission band broadening. The dispersion diagram 
and Bloch impedance are analytically calculated and shown in Fig. 2 between the magnetic 
resonance and plasma frequencies of the negative permeability medium.  
As it is deduced from Fig. 2a, the propagation constant is negative between 2.106 GHz and 
2.146 GHz with 40 MHz bandwidth. It results approximately into Q factor of 53 in LH 
passband. However, in addition to this LH band, RH band is also obtained between 2.173 
GHz and 2.21GHz with 37 MHz bandwidth. This RH passband has an approximate Q factor 
of 60 with the center frequency of 2.19GHz. There is 27 MHz bandgap between LH and RH 
bands, extending from 2.146 GHz to 2.173 GHz with the highest signal rejection level at the 
stop band frequency of 2.16 GHz. The emergence of these two bands is mainly related with 
the included material dispersion and loss. As shown in Fig. 2b, Bloch impedance is high 
ohmic at the lower edge and low ohmic at the higher edge with no reactive part. Thus, the 
composite material can be modeled as a combination of parallel and series resonant circuits 
with the resonance frequencies of 2.146 GHz and 2.173 GHz, respectively. In order to 
confirm this issue and the emergence of RH band at the higher frequencies, the equivalent 
circuit model of negative permittivity and permeability materials are illustrated in Fig. 3 
[Engheta & Ziolkowski, 2006]. 
 
Fig. 2a. 1D dispersion diagram of periodically arranged negative permeability and  
permittivity materials  
 




Fig. 2b. Resistance (red) and reactance (blue) of periodically arranged negative  permeability 
and permittivity materials 
   
          (a)     (b) 
Fig. 3. Equivalent circuit model of one unit cell of (a) negative permittivity and (b) negative 
permeability materials 
The periodic pairing of negative permittivity material with the negative permeability 
material results one unit cell to be modeled as 
 
Fig. 4. Equivalent circuit model of one unit cell of periodically loaded negative permittivity 
and permeability materials 
As deduced from Fig.4, for the frequencies larger than the series resonance frequency, the 
impedance of series branches is inductive. In addition, the resulting impedance of parallel 
branches are capacitive for the frequencies larger than the parallel resonance frequency. 
Thus, this circuit model has an equivalent form of series inductor loaded with the shunt 
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Fig. 4. Equivalent circuit model of one unit cell of periodically loaded negative permittivity 
and permeability materials 
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impedance of series branches is inductive. In addition, the resulting impedance of parallel 
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Thus, this circuit model has an equivalent form of series inductor loaded with the shunt 





and series resonance frequencies. This is the main reason why this composite material has 
an additional RH band at the frequencies larger than the LH band. In a similar manner, the 
equivalent circuit model of LH materials can be derived by the investigation of the same 
circuit model for the frequencies smaller than the parallel and series resonance frequencies. 
For this case, the circuit model has an equivalent form of series capacitor loaded with the 
shunt inductor. It is the dual of RH circuit model. One important conclusion from these 
circuit models is that the negative permittivity and permeability materials can be 
alternatively designed without relying on high lossy resonance phenomenon. In other 
words, rather than embedding the electrically small resonant metallic inclusions into the 
host material, the left handed feature can also be realized with low loss by periodic loading 
of conventional microstrip transmission lines with series capacitors and shunt inductors in 
planar microwave technology [Caloz & Itoh, 2005; Eleftheriades & Balmain, 2005]. Many 
microwave circuits have been implemented by using this strategy such as compact 
broadband couplers [Nguyen & Caloz 2007], broadband phase shifters [Eleftheriades & 
Balmain, 2005], compact wideband filters[Gil et al., 2007], compact resonant antennas [Lee et 
al., 2005, 2006; Schüßler et al., 2004; Sanada et al. 2004].  
3. Spiral fractal resonator based compact band-stop filter  
In this section, a compact, low insertion loss, high selective band-stop filter is explained. The 
filter is composed of two unit cells of electrically small artificial magnetic metamaterials, 
which have the topological form of fractal spiral resonators in [Palandoken & Henke, 2009]. 
The geometry of fractal spiral resonators is formed with the direct connection of two 
concentric Hilbert fractal curves of different dimensions as in a spiral form to excite the 
magnetic resonance. The operation principle of band-stop filter is based on the excitation of 
two electrically coupled fractal spiral resonators through direct connection with the feeding 
line.  
The geometry of one unit cell of periodic artificial magnetic material is described shortly in 
Section 3.1 along with the reflection/transmission parameters and the resonant field pattern 
at the magnetic resonance frequency. In Section 3.2, the proposed filter topology is depicted 
with the geometrical and material parameters. The logical approach of the filter design is 
explained. In Section 3.3, the transmission and reflection parameters are illustrated to verify 
the desired filter performance and the operation principle is clarified in the light of 
simulated current distribution at the stopband frequency. 
3.1 Structural design of fractal spiral resonator 
The geometry of the artificial magnetic material is shown in Fig. 5. Each of the outer and 
inner rings are the mirrored image of the first order Hilbert fractal to form the ring shape. 
They are then connected at one end to obtain the spiral form from these two concentric 
Hilbert fractal curves. The marked inner section is the extension of the inner Hilbert curve so 
as to increase the resonant length due to the increased inductive and capacitive coupling 
between the different sections. The substrate material is standard 0.5 mm thick FR4 with 
dielectric constant 4.4 and tan(δ) 0.02. The metallization is copper. The copper line width 
and minimum distance between any two lines are 0.2 mm. The other geometrical 
parameters are L1= 2.2mm, L2= 0.8mm and L3= 1mm. 
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The unit cell size is ax = 5mm, ay =2mm, az = 5mm. Only one side of the substrate is 
structured with the prescribed fractal geometry while leaving the other side without any 
metal layer. Because two unit cells of this spiral fractal geometry is excited through the 
direct connection with the feeding line in the proposed band-stop filter, it is important to 
verify the magnetic resonance frequency as this frequency is the stopband frequency at 
which no field transmission is allowed. 
 
Fig. 5. Fractal spiral resonator geometry  
In order to induce the magnetic resonance for the determination of stopband frequency, the 
structure has to be excited with out-off- plane directed magnetic field. Thus, in the 
numerical model, the structure is excited by z-direction propagating, x-direction polarized 
plane wave. Perfect Electric Conductor at two x planes and Perfect Magnetic Conductor at 
two y planes are assigned as the boundary conditions.  
The resonance frequency and surface current distribution at the resonance frequency are 
numerically calculated with FEM based commercial software HFSS. The simulated S-
parameters and surface current distribution are shown in Fig. 6 and Fig. 7, respectively. 
Due to the spiralling form of surface current and the resulting out-off-plane directed 
magnetic field, the magnetic resonance is quite effective. Therefore, this electrically small 
structure can be regarded as a resonant magnetic dipole at 1.52 GHz. The transmission deep 
through one unit cell-thick artificial material in Fig.6 is effectively due to the depolarization 
effect of this magnetic dipole for the incoming field. This is the reason why this artificial 
magnetic material is regarded as a negative permeability material in a certain frequency 
band and the frequency of transmission deep is regarded as the magnetic resonance 
frequency of the electrically small structure. This frequency band is the desired band at 
which the proposed band-stop filter is designed to operate and the incoming field is 
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magnetic resonance. The operation principle of band-stop filter is based on the excitation of 
two electrically coupled fractal spiral resonators through direct connection with the feeding 
line.  
The geometry of one unit cell of periodic artificial magnetic material is described shortly in 
Section 3.1 along with the reflection/transmission parameters and the resonant field pattern 
at the magnetic resonance frequency. In Section 3.2, the proposed filter topology is depicted 
with the geometrical and material parameters. The logical approach of the filter design is 
explained. In Section 3.3, the transmission and reflection parameters are illustrated to verify 
the desired filter performance and the operation principle is clarified in the light of 
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3.1 Structural design of fractal spiral resonator 
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as to increase the resonant length due to the increased inductive and capacitive coupling 
between the different sections. The substrate material is standard 0.5 mm thick FR4 with 
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and minimum distance between any two lines are 0.2 mm. The other geometrical 
parameters are L1= 2.2mm, L2= 0.8mm and L3= 1mm. 
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The unit cell size is ax = 5mm, ay =2mm, az = 5mm. Only one side of the substrate is 
structured with the prescribed fractal geometry while leaving the other side without any 
metal layer. Because two unit cells of this spiral fractal geometry is excited through the 
direct connection with the feeding line in the proposed band-stop filter, it is important to 
verify the magnetic resonance frequency as this frequency is the stopband frequency at 
which no field transmission is allowed. 
 
Fig. 5. Fractal spiral resonator geometry  
In order to induce the magnetic resonance for the determination of stopband frequency, the 
structure has to be excited with out-off- plane directed magnetic field. Thus, in the 
numerical model, the structure is excited by z-direction propagating, x-direction polarized 
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two y planes are assigned as the boundary conditions.  
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numerically calculated with FEM based commercial software HFSS. The simulated S-
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through one unit cell-thick artificial material in Fig.6 is effectively due to the depolarization 
effect of this magnetic dipole for the incoming field. This is the reason why this artificial 
magnetic material is regarded as a negative permeability material in a certain frequency 
band and the frequency of transmission deep is regarded as the magnetic resonance 
frequency of the electrically small structure. This frequency band is the desired band at 
which the proposed band-stop filter is designed to operate and the incoming field is 






Fig. 6. Transmission (red) and reflection (blue) parameters of fractal spiral resonator 
 
Fig. 7. Surface current distribution of fractal spiral resonator at 1.52 GHz 
3.2 Band-stop filter design  
The proposed band-stop filter is shown in Fig. 8. As it could be deduced from the filter 
topology, two fractal resonators are connected antisymmetrically along the x axis through 
the feeding line to have symmetrical return loss. In the filter model, the separation distance 
between x-direction oriented cells is 0.1 mm. Each unit cell is connected directly with the 
feeding line to increase the field coupling as shown with the red circles in Fig. 8 as a feeding 
method [Palandoken & Henke, 2010]. One conventional feeding method is to have resonator 
shaped slots in the ground plane for high field rejection [Marques et al., 2008]. However, 
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this design method is not selected in order to suppress the resulting back radiation due to 
the slotted ground plane for lower insertion loss. In addition, this type of resonator feeding 
improves the filter selectivity in comparison to the proximity coupled feeding method. The 
separation distance between the unit cells and feeding line sections is 0.2 mm. Rather than 
using high lossy FR4, in the filter model low loss Rogers 4003 material with relative 
permittivity 3.38 and loss tangent 0.0027 is used. The main reason to use low-loss substrate 
instead of high-loss FR4 substrate is not only to decrease the insertion loss with low loss 
substrate but also with low permittivity material to increase the field coupling from the 
feeding line to the fractal spiral resonators.  
The filter width (Wf) and length (Lf) are 10.1 mm and 5.4 mm, respectively. The width of 
each metallic line is 0.2 mm except the width of feeding line, which is 1.1 mm to excite both 
resonators effectively and couple each of the resonators with 50 Ω line impedance at both 
ports. The length of feeding line sections at each port is 5 mm. The total size of band-stop 
filter is 15.4 mm. The design principle of the proposed filter is to feed the fractal resonators 
directly through the feeding line with their resonant field distributions. This field 
distribution is the resonant field excited at the band edge of the bandgap in the Brilliouin 
diagram, which results into no transmission of the incoming wave because of its standing 
wave nature. As it could be noticed in Section 3.1, the resonance frequency of fractal spiral 
resonators is numerically calculated with the electrical coupling between the in-plane 
oriented cells and magnetic coupling between the out-plane oriented cells in the transverse 
plane. The feeding method, which is currently exploited in this design, results these fractal 
spiral resonators to couple electrically as in the numerical model in Section 3.1. As a next 
step, the return and insertion loss of the band-stop filter is numerically calculated in 
addition to the resonant surface current distribution. 
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3.3 Numerical results of fractal spiral resonator based band-stop filter  
To validate the design concept, the performance of the band-stop filter is numerically 
calculated by using FEM based commercial software HFSS. The simulation results of the 
insertion and return losses are shown in Fig. 9. As shown in Fig. 9, the return loss is larger 
than 10 dB in two frequency bands of which is smaller than 0.75 GHz and which is larger 
than 1.87 GHz in the frequency span of 0.5-2.5 GHz. The insertion loss in the passband is 
better than 1 dB. The frequency rejection level is larger than 20 dB in the frequency band of 
1.36-1.40 GHz and 27 dB at the center frequency, 1.38 GHz. The selectivity of the proposed 
band-stop filter is quite promising, which is 100 dB/GHz frequency selectivity with 3 dB 
reference insertion loss.  
The physical size of the main filtering section is λo/40.18 x λo/21.48 at the center frequency, 
which is quite compact in comparison to the conventional stepped impedance or coupled 
line filters [Pozar, 2004]. On the other hand, there is no matching network, which is quite 
advantageous in the filter design to reduce the filter physical size. The total size of the filter 
even with the transmission line sections at the input and output ports is also compact, which 
is λo/10.85 x λo/14.46. The surface current distribution at the center frequency of the 
stopband, 1.38 GHz is shown in Fig. 10 to verify the design principle. 
 
Fig. 9. Reflection(blue) and transmission (red) parameters of band-stop filter  
As shown in Fig. 10, two fractal resonators are excited through the direct connection with 
the feeding line in their resonant current distribution. This type of resonator feeding leads 
these electrically small cells to have same direction directed magnetic dipole moments, 
which is actually the same field distribution for two electrically coupled spiral resonators. 
However, because of the additional electrical length due to the feeding line section for both 
of the spiral resonators, the center frequency of the stopband is lower than the resonance 
frequency of the fractal resonators.  
 




Fig. 10. Surface current distribution of fractal spiral resonator based BSF at 1.38GHz 
The operation principle of the proposed filter is thus based on the suppression of the 
incoming field through the direct coupling of the feeding line to the spiral resonators at the 
resonant frequency. The resonant field, which is confined at the spiral resonators do not lead 
the magnetic dipole-like resonators to couple effectively to the electric dipole-like 
transmission line section at the second port. This reduces the transmission of the incoming 
field though the input feeding line and increases the reflection of the input signal at the first 
port.  
As a result, in this section, the design of a compact, high selective, low insertion loss band-stop 
filter with two unit cells of novel magnetic metamaterial geometry is introduced. The physical 
dimensions of the designed band-stop filter are λo/10.85 x λo/14.46 with the additional 
transmission line sections at the center frequency of the stopband . No matching network is 
required in filter design, which is quite important to reduce the total filter size effectively. The 
insertion and return losses are numerically calculated and the current distribution at the center 
frequency of the stopband is illustrated. The proposed filter has satisfactory insertion loss, 
which is better than 1 dB. The selectivity of the filter is 100 dB/GHz, which is quite suitable to 
be used as band-stop filter in modern communication systems.  
4. Thin wire loaded spiral resonator based compact band-pass filter  
In this section, the design of a compact, LHM-based band-pass filter (BPF) is explained. The 
band-pass filter is composed of two unit cells of electrically small LHMs, which have the 
same geometry of thin wire loaded spiral resonators in [palandoken et al., 2009]. The LHM 
geometry is based on the direct connection of thin wire with the spiral resonator in order to 
enhance the magnetic field coupling inbetween in addition to the increased electrical length 
for reduced resonance frequency. The operation principle of BPF is based on the excitation 
of two coupled LHM resonators at two eigenfrequencies through direct connection with the 
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enhance the magnetic field coupling inbetween in addition to the increased electrical length 
for reduced resonance frequency. The operation principle of BPF is based on the excitation 
of two coupled LHM resonators at two eigenfrequencies through direct connection with the 





4.1 Structural design of thin wire loaded spiral resonator 
LHM behavior relies on the simultaneous excitation of electric and magnetic dipole-like 
electrically small cells at the resonance frequency. One well-known miniaturization method 
of such resonators is to increase the field coupling among the individual resonators. This 
design strategy is chosen for the LHM cell exploited in current BPF design. The LHM 
geometry is shown in Fig. 11 along with the boundary conditions and excitation sources. 
The wire strips and spiral resonators (SR) are directly connected with each other on both 
sides of the substrate. Further, instead of SRRs as in the original proposal of artificial 
magnetic material, SRs are used, which have half the resonance frequency of SRRs [Baena et 
al., 2004, 2005 ]. In the design, the geometrical parameters of the front and back side unit 
cells are the same, except a 0.6 mm shorter wire strip length on the front side. Different strip 
wire lengths lead to a smaller resonance frequency and larger bandwidth [palandoken et al., 
2009]. The substrate material is nonmagnetic FR4-Epoxy with a relative permittivity of 4.4 
and loss tangent of 0.02. 
The frequency dispersive property of FR4 has not been taken into account in the numerical 
calculation. The validity of the model is illustrated by retrieving the effective constitutive 
parameters from S parameters and by the opposite direction of group and phase velocity in 
[palandoken et al., 2009].  
 
        (a)             (b)    (c) 
Fig. 11. LHM unit cell geometry. (a) Front and (b) back side of one LHM unit cell with 
indicated geometrical parameters in [palandoken et al., 2009].  
4.2 Band-pass filter design  
The band-pass filter is shown in Fig. 12. As it could be implied from the filter topology, two 
LHM resonators are connected antisymmetrically along the y axis through the feeding line 
in order to have symmetrical reflection parameter. In the filter model, the separation 
distance between x-direction oriented cells is 0.2 mm. Each unit cell is connected directly 
with the feeding line to excite each of LHM resonators effectively and couple the excited 
LHM resonator electrically and magnetically with the another resonator depending on the 
mode of excitation in addition to the extended feeding line sections as an effective feeding 
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method. LHM resonator shaped slots in the ground plane are not exploited in the current 
band-pass filter due to the resulting back radiation from the slotted ground plane. The 
separation distance between one unit cell and feeding line sections in y-direction is 0.8 mm. 
One LHM resonator is shifted from the another resonator along y-direction with the 
distance of 0.4 mm to obtain optimum field intercoupling. Instead of using high lossy FR4, 
in the filter model low loss Rogers 5880 material with the relative permittivity 2.2 and loss 
tangent 0.0009 is used. The main reason to use low-loss substrate instead of high-loss FR4 
substrate is not only to decrease the insertion loss with low loss substrate but also with low 
permittivity material to increase the field coupling from the first resonator into the second 
resonator in addition to the field coupling from the feeding line to each of LHM resonators.  
 
Fig. 12. Thin wire loaded spiral resonator based BPF 
The lengths of extended feeding line in x- (Lextx ) and y-directions (Lexty ) are 2.5mm and 
4.9mm, respectively. The width and length (Lfeed) of feeding line are 1.5mm and 9.8mm, 
respectively. The direct connection length of the feeding line, (Lextfeed) in the extended 
sections is 1.9mm. The width and length of Rogers substrate are 30 mm and 24.2mm, 
respectively. The total size of band-pass filter is 6.4mm x 5.4 mm.  
The design principle of the proposed filter is to feed one of the LHM resonators directly 
through the feeding line with its resonant field distribution. The highly concentrated field 
distribution results the directly excited first resonator to couple to the second LHM 
resonator electrically and magnetically depending on the excited 0 and 180 modes. The 
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section of the feeding line. The feeding method, which is currently exploited in this design, 
results these LHM resonators to couple feeding line in an optimal manner. As a next step, 
the return and insertion loss of the band-pass filter is numerically calculated in addition to 
the resonant surface current distribution at two eigenfrequencies. 
4.3 Numerical results of thin wire loaded spiral resonator based band-pass filter  
To validate the filter design concept, the reflection and transmission parameters of band-
pass filter are numerically calculated by using FEM based commercial software HFSS. The 
numerical results are shown in Fig. 13. As deduced from Fig. 13, the return loss is larger 
than 10 dB with the insertion loss smaller than 1.3 dB in the frequency band from 4.49GHz 
upto 4.92 GHz. The lowest insertion loss is 0.4 dB at 4.83GHz. The filter selectivities , roll-off 
factors, are approximately 400 dB/GHz and 62 dB/GHz at the lower and higher edge of the 
passband, respectively. The filter response is quite similar to the transfer function of 
Chebychev filter due to existing passband ripples and steep roll-off from the passband 
edges to the stop-band frequencies. 
The physical size of the filtering section without the feeding line sections is λo/10 x λo/12 at 
the center frequency of 4.7GHz. It is quite compact in comparison to the conventional 
stepped impedance or coupled line filter designs. One important advantage of the current 
filter design is to have no additional matching network, which reduces the filter physical 
size significantly. The surface current distributions at two resonance frequencies, 4.52 GHz 
and 4.83 GHz, are shown in Fig. 14 to verify the design principle. 
 
Fig. 13. Reflection(blue) and transmission (red) parameters of band-pass filter 
 




         (a)              (b) 
Fig. 14. Surface current distribution of thin wire loaded spiral resonator based BPF at 
(a)  4.52 GHz and (b) 4.83GHz 
As shown in Fig. 14, one of LHM resonators is directly fed through the feeding line 
without any metallic connection from the excited resonator to the another LHM resonator. 
The resonant field distribution of LHM resonator and extended feeding line leads the 
incoming field to be coupled from the input port to the output port in 0 mode at 4.52GHz 
and 180 (л) mode at 4.83 GHz. The electric coupling at the lower resonance frequency 
results both LHM resonators and extended feeding line sections to radiate in comparison 
to the magnetic coupling at the higher resonance frequency. This is the main reason why 
the insertion loss is higher at the lower resonance frequency than that at the higher 
resonance frequency. The transmission principle of incoming field in the passband is 
based on the excitation of output LHM resonator by the electric and magnetic coupling of 
the resonant field excited in the directly fed resonator at the lower and higher resonance 
frequency, respectively.  
As a result, in the last section of this chapter, the design of a compact band-pass filter with 
two unit cells of LHM geometry is explained. The physical dimensions of band-pass filter 
are λo/10 x λo/12 at the center frequency of 4.7GHz. There is no need of additional 
matching network in filter design, which shrinks the total filter size effectively. The insertion 
and return losses are numerically calculated. The current distributions at two resonance 
frequencies are illustrated. The proposed filter has satisfactory insertion loss, which is 
smaller than 1.2 dB in the frequency band between 4.49GHz and 4.92 GHz with the 
bandwidth of 430MHz. The filter selectivities calculated with reference to 3dB insertion loss 
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1. Introduction  
There has been a lot of study published in literature on the improvement of the 
performances of microstrip patch antennas. Most of the solutions proposed in the past were 
to use an array of several antennas. The particular disadvantage of this method comes from 
the feeding of each antenna and also from the coupling between each element. Other 
interesting solutions have then been suggested: the first one (Jackson & Alexópoulos, 1985) 
was to make use of a superstrate of either high permittivity or permeability above the patch 
antenna and the second one proposed (Nakano et al., 2004), is to sandwich the antenna by 
dielectric layers of the same permittivity. A Left-Handed Medium (LHM) superstrate where 
both permittivity and permeability are simultaneously negative has also been suggested 
(Burokur et al., 2005). The numerical study of a patch antenna where a Left-Handed 
Medium (LHM) is placed above has been done and in this case a gain enhancement of about 
3 dB has been observed. However, these solutions are all based on non-planar designs 
which are bulky for novel telecommunication systems requiring compact low-profile and 
environment friendly directive antennas. 
To overcome the major problem of complex feeding systems in antenna arrays, the design of 
compact directive electromagnetic sources based on a single feeding point has become an 
important and interesting research field. Different interesting solutions based on this 
concept have been proposed. At first, resonant cavities in one-dimensional (1-D) dielectric 
photonic crystals have been used (Cheype et al., 2002). Afterwards, three dimensional (3-D) 
structures have been used, leading to better performances (Temelkuran et al., 2000). Another 
interesting solution proposed by Enoch et al. was to use the refractive properties of a low 
optical index material interface in order to achieve a directive emission (Enoch et al., 2002). 
The authors have shown how a simple stack of metallic grids can lead to ultra-refraction. 
Because the resulting metamaterial structure has an index of refraction, n, which is positive, 
but near zero, all of the rays emanating from a point source within such a slab of zero index 
material would refract, by Snell’s Law, almost parallel to the normal of every radiating 
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Otherwise, the most common method to reach directive emission is obviously based on the 
Fabry-Pérot reflex-cavity mechanism (Trentini, 1956). Such cavities have first been 
considered quite bulky too since a thickness of half of the working wavelength is required 
(Akalin et al., 2002). But recently, the introduction of composite metasurfaces has shown that 
the half wavelength thickness restriction in a Fabry-Pérot cavity can be judiciously avoided. 
For example, Feresidis et al. showed that a quarter wavelength thick Fabry-Pérot cavity can 
be designed by using Artificial Magnetic Conductor (AMC) surfaces introducing a zero 
degree reflection phase shift to incident waves (Feresidis et al., 2005). Assuming no losses 
and exactly 0° reflection phase, the surface is referred to as a Perfect Magnetic Conductor 
(PMC), which is the complementary of a Perfect Electric Conductor (PEC). The latter AMC 
surfaces have been first proposed in order to act as the so called High Impedance Surface 
(HIS) (Sievenpiper et al., 1999). This HIS is composed of metallic patches periodically 
organized on a dielectric substrate and shorted to the metallic ground plane with vias, 
appearing as “mushroom” structures. In a particular frequency band where reflection phase 
is comprised between -90° and +90°, this surface creates image currents and reflections in-
phase with the emitting source instead of out of phase reflections as the case of conventional 
metallic ground plane. The HIS allows also the suppression of surface waves which travel 
on conventional ground plane. However, the HIS of Sievenpiper needs a non-planar 
fabrication process, which is not suitable for implementation in lots of microwave and 
millimetric circuits.  
The reflex-cavity antenna proposed by Feresidis was composed of two planar AMC surfaces 
and a microstrip patch antenna acting as the primary (feeding) source. The first AMC 
surface was used as the feeding source’s ground plane so as to replace the PEC surface and 
hence, to achieve a 0° reflection phase. The second one acted as a Partially Reflective Surface 
(PRS) with a reflection phase equal to 180°. This idea has then been pushed further by Zhou 
et al. (Zhou et al., 2005). By taking advantage of the dispersive characteristics of 
metamaterials, the authors designed a subwavelength cavity with a thickness smaller than a 
10th of the wavelength. Compared to Feresidis, Zhou made use of a non-planar mushroom 
structure with a dipole acting as the feeding source. 
In this chapter, using a novel composite metamaterial, made of both capacitive and 
inductive grids, we review our recent works in the fields of low-profile and high-gain 
metamaterial-based reflex-cavity type antennas. First, we will show how our group has 
lately further reduced the cavity thickness by λ/30 for applications to ultra-thin directive 
antennas by using a PEC surface as the source’s ground plane and one subwavelength 
metamaterial-based composite surface as the PRS. We will also present how an 
optimization of the cavity has also been undertaken in order to reduce the thickness to 
λ/60 by using an AMC surface instead of the PEC ground plane and a metasurface as 
PRS. We will then present the modeling and characterization of resonant cavities for 
enhancing the directivity. Finally, a phase controlled metasurface will be proposed for 
applications to beam steerable and frequency reconfigurable cavity antennas. Numerical 
analyses using Finite Element Method (FEM) based software HFSS and CST’s 
Transmission Line Modeling (TLM) solver MICROSTRIPES together with discussions on 
the fabrication process and the experimental results will be presented for the different 
cavities mentioned above. 
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2. Operating principle of the Fabry-Pérot reflex-cavity 
A cavity antenna is formed by a feeding source placed between two reflecting surfaces as 
shown in Fig. 1. In this paper, different cavities based on the schematic model presented in 
Fig. 1 will be discussed and used. The cavity is composed of a PEC surface acting as a 
conventional ground plane for the feeding source and a metamaterial-based surface 
(metasurface) playing the role of a transmitting window known as a PRS. Following the 
earlier work of Trentini, a simple optical ray model can be used to describe the resonant 
cavity modes (Trentini, 1956). This model is used to theoretically predict the operating mode 
of a low-profile high-directivity metamaterial-based subwavelength reflex-cavity antenna. 
Let us consider the cavity presented in Fig. 1(a). It is formed by a feeding antenna placed 
between two reflectors separated by a distance h. Phase shifts are introduced by these two 
reflectors and also by the path length of the wave travelling inside the cavity. With the 
multiple reflections of the wave emitted by the antenna, a resonance is achieved when the 
reflected waves are in phase after one cavity roundtrip. The resonance condition, for waves 
propagating vertically, can then be written as:  
 ( )r PRS r
λ λh t ε N
4π 2
φ φ+ = + ±  (1) 
where φPRS is the reflection phase of the PRS reflector, φr is the reflection phase of the feeding 
source’s ground plane, εr is the relative permittivity of the substrate supporting the primary 
source and t is its thickness. N is an integer qualifying the electromagnetic mode of the 
cavity. If the cavity and the substrate thicknesses t and h are fixed, the resonant wavelength 
is determined by the sum of the reflection phases φPRS + φr for a fixed N. Conversely, for a 
given wavelength, the thickness h can be minimized by reducing the total phase shift φPRS + 
φr. The use of metasurfaces answers this purpose since they can exhibit an LC resonance. 
This resonance helps to have a reflection phase response varying from 180° to -180°, passing 
through 0° at the resonance frequency. By choosing a desired operating cavity frequency 
above the metasurface resonance where the reflection phase is negative, the sum φPRS + φr 
can be very small leading to a very low cavity thickness. Since the reflector near the feeding 
antenna in Fig. 1(a) is composed of a PEC surface, then φr will be very close to 180°. On the 
other side, an AMC ground plane is used in Fig. 1(b) and in such case φr will show 
frequency dependent phase characteristics. 
Therefore, taking advantage of the phase dispersive characteristics of metasurfaces, we will 
present several models of reflex-cavity antennas, each designed for a specific task. We will 
first present a λ/30 (1 mm @ 10 GHz) thick cavity antenna by using a PRS reflection phase 
value around -120°. This cavity antenna has a narrow beam profile in both E- and H-planes, 
producing a directivity of 160 (22 dBi). To further reduce the cavity thickness, we will 
emphasize on the use of two metasurfaces as illustrated in Fig. 1 (b), one as a PRS reflector 
and the other one as AMC ground plane of the primary source. The combination of these 
two metasurfaces, particularly the low phase values above their resonance, allows to design 
very low profile cavity antennas. For e.g., a λ/60 thickness has been achieved and the latter 
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Fig. 1. Resonant cavity formed by a PEC ground plane and a metamaterial-based PRS (a) 
and, an AMC ground plane and a metamaterial-based PRS (b). 
Since directivity depends strongly on the radiating aperture which is defined by the field 
distribution illuminating the PRS, we will present two ways on how we can manipulate the 
directivity of such reflex-cavity antennas. First, we will present the use of lateral PEC walls 
in the cavity antenna to form what we will refer to as metallic cavity. This method allows to 
enhance the directivity by 3 dB compared to the case where the cavity is open on the lateral 
sides. Also, the metallic cavity presents lower backward radiations due to the confinement 
of electromagnetic radiation, therefore increasing the front-to-back (FBR) ratio. Secondly, in 
order to optimize the field distribution illuminating the PRS, we will study the use of 
several primary sources inside the cavity. We will show how judiciously placing the 
different sources in the cavity helps to increase the directivity to more than 6 dB compared 
to single source fed cavity. 
Finally, we will present beam steerable and frequency reconfigurable cavity antennas. For 
the beam steering, we will in a first step study a cavity where the PRS presents a locally 
variable phase. The latter PRS then acts as a phased array of micro-antennas, thus allowing 
to achieve beam steering. This concept has been pushed further by designing an 
electronically tunable metasurface via the incorporation of lumped elements (varactor 
diodes). This active metasurface can be used as PRS for two different tasks. Firstly, by 
applying different bias voltage along the PRS, a locally variable phase is obtained and is 
fully compatible for beam steering. On the other side, if we change the bias voltage of all the 
lumped elements similarly, then we can tune the operation frequency of the PRS so as to 
achieve a frequency reconfigurable reflex-cavity antenna. 
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3. Analysis of the planar metasurfaces 
The cavity presented in Fig. 1 requires the application of a metamaterial-based surface. So in 
this section, we will design planar metamaterial-based surfaces for operation near 10 GHz. 
 









Fig. 2. Unit cell of AMC ground plane (a) and metamaterial-based PRS (b). Calculated 
reflection magnitude and phase of the AMC ground plane (c), (e) and reflection and 
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The surface used by our group in order to achieve the AMC ground plane is made of a 
metamaterial composed of 2-D periodically subwavelength metallic square patches 
organized on one face of a dielectric substrate as illustrated in Fig. 2(a). The different 
dimensions of the patches are as follows: period p1 = 4 mm and width w1 = 3.8 mm. Another 
surface which we are going to use for the PRS of the cavity is made of a composite 
metamaterial consisting of simultaneously a capacitive and an inductive grid on the two 
faces of a dielectric substrate. The capacitive grid is also formed by 2-D periodic metallic 
patches (period p2 = 4 mm and width w2 = 3.6 mm) whereas the inductive grid is formed by 
a 2-D periodic mesh (line width l2 = 1.2 mm) as shown in Fig. 2(b). Concerning the substrate, 
we have used the double copper cladded epoxy substrate of relative permittivity εr = 3.9, of 
tangential loss tanδ = 0.0197 and having a thickness of 1.2 mm. The size of the different 
patterns has been chosen in order to minimize the phase of the reflection coefficient near 10 
GHz while providing a sufficiently high reflectance (~90%). 
The metasurfaces are analyzed numerically using the finite element software HFSS so as to 
present its characteristics in terms of reflection and transmission. Simulations are performed 
on a unit cell together with appropriate periodic boundary conditions. The results are 
presented in Fig. 2(c) and Fig. 2(d). As shown, the calculated resonance frequency of the 
AMC surface and PRS reflector is respectively 10.4 GHz and 9.7 GHz. At resonance, phase 
crosses 0° as illustrated in Fig. 2(e) and Fig. 2(f). 
The composite metamaterial acts as a resonant filter which presents a reflection phase 
varying from 180° to –180°, depending on the frequency. This variation helps to be more 
flexible in designing thin cavities by choosing reflection phase values below 0°. 
4. Metamaterial-based low-profile highly directive cavity antenna 
In this section, we discuss about the design, implementation and characterization of low 
profile and highly directive cavity antennas. Two different models are presented; an AMC-
PRS cavity and a PEC-PRS cavity.  
4.1 AMC-PRS cavity antenna 
The AMC-PRS cavity antenna is formed by the AMC reflector and the metasurface reflector 
used as PRS together with a patch antenna designed to operate near 10 GHz (Ourir et al., 
2006a). The patch antenna of dimensions 6.8 × 7 mm2 is placed on the AMC in the cavity as 
shown in Fig. 1(b). The reflectors used are those presented in Fig. 2. The different phases 
(simulated and measured) are used to estimate the thickness h of the AMC-PRS cavity as 
given by Eq. (1). Fig. 3(a) shows that h first decreases with increasing frequency of the first 
resonant mode (N = 0) to the point where a cavity zero thickness is reached at around 10.2 
GHz. Then a jump in the mode occurs leading to an abrupt variation of h and the value 
decreases again for N = 1. A cavity thickness h = 0.5 mm is chosen for the cavity. The 
thickness h of the Fabry-Perot cavity formed by the two reflectors is adjusted mechanically. 
The lateral dimensions of the reflector plates are 17 × 17 cm2. This thickness leads to a good 
matching of the cavity at 10.1 GHz (Fig. 3(b)) corresponding to the design of a λ/60 cavity. 
This frequency is in good agreement with the resonance frequency calculated from the 
optical ray model. The directive emission of the subwavelength cavity antenna at 10.1 GHz 
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is illustrated from the calculated and measured E-plane (φ = 90°) and H-plane (φ = 0°) 
radiation patterns in Fig. 3(c) and 3(d). 
Using the formulation proposed in (Temelkuran et al., 2000), the directivity of the cavity 





=  (2) 
where θ1 and θ2 are respectively the half-power widths for the E-plane and H-plane 
radiation patterns. The antenna directivity is then found to be equal to 78 (19 dB) for θ1 = 22° 









Fig. 3. (a) Evolution of the cavity thickness h versus frequency, this evolution being 
estimated from Eq. (1) by the calculated and measured reflection phases of the two reflectors 
used in the AMC-PRS cavity. (b) Calculated and measured matching of the cavity antenna. 
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is illustrated from the calculated and measured E-plane (φ = 90°) and H-plane (φ = 0°) 
radiation patterns in Fig. 3(c) and 3(d). 
Using the formulation proposed in (Temelkuran et al., 2000), the directivity of the cavity 
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4.2 PEC-PRS cavity antenna 
In order to simplify the fabrication of the cavity antenna, another one using only one 
metamaterial-based surface reflector acting as the PRS and a PEC reflector (similar to the 
cavity shown in Fig. 1(a)) is designed (Ourir et al., 2006b). As we have seen from the 
reflection coefficients in Fig. 2(c) and 2(d), losses are maximum at the resonance frequency 
of the metamaterial-based surfaces. Thus using only one reflector has also the advantage of 
presenting lower losses. The PRS composed of simultaneously a capacitive and an inductive 
grid on the two faces of a dielectric substrate as presented in Fig. 2(b) has been designed for 
this purpose. Concerning the metallic patches of the capacitive grid, a period p2 = 5 mm and 
a width w2 = 4.8 mm are used. A line width l2 = 2.2 mm is considered for the mesh of the 
inductive grid. This PRS having a resonance frequency of about 8 GHz presents a reflection 
phase close to -150° for frequencies higher than 10 GHz. The use of such a reflector in 
conjunction with a PEC leads also to a subwavelength cavity since the sum (φPRS + φr) is very 
close to zero between 9 GHz and 11 GHz. 
A 1 mm (λ/30) thick cavity is designed with lateral dimensions of 10 × 10 cm2 where the 
resonance is achieved at around 9.7 GHz. The antenna gain patterns in the E- and H-planes 





Fig. 4. (a) Calculated and measured reflection phases of the PRS reflector used in the PEC-
PRS cavity. (b) Calculated and measured matching of the cavity antenna. (c) E-plane (φ = 
90°) radiation pattern at 9.7 GHz. (d) H-plane (φ = 0°) radiation pattern at 9.7 GHz. 
In this case, despite the use of only one metamaterial-based surface as the PRS and the use 
of smaller lateral dimensions than the two metamaterial-based cavity, the antenna 
directivity is found to be twice and equal to 160 (22 dB). 
5. Directivity enhancement in Fabry-Pérot cavity antennas 
This section deals with the enhancement of directivity in Fabry-Pérot cavity antennas. 
Two different approaches are presented to achieve higher performances in terms of 
directivity and beamwidths. In order to reach a higher directivity, a larger surface of the 
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PRS must be illuminated. Therefore, a better distribution and confinement of the 
electromagnetic energy must be produced in the cavity. For this purpose, two innovative 
solutions can be considered. The first one is to shield the cavity by four metallic walls and 
the second one is to feed the cavity by multiple primary sources. The two methods are 
detailed below. 
5.1 Metallic cavity antenna 
The cavity antenna proposed in this section was designed at 2.46 GHz for point to point 
radio communication links. The metallic cavity is composed of the feeding antenna’s PEC 
ground plane and a metamaterial-based PRS as reflectors. Furthermore, four metallic walls 
are also fixed on the lateral sides so as to enhance the directivity of the cavity antenna while 










Fig. 5. (a) Calculated reflection phase (solid grey), reflection (solid dark) and transmission 
(dashed dark) magnitudes for the PRS reflector. (b) Schematic view of the metallic cavity 
antenna with h = 21.5 mm. (c) Return losses of the cavity antenna and the feeding patch 
antenna. (d) E- (φ = 90°) and H-plane (φ = 0°) radiation patterns at 2.46 GHz for the metallic 
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The inductive and capacitive grids of the metasurface are printed on the faces of an 8 mm 
thick foam dielectric substrate (εr = 1.45, tanδ = 0.0058). This thickness is sufficient enough 
to provide a relatively smooth slope of the phase response, hence rendering the 
metamaterial less sensitive to fabrication tolerances. The capacitive grid is formed by 2-D 
periodic metallic patches lattice (period p2 = 20 mm and width w2 = 18.8 mm) whereas the 
inductive grid is formed by a 2-D periodic mesh (line width l2 = 6 mm). The size of the 
different patterns has been chosen in order to have the phase of the reflection coefficient 
below 0° near 2.46 GHz while providing a sufficiently high reflectance (~90%). The 
numerical results presented in Fig. 5(a) show firstly a resonance frequency of 2.38 GHz, 
i.e. where the phase crosses 0°. Secondly, we can also note a pass-band behavior where 
the transmission level is relatively low (about –9.5 dB). Finally this figure shows a 
reflection phase of –15° at 2.46 GHz.  
The microstrip patch feeding source having dimensions 43 mm x 43 mm is designed on a 
similar foam dielectric substrate of thickness 5 mm. The surface of the inductive and 
capacitive grids forming the PRS has dimensions 200 mm × 200 mm, while the lateral 
dimensions of the dielectric board supporting the grids as well as that of the cavity have 
been increased to 250 mm × 250 mm. However the lateral metallic walls are separated by a 
distance of 240 mm, as illustrated by the side view of the cavity antenna in Fig. 5(b). So with 
a φPRS = –15°, the thickness of the cavity is found to be h = 21.5 mm (< λ/5).The simulated 
metallic cavity presents a return loss of 22.8 dB at 2.46 GHz [Fig. 5(c)]. A second resonance is 
observed at 2.75 GHz corresponding to the resonance of the feeding antenna. These two 
resonances are situated at each side of that of the feeding patch alone due to the coupling 
between the patch antenna and the FP cavity. 
The calculated results [Fig. 5(d)] for the E- and H-plane radiation patterns show a directivity 
of 15.21 dB. Compared to a similar cavity without metallic walls, an enhancement of about 3 
dB and lower secondary lobes are achieved. To reach this same directivity without metallic 
walls, we should have used a cavity with lateral dimensions close to 400 mm × 400 mm. 
Also, the metallic cavity presents very low backward radiations (–24.3 dB) due to the energy 
confinement by the lateral walls. 
A prototype of the proposed cavity has been fabricated and measured (Fig. 6). However, the 
responses measured with h = 21.5 mm have not shown a resonance as expected at 2.46 GHz 
but at 2.49 GHz. This is due to the matching of the fabricated feeding patch antenna which 
does not occur at 2.63 GHz as in simulation. Moreover, the responses of the PRS may also 
present a shift in frequency which can be attributed to the manufacturing tolerances. A 
modification on the thickness of the cavity has then been undertaken in order to achieve as 
close as possible the calculated resonance frequency. Three other different thicknesses (h = 
25 mm, h = 27.9 mm and h = 28.5 mm) have shown remarkable performances. The different 
results are summarized in Table 1. 
As the thickness increases, the resonance of the cavity antenna tends to lower frequencies. 
For h = 25 mm, the measurements show a return loss of 11 dB and a directivity of 12.79 dB 
with secondary lobes reaching a level of –26.5 dB. For h = 28.5 mm, the return loss is 
enhanced to 21.5 dB at 2.405 GHz but the directivity falls to 12.4 dB. The best directivity 
(13.4 dB) is observed at 2.405 GHz for h = 27.9 mm with secondary lobes level of -22.7 dB. 
 







Fig. 6. (a) Measured return loss of the metallic cavity antenna. (b) Comparison between 











21.5 (sim) 2.46 29.5 15.3 -19.7 
21.5 (meas) 2.49 8 12.36 -28.7 
25 (meas) 2.46 11 12.79 -26.5 
27.9 (meas) 2.405 20 13.4 -22.7 
28.5 (meas) 2.4 21.5 12.4 -24.4 
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5.2 Multisource-fed cavity antenna 
As stated earlier, the second method to reach higher directivity is based on the use of 
multiple primary sources in the cavity. Therefore in this section, the cavities operating near 
10 GHz are fed with a 2 x 2 microstrip patch array (Yahiaoui et al. 2009, Burokur et al., 
2009b). The four patches with dimensions Wp = Lp = 7.5 mm are fed simultaneously via 
microstrip transmission lines acting as λ/4 impedance transformers and excited by a 50Ω 
SMA connector as shown in Fig. 7(a). The inter-element spacing a of the microstrip patch 
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Fig. 7. (a) 2 × 2 patch array used as a multi-source. (b) Measured return losses of the cavities. 
(c)-(d) Measured E-plane and H-plane radiation patterns with a = 0.5λ, λ, 2λ and 3λ for a 
cavity thickness h = 1.5 mm. 
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The measured E- and H-plane radiation patterns of the cavity antennas are presented in Fig. 
7(c) and 7(d). For a = 0.5λ, a measured directivity of 19 dB is obtained at 8.93 GHz. This 
value is very close to that of a cavity fed by a single source (see for e.g. Ourir et al., 2006a, 
2006b). So, it is worth to note that conversely to classical antenna arrays, the directivity is 
not doubled each time that the number of sources is doubled. For a = λ, a measured 
directivity of 20.9 dB is noted at 9.07 GHz, showing clearly an enhancement of 1.9 dB with 
regard to the case a = 0.5λ. It is also very important to note that the sidelobes level of the 
patch array is considerably reduced when embedded in the cavity. This effect is highlighted 
in Table 2 where the performances of cavities for the different inter-element spacing are 
presented. 23.21 dB and 25.35 dB is respectively deduced from the measured planes for a = 
2λ and a = 3λ. When the case a = 3λ is compared to a = 0.5λ, an increase of 6.35 dB is 
obtained for the directivity, which is comparable to an increase from a single patch element 
to a 2 × 2 patch array. The measured sidelobes level are higher (~ –8dB in the H-plane) for 
the case a = 3λ. However, this sidelobes level is still low compared to the sidelobes level of 
the source alone. It is well known that an inter-element spacing of an array higher than λ 
leads to high sidelobes level and also to the apparition of grating lobes.  
The directivity D of the cavity antennas can be calculated using D = 41253/(θ1 × θ2) where θ1 
and θ2 are respectively the half-power widths (in degrees) for the H-plane and E-plane 
patterns. The directivity values are given in Table 2 where we can observe that an increase 
in the inter-element spacing a in the cavity antenna gives rise to a higher directivity. This is 
because the radiation area at the surface of the source is bigger when a increases and 
therefore, a larger surface of the PRS is illuminated by the radiation source. This 
phenomenon is illustrated in Fig. 8 where the E-field distribution is plotted in a horizontal 
plane at two different locations z in the cavity antenna. z = 0 and z = 1.5 corresponds 
respectively to the plane of the radiating patch array source and to the thickness h = 1.5 mm 
at the inner surface of the PRS (location of the capacitive grid). This figure shows that the 
radiation area at the surface of the feed source in the case a = 3λ is bigger than in the case a = 
0.5λ and therefore, a larger surface of the PRS is illuminated leading to a higher directivity. 









0.5λ 9.13 19 @ 8.93 GHz -12 
λ 9.37 20.9 @ 9.07 GHz -19 
2λ 9.18 23.21 @ 8.94 GHz -10 
3λ 9.21 25.35 @ 8.96 GHz -8 
Table 2. Performances of the cavity antennas with a = 0.5λ, λ, 2λ and 3λ for a cavity 
thickness h = 1.5 mm. 
6. Beam steering in Fabry-Pérot cavity antennas 
In this section, we present the modeling and characterization of optimized resonant cavities 
for beam steering applications. Firstly, the design principle is presented for a passive cavity. 
The idea is then pushed further to achieve controllable beam steering by incorporating 
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Fig. 8. E-field distribution in a horizontal plane in the cavity antenna for a = 0.5λ and a = 3λ. 
6.1 Passive beam steering 
Since the beam steering operation is presented in only one radiation plane, the metasurface 
used is composed of a 1-D array of copper strips etched on each face of a dielectric substrate 
as shown in Fig. 9(a).  
We shall note that the gap spacing g in the capacitive grid plays a crucial role in determining 
the capacitance and therefore the resonance frequency of the metasurface. By changing g 
and keeping all the other geometric parameters unchanged, the capacitance of the 
metamaterial will also vary. As a consequence, the phases of the computed reflection 
coefficients vary. This behavior is illustrated by the numerical results shown in Fig. 9(b). We 
can note that the variation of g accounts for the shift of the resonance frequency. An increase 
in the value of g causes a decrease in the value of the capacitance created between two cells, 
and finally a shift of the resonance towards higher frequencies. At a particular frequency, 
the phase of the metasurface increases with an increase in the gap spacing. The study on the 
variation of g shows that it is possible to design a PRS with a continuous variation of the gap 
g, resulting in a local variation of the phase characteristics (Fig. 9(c)). If we consider each gap 
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as a slot antenna, an analogy can then be made with an array of several antennas with a 
regular phase difference. The locally variable phase metasurface can then be applied for 







Fig. 9. (a) Elementary cell of the metamaterial composed of an inductive and capacitive grid, 
which is proposed for the PRS. (b) Reflection phase coefficient of the metasurface versus the 
gap width g. (c) Schematic view of the cavity composed of a PEC and a métasurface with a 
variable gap width.  
To show the performances in terms of beam steering, several subwavelength cavities have 
been simulated and fabricated using the 1-D metasurface as PRS. The first one consists of 
the metamaterial PRS with the same gap spacing g = 400 µm between the metallic strips of 
the capacitive grid (δg = 0). This prototype will assure no deflection of the beam since it 
exists no phase variation of the metamaterial. The second and third ones are the 
prototypes incorporating respectively a variation of δg = 50 µm and δg = 100 µm along the 
positive x-direction. The cases where the variation δg is negative (180° rotation of the PRS 
around the z-axis) have also been considered. Note that here the resonance frequency of 
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the metamaterial PRS with the same gap spacing g = 400 µm between the metallic strips of 
the capacitive grid (δg = 0). This prototype will assure no deflection of the beam since it 
exists no phase variation of the metamaterial. The second and third ones are the 
prototypes incorporating respectively a variation of δg = 50 µm and δg = 100 µm along the 
positive x-direction. The cases where the variation δg is negative (180° rotation of the PRS 
around the z-axis) have also been considered. Note that here the resonance frequency of 





variation (g = 400 µm and δg = 0), i.e. 8.7 GHz as shown in Fig. 9(b). The resonance 
frequency of the cavity is found to be ~10.5 GHz for the three prototypes as shown in Fig. 
10(a). Best matching is observed when the metallic gap of the PRS capacitive grid 
increases. However, the resonance frequency remains the same for the three 
configurations since it depends on the gap spacing of the central region of the PRS, which 




Fig. 10. (a) Return loss of the antennas with different variation of gap width. (b) Measured 
gain patterns of the cavity antennas versus the gap width variation. 
Fig. 10(b) shows the measured gain patterns of the antenna in the E (φ = 90°) plane at 10.5 
GHz for an optimized cavity thickness h = 1 mm. For δg = 0, the beam is normal to the 
plane of the antenna and shows no deflection, which confirms our prediction on the 
constant phase metamaterial. However, in the case of a regular variation of 50 µm, a 
deflection of the antenna beam of about 10° can be observed either in the forward 
(clockwise) or backward (anti-clockwise) direction depending if δg is respectively 
negative or positive. Similar observations and a higher deflection of ±20° can be noted for 
δg = ±100 µm. The directivity of the cavity antenna can be calculated using the following 
expression: D = 41253/(θ1 × θ2) where θ1 and θ2 are respectively the half-power widths (in 
degrees) for the H-plane and E-plane patterns. In this case, the directivity is found to be 
approximately equal to 14.8 dB. 
6.2 Active beam steering 
The cavity antenna proposed in this section includes the use of lumped elements such as 
varactor diodes so as to be able to control electronically the phase of the metasurface. As a 
preliminary step in the design of such cavities, we present firstly the design of the active 
metasurface. 
6.2.1 Electronically controlled metasurface 
The metasurface used in this section is based on the same principle as the one illustrated in 
Fig. 9. But, instead of applying a linear variation of the gap spacing g in order to create a 
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locally variable phase, we now use active components to make the phase of the metasurface 
shift in frequency. Varactor diodes having a capacitance value ranging from 0.5 pF to 1.0 pF 
are thus incorporated into the capacitive grid between two adjacent metallic strips (Fig. 
11(a)) and depending on the applied bias voltage, the phase of the metasurface varies with 
frequency (Ourir et al. 2007b). The variable capacitive grid of the tunable phase PRS used for 
an operating frequency around 8 GHz consists of a lattice of metallic strips with varactor 
diodes connected each 6 mm (s = 6 mm) between two adjacent strips. The width of the strips 
and the spacing between two strips of the capacitive grid is respectively w = 1 mm and g = 2 
mm.  
Concerning the inductive grid, the width of the strips and the spacing between two strips 
are respectively w1 = 2 mm and g1 = 4 mm (Fig. 11(b)). Note that the inductive grid is not 
made tunable. RF chokes are also used in the microstrip circuit in order to prevent high 
frequency signals going to the DC bias system. Potentiometers are implemented in the 
structure to create a voltage divider circuit so as to be able to bias locally the varactors. The 
capacitance in each row can then be adjusted according to the bias voltage applied. This 
capacitance can also be varied from one row to another by the use of the voltage dividers on 
the prototype. By changing the bias voltage of the varactors of the PRS similarly, the 
capacitance of the metamaterial will also vary. As a consequence, the reflection and the 
transmission coefficients also vary. This behavior is illustrated by the measurement results 
of the reflection coefficient magnitude and phase shown in Fig. 11(c) and 11(d) respectively. 
These curves are obtained when the same bias voltage is applied to the different rows of 
varactors along the PRS. The measurements are performed in an anechoic chamber using 
two horn antennas working in the [2 GHz – 18 GHz] frequency band and an 8722ES 
network analyzer. From Fig. 11(c), we can note that the variation of the bias voltage 
accounts for the shift of the resonance frequency of the PRS, i.e. the frequency where the 
phase crosses 0°. An increase in the bias voltage leads to a decrease in the value of the 
capacitance of the metamaterial, and finally to a shift of the resonance towards higher 
frequencies. At a particular frequency the phase of the PRS increases with an increase in the 
bias voltage. This phase shift is very important since it will help to tune the resonance 
frequency of the cavity antenna and also to control the radiated beam direction of the 
antenna. 
6.2.2 Active beam steering 
Instead of applying a uniform variation in the periodicity of the cells composing the 
capacitive grid so as to create a locally variable phase as in section 6.1, we now use the 
electronically controlled metasurface as PRS (Ourir et al. 2009). The active components 
biased differently make the phase of the PRS shifts in frequency locally. As illustrated by the 
varactors bias system shown in Fig. 12(a), the proposed PRS is now divided into different 
regions, where each of them has a specific bias voltage bias. We shall note that here the 
resonance frequency of the cavity is imposed by the resonance frequency of the central 
region just above the feeding source corresponding to the bias voltage V4=V1+3δV. The bias 
voltage is thus increased uniformly with a step δV when moving from the left to the right of 
the metamaterial-based PRS by the use of the potentiometers. This action creates a regular 
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locally variable phase, we now use active components to make the phase of the metasurface 
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Fig. 11. (a) Electronically phase-varying metasurface. (a) Capacitive grid incorporating 
varactors and voltage dividers. (b) Inductive grid. (c) Measured magnitude and (d) 
measured phase of the reflection coefficient versus bias voltage of the varicaps. 
The first configuration studied here is the antenna cavity based on the metamaterial PRS 
with the same null bias voltage for all the varactors. This configuration will assure no 
deflection of the beam since it exists no phase variation of the metamaterial. The second and 
third configurations are prototypes incorporating respectively a variation of δV = 0.2 V and 
δV = 0.3 V along the positive x-direction. The cases where the variation δV is negative (180° 
rotation of the PRS around the z-axis) have also been considered.  
Fig. 12(b) shows the gain patterns of the antenna in the E-plane (φ = 90°) at 7.9 GHz for the 
optimized cavity. For δV = 0 V, the beam is normal to the plane of the antenna and shows no 
deflection, which confirms our prediction on the constant phase metamaterial. However, in 
the case of a regular variation of δV = 0.2 V, a deflection of the antenna beam of about 7° can 
be observed either in the forward or backward direction depending if δV is respectively 
negative or positive. Similar observations and a higher deflection can be noted for 
respectively δV = 0.3 V and δV = -0.3 V. This figure illustrates very clearly the control of the 
radiation pattern of the antenna by the bias voltage of the varactors. The direction of the 
radiation beam depends of the direction of the variation of the bias of the varactors. If we 
 
Metasurfaces for High Directivity Antenna Applications 
 
551 
inverse the sign of δV, the sign of the deviation changes also. This demonstration opens the 
door to the realization of very simple electronically beam steering ultra-compact antennas 





Fig. 12. (a) Variation of the bias voltage of the varactors along the phase varying PRS. (b) 
Measured gain patterns in the E-plane (φ = 90°) at 7.9 GHz for δV = 0 V, δV = 0.2 V and  
δV = 0.3 V. The steering of the antenna’s radiated beam can be clearly observed with a 
positive steering angle for positive bias and negative one for a negative bias. 
7. Frequency agile Fabry-Pérot cavity antennas 
Conversely to beam steerable cavity antennas, we do not need a locally phase-varying PRS 
for frequency agility applications. What we seek is the ability to change the resonance 
frequency of the PRS and this is possible by changing simultaneously and in the same 
manner the capacitance value of the varactor diodes. Here, we show that a tunable 
metasurface associated to an array of wideband sources in a Fabry-Pérot cavity leads to a 
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Conversely to beam steerable cavity antennas, we do not need a locally phase-varying PRS 
for frequency agility applications. What we seek is the ability to change the resonance 
frequency of the PRS and this is possible by changing simultaneously and in the same 
manner the capacitance value of the varactor diodes. Here, we show that a tunable 
metasurface associated to an array of wideband sources in a Fabry-Pérot cavity leads to a 





similar electronically controlled PRS as the one shown in Fig. 11(a) is designed to operate 
near 2 GHz in base station antennas for mobile phone communication systems. The primary 
source of the cavity is a wideband microstrip patch antenna designed to cover 1.8 GHz – 2.7 
GHz frequency range and therefore to illuminate the PRS at any frequency within this 
range. This patch antenna is electromagnetically coupled to an L-probe which itself is 
connected to a coaxial connector. Simulations have shown a good matching (return loss < 10 
dB) from 1.8 GHz to 2.7 GHz. 
To demonstrate experimentally the mechanism for reconfigurable directive emissions from a 
metamaterial-based FP cavity, a prototype having dimensions 400*400 mm2 (approximately 
3λ*3λ) has been fabricated and tested. As it has been shown in section 5.2, the directivity is 
drastically enhanced when a cavity is fed by judiciously spaced multiple sources since a 
larger surface of the PRS is illuminated, and therefore the size of the effective radiating 
aperture of the cavity antenna is increased. Four elementary sources constituting a 2 x 2 
wideband patch array are used as primary source; the inter-element spacing between the 
different sources being 200 mm. Fig. 13(a) and 13(b) shows respectively the photography of 
the prototype and the capacitive grid of the electronically tunable metasurface In order to 
experimentally estimate directivity and gain of the cavity’s radiated beam, direct far field 
measurements are performed using a SATIMO STARLAB and the characteristics are shown 
in Fig. 14.  
When capacitance of the metasurface reflector is changed by varying bias voltage of 
varactor diodes, the frequency of maximum gain is tuned as clearly shown in the different 
diagrams of Fig. 14. When 0 V is applied, maximum gain is observed at 1.9 GHz 
corresponding approximately to the simulated case with C = 6.5 pF. When DC bias 
voltage is increased, the capacitance value is decreased, resulting in an increase of 
maximum gain frequency. For 24 V, maximum gain occurs at 2.31 GHz, corresponding to 
lowest capacitance value. To gain more insight in the electromagnetic properties of the 
metamaterial-based Fabry-Pérot cavity, intensity maps of scanned far field versus 
frequency and elevation angle θ,  in E-plane are presented. The emission frequency 
represented by the red spot varies from 1.9 GHz to 2.31 GHz from 0 V to 24 V as shown in 
Figs. 14(a), 14(c), 14(e) and 14(g). These figures demonstrate clearly the frequency 
reconfigurability property of the cavity. We shall also note that for each frequency the 
spot is situated at an elevation angle of 0°, indicating a radiated beam normal to the cavity 
metasurface reflector. Figs. 14(b), 14(d), 14(f) and 14(h) show radiation patterns in E- and 
H-planes at respectively 1.9 GHz, 2.02 GHz, 2.16 GHz and 2.31 GHz corresponding to 
maximum gain frequency for 0 V, 5 V, 12 V and 24 V. The tuning range of maximum gain 
frequency results in an effective operation bandwidth close to 20%. A wide frequency 
bandwidth is achieved due to the cavity thickness fixed in this particular case. With h = 15 
mm, reflection phase values around 0° are needed in the 1.85 GHz – 2.25 GHz frequency 
band. A lower h would lead to phase values approaching -180° and the possible frequency 
bandwidth from the capacitance tuning range would be narrow. Actually, a high 
directivity (approximately 18 dBi) is obtained experimentally due to the large lateral 
dimensions of the fabricated cavity and also to the use of four elementary sources instead 
of only one where only 14 dBi is obtained. 
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Fig. 14. Far field intensity maps versus frequency and elevation angle in E-plane and 
measured radiation patterns in E- and H-planes at maximum gain frequency for different 
bias voltage applied : (a)-(b) 0 V – 1.9 GHz, (c)-(d) 5 V – 2.02 GHz, (e)-(f) 12 V – 2.16 GHz, 
and (g)-(h) 24 V – 2.31 GHz. 
 




To conclude, we have presented various aspects of reflex-cavity antennas: low-profile, high 
gain, beam steering and frequency agility. For each aspect, numerical calculations together 
with measurements have been presented. The development of these works has enabled to 
promote the interesting characteristics of metamaterial-based surfaces. Variable phase 
metasurfaces compared to conventional PEC and AMC surfaces have also shown their 
usefulness in reconfigurability applications. Further studies are actually performed to 
transpose the reflex-cavity antenna concept to industrial applications in various domains 
such as telecommunications, aeronautical, transport and housing. 
9. Acknowledgements 
The authors are very grateful to the French National Research Agency (ANR) for the 
financial support of the METABIP Project. These works have also been made possible by the 
partial financial support of the Eureka TELEMAC project. We would like also to thank our 
partners P. Ratajczak and J.-P. Daniel for the fabrication and characterization of antenna 
prototypes. 
10. References 
Akalin, T., Danglot, J., Vanbesien, O. & Lippens, D. (2002). A highly directive dipole antenna 
embedded in a Fabry–Perot-type cavity. IEEE Microw. Wireless Component Lett., 
Vol.12, No.2, (February 2002), pp. 48-50, ISSN 1531-1309. 
Burokur, S.N., Latrach, M. & Toutain, S. (2005). Theoretical investigation of a circular patch 
antenna in the presence of a Left-Handed Medium. IEEE Antennas Wireless Propag. 
Lett., Vol.4, (June 2005), pp. 183-186, ISSN 1536-1225. 
Burokur, S.N., Ourir, A., Daniel, J.-P., Ratajczak, P. & de Lustrac, A. (2009a). Highly directive 
ISM band cavity antenna using a bi-layered metasurface reflector. Microwave Opt. 
Technol. Lett., Vol.51, No.6, (June 2009), pp. 1393-1396, ISSN 0895-2477. 
Burokur, S.N., Yahiaoui, R. & de Lustrac, A. (2009b). Subwavelength metamaterial-based 
resonant cavities fed by multiple sources for high directivity. Microwave Opt. 
Technol. Lett., Vol.51, No.8, (August 2009), pp. 1883-1888, ISSN 0895-2477. 
Burokur, S.N., Daniel, J.-P., Ratajczak, P. & de Lustrac, A. (2010). Tunable bilayered 
metasurface for frequency reconfigurable directive emissions. Appl. Phys. Lett., 
Vol.97, No.6, (August 2010), 064101, ISSN 0003-6951. 
Burokur, S.N., Daniel, J.-P., Ratajczak, P. & de Lustrac, A. (2011). Low-profile frequency 
agile directive antenna based on an active metasurface. Microwave Opt. Technol. 
Lett., Vol.53, No.10, (October 2011), pp. 2291-2295, ISSN 0895-2477. 
Cheype, C., Serier, C., Thèvenot, M., Monédière, T., Reinex, A. & Jecko, B. (2002). An 
electromagnetic bandgap resonator antenna. IEEE Trans. Antennas Propag., Vol.50, 
No.9, (September 2002), pp. 1285-1290, ISSN 0018-926X. 
Enoch, S., Tayeb, G., Sabouroux, P., Guérin, N. & Vincent, P. (2002). A metamaterial for 







Fig. 14. Far field intensity maps versus frequency and elevation angle in E-plane and 
measured radiation patterns in E- and H-planes at maximum gain frequency for different 
bias voltage applied : (a)-(b) 0 V – 1.9 GHz, (c)-(d) 5 V – 2.02 GHz, (e)-(f) 12 V – 2.16 GHz, 
and (g)-(h) 24 V – 2.31 GHz. 
 




To conclude, we have presented various aspects of reflex-cavity antennas: low-profile, high 
gain, beam steering and frequency agility. For each aspect, numerical calculations together 
with measurements have been presented. The development of these works has enabled to 
promote the interesting characteristics of metamaterial-based surfaces. Variable phase 
metasurfaces compared to conventional PEC and AMC surfaces have also shown their 
usefulness in reconfigurability applications. Further studies are actually performed to 
transpose the reflex-cavity antenna concept to industrial applications in various domains 
such as telecommunications, aeronautical, transport and housing. 
9. Acknowledgements 
The authors are very grateful to the French National Research Agency (ANR) for the 
financial support of the METABIP Project. These works have also been made possible by the 
partial financial support of the Eureka TELEMAC project. We would like also to thank our 
partners P. Ratajczak and J.-P. Daniel for the fabrication and characterization of antenna 
prototypes. 
10. References 
Akalin, T., Danglot, J., Vanbesien, O. & Lippens, D. (2002). A highly directive dipole antenna 
embedded in a Fabry–Perot-type cavity. IEEE Microw. Wireless Component Lett., 
Vol.12, No.2, (February 2002), pp. 48-50, ISSN 1531-1309. 
Burokur, S.N., Latrach, M. & Toutain, S. (2005). Theoretical investigation of a circular patch 
antenna in the presence of a Left-Handed Medium. IEEE Antennas Wireless Propag. 
Lett., Vol.4, (June 2005), pp. 183-186, ISSN 1536-1225. 
Burokur, S.N., Ourir, A., Daniel, J.-P., Ratajczak, P. & de Lustrac, A. (2009a). Highly directive 
ISM band cavity antenna using a bi-layered metasurface reflector. Microwave Opt. 
Technol. Lett., Vol.51, No.6, (June 2009), pp. 1393-1396, ISSN 0895-2477. 
Burokur, S.N., Yahiaoui, R. & de Lustrac, A. (2009b). Subwavelength metamaterial-based 
resonant cavities fed by multiple sources for high directivity. Microwave Opt. 
Technol. Lett., Vol.51, No.8, (August 2009), pp. 1883-1888, ISSN 0895-2477. 
Burokur, S.N., Daniel, J.-P., Ratajczak, P. & de Lustrac, A. (2010). Tunable bilayered 
metasurface for frequency reconfigurable directive emissions. Appl. Phys. Lett., 
Vol.97, No.6, (August 2010), 064101, ISSN 0003-6951. 
Burokur, S.N., Daniel, J.-P., Ratajczak, P. & de Lustrac, A. (2011). Low-profile frequency 
agile directive antenna based on an active metasurface. Microwave Opt. Technol. 
Lett., Vol.53, No.10, (October 2011), pp. 2291-2295, ISSN 0895-2477. 
Cheype, C., Serier, C., Thèvenot, M., Monédière, T., Reinex, A. & Jecko, B. (2002). An 
electromagnetic bandgap resonator antenna. IEEE Trans. Antennas Propag., Vol.50, 
No.9, (September 2002), pp. 1285-1290, ISSN 0018-926X. 
Enoch, S., Tayeb, G., Sabouroux, P., Guérin, N. & Vincent, P. (2002). A metamaterial for 






Feresidis, A.P., Goussetis, G., Wang, S. & Vardaxoglou, J.C. (2005). Artificial Magnetic 
Conductor Surfaces and their application to low-profile high-gain planar antennas. 
IEEE Trans. Antennas Propag., Vol.53, No.1, (January 2005), pp. 209-215, ISSN 0018-
926X. 
Jackson, D.R. & Alexópoulos, N.G. (1985). Gain enhancement methods for printed circuit 
antennas. IEEE Trans. Antennas Propag., Vol.AP-33, No.9, (September 1985), pp. 976-
987, ISSN 0018-926X. 
Nakano, H., Ikeda, M., Hitosugi, K. & Yamauchi, J. (2004). A spiral antenna sandwiched by 
dielectric layers. IEEE Trans. Antennas Propag., Vol.52, No.6, (June 2004), pp. 1417-
1423, ISSN 0018-926X. 
Ourir, A., de Lustrac, A. & Lourtioz, J.-M. (2006a). All-metamaterial-based subwavelength 
cavities (λ/60) for ultrathin directive antennas. Appl. Phys. Lett., Vol.88, No.8, 
(February 2006), 084103, ISSN 0003-6951. 
Ourir, A., de Lustrac, A. & Lourtioz, J.-M. (2006b). Optimization of metamaterial based 
subwavelength cavities for ultracompact directive antennas. Microwave Opt. 
Technol. Lett., Vol.48, No.12, (December 2006), pp. 2573-2577, ISSN 0895-2477. 
Ourir, A., Burokur, S.N. & de Lustrac, A. (2007a). Phase-varying metamaterial for compact 
steerable directive antennas. Electron. Lett., Vol.43, No.9, (April 2007), pp. 493-494, 
ISSN 0013-5194. 
Ourir, A., Burokur, S.N. & de Lustrac, A. (2007b). Electronically reconfigurable metamaterial 
for compact directive cavity antennas. Electron. Lett., Vol.43, No.13, (June 2007), pp. 
698-700, ISSN 0013-5194. 
Ourir, A., Burokur, S.N., Yahiaoui, R. & de Lustrac, A. (2009). Directive metamaterial-based 
subwavelength resonant cavity antennas – Applications for beam steering. C. R. 
Physique, Vol.10, No.5, (June 2009), pp. 414-422, ISSN 1631-0705. 
Sievenpiper, D., Zhang, L., Broas, R.F.J., Alexópoulos, N.G. & Yablonovitch, E. (1999). High-
Impedance Electromagnetic Surfaces with a forbidden frequency band. IEEE Trans. 
Microw. Theory Tech., Vol.47, No.11, (November 1999), pp. 2059-2074, ISSN 0018-
9480. 
Temelkuran, B., Bayindir, M., Ozbay, E., Biswas, R., Sigalas, M.M., Tuttle, G. & Ho, K.M. 
(2000). Photonic crystal-based resonant antenna with a very high directivity. J. Appl. 
Phys., Vol.87, No.1, (January 2000), pp. 603-605, ISSN 0021-8979. 
Trentini, G.V. (1956). Partially reflecting sheet arrays. IRE Trans. Antennas Propag., Vol.4, 
No.4, (October 1956), pp. 666-671, ISSN 0096-1973. 
Yahiaoui, R., Burokur, S.N. & de Lustrac, A. (2009). Enhanced directivity of ultra-thin 
metamaterial-based cavity antenna fed by multisource. Electron. Lett., Vol.45, No.16, 
(July 2009), pp. 814-816, ISSN 0013-5194. 
Zhou, L., Li, H., Qin, Y., Wei, Z. & Chan, C.T. (2005). Directive emissions from 
subwavelength metamaterial-based cavities. Appl. Phys. Lett., Vol.86, No.10, (March 




on Magnetic Surface Plasmon
Shiyang Liu1, Huajin Chen1, Zhifang Lin2 and S. T. Chui3
1Institute of Information Optics, Zhejiang Normal University
2State Key Laboratory of Surface Physics (SKLSP) and Department of Physics,
Fudan University




Plasmonic metamaterials are composite, artificial materials, consisting of metallic resonant
building blocks designed with state-of-the-art configurations. Many exotic phenomena not
occurring in nature such as negative refraction (Burgos et al., 2010; Dolling et al., 2006; Lezec
et al., 2007; Liu et al., 2008; Pendry, 2000; Shalaev, 2007; Shelby et al., 2001; Smith et al., 2000;
Valentine et al., 2008; Veselago, 1968; Zhang et al., 2005), subwavelength imaging (Fang et al.,
2005; Liu et al., 2007; Pendry, 2000; Taubner et al., 2006), cloaking (Ergin et al., 2010; Leonhardt,
2006; Lai et al., 2009; Li et al., 2008; Liu et al., 2009; Pendry et al, 2006; Schurig et al., 2006), and
so on can be observed in the systems made of such materials. A particular characteristic of the
system is the excitation of surface plasmon polaritons (SPPs) (Barnes et al., 2003; Giannini
et al., 2010; Noginov et al., 2008; Zayats et al., 2005), which originates from the coupling
of the electromagnetic (EM) wave to the free electron oscillation in metallic surface. The
EM waveguiding mediated by the SPPs has gained more and more attention from theorists,
experimentalists, and engineers due to its promising applications in integrated optical circuit,
optical storage, biosensing, and even medical therapy (Engheta, 2007; Ozbay, 2006; Zia et al.,
2006). A series of plasmonic components have been proposed and realized, such as plasmonic
waveguides, beam splitter, sharp bends and so on. Very recently, based on the excitation of
the SPPs the plasmonic Luneburg and Eaton lens are even realized experimentally (Zentgraf,
2011).
So far, plasmonics relevant phenomena have been extensively investigated from both the
theoretical and the experimental perspectives. The symmetry of the Maxwell’s equations with
respect to its electric and magnetic part suggests that the magnetic analogue of the surface
plasmon, “magnetic surface plasmon" (MSP) (Gollub et al., 2005; Liu et al., 2008), can also
be excited. It originates from the coupling of EM wave to the collective resonance of spin
wave, and thus can be observed in the magnetic system. However, the relevant issues are not
examined elaborately as the case for the surface plasmon in metallic materials. In addition,
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Plasmonic metamaterials are composite, artificial materials, consisting of metallic resonant
building blocks designed with state-of-the-art configurations. Many exotic phenomena not
occurring in nature such as negative refraction (Burgos et al., 2010; Dolling et al., 2006; Lezec
et al., 2007; Liu et al., 2008; Pendry, 2000; Shalaev, 2007; Shelby et al., 2001; Smith et al., 2000;
Valentine et al., 2008; Veselago, 1968; Zhang et al., 2005), subwavelength imaging (Fang et al.,
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2006; Lai et al., 2009; Li et al., 2008; Liu et al., 2009; Pendry et al, 2006; Schurig et al., 2006), and
so on can be observed in the systems made of such materials. A particular characteristic of the
system is the excitation of surface plasmon polaritons (SPPs) (Barnes et al., 2003; Giannini
et al., 2010; Noginov et al., 2008; Zayats et al., 2005), which originates from the coupling
of the electromagnetic (EM) wave to the free electron oscillation in metallic surface. The
EM waveguiding mediated by the SPPs has gained more and more attention from theorists,
experimentalists, and engineers due to its promising applications in integrated optical circuit,
optical storage, biosensing, and even medical therapy (Engheta, 2007; Ozbay, 2006; Zia et al.,
2006). A series of plasmonic components have been proposed and realized, such as plasmonic
waveguides, beam splitter, sharp bends and so on. Very recently, based on the excitation of
the SPPs the plasmonic Luneburg and Eaton lens are even realized experimentally (Zentgraf,
2011).
So far, plasmonics relevant phenomena have been extensively investigated from both the
theoretical and the experimental perspectives. The symmetry of the Maxwell’s equations with
respect to its electric and magnetic part suggests that the magnetic analogue of the surface
plasmon, “magnetic surface plasmon" (MSP) (Gollub et al., 2005; Liu et al., 2008), can also
be excited. It originates from the coupling of EM wave to the collective resonance of spin
wave, and thus can be observed in the magnetic system. However, the relevant issues are not
examined elaborately as the case for the surface plasmon in metallic materials. In addition,
there appeared burgeoning activities in exploring the phenomena resulting from the time
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2 Metamaterial
reversal symmetry (TRS) breaking for photons. Among others, the EM one-way edge modes
analogous to quantum Hall edge states were discussed by Haldane and Raghu (Haldane
& Raghu, 2008), and later by Wang and co-workers (Wang et al., 2008; 2009). Recently, the
self-guiding unidirectional EM edge states are also realized theoretically (Ao et al., 2009) and
experimentally (Poo et al., 2011). In the metamaterials designed with ferrite materials, the
magnetic response is intrinsic, accordingly, termed as magnetic metamaterials (MMs), where
the MSP resonance can be excited. Besides, the TRS breaking relevant phenomenon for the
photons can also be observed (Liu et al., 2010; 2011; Wang et al., 2008). In particular, we can
find that the MMs can mold the reflection in a dramatic manner (Liu et al., 2011).
Similar to the electric surface plasmon (ESP) resonance occurring when its permittivity ε = −1
in metallic rod. For a ferrite rod, the MSP resonance occurs when its effective permeability
μ = −1 (Liu et al., 2008). Due to the TRS breaking nature in ferrite materials, there exist
unequal amounts of states with opposite angular momenta for the scattered field. Near the
MSP resonance, the angular momenta contents are dominated by one sign, with that for
the other sign almost completely suppressed. Accordingly, a giant circulation (clockwise or
anticlockwise) of energy flow develops, so only the energy flow in one direction is supported
(Chui & Lin, 2007). Consequently, in this work we consider the phenomenon resulting from
the combined action of the MSP resonance and the TRS breaking (Liu et al., 2011). In addition,
the working frequency can be controlled by an external magnetic field (EMF), facilitating the
design of the practical EM devices.
The present chapter is organized as follows. In the second part, we give a brief introduction
on the Mie theory on the ferrite rod and the multiple scattering theory used in the numerical
simulations. Then, we present the reflection behavior due to the MSP resonance and
its physical origin. The dependence of the behavior on the working frequency and the
source-interface separation is also examined. Following this part, we show a design of a
one-way EM waveguide (OEMW) based on this effect. Most importantly, the robustness
of the OEMW against defect, disorder, and inhomogeneity of the EMF are examined. The
manipulability of the working frequency is demonstrated as well by tuning the EMF. Some
other complicate EM devices such as a sharp beam bender and a beam splitter are also
designed. In addition, all the designed EM devices are shown to be operable even in the
deep subwavelength scale. Our results are summarized in the conclusion part.
2. Theoretical approach
To design the MM, we use single crystal yttrium-iron-garnet (YIG) ferrite rods as building
blocks. In our case, the ferrite rods are arranged periodically as a square lattice in the air with
lattice constant a and the radius of the ferrite rod rs. The rod axis are oriented along the z
direction, corresponding to the direction of the EMF. When fully magnetized, the magnetic
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where ω0 = γH0 is the resonance frequency with γ = 2.8 MHz/Oe the gyromagnetic ratio; H0
the sum of the EMF applied in z direction and the shape anisotropy field (Pozar, 2004), ωm =
4πγMs is the characteristic frequency with 4πMs = 1750 Oe the saturation magnetization,
and α is the damping coefficient of the ferrite. In the calculation of photonic band diagram,
we set α = 0 (Wang et al., 2008), and in the simulation α = 3 × 10−4. The relative permittivity
of the ferrite rods is taken as ε = 15 + 3 × 10−3i. In our work, the transverse magnetic (TM)
mode is considered.
To make our results reliable and convergent efficiently, we have used the Mie theory to solve
the scattering properties of a single ferrite rod. For an incident EM wave with TM polarization,
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where j suggests that the j−th coordinate is used, indicating that the EM fields are expanded
around the j−th ferrite rod, N (1)n (kb, rj) is the VCWF with kb the wavenumber in the
background medium, satisfying k2b = ω
2εbμb, εb and μb correspond, respectively, to the
permittivity and permeability of the background medium, En = in|E0| with |E0| the
amplitude of the incident EM wave. For plane wave, the expansion coefficients can be easily
obtained
q(j,j)n = e
−inφκ exp(ikb · d0j), (3)
where kb = κ cos φκex + κ sin φκey is the wave vector of the incident EM wave with κ = |kb|,
d0j = r− rj, corresponding to the position of the j−th ferrite rod in the 0−th coordinate. The
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In Eqs. (2) and (4), the VCWFs are defined according to
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In Eq. (6), Jn(kr) and H
(1)
n (kr) correspond, respectively, to the first kind of Bessel function and
the first kind of Hankel function.
The EM wave inside the ferrite rod can also be expanded into VCWFs, but the form is so
complicated. Therefore, to save the space we do not give the corresponding result. By
matching the boundary conditions, we can solve the problem and obtain the Mie coefficients,
which can connect the unknown scattering coefficients with the given expansion coefficients
of the incident wave in the form
b(j,j)n = S (j)n q(j,j)n , (7)
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reversal symmetry (TRS) breaking for photons. Among others, the EM one-way edge modes
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the combined action of the MSP resonance and the TRS breaking (Liu et al., 2011). In addition,
the working frequency can be controlled by an external magnetic field (EMF), facilitating the
design of the practical EM devices.
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where ω0 = γH0 is the resonance frequency with γ = 2.8 MHz/Oe the gyromagnetic ratio; H0
the sum of the EMF applied in z direction and the shape anisotropy field (Pozar, 2004), ωm =
4πγMs is the characteristic frequency with 4πMs = 1750 Oe the saturation magnetization,
and α is the damping coefficient of the ferrite. In the calculation of photonic band diagram,
we set α = 0 (Wang et al., 2008), and in the simulation α = 3 × 10−4. The relative permittivity
of the ferrite rods is taken as ε = 15 + 3 × 10−3i. In our work, the transverse magnetic (TM)
mode is considered.
To make our results reliable and convergent efficiently, we have used the Mie theory to solve
the scattering properties of a single ferrite rod. For an incident EM wave with TM polarization,
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In Eq. (8), the superscripts “�" of Jn(x) and Hn(x) denote the derivatives with respect to the
argument x = kbrs, the other parameters k2s = ω




By combining the Mie theory with the multiple scattering theory (Felbacq et al., 1994; Leung
& Qiu, 1993; Liu & Lin, 2006; Wang et al., 1993), we can handle the scattering problem for a
system consisting of multiple ferrite rods. Then, the scattering coefficients around each ferrite
rod can be obtained by solving the linear equations
b(j)n = S (j)n
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In Eq. (9), Anm is the translational coefficient (Chew, 1995)
Anm = in−mH(1)n−m(kdlj) exp
[
−i(n − m)φl j
]
, (10)
where dl j = rl − rj and (dlj, φl j) is the polar coordinate of the position vector dl j. By setting
























Fig. 1. (a) The photonic band diagram for an MM of square lattice with lattice constant a = 8
mm and under an EMF of H0 = 900 Oe. (b) The retrieved effective constitutive parameters
where the blue dashed line and red solid line correspond to the effective permittivity εeff and
the effective magnetic permeability μeff, respectively.
3. MSP resonance in MM
The MM considered are made of single crystal YIG rods arranged periodically in a square
lattice with the lattice constant a = 8 mm and the rod radius r = 14 a = 2 mm. Firstly, let’s
examine the origin of the MSP resonance. It depends on the resonance of the each single ferrite
rod. The coupling of the neighboring MSP resonant states of each single ferrite rod results in
the resonance of the whole system. For a ferrite rod with the permeability given by Eq. (1),
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corresponding to the case when μr + μκ = −1 (Liu et al., 2008), which can be regarded as the
effective permeability of a single ferrite rod. In the present case, the applied EMF field is such
that H0 = 900 Oe, yielding a MSP resonance at fs = 4.97 GHz. To gain a better understanding
of the MSP resonance, we present the photonic band diagram in Fig. 1 (a). At the working
frequency f = 5 GHz (corresponding the wavelength 60 mm) the wavelength is nearly 8 times
of the lattice constant a so that the MM can be considered as an effective medium. With the










Then, the effective permeability μeff for TM mode is given by (μ2 − μ�2)/μ, which is shown in
Fig. 1(b). By comparing the photonic band diagram and the effective constitutive parameters
μeff and εeff, we can find that double positive effective parameters correspond to the photonic
bands, single negative effective parameter corresponds to the photonic band gap (PBG) , while
the resonances correspond to the flat bands. Near the frequency corresponding to the flat
bands in Fig. 1(b) (at the MSP resonance frequency fs = 4.97 GHz) the effective magnetic
permeability is nearly equal to −1 as is marked by the black dashed line, consistent with the
analysis on the single ferrite rod. For this reason, the MSP resonance can be considered as the
magnetic analogue of the surface plasmon resonance inhabited in the metallic materials. In
addition, around the MSP resonance two PBGs come into existence as denoted by the yellow
stripes in Fig. 1(a) where μeff < 0, in the vicinity of the MSP resonance. This is also the
working frequency range we select to examine the corresponding reflection behavior.
4. Molding reflection with MM slab
To explore the physical consequence resulting from the combined action of the MSP resonance
and the TRS breaking, we have examined the reflection behavior of a TM wave excited by a
line source working at a frequency near fs and located near an MM slab. Typical results are
demonstrated in Fig. 2, where the line source oscillating at f = 5 GHz is located a distance
a = 8 mm away from a four-layer MM slab. The total electric field, the scattered electric
field, together with the x-component of the Poynting vector are plotted in panels (a), (b), and
(c), respectively, where a sharply asymmetric reflection (SAR) can be observed. On the left
hand side (LHS) of the line source, the scattered field substantially cancels the incoming field,
resulting in a darkened region near the MM surface. On the right hand side (RHS) of the
line source, the scattered field significantly enhances the EM field, giving rise to a brightened
region near the MM surface. Since the working frequency is selected in the PBG as can be
seen from the photonic band diagram in Fig. 1 (a), the EM wave can not propagate inside
the MM slab. The vanishment of the total field inside the MM slab indicates that the incident
and scattered fields inside the MM have a π phase difference. For the scattered wave, on the
LHS of the line source, the bright fringes both inside and outside the MM [shown in Fig. 2
(b)] remains at the same positions. This indicates that the scattered waves on the LHS are
continuous in phase near the surface of MM. As the scattered field cancels the incident field
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To explore the physical consequence resulting from the combined action of the MSP resonance
and the TRS breaking, we have examined the reflection behavior of a TM wave excited by a
line source working at a frequency near fs and located near an MM slab. Typical results are
demonstrated in Fig. 2, where the line source oscillating at f = 5 GHz is located a distance
a = 8 mm away from a four-layer MM slab. The total electric field, the scattered electric
field, together with the x-component of the Poynting vector are plotted in panels (a), (b), and
(c), respectively, where a sharply asymmetric reflection (SAR) can be observed. On the left
hand side (LHS) of the line source, the scattered field substantially cancels the incoming field,
resulting in a darkened region near the MM surface. On the right hand side (RHS) of the
line source, the scattered field significantly enhances the EM field, giving rise to a brightened
region near the MM surface. Since the working frequency is selected in the PBG as can be
seen from the photonic band diagram in Fig. 1 (a), the EM wave can not propagate inside
the MM slab. The vanishment of the total field inside the MM slab indicates that the incident
and scattered fields inside the MM have a π phase difference. For the scattered wave, on the
LHS of the line source, the bright fringes both inside and outside the MM [shown in Fig. 2
(b)] remains at the same positions. This indicates that the scattered waves on the LHS are
continuous in phase near the surface of MM. As the scattered field cancels the incident field
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Fig. 2. The patterns of the total electric field (a), the scattered electric field (b), and the
x-component of the Poynting vector (c) for a line source operating at a frequency f = 5 GHz
close to the MSP resonance. The lattice constant of the MM slab is a = 8 mm and the line
source is located 1.0a away from the surface of the MM slab.
inside the MM slab, it therefore also attenuates the incident field outside the MM slab. The
situation is quite different on the RHS of the line source. As can be seen from Fig. 2 (b), the
bright fringe outside the MM slab is at the same position as the dark fringe inside the MM
slab near the interface. There appears a nearly half-wavelength mismatch for scattered waves
inside and outside the MM slab. This suggests a phase change around π occurs inside and
outside the MM slab. As a consequence, while the scattered field cancels the incident field
inside the slab due to the phase mismatch, it considerably enhances the EM field near surface
outside the MM slab owing to in-phase interference. In this manner, we can understand the
SAR effect phenomenologically.
As can be seen from Fig. 1, the working frequency is selected near the MSP resonance, which
plays a crucial role for the phenomenon occurring in the system. The excitation of the MSP
resonance can lead to the appearance of the unidirectional circulation of the energy flow as
schematically shown in Fig. 3. Accordingly, for a line source located near the surface of the
MM slab, the leftward energy flow is inhibited while the rightward energy flow is supported
PP Line source
Fig. 3. The simple physical picture illustrating the excitation of the one-way circulating MSP
band states, which is responsible for the occurrence of the SAR effect shown in Fig. 2.











































Fig. 4. The electric field patterns showing the SAR effect corresponding to different
source-interface separations d. Panels (a), (b), (c), (d), (e), and (f) correspond to the cases
when d = 1a, 2a, 3a, 5a, 7a, and 10a, respectively. All the other parameters are the same as
those in Fig. 1. The working frequency is selected at f = 5 GHz. The MM slab is the same as
that in Fig. 2.
and reinforced. For this reason, we can observe the SAR effect shown in Fig. 2. Interestingly,
by reversing the orientation of the EMF the circulation of the energy flow can also be reversed.
Therefore, the EM property relevant to the SAR effect is magnetically tunable.
4.1 Separation dependence of the SAR effect
As aforementioned, the SAR effect originates from the MSP resonance. Therefore, it is
necessary to examine the dependence of the SAR effect on the source-interface separation
d. The corresponding results are shown in Fig. 4 where panels (a), (b), (c), (d), (e), and (f)
correspond to the electric field patterns when d = 1a, 2a, 3a, 5a, 7a, and 10a, respectively. The
operating frequency is f = 5 GHz, all the other parameters of the MM slab are also the same
as those in Fig. 2. When the line source is close to the interface of MM slab a dramatic SAR
effect can be observed. With the increase of the separation d, the SAR effect becomes weaker
and weaker, namely, more and more electric field is scattered into the outside space. When
the line source is far enough from the interface (d ≈ λ), the electric field near the interface
becomes very weak and the electric field pattern is nearly symmetric as can be observed in
Figs. 4 (e) and (f). This result can be understood from the following approximate physical
picture. The incoming electric field at a position r is given by
Ei(r) = exp[ik · (r− eyd)]/|r− eyd|. (13)
The scattered electric field is approximately of the spatial dependence of that from an image
term
Es(r) = s exp[ik · (r+ eyd)]/|r+ eyd|, (14)
where s = ±1, depending on whether one is on the LHS or RHS of the source. For small d,
there is an obvious cancellation between these two terms. As d is increased, this cancellation
only remain at y = 0. But for other values of y, this cancellation becomes too much weaker.
4.2 Frequency dependence of the SAR effect
The MSP resonance occurs at a specified frequency. Accordingly, the SAR effect should be also
dependent on the selection of the working frequency. In Fig. 5 (a), we present the photonic
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resonance can lead to the appearance of the unidirectional circulation of the energy flow as
schematically shown in Fig. 3. Accordingly, for a line source located near the surface of the
MM slab, the leftward energy flow is inhibited while the rightward energy flow is supported
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Fig. 3. The simple physical picture illustrating the excitation of the one-way circulating MSP
band states, which is responsible for the occurrence of the SAR effect shown in Fig. 2.











































Fig. 4. The electric field patterns showing the SAR effect corresponding to different
source-interface separations d. Panels (a), (b), (c), (d), (e), and (f) correspond to the cases
when d = 1a, 2a, 3a, 5a, 7a, and 10a, respectively. All the other parameters are the same as
those in Fig. 1. The working frequency is selected at f = 5 GHz. The MM slab is the same as
that in Fig. 2.
and reinforced. For this reason, we can observe the SAR effect shown in Fig. 2. Interestingly,
by reversing the orientation of the EMF the circulation of the energy flow can also be reversed.
Therefore, the EM property relevant to the SAR effect is magnetically tunable.
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as those in Fig. 2. When the line source is close to the interface of MM slab a dramatic SAR
effect can be observed. With the increase of the separation d, the SAR effect becomes weaker
and weaker, namely, more and more electric field is scattered into the outside space. When
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becomes very weak and the electric field pattern is nearly symmetric as can be observed in
Figs. 4 (e) and (f). This result can be understood from the following approximate physical
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Fig. 5. (a) The photonic band diagram at the higher frequency where three PBGs arising
from the bragg scattering can be observed. (b) The amplified view of the photonic band
diagram around the second PBG. All the parameters involved are the same as those in Fig. 1.
band diagrams at higher frequencies, where three PBGs are identified. We first examine the
reflection behavior at the frequency f = 9.5 GHz located at the bottom of the first PBG. The
simulation result is shown in Fig. 6 (a), where the field pattern is almost symmetric, no SAR
effect can be observed. Presumably, the Chern numbers of the photonic bands nearby are zero,
only a tiny circulation of the energy flow occurs so that no significant asymmetry reflection
is observed. The result is consistent with that in Wang and coworkers’ research where they
present the Chern number corresponding to the photonic bands (Wang et al., 2008). Similarly,
for the upmost PBG ranging from 17 GHz to 19.5 GHz, the SAR effect can not be observed
either due to the same reason. Between these two PBGs, there exist another narrow PBG as
denoted by a yellow stripe in Fig. 5 (a). We select a frequency f = 15.5 GHz as the working
frequency to examine the reflection behavior. For convenience, we have given in Fig. 5 (b) the
amplified view of the photonic band diagram around this PBG. The corresponding electric
field pattern is shown in Fig. 6 (b) where the electric field on the RHS is nearly vanished
near the interface, while on the LHS the electric field can be supported so that the SAR effect
comes into appearance. The PBG comes from the degeneracy lift resulting from the gyrotropic
anisotropy of the MMs. At this frequency range, the energy circulation can be excited, which
we will discuss later on.
For comparison, we have also performed the simulation to examine the reflection behavior of
a line source from an MPC slab with the same parameters in Wang and coworkers’ research
(Wang et al., 2008). Concretely, the lattice constant is a = 38.7 mm, the radius of the ferrite
rod is r = 0.11a = 4.3 mm, the corresponding matrix elements of the magnetic permeability
are μ = 14 and μ� = −12.4, the working frequency is f = 4.28 GHz, and the line source is
located 0.25a away from the interface. The electric field pattern is shown in Fig. 6 (c) where
the EM wave is reflected somewhat leftwards. A weak asymmetry reflection can be observed.
In this case, the Chern numbers of the photonic bands around the PBG are not zero as shown
by Wang and coworkers (Wang et al., 2008). However, different from the results shown in Fig.





































Fig. 6. The reflection behavior for the working frequency located at f = 9.5 GHz (a) and
f = 15.5 GHz (b), corresponding to those in the lower and higher PBGs, respectively, due to
the Bragg scattering. The reflection behavior of a line source from an MPC slab with the same
parameters in (Wang et al., 2008) is also examined as shown in panel (c).
2, there appears no enhancement of EM field near the interface due to the absence of MSP
resonance.
It should be noted that the direction of EM energy circulation does not depend solely on
the magnetization, as can be illustrated by comparing Fig. 2 (a) to Fig. 6 (b). To determine
the direction of the circulation (clockwise or anticlockwise) we need to calculate the energy
circulation around the ferrite rods. For a single rod, it can be evaluated according to
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|qn Jn(x)|2 , (15)
where A(ω) = π|E0 |
2
μbω
is the prefactor with E0 the amplitude of the incident wave and μb the
magnetic permeability of the background medium, x = kbrs is the size parameter, bn and qn
are, respectively, the expansion coefficients of the scattered and incident wave corresponding
to the angular momentum n, Jn(x) is n−th order the Bessel function, and H(1)n (x) is the n−th
order Hankel function of the first kind. From Eq. (15), it can be found that the energy
circulation depends on the difference of the scattering amplitude for the |n| and the −|n|
terms. While the scattering amplitude corresponding to n = 0 is not involved. We have
calculated the energy circulation around a typical ferrite rod in the first layer of the MM
slab. The results show that the circulation is about −10−2A(ω) for Fig. 2 (a), suggesting a
clockwise energy flow, thus explaining the rightwards reflection. For Fig. 6 (a), the energy
circulation is nearly zero, corresponding the nearly symmetric reflection. For Fig. 6 (b), the
energy circulation is about 10−2 A(ω), indicating that an anticlockwise energy flow is formed,
explaining the leftwards reflection. While for the case in Fig. 6 (c), the energy circulation is
about 10−4 A(ω), much weaker than the case in Fig. 2 (a) and Fig. 6 (b). Accordingly, although
the leftward reflection occurs, along the interface nearly no EM mode is supported.
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simulation result is shown in Fig. 6 (a), where the field pattern is almost symmetric, no SAR
effect can be observed. Presumably, the Chern numbers of the photonic bands nearby are zero,
only a tiny circulation of the energy flow occurs so that no significant asymmetry reflection
is observed. The result is consistent with that in Wang and coworkers’ research where they
present the Chern number corresponding to the photonic bands (Wang et al., 2008). Similarly,
for the upmost PBG ranging from 17 GHz to 19.5 GHz, the SAR effect can not be observed
either due to the same reason. Between these two PBGs, there exist another narrow PBG as
denoted by a yellow stripe in Fig. 5 (a). We select a frequency f = 15.5 GHz as the working
frequency to examine the reflection behavior. For convenience, we have given in Fig. 5 (b) the
amplified view of the photonic band diagram around this PBG. The corresponding electric
field pattern is shown in Fig. 6 (b) where the electric field on the RHS is nearly vanished
near the interface, while on the LHS the electric field can be supported so that the SAR effect
comes into appearance. The PBG comes from the degeneracy lift resulting from the gyrotropic
anisotropy of the MMs. At this frequency range, the energy circulation can be excited, which
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a line source from an MPC slab with the same parameters in Wang and coworkers’ research
(Wang et al., 2008). Concretely, the lattice constant is a = 38.7 mm, the radius of the ferrite
rod is r = 0.11a = 4.3 mm, the corresponding matrix elements of the magnetic permeability
are μ = 14 and μ� = −12.4, the working frequency is f = 4.28 GHz, and the line source is
located 0.25a away from the interface. The electric field pattern is shown in Fig. 6 (c) where
the EM wave is reflected somewhat leftwards. A weak asymmetry reflection can be observed.
In this case, the Chern numbers of the photonic bands around the PBG are not zero as shown
by Wang and coworkers (Wang et al., 2008). However, different from the results shown in Fig.





































Fig. 6. The reflection behavior for the working frequency located at f = 9.5 GHz (a) and
f = 15.5 GHz (b), corresponding to those in the lower and higher PBGs, respectively, due to
the Bragg scattering. The reflection behavior of a line source from an MPC slab with the same
parameters in (Wang et al., 2008) is also examined as shown in panel (c).
2, there appears no enhancement of EM field near the interface due to the absence of MSP
resonance.
It should be noted that the direction of EM energy circulation does not depend solely on
the magnetization, as can be illustrated by comparing Fig. 2 (a) to Fig. 6 (b). To determine
the direction of the circulation (clockwise or anticlockwise) we need to calculate the energy
circulation around the ferrite rods. For a single rod, it can be evaluated according to
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where A(ω) = π|E0 |
2
μbω
is the prefactor with E0 the amplitude of the incident wave and μb the
magnetic permeability of the background medium, x = kbrs is the size parameter, bn and qn
are, respectively, the expansion coefficients of the scattered and incident wave corresponding
to the angular momentum n, Jn(x) is n−th order the Bessel function, and H(1)n (x) is the n−th
order Hankel function of the first kind. From Eq. (15), it can be found that the energy
circulation depends on the difference of the scattering amplitude for the |n| and the −|n|
terms. While the scattering amplitude corresponding to n = 0 is not involved. We have
calculated the energy circulation around a typical ferrite rod in the first layer of the MM
slab. The results show that the circulation is about −10−2A(ω) for Fig. 2 (a), suggesting a
clockwise energy flow, thus explaining the rightwards reflection. For Fig. 6 (a), the energy
circulation is nearly zero, corresponding the nearly symmetric reflection. For Fig. 6 (b), the
energy circulation is about 10−2 A(ω), indicating that an anticlockwise energy flow is formed,
explaining the leftwards reflection. While for the case in Fig. 6 (c), the energy circulation is
about 10−4 A(ω), much weaker than the case in Fig. 2 (a) and Fig. 6 (b). Accordingly, although
the leftward reflection occurs, along the interface nearly no EM mode is supported.
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Fig. 7. The profile of the electric field (a) and the x-component of the Poynting vector (b)
when a line source of f = 5 GHz is located at (−5.5a, 0), between two MM slabs with
opposite magnetization and the channel width D = 2a. Here a = 8 mm is the lattice constant
of a square lattice of MM. Panel (c) displays the electric field E at y = 0 and the rightward
transmitted power Tx versus x as denoted by blue solid line and red dotted line, respectively.
5. Design of an OEMW based on the MSP
Based on the SAR effect we can explore some possible applications. A typical example is due
to the remarkable asymmetry of the Poynting vector as shown in Fig. 2 (c). Because of the
existence of the PBGs around the MSP resonance, the EM wave can be confined between
two MM slabs and transported only in the channel, similar to the conventional photonic
crystal waveguide. If two MM slabs have the opposite magnetization, then the EM wave
reflected forward from one MM slab will also be reflected forward from the other, leading
to the design of an OEMW different from those proposed recently (Fu et al., 2011; 2010; He
et al., 2010; Huang & Jiang, 2009; Wang et al., 2008; 2009; Yu et al., 2008; Zhu & Jiang, 2010).
The performance of the OEMW is illustrated in Fig. 7 (a) where a line source is placed at
(−5.5a, 0), in the middle of two MM slabs with the channel width D = 2a. The parameters for
the MM slabs and the operating frequency of the line source are the same as in Fig. 2. It can
be observed that the EM wave propagates rightward as demonstrated by the x component Px
of the Poynting vector P shown in Fig. 7 (b). To further illustrate the one-way characteristic,
we display in Fig. 7 (c) the electric field along y = 0 and the rightward transmitted power,
Tx =
∫ 3a
−3a Pxdy, as the functions of the position x. In addition, the EM energy exhibits an
extremely low decay rate that is less than 0.1 dB/λ when taking into account of the realistic
material absorption (Pozar, 2004). To search out the physical essence, in the following, we will
neglect the damping for simplicity.
5.1 Channel width dependence of the OEMW
As already shown in Fig. 4, the SAR effect is dependent on the source-interface separation
and it is only workable when the separation is small. This suggests that the OEMW designed












































Fig. 8. The electric field patterns for the OEMW operated with different channel widths.
Panels (a), (b), (c), (d), (e), and (f) correspond to the cases for the channel widths D = 2.0a,
D = 4.0a, D = 5.5a, D = 5.6a, D = 5.7a, and D = 6.0a, respectively.
according to this effect should also depend on the channel width. Physically, as the channel
width becomes larger than a wavelength, one part of the EM wave can propagate along the
channel without experiencing any of the reflection. Therefore, the unidirectional propagation
characteristic shown in Fig. 7 will be diminished. In Fig. 8, we have presented the electric
field patterns for the OEMW with different channel widths. Panels (a), (b), (d), (e), and (f)
correspond to channel widths D = 2.0a, D = 4.0a, D = 5.5a, D = 5.6a, D = 5.7a, and
D = 6.0a, respectively. For OEMW with the channel width D < 5.5a, the leftward propagating
EM wave is suppressed completely. The OEMW can be considered as a unidirectional device
with good performance. However, with the increase of the channel width more and more EM
field leaks leftwards as can be observed in Figs. 8 (d)-(f). This result is in good agreement
with the result shown in Fig. 4 in that the unidirectionality becomes weaker and weaker
with the increase of the source-interface separation. When the channel width is increased to
D = 6.0a, nearly 0.8λ, no obvious difference can be observed for the leftward and rightward
propagating EM waves.
5.2 Robustness against defect, disorder, and inhomogeneity of EMF
A particular important issue of current interest is the robustness of a designed EM devices
against defect and disorder. We have performed the simulations to illustrate the issue, which
indicates that the one-way waveguiding property based on the SAR effect appears to be
immune to defect and disorders, as demonstrated typically in Figs. 9 (b-d). Figure 9 (b)
simulates the electric field pattern when a finite linear array of close-packed perfect electrical
conductor (PEC) rods is inserted to block the channel. The radius of the PEC rod is rp = 12 rs.
The linear array ranges from y = −2.5a to y = 2.5a, forming a drastic defect extending over 23 λ
in length. The EM wave is seen to circumvent the PEC defect, maintaining a nearly complete
power transmission Tx along the channel, as shown in Fig. 9 (j). In Fig. 10, we present a
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transmitted power Tx versus x as denoted by blue solid line and red dotted line, respectively.
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to the design of an OEMW different from those proposed recently (Fu et al., 2011; 2010; He
et al., 2010; Huang & Jiang, 2009; Wang et al., 2008; 2009; Yu et al., 2008; Zhu & Jiang, 2010).
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the MM slabs and the operating frequency of the line source are the same as in Fig. 2. It can
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of the Poynting vector P shown in Fig. 7 (b). To further illustrate the one-way characteristic,
we display in Fig. 7 (c) the electric field along y = 0 and the rightward transmitted power,
Tx =
∫ 3a
−3a Pxdy, as the functions of the position x. In addition, the EM energy exhibits an
extremely low decay rate that is less than 0.1 dB/λ when taking into account of the realistic
material absorption (Pozar, 2004). To search out the physical essence, in the following, we will
neglect the damping for simplicity.
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Fig. 8. The electric field patterns for the OEMW operated with different channel widths.
Panels (a), (b), (c), (d), (e), and (f) correspond to the cases for the channel widths D = 2.0a,
D = 4.0a, D = 5.5a, D = 5.6a, D = 5.7a, and D = 6.0a, respectively.
according to this effect should also depend on the channel width. Physically, as the channel
width becomes larger than a wavelength, one part of the EM wave can propagate along the
channel without experiencing any of the reflection. Therefore, the unidirectional propagation
characteristic shown in Fig. 7 will be diminished. In Fig. 8, we have presented the electric
field patterns for the OEMW with different channel widths. Panels (a), (b), (d), (e), and (f)
correspond to channel widths D = 2.0a, D = 4.0a, D = 5.5a, D = 5.6a, D = 5.7a, and
D = 6.0a, respectively. For OEMW with the channel width D < 5.5a, the leftward propagating
EM wave is suppressed completely. The OEMW can be considered as a unidirectional device
with good performance. However, with the increase of the channel width more and more EM
field leaks leftwards as can be observed in Figs. 8 (d)-(f). This result is in good agreement
with the result shown in Fig. 4 in that the unidirectionality becomes weaker and weaker
with the increase of the source-interface separation. When the channel width is increased to
D = 6.0a, nearly 0.8λ, no obvious difference can be observed for the leftward and rightward
propagating EM waves.
5.2 Robustness against defect, disorder, and inhomogeneity of EMF
A particular important issue of current interest is the robustness of a designed EM devices
against defect and disorder. We have performed the simulations to illustrate the issue, which
indicates that the one-way waveguiding property based on the SAR effect appears to be
immune to defect and disorders, as demonstrated typically in Figs. 9 (b-d). Figure 9 (b)
simulates the electric field pattern when a finite linear array of close-packed perfect electrical
conductor (PEC) rods is inserted to block the channel. The radius of the PEC rod is rp = 12 rs.
The linear array ranges from y = −2.5a to y = 2.5a, forming a drastic defect extending over 23 λ
in length. The EM wave is seen to circumvent the PEC defect, maintaining a nearly complete
power transmission Tx along the channel, as shown in Fig. 9 (j). In Fig. 10, we present a
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Fig. 9. The electric field patterns for the OEMW operated under the conditions (a) the same
as Fig. 7 (a), given here for comparison, (b) with the introduction of a drastic PEC defect to
block the channel, (c) with position disorder, and (d) with size fluctuation. The averaged
electric field patterns for 20 configurations with position disorder (e) and size fluctuation (f)
are also given. The inhomogeneity of the EMF is considered as well for the cases of (g)
inhomogeneous and symmetric EMF, and (h) inhomogeneous and asymmetric EMF. In
addition, the normalized transmitted power versus x for (a), (c) and (b), (d) are plotted and
presented in panels (i) and (j), respectively.
simple schematic diagram to show how the OEMW works and how the EM wave circumvents
the PEC defect, which could be helpful for the understanding of mechanism dominating the
behavior. For the perfect case without any defect, the MSP resonance can induce the formation
of a unidirectional energy circulation so that the channel can only support the energy flow in
one direction, the OEMW is thus designed as shown in Fig. 10 (a). When a PEC defect is
inserted into the channel, an equivalent waveguiding channel can be created between the
PEC defect and the MM as marked by the dashed vertical arrows. Therefore, the EM wave
can get around the PEC defect without experiencing any backscattering by propagating along
this equivalent channel, resulting in a nearly complete energy transmission. Compared with
the defect free waveguide shown in Fig. 9 (a), it can be observed that the defect changes only
the phase of the rightward propagating wave, as a result of the delay due to the PEC defect.
The designed OEMW is also robust against the position disorder and the size fluctuation of
the ferrite rods as illustrated in Figs. 9 (c) and 9 (d) where we present the corresponding
electric field patterns when these two types of perturbations are involved. Position disorder
is controlled by a series of random numbers, which introduce a maximal coordinate variation
equal to 14 a. The size fluctuation of the rod radius is uniform up to 50% of the unperturbed
case. It can be observed that the disorder only alters the field patterns, but not the power
transmission through the channel as shown in Figs. 9 (i) and (j). Actually, for even stronger
perturbation the OEMW still works well provided that the channel is not destroyed. For
568 Metam teri l Magnetically Tunable Unidirectional Electromagnetic Devices Based on Magnetic Surface Plasmon 13
(a)
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Fig. 10. The simple schematic picture to illustrate how the OEMW works (a), and how the
EM wave can get around the defect without any back scattering (b) where the point denote
the line source, the circular arrows denote the energy circulation supported by the ferrite
rods, and the solid black line denote the PEC defect.
the edge state waveguide, (Wang et al., 2008) the working frequency lies in the Bragg type
PBG, so although the system can be immune to the defect, it may suffer from disorder of the
building blocks. In Figs. 9 (e) and (f), we also present the averaged electric field patterns over
20 configurations of position and radius disordered systems, respectively. It can be found
that the averaged field patterns bear resemblance to that without any perturbation, owing
to cancellation of the field at the irregular interface for different configurations. The cases
corresponding to different amplitude of perturbation are examined as well, similar behaviors
can be observed, indicating the statistical validity of the results.
In realistic situation, the EMF can not be perfectly homogeneous. For this reason, we also
present the simulation results for the OEMW operated under an inhomogeneous EMF. Figure
9 (g) corresponds to the case when a symmetric inhomogeneous EMF is exerted. The EMFs
at the different layers from inside to outside are, respectively, 890 Oe, 910 Oe, 930 Oe, and
950 Oe, symmetrically for the upper and lower MM slabs. The situation corresponding to the
asymmetric inhomogeneous EMF is also considered as shown in Fig. 9 (h) where the EMFs
at different layers from inside to outside are 870 Oe, 900 Oe, 910 Oe, 950 Oe for the upper
MM slab and 920 Oe, 930 Oe, 940 Oe, 970 Oe for the lower MM slab. It can be observed
that the symmetric distribution of the EMF leads to a symmetric electric field pattern and the
asymmetric EMF can shape the electric field pattern into an asymmetric one. However, a good
performance can still be maintained. This is also a favorable aspect for the design of the EM
devices.
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the defect free waveguide shown in Fig. 9 (a), it can be observed that the defect changes only
the phase of the rightward propagating wave, as a result of the delay due to the PEC defect.
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electric field patterns when these two types of perturbations are involved. Position disorder
is controlled by a series of random numbers, which introduce a maximal coordinate variation
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20 configurations of position and radius disordered systems, respectively. It can be found
that the averaged field patterns bear resemblance to that without any perturbation, owing
to cancellation of the field at the irregular interface for different configurations. The cases
corresponding to different amplitude of perturbation are examined as well, similar behaviors
can be observed, indicating the statistical validity of the results.
In realistic situation, the EMF can not be perfectly homogeneous. For this reason, we also
present the simulation results for the OEMW operated under an inhomogeneous EMF. Figure
9 (g) corresponds to the case when a symmetric inhomogeneous EMF is exerted. The EMFs
at the different layers from inside to outside are, respectively, 890 Oe, 910 Oe, 930 Oe, and
950 Oe, symmetrically for the upper and lower MM slabs. The situation corresponding to the
asymmetric inhomogeneous EMF is also considered as shown in Fig. 9 (h) where the EMFs
at different layers from inside to outside are 870 Oe, 900 Oe, 910 Oe, 950 Oe for the upper
MM slab and 920 Oe, 930 Oe, 940 Oe, 970 Oe for the lower MM slab. It can be observed
that the symmetric distribution of the EMF leads to a symmetric electric field pattern and the
asymmetric EMF can shape the electric field pattern into an asymmetric one. However, a good
performance can still be maintained. This is also a favorable aspect for the design of the EM
devices.
569
Magnetically Tunable Unidirectional 































Fig. 11. The photonic band diagrams corresponding to the MM operated under two different
EMFs (a) H0 = 900 Oe and (b) H0 = 800 Oe, respectively. The other parameters of the MM
are the same as those used in Fig. 1. The working frequency ranges for the OEMW under
different EMFs are denoted with the yellow stripes.
5.3 Tunability of the working frequency
A special property of the OEMW designed in our work is the tunability of the working
frequency due to the dependence of the MSP resonance on the EMF. This tunability can be
clearly seen by examining the photonic band diagrams of the MM under different EMFs as
shown in Figs. 11 (a) and (b), corresponding to H0 = 900 Oe and H0 = 800 Oe, respectively.
The yellow stripes mark the working frequency range of the OEMW, the flat bands there
correspond to the MSP resonance. When the EMF decreases from H0 = 900 Oe to H0 = 800
Oe, the flat bands move downwards, so does the working frequency. In this manner, the
working frequency can be controlled by an EMF. Due to the sensitivity of the MSP resonance
dependent on the EMF, the working frequency of the OEMW can be manipulated easily.
To give a clear picture how the OEMW works under different EMF, we present in Fig. 12 the
electric field patterns of the OEMW under H0 = 900 Oe [(a), (b)] and H0 = 800 Oe [(c), (d)],
respectively. The other parameters of the OEMW are the same as those in Fig. 7. In panel (a),
the frequency is f = 5.2 GHz, lying in the working frequency range. As can be observed, the
EM field is confined in the channel and a good one-way propagating behavior is manifested.
When the frequency is decreased to f = 4.7 GHz under the same EMF, it lies outside the
working frequency range, the EM field leaks outside the channel as demonstrated in Fig. 12
(b). Accordingly, the EM field propagating along the channel becomes weaker and weaker so
that at this frequency it can not be operated as an OEMW. Nonetheless, by tuning EMF to a
lower value H0 = 800 Oe, f = 4.7 GHz is located in the new working frequency range as can
be confirmed from the photonic band diagram in Fig. 11 (b). The corresponding electric field
pattern is shown in Fig. 12 (c) where we can observe that the OEMW works very well. Similar
to the case shown in Fig. 12 (b), if the frequency is tuned to f = 5.2 GHz, lying outside the
working range under H0 = 800 Oe. Then, the device can not be operated as an OEMW by
examining the electric field pattern shown in Fig. 12 (d) where we can see that most of the EM
field leaks outside the channel. From the above analysis, we can conclude that by tuning the
































Fig. 12. The electric field patterns showing the OEMW working at frequency f = 5.2 GHz
(a), (d) and f = 4.7 GHz (b), (c). The exerted EMFs are H0 = 900 Oe and H0 = 800 Oe for
(a)-(b) and (c)-(d), respectively. All the other parameters are the same as those in Fig. 7.
EMF from H0 = 900 Oe to H0 = 800 Oe, the working frequency can be adjusted from 5.2 GHz
to 4.7 GHz. Accordingly, by tuning the EMF we can manipulate the working frequency of the
OEMW. However, for the OEMW designed based solely on the TRS breaking, the working
frequency is inert to the EMF so that no manipulability can be expected.
6. Design of beam bender and splitter
Based upon the SAR effect, we can also design other EM waveguiding devices by constructing
a corner configuration. Typical simulation results of such applications are presented in Fig. 13
where the configuration of the system is similar to that of the OEMW except that a cladding
slab is added on top of the system. For a line source located in the vertical channel at (0,−15a),
the EM wave is seen to propagate upward first, operated in the same manner as an OEMW.
After that, the EM waves make a 90◦ turn at the corner without any backward scattering so
that nearly 100% power transmission is realized for the beam bender, as shown quantitatively
in Fig. 13 (e) by the blue solid line. The power transmission rates are defined as Tx/Ty with
Tx and Ty the EM energy propagating along the two different parts of the channel in the
x (rightward) and the y (upward) directions. They are calculated numerically according to
Tx =
∫ 3a
−3a Pxdy and Ty =
∫ 3a
−3a Pydx. By reversing the magnetization of the ferrite rods with
the coordinates x < 0 in the upper cladding slab, the EM wave can be divided equally into
two branches at the bifurcation point x = 0 as shown in Fig. 13 (b). In each wing the EM wave
is transported with 50% power transmission in some frequency range, as is shown in Fig. 13
(e) by the red dashed line. In the frequency range f > 5.04 GHz the power transmission rate
for the beam bender decreases obviously as can be observed in Fig. 13 (e). To explain this,
we have presented the electric field patterns for the beam bender and splitter operated at the
frequency f = 5.1 GHz. The results are shown in Figs. 13 (c) and (d), respectively. For the
beam bender, due to the difference of the light path at the upper and lower interfaces the wave
front is severely distorted. In addition, as the frequency deviates from the MSP resonance, the
energy circulation around the ferrite rods becomes weaker. Therefore, some part of the EM
wave leaks leftwards as shown in Fig. 13 (c), resulting in the drop of the transmission rate.
Since the orientation of the magnetization can be controlled by an EMF, the function of the
system can be switched between bender and splitter. This makes the device more flexible and
favorable in practical applications.
The unidirectional waveguiding device designed in our work can still be operable with a good
performance in a deep subwavelength scale. In Fig. 14, we present the simulation results. The
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field leaks outside the channel. From the above analysis, we can conclude that by tuning the
































Fig. 12. The electric field patterns showing the OEMW working at frequency f = 5.2 GHz
(a), (d) and f = 4.7 GHz (b), (c). The exerted EMFs are H0 = 900 Oe and H0 = 800 Oe for
(a)-(b) and (c)-(d), respectively. All the other parameters are the same as those in Fig. 7.
EMF from H0 = 900 Oe to H0 = 800 Oe, the working frequency can be adjusted from 5.2 GHz
to 4.7 GHz. Accordingly, by tuning the EMF we can manipulate the working frequency of the
OEMW. However, for the OEMW designed based solely on the TRS breaking, the working
frequency is inert to the EMF so that no manipulability can be expected.
6. Design of beam bender and splitter
Based upon the SAR effect, we can also design other EM waveguiding devices by constructing
a corner configuration. Typical simulation results of such applications are presented in Fig. 13
where the configuration of the system is similar to that of the OEMW except that a cladding
slab is added on top of the system. For a line source located in the vertical channel at (0,−15a),
the EM wave is seen to propagate upward first, operated in the same manner as an OEMW.
After that, the EM waves make a 90◦ turn at the corner without any backward scattering so
that nearly 100% power transmission is realized for the beam bender, as shown quantitatively
in Fig. 13 (e) by the blue solid line. The power transmission rates are defined as Tx/Ty with
Tx and Ty the EM energy propagating along the two different parts of the channel in the
x (rightward) and the y (upward) directions. They are calculated numerically according to
Tx =
∫ 3a
−3a Pxdy and Ty =
∫ 3a
−3a Pydx. By reversing the magnetization of the ferrite rods with
the coordinates x < 0 in the upper cladding slab, the EM wave can be divided equally into
two branches at the bifurcation point x = 0 as shown in Fig. 13 (b). In each wing the EM wave
is transported with 50% power transmission in some frequency range, as is shown in Fig. 13
(e) by the red dashed line. In the frequency range f > 5.04 GHz the power transmission rate
for the beam bender decreases obviously as can be observed in Fig. 13 (e). To explain this,
we have presented the electric field patterns for the beam bender and splitter operated at the
frequency f = 5.1 GHz. The results are shown in Figs. 13 (c) and (d), respectively. For the
beam bender, due to the difference of the light path at the upper and lower interfaces the wave
front is severely distorted. In addition, as the frequency deviates from the MSP resonance, the
energy circulation around the ferrite rods becomes weaker. Therefore, some part of the EM
wave leaks leftwards as shown in Fig. 13 (c), resulting in the drop of the transmission rate.
Since the orientation of the magnetization can be controlled by an EMF, the function of the
system can be switched between bender and splitter. This makes the device more flexible and
favorable in practical applications.
The unidirectional waveguiding device designed in our work can still be operable with a good
performance in a deep subwavelength scale. In Fig. 14, we present the simulation results. The
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Fig. 13. The simulated electric field patterns corresponding to a 90◦ shaper beam bender (a)
and a beam splitter (b) operating at f = 5 GHz under the EMF H0 = 900 Oe. The electric
field patterns for the beam bender and splitter working at f = 5.1 GHz are also presented in
panels (c) and (d), respectively. The lattice constant is a = 8 mm, kept unchanged and the
line source is located at (0, −15a). The curves in (e) give the transmissivity Tx/Ty plotted as
the functions of frequency.
waveguiding device considered in panels (a), (b), and (c) are designed in the same manner as
those in Figs. 7 (a), 13 (a), and 13 (b), respectively, except that the MM is scaled down in size,
with a = 2 mm and r = 14 a, while keeping the working frequency f = 5 GHz unchanged. In
such situation, the working wavelength λ = 60 mm is nearly 30 times the lattice constant a. It
can be observed from the field patterns that a superior subwavelength confining and steering
is realized in a straight OEMW, a sharp beam bender, and a beam splitter. The numerical
calculations indicate that the full lateral width at half maximum field intensity wh < 0.1λ.
The power transmissivity is also simulated for the beam bender and splitter as shown in Fig.
14 (d) where the red dashed line and the blue solid line correspond to panels (b) and (c),
respectively. It can be seen that the waveguiding devices still exhibit a high transmission
efficiency as well as a finite band width. In addition, compared with the results shown in Fig.
13 (e), it can be seen that a shift of the working frequency is demonstrated, which originates
from the enhancement of the coupling strength due to the decrease of the lattice separation.
Comparing with the results shown in Fig. 13, we can also find that the transmission efficiency
for the beam bender is much improved. The reason lies in that the decrease of the channel
width will ease up the distortion of the EM field, which is clearly demonstrated in Fig. 14 (b).
Accordingly, the power leakage of the EM wave to the left wing of the horizonal channel can
be decreased. Besides, just like the case shown in Fig. 13 the function of the system is still
magnetically switchable between beam bender and splitter.





















































Fig. 14. The electric field patterns showing the device operable at the deep subwavelength
scale. Panels (a), (b), and (c) are the same as Fig. 7(a), Fig. 13(a), and Fig. 13(b), respectively,
except that the lattice constant of the MM is a = 2 mm and rod radius r = 14 a. The curves in
(d) gives the rightward transmissivity for the beam bender and beam splitter.
7. Conclusion
In summary, we have demonstrated a very interesting SAR effect occurring at the interface
of an MM slab. The Mie theory and the multiple scattering theory used in our simulation
have also been introduced. Our results suggest that the SAR effect originates from combined
action of MSP resonance and TRS breaking nature of MM under an EMF. We also examine
the dependence of SAR effect on the frequency and the source-interface separation. Possible
applications have been demonstrated by designing a straight OEMW, a sharp beam bender,
and a beam splitter. An excellent performance of the device can be achieved. In particular,
our design can even be operable in the deep subwavelength scale. Actually, a lot more issues
can be expected with appropriate design of the MM such as the muti-channel unidirectional
filter, cloaking, and also the zero index materials.
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from the enhancement of the coupling strength due to the decrease of the lattice separation.
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scale. Panels (a), (b), and (c) are the same as Fig. 7(a), Fig. 13(a), and Fig. 13(b), respectively,
except that the lattice constant of the MM is a = 2 mm and rod radius r = 14 a. The curves in
(d) gives the rightward transmissivity for the beam bender and beam splitter.
7. Conclusion
In summary, we have demonstrated a very interesting SAR effect occurring at the interface
of an MM slab. The Mie theory and the multiple scattering theory used in our simulation
have also been introduced. Our results suggest that the SAR effect originates from combined
action of MSP resonance and TRS breaking nature of MM under an EMF. We also examine
the dependence of SAR effect on the frequency and the source-interface separation. Possible
applications have been demonstrated by designing a straight OEMW, a sharp beam bender,
and a beam splitter. An excellent performance of the device can be achieved. In particular,
our design can even be operable in the deep subwavelength scale. Actually, a lot more issues
can be expected with appropriate design of the MM such as the muti-channel unidirectional
filter, cloaking, and also the zero index materials.
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monopole antenna do not reinforce those radiated by original current, resulting in very poor 
radiation efficiency (Balanis, 1989). As a result, the antenna radiation pattern does not 
remain omnidirectional within the interested frequency range. In the conventional 
monopole antenna, the resonance frequencies ωm correspond to the frequencies where the 
physical length L of the monopole is an odd multiple of quarter-wavelength. In other words, 
the antenna resonance frequencies are harmonics of the design frequency ω1. However, 
omnidirectional radiation pattern distortion and low directivity are two major 
disadvantages associated with monopole resonating at higher order harmonics (ωm>ω1). In 
other words, conventional monopole antenna only radiates an omnidirectional radiation 
pattern at the design frequency ω1. In order to have omnidirectional radiation pattern within 
the antenna bandwidth (ranging from fL to fU), the monopole length has to be less than λU/2, 
where λU is the free space wavelength at fU. However, the antenna directivity decreases 
because of the significant reduction in the monopole length.  
In this section, the use of AMCs to load a monopole antenna has been investigated. It is 
known that the current reversal, that occurs at frequencies much beyond the antenna natural 
frequency, disturbs the omnidirectional radiation pattern of the monopole antenna. The 
current distribution of the monopole antenna can be improved to a large extent by using 
PMC loading. To this aim, the CLLs are used to realize perfect magnetic conductor behavior. 
2.1 PMC loaded monopole antenna 
Due to the reverse current effects, the monopole radiation pattern does not remain 
omnidirectional at the second harmonic of the main resonant frequency (Balanis, 1989). In 
this section, a monopole antenna loaded with the PMC layer is proposed to increase 
omnidirectional radiation bandwidth. To make the concept more clear, three ideal models 
are simulated, all of which are partly covered by a very thin PMC shell, as shown in Fig. 1. 
As a reference, a conventional monopole antenna is also simulated for comparison. It has 
the same dimensions as the geometries in Fig. 1, except that the PMC cover is removed. 
Fig. 2, shows the simulated reflection coefficient of the monopole antennas with and without 
the PMC cover. The resonant frequencies for case I and II are 18.5GHz and 24GHz, 
respectively, whereas the resonant frequency for case III remains the same as the 
conventional monopole antenna. For the conventional monopole antenna, distortion of the 
omnidirectional radiation pattern occurs at frequencies higher than 20GHz. This upper limit 
is indicated by dashed line in Fig. 2, and considered as an antenna length limitation.  
Fig. 3, shows the radiation patterns of the monopole antennas with and without PMC cover 
when frequency varies from 12GHz to 30GHz in 1GHz increments. As revealed in the 
figure, when the monopole antenna is loaded with the PMC cover (case III), the antenna 
radiation pattern considerably improves as compared to that of the conventional monopole 
antenna, especially at the second harmonic of the main resonant frequency (29GHz). 
Fig. 4, compares the simulated directivity of the monopole antennas with and without the 
PMC cover in the azimuth plane. As is evident from Fig. 4, the directivity curve for the 
case II is approximately flat while the antenna directivity for the case III significantly 
improves as compared to that of the conventional monopole antenna. For our discussion 
on the pattern modification, the results shown in Figs. 2 to 4, need to be considered 
simultaneously.  
 




           (a)      (b)           (c) 
Fig. 1. Three ideal models of PMC loaded monopole antennas, (a) case I, (b) case II, and (c) 
case III: L=7.5mm, D=0.5mm and h=3.5mm, h1=2.5mm, h2=3mm, H=2mm, h3=5.5mm, 
h4=2mm, and r =4mm. From (Jafargholi et al., 2010), copyright © 2010 by the Institute of 
Electrical and Electronics Engineers (IEEE). 
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Fig. 2. Reflection coefficient of monopole antennas with and without PMC cover. From 
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Fig. 1. Three ideal models of PMC loaded monopole antennas, (a) case I, (b) case II, and (c) 
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Fig. 2. Reflection coefficient of monopole antennas with and without PMC cover. From 
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(c)                                                                 (d) 
Fig. 3. Normalized Radiation Patterns v.s. frequency (a) conventional monopole, (b) PMC 
loaded monopole (case I), (c) PMC loaded monopole (case II) , and (d) PMC loaded 
monopole (case III). From (Jafargholi et al., 2010), copyright © 2010 by the Institute of 
Electrical and Electronics Engineers (IEEE). 
Consequently, the ideal model shown in Fig. 1 (c) (case III) is considered for the practical 
realization. It should be pointed out that we can always use a shorter monopole antenna to 
improve the omnidirectional radiation pattern. However, the prices we pay are the higher 
resonant frequency and lower directivity due to the significant reduction in the monopole 
length. 
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Fig. 4. Simulated directivity (maximum) of monopole antennas with and without PMC 
cover (on a finite ground plane) in azimuth plane. From (Jafargholi et al., 2010), copyright © 
2010 by the Institute of Electrical and Electronics Engineers (IEEE). 
2.2 CLL loaded monopole 
In the previous section, it was revealed that the suppression of phase reversal by incorporating 
PMC cover has led to the improved radiation pattern, especially at the second harmonic of the 
main resonant frequency. In this section, the capacitively loaded loops (CLLs) are used to 
realize an artificial PMC (Erentok et al., 2005). Fig. 5 shows a CLL loaded monopole antenna 
together with the basic unit cell of the CLL structure. The finite two-CLL-deep metamaterial 
AMC cover was designed separately (without the ground plane) to operate at around 26GHz. 
The CLL dimensions were then optimized to obtain good radiation patterns. The total number 
of the CLL elements is 44 and the separation between the CLL elements is 0.5mm.  
 
(a)                                                                      (b) 
Fig. 5. A schematic view of (a) CLL unit cell: L1=0.67mm, L2=0.89mm, L3=1.37mm, W= 
0.247mm, G=0.411mm, T1= 0.13mm, T2= 0.5mm, and (b) CLL loaded monopole antenna on a 
finite ground plane: h1= 3.25mm, h2 =4mm, h3=0.25mm, T3=0.45mm. From (Jafargholi et al., 
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Fig. 3. Normalized Radiation Patterns v.s. frequency (a) conventional monopole, (b) PMC 
loaded monopole (case I), (c) PMC loaded monopole (case II) , and (d) PMC loaded 
monopole (case III). From (Jafargholi et al., 2010), copyright © 2010 by the Institute of 
Electrical and Electronics Engineers (IEEE). 
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Fig. 4. Simulated directivity (maximum) of monopole antennas with and without PMC 
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Fig. 6 shows a comparison between the reflection coefficients of the CLL loaded and 
unloaded monopole antennas of 7.5mm length. Furthermore, Fig. 7 shows the surface 
current densities on the CLL loaded and unloaded monopole antennas. It can be seen that 
the current in the CLL loaded region is the superposition of two currents oriented in 
opposite directions. However, the surface current caused by CLL cells is dominant, and thus 
the current in all parts of the monopole has the same phase. To more understand the 
operation mechanism of the CLL loaded monopole antenna, we assume that the monopole 
antenna is surrounded by CLL cells, where the current direction of the monopole is 
reversed. Fig. 8, conceptually explains the distribution of the surface current density on the 
CLL loaded monopole antenna. 


















Fig. 6. Simulated reflection coefficient of the CLL loaded and unloaded monopole antennas. 
From (Jafargholi et al., 2010), copyright © 2010 by the Institute of Electrical and Electronics 
Engineers (IEEE). 
A rigorous explanation must consider the complex interactions between the monopole and 
the CLL structure, such as the effects of the finite dimensions of the CLL structure on the 
current distribution. Consequently, full wave analysis methods have to be used in the 
antenna designs. However, to simplify the analysis, one can assume that the transverse 
dimensions of the CLL loaded region are infinite in extent.  
Based on image theorem, when an electric current is vertical to a PMC (PEC) region, the 
current image has the reversed (same) direction. For the current at the bottom of the 
monopole flowing into the CLL loaded region, the CLL loaded region acts as a PMC cover 
(Erentok et al., 2005). Consequently, the direction of the image current is opposite to that of 
the original current, as shown in Fig. 8.  
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(a)                              (b) 
Fig. 7. Surface current densities on the (a) CLL loaded monopole and (b) unloaded 
monopole at f= 25GHz. From (Jafargholi et al., 2010), copyright © 2010 by the Institute of 
Electrical and Electronics Engineers (IEEE). 
 
  (a)                       (b) 
Fig. 8. Conceptual schematics of the (a) conventional and (b) PMC-loaded monopoles. From 
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In contrast, for the current at the top of monopole flowing into the CLL loaded region, the 
CLL loaded region acts as an artificial electric conductor (AEC) (Erentok et al., 2005), and 
thus the image current in the CLL loaded region has the same direction as the original 
current. The total surface current in the CLL loaded region is obtained as the sum of the two 
image currents and original current. Consequently, the current phase of the CLL loaded 
monopole antenna remains unchanged throughout the antenna, as shown in Fig. 8. The 
radiation patterns of the conventional and CLL loaded monopole antennas on a finite 
ground plane are shown in Figs. 9 and 10, respectively. As can be seen, when the monopole 
antenna is loaded with the CLL structure, the radiation patterns improve significantly, 
especially at the second harmonic (26GHz, 29GHz, and 30GHz) of the main resonant 
frequency where antenna is matched well. 
Also, the antenna radiation efficiency is reasonably high over a wide frequency window, 
despite the material loss in copper and the CLL metamaterial features. Although, simulation 
results confirm the modification of the antenna radiation patterns at frequencies up to 
around 30GHz, the antenna reflection coefficient needs to be modified by impedance 
matching techniques, especially at frequencies far from the antenna resonant frequencies 
(Erentok et al., 2008). The simulated gains of the CLL loaded and unloaded monopole 
antennas in azimuth plane are compared in Fig. 11. As compared to the conventional 
monopole antenna, the gain of the CLL loaded monopole antenna significantly increases, 
especially at the higher frequencies. These comparisons demonstrate the unique capability 
of the AMCs to improve the antenna radiation bandwidth. It is worth noting that the 
antenna radiation patterns are not completely symmetric in the frequency band from 12GHz 
to 30GHz because of the asymmetric geometry. 
























Fig. 9. Radiation patterns of the conventional monopole antenna versus frequency at φ=0. 
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Fig. 10. Radiation patterns of the CLL loaded monopole antenna versus frequency at φ=00. 
From (Jafargholi et al., 2010), copyright © 2010 by the Institute of Electrical and Electronics 
Engineers (IEEE). 

















Fig. 11. Comparison of the maximum gains of the monopole antennas with and without CLL 
covers (on a finite ground plane) in the azimuth plane. From (Jafargholi et al., 2010), 
copyright © 2010 by the Institute of Electrical and Electronics Engineers (IEEE). 
2.3 Pattern modification of dipole antenna 
Dipole antennas are preferable in modern wireless communication systems, especially their 
printed types, due to their low profile, light weight and low fabrication cost as well as their 
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al., 2007; Erentok et al., 2008) that an efficient and electrically small magnetic based antenna 
can be realized by adding a planar interdigitated CLL element to a rectangular semi-loop 
antenna, which is coaxially-fed through a finite ground plane. The performance of a printed 
dipole antenna near a 3D-CLL block has been also examined in (Zhu et al., 2010). Recently, 
the use of TL-MTM to load antennas has been investigated in (Antoniades et al., 2009; Zhu 
et al., 2009). A miniaturized printed dipole loaded with left-handed transmission lines is 
also proposed in (Iizuka et al., 2006; Iizuka et al., 2007).  
However, it is known that the conventional dipole antenna only radiates an omni-
directional radiation pattern at the design frequency ω1. As described in the previous 
section, the suppression of phase reversal by incorporating PMC cover has led to the 
improved radiation pattern (Jafargholi et al., 2010). This section is focused on the pattern 
modification of the wire dipole antenna using artificial magnetic conductors. 
Fig. 12, shows a CLL loaded dipole antenna. The finite two-CLL-deep metamaterial 
Artificial Magnetic Conductor (AMC) cover was designed separately to operate at around 
27GHz. The CLL dimensions were then optimized and placed optimally on both dipole 
arms to obtain good radiation patterns. The total number of the CLL elements is 88 (4×11×2) 
which symmetrically coupled to dipole antenna arms. The separation between the CLL 
elements is also fixed at 0.5mm. 
 
Fig. 12. A schematic view of CLL loaded dipole antenna, unit cell parameters (See Fig. 5a): 
L1=0.67mm, L2=0.89mm, L3=1.37mm, W= 0.247mm, G=0.411mm, T1= 0.13mm, T2= 0.5mm, 
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Fig. 13, shows a comparison between the reflection coefficient and input impedance of CLL 
loaded and unloaded wire dipole antennas of 19mm length. It was revealed in (Jafargholi et 
al., 2010) that ideally the dipole antenna input impedance does not change significantly by 
using AMC loading. However, here, the input impedance for the realized CLL loaded 
dipole changes due to the existence of the CLL resonance and the interaction between the 
CLL elements and the dipole antenna. 















































Fig. 13. (a) simulated reflection coefficient, and (b) Input Impedance of the CLL loaded and 





al., 2007; Erentok et al., 2008) that an efficient and electrically small magnetic based antenna 
can be realized by adding a planar interdigitated CLL element to a rectangular semi-loop 
antenna, which is coaxially-fed through a finite ground plane. The performance of a printed 
dipole antenna near a 3D-CLL block has been also examined in (Zhu et al., 2010). Recently, 
the use of TL-MTM to load antennas has been investigated in (Antoniades et al., 2009; Zhu 
et al., 2009). A miniaturized printed dipole loaded with left-handed transmission lines is 
also proposed in (Iizuka et al., 2006; Iizuka et al., 2007).  
However, it is known that the conventional dipole antenna only radiates an omni-
directional radiation pattern at the design frequency ω1. As described in the previous 
section, the suppression of phase reversal by incorporating PMC cover has led to the 
improved radiation pattern (Jafargholi et al., 2010). This section is focused on the pattern 
modification of the wire dipole antenna using artificial magnetic conductors. 
Fig. 12, shows a CLL loaded dipole antenna. The finite two-CLL-deep metamaterial 
Artificial Magnetic Conductor (AMC) cover was designed separately to operate at around 
27GHz. The CLL dimensions were then optimized and placed optimally on both dipole 
arms to obtain good radiation patterns. The total number of the CLL elements is 88 (4×11×2) 
which symmetrically coupled to dipole antenna arms. The separation between the CLL 
elements is also fixed at 0.5mm. 
 
Fig. 12. A schematic view of CLL loaded dipole antenna, unit cell parameters (See Fig. 5a): 
L1=0.67mm, L2=0.89mm, L3=1.37mm, W= 0.247mm, G=0.411mm, T1= 0.13mm, T2= 0.5mm, 






Applications of Artificial Magnetic Conductors in Monopole and Dipole Antennas 
 
587 
Fig. 13, shows a comparison between the reflection coefficient and input impedance of CLL 
loaded and unloaded wire dipole antennas of 19mm length. It was revealed in (Jafargholi et 
al., 2010) that ideally the dipole antenna input impedance does not change significantly by 
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Fig. 13. (a) simulated reflection coefficient, and (b) Input Impedance of the CLL loaded and 





Fig. 14, shows the surface current densities on the CLL loaded and unloaded dipole 
antennas. As can be seen, the current in the CLL loaded region is the superposition of two 
currents oriented in opposite directions. However, the surface current caused by CLL cells is 
dominant, and thus the current in all parts of the dipole has the same phase. To clarify the 
operation mechanism of the CLL loaded dipole antenna. We assume that dipole antenna is 
surrounded by CLL cells, where the current direction of the dipole is reversed. 
 
Fig. 14. Surface current densities on the CLL loaded dipole (left) and unloaded dipole (right) 
at f= 27GHz. 
Fig. 15, conceptually explains the distribution of the surface current density on the CLL 
loaded dipole antenna. However, one must consider the complex interactions between the 
dipole arms and the CLL structures, such as the effects of the finite dimensions of the CLL 
structures on the current distribution. Consequently, full wave analysis methods have to be 
used in the antenna designs. However, to simplify the analysis, one can assume that the 
transverse dimensions of CLL loaded region are infinite in extent. Thus, as previous section, 
one can explain the concept based on the image theorem, i.e., when an electric current is 
vertical to a PMC (PEC) region, the current image has the reversed (same) direction.  
For the current at the bottom of the dipole flowing into the CLL loaded region, the CLL 
loaded region acts as a PMC cover (Erentok et al., 2005). At the result, the direction of the 
image current is opposite to that of the original current, as shown in Fig. 15. In contrast, for 
the current at the top of dipole flowing into the CLL loaded region, the CLL loaded region 
acts as an AEC (Erentok et al., 2005), and thus the image current in the CLL loaded region 
has the same direction as the original current. The total surface current in the CLL loaded 
region is obtained as the sum of the two image currents and original current. At the result, 
the current phase of the CLL loaded dipole antenna remains unchanged through the 
antenna, as shown in Fig. 15.  
 




Fig. 15. Conceptual schematics of the conventional (left) and CLL loaded dipole (right). 
The radiation patterns of the conventional and CLL loaded dipole antennas are also shown 
in Fig. 16, respectively. As can be seen, when the dipole antenna is loaded with CLL 
structure, the radiation patterns improve significantly, especially at the second harmonic 
(27GHz) of the main resonant frequency where antenna is matched well. The Simulation 
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Fig. 16. Radiation patterns of (a) conventional wire dipole antenna, and (b) the CLL loaded 
dipole antenna versus frequency at φ=00. 
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2.4 Compact dual band loaded dipole antenna, incorporating artificial magnetic 
conductors 
The interesting features of printed dipole antennas make it possible for them to be 
conformal with installation platforms such as automobiles and vessels, without affecting the 
aerodynamic or mechanical properties of the vehicles. In the recent years, due to unique 
electromagnetic properties, metamaterials have been widely considered in monopole and 
dipole antennas to improve their performance. However, the left-handed dipole antennas 
(Zhu et al., 2009; Iizuka et al., 2006; Iizuka et al., 2007), albeit compact, suffer from the losses 
in the loading components, namely, interdigitated capacitors and meander inductors, 
resulting in a very low gain.  
In this section, we propose a new dual band printed dipole antenna in that CLL elements as 
reactive loads are placed close to the edge of the dipole. The losses associated with the CLL 
elements are very low in the frequency range of interest, resulting in both the acceptable 
gain and radiation pattern. When the CLL elements are incorporated, the resonant behavior 
of the unloaded printed dipole antenna changes. As a result, a new resonance is appeared 
with the frequency determined by the CLL dimensions. In fact, the CLL element can be 
easily described as an LC resonant circuit in which the resonant frequency is mainly 
determined by the loop inductance and the gap capacitor. It is worth noting that the 
resonant behavior of the CLL element starts to appear at a frequency in which the free space 
wavelength is much larger than its size. However, the second resonant frequency of the 
CLL-loaded dipole occurs at a frequency higher than the main resonant frequency of the 
unloaded dipole. To further reduce the second resonant frequency without increasing the 
area occupied by the antenna, chip capacitors are incorporated in the CLL elements. The 
chip capacitor provides a tuning capability of the second resonant frequency. Thus the 
frequency ratio between these two frequencies can be readily controlled by incorporating 
different chip capacitors into the capacitive gaps of the CLL elements. It is worthwhile to 
point out here that the CLL elements integrated with chip capacitors miniaturize the size of 
the printed dipole antenna.  
The reason is that when the chip capacitor value is increased, the CLL resonant frequency 
decreases, and thus the second resonant frequency of the dipole shifts down to a lower 
frequency. The proposed dual band CLL loaded dipole antenna radiates effectively at both 
resonant frequencies with good return losses and gains as well as acceptable 
omnidirectional radiation patterns. The high-frequency structure simulator (Ansoft HFSS) is 
adopted for the simulations. 
2.4.1 Dual band printed dipole antenna 
In order to test the proposed approach, double-sided printed dipole antenna is loaded by 
CLL elements. Fig. 17, shows the CLL-loaded printed dipole antenna together with the CLL 
element. The dipole and CLL elements are printed on a FR4 substrate with a thickness of 
0.8mm and a dielectric constant of 4.4 to reduce the cost of the antenna and to make it more 
rigid in construction. The CLL-loaded printed dipole has also been optimized to realize 
better performance. The optimized parameters of the proposed CLL-loaded dipole antenna 
are labeled in the Fig. 17. A prototype of the proposed CLL-loaded printed dipole is 
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A photograph of the fabricated printed dipole antenna is shown in Fig. 18. Fig. 19, shows the 
reflection coefficient of the proposed dual band printed dipole antenna as well as the 
unloaded dipole antenna. As can be seen, the agreement between the simulation and 
measurement results is reasonably good. It is observed that when the CLL elements are 
added, two resonance frequencies become distinguishable from each other and thus two 
nulls are clearly observed in the reflection coefficient curve. The unloaded dipole antenna 
resonates at around 2.75GHz. In contrast, the fabricated CLL-loaded dipole resonates at 2.15 
and 4.45GHz, as shown in Fig. 19. The lower resonant frequency corresponds to that of the 
original printed dipole and remains approximately unchanged while the higher resonant 
frequency is mainly due to the CLL loading. To further understand the performance of the 
printed dipole antenna near the CLL elements, Fig. 20, shows the magnitude of the S-
parameters versus frequency for the CLL-based metamaterial.  
 
Fig. 17. Geometry of a CLL-loaded printed dipole antenna, Lf=23mm, Lc=13.67mm, 
Wf=1mm, Wa=2.5mm, L1=3.73mm, L2=4.95mm, L3=7.62mm, G=2.28mm, W=2mm. From 
(Jafargholi et al., 2010), copyright © 2010 by Praise Worthy Prize, S. r. l. 
 
Fig. 18. Photograph of a fabricated CLL-loaded printed dipole antenna. From (Jafargholi et 
al., 2010), copyright © 2010 by Praise Worthy Prize, S. r. l. 
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Fig. 19. Reflection coefficient comparison between the CLL-loaded and unloaded printed 
dipole antenna. From (Jafargholi et al., 2010), copyright © 2010 by Praise Worthy Prize, S. r. l. 

























Fig. 20. Magnitude of the S-parameters versus frequency for the CLL-based metamaterial. 
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Fig. 18. Photograph of a fabricated CLL-loaded printed dipole antenna. From (Jafargholi et 
al., 2010), copyright © 2010 by Praise Worthy Prize, S. r. l. 
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Fig. 19. Reflection coefficient comparison between the CLL-loaded and unloaded printed 
dipole antenna. From (Jafargholi et al., 2010), copyright © 2010 by Praise Worthy Prize, S. r. l. 

























Fig. 20. Magnitude of the S-parameters versus frequency for the CLL-based metamaterial. 





It is observed that the CLL element effectively resonates at around 4.5GHz with small loss. 
This frequency coincides with the second resonant frequency of the CLL-loaded printed 
dipole (see Fig. 19). The radiation patterns of the proposed dual band printed dipole are 
measured at the resonant frequencies of 2.15 and 4.45GHz. Fig. 21, shows the measured and 
simulated E-plane radiation patterns at first and second resonant frequencies. The antenna 
gains at first and second resonant frequencies are 1.8dB, and 3.9dB, respectively. As a result, 
the losses introduced by the CLL elements are significantly low in the frequency range of 
interest. In other words, the proposed dual band dipole antenna has acceptable performance 





Fig. 21. E-plane radiation patterns of the CLL-loaded dipole antenna at (a) 2.15GHz, and (b) 
4.45GHz. (Right hand figures are measurements). From (Jafargholi et al., 2010), copyright © 
2010 by Praise Worthy Prize, S. r. l. 
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2.4.2 Miniaturized CLL-loaded printed dipole antenna incorporating chip capacitors 
In principle, the size reduction can be arbitrarily achieved if it would be feasible to fabricate 
a proper metamaterial element that has a negative permeability at a frequency lower than 
the natural resonance frequency of the corresponding unloaded dipole antenna. For a 
metamaterial comprised of resonant CLL elements, this can be achieved by capacitive 
loading of the CLL elements. To verify and confirm the proposed approach, a prototype of a 
CLL-loaded dipole antenna, in which each CLL ring is loaded with a 0.68pF chip capacitor, 
is fabricated and measured.  
A photograph of the fabricated miniaturized printed dipole antenna is shown in Fig. 22. The 
magnitude of the S-parameters for the CLL-based metamaterial loaded with a 0.68PF chip 
capacitor is shown in Fig. 23. As can be seen, the resonant frequency of the CLL element 
shifts down to 1.33GHz by incorporating 0.68PF chip capacitor (see Figs. 21, 23). In order to 
meet the specification of both the ISM system and mobile communication, the miniaturized 
printed dipole should radiate linearly polarized waves at 1.8GHz and 2.45GHz.  
 
Fig. 22. Photograph of the miniaturized CLL-loaded printed dipole antenna 
(incorporating 0.68pF chip capacitors). From (Jafargholi et al., 2010), copyright © 2010 by 
Praise Worthy Prize, S. r. l. 
Fig. 24, compares the measured and simulated reflection coefficient of the proposed 
miniaturized CLL-loaded printed dipole antenna. As can be seen, the second resonant 
frequency of the proposed CLL-loaded dipole of Section 1-2, considerably shifts down to a 
lower frequency by incorporating chip capacitors. The resonant frequencies of the proposed 
miniaturized CLL-loaded printed dipole are lower than the main resonant frequency of the 
unloaded dipole antenna. It should be pointed out that the antenna radiation patterns at 
both resonant frequencies are quite similar to that of a half wavelength dipole, as shown in 
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4.45GHz. (Right hand figures are measurements). From (Jafargholi et al., 2010), copyright © 
2010 by Praise Worthy Prize, S. r. l. 
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Fig. 24, compares the measured and simulated reflection coefficient of the proposed 
miniaturized CLL-loaded printed dipole antenna. As can be seen, the second resonant 
frequency of the proposed CLL-loaded dipole of Section 1-2, considerably shifts down to a 
lower frequency by incorporating chip capacitors. The resonant frequencies of the proposed 
miniaturized CLL-loaded printed dipole are lower than the main resonant frequency of the 
unloaded dipole antenna. It should be pointed out that the antenna radiation patterns at 
both resonant frequencies are quite similar to that of a half wavelength dipole, as shown in 
































Fig. 23. Magnitude of the S-parameters versus frequency for the CLL based metamaterial 
loaded with a 0.68PF chip capacitor. From (Jafargholi et al., 2010), copyright © 2010 by Praise 
Worthy Prize, S. r. l. 

















Miniaturized CLL-Loaded Dipole (Sim.)
Miniaturized CLL-Loaded Dipole (Meas.)
 
Fig. 24. Measured and simulated reflection coefficient of the miniaturized CLL-loaded 
printed dipole antenna, as compared to that of the unloaded printed dipole. From 
(Jafargholi et al., 2010), copyright © 2010 by Praise Worthy Prize, S. r. l. 
 







Fig. 25. E-plane radiation patterns of the miniaturized CLL-loaded printed dipole antenna of 
Section 1-3 at (a) 1.713GHz, and (b) 2.434GHz. (Right hand figures are measurements). From 
(Jafargholi et al., 2010), copyright © 2010 by Praise Worthy Prize, S. r. l. 
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1. Introduction
During the last years, the metamaterials field has grown rapidly due to the possibility of
accomplishing a methodology to achieve negative effective parameters εe f f Pendry et al.
(1996) and μe f f Pendry et al. (1999), and their experimental verification Smith et al. (2000)
- Shelby, Smith & Schultz (2001). The main research work has been concentrated on the
theoretical consequences of negative parameters, as well as techniques for practically realizing
left-handed media for various optical/microwave concepts and applications. Among recent
concepts, properties, and devices based on engineered metamaterials, we can mention
frequency selective structures, which have opened the path to a new range of passive devices
for guided applications. In this context, split ring resonator (SRR) loaded transmission lines
represent the cutting edge of research in the field of one-dimensional (1D) planar left-handed
structures. These structures were firstly proposed by Martin et al. in 2003 Martin et al.
(2003) by magnetically coupling a shunted coplanar waveguide (CPW) and pairs of SRRs.
These planar devices exhibit backward propagation in a narrow frequency band above the
resonant frequency of the rings, with the necessary degree of flexibility to design compact low
insertion losses filters. Thus, based on this former configuration different approaches have
been proposed with the aim of improving performances and overcome possible drawbacks
such as asymmetrical response shape or transmission bands with smooth edges. For instance,
a combined right/left-handed CPW structure was implemented by cascading SRRs-wire
and SRRs-gap stages Bonache et al. (2005), satisfactorily achieving a transmission upper
band with a sharp cut-off. Furthermore, new CPW lines with extra loading elements
have shown interesting properties in terms of improved out-of-band behavior and response
selectivity Borja, Carbonell, Boria, Cascon & Lippens (2010) - Borja, Carbonell, Boria &
 
Compact Coplanar Waveguide  
Metamaterial-Inspired Lines and Its Use in 
Highly Selective and Tunable Bandpass Filters 
Alejandro L. Borja1, James R. Kelly2, Angel Belenguer1,  
Joaquin Cascon1 and Vicente E. Boria3 
1Departamento de Ingeniería Eléctrica, Electrónica, Automática y Comunicaciones, 
Escuela, Politécnica de Cuenca, Universidad de Castilla-La Mancha 
2School of Electronic, Electrical and Computer Engineering, University of Birmingham 
3Instituto de Telecomunicaciones y Aplicaciones Multimedia,  








[5] M. Veysi, M. Kamyab, J. Moghaddasi, and A. Jafargholi, “Transmission Phase 
Characterizations of Metamaterial Covers for Antenna Application,” Progressive In 
Electromagnetic Research Letter, Vol.21, pp. 49-57, 2011. 
[6] M. Rafaei Booket, A. Jafargholi, M. Kamyab, H. Eskandari, M. Veysi, and S. M. Mousavi, 
“A Compact Multi-Band Printed Dipole Antenna Loaded With Single-Cell MTM,“ 
Pending Publication in IET Microwave Antenna Propag., 2011. 
[7] A. Jafargholi, M. Kamyab, and M. Veysi, “PMC-based Waveguide-fed Slot Array,“ ISRN 
Communications and Networking, Hindawi, Vol. 2011, Article ID 941070, 5 Pages. 
[8] A. Jafargholi, M. Kamyab, and M. Veysi, “Artificial Magnetic Conductor Loaded 
Monopole Antenna,“ IEEE Antennas Wireless Propag. Letter, vol. 9, 211-214, 2010. 
[9] A. Jafargholi, M. Kamyab, M. Rafaei Booket, and M. Veysi, “A Compact Dual-band 
Printed Dipole Antenna Loaded with CLL-Based Metamaterials,“ International 
Review of Electrical Engineering, IREE, Vol. 5, No. 6, pp. 2710-2714, 2010. 
[10] J. McVay, N. Engheta, and A. Hoorfar, “High-impedance metamaterial surfaces using 
Hilbert-curve inclusions,” IEEE Microwave Wireless Components Lett., vol. 14, no. 3, 
pp. 130–132, Mar. 2004. 
[11] A. Erentok, P. Luljak, and R. W. Ziolkowski, “Antenna performance near a volumetric 
metamaterial realization of an artificial magnetic conductor,” IEEE Trans. Antennas 
Propagat., vol. 53, pp. 160–172, Jan. 2005. 
[12] R. W. Ziolkowski and A. Kipple ,“Application of double negative metamaterials to 
increase the power radiated by electrically small antennas,” IEEE Trans. Antennas 
Propagat., vol. 51, no. 10, pp. 2626–2640, Oct. 2003. 
[13] Q. Liu, P. S. Hall, and A. L. Borja ,“ Efficiency of Electrically Small Dipole Antennas 
Loaded With Left-Handed Transmission Lines,” IEEE Trans. Antennas Propagat., 
vol. 57, no. 10, pp. 3009–3017, Oct. 2009. 
[14] S. D. Rogers, C. M. Butler, and A. Q. Martin, “ Design and Realization of GA-Optimized 
Wire Monopole and Matching Network With 20:1 Bandwidth,” IEEE Trans. 
Antennas Propagat., vol. 51, no. 3, pp. 493–502, March. 2003. 
[15] A. Erentok, and R. W. Ziolkowski, “Metamaterial-Inspired Efficient Electrically Small 
Antennas” IEEE Trans. Antennas Propagat., vol. 56, pp. 691–707, March 2008. 
[16] A. Erentok, Metamaterial-Based Electrically Small Antennas, Ph.D. dissertation at 
University of Arizona, 2007. 
[17] J. Zhu, M. A. Antoniades, and G. V. Eleftheriades “A Compact Tri-Band Monopole 
Antenna With Single-Cell Metamaterial Loading” IEEE Trans. Antennas Propagat., 
vol. 58, pp. 1031–1038, April. 2010. 
[18] M. A. Antoniades and G. V. Eleftheriades, “A broadband dual-mode monopole antenna 
using NRI-TL metamaterial loading,” IEEE Antennas Wireless Propag. Lett., vol. 8, 
pp. 258–261, 2009. 
[19] J. Zhu, M. A. Antoniades, and G. V. Eleftheriades, “A tri-band compact metamaterial-
loaded monopole antenna for WiFi and WiMAX applications,”presented at the 
IEEE Antennas and Propagation Society Int. Symp., Jun. 2009. 
[20] J. Zhu and G. V. Eleftheriades, “Dual-band metamaterial-inspired small monopole 
antenna for WiFi applications,” Electron. Lett., vol. 45, no. 22, pp. 1104–1106, Oct. 2009. 
[21] H. Iizuka, P. S. Hall, and A. L. Borja, “Dipole Antenna With Left-Handed Loading” 
IEEE Antennas Wireless Propag. Lett., vol. 5, pp. 483–485, 2006. 
[22] H. Iizuka, and P. S. Hall, “Left-Handed Dipole Antennas and Their Implementations” 
IEEE Trans. Antennas Propagat., vol. 55, pp. 1246–1253, May 2007. 
1. Introduction
During the last years, the metamaterials field has grown rapidly due to the possibility of
accomplishing a methodology to achieve negative effective parameters εe f f Pendry et al.
(1996) and μe f f Pendry et al. (1999), and their experimental verification Smith et al. (2000)
- Shelby, Smith & Schultz (2001). The main research work has been concentrated on the
theoretical consequences of negative parameters, as well as techniques for practically realizing
left-handed media for various optical/microwave concepts and applications. Among recent
concepts, properties, and devices based on engineered metamaterials, we can mention
frequency selective structures, which have opened the path to a new range of passive devices
for guided applications. In this context, split ring resonator (SRR) loaded transmission lines
represent the cutting edge of research in the field of one-dimensional (1D) planar left-handed
structures. These structures were firstly proposed by Martin et al. in 2003 Martin et al.
(2003) by magnetically coupling a shunted coplanar waveguide (CPW) and pairs of SRRs.
These planar devices exhibit backward propagation in a narrow frequency band above the
resonant frequency of the rings, with the necessary degree of flexibility to design compact low
insertion losses filters. Thus, based on this former configuration different approaches have
been proposed with the aim of improving performances and overcome possible drawbacks
such as asymmetrical response shape or transmission bands with smooth edges. For instance,
a combined right/left-handed CPW structure was implemented by cascading SRRs-wire
and SRRs-gap stages Bonache et al. (2005), satisfactorily achieving a transmission upper
band with a sharp cut-off. Furthermore, new CPW lines with extra loading elements
have shown interesting properties in terms of improved out-of-band behavior and response
selectivity Borja, Carbonell, Boria, Cascon & Lippens (2010) - Borja, Carbonell, Boria &
 
Compact Coplanar Waveguide  
Metamaterial-Inspired Lines and Its Use in 
Highly Selective and Tunable Bandpass Filters 
Alejandro L. Borja1, James R. Kelly2, Angel Belenguer1,  
Joaquin Cascon1 and Vicente E. Boria3 
1Departamento de Ingeniería Eléctrica, Electrónica, Automática y Comunicaciones, 
Escuela, Politécnica de Cuenca, Universidad de Castilla-La Mancha 
2School of Electronic, Electrical and Computer Engineering, University of Birmingham 
3Instituto de Telecomunicaciones y Aplicaciones Multimedia,  





Lippens (2010b). By these means, it is possible to control several restrictive trade-offs by
simply adjusting the loading elements. In this way it is possible to obtain quite a symmetric
frequency response along with controllable bandwidths and compact dimensions.
In this chapter, the properties of a variety of metamaterial designs are analyzed and discussed
in order to develop novel small planar metamaterial frequency selective structures. The
study of these configurations is based on full-wave electromagnetic analysis, equivalent
circuit simulations and measured responses of different prototypes designed for microwave
operation. In particular, section 2 presents different CPW lines based on a split ring resonator
SRR technology and loaded with metallic strips and gaps. The properties of such structures
can be controlled by properly designing or adding loading elements. In this regard, the
use of shunt wires permits to control frequency selectivity by means of an engineering of
the electric plasma frequency, providing deeper upper band rejection levels. On the other
hand, the addition of series capacitances to previous unit cell implementations provides a
transmission response which is almost symmetric while exhibiting a right-handed character
along the pass band, contrary to conventional left-handed lines. In sections 3 and 4 enhanced
out-of-band rejection properties and reconfigurable responses can be obtained by the use of
cascaded and varactor loaded basic cells, respectively. Finally, the main conclusions of the
chapter are outlined in section 5.
2. Split ring resonators based coplanar waveguide lines
In this section, different arrangements corresponding to configurations of SRRs loaded CPW
lines have been considered. Two loading elements, i.e. shunt strips, and series gaps have been
successively included in the CPW line. These inclusions are much smaller than the electrical
wavelength of the propagating wave. Therefore, effective medium considerations in the CPW
and lumped equivalent circuit models have been used to understand and better explain the
complex features of wave propagation inherent to these loaded lines. In this section numerical
studies and experiments are also included.
2.1 Split ring resonators loaded coplanar waveguide with shunt strips
The first model is based on the combination of SRRs and shunt wires within a host CPW line.
This resonant structure has already been deeply analyzed Martin et al. (2003), and therefore
it will be used as a reference result. In summary, this unit cell behaves as a left-handed
propagation uni-dimensional transmission line that, if its size is sufficiently small as compared
to the electrical wavelength, can have a double negative effective medium behaviour. By using
the SRRs it is possible to synthesize a negative value of effective permeability, whereas shunt
wires in the CPW provide a negative effective permittivity. For this reason, the structure can
be considered as a double negative effective medium, when operating at frequencies slightly
above the resonance of the isolated SRR Aznar et al. (2008).
The proposed left-handed structure is depicted in Fig. 1. It consists of a host CPW loaded with
SRRs and two shunt strips. SRRs are symmetrically placed on the rear of the substrate, while
thin metal wires connect the signal line to the ground plane at positions coincident with the
center of the SRRs. Table 1 defines the CPW geometry, unit cell characteristics, and common
parameter values for this and subsequent configurations.
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Fig. 1. (a) SRRs loaded CPW with shunt strips, and (b) photograph of the prototype.
W(mm) G(mm) p(mm) w(mm) h(mm) �r
7.7 0.3 10 0.4 0.508 2.2
tgδ t(μm) σ(S/m) rint(mm) c(mm) d(mm)
0.0009 35 5.8 · 107 2.6 0.4 0.4
Table 1. Unit cell characteristics.
W is the line width, G is the gap between conductors, w is the strip width, and p the unit cell
period. Substrate characteristics are height h, permittivity �r, and loss tangent tg δ. Cooper
metallization was utilized. This had a thickness t, and conductivity σ. Moreover, a prototype
has been fabricated in order to verify the propagation behavior of the cell, see Fig. 1 (b). A
taper section is added at both SMA connections to properly feed the device. The sample has
been fabricated on a Neltec NY9220 dielectric substrate using a mechanical milling process.
The milling was performed by a LPKF Protomat 93S machine. Thereafter, the fabricated
device has been measured and characterized by means of a Rohde & Schwarz vector network
analyzer ZVA-24, calibrated with a Through-Open-Short-Match kit, in the frequency band
from 3 to 5 GHz.
In parallel, the structure proposed is analyzed and compared with the lumped element
equivalent circuit of the unit cell, see Fig. 2. Due to physical symmetry properties, the
magnetic wall concept has been used so that the equivalent circuit corresponds to one half
of the basic cell. The equivalent circuit model can be transformed to an equivalent π-circuit
type, as it was described by Aznar et al. (2008),
Each SRR can be represented by a simple LC parallel resonator circuit in the vicinity of
resonance, with elements Ls and Cs. L and C are the per-section inductance and capacitance
defined from the geometry of the CPW line and calculated as it is advised in Mongia et al.
(1999). Lp is the equivalent inductance of connecting wires, which divides the inductances
Ls and L into two parts, as proposed in Rogla et al. (2007) and thoroughly verified in Aznar
et al. (2008). SRRs are modeled by parallel resonant circuits inductively coupled to the line
through a coupling constant k. It is calculated by means of the fractional area theory explained
in Martin et al. (2003). The values of the different lumped elements and parameters are
summarized in Table 2.
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Fig. 2. Lumped equivalent circuit model of the SRRs loaded CPW with shunt strips,
originally proposed in Rogla et al. (2007).
Cs (pF) Ls (nH) C (pF) L (nH) Lp (pH) k
0.104 14.8 0.672 2.11 131 0.342
Table 2. Equivalent circuit parameters of the SRRs loaded CPW with shunt strips.
The transmission S21 and reflection S11 coefficients for the left-handed structure shown in
Fig. 3 (a), have been obtained from three different sources, i. e. full-wave simulations, lumped
equivalent circuit simulations, and experimental results. Agreement is found to be very good
in all cases. Nonetheless, a frequency shift for the equivalent circuit response is observed.
This shift could be minimized by simply tuning Ls and Cs element values, which control the
SRR resonance. As it can be seen, the frequency response exhibits a pass band centred around
4.3 GHz with a transmission zero close to 3.6 GHz. According to the model of Fig. 2, the
structure should exhibit a transmission zero (all injected power is returned back to the source)
at that frequency where the series branch opens, and it occurs at the resonant frequency of the
coupled SRRs.
The analysis of these transmission characteristics is performed by the extraction of the
effective medium parameters of the uni-dimensional propagation structure, see Fig. 3 (b). The
extraction is based on the well known Nicolson-Ross-Weir (NRW) procedure used in Smith
et al. (2005), where the real parts of the permittivity and permeability are retrieved from
the scattering parameters. The results obtained confirm the presence of a narrow pass band
between 4.1 GHz and 4.5 GHz, corresponding to a double negative frequency band as it is
expected. The maximum transmission is achieved when the matching condition � ∼= μ, and
thus reduced impedance Z̄ =
√
μ/� ∼= 1, is satisfied. Henceforward, the transmission line
becomes single negative as permeability reaches positive values after the magnetic plasma
frequency fmp. A double positive medium is subsequently obtained above the electric plasma
frequency fep.
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Fig. 3. (a) Simulated and experimental S11 and S21 parameters. (thick solid line: Full-wave
simulation, symbol: Measurement, thin dashed line: lumped equivalent circuit simulation).
(b) Simulated (line) and experimental (symbol) real parts of extracted permittivity (thick) and
permeability (thin) according to the NRW method.
2.2 Split ring resonators loaded coplanar waveguide with series gaps
The next model, depicted in Fig. 4 (a), is based on the combination of SRRs and series gaps.
In this configuration, the shunt wires located on the top side of the substrate have been
substituted by series gaps. These elements are dual of the shunt wires and they are located
symmetrically with regard to the center of the unit cell. The dimensions of the elements,
defined in Table 1, are the same ones as those considered in the previous configuration.
Moreover, the gap width g and separation p1 are 0.25 mm and 5 mm, respectively. A prototype
has been manufactured in order to verify the behaviour experimentally, see Fig. 4 (b). The
sample has been fabricated using the same substrate and process described in section 2.1.
Fig. 4. (a) SRRs loaded CPW with series gaps and (b) photograph of the prototype.
Likewise, a lumped element equivalent circuit of the elemental cell, shown in Fig. 5, is used
to asses the different properties of the new configuration under study. The CPW is modeled
as described before, it includes two series capacitances which have been properly modified
accordingly to the magnetic wall theory. A gap discontinuity in a CPW line can be represented
by means of an equivalent two-port π-network, as presented by Deleniv et al. (1999). The
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Fig. 2. Lumped equivalent circuit model of the SRRs loaded CPW with shunt strips,
originally proposed in Rogla et al. (2007).
Cs (pF) Ls (nH) C (pF) L (nH) Lp (pH) k
0.104 14.8 0.672 2.11 131 0.342
Table 2. Equivalent circuit parameters of the SRRs loaded CPW with shunt strips.
The transmission S21 and reflection S11 coefficients for the left-handed structure shown in
Fig. 3 (a), have been obtained from three different sources, i. e. full-wave simulations, lumped
equivalent circuit simulations, and experimental results. Agreement is found to be very good
in all cases. Nonetheless, a frequency shift for the equivalent circuit response is observed.
This shift could be minimized by simply tuning Ls and Cs element values, which control the
SRR resonance. As it can be seen, the frequency response exhibits a pass band centred around
4.3 GHz with a transmission zero close to 3.6 GHz. According to the model of Fig. 2, the
structure should exhibit a transmission zero (all injected power is returned back to the source)
at that frequency where the series branch opens, and it occurs at the resonant frequency of the
coupled SRRs.
The analysis of these transmission characteristics is performed by the extraction of the
effective medium parameters of the uni-dimensional propagation structure, see Fig. 3 (b). The
extraction is based on the well known Nicolson-Ross-Weir (NRW) procedure used in Smith
et al. (2005), where the real parts of the permittivity and permeability are retrieved from
the scattering parameters. The results obtained confirm the presence of a narrow pass band
between 4.1 GHz and 4.5 GHz, corresponding to a double negative frequency band as it is
expected. The maximum transmission is achieved when the matching condition � ∼= μ, and
thus reduced impedance Z̄ =
√
μ/� ∼= 1, is satisfied. Henceforward, the transmission line
becomes single negative as permeability reaches positive values after the magnetic plasma
frequency fmp. A double positive medium is subsequently obtained above the electric plasma
frequency fep.
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Fig. 3. (a) Simulated and experimental S11 and S21 parameters. (thick solid line: Full-wave
simulation, symbol: Measurement, thin dashed line: lumped equivalent circuit simulation).
(b) Simulated (line) and experimental (symbol) real parts of extracted permittivity (thick) and
permeability (thin) according to the NRW method.
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The next model, depicted in Fig. 4 (a), is based on the combination of SRRs and series gaps.
In this configuration, the shunt wires located on the top side of the substrate have been
substituted by series gaps. These elements are dual of the shunt wires and they are located
symmetrically with regard to the center of the unit cell. The dimensions of the elements,
defined in Table 1, are the same ones as those considered in the previous configuration.
Moreover, the gap width g and separation p1 are 0.25 mm and 5 mm, respectively. A prototype
has been manufactured in order to verify the behaviour experimentally, see Fig. 4 (b). The
sample has been fabricated using the same substrate and process described in section 2.1.
Fig. 4. (a) SRRs loaded CPW with series gaps and (b) photograph of the prototype.
Likewise, a lumped element equivalent circuit of the elemental cell, shown in Fig. 5, is used
to asses the different properties of the new configuration under study. The CPW is modeled
as described before, it includes two series capacitances which have been properly modified
accordingly to the magnetic wall theory. A gap discontinuity in a CPW line can be represented
by means of an equivalent two-port π-network, as presented by Deleniv et al. (1999). The
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Fig. 5. Lumped equivalent circuit model of the SRRs loaded CPW with series gaps.
π-network comprises a series capacitance Cg together with a shunt capacitance Cn. The
series capacitance Cg describes the reactance due to the gap discontinuity, whilst the shunt
capacitance Cn accounts for grounding edge effects at the sides of the gap. L1 and C1 are the
per-section inductance and capacitance of the line between the gaps. Also, L2 and C2 account
for the per-section inductance and capacitance of the transmission line. Cpi (i= 1,2) is the
equivalent capacitance of the two shunt capacitances, Cn/2 and Ci/4. The SRRs are inductively
coupled to different parts of the line. Coupling to the central portion of the line, between gaps,
is modeled by a coupling constant k. k is calculated applying the fractional area theory. The
value of k has been adjusted slightly since the series gaps modify the coupling between the
line and the rings. Following this adjustment, the bandwidth and location of the transmission
zero can easily be tuned. Similarly, the coupling constant k1 represents the interaction between
the external portions of the CPW and the SRRs. The value of k1 was adjusted by means of a
curve fitting procedure, which ensured that the equivalent circuit simulations agreed well
with the measurement results. Table 3 gives the final values of the circuit elements within the
equivalent circuit.
Cs (pF) Cg (pF) Cn (pF) C1 (pF) C2 (pF)
0.104 0.3 0.0485 0.3192 0.1596
Ls (nH) L1 (nH) L2 (nH) k k1
14.8 1 0.5 0.6 0.35
Table 3. Equivalent circuit parameters of the SRRs loaded CPW with series gaps.
Fig. 6 (a) shows the scattering parameters obtained through simulation and measurement.
A good agreement between the three responses, i.e. full-wave, equivalent circuit, and
measurements is observed. As a relevant feature, it can be mentioned that the structure
exhibits a transmission band centred around 3.8 GHz and a transmission zero around 4.5
GHz. This is contrary to the performance of a CPW line loaded with SRRs and shunt strips,
where the transmission zero is located below the pass band, see Fig. 3 (a). In this structure
the transmission zero is located at high frequencies and the pass band appears before the
anti-resonance. An important reminder here is that the SRRs are exactly the same in these two
configurations, and only the other loading elements (series gaps and shunt wires, not resonant
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by themselves in this frequency range) are different. The parallel inductive contribution of the
wires is replaced by a series capacitance. For this reason the device exhibits dual behaviour
compared to a CPW line loaded with SRRs and shunt strips.
Fig. 6. (a) Simulated and experimental S11 and S21 parameters. (thick solid line: Full-wave
simulation, symbol: Measurement, thin dashed line: lumped equivalent circuit simulation).
(b) Simulated (line) and experimental (symbol) real parts of extracted permittivity (thick) and
permeability (thin) according to the NRW method.
This performance can be explained by the interpretation of the retrieved permittivity and
permeability of the structure, presented in Fig. 6 (b). The generation of a pass band is related to
a double-positive condition. Permittivity remains positive in the whole measured frequency
band. Permeability is also positive in a small frequency range, below the resonant frequency
of the SRR (4 GHz), and negative with a monotonous variation outside it. In this case, the
SRR is contributing to generate a right-handed transmission band. This is due to the series
capacitance loaded in the line, which precludes transmission outside of the area where the SRR
resonates. Permittivity is also affected by the presence of the SRR, but it remains positive as
mentioned before. Note also, as expected, that peak transmissions correspond to the different
crossings of the � and μ curves (� ∼= μ gives the matching condition and hence maximum
transmission and minimum reflection). The transmission zero in Fig. 6 (b) is located coincident
with the positions of the slope changes in the effective parameters. These slope changes are in
turn due to the superposition of the ’monotonous’ behaviours of the simple loading elements
(series gaps) with the complex (quasi-Lorentz-type) behaviour of the SRR loaded in the line.
2.3 Split ring resonators loaded coplanar waveguide with shunt strips and series gaps
At last, the characteristics of transmission lines combining all the previous elements, shunt
strips and series gaps in CPW technology are studied. The unit cell, described in Fig. 7
(a), consists of an SRRs based CPW loaded with two shunt metallic strips and two series
capacitances.
The gaps are symmetrically placed with respect to the SRRs, while the thin shunt strips
connecting the central line to the ground are placed at those positions coincident with the
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Fig. 5. Lumped equivalent circuit model of the SRRs loaded CPW with series gaps.
π-network comprises a series capacitance Cg together with a shunt capacitance Cn. The
series capacitance Cg describes the reactance due to the gap discontinuity, whilst the shunt
capacitance Cn accounts for grounding edge effects at the sides of the gap. L1 and C1 are the
per-section inductance and capacitance of the line between the gaps. Also, L2 and C2 account
for the per-section inductance and capacitance of the transmission line. Cpi (i= 1,2) is the
equivalent capacitance of the two shunt capacitances, Cn/2 and Ci/4. The SRRs are inductively
coupled to different parts of the line. Coupling to the central portion of the line, between gaps,
is modeled by a coupling constant k. k is calculated applying the fractional area theory. The
value of k has been adjusted slightly since the series gaps modify the coupling between the
line and the rings. Following this adjustment, the bandwidth and location of the transmission
zero can easily be tuned. Similarly, the coupling constant k1 represents the interaction between
the external portions of the CPW and the SRRs. The value of k1 was adjusted by means of a
curve fitting procedure, which ensured that the equivalent circuit simulations agreed well
with the measurement results. Table 3 gives the final values of the circuit elements within the
equivalent circuit.
Cs (pF) Cg (pF) Cn (pF) C1 (pF) C2 (pF)
0.104 0.3 0.0485 0.3192 0.1596
Ls (nH) L1 (nH) L2 (nH) k k1
14.8 1 0.5 0.6 0.35
Table 3. Equivalent circuit parameters of the SRRs loaded CPW with series gaps.
Fig. 6 (a) shows the scattering parameters obtained through simulation and measurement.
A good agreement between the three responses, i.e. full-wave, equivalent circuit, and
measurements is observed. As a relevant feature, it can be mentioned that the structure
exhibits a transmission band centred around 3.8 GHz and a transmission zero around 4.5
GHz. This is contrary to the performance of a CPW line loaded with SRRs and shunt strips,
where the transmission zero is located below the pass band, see Fig. 3 (a). In this structure
the transmission zero is located at high frequencies and the pass band appears before the
anti-resonance. An important reminder here is that the SRRs are exactly the same in these two
configurations, and only the other loading elements (series gaps and shunt wires, not resonant
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by themselves in this frequency range) are different. The parallel inductive contribution of the
wires is replaced by a series capacitance. For this reason the device exhibits dual behaviour
compared to a CPW line loaded with SRRs and shunt strips.
Fig. 6. (a) Simulated and experimental S11 and S21 parameters. (thick solid line: Full-wave
simulation, symbol: Measurement, thin dashed line: lumped equivalent circuit simulation).
(b) Simulated (line) and experimental (symbol) real parts of extracted permittivity (thick) and
permeability (thin) according to the NRW method.
This performance can be explained by the interpretation of the retrieved permittivity and
permeability of the structure, presented in Fig. 6 (b). The generation of a pass band is related to
a double-positive condition. Permittivity remains positive in the whole measured frequency
band. Permeability is also positive in a small frequency range, below the resonant frequency
of the SRR (4 GHz), and negative with a monotonous variation outside it. In this case, the
SRR is contributing to generate a right-handed transmission band. This is due to the series
capacitance loaded in the line, which precludes transmission outside of the area where the SRR
resonates. Permittivity is also affected by the presence of the SRR, but it remains positive as
mentioned before. Note also, as expected, that peak transmissions correspond to the different
crossings of the � and μ curves (� ∼= μ gives the matching condition and hence maximum
transmission and minimum reflection). The transmission zero in Fig. 6 (b) is located coincident
with the positions of the slope changes in the effective parameters. These slope changes are in
turn due to the superposition of the ’monotonous’ behaviours of the simple loading elements
(series gaps) with the complex (quasi-Lorentz-type) behaviour of the SRR loaded in the line.
2.3 Split ring resonators loaded coplanar waveguide with shunt strips and series gaps
At last, the characteristics of transmission lines combining all the previous elements, shunt
strips and series gaps in CPW technology are studied. The unit cell, described in Fig. 7
(a), consists of an SRRs based CPW loaded with two shunt metallic strips and two series
capacitances.
The gaps are symmetrically placed with respect to the SRRs, while the thin shunt strips
connecting the central line to the ground are placed at those positions coincident with the
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Fig. 7. (a) SRRs loaded CPW with shunt strips and series gaps, and (b) photograph of the
prototype.
center of the SRRs. The series gap elements can be interpreted as the dual counterpart of
the shunted inductive strips as it was discussed previously. These elements, shunt strips and
series gaps, are in the coupling regions of the SRRs so that, as it is next explained, combined
effects of previous properties take place. The configuration of the unit cell is the same as
that employed in previous sections. The dimensions are given in Table 1. In Fig. 7 (b), the
prototype of the unit cell is depicted.
The lumped equivalent circuit model of the basic cell, which will be used for the interpretation
of the structure, is presented in Fig. 8. As it was reported previously, due to symmetry, the
magnetic wall theory has been applied. In addition, the different elements of the circuit model
are identical to those described in sections 2.1 and 2.2 (see also Table 4).
Fig. 8. Lumped equivalent circuit model of the SRRs loaded CPW with shunt strips and
series gaps.
Cs (pF) Cg (pF) Cn (pF) C1 (pF) C2 (pF)
0.104 0.44 0.0485 0.588 1.3
Ls (nH) L1 (nH) L2 (nH) Lp (pH) k k1
14.8 1.84 4.08 131 0.6 0.1
Table 4. Equivalent circuit parameters of the SRRs loaded CPW with shunt strips and series
gaps.
606 Metamaterial Compact Coplanar Waveguide Metamaterial-Inspired Lines and its Use in Highly Selective and Tunable Bandpass Filters 9
The simulated and measured frequency responses for the proposed structure are shown in
Fig. 9 (a). An excellent agreement between full-wave simulation data and experimental results
can be observed. There is also satisfactory agreement between the results obtained using the
proposed equivalent circuit and those derived by other means.
Fig. 9. (a) Simulated and experimental S11 and S21 parameters. (thick solid line: Full-wave
simulation, symbol: Measurement, thin dashed line: lumped equivalent circuit simulation).
(b) Simulated (line) and experimental (symbol) real parts of extracted permittivity (thick) and
permeability (thin) according to the NRW method.
In the two cases previously studied, namely SRR loaded CPW with shunt strips and SRR
loaded CPW with series gaps, a highly asymmetric frequency response with a characteristic
anti-resonance effect (dip in the transmission) was obtained. In contrast, the frequency
dependence of the cell with strips and gaps simultaneously exhibits an almost symmetrical
pass band response centred around 3.9 GHz, just below the intrinsic SRR resonance. There are
no transmission zeros in the vicinity of this pass band.
The third structure exhibits better selectivity than the previous ones, where it was only
improved at frequencies above the pass band. The absence of transmission zeros is attributed
to the transmission levels of each single element. In a CPW line loaded by SRRs, the shunt
strips generate a transmission zero at lower frequencies but permit transmission above pass
band. For this reason, the transmission zero introduced by the gaps disappears. In the same
way, the transmission zero introduced by the strips is cancelled by the high transmission levels
due to the series gaps.
The pass band is associated with the double positive condition (positive permittivity and
permeability), see Fig. 9 (b). This condition is only achieved over a very narrow range of
frequencies around, 3.9 GHz. The absence of transmission zeros can be attributed to the lack
of slope changes in the effective parameters. For the models studied in sections 2.1 and 2.2,
the transmission zeros in Fig. 3 and Fig. 6 are located coincident with the position of the slope
changes in the effective parameters. These slope changes are due to a superposition of effects
caused by the simple loading elements (series gaps and shunt wires) and the SRR. In common
with the CPW line loaded with SRRs and gaps, this structure has a right-handed behaviour.
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Fig. 7. (a) SRRs loaded CPW with shunt strips and series gaps, and (b) photograph of the
prototype.
center of the SRRs. The series gap elements can be interpreted as the dual counterpart of
the shunted inductive strips as it was discussed previously. These elements, shunt strips and
series gaps, are in the coupling regions of the SRRs so that, as it is next explained, combined
effects of previous properties take place. The configuration of the unit cell is the same as
that employed in previous sections. The dimensions are given in Table 1. In Fig. 7 (b), the
prototype of the unit cell is depicted.
The lumped equivalent circuit model of the basic cell, which will be used for the interpretation
of the structure, is presented in Fig. 8. As it was reported previously, due to symmetry, the
magnetic wall theory has been applied. In addition, the different elements of the circuit model
are identical to those described in sections 2.1 and 2.2 (see also Table 4).
Fig. 8. Lumped equivalent circuit model of the SRRs loaded CPW with shunt strips and
series gaps.
Cs (pF) Cg (pF) Cn (pF) C1 (pF) C2 (pF)
0.104 0.44 0.0485 0.588 1.3
Ls (nH) L1 (nH) L2 (nH) Lp (pH) k k1
14.8 1.84 4.08 131 0.6 0.1
Table 4. Equivalent circuit parameters of the SRRs loaded CPW with shunt strips and series
gaps.
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The simulated and measured frequency responses for the proposed structure are shown in
Fig. 9 (a). An excellent agreement between full-wave simulation data and experimental results
can be observed. There is also satisfactory agreement between the results obtained using the
proposed equivalent circuit and those derived by other means.
Fig. 9. (a) Simulated and experimental S11 and S21 parameters. (thick solid line: Full-wave
simulation, symbol: Measurement, thin dashed line: lumped equivalent circuit simulation).
(b) Simulated (line) and experimental (symbol) real parts of extracted permittivity (thick) and
permeability (thin) according to the NRW method.
In the two cases previously studied, namely SRR loaded CPW with shunt strips and SRR
loaded CPW with series gaps, a highly asymmetric frequency response with a characteristic
anti-resonance effect (dip in the transmission) was obtained. In contrast, the frequency
dependence of the cell with strips and gaps simultaneously exhibits an almost symmetrical
pass band response centred around 3.9 GHz, just below the intrinsic SRR resonance. There are
no transmission zeros in the vicinity of this pass band.
The third structure exhibits better selectivity than the previous ones, where it was only
improved at frequencies above the pass band. The absence of transmission zeros is attributed
to the transmission levels of each single element. In a CPW line loaded by SRRs, the shunt
strips generate a transmission zero at lower frequencies but permit transmission above pass
band. For this reason, the transmission zero introduced by the gaps disappears. In the same
way, the transmission zero introduced by the strips is cancelled by the high transmission levels
due to the series gaps.
The pass band is associated with the double positive condition (positive permittivity and
permeability), see Fig. 9 (b). This condition is only achieved over a very narrow range of
frequencies around, 3.9 GHz. The absence of transmission zeros can be attributed to the lack
of slope changes in the effective parameters. For the models studied in sections 2.1 and 2.2,
the transmission zeros in Fig. 3 and Fig. 6 are located coincident with the position of the slope
changes in the effective parameters. These slope changes are due to a superposition of effects
caused by the simple loading elements (series gaps and shunt wires) and the SRR. In common
with the CPW line loaded with SRRs and gaps, this structure has a right-handed behaviour.
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For this reason one can conclude that the gaps effect would dominate over that of the shunt
strips. Whenever shunt strips are used there will be a transmission zero in the lower part of
the frequency spectrum. This is the only effect using shunt strips. The frequency response will
be symmetric and right-handed if the gaps are present. Additionally, as it can be expected,
peak transmission corresponds to the matched condition � ∼= μ.
3. Compact and highly selective left-handed transmissions lines loaded with split
ring resonators and wide strips
In the present section, it will be shown numerically and experimentally that problems related
to out-of-band rejection can be alleviated by a proper arrangement of the loading elements
responsible of the electrical response (shunt wires). Also, it is demonstrated that the selectivity
of the transmission window can be improved by cascading basic cells. This opens up the
possibility to fabricate band pass filters based on the SRR technology with excellent trade-offs
between selectivity, insertion losses, and out-of-band rejection.
3.1 Split ring resonators loaded coplanar waveguide with wide shunt strips
The electromagnetic properties of left-handed materials, which are highly dispersive due
to the transition between the single negative and double negative conditions, have shown
interesting frequency filtering properties. These properties rely on the same physical
principle, namely the magnetic coupling of a transmission medium to micro-resonators.
This effect is responsible for producing a negative effective permeability above the resonant
frequency of the resonators. On the other hand, an arrangement of shunt strips create a
medium which exhibits negative values of the effective permittivity (�e f f ) and a high pass
filter response. The overlap of the spectrum where �e f f and μe f f are simultaneously negative
gives a frequency band in which the wave propagation is backward. This correspond to
the so-called Left-Handed (LH) rule in terms of E, H and k trihedron. Indeed, it is now
well established that the dispersion properties of the negative effective permittivity and
permeability are very different, with a Drude-like and Lorentz-type frequency variation,
respectively (see Fig. 10).
Fig. 10. (a) Lorentz-type model and (b) Drude-like model.
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In short, whereas the permittivity increases continuously from negative values to positive
ones, at the crossing point known as the electrical plasma frequency, the variations of the
effective permeability versus frequency show a resonant response. The two frequencies
involved are the resonance frequency of resonators and the magnetic plasma frequency. As a
consequence, the asymmetric and double negative overall response is the superposition of a
resonant transmission onto a baseline that increases with frequency. Under these conditions,
the electrical plasma frequency which defines the transition between the negative and positive
value of �e f f is generally adjusted until it is slightly higher than the magnetic plasma
frequency. By this choice it is generally believed that the impedance matching conditions
can be met with comparable values of μ and � and hence impedance Z ≈ 1.
An alternative technique for improving the selectivity of the transmission window is proposed
below, without any additional loading elements. It is based on the engineering of the electric
plasma frequency fpe. The idea is to increase fpe with respect to the magnetic plasma
frequency fpm. In this way it is possible to ensure that the material is single negative over
a broader range of frequencies. Consequently, the rejection level is increased in the upper
part of the spectrum. In addition, the impedance matching conditions are not significantly
degraded due to the fact that the effective permittivity is also influenced by the resonance
effect of the SRRs. For this reason, the values of �e f f are still quite comparable to those of
μe f f in the vicinity of the resonance. Fpe is tailored by enlarging the width of the shunt strip.
This also has the effect of dramatically decreasing the coupling between the resonator and the
CPW line. As a consequence, the selectivity of the left-handed pass band is enhanced. The
model proposed in section 2.1 is further analyzed in order to improve its frequency response.
Fig. 11 (a) shows a general schematic of the unit cell.
Fig. 11. (a) SRRs loaded CPW with wide shunt strips configuration, and (b) photograph of
prototypes with widths w=2, 4 and 6 mm, respectively.
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to out-of-band rejection can be alleviated by a proper arrangement of the loading elements
responsible of the electrical response (shunt wires). Also, it is demonstrated that the selectivity
of the transmission window can be improved by cascading basic cells. This opens up the
possibility to fabricate band pass filters based on the SRR technology with excellent trade-offs
between selectivity, insertion losses, and out-of-band rejection.
3.1 Split ring resonators loaded coplanar waveguide with wide shunt strips
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to the transition between the single negative and double negative conditions, have shown
interesting frequency filtering properties. These properties rely on the same physical
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This effect is responsible for producing a negative effective permeability above the resonant
frequency of the resonators. On the other hand, an arrangement of shunt strips create a
medium which exhibits negative values of the effective permittivity (�e f f ) and a high pass
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gives a frequency band in which the wave propagation is backward. This correspond to
the so-called Left-Handed (LH) rule in terms of E, H and k trihedron. Indeed, it is now
well established that the dispersion properties of the negative effective permittivity and
permeability are very different, with a Drude-like and Lorentz-type frequency variation,
respectively (see Fig. 10).
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In short, whereas the permittivity increases continuously from negative values to positive
ones, at the crossing point known as the electrical plasma frequency, the variations of the
effective permeability versus frequency show a resonant response. The two frequencies
involved are the resonance frequency of resonators and the magnetic plasma frequency. As a
consequence, the asymmetric and double negative overall response is the superposition of a
resonant transmission onto a baseline that increases with frequency. Under these conditions,
the electrical plasma frequency which defines the transition between the negative and positive
value of �e f f is generally adjusted until it is slightly higher than the magnetic plasma
frequency. By this choice it is generally believed that the impedance matching conditions
can be met with comparable values of μ and � and hence impedance Z ≈ 1.
An alternative technique for improving the selectivity of the transmission window is proposed
below, without any additional loading elements. It is based on the engineering of the electric
plasma frequency fpe. The idea is to increase fpe with respect to the magnetic plasma
frequency fpm. In this way it is possible to ensure that the material is single negative over
a broader range of frequencies. Consequently, the rejection level is increased in the upper
part of the spectrum. In addition, the impedance matching conditions are not significantly
degraded due to the fact that the effective permittivity is also influenced by the resonance
effect of the SRRs. For this reason, the values of �e f f are still quite comparable to those of
μe f f in the vicinity of the resonance. Fpe is tailored by enlarging the width of the shunt strip.
This also has the effect of dramatically decreasing the coupling between the resonator and the
CPW line. As a consequence, the selectivity of the left-handed pass band is enhanced. The
model proposed in section 2.1 is further analyzed in order to improve its frequency response.
Fig. 11 (a) shows a general schematic of the unit cell.
Fig. 11. (a) SRRs loaded CPW with wide shunt strips configuration, and (b) photograph of
prototypes with widths w=2, 4 and 6 mm, respectively.
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The dimensions and characteristics are given in Table 1. Additionally, Fig. 11 (b) shows three
fabricated prototypes with identical dimensions, only w has been modified for the different
devices. The width of connecting wires is varied from w=2 mm to w=6 mm, in 2 mm steps. In
previous implementations, w was approximately equal to the SRR strip width c (where c=0.4
mm). In this case, w was increased by a factor of 10. With these SRR dimensions, the unloaded
Q factor calculated using the eigenmode solver in HFSS, was found around 400. This assumes
a copper conductivity of σ = 5.8 · 107 S/m and dielectric loss tangent of tg δ=0.0009. Next, the
simulated and measured responses are compared. Fig. 12 shows the scattering parameters S11
and S21 as a function of frequency for the four single-cell prototypes, which simply differ by
the width of the shunt strip w as aforementioned.
Fig. 12. Comparison between measured (symbol) and calculated (solid lines) scattering
parameters for (a) w=0.4 mm, (b) w=2 mm, (c) w=4 mm and (d) w=6 mm.
In Fig. 12 (a) the width was set to w=0.4 mm, while in Fig. 12 (b), (c), and (d) it was increased to
w=2 mm, w=4 mm, and w=6 mm respectively. In practice, the Sij parameters were measured
by means of a Vector Network Analyzer between 3 and 5.5 GHz. The calibration procedure
is based on a Through-Open-Short-Match method. The tapered sections which interconnect
the coaxial connector and the basic cell have been removed by a de-embedding process.
Comparing Fig. 12 (a), (b), (c), and (d), it can be seen that enlarging the strip width by one
order of magnitude, keeping the SRR geometry unchanged, has different major consequences:
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an increase of the selectivity, a decrease of the bandwidth, a shift of the resonant frequency,
and an increase of the insertion losses.
First of all, it can be noticed that the out-of-band rejection maximum at around 5 GHz which
corresponds to the transmission level where the derivative of S21 is vanishing, shows a huge
increase. Rejection levels are shown in Table 5. Let us keep in mind that such a high rejection
level was obtained with a single cell. The measured return losses are equal to -20 dB for w=0.4
mm at around 4.25 GHz, while they reach -15 dB for w=4 mm at around 4.5 GHz, showing
that the mismatch degradation is moderate, and compatible with real life applications where
return loss around -10 dB can be enough.
w=0.4 mm w=2 mm w=4 mm w=6 mm
Out-of-band rejection (dB) at 5 GHz −4.5 −7.6 −13 −22.7
FBW (%) 12.7 7.2 3.3 1.2
Table 5. Shunt strip effect on the out-of-band rejection and FBW.
Furthermore, it can be shown that the bandwidth at half maximum of the transmission is
considerably narrower with a fractional bandwidth (FBW) decreasing from FBW = 12.7 % for
w=0.4 mm to FBW = 1.2 % for w=6 mm, see Table 5.
Despite the fact that the SRR dimensions were kept unchanged between the four prototypes,
a slight shift in the resonance frequency was observed. It is not due to fabrication tolerances,
owing to the good fit with the full-wave simulation results. This shift is attributed to a
slight alteration of the SRRs excitation, as a consequence of the modification of the strip.
The interaction between SRRs and shunt strips is what determines in practice the position
of the maximum transmission peak in the left-handed transmission band. Thus, as long as
the width w is varied, the transmission band is shifted. Finally, it can be noted that there is
a moderate increase in the insertion losses due to the increase in width of the shunt strip. It
is for the reason that very selective frequency responses are deeply affected by the conductor
and dielectric losses. Also, SRRs are weakly excited.
In order to have further insight into the electromagnetic properties in terms of dispersion
characteristics, the frequency dependence of the effective parameters has been retrieved. To
this aim, the Nicolson-Ross-Weir procedure, which has also been applied in section 2, is used.
It is worthwhile to mention that the retrieval process is usually utilized when the dimensions
of the unit cell are electrically small compared to the wavelength, generally λg/10. It means
that when the working frequency increases the extracted parameters are less accurate. The
applicability of such methods are strongly related to the frequency range where the device is
considered to be used. Therefore, the results extracted from this analysis method should be
considered as an estimation rather than an exhaustive study.
Fig. 13 shows the frequency dependence of the real parts of the effective permittivity and
permeability for w=0.4 mm and w=4 mm. For simplicity, two values are shown, being enough
to verify the effect of the shunt strip width increase. The key result is the observation of
a shift of the frequency when �e f f goes from the negative values to positive ones, this corner
frequency corresponding to fpe. Quantitatively it can be seen that fpe is shifted from 6.6 GHz to
8.8 GHz for simulations, and from 5.2 GHz to 7.4 GHz for measurements, when the strip width
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the width w is varied, the transmission band is shifted. Finally, it can be noted that there is
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characteristics, the frequency dependence of the effective parameters has been retrieved. To
this aim, the Nicolson-Ross-Weir procedure, which has also been applied in section 2, is used.
It is worthwhile to mention that the retrieval process is usually utilized when the dimensions
of the unit cell are electrically small compared to the wavelength, generally λg/10. It means
that when the working frequency increases the extracted parameters are less accurate. The
applicability of such methods are strongly related to the frequency range where the device is
considered to be used. Therefore, the results extracted from this analysis method should be
considered as an estimation rather than an exhaustive study.
Fig. 13 shows the frequency dependence of the real parts of the effective permittivity and
permeability for w=0.4 mm and w=4 mm. For simplicity, two values are shown, being enough
to verify the effect of the shunt strip width increase. The key result is the observation of
a shift of the frequency when �e f f goes from the negative values to positive ones, this corner
frequency corresponding to fpe. Quantitatively it can be seen that fpe is shifted from 6.6 GHz to
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is widened by an order of magnitude starting from w=0.4 mm. It is also important to note
that a resonant feature is superimposed on the conventional Drude-like variation (� = 1 −
(ωpe/ω)2) envelope, helping to keep good input impedances. �e f f reaches values comparable
to the values of μe f f due to the resonant effect of the SRRs, thus having in both cases good
impedance matching levels. On the contrary, the dispersion of the effective permeability is
less affected by the increase of the strip width.
Fig. 13. Frequency dependence of the real parts of the permeability ((a),(c)) and effective
permittivity ((b),(d)) for w=0.4 mm and w=4 mm, respectively. Simulation (line) and
experimental (symbol) results.
The characteristic frequencies of a Lorentz dispersion law, fo and fpm respectively, remain
practically unchanged by the increase of w. However, a slight frequency shift and narrower
window with negative permeability values is observed, which is a consequence of the
modified interaction between the SRRs and the wide shunt strip. Derived from these
results, wide shunt strips present higher electric plasma frequencies, and consequently deeper
rejections in the out-of-band are achieved. More to the point, through this shunt strip
enlarging, the coupling between the CPW and the SRRs is reduced, providing narrower
bandwidth and higher insertion losses. Both effects are interdependent, and the alteration
of w brings always together a modified rejection in the out-of-band and coupling levels
between the SRRs and the line. In both cases the comparison of the measured and calculated
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data, shows a relatively good agreement. However, some discrepancy can be noticed. This
discrepancy is attributed to different reasons. Two taper sections are used in the fabricated
devices, so in order to retrieve effective parameters they have to be de-embeeded. This is a
possible source of errors. At the same time, finite size ground planes, fabrication tolerances,
and the measurement procedure also introduce variations in the experimental response.
3.2 Array of split ring resonators loaded coplanar waveguide with wide shunt strips
The previous section has shown that there is a strong relationship between rejection in the
out-of-band region, bandwidth, insertion losses, and selectivity as a function of the shunt
strip width. Devices with a high selectivity and narrow bandwidth (high Q) generally present
high values of insertion losses. In contrast, devices with moderate or low insertion losses do
not have sufficiently selective responses to accomplish design requirements with restrictive
out-of-band rejection or narrow bandwidth. Therefore, the key aspect in narrow band pass
filters is the necessity of a trade-off between achievable insertion losses in the pass band and
required frequency selectivity. The advantage of using the proposed SRRs loaded CPW line
with wide strips is the possibility to fulfill this trade-off, as will be shown, when several unit
cells are connected. The topology of the structure and a fabricated prototype are presented in
Fig. 14.
Fig. 14. Model of the SRRs loaded CPW line with wide strips composed of 3 cascaded unit
cells.
The proposed structure consists of three optimized stages, where the internal radius rint1 and
rint2, and the unit cell period p have been modified in order to achieve a reflection coefficient
S11 < −10 dB along the pass band for two different strip widths w=3.5 mm and w= 4.5
mm. After optimization, parameter values used in the process have been set to rint1=2.6
mm, rint2= 2.58 mm, and p=10 mm for w=3.5 mm, while rint1=2.61 mm, rint2=2.59 mm, and
p=9.9 mm for w= 4.5 mm. The total length of the device is L=30 mm. The rest of the cell
parameters are the same as those given in Table 1. In Fig. 15 the frequency response of the
two optimized filters is shown. In addition, Table 6 summarizes the main properties of the
proposed filters. It can be seen that the response of both structures shows excellent insertion
loss levels for the two different widths used even if narrow pass bands are achieved. Besides,
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cells are connected. The topology of the structure and a fabricated prototype are presented in
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Fig. 14. Model of the SRRs loaded CPW line with wide strips composed of 3 cascaded unit
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parameters are the same as those given in Table 1. In Fig. 15 the frequency response of the
two optimized filters is shown. In addition, Table 6 summarizes the main properties of the
proposed filters. It can be seen that the response of both structures shows excellent insertion
loss levels for the two different widths used even if narrow pass bands are achieved. Besides,
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good rejections levels, better than -30 dB, below and above the pass band are obtained with
small ripple characteristics in the pass band of 0.4 dB and 0.6 dB. The main advantages of the
filters proposed are the small insertion losses obtained in very selective filters with compact
dimensions. In particular, the advantage of miniaturization when SRRs loaded CPW are
implemented can be clearly appreciated in Fig. 16.
Fig. 15. Simulated (solid line) and experimental (symbol) S11 and S21 parameters for the
optimized 3 stage SRRs loaded CPW line with (a) w=3.5 mm, and (b)w=4.5 mm.
FBW (%) IL (dB) Ripple (dB)
w=3.5 mm 3.9 1.3 0.4
w=4.5 mm 1.8 2.2 0.6
Table 6. Characteristics of the optimized 3 stage SRRs loaded CPW simulated response.
Fig. 16. Comparison of the order-3 layouts. (a) SRRs loaded CPW with wide shunt wires
filter, and (b) edge-coupled line filter.
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It compares the dimensions of two simulated models, namely the SRRs loaded CPW with
wide shunt strips and a conventional edge-coupled lines filter. The total length L1 is roughly
30 mm (three times the unit cell period), whereas the length L2 is approximately 68 mm. The
proposed filters are shortened by a factor of 2.3. The length of the edge-coupled filter could be
further reduced by bending the coupled half-wavelength resonators in a U-shape. However,
the order, and thus the length, of the filter cannot be reduced to keep good out-of-band
rejection levels. On the contrary, the size of the proposed filter can still be reduced by enlarging
the width of the shunt strips. Also, a comparison in terms of S-parameters is shown in Fig. 17.
As it can be observed, both filters have a similar behavior. Attenuation levels outside pass
band are comparable up to -30 dB for both cases. Also, a slight increment of approximately
1.1 dB in the insertion loss level can be observed for the edge-coupled line filter.
Fig. 17. Simulated S11 and S21 parameters for the optimized 3 stage SRRs loaded CPW line
with (a) w=3.5 mm, and (b)w=4.5 mm. Also, the simulated S-parameters for a conventional
order-3 edge-coupled filter with similar performance are depicted (dashed line).
4. Synthesis of compact and highly selective filters with tunable responses
This section presents a tunable filter based on the metamaterial transmission lines
incorporating dispersive cells. Generally, in order to generate reconfigurable devices,
individual reconfigurable components such as tunable capacitors and resonators are used.
In particular, this reconfigurable capability is generated by an alteration of the SRRs’ resonant
frequency using reverse-biased varactors. Subsequently, the adjustable resonant frequency
rings are employed to load the host transmission lines.
4.1 Tunable basic cell configuration
Fig. 18 shows the sketch of the varactor diode loaded SRR implemented in a CPW based
configuration. The varactor is a reverse-biased semiconductor diode connected between the
concentric rings of the SRR. Its capacitance can be tuned by changing the DC voltage applied
to its pads. Fig. 19 shows the simulated scattering responses of the basic cell for different
values of applied bias voltages (different capacitances and thus SRR resonant frequencies).
The tuning range obtained is roughly 1.1 GHz with insertion losses of 2.7 dB for the higher
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rings are employed to load the host transmission lines.
4.1 Tunable basic cell configuration
Fig. 18 shows the sketch of the varactor diode loaded SRR implemented in a CPW based
configuration. The varactor is a reverse-biased semiconductor diode connected between the
concentric rings of the SRR. Its capacitance can be tuned by changing the DC voltage applied
to its pads. Fig. 19 shows the simulated scattering responses of the basic cell for different
values of applied bias voltages (different capacitances and thus SRR resonant frequencies).
The tuning range obtained is roughly 1.1 GHz with insertion losses of 2.7 dB for the higher
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Fig. 18. Basic cell CPW line loaded with wide shunt strips and SRRs based diode varactors.
Filter dimensions are the same as in figure 1, except w = 4 mm.
pass band response at around 5 GHz ( fmax), and a maximum value of 3.8 dB when the tunable
pass band is shift to 3.9 GHz (0.78 fmax). Moreover, as observed, rejection above the pass band
increases as the operating frequency decreases. Compared to other tunable cell configurations,
this approach effectively yields a broader frequency tuning range whilst preserving good
insertion losses and a very narrow bandpass response.
Fig. 19. Simulated scattering parameters of the tunable basic cell.
4.2 Three-cells array of split ring resonators loaded coplanar waveguide with varactors
Next, a synthesis technique for coupled resonators is applied to design a reconfigurable filter.
We used the generic coupled resonators scheme of an N-order band pass filter structure by
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simply cascading the previous tunable basic cell. A third order reconfigurable band pass filter
using varactor loaded SRRs, with a pass band centred between 4 and 5 GHz is considered.
The layout of the filter is shown in Fig. 20.
Fig. 20. Three-stage tunable filter loaded with wide shunt strips and diode varactors. Filter
dimensions are the same ones as in figure 1, except w=2mm.
The design is performed by optimizing independently the central and side stages. In this
regard, different loaded SRRs cells are used, with independent diode varactors loading
elements as depicted in Fig. 20. The simulated S-parameter results of the third order tunable
bandpass filter are shown in Fig. 21. The simulated filter can be tuned from 3.9 GHz to 4.9 GHz
(approximately 25% variation), by changing the biasing voltage from 0 to 25 V. The simulated
insertion losses at 3.9 GHz are 4.3 dB and 3.2 dB at 4.9 GHz. For the applications where
such difference is acceptable, the bandwidth of the filter is calculated to be 2.6% and 5%,
respectively.
Fig. 21. Optimized simulated response of the 3-stage tunable filter.
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Despite the slight increment of the insertion losses in the lower frequency band, the tuning
range of the varactor loaded SRR filter is fairly good, and its size is roughly 2.5 times smaller
than conventional edge-coupled filters working in the same frequency range. In addition,
using a single tunable filter instead of several fixed-frequency filter bands can add system
flexibility, which may warrant this slightly augmented insertion losses.
5. Summary
In this chapter, different types of coplanar transmission lines loaded with SRRs, shunt
wires, series gaps, diode varactors and a combination of them have been analyzed. When
different loading elements are added, the left-handed behavior originally predicted for these
microstructures can be modified, and their frequency selectivity can be enhanced while
maintaining the advantage of miniaturization. The analysis has been performed through
full-wave electromagnetic simulations, lumped equivalent circuit models, and measurements
of different prototypes.
In section 2, the propagation features of loaded CPW lines have been presented. Left-handed
or right-handed propagation can be achieved depending on the loading elements included in
the line, using SRRs as a common element. The use of series gaps, and their combination with
shunt wires, increases the possibilities of generating narrow transmission bands in the vicinity
of the SRR resonance. For instance, they can be tailored to even obtain symmetrical frequency
responses. In conclusion, the proposed structures offer an alternative for designing planar
frequency filtering structures in applications with severe restrictions in terms of rejection,
selectivity, and size.
Section 3 has shown that it is possible to improve the selectivity of highly dispersive
transmission lines, made of CPWs loaded with SRRs and shunt wires. This can be achieved
by a proper engineering of the electric plasma frequency with respect to the magnetic plasma
frequency. Beyond a higher rejection level, which was expected due to the deepening of the
forbidden gap between the left- and right-handed dispersion branches, there is also a huge
enhancement of the loaded Q quality factors. The structure also maintains low insertion
losses. By cascading elementary cells it is possible to achieve a further increase of the steepness
of the rejection with low insertion losses. Finally, section 4 has demonstrated reconfigurable
filters having narrow bandpass responses, good insertion loss, and good frequency tuning
range. The devices were based on varactor diode loaded SRRs and rigorous optimization
processes.
Potential use of these miniaturized high-Q frequency selective cells can be foreseen in many
modern microwave areas, notably in automotive, radar, wireless communication systems and
biosensors.
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of the rejection with low insertion losses. Finally, section 4 has demonstrated reconfigurable
filters having narrow bandpass responses, good insertion loss, and good frequency tuning
range. The devices were based on varactor diode loaded SRRs and rigorous optimization
processes.
Potential use of these miniaturized high-Q frequency selective cells can be foreseen in many
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