We prove that the initial value problem (IVP) for the cubic defocusing nonlinear Boussinesq equation u tt − u xx + u xxxx − (|u| 2 u) xx = 0 on the real line is globally well-posed in H s (R) provided 2/3 < s < 1.
Introduction
In this work we consider the initial value problem (IVP) for the Boussinesq-type equation u tt − u xx + u xxxx − (|u| 2 u) xx = 0, x ∈ R, t > 0, u(x, 0) = φ(x); ∂ t u(x, 0) = ψ x (x).
(1)
Equations of this type are generalization of the one originally derived by Boussinesq [3] in his study of nonlinear, dispersive wave propagation. The equation (1) has also been used as a model of nonlinear strings by Zakharov [16] and in the study of shape-memory alloys by Falk et al [8] .
It is know that equation (1) is locally well-posed in time in H 1 (R) (see Linares [12] ). Moreover, this local solution has the following conserved energy, E(u)(t) = 1 2 u(t)
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Local theory together with this conserved quantity immediately yield global-in-time well-posedness of (1) from data (φ, ψ) ∈ H 1 (R) × L 2 (R).
Our principal aim is to loosen the regularity requirements on the initial data which ensure global-in-time solutions for the IVP (1). Here we use the approach introduced by Colliander, Keel, Staffilani, Takaoka and Tao in [4] , called the I-method. Since the equation (1) has two derivatives in time, it is not clear whether the refined approach introduced by the same authors in [5] and [7] can be use to improve our global result stated in Theorem 1.2 below.
Note that when (φ, ψ) ∈ H s (R) × H s−1 (R) with s < 1 in (1), the energy could be infinite, and so the conservation law (2) is meaningless. To overcome this difficulty, we follow the I-method scheme and introduce a modified energy functional which is also defined for less regular functions. Unfortunately, this new functional is not strictly conserved, but we can show that it is almost conserved in time. When one is able to control its growth in time explicitly this allows to iterate a modified local existence theorem to continue the solution to any time T . This method has been successfully applied to several equations which have a scaling invariance with sometimes even optimal global well-posedness results. Although for the cubic Boussinesq equation (1) such a scaling argument does not work and there is no conservation law at level L 2 , we can also apply this method to prove global existence result with rough initial data.
We shall notice that the local well-posedness theory for the IVP (1) with initial data (φ, ψ) ∈ H s (R) × H s−1 (R), 0 < s < 1, seems to be, up to our knowledge, unknown in the literature. (The case s = 0 was obtained in [12] ). Thus we will also establish it to develop our analysis. This will be done using the ideas introduced by Farah [10] in his study of the "good" Boussinesq equation.
To describe our well-posedness results we define next the X s,b spaces related to our problem. These spaces were first defined by Fang and Grillakis [9] for the Boussinesq-type equations in the periodic setting. Using these spaces and following Bourgain's argument introduced in [2] they proved local well-posedness for (1) with the spatial variable in the unit circle assuming u 0 ∈ H s (T), u 1 ∈ H −2+s (T), with 0 ≤ s ≤ 1 and |f (u)| ≤ c|u| p , with 1 < p < 3−2s
and f (u) = λ|u| q−1 u − |u| p−1 u, with 1 < q < p and λ ∈ R then the solution is global.
Next we give the precise definition of the X s,b spaces for the Boussinesqtype equation in the continuous case. Definition 1.1 For s, b ∈ R, X s,b denotes the completion of the Schwartz class S(R 2 ) with respect to the norm
where γ(ξ) ≡ ξ 2 + ξ 4 , ∼ denotes the time-space Fourier transform and
We will also need the localized X s,b spaces defined as follows.
Definition 1.2 For s, b ∈ R and δ ≥ 0, X δ s,b denotes the space endowed with the norm
Now we state the main results of this paper.
is Lipschitz.
Remark 1.1
The same result holds when we consider the equation (1) with positive sign in front of the nonlinearity.
Theorem 1.2
The initial value problem (1) is globally well-posed in H s (R) for all 2/3 < s < 1. Moreover the solution satisfies
where the constant C depends only on s, φ H s and ψ H s−1 .
Remark 1.2 Solutions of the IVP associated to the equation in Remark 1.1 may blow-up for arbitrary initial data, see for instance Liu [13] and Angulo and Scialom [1] .
We observe that the X s,b spaces used here are very similar to the Bourgain spaces associated to the Schrödinger equation (see Section 3 below). This allows us to follow some ideas employed to study well posedness for the IVP associated to the cubic Schrödinger equation. However the global problem is quite different in each case. To illustrate this we consider the IVP associated to the cubic Schrödinger equation, i.e.,
Solutions of the IVP (4) leave the L 2 -norm invariant, i.e.,
and the same holds for the energy, i.e.,
It is well known that the equation (4) is locally well-posed in L 2 (R) (resp. H 1 (R)) in the sub-critical sense, that is, the existence time T given in the local theory depends only on the norm of the initial data. Therefore, mass conservation (5) (resp. energy conservation (6)) immediately yields global well-posedness in L 2 (R) (resp. H 1 (R)). Hence, it is natural to expect that the IVP (4) is globally well-posed in H s (R), with 0 < s < 1.
The situation for the cubic Boussinesq equation (1) is much more different. Mass conservation does not hold for this equation. In this case, we cannot apply the same argument used for the sub-critical Schrödinger equation (4) to obtain global solutions for initial data (φ, ψ) ∈ L 2 (R) × H −1 (R). In fact, it is an open problem to prove global well-posedness in this case.
We should notice, that this is similar to the case analyzed by J. Colliander, M. Keel, G. Staffilani, H. Takaoka and T. Tao [4] , where much of our calculations are based. In [4] , the authors study, in particular, the cubic Schrödinger equation (4), with the space variable belonging to R 2 . Such equation is know to be critical and it is also an open problem to prove global well-posedness in L 2 (R 2 ).
The plan of this paper is as follows. In the next section we derive the modified energy functional. Next we introduce some notation and prove refined Strichartz estimates for the solutions of the Boussinesq equation. In Section 4, we study the local theory related to the IVP (1). Finally, in Sections 5 and 6, we prove the almost conserved law, which implies the global result stated in Theorem 1.2.
Modified energy functional
As we mention in the introduction, we follow the I-method scheme and introduce a smoothed version of solutions of (1) with finite energy and show that its energy is almost conserved in time. This smoothed version is expressed as follows.
Given s < 1 and a parameter N ≫ 1, define the multiplier operator
where the multiplier m N (ξ) is smooth, radially symmetric, nondecreasing in |ξ| and
To simplify the notation, we omit the dependence of N in I N and denote it only by I. Note that the operator I is smooth of order 1 − s. Indeed, we have
In the sequel, we also consider the solutions of the following modified equation
Applying the operator (−∆)
to the equation (8), multiplying the result by (−∆) − 1 2 ∂ t Iu and integrating by parts with respect to x, we obtain 1 2
Most of our arguments here consist in showing that the quantity E(Iu)(t) is almost conserved in time.
Notations and preliminary results
Given any positive numbers a and b, the notation a b means that there exists a positive constant θ such that a ≤ θb. Also, we denote a ∼ b when, a b and b a. We use a+ and a− to denote a + ε and a − ε, respectively, for arbitrarily small exponents ε > 0.
To obtain refined estimates in the X s,b spaces, we also use the weighted Sobolev norms given in the next two definitions. 
denotes the completion of the Schwartz class S(R 2 ) with respect to the norm
The following numerical lemma is essential in our arguments. 1 + |x − y|
Proof. Since y ≤ y 2 + y ≤ y + 1/2 for all y ≥ 0 a simple computation shows the desired inequalities.
In view of the previous lemma we have an equivalent way to compute the X s,b -norm, that is,
Moreover, define u + and u − such that u + = uχ {τ ≥0} and u − = uχ {τ <0} .
Therefore, u = u + + u − and
In other words, given u ∈ X s,b , there exist
From now on, we refer u + and u − as the decomposition of u ∈ X s,b . In the context of X ± s,b spaces, the following two lemmas are well known (see, for example, Ginibre, Tsutsumi and Velo [11] and Ozawa and Tsutsumi [14] ).
In view of (11), we can also obtain refined Strichartz estimates for the X s,b spaces.
Proof. Let ψ i ∈ X 0,
+ be any extension of ψ i and ( ψ + i , ψ − i ) be its decomposition, for i = 1, 2. Therefore, we can write
Note that this decomposition has an important property: if supp
From this fact, we can see that each term on the right hand side of (13) satisfies the hypotheses of Lemma 3.3. Therefore, applying the triangular inequality and the relation (11) we obtain (12).
Local theory
We first consider the linear equation
whose solution with initial data u(0) = φ and ∂ t u(0) = ψ x , is given by
where
By Duhamel's Principle the solution of (NLB) is equivalent to
Let θ be a cutoff function satisfying
, 2] and for 0 < δ < 1 define θ δ (t) = θ(t/δ). In fact, to work in the X s,b spaces we consider another version of (16) , that is,
Note that the integral equation (17) is defined for all (x, t) ∈ R 2 . Moreover if u is a solution of (17) thenũ = u| [0,δ] will be a solution of (16) 
In the next two lemmas, we estimate the linear and Duhamel's part of the integral equation (17). The proofs can be found in Farah [10] 
with φ ∈ H s (R) and ψ ∈ H s−1 (R). Then there exists c > 0 depending only on θ, s, b such that
Now, we prove some estimates for the cubic term in (1).
Lemma 4.3
For s ≥ 0 and a ≤ 0 we have that
Proof.
(i) Define w(ξ, τ ) = ξ s u(ξ, τ ). Since a ≤ 0 and ξ s ≤ ξ−η s η−σ s σ s for s ≥ 0, we obtain
Thus the desired inequality follows by Lemma 3.4-(i).
(ii) This estimate follows by the previous item together with the interpolation result (Lemma 12.1) of [6] .
By standard arguments, the inequalities stated in Lemmas 4.1-4.3 immediately yield the local well-posedness result stated in Theorem 1.1.
Next we prove a local existence result for the equation satisfied by Iu (8). Since we do not have scaling invariance we also need to estimate the solution existence time. 
Moreover, the existence time can be estimated by
Proof. For (φ, ψ) ∈ H s (R) × H s−1 (R), with s < 1, and 0 < δ ≤ 1 we define the integral equation
(21) Our goal is to use the Picard fixed point theorem to find a solution Γ δ (Iu) = Iu. 
We define
we have that Γ δ : X 1, 
+ (d) of (21). Moreover, we have that
Finally, estimate (20) follows by the choice of δ and inequality (22).
Remark 4.1 For (φ, ψ) ∈ H s (R) × H s−1 (R), let Iu be the solution given by Theorem 4.1 satisfying the following integral equation
Thus, a simple calculation implies that
where G(·) and H(·) denote the multipliers with symbol −|ξ| 
Therefore, the definition of X δ s,b and the same arguments used to prove inequality (20) implies that
Almost conservation law
In this section we will establish estimates to control the growth rate of E(Iu)(t). 
Remark 5.1 The exponent −2+ on the right hand side of (27) is directly tied to the restriction s > 2/3 in our main theorem. If one could replace the increment N −2+ by N −α+ for some α > 0 the argument we give in Section 6 would imply global well-posedness of (1) for all s > 1 − α/6.
Proof. Following the arguments used in [4] we only need to bound
Therefore, our aim is to obtain the following inequality
and * denotes integration over 4 i=1 ξ i = 0. We estimate Term as follows. Without loss of generality, we assume the Fourier transforms of all these functions to be nonnegative. First, we bound the symbol in the parentheses pointwise in absolute value, according to the relative sizes of the frequencies involved. After that, the remaining integrals are estimated using Plancherel formula, Hölder's inequality and Lemmas 3.4-3.5. To sum over the dyadic pieces at the end we need to have extra factors N 0− j , j = 1, 2, 3, 4,, everywhere. We decompose the frequencies ξ j , j = 1, 2, 3, 4, into dyadic blocks N j . By the symmetry of the multiplier
in ξ 2 , ξ 3 , ξ 4 , we may assume that
Moreover, we can assume N 2 N , because otherwise the symbol is zero. The condition
We split the different frequency interaction into several cases, according to the size of the parameter N in comparison to the N i 's.
Therefore, Lemma 3.5 implies that
In this case we also have N 1 ∼ N 2 . We bound the multiplier (28) by
Therefore, since m(N 1 ) ∼ m(N 2 ), applying Lemma 3.5 we have
where in the last inequality we use the fact that for any p ≥ 1.
The condition
We again bound the multiplier (28) pointwise by (29). To obtain the decay N −2+ we split this case into four subcases. From (29) and Lemmas 3.4-3.5, we have that Applying the same arguments as above
Again using the bound (29) and Lemma 3.5, we have
In this case, we use an argument similar to the one used in Pecher [15] Proposition 5.1. Because of Therefore, using the bound (29) and Lemma 3.5, we have
where we have estimated (D 1 2
via the following lemma.
Proof of Lemma 5.1: By the same arguments used in the proof of Lemma 3.5 we just need to establish the following inequalities
Proof of (i)
Applying standard arguments, it is sufficient to prove that
for functions u ± (ξ 1 ) and v ± (ξ 2 ) with support in |ξ i | ∼ N i , i = 1, 2.
We have
where * denotes integration over ξ = ξ 1 + ξ 2 = η 1 + η 2 and
Note that P ± (η 1 ) has roots η 1 = ξ 1 and η 1 = ξ − ξ 1 . Now, using the well-known identity δ(g(x)) = n
, where the sum is taken over all simple zeros of g, we obtain
where in the last inequality we have used the fact that |ξ 1 | ≤ |ξ 1 − ξ 2 |.
Proof of (ii)
Again it is sufficient to prove
for functions u ± (ξ 1 ) and v ± (ξ 2 ) with support in
Since P ± (η 1 ) has root η 1 = ξ 1 and P ′ ± (ξ 1 ) = 2|ξ 1 + ξ 2 |, we obtain (e ∓it∆ D 1 2
where in the last inequality we use the fact that |ξ 1 | ≤ |ξ 1 + ξ 2 |.
This completes the proof of Proposition 5.1.
Global theory
Once the relation (27) is obtained, we can proof our global result stated in Theorem 1.2.
Proof of Theorem 1.2. Let (φ, ψ) ∈ H s (R) × H s−1 (R) with 1/2 ≤ s < 1. From the definition of the multiplier I we have
Therefore, there exists c 1 > 0 such that
We use our local existence theorem on [0, δ], where δ , (−∆)
From the conservation law (2), we obtain Iu(δ) Given a time T > 0, the number of iteration steps to reach this time is T δ −1 . To reapply the local existence result with time intervals of equal length we need a uniform bound of the solution at time t = δ and t = 2δ etc. In view of (31), this uniform bound can be obtained if we control the growth of E(Iu)(·) on the interval [0, T ]. Therefore, to carry out T δ −1 iterations on time intervals, before the quantity E(Iu)(t) doubles, the following condition has to be fulfilled 
