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The interplay of optics, dynamics and transport is crucial for the design of novel optoelectronic
devices, such as photodetectors and solar cells. In this context, transition metal dichalcogenides
(TMDs) have received much attention. Here, strongly bound excitons dominate optical excitation,
carrier dynamics and diffusion processes. While the first two have been intensively studied, there is a
lack of fundamental understanding of non-equilibrium phenomena associated with exciton transport
that is of central importance e.g. for high efficiency light harvesting. In this work, we provide micro-
scopic insights into the interplay of exciton propagation and many-particle interactions in TMDs.
Based on a fully quantum mechanical approach and in excellent agreement with photoluminescence
measurements, we show that Auger recombination and emission of hot phonons act as a heating
mechanism giving rise to strong spatial gradients in excitonic temperature. The resulting thermal
drift leads to an unconventional exciton diffusion characterized by spatial exciton halos.
Introduction
Exciton dynamics in atomically thin transition metal
dichalcogenides (TMDs) has been intensively studied,
tracking the way of excitons in time and momentum [1–
7]. In contrast, their spatio-temporal dynamics includ-
ing exciton propagation remained only little explored. In
addition to the initial reports [8–11], more recent exper-
imental studies on exciton diffusion in TMDs show effi-
cient exciton transport at room temperature [12] as well
as strong density dependence of effective diffusion and
the formation of intriguing spatial rings (halos) at el-
evated excitation densities [13]. The latter phenomena
indicate strong non-equilibrium effects in the spatial dy-
namics of optical excitations in two-dimensional materi-
als, motivating the necessity to develop fundamental un-
derstanding of the underlying elementary processes. Mi-
croscopic insights into the intriguing non-linear exciton
diffusion and its interplay with many-particle scattering
processes are thus of central importance to allow to un-
derstand, predict, and control exciton transport towards
high-performance optoelectronics devices.
In this work, our main goal is to provide a funda-
mental understanding of the interplay between optics,
exciton dynamics and exciton transport in TMDs. We
apply a microscopic approach based on the density
matrix formalism [14–16] to describe the spatio-temporal
exciton and phonon dynamics. Our calculations quan-
titatively reproduce temporally and spectrally resolved
photoluminescence measurements of non-trivial exciton
propagation at elevated excitation conditions. We
are thus able to study the fundamental mechanisms
behind the exciton diffusion and investigate the impact
of exciton-phonon scattering processes beyond the
standard bath approximation. We reveal that in the
strong excitation regime hot-phonon effects and, as a
consequence, hot-exciton phenomena become crucial.
The phonons heat up the exciton system in the central
spatial region giving rise to a super-Gaussian exciton
diffusion and to the formation of halo-like profiles in the
FIG. 1. Exciton propagation and halo formation. Exci-
tons are locally generated by an optical excitation and start
diffusing to homogenize the spatial distribution (t0 → t1).
Through Auger recombination and relaxation by hot-phonon
emission, a long-lived spatial gradient in excitonic tempera-
ture is formed (color gradient). This results in a thermal drift
dragging excitons out of the central region and giving rise to
the formation of spatial rings (halos).
spatial exciton distribution (cf. Fig. 1). To explain this
non-linear diffusion, we derive a generalized Fick’s law
to account for additional thermal drift currents (Seebeck
effect) appearing as a direct consequence of the strong
spatial gradients in the exciton temperature. A direct
comparison to experimentally measured photolumines-
cence spectra shows an excellent agreement with respect
to the evolution of halo-like spatial profiles as well as
their formation time at different excitations.
Results
Using the density matrix formalism, equations of mo-
tion for the spatio-temporal dynamics of excitons and
phonons are derived by exploiting the Heisenberg equa-
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2tion and the many-particle Hamilton operator [15–17].
The dynamics of phonons is explicitly considered to ac-
count for hot-phonon emission and reabsorption beyond
the standard bath approximation. The derived equa-
tions are then transformed into the Wigner representa-
tion [18, 19] (cf. methods section) in order to have access
to the space-, time- and energy-resolved dynamics of ex-
citons NQ(r, t) and phonons nq(r, t):
N˙Q(r, t) = −vQ · ∇rNQ(r, t)− rANQ(r, t)N(r, t) (1)
+ ΓinQ(r, t)− ΓoutQ (r, t)NQ(r, t)
n˙q(r, t) = Γ
em
q (r, t) (1 + nq(r, t))− Γabsq (r, t)nq(r, t)
+ αN2(r, t)− κ (nq(r)− n0q) (2)
with vQ = ±~QM−1X as the exciton velocity, κ as the
phonon decay rate, n0q as the equilibrium phonon occupa-
tion (described by a Bose distribution), and the exciton-
phonon scattering rates Γiq(r, t) being computed consis-
tently according to the second-order Born-Markov ap-
proximation [5, 6]. Here we consider scattering of exci-
tons with the most efficient phonon modes including lon-
gitudinal and transverse acoustic and optical modes and
the out-of-plane A1 mode [20].
The first term and the entire second line in Eq. (1)
account for exciton propagation and exciton-phonon
scattering, respectively. While these interactions have
been introduced on a fully microscopic footing, the
second term describing the Coulomb-induced Auger
scattering is treated on a semi-phenomenological level.
We describe the decrease of exciton population N due to
exciton-Auger processes with the experimentally acces-
sible coefficient rA = 0.4 cm
2/s [13], defined according
to the density-dependent recombination rate NrA. This
term accounts for the decay of one exciton with the
momentum Q and the excitation of another exciton to a
higher energetic state. The latter then relaxes towards
the ground state by emitting a cascade of optical
phonons (LO, TO and A1 modes at the Γ-point). The
corresponding optical phonon emission rate due to Auger
recombination enters as a source term in the equation for
phonons (first term in the second line in Eq. (2)). The
appearing rate α = 2piεXrA(εopq
2
c )
−1 is determined by
the Auger recombination rate rA, the ratio between the
energy of the exciton εX and optical phonons εop, and the
cut-off momentum qc for the emission of optical phonons.
Conventional exciton diffusion
Solving the equations of motion, we have microscopic ac-
cess to the diffusion of excitons in arbitrary TMD materi-
als. Here, we consider the exemplary case of WS2 mono-
layers on a SiO2 substrate at room temperature. The
material-specific input parameters for the electronic band
structure (effective mass, band gap), carrier-phonon cou-
pling elements, and phonon decay rate were taken from
Ref. 13, 20, and 21.
We start by solving the coupled equations of motion
for exciton and phonon occupations in the low-excitation
FIG. 2. Exciton diffusion in low-excitation regime. (a)
Phase-space representation of the normalized exciton Wigner
function at different times for an initial peak exciton density
of 109 cm−2. (b) Spatial distribution of the exciton density at
different times. (c) Spatial variance of the exciton density for
different initial densities (109, 1010, 3 · 1010, and 1011 cm−2).
regime, i.e. for exciton densities in the range of 109 cm−2.
These densities are sufficiently high to provide thermody-
namically stable exciton population above the threshold
for entropy ionization [22, 23], due to high binding ener-
gies on the order of 300 meV. Figure 2 shows the exciton
Wigner function in real- and momentum-space along the
x-coordinate for four fixed times. Here, excitons quickly
thermalize in reciprocal space through scattering with
phonons and propagate in real space with their given
momentum resulting in a broadening of the spatial dis-
tribution. This is further visualized in the spatial profiles
of the exciton density (Fig. 2 (b)), illustrating a clear
broadening of the exciton distribution.
In the considered low-excitation regime, the exciton
distribution keeps at all times its initial Gaussian shape –
in agreement with the solution of Fick’s laws of diffusion
for the exciton current j(r, t) = −D∇N(r, t) with the dif-
fusion coefficient D and the exciton density N(r, t) [24].
The latter is determined using the continuity equation
N˙(r, t) = −∇ · j(r, t) = D∇2N(r, t) with the solution
N(r, t) = N04piDt exp
(− r2w2(t)). Here, the spatial variance
of the exciton distribution w2(t) =
〈
r2(t)
〉
= w20 + 4Dt
shows a clear linear time dependence (Fig. 2 (c)), where
the slope determines the exciton diffusion coefficient D
in the linear regime. At elevated densities, however, the
extracted slope increases with the excitation density,
ranging from values for an effective diffusion coefficient
Deff of 2 cm
2 s−1 in the low-excitation regime up to
320 cm2 s−1 at an enhanced density of 1012 cm−2. Note
that for increasing excitation densities, the spatial
variance of the exciton density is no longer linear in time
(Fig. 2 (c)). The fact that its slope becomes smaller
suggests that excitons move and recombine faster in
the excited high-density region and then slow down
and exhibit longer lifetimes once they leave the region.
As further discussed below, a dominant aspect of this
behavior is a long-lived spatial temperature gradient in
the exciton distribution that is due to the emission and
reabsorption of hot phonons.
Non-linear exciton diffusion and halo formation
To investigate the origin of the density-dependent boost
in the diffusion coefficient and the non-linear behavior of
the exciton spatial variance, we study now the diffusion in
the high-excitation regime considering an initial exciton
density of 1012 cm−2. This density is sufficiently high for
the exciton-exciton interactions to become very efficient,
yet remains still at least an order of magnitude below the
ionization threshold for the Mott transition [23, 25]. We
show again the space- and momentum-dependent Wigner
function for four fixed times (Fig. 3 (a)). In contrast
to the low-excitation case, we observe a few picoseconds
after the excitation an apparent accumulation of exci-
tons at low momenta outside the central region. How-
ever, the spatial dip in the center of the Wigner func-
tion is a result of a broader distribution in momentum
space (corresponding to a higher effective temperature).
The resulting temperature gradient induces an efficient
thermal drift that leads to the depletion of the central
region, as will be discussed later. For the spatially re-
solved exciton density (Fig. 3 (b)), this corresponds to
the evolution of the initial Gaussian profile into a super-
Gaussian distribution promptly followed by the appear-
ance of spatial rings (halos) around the central region.
Similar ring-shaped emission patterns have also been ob-
served in GaAs-based quantum wells [26].
The observed non-linear diffusion is induced by emis-
sion and reabsorption of hot optical phonons, i.e. the
optical phonon distribution significantly deviates from
the equilibrium Bose distribution. Note that although
Auger recombination alone can contribute to the forma-
tion of super-Gaussian spatial profiles, it cannot explain
the formation of halos. Figure 3 (c) illustrates the ex-
cess phonon density that becomes very large at the cen-
tral excited spatial region - strongly depending on the
excitation density n0. A direct consequence is the oc-
currence of a pronounced spatial gradient in the effective
excitonic temperature, cf. the blue shaded curve in Fig. 3
(b), which we have determined by using the equipartition
theorem N−1(r, t)
∑
Q εQNQ(r, t) = kBTX(r, t). Dur-
ing the relaxation of Auger-scattered excitons, a large
number of optical phonons is emitted, which are then re-
absorbed heating up the excitons in the central excited
region. The higher the excitation density, the more pro-
nounced is this effect, leading eventually to a non-linear
exciton diffusion that cannot be described anymore by
FIG. 3. Non-linear exciton diffusion and halo for-
mation in the high-excitation regime. (a) Phase-space
representation of the normalized exciton Wigner function at
different times for an initial peak exciton density of n0 =
1012 cm−2. (b) Spatial distribution of the exciton density at
different times along the exciton temperature at 100 ps after
the excitation (blue shaded curve). (c) Spatial profile of the
excess optical phonon density at 100 ps for different initial
densities (1010, 1011, 3 · 1011, and 1012 cm−2).
the standard Fick’s law of diffusion.
This standard law can be generalized to account for
thermal effects having a crucial impact on exciton diffu-
sion. An expression for the spatially dependent current
j due to gradients in the exciton density N and the exci-
ton temperature TX can be derived within a relaxation
time approximation for the scattering, introducing the
exciton relaxation time τQ = (Γ
in
Q + Γ
out
Q )
−1. Assuming
that diffusion creates a very small deviation N1Q from
the equilibrium distribution N0Q and that this deviation
is stationary on the timescale of diffusion and that its
spatial gradients are weak, we can find an expression for
N1Q. By integrating the velocity of this excess distribu-
tion, we obtain the current due to spatial and thermal
gradients:
j(r, t) = −D∇rN(r, t)− σs∇rTX(r, t) (3)
with the conductivity σ and the Seebeck coefficient s,
where σs = (2kBT
2
X)
−1∑
Q τQv
2
Q (εQ − kBTX)N0Q ≈
τkBNM
−1
X . The appearing diffusion coefficient reads
D = (2N)−1
∑
Q τQv
2
QN
0
Q ≈ τkBTXM−1X . Note that
in contrast to the standard Fick’s law, an additional sec-
ond term appears in Eq. (3). This term corresponds to
thermal drift (Seebeck effect) and accounts for excitons
moving from hot towards colder regions.
4Applying Eq. (3) to the continuity equation yields
a modified law of diffusion that takes into account
spatial gradients in the exciton temperature. Here,
excitons diffuse in space to flatten and eventually
remove the initially introduced spatial non-uniformity
in the exciton density and in the temperature profiles.
When a strong temperature gradient is created due
to the substantial hot-phonon emission, thermal drift
becomes an important contribution to the current. A
sufficiently strong temperature gradient is able to drag
excitons out of the hot region faster than diffusion,
leading first to super-Gaussian profiles and eventually
to the appearance of spatial rings, as shown in Fig. 3.
Some excitons will then diffuse back from the rings into
the hot region in order to counteract this additional,
spatially non-uniform distribution of the population.
The calculated and observed halo formation, however,
demonstrates that the thermal drift is much more
efficient than diffusion in the strong excitation regime
for the studied system (cf. Fig. 1).
Theoretical and experimental photoluminescence
Assuming a thermal equilibrium in the exciton distri-
bution and determining the exciton occupation in the
light cone [5], we calculate the temporally and spatially
resolved photoluminescence spectrum for WS2 monolay-
ers on a SiO2 substrate at room temperature (Fig. 4 (a)).
At the same time, we perform experimental PL measure-
ments to be able to obtain a direct theory-experiment
comparison (Fig. 4 (b)). More details on the experimen-
tal design can be found in the methods section. Figure 4
shows an excellent qualitative agreement between the-
ory and experiment. We observe a clear transition from
a Gaussian to a super-Gaussian diffusion that leads to
the formation of halos (Figs. 4 (a)-(b)). We also ob-
tain an equally good agreement, when it comes to the
halo formation time that ranges on a timescale of tens to
hundreds of picoseconds depending on the exciton den-
sity (Figs. 4 (a)-(b)) as well as in the sub-linear time-
dependence of the halo diameter (Figs. 4 (c)-(d)). We
find that the halos appear at earlier times for stronger
excitations, since more excitons are present resulting in a
strong hot-phonon effect and a larger thermal drift. Fur-
thermore, we find that the halo diameter increases very
quickly at the beginning, where excitons travel through
a steep temperature gradient. Note that no parameters
were fitted to obtain a quantitative agreement between
theory and experiment.
We experimentally observe a generally slower diffusion
that is manifested in a narrower spatial distribution com-
pared to the theoretical prediction (Figs. 4 (a)-(b)). This
can be ascribed to the scattering either with defects [27]
or disorder, which has not been taken into account in
the theoretical model. The reduced diffusion coefficient
caused by such imperfections also implies that a smaller
temperature gradient and thus a weaker thermal drift are
sufficient to overcome the diffusion force and create ha-
los. This also explains that halos are observed already at
FIG. 4. Direct theory-experiment comparison. (a)-(b)
Theoretically predicted and experimentally measured tempo-
ral and spatial evolution of photoluminescence for an initially
excited exciton density of 1012 cm−2 and an excitation energy
density of 270 nJ/cm2 per pulse, respectively. The experimen-
tal data (circles) is presented together with double-Gaussian
fit profiles (lines). (c)-(d) Theory-experiment comparison of
the halo formation for two initial exciton densities. (e) Theo-
retical prediction of density dependence for the effective dif-
fusion coefficient (blue line) and the linewidth change at the
excitation spot evaluated 100 ps after the excitation (red line).
smaller exciton densities in the experiment.
Finally, we predict exciton diffusion for different initial
densities and extract the corresponding effective diffusion
coefficients Deff from the slope of the variance of the spa-
tial profiles. We find that Deff remains almost constant
at low densities, where thermal effects and Auger scat-
tering are not significant enough and is thus limited by
the linear diffusion. Then, it strongly increases for higher
excitation densities (Fig. 4 (e)) – in agreement with previ-
ous experimental observations [13]. The effective increase
of the diffusion coefficient occurs for three reasons: (1)
the additional current corresponding to the thermal drift
of excitons out of the hot region, (2) the larger diffusion
coefficient arising from a higher excitonic temperature
(larger average squared velocity) with a constant lattice
temperature (i.e. scattering with acoustic phonons does
5not become stronger), and (3) Auger recombination that
makes the distribution effectively broader.
The optical phonon density is also significantly af-
fected by the excitation density (cf. Fig. 3 (c)) resulting
from the relaxation of high-energy Auger-scattered
excitons. The phonon density has a direct effect on the
excitonic linewidth in optical spectra through changes
in exciton-phonon scattering rates [28, 29]. Figure 4 (e)
shows the predicted change in the excitonic linewidth
at the excited spot due to hot optical phonons. We
find that the linewidth change is negligibly small for
initial exciton densities up to 1011 cm−2, however, it
increases exponentially at higher densities. We hope
that our work will trigger future experimental studies
investigating the spatial profile of the linewidth change.
Discussion
We study the diffusion of excitons with an initial den-
sity that is determined by an excitation pulse, which is
characterized by a Gaussian spatial, spectral and tem-
poral profile. Since we focus on the diffusion, we do
not resolve the process of the optical excitation itself,
but we assume an initial distribution of thermalized ex-
citons, which can be described by a Boltzmann distribu-
tion. This can be justified by the fact that the optical
excitation, exciton formation and thermalization occur
on a much faster, sub-picosecond timescale [30, 31] than
slower diffusion processes [19]. Furthermore, we focus on
the diffusion of the most occupied exciton state, which in
the case of tungsten disulfide (WS2) is the momentum-
dark KΛ exciton [5, 28, 32–35]. For the exciton popu-
lation in a quasi-equilibrium between bright and dark
states due to very fast inter-valley scattering rates com-
pared to exciton lifetimes, the emission from the bright
state should reflect the dynamics of the total population.
A more detailed study of the interplay of bright and dark
excitonic states that might play additional role at lower
temperatures and faster timescales is beyond the scope
of this work. Finally, we focus on exciton diffusion and
neglect phonon propagation effects, since the velocity of
acoustic phonons is two orders of magnitude smaller than
the average exciton velocity at room temperature [20, 36].
Note that there is a recent theoretical study focusing on
the formation of halos as a consequence of ballistic and
diffusive phonon drag propagation effects [36].
In summary, we have resolved the spatio-temporal
dynamics of excitons in TMDs based on a microscopic
equation of motion approach and supported by pho-
toluminescence measurements. We find that at low
excitations, exciton diffusion follows the standard Fick’s
law and can be described by a Gaussian spatial profile.
We determined a diffusion coefficient of excitons in a
defect-free WS2 monolayer on a SiO2 substrate to be
in the range of 2 cm2s−1 at room temperature. More
importantly, we revealed that at high excitations hot
optical phonons give rise to a long-lived spatial gradient
in the excitonic temperature. This results in pronounced
thermal currents of excitons giving rise to super-
Gaussian spatial profiles and the formation of spatial
rings (halos) - in excellent agreement with experimental
observations. Finally, we predicted a significant increase
of the diffusion coefficient and the excitonic linewidth
with the excitation density due to more efficient thermal
currents. The obtained microscopic insights allow us to
significantly advance in the fundamental understanding
of exciton transport and its interplay with optics and
exciton dynamics, which is of central importance for the
realization of novel optoelectronics devices.
Materials and Methods
Experimental design: Spatially- and time-resolved emis-
sion microscopy [13] is performed on WS2 monolayer
flakes, exfoliated on polymer and stamped onto 290 nm
SiO2/Si substrates [37]. A pulsed Ti:sapphire laser with
a repetition rate of 80 MHz and 100 fs pulse length is used
for excitation. The laser is focused by a 100x microscope
objective to a spot with a full width half maximum diam-
eter of 0.5µm. The photon energy is tuned to 2.43 eV,
where the effective absorption coefficient of the sample
on the particular substrate is about 0.1. A cross section
in the middle of the photoluminescence spot is directly
imaged onto a streak camera detector to simultaneously
obtain spatially- and time-resolved profiles of the emis-
sion.
Theoretical approach: To represent quantum-mechanical
quantities simultaneously in real and momentum
space, we introduce the Wigner function fk(r) =∑
q e
iq·r〈a†
k− 12q
a
k+ 12q
〉
with a†k and ak being creation
and annihilation operators of particles with the momen-
tum k [14, 18, 19, 38]. Exploiting the density matrix for-
malism, equations of motion for the spatio-temporal dy-
namics of excitons NQ(r, t) =
∑
q e
iq·r〈X†
Q− 12q
X
Q+ 12q
〉
and phonons nq(r, t) =
∑
k e
ik·r〈b†
q− 12k
b
q+ 12k
〉
are de-
rived. Here, X†Q and XQ are creation and annihilation
operators for excitons with the momentum Q, while b†q
and bq are the respective operators for phonon creation
and annihilation [39, 40].
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