ABSTRACT This paper discusses synchronization of time-varying delayed neural networks by fixed-time control. First, several new fixed-time stability theorems of the dynamic system are discussed, and the estimation of the convergence time is also gained. Compared with some existing results, the convergence time given in this paper can be less conservative and more accurate. Second, as one of the important applications of fixed-time stability, several novel sufficient criteria are derived such that the two time-varying neural networks can be synchronized within a fixed-time. Finally, the simulation result is presented to show the effectiveness of the theoretical result.
I. INTRODUCTION
In recent years, some authors have extensively discussed the finite time stability and control methods of dynamic systems [1] , and the finite time is called the settling time or the time of convergence. Different from the problem of infinite time control for dynamic systems [2] - [5] , in some engineering fields, such as consensus of satellite formation flight, control of spacecraft attitude and control of permanent magnet synchronous motor etc [6] - [8] , the finite time convergence of dynamic systems is more meaningful than the convergence of infinite time of dynamic systems. Unfortunately, the finite time control is mainly dependent on the initial state of the dynamic system. Since the initial conditions can be arbitrary, the initial conditions of the dynamic system need to be given beforehand, which is not conducive to the application of the actual problems. In order to compensate for the limitation of finite-time control, Polyakov presented fixed-time stability of dynamic systems [9] . At present, fixed-time control of dynamic systems has been applied in many fields, such as consensus of multi-agent networks [10] and chaos suppression in power system [11] . So it is of great practical significance to further establish some new and effective fixed-time stability criteria.
If the dynamic system can be controlled quickly and less conservative, then the fixed-time control method can be well applied in practical engineering. In this way, the cost of control can be saved in practical projects. At present, in order to effectively control the dynamic system with less conservatism and faster convergence speed, people have been trying to design suitable controllers [12] - [14] . In fact, it is difficult to get the precise time value of fixed time stability of dynamic systems. An important index about the study of fixed-time stability is the estimation of fixed-time stability of dynamic system, especially the high accuracy estimation. On the one hand, we not only hope to establish a certain standard to ensure the fixed time stability of complex systems, but also hope to make the system converging time as short as possible. For example, in 2015, Zuo discussed the [10] . In 2017, Ni studied the equation:ẏ = −my 1 / 2+a / 2b+(a / 2b−1 / 2)sign(|y|−1) − ny c / d , which was fixed-time stable at [15] . Through simple calculations, the stability method proposed by Ni is faster than by Zuo. On the other hand, we hope that the fixed-time stability of complex systems is less conservative, for example, in [16] , fixed-time stability of system proposed by Hu is less conservative than the proposed method by Polyakov [9] .
Motivated by the above discussion, we can see that the fixed time control method of dynamic system may need further discussion, the main aim of this paper is go further to discuss synchronization of time-varying delayed neural networks by fixed-time control. The main contributions of this paper are as follows: Firstly, a fixed-time stability theorem is presented and the more accurate estimation of the convergence time is obtained. Secondly, two corollaries are gained on the basis of this new theorem. Compared with some existing results, the convergence time given in this paper is less conservative and more accurate. Finally, as one of the important applications of fixed-time stability, several novel sufficient criteria are derived such that two time-varying neural networks can be synchronized within a fixed-time.
II. MODEL AND PRELIMINARIES
In order to complete the follow-up discussion, we first gave some necessary mathematical preparations.
The neural time-varying networks can be described bẏ
where x(t) = (x 1 (t), x 2 (t), . . . , x n (t)) T ∈ R n is the state vector associated with the neurons.
The controlled time-varying neural network can bė
where y(t) = (y 1 (t), y 2 (t), . . . , y n (t)) T ∈ R n is the state vector associated with the neurons, u i is the controller.
Let e i = y i − x i , the error equation iṡ
where e = (e 1 , e 2 , . . . , e n ) T . To obtain the main result, the following preliminaries are given.
Assumption 1: Assume the neural function f i (·) satisfies the Lipschitz condition
Assumption 2: Assume the neural function g i (·) is bounded, then
Lemma 1 [17] :
Lemma 2 [18] : Assume that a continuous and positivedefinite function ν(t) satisfies the following differential inequality:ν
where λ > 0, 0 < η < 1 are all constants. Then, for any giveṅ y = −αy m n − βy p q , ν(t) satisfies the following inequality:
and ν(t) = 0, t ≥ t 1 with given by
We have the following fixed-time convergence conditions base on Lemma 2.
Theorem 1: Consider the following dynamic system in Ṙ
where a, b, δ, θ, k > 0, kθ < 1, δk > 1 + kθ . Then, system (4) is fixed-time stable, and
, so the system (4) is globally finite-time stable for 0 < 2 −1 (kθ + 1) < 1 base on Lemma 2. Since ν(u) = 0 in (6) is a trivial case, assuming ν(u) = 0, then
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Since (ω) is a function of monotonous growth, when t → T (u 0 ), (ω) = 0 ⇔ ω = 0, which implies ν = 0. So
where T (u 0 ) denotes the settling time function given by
So, it can be verified that T (u 0 ) is bounded by
Evidently, ν(u(t)) = 0 implies u(t) = 0. So the proof is done. Remark 2: When the system (4) is fixed-time stable, that is, u(t) → 0 ast → T , T ∈ R + , thus |u| − 1 < 0. When the parameter in [9] is re-denoted as δk + sign(|u| − 1) > 1, have δk > 2. In Theorem 1, the condition is δk > 1 + kθ , as kθ < 1, so range of the parameter δk in Theorem 1 is larger than Lemma 1in [9] , that is, the estimation of the settling time is a less conservative bound than Lemma 1.
Remark 3: By using the parameter in this paper, the fixedtime of system stable in Lemma 1of the [9] is re-denoted
Thus the fixed-time stable system presented by Theorem 1 can be more accurate than the Lemma 1 of the literature [9] .
, then Theorem 1 is reduced to Lemma 1 of the literature [15] .
When θ = 0, we have the following Corollary 1. Corollary 1: Consider the following dynamic system in Ṙ u = − bu
where a, b, δ, k > 0 and δ − k −1 > 0. Then, system (9) is fixed-time stable, and
Proof: Let ν(u) = u 2 , then
Similar to Proof of Theorem 1, the upper bound of convergence time can be estimated as
.
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Remark 5: According to Theorems 1 in the literature [16] , the parameter is re-denoted as [δ − k −1 ]k − 1 > 0, which is required in [16] . However, n Corollary 1, the condition is relaxed to δ − k −1 > 0, so the estimation of the convergence time of Corollary 1 is a less conservative. When δ = 0, we have the following Corollary 2. Corollary 2: Consider the following dynamic system in Ṙ
where a, b, δ, k > 0 and kθ − 1 > 0. Then, system (12) is fixed-time stable, and
Remark 6: When kθ − 1 < 0, we may not get the upper bound of convergence time.
Remark 7:
The technique of synchronization proposed in this paper, it is also applicable for other models, such as competitive neural networks, Hopfield neural networks, BAM neural networks etc [20] - [22] .
III. FIXED-TIME CONTROL OF TWO DELAYED NEURAL NETWORKS
In this section, fixed-time synchronization is discussed between two time-varying delayed neural networks.
Theorem 2: If Assumptions 1-2 hold, then time-varying delayed neural networks (1) and (2) can achieve fixed-time synchronization by using the following controller
where
. From inequality (5), the convergence time is,
So the proof is done. We have the following Corollaries 3-4 base on Corollaries 1-2.
Corollary 3: If Assumptions 1-2 hold, then time-varying delayed neural networks (1) and (2) can achieve fixed-time synchronization by using the following controller
where γ 1 , γ 2 , δ, k > 0, and
Corollary 4: If Assumptions 1-2 hold, then time-varying delayed neural networks (1) and (2) can achieve fixed-time synchronization by using the following controller
0, e i (t) = 0,
where γ 1 , γ 2 , δ, θ, k > 0, kθ > 1, and
The proofs of Corollaries 3-4 are similar to that of Theorem 2, and hence omitted.
Remark 8:
As one of the applications of Theorem 1 and Corollaries 1-2, sufficient criteria are derived such that two time-varying neural networks can be synchronized within a fixed-time. The application of the theoretical results in practical engineering will be the next research topic for us.
IV. ILLUSTRATIVE EXAMPLE
In this section, an example is proposed to verify the effectiveness of the main results.
The time-varying delayed neural network is considereḋ The controllers are
Let the initial values of the state variable are [1;1.5;1.3;1.2; 1.25;2], and q 1 = 2.5, q 2 = 2.6, Figure 1 depicts a chaotic neural network. The synchronization error evolution of two neural networks shown in Figure 2 . Figure 3 shows that the curve evolution of the controller has reached a stable state after a period of time. Numerical simulations illustrate the validity of theorem 2. Remark 9: Although the controller of Theorem 2 includes discontinuous function, as the continuous function −q i e i (t) in the controller (15) aims to synchronize the neural network asymptotically, and the discontinuous function makes the neural network synchronization in a fixed time. So the curves of figures 2 and 3 are still very smooth.
V. CONCLUSION
The paper has investigated several theorems on fixed-time stability of dynamic systems, some existing results can be considered as the corollaries of our results, and it is proved by theory that the estimation boundary of the convergence time gained in this paper is less conservative and more accurate. On the basis of the theoretical results, synchronization of two time-varying delayed neural networks by fixed-time control has been discussed, and several novel sufficient criteria have been gained. Finally, theoretical results are supported by numerical simulations.
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