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Povzetek
Naslov: Risanje vozlov z vzmetnimi algoritmi
Avtor: Nik Zupancˇicˇ
V delu izdelamo in opiˇsemo postopek za izracˇun vizualno ustrezne slike
diagrama vozla. Vozel je, formalno, vlozˇitev krozˇnice v trirazsezˇni prostor.
Projekcijo vozla v ravnino imenujemo diagram vozla, ki ga lahko kombina-
toricˇno opiˇsemo z Gaussovo kodo.
Gaussova koda bo nasˇ vhodni podatek pri problemu izrisa. Najprej izde-
lamo in opiˇsemo kriterij, ki preveri, ali je Gaussova koda sploh pravilna. V
nadaljevanju skonstruiramo ravninski graf, ki je podaljˇsek pravilne Gaussove
kode, hkrati pa sluzˇi kot osnova za izracˇun ustrezne slike vozla.
V prvi fazi koordinate tocˇk grafa dolocˇimo s pomocˇjo vzmetnega algo-
ritma Fruchtermana in Reingolda. Nato graf, uposˇtevajocˇ njegove geome-
trijske omejitve, popravimo, in v drugi fazi izracˇunamo koordinate tocˇk s
pomocˇjo algoritma Kamada-Kawai, pri cˇemer pa dodatno uposˇtevamo vzmeti
v smeri enakomernih kotov okoli posameznih krizˇiˇscˇ vozla in vzmeti v smeri
ravnanja prevojev. Slednjicˇ izracˇunane tocˇke grafa uporabimo kot interpola-
cijske tocˇke za izracˇun vozlove krivulje.
V zadnjem delu predstavimo tudi slike diagramov vseh vozlov z relativno
majhnim sˇtevilom krizˇiˇscˇ.
Kljucˇne besede: vozel, ravninski graf, risanje grafov, vzmetni algoritem,
interpolacija, Fruchterman-Reingoldov algoritem, algoritem Kamada-Kawai,
kardinalni zlepek.

Abstract
Title: Drawing knots using spring embedders
Author: Nik Zupancˇicˇ
In this thesis we describe and implement a system for drawing knot dia-
grams in a visually pleasing way. A knot is formally an embedding of a circle
in the 3-space. Its projection into the plane is called a diagram, which can
in turn be combinatorially described using Gaussian code.
Gaussian code serves as our input. We first describe a criterion which
decides whether the code indeed represents a knot. In what follows we con-
struct a plane graph, which serves as the extension to the code and serves as
the initial step in constructing the layout.
Fruchterman-Reingold spring embedding algorithm is used as the first
step in determining positions of crossings. Afterwards the graph is adjusted,
and Kamada-Kawai approach is used in the second phase. In this phase
we use additional force-like constraints that control uniform angle positions
around a crossing and also serve to diminish the severity of inflections. Fi-
nally the vertex coordinates are used as interpolation points for the curve.
We also present layouts of several knots with small number of crossings.
Keywords: knot, plane graph, graph drawing, spring embedder, interpola-
tion, Fruchterman-Reingold algorithm, Kamada-Kawai algorithm, cardinal
spline.

Poglavje 1
Uvod
Matematicˇni vozel si lahko preprosto ponazorimo s kosom vrvice, ki ga po-
ljubno zapletemo, oba konca vrvice pa zalepimo. Dobili smo vozel, ki ga
verjetno ne moremo razvozlati v krozˇnico. Takega vozla tipicˇno ni mogocˇe
preprosto razvozlati, ne da bi ga prerezali.
Veliko zanimanja za vozle poleg matematike izhaja tudi iz podrocˇja bi-
ologije in kemije [1]. V 19. stoletju je sˇkotski matematik in fizik William
Thomson (bolje poznan kot Lord Kelvin) predstavil teorijo, da so atomi
pravzaprav vozli v etru [12]. Eter je takrat predstavljal snov po kateri se
sˇiri svetloba. S preucˇevanjem vozlov sta nadaljevala tudi sˇkotski fizik Peter
Guthrie Tait [20] in ameriˇski matematik Charlie Newton Little [17]. Pozneje
se je izkazalo, da je bila Kelvinova teorija napacˇna a je bilo to dovolj da so
zanimanje za vozle prevzeli mnogi matematiki in nadaljevali preucˇevanje. V
80. letih dvajsetega stoletja pa je sledilo odkritje vozlov v molekulah DNK.
Vozli se med seboj razlikujejo po sˇtevilu krizˇiˇscˇ v katerih se ’vrvica’ med
seboj prepleta ter po prehodu posameznih krizˇiˇscˇ. Vsako krizˇiˇscˇe precˇkamo
preko vrvice ali pod vrvico. Te prehode poimenujemo podvozi ali nadvozi. Iz
tega sledi, da je lahko risba deformirana na razlicˇne nacˇine, vendar sˇe vedno
prikazuje enak vozel. V mnogih pogledih je problem risanja vozla podoben
problemu risanja ravninskih grafov. V obeh primerih si zˇelimo da se povezave
krizˇajo le v vozliˇscˇih oziroma krizˇiˇscˇih, glavna razlika pa je v tem, da nam
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pri risanju ravninskih grafov zadosˇcˇajo povezave kot ravne cˇrte, medtem ko
zˇelimo pri vozlih povezave ponazoriti kot krivulje.
Cilj diplomskega dela je, da razvijemo algoritem, ki bo kot vhod spre-
jel poljuben vozel, ga analiziral in preveril pravilnost vhodnih podatkov ter,
v kolikor ni zaznana napaka, vozel tudi narisal. Zˇelimo ustvariti sliko, ki
bo uporabniku dala jasno predstavo o obliki in poteku vozla skozi krizˇiˇscˇa.
Posebno pozornost je treba pri tem nameniti razporeditvi krizˇiˇscˇ v ravnini,
vmesnim povezavam ter vizualizaciji krizˇiˇscˇ. Vsi nasˇteti faktorji imajo po-
memben vpliv na koncˇen izgled vozla.
V drugem poglavju predstavimo matematicˇen opis vozla, ter predstavimo
notacijo, s katero lahko predstavimo vozel in vhod, ki ga sprejema nasˇ pro-
gram. V tretjem poglavju preverimo pravilnost kode in iz vozla konstruiramo
graf. Vzmetne algoritme, ki jih uporabljamo za risanje vozlov in njihovo delo-
vanje predstavimo v cˇetrtem poglavju, nasˇe popravke in razsˇiritve omenjenih
algoritmov pa opiˇsemo v petem poglavju. V sˇestem poglavju predstavimo
izris krivulj, ki sestavljajo vozel in postopke, ki jih ob koncu uporabimo za
zakljucˇne popravke izgleda vozla. Nekaj primerov slik razlicˇnih vozlov, ki jih
generiramo z nasˇim postopkom, predstavimo v sedmem poglavju.
1.1 Uporabljena programska oprema
Razvoj programa za risanje vozlov je potekal v programskem jeziku Python
[9] z nekaj vgrajenimi knjizˇnicami. Knjizˇnica math vsebuje potrebne mate-
maticˇne funkcije in operacije. Knjizˇnici getopt in sys uporabljamo za bra-
nje in obdelavo vhodnih argumentov programa, knjizˇnico time pa za mer-
jenje cˇasa izvajanja posameznih delov programa. Za risanje in generiranje
koncˇnega rezultata v obliki slike poskrbi zunanja knjizˇnica Pycairo [14].
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1.2 Opis resˇitve
V koncˇni resˇitvi programa za risanje vozlov, v prvem koraku iz Gaussove
kode zgradimo ravninski graf, ki ustreza podanemu vozlu. S podatki grafa
lahko preverimo ali je ravninski graf in posledicˇno tudi vozel sploh mogocˇe
narisati. Cˇe ugotovimo, da je Gaussova koda veljavna in da je vozel mogocˇe
narisati, vozliˇscˇa grafa razvrstimo v Schleglov diagram.
Koordinate vozliˇscˇ v Schleglovem diagramu uporabimo kot zacˇetni polozˇaj
krizˇiˇscˇ pred zacˇetkom Fruchterman-Reingoldovega algoritma, s katerimi naj-
demo ustrezno razporeditev krizˇiˇscˇ v ravnini. Glede na razdalje med krizˇiˇscˇi
v graf dodamo sˇe nove vmesne tocˇke oz. interpolacijske tocˇke skozi katere
bodo tekle krivulje, ki povezujejo krizˇiˇscˇa.
Da razporedimo tudi nove interpolacijske tocˇke, uporabimo algoritem
Kamada-Kawai. Med izvajanjem tega algoritma sˇe vedno dovolimo premi-
kanje krizˇiˇscˇ, saj se morajo ta prilagoditi tudi novim vozliˇscˇem. Pri tem ob
vsakem premiku preverimo ali je s premikom priˇslo do prevoja na odseku
sˇtirih zaporednih vozliˇscˇ in ga tudi popravimo. Cˇe pa smo premaknili ka-
terega izmed vozliˇscˇ krizˇiˇscˇa, pa preverimo tudi kote z ostalimi vozliˇscˇi v
krizˇiˇscˇu. Zˇelimo, da krizˇiˇscˇa tezˇijo h kvadratni obliki a so hkrati dovolj prila-
godljiva, da zaradi svoje oblike v krivuljah ne povzrocˇajo dodatnih prevojev.
Po zakljucˇku obeh vzmetnih algoritmov prevoje preverimo in popravimo
sˇe naknadno z vecˇkratnim obhodom vzdolzˇ vozla, nato pa z uporabo kardi-
nalnih zlepkov interpolacijske tocˇke povezˇemo v krivulje. Zadnji korak pri
risanju vozla je prikaz podvozov in nadvozov v krizˇiˇscˇih. To dosezˇemo na
preprost nacˇin, tako da nadvoz najprej nariˇsemo z debelejˇso cˇrto v barvi
ozadja, nato pa isti odsek sˇe enkrat nariˇsemo z tanjˇso cˇrto v barvi vozla.
Kot izhod iz programa dobimo tri slikovne datoteke: prva slika prika-
zuje stanje vozliˇscˇ po razvrstitvi v Schleglov diagram, druga razporeditev
po Fruchterman-Reingoldovem algoritmu, tretja slika pa predstavlja koncˇni
vozel.
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Poglavje 2
Predstavitev vozla
Vozel je v matematiki definiran kot vlozˇitev krozˇnice v 3-dimenzionalni Ev-
klidski prostor E3 [3]. Vozel je vlozˇitev krozˇnice S1 v R3. Projekcijo vozla
v ravnini imenujemo diagram — to je sklenjena krivulja z jasno prikazanimi
podvozi in nadvozi v krizˇiˇscˇih. Cˇe uposˇtevamo izotopijo ima lahko posa-
mezen vozel ogromno razlicˇnih diagramov. Sˇtevilo krizˇiˇscˇ v vozlu pa lahko
definiramo kot minimalno sˇtevilo krizˇiˇscˇ v njegovih diagramih.
2.1 Ravninska izotopija in Reidemeisterjeve
poteze
Cˇe imamo dva na pogled popolnoma razlicˇna diagrama vozla, zˇelimo pre-
veriti ali gre za razlicˇna vozla. Predstavljajmo si, da so povezave v vozlu
elasticˇne in jih lahko raztegujemo in krcˇimo. Taksˇno deformacijo povezav
v projekciji vozla imenujemo ravninska izotopija [1]. Z ravninsko izotopijo
lahko deformiramo sliko vozla vendar pa to sˇe ne bo dovolj, da preverimo ali
sta vozla ekvivalentna ali ne.
Reidemeisterjeve poteze [1] so sˇe en nacˇin s katerim lahko spreminjamo
ravninsko projekcijo vozla. Poznamo tri razlicˇne Reidemeisterjeve poteze.
Prva Reidemeisterjeva poteza, prikazana na sliki 2.1, projekciji vozla doda
ali odstrani zanko v povezavi. Z drugo Reidemeisterjevo potezo, na sliki 2.2,
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lahko dodamo ali odstranimo dve krizˇiˇscˇi v projekciji vozla, tretja Reideme-
isterjeva poteza pa nam omogocˇa, da lok v povezavi premaknemo na drugo
stran krizˇiˇscˇa, primer na sliki 2.3. Ravninska izotopija in Reidemeisterjeve
Slika 2.1: Prva Reidemeisterjeva poteza [1].
Slika 2.2: Druga Reidemeisterjeva poteza [1].
Slika 2.3: Tretja Reidemeisterjeva poteza [1].
poteze spremenijo le ravninski diagram vozla, ne pa tudi vozla, ki ga projek-
cija predstavlja. Velja, da lahko med katerima koli diagramoma istega vozla
prehajamo z zaporedjem ravninskih izotopij in Reidemeisterjevih potez [1].
Iz tega sledi izrek o ekvivalenci dveh vozlov 2.1.
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Izrek 2.1 Vozla k1 in k2 sta ekvivalentna natanko tedaj, ko obstaja zaporedje
ravninskih izotopij in Reidemeisterjevih potez, ki diagram vozla k1 deformira
v vozel k2.
2.2 Predstavitev vozla
Zˇelimo, da bi nasˇ program znal narisati poljuben vozel. Da lahko vozel po-
damo kot vhod v program, ga moramo najprej znati zakodirati. Na podrocˇju
vozlov obstajajo razlicˇne notacije za predstavitev kot so Alexander-Briggsova
[2], Conwayewa [7], Dowkerjeva [1] in Gaussova notacija. Odlocˇili smo se, da
uporabimo Gaussovo notacijo oziroma Gaussovo kodo, ki je za branje in ob-
delavo dovolj enostavna in intuitivna.
2.2.1 Gaussova notacija
Gaussova notacija oziroma Gaussova koda je sestavljena iz zaporedja cˇlenov,
ki jih srecˇamo cˇe se sprehodimo skozi vozel. V vsakem cˇlenu se pojavljata dva
osnovna podatka: oznaka krizˇiˇscˇa in nacˇin precˇkanja skozi krizˇiˇscˇe (kot nad-
voz ali podvoz). V nadvozu cˇlen oznacˇimo z O (overcrossing), v podvozu pa
z cˇrko U (undercrossing). Vsako krizˇiˇscˇe je oznacˇeno zgolj z eno sˇtevilko, v
kodi pa se mora pojaviti dvakrat — enkrat v vlogi nadvoza in drugicˇ v vlogi
podvoza. Iz zˇe narisanega vozla lahko Gaussovo kodo preprosto poiˇscˇemo
tako, da si izberemo neko zacˇetno tocˇko na vozlu in se vzdolzˇ vozla spreha-
jamo. Vsakicˇ ko naletimo na krizˇiˇscˇe to zapiˇsemo. Cˇe smo dolocˇeno krizˇiˇscˇe
srecˇali prvicˇ, mu pripiˇsemo naslednjo zaporedno sˇtevilsko oznako (zacˇnemo
z 1, nato pa v vsakem novem krizˇiˇscˇu povecˇamo oznako za 1), cˇe pa smo
krizˇiˇscˇe zˇe poimenovali pa moramo kodi le dodati njegovo drugo pojavitev.
V osnovni razlicˇici Gaussove kode se poleg sˇtevilske oznake krizˇiˇscˇa upora-
bljata sˇe cˇrki O in U , ki oznacˇujeta ali gre za podvoz ali nadvoz. Ta pristop
ni najboljˇsi, saj je oznaka krizˇiˇscˇa U1 lahko dvoumna. Cˇe si predstavljamo,
da krizˇiˇscˇe vidimo tako da nadvoz vedno tecˇe navzgor oziroma proti severu,
imamo za smer podvoza dve mozˇnosti. Lahko tecˇe od zahoda proti vzhodu
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(oziroma od leve proti desni) ali obratno. Primer dveh krizˇiˇscˇ je prikazan na
sliki 2.4 v katerih ima podvoz enako oznako (U1) ne glede na smer.
U1 U1
Slika 2.4: Primer dvoumnosti osnovne Gaussove kode.
V ta namen se osnovna Gaussova koda razsˇiri tako, da poleg oznak za podvoz
in nadvoz dodamo sˇe simbola + ali −, ki pa oznacˇujeta orientacijo krizˇiˇscˇa.
Uposˇtevajocˇ dejstvo da pot, ki precˇka krizˇiˇscˇe preko nadvoza, kazˇe navzgor
(proti severu), bo oznaka + pomenila, da gre pot, ki krizˇiˇscˇe precˇka preko
podvoza od desne proti levi (od vzhoda proti zahodu), oznaka − pa od leve
proti desni (od zahoda proti vzhodu). Z razsˇirjeno kodo tudi podvoza v
krizˇiˇscˇih na sliki 2.4 nista vecˇ enaka ampak se zaradi svoje smeri razlikujeta.
Podvoz v levem krizˇiˇscˇu tako dobi oznako U1−, desni podvoz pa U1+.
Za primer uporabimo preprost vozel s tremi krizˇiˇscˇi. Isti diagram vozla
ima lahko razlicˇne razsˇirjene Gaussove kode. Ena izmed Gaussovih kod za
vozel na sliki 2.5 je U1− O2− U3− O1− U2− O3−. Taksˇno razsˇirjeno
Gaussovo kodo dobimo s tem, da krizˇiˇscˇa poimenujemo tako, kot so oznacˇena
na sliki 2.5 (poleg tega so zˇe oznacˇene orientacije za vsa krizˇiˇscˇa) ter svoj
obhod zacˇnemo z rdecˇo pusˇcˇico.
Diplomska naloga 9
Slika 2.5: Primer vozla z Gaussovo kodo U1− O2− U3− O1− U2− O3−.
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Poglavje 3
Vozel kot ravninski graf
3.1 Preverjanje pravilnosti Gaussove kode
Pricˇakujemo, da bo vhod v program razsˇirjena Gaussova koda vozla. Ta koda
naj bo predstavljena kot niz, pri cˇemer je vsak cˇlen sestavljen iz treh podat-
kov: ali vozel precˇka trenutno krizˇiˇscˇe kot podvoz ali nadvoz je predstavljeno
s cˇrko O ali U , sˇtevilska oznaka krizˇiˇscˇa ter orientacija krizˇiˇscˇa, ki je lahko
pozitivna ali negativna in je oznacˇena z znakom + ali −. Vsi cˇleni kode so
med seboj locˇeni z enim presledkom medtem ko so podatki v posameznem
cˇlenu zapisani brez presledkov oz. locˇil. Primer pravilno oblikovane kode, ki
predstavlja vozel s tremi krizˇiˇscˇi je: U1− O2− U3− O1− U2− O3−.
Vhod v program je najprej treba preveriti. Prepricˇati se moramo, da je vhod
Gaussova koda ter ali ta koda pravzaprav predstavlja vozel, ki ga je mogocˇe
narisati. Kodo pregledamo skozi vecˇ korakov in sicer:
1. Ker vemo, da se mora vsako krizˇiˇscˇe v kodi pojaviti dvakrat, najprej
pogledamo ali ima vhod sodo sˇtevilo cˇlenov. V kolikor je sˇtevilo cˇlenov
liho takoj vemo, da koda ne ustreza vozlu in program zaustavimo.
2. Cˇe je sˇtevilo cˇlenov sodo, nadaljujemo s pregledom. Kot omenjeno
v prvem delu pregleda se mora vsako krizˇiˇscˇe v kodi pojaviti tocˇno
dvakrat. Cˇe se posamezna oznaka ponovi vecˇ ali manj kot dvakrat
koda ni pravilna.
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3. Primerjati moramo tudi obe pojavitvi vsakega krizˇiˇscˇa. Eden izmed
cˇlenov mora vsebovati podvoz, drugi nadvoz, oba pa morata v kodi
imeti enako orientacijo.
Cˇe kateri izmed nasˇtetih pogojev ne ustreza, vemo da koda ne predstavlja
veljavnega vozla, ne velja pa nasprotno. Tudi cˇe koda ustreza vsem trem
pogojem sˇe ne pomeni, da je vozel mozˇno narisati. Enostaven in nazoren
primer tega je koda U1− O2+ U3− O1− U2+ O3−. Ima sodo sˇtevilo cˇlenov,
vsak se pojavi natanko dvakrat, v obeh cˇlenih se orientacija ujema, prav
tako so podvozi in nadvozi ustrezni vendar cˇe vozel poskusimo narisati sami
ugotovimo, da ga ni mogocˇe narisati z le tremi krizˇiˇscˇi. Zˇelimo, da se povezave
srecˇajo le v krizˇiˇscˇih. Ta zahteva mocˇno spominja na definicijo ravninskih
grafov. To so grafi, ki jih je mogocˇe vlozˇiti v ravnino tako, da se povezave med
seboj sekajo le v vozliˇscˇih. Iz tega razloga lahko v nadaljevanju poskusimo
vsaj del risanja vozla ponazoriti kot problem risanja ravninskih grafov.
3.2 Vozel kot ravninski graf
Ker je problem risanja vozla v mnogih pogledih podoben risanju ravninskega
grafa, je nasˇ naslednji cilj predstaviti vozel kot graf.
3.2.1 Konstrukcija grafa
Najbolj preprost nacˇin, da spremenimo vozel v graf je ta, da si vsako krizˇiˇscˇe
vozla predstavljamo kot vozliˇscˇe ravninskega grafa. Na prvi pogled je to sicer
zadostna resˇitev vendar ima vsako vozliˇscˇe oz. krizˇiˇscˇe tocˇno sˇtiri povezave
z ostalimi v grafu (dve vhodni in dve izhodni povezavi), kar predstavlja
tezˇavo, saj ni jasno kako povezava tecˇe skozi vozliˇscˇe oziroma ne vidimo
katera izhodna povezava iz vozliˇscˇa pripada dolocˇenemu vhodu. Ocˇitno je,
da bo potrebno posamezno krizˇiˇscˇe predstaviti z vecˇ kot enim vozliˇscˇem v
grafu. S podobnimi tezˇavami se prav tako soocˇamo cˇe poskusimo predstaviti
krizˇiˇscˇe z dvemi vozliˇscˇi (eno vozliˇscˇe za vhodni in eno za izhodni povezavi).
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Jasno postane, da bodo za eno krizˇiˇscˇe potrebna vsaj sˇtiri vozliˇscˇa, to-
rej eno vozliˇscˇe za vsako vhodno in izhodno povezavo v krizˇiˇscˇe. Kot smo
zˇe ugotovili v razdelku 3.1 bo ena izmed povezav gotovo precˇkala krizˇiˇscˇe
na vrhu (kot nadvoz). Poleg sˇtirih vozliˇscˇ pa krizˇiˇscˇu dodamo sˇe sredinsko
vozliˇscˇe, ki bo v srediˇscˇu krizˇiˇscˇa ter bo povezoval vsa vozliˇscˇa v krizˇiˇscˇu.
Odlocˇili smo se za predstavitev krizˇiˇscˇa v obliki kvadrata s sˇtirimi ogliˇscˇi
in sredinsko tocˇko. Vsaka tocˇka predstavlja vozliˇscˇe v grafu, oznacˇena pa je s
sˇtevilsko oznako krizˇiˇscˇa ter zaporedno sˇtevilko ogliˇscˇa (od 1 do 4). Srediˇscˇe
kvadrata bo vedno imelo zaporedno sˇtevilko 5. Vozliˇscˇi, ki sta na nasprotnih
straneh kvadrata predstavljata par vozliˇscˇ, v katerem bo na eni strani pove-
zava vstopila v krizˇiˇscˇe in izstopila na nasprotni strani. S tako predstavitvijo
lahko brez tezˇav razberemo kako tecˇe povezava skozi krizˇiˇscˇe. Primer krizˇiˇscˇa
s taksˇno predstavitvijo lahko vidimo na sliki 3.1. Kot smo zˇe omenjali pri
razsˇiritvi Gaussove kode, bo povezava 13-15-11 vedno predstavljala nadvoz,
ter povezava 12-15-14 podvoz skozi krizˇiˇscˇe. Stranice kvadrata oz. zunanje
povezava krizˇiˇscˇa v nadaljevanju poimenujemo kar sˇkatla kriˇziˇscˇa. Ob na-
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Slika 3.1: Ponazoritev krizˇiˇscˇa v obliki ravninskega grafa.
daljnjem razvoju programa smo se odlocˇili, da poleg krizˇiˇscˇ v ravninski graf
vkljucˇimo sˇe eno dodatno vmesno vozliˇscˇe, ki nam v nadaljevanju omogocˇa
vecˇ nadzora nad obliko grafa. Vsem zunanjim povezavam med krizˇiˇscˇi do-
damo sˇe eno vmesno vozliˇscˇe poimenovano trnX, kjer je trn okrajˇsava za an-
glesˇki izraz transition (v prevodu prehod), X pa zaporedna sˇtevilska oznaka,
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ki sluzˇi za enolicˇno identifikacijo vozliˇscˇa. Primer ravninskega grafa, ki ga
zgradimo za vozel s tremi krizˇiˇscˇi, lahko vidimo na sliki 6.1.
3.2.2 Testiranje ravninskosti grafa
Ugotovili smo, da lahko posamezna krizˇiˇscˇa vozla predstavimo kot graf, da
pa bi lahko ponazorili celoten vozel v obliki grafa, pa moramo dodati le sˇe
povezave med krizˇiˇscˇi. Glavno vprasˇanje, ki se nam poraja na tej tocˇki je
nadaljevanje razdelka 3.1, saj sˇe vedno ne moremo z gotovostjo trditi ali je
dan vozel mozˇno narisati. Cˇe je graf, ki ga dobimo ravninski potem vemo
da koda, ki smo jo dobili kot vhod predstavlja veljaven vozel, ki ga je mozˇno
narisati. Za ravninske grafe velja Eulerjeva formula [21]:
v − e+ f = 2 (3.1)
V Eulerjevi formuli (3.1) se srecˇamo s tremi novimi spremenljivkami: v pred-
stavlja sˇtevilo vozliˇscˇ v grafu, e sˇtevilo povezav, f pa sˇtevilo lic grafa. Graf,
ki je narisan v ravnini, ravnino razdeli na obmocˇja, ki jih omejujejo povezave
tega grafa. Ta obmocˇja se imenujejo lica grafa [21]. Cˇe vsako krizˇiˇscˇe obrav-
navamo kot graf, lahko opazimo, da ravnino razdeli na 4 obmocˇja, poleg tega
pa uposˇtevamo sˇe zunanje lice.
Da bi preverili ali enacˇba (3.1) drzˇi za celoten graf oz. vozel, moramo
najprej izracˇunati potrebne podatke. Racˇunanje sˇtevila vozliˇscˇ in povezav je
preprosto. Sˇtevilo krizˇiˇscˇ v vozlu poznamo (razberemo ga lahko zˇe iz sˇtevila
cˇlenov v podani Gaussovi kodi), v enacˇbi (3.2) oznacˇeno z sˇt kriˇziˇscˇ. Prav
tako vemo, da vsako krizˇiˇscˇe sestavlja pet vozliˇscˇ ter dve dodatni ’prehodni’
vozliˇscˇi, ki pripadata dvem vhodnim (ali dvem izhodnim) povezavam. Vsa-
kemu krizˇiˇscˇu tako pripiˇsemo sedem vozliˇscˇ in za skupno sˇtevilo uporabimo
naslednjo enacˇbo:
v = 7 ∗ sˇt krizˇisˇcˇ (3.2)
Podobno lahko izracˇunamo tudi sˇtevilo povezav in sicer v vsakem krizˇiˇscˇu
obstaja osem notranjih povezav, ki povezujejo vozliˇscˇa znotraj krizˇiˇscˇa. Poleg
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tega pa vsaki prehodni tocˇki pripadata dve povezavi. Sˇtevilo prehodnih tocˇk
oznacˇimo kot sˇt prehodov in dobimo enacˇbo:
v = 8 ∗ sˇt krizˇisˇcˇ+ 2 ∗ sˇt prehodov
= 8 ∗ sˇt krizˇisˇcˇ+ 2 ∗ 2 ∗ sˇt krizˇisˇcˇ
= 8 ∗ sˇt krizˇisˇcˇ+ 4 ∗ sˇt krizˇisˇcˇ
= 12 ∗ sˇt krizˇisˇcˇ
(3.3)
3.2.3 Generiranje seznama sosedov vozliˇscˇ
Za razliko od sˇtevila vozliˇscˇ in povezav, iskanje sˇtevila lic v grafu ni tako
preprosto. Najprej moramo poiskati sosede vseh vozliˇscˇ, ki se nahajajo v
grafu. Pri tem se drzˇimo pravila, da bo seznam sosedov posameznega vo-
zliˇscˇa sosede razvrstil glede na lokalne rotacije. Tako si bodo sosedi sledili v
smeri urinega kazalca okoli obravnavanega vozliˇscˇa. Cˇe si za lazˇjo predstavo
izberemo sredinsko vozliˇscˇe krizˇiˇscˇa s sˇtevilsko oznako 1 (tj. vozliˇscˇe 15) so
vsi naslednji seznami sosedov pravilni:
• 11, 12, 13, 14
• 12, 13, 14, 11
• 13, 14, 11, 12
• 14, 11, 12, 13
Zaradi ciklicˇnosti nas ne zanima s katerim sosedom se seznam zacˇne, po-
membno je le to, da so nasˇteta v pravilnem vrstnem redu v smeri urinega
kazalca.
Vsako vozliˇscˇe v krizˇiˇscˇu bo imelo natanko sˇtiri sosede medtem ko bodo
vsa prehodna vozliˇscˇa imela dva soseda. Ker vemo kako je sestavljeno krizˇiˇscˇe
lahko vecˇji del sosedov izpolnimo zˇe sami. Cˇe za primer ponovno uporabimo
krizˇiˇscˇe z oznako 1, lahko sestavimo zacˇetni seznam sosedov z neznankami
a, b, c, d:
• 11: 12, 15, 14, a
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• 12: 13, 15, 11, b
• 13: 14, 15, 12, c
• 14: 11, 15, 13, d
• 15: 11, 12, 13, 14
Neznank a, b, c, in d zaenkrat sˇe ne poznamo vendar vemo, da bodo to preho-
dna vozliˇscˇa z oznako trnX. Sezname oblikujemo v takem vrstnem redu, da
bomo neznana vozliˇscˇa lahko dodali na konec seznama in tako ne potrebu-
jemo nobenih drugih operacij, npr. za vrivanje elementa na zacˇetek seznama.
Da dopolnimo sˇe neznanke med sosedi se sprehodimo po Gaussovi kodi.
Pri vsakem cˇlenu nas zanima tocˇka izhoda iz trenutnega krizˇiˇscˇa ter vhod v
naslednje krizˇiˇscˇe. To ugotovimo glede na smer potovanja (ali gre za pod-
voz ali nadvoz) ter orientacijo (pozitivna ali negativna). Najprej poiˇscˇemo
izhodno tocˇko. Cˇe gre za nadvoz smo se odlocˇili, da bo povezava v krizˇiˇscˇu
vedno tekla od vozliˇscˇa x3 proti x1. Izhodna tocˇka krizˇiˇscˇa bo zato v takem
primeru vedno vozliˇscˇe x1, pri cˇemer x predstavlja sˇtevilsko oznako krizˇiˇscˇa.
Cˇe naletimo na podvoz pa moramo preveriti sˇe orientacijo krizˇiˇscˇa. Cˇe je ori-
entacija pozitivna bo izhodno vozliˇscˇe x4, sicer pa je izhodna tocˇka v vozliˇscˇu
x2.
Naslednji korak je ta, da poiˇscˇemo sˇe vhodno tocˇko v naslednje krizˇiˇscˇe.
Podobno kot pri iskanju izhodne tocˇke vemo, da bo v primeru nadvoza vhod
v naslednje krizˇiˇscˇe na tocˇki x3, sicer pa uposˇtevamo orientacijo krizˇiˇscˇa. Cˇe
je orientacija negativna, bo vhod vozliˇscˇe x4, cˇe pa je pozitivna pa bo vhod
x2. Mozˇne poti vozla skozi krizˇiˇscˇe so prikazane na sliki 3.2, kjer modra cˇrta
ponazarja pot vozla skozi krizˇiˇscˇe. Ko poznamo tocˇko izhoda iz trenutnega
krizˇiˇscˇa ter tocˇko vhoda v novo krizˇiˇscˇe, lahko ustvarimo prehodno vozliˇscˇe
trnY , pri cˇemer Y predstavlja zaporedno sˇtevilko prehodnega vozliˇscˇa. Ta
ne igra bistvene vloge, potrebna je le za zagotavljanje enolicˇne oznake. To
prehodno vozliˇscˇe je zadnji iskani sosed v seznamu obeh vozliˇscˇ (vhodnega
in izhodnega). V slovar sosedov pa dodamo sˇe novo ustvarjeno prehodno
vozliˇscˇe. Njegova soseda sta izhodno in vhodno vozliˇscˇe krizˇiˇscˇ, ki smo ju
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Slika 3.2: Primer krizˇiˇscˇa s pozitivno (levo krizˇiˇscˇe) in negativno orientacijo
(desno krizˇiˇscˇe).
poiskali. Ker sta sosednji le dve vozliˇscˇi je vrstni red nepomemben, saj je
rotacija v smeri urinega kazalca ohranjena ne glede na vrstni red sosedov.
Po sprehodu skozi celotno Gaussovo kodo imamo dokoncˇno izpolnjene
rotacije in slovar sosedov brez neznank.
3.2.4 Iskanje lic grafa
Sˇe vedno potrebujemo sˇtevilo lic v grafu vendar nimamo preproste formule
s katero bi jih lahko izracˇunali. Z izpolnjenim seznamom vseh sosedov lahko
poiˇscˇemo vsa lica v grafu in tako najdemo sˇtevilo lic. Algoritem 1 prikazuje
psevdokodo iskanja lic v grafu. Algoritem se v zunanji zanki sprehodi skozi
vsa vozliˇscˇa v grafu, v notranji zanki pa skozi vse sosede trenutno obravnava-
nega vozliˇscˇa. Skozi celoten postopek belezˇimo povezave, ki smo jih zˇe srecˇali
in uporabili. To nam zagotavlja, da bomo vsako lice v grafu nasˇli natancˇno
enkrat. V vsaki iteraciji notranje zanke najprej preverimo ali smo povezavo
trenutnega vozliˇscˇa in soseda zˇe uporabili. V kolikor se ta par zˇe nahaja v
seznamu uporabljenih povezav, ga preskocˇimo in nadaljujemo z naslednjim
sosedom, cˇe pa ta povezava sˇe ni bila uporabljena pa to pomeni, da smo nasˇli
novo lice.
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Algoritem 1 Iskanje lic v grafu.
Vhod: nodes, neighbors
1: faces = [ ]
2: connections used = [ ]
3: for node in nodes do
4: for neighbor of node do
5: if node -> neighbor not in used connections then
6: current node = node
7: next node = neighbor
8: current face = current node + next node
9: while next node != node do
10: index = index of current node in neighbors[next node]
11: current node = next node
12: next node = neighbors[next node][index + 1]
13: used connections += current node -> next node
14: current face += next node
15: faces += current face
16: return faces
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V primeru novega lica nadaljujemo sprehod po povezavah dokler ne nale-
timo na vozliˇscˇe v katerem smo zacˇeli. Da najdemo naslednjo povezavo v licu
poiˇscˇemo indeks trenutnega vozliˇscˇa (v psevdokodi oznacˇen z current node
v seznamu sosedov naslednjega vozliˇscˇa (oznaka next node). Naslednjo vo-
zliˇscˇe se nato premakne v spremenljivko current node, novo naslednje vozliˇscˇe
next node pa dobimo tako da poiˇscˇemo naslednjega soseda v njegovem se-
znamu. Dobljeni indeks moramo le povecˇati za 1.
Preprost primer posameznega koraka v postopku iskanja lic v krizˇiˇscˇu je
prikazan na sliki 3.3. Z modro barvo je oznacˇeno trenutno vozliˇscˇe (cur-
rent node. Zacˇnemo z vozliˇscˇem 11 in izberemo poljubnega soseda (korak
II). V nasˇem primeru je to povezava 11-12. V naslednjem koraku to po-
vezavo ’obrnemo’ - novo trenutno vozliˇscˇe postane vozliˇscˇe 12 (korak III),
potrebujemo pa sˇe novo naslednje vozliˇscˇe (next node). Tega najdemo tako
da obrnjeno povezavo (12-11) zavrtimo v smeri urinega kazalca dokler se ne
dotaknemo naslednje povezave (korak IV). V nasˇem primeru je to povezava
12-13 in naslednje vozliˇscˇe postane vozliˇscˇe 13 (korak V). Na tak nacˇin posto-
pek ponavljamo dokler ne naletimo na vozliˇscˇe v katerem smo zacˇeli. Takrat
je pot sklenjena in vozliˇscˇa, ki smo jih obsˇli sestavljajo eno lice grafa.
Algoritem, ki poiˇscˇe vsa lica v grafu sicer vrne seznam vseh lic, ki ga
zaenkrat sˇe ne potrebujemo. Da dobimo sˇtevilo lic, moramo le poiskati sˇtevilo
elementov v dobljenem seznamu. S tem dobimo sˇe zadnji potreben podatek
za Eulerjevo formulo (3.1) s katero lahko zdaj dokoncˇno preverimo ali je graf
ravninski ali ne.
20 Nik Zupancˇicˇ
11
12
13
14
15
I
11
12
13
14
15
II
11
13
14 12
15
III
11
12
13
14
15
IV
11
12
13
14
15
V
Slika 3.3: Prikaz prvega koraka pri iskanju lic.
Poglavje 4
Vzmetni algoritmi za risanje
grafov
V kolikor je podan vozel oziroma ravninski graf veljaven, ga zˇelimo izrisati
tako, da bo slika estetska in dovolj nazorna. V ta namen zˇelimo definirati
nekaj pogojev, ki jih bomo skusˇali pri risanju uposˇtevati:
• krizˇiˇscˇa vozla naj bodo kar se da enakomerno razporejena v ravnini,
• razdalja med sosednjimi vozliˇscˇi naj bo cˇim bolj enakomerna,
• razporeditev mora omogocˇati prosto pot od vsakega vozliˇscˇa do njego-
vih sosedov brez da bi se ta pot krizˇala s katero drugo,
• ogliˇscˇa vsakega krizˇiˇscˇa morajo ostati pravilno razporejena, tj. okrog
srediˇscˇa krizˇiˇscˇa si morajo ogliˇscˇa slediti po vrsti v smeri urinega ka-
zalca.
Predvsem zadnja zahteva se je izkazala za najbolj kljucˇno izmed vseh, saj
bo v primeru, da razporeditev vozliˇscˇ krsˇi ta pogoj, skoraj gotovo priˇslo do
krizˇanja povezav med vozliˇscˇi.
Za risanje grafov se pogosto uporabljajo vzmetni algoritmi. To so algo-
ritmi, ki za razporeditev vozliˇscˇ grafa namesto povezav uporabljajo navidezne
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vzmeti in njihove sile, ki vzmet silijo v svojo ravnovesno lego ter tako zago-
tavljajo na videz prijetno obliko grafa, enakomerne razdalje med vozliˇscˇi in v
vecˇini primerov razporeditev brez nezˇelenih krizˇanj povezav [16]. Za risanje
vozlov smo se odlocˇili za uporabo dveh vzmetnih algoritmov: Fruchterman-
Reingoldov algoritem [13] in algoritem Kamada-Kawai [15]. Po primerjanju
rezultatov, ki smo jih dobili pri uporabi obeh algoritmov smo se odlocˇili,
da za prvotno razporeditev uporabimo Fruchterman-Reingoldov algoritem, v
nadaljevanju programa pa sˇe Kamada-Kawai algoritem.
4.1 Fruchterman-Reingoldov algoritem
Za nalogo razporejanja krizˇiˇscˇ grafa smo uporabili Fruchterman-Reingoldov
algoritem [13], ki pri razporejanju racˇuna sile med vozliˇscˇi v grafu. Po bese-
dah avtorjev [13] se algoritem izkazˇe pri enakomernem razporejanju vozliˇscˇ,
zagotavljanju enotne dolzˇine povezav v grafu ter prikazu simetrije grafa. Vse
to ustreza nasˇim zahtevam. Vendar to sˇe ni dovolj, da dobimo rezultat
kakrsˇnega zˇelimo. Posebno pozornost moramo posvetiti predvsem razpo-
rejanju vozliˇscˇ, ki pripadajo krizˇiˇscˇem vozla. Kot smo zˇe omenjali morajo
vozliˇscˇa ostati pravilno razvrsˇcˇena okoli srediˇscˇa krizˇiˇscˇa, poleg tega pa so
lahko notranje povezave krizˇiˇscˇ tudi nekoliko krajˇse od razdalj med krizˇiˇscˇi
in prehodnimi vozliˇscˇi.
Algoritem deluje na osnovi sil, ki vozliˇscˇa v grafu usmerjajo proti svojemu
koncˇnemu polozˇaju. Vsako iteracijo algoritma sestavljajo trije koraki. Naj-
prej za vsa vozliˇscˇa izracˇuna odbojne sile, nato privlacˇne sile ter na koncu
premakne vozliˇscˇa glede na izracˇunane sile.
Da lahko izracˇunamo sile moramo najprej dolocˇiti spremenljivko k, ki pred-
stavlja optimalno razdaljo med vozliˇscˇi. Avtorja predlagata enacˇbo (4.1), pri
cˇemer C predstavlja poljubno konstanto, povrsˇina je povrsˇina platna, ki je
na voljo za sliko, sˇt vozliˇscˇ pa sˇtevilo vozliˇscˇ.
k = C ∗
√(
povrsˇina
sˇt vozliˇscˇ
)
(4.1)
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Po vecˇ poskusih smo se odlocˇili, da v nasˇem primeru za konstanto C upora-
bimo vrednost 0.5. Platno na katerega riˇsemo pa ima vedno kvadratno obliko
(dimenzij 700px× 700px) zato lahko izraz nekoliko poenostavimo in dobimo
naslednjo enacˇbo:
k = C ∗ stranica√
sˇt vozliˇscˇ
(4.2)
Pred zacˇetkom moramo definirati sˇe sile, ki jih bomo racˇunali. Odbojne sile
racˇunamo med vsemi vozliˇscˇi, ne glede na to ali je med njimi povezava ali
ne po enacˇbi (4.4). Spremenljivka d predstavlja razdaljo med vozliˇscˇema.
Izracˇunamo jo kot evklidsko razdaljo po formuli 4.3 pri cˇemer par (x1, y1)
predstavlja koordinate enega vozliˇscˇa, (x2, y2) pa koordinate drugega.
razdalja =
√
(x2 − x1)2 + (y2 − y1)2 (4.3)
Iz enacˇbe lahko razberemo, da se odbojna sila povecˇuje cˇe se dve vozliˇscˇi
priblizˇata. S tem zagotavljamo, da se vozliˇscˇa ne priblizˇajo prevecˇ eden
drugemu. Konstanta CR nam zagotavlja razlicˇno velikost sile glede na to
med katerima dvema vozliˇscˇema racˇunamo silo. V cˇlanku [13] je odbojna
sila enaka za vsa vozliˇscˇa in tega faktorja ne uporabljajo, v nasˇem primeru
pa je to pomembna sprememba, da se priblizˇamo zˇelenemu rezultatu.
FR = CR ∗ k
2
d
(4.4)
Podobno definiramo sˇe privlacˇno silo (4.5). Ta se za razliko od odbojne sile
racˇuna le med sosedi, ki so med seboj povezani neposredno, deluje pa ravno
obratno kot 4.4 in sicer cˇe se vozliˇscˇi priblizˇujeta, se zmanjˇsuje razdalja med
njima in posledicˇno je manjˇsa tudi privlacˇna sila. Tudi tukaj uporabimo
konstanto CA, ki se spreminja glede na vozliˇscˇa med katerimi se racˇuna sila.
FA = CA ∗ d
2
k
(4.5)
Po izracˇunanih silah med vozliˇscˇi, lahko z rezultati koncˇno izvedemo premik
vozliˇscˇ. V izvirnem cˇlanku [13] v tem koraku algoritem simulira temperaturo,
s katero omeji najvecˇji premik posameznega vozliˇscˇa ter se tekom algoritma
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ohlaja. Ko se temperatura dovolj ohladi se algoritem zakljucˇi. V nasˇem
primeru ohlajanja nismo uporabili. Vektor premika, ki smo ga izracˇunali
za vsako vozliˇscˇe vsebuje premik x koordinate ter premik y koordinate. Sˇe
preden premik uposˇtevamo, vektor normaliziramo po enacˇbi (4.7), pri cˇemer
~v = (v1, v2) predstavlja vektor premika. Dolzˇino vektorja oznacˇimo z |~v| in
jo izracˇunamo z enacˇbo (4.6).
|~v| =
√
v21 + v
2
2 (4.6)
~u =
~v
|~v| (4.7)
Normalizacija vektorja ohranja smer, spremeni pa se velikost vektorja. Do-
bimo normaliziran vektor premika ~u, katerega nato uporabimo za prirejanje
novega polozˇaja vozliˇscˇa. Vozliˇscˇa ob konvergenci nikoli popolnoma ne obmi-
rujejo, ampak se na koncu premikajo le med dvema blizˇnjima koordinatama.
To dejstvo uporabimo kot koncˇni pogoj tako, da tekom algoritma ves cˇas hra-
nimo zadnji dve lokaciji vseh vozliˇscˇ. Ko s primerjanjem zgodovine koordinat
vozliˇscˇ ugotovimo, da so po trenutni iteraciji koordinate enake shranjenim
koordinatam, lahko algoritem koncˇamo. Prav tako na tem mestu premika
ne omejujemo glede na razpolozˇljiv prostor na platnu, kot sta si to zamislila
avtorja v cˇlanku [13], temvecˇ mu dovolimo da vozliˇscˇa premakne tudi izven
definirane povrsˇine za risanje. Ta je tako prakticˇno neomejena v vse smeri in
koordinate lahko dobijo tudi negativne vrednosti, kar pa nas ne moti. Sliko
bomo skalirali na koncu ter se s tem znebili negativnih vrednosti in zagotovili,
da noben del slike ne sega izven vidnega polja oz. koordinat platna.
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Algoritem 2 Fruchterman-Reingoldov algoritem
Vhod: coords, nodes, neighbors
1: while True do
2: for i in nodes do
3: # Za vsa vozliˇscˇa izracˇunamo premik glede na odbojne sile
4: premik[i] = [0, 0]
5: # Vektor premika na zacˇetku iteracije postavimo na 0
6: for j in nodes do
7: if i != j then
8: # Racˇunamo odbojne sile z vsemi drugimi vozliˇscˇi v grafu
9: ~ij = coords[j] − coords[i]
10: premik[i] +=
~ij
|~ij| ∗ FR
11: for i in nodes do
12: for j in neighbors[nodes] do
13: ~ij = coords[j] − coords[i]
14: premik[i] −= ~ij|~ij| ∗ FA
15: premik[j] +=
~ij
|~ij| ∗ FA
16: for i in nodes do
17: coords[i] += ( premik[i]|premik[i]|)
18: if konvergenca then
19: break
4.2 Algoritem Kamada-Kawai
Tudi algoritem Kamada-Kawai [15] se uvrsˇcˇa v skupino vzmetnih algoritmov.
Ideja algoritma je ta, da je vsak par vozliˇscˇ v grafu povezan z vzmetjo, koncˇno
razporeditev vozliˇscˇ pa dobimo z minimizacijo skupne energije vseh vzmeti.
Cˇe privzamemo, da imamo n vozliˇscˇ, ki so med seboj povezana z vzmetmi,
simbol pi pa predstavlja i-to vozliˇscˇe lahko skupno energijo vzmeti izracˇunamo
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po formuli:
E =
n−1∑
i=1
n∑
j=i+1
1
2
kij(|pi − pj| − `ij)2 (4.8)
Koncˇno razporeditev vozliˇscˇ iˇscˇemo z zmanjˇsevanjem energije E (4.8). Sim-
bol `ij predstavlja idealno razdaljo med vozliˇscˇema pi in pj in ga izracˇunamo
takole:
`ij = L ∗ dij (4.9)
Neznanka L (4.10) je konstanta, ki jo v nasˇem primeru izracˇunamo enako kot
konstanto v Fruchterman-Reingoldovem algoritmu, z enacˇbo (4.2). Tudi tu-
kaj uporabljamo vrednost C = 0.5. Simbol dij predstavlja najkrajˇso razdaljo
v grafu med vozliˇscˇema pi in pj. Potrebujemo najkrajˇse razdalje za vsak par
vozliˇscˇ v grafu. Izracˇunamo jih s pomocˇjo Floyd-Warshallovega algoritma
[8].
L = C ∗ stranica√
sˇt vozliˇscˇ
(4.10)
Da bomo poznali vse neznanke iz zacˇetne enacˇbe za energijo vzmeti (4.8),
moramo izracˇunati sˇe vrednosti kij za vse pare vozliˇscˇ. Simbol kij je izracˇunan
po enacˇbi (4.11) in predstavlja mocˇ vzmeti med vozliˇscˇema pi in pj. K je
poljubna konstanta, ki jo v nasˇem primeru nastavimo na K = 1.
kij =
K
d2ij
(4.11)
Vsako vozliˇscˇe pm je podano s parom koodinat (xm, ym), ki jih dobimo iz
Fruchterman-Reingoldovega algoritma ter novo generiranih tocˇk, ki jih do-
damo v razdelku 6.3. Cˇe v enacˇbo (4.8) vstavimo koordinate in kvadriramo
cˇlen znotraj oklepaja, dobimo razsˇirjeno enacˇbo za energijo vzmeti.
E =
n−1∑
i=1
n∑
j=i+1
1
2
kij
[
(xi − xj)2 + (yi − yj)2 + `2ij − 2`ij
√
(xi − xj)2 + (yi − yj)2
]
(4.12)
Zˇeleli bi najti globalni minimum energije E, a ker se v praksi to izkazˇe za
zahtevno nalogo, poiˇscˇemo zgolj lokalnega z Newton-Raphsonovo metodo.
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4.2.1 Newton-Raphsonova metoda resˇevanja enacˇb
Newton-Raphsonova metoda je algoritem, ki iˇscˇe aproksimacijo nicˇle podane
funkcije [5, 6]. Nicˇla funkcije je vrednost koordinate x pri kateri funkcija
f(x) zavzame vrednost 0. Cˇe gledamo sliko funkcije, je to presek funkcije z
abscisno osjo (tudi x os). V osnovi metoda skozi iteracije iˇscˇe priblizˇek resˇitvi
enacˇbe f(x) = 0. Nov priblizˇek dobimo iz vrednosti v prejˇsnji iteraciji vendar
pa najprej potrebujemo neko zacˇetno vrednost s katero sploh lahko izvedemo
prvo iteracijo. Ta zacˇetna vrednost se imenuje ocena nicˇle in jo oznacˇimo
z x(0). Z dobro zacˇetno oceno lahko poskrbimo za hitrejˇso konvergenco. S
Taylorjevo vrsto lahko izrazimo vrednost f(x(0) + δx(0)).
f(x(0) +δx(0)) = f(x(0))+δx(0)
(
df(x)
dx
)(0)
+
(δx(0))2
2
(
d2f(x)
dx2
)(0)
. . . (4.13)
Zanima nas vrednost δx(0) zato uporabimo le prva dva cˇlena enacˇbe Tay-
lorjeve vrste (4.13) in ju izenacˇimo z 0 ter tako dobimo enacˇbo za izracˇun
priblizˇka δx(0).
f(x(0) + δx(0)) = 0
f(x(0)) + δx(0)
(
df(x)
dx
)(0)
= 0
δx(0) = − f(x
(0))(
df(x)
dx
)(0)
(4.14)
Nov priblizˇek nicˇle v vsaki iteraciji dobimo iz ocene, ki smo jo izracˇunali iz
prejˇsnjih iteracij.
x(1) = x(0) + δx(0) (4.15)
x(i+1) = x(i) − f(x
(i))(
df(x)
dx
)(i) (4.16)
Newton-Raphsonova metoda pa ni omejena le na resˇevanje posamezne enacˇbe.
Uporabljamo jo lahko tudi za resˇevanje sistema enacˇb z vecˇ neznankami. Pri-
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vzamemo, da imamo sistem n enacˇb (4.17) z n neznankami.
f1(x1, x2, . . . , xn) = 0
f2(x1, x2, . . . , xn) = 0
...
fn(x1, x2, . . . , xn) = 0
(4.17)
Sistem enacˇb (4.17) krajˇse zapiˇsemo kot
−−−→
f(X) = 0, po koordinatah
−−−→
f(X) =
[f1(X), f2(X), . . . , fn(X)]
T ter
−→
X = [x1, x2, . . . , xn]
T .
Podobno kot pri resˇevanju posamezne enacˇbe moramo tudi tukaj podati
zacˇetno oceno, edina razlika pa je, da moramo kot vektor
−→
X (0) podati n
mnogo ocen. Ponovno uporabimo Taylorjevo vrsto.
f(X(0) + δX(0)) = f(X(0)) + J (0)δX(0) (4.18)
V enacˇbi (4.18) je J Jacobijeva matrika dimenzije n × n, njeni elementi pa
so parcialni odvodi funkcij f1, f2, . . . , fn po x1, x2, . . . , xn.
J =

∂f1(X)
∂x1
∂f1(X)
∂x2
. . . ∂f1(X)
∂xn
∂f2(X)
∂x1
∂f2(X)
∂x2
. . . ∂f2(X)
∂xn
...
...
. . .
...
∂fn(X)
∂x1
∂fn(X)
∂x2
. . . ∂fn(X)
∂xn
 (4.19)
Enacˇbo (4.18) preuredimo, da lahko izrazimo δX(0).
δX(0) = −[J (0)]−1 f(X(0)) (4.20)
Nasˇe zacˇetne ocene uporabimo za izracˇun prvega priblizˇka, splosˇni korak pa
predstavlja enacˇba (4.22).
X(1) = X(0) + δX(0) (4.21)
X(i+1) = X(0) − [J (i)]−1 f(X(i)) (4.22)
Cˇe imamo n vozliˇscˇ, enacˇba (4.23) prikazuje potreben pogoj za lokalni mini-
mum. Ta enacˇba predstavlja porazdelitev vozliˇscˇ, kjer so dolzˇine vseh vzmeti
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cˇim blizˇje zˇe prej definiranim idealnim razdaljam, ki smo jih racˇunali v enacˇbi
4.9. Skupno bomo dobili 2n funkcij z 2n spremenljivkami
∂E
∂xm
=
∂E
∂ym
= 0 za 1 ≤ m ≤ n (4.23)
f1(x1, y1, x2, y2, . . . , xn, yn) =
∂E
∂x1
f2(x1, y1, x2, y2, . . . , xn, yn) =
∂E
∂y1
f3(x1, y1, x2, y2, . . . , xn, yn) =
∂E
∂x3
...
f2n(x1, y1, x2, y2, . . . , xn, yn) =
∂E
∂yn
(4.24)
Parcialne odvode iz enacˇb (4.23) in (4.24) izracˇunamo takole.
∂E
∂xm
=
∑
i 6=m
kmi
[
(xm − xi)− lmi(xm − xi)√
(xm − xi)2 + (ym − yi)2
]
(4.25)
∂E
∂ym
=
∑
i 6=m
kmi
[
(ym − yi)− lmi(xm − xi√
(xm − xi)2 + (ym − yi)2
]
(4.26)
Resˇiti moramo 2n mnogo enacˇb, ki niso linearne a jih ne moremo neposredno
resˇiti z 2n-dimenzionalno Newton-Raphsonovo metodo, ker enacˇbe med seboj
niso neodvisne. Iz tega razloga so se avtorji algoritma odlocˇili, da se hkrati
osredotocˇijo samo na eno vozliˇscˇe pm = (xm, ym) in ga premikajo medtem
ko so vsa ostala vozliˇscˇa pi(i 6= m; 1 ≤ i ≤ n) v tem cˇasu fiksirana in se ne
premikajo. Vozliˇscˇe pm izberemo tako, da poiˇscˇemo vozliˇscˇe z maksimalno
vrednostjo ∆m in ga premikamo dokler njegova vrednost ni dovolj majhna.
V nasˇi razlicˇici algoritma je ta meja ε = 1.
∆m =
√(
∂E
∂xm
)2
+
(
∂E
∂ym
)2
(4.27)
Zacˇnemo na mestu (x
(0)
m , y
(0)
m ), kar predstavlja trenutne koordinate vozliˇscˇa
pm, izracˇunane z Fruchterman-Reingoldovim algoritmom. Za posamezno vo-
zliˇscˇe ponavljamo naslednji korak.
x(t+1)m = x
(t)
m + δx, y
(t+1)
m = y
(t)
m + δy za t = 0, 1, 2 . . . (4.28)
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Pri tem δx in δy ustrezata spodnjima zvezama.
∂2E
∂x2m
(
x(t)m , y
(t)
m
)
δx+
∂2E
∂xm∂ym
(
x(t)m , y
(t)
m
)
δy = − ∂E
∂xm
(
x(t)m , y
(t)
m
)
(4.29)
∂2E
∂ym∂xm
(
x(t)m , y
(t)
m
)
δx+
∂2E
∂y2m
(
x(t)m , y
(t)
m
)
δy = − ∂E
∂ym
(
x(t)m , y
(t)
m
)
(4.30)
Koeficienti v enacˇbah (4.29) in (4.30), ki vsebujejo parcialne odvode so ele-
menti Jacobijeve matrike, ki smo jo zˇe omenjali pri Newton-Raphsonovi me-
todi. Izracˇunamo jih z odvajanjem enacˇb (4.25) in (4.26).
∂2E
∂x2m
=
∑
i 6=m
kmi
(
1− lmi(ym − yi)
2√
(xm − xi)2 + (ym − yi)23
)
(4.31)
∂2E
∂xm∂ym
=
∑
i 6=m
kmi
(
lmi(xm − xi)(ym − yi)√
(xm − xi)2 + (ym − yi)23
)
(4.32)
∂2E
∂ym∂xm
=
∑
i 6=m
kmi
(
lmi(xm − xi)(ym − yi)√
(xm − xi)2 + (ym − yi)23
)
(4.33)
∂2E
∂y2m
=
∑
i 6=m
kmi
(
1− lmi(xm − xi)
2√
(xm − xi)2 + (ym − yi)23
)
(4.34)
Celoten postopek algoritma Kamada-Kawai je strnjen v psevdokodi 3
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Algoritem 3 Osnovni algoritem Kamada-Kawai
Vhod: nodes, neighbors, coords
1: izracˇunaj dij = floyd alg(nodes, neighbors)
2: izracˇunaj lij za vse 1 ≤ i 6= j ≤ n
3: izracˇunaj kij za vse 1 ≤ i 6= j ≤ n
4: ε = 1
5: while max ∆i > ε do
6: pm = vozliˇscˇe z max ∆i
7: while ∆m > ε do
8: izracˇunaj δx in δy
9: xm = xm + δx
10: ym = ym + δy
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Poglavje 5
Razsˇiritve vzmetnega algoritma
V poglavju 4 smo predstavili in spoznali oba vzmetna algoritma, ki smo
jih uporabili v postopku risanja vozla. Osnovni razlicˇici obeh algoritmov
ne zadostujeta nasˇim zahtevam, zato smo jim dodali sˇe nekaj razsˇiritev s
katerimi smo se uspeli priblizˇati zˇelenemu rezultatu.
5.1 Popravki Fruchterman-Reingoldovega al-
goritma
Osnovna razlicˇica Fruchterman-Reingoldovega algoritma predvideva enak iz-
racˇun privlacˇnih in odbojnih sil za vsa vozliˇscˇa v grafu. Ker z enotno funkcijo
nismo uspeli ugoditi vsem zahtevam, ki so bile potrebne za razporeditev, smo
sile s spreminjanjem vrednosti Cr in Ca, ki smo jih srecˇali v enacˇbah (4.4)
in (4.5), prilagodili glede na to med katerimi vozliˇscˇi veljajo. Do poprav-
kov, ki nam dajo pravilen in estetski rezultat smo priˇsli eksperimentalno, z
opazovanjem kako spreminjanje dolocˇenih sil vpliva na koncˇno razporeditev
vozliˇscˇ. Primer razporeditve vozla s tremi krizˇiˇscˇi, ki jo dobimo z prirejenim
Fruchterman-Reingoldovim algoritmom lahko vidimo na sliki 5.1, kjer rdecˇe
cˇrte oznacˇujejo sˇkatle krizˇiˇscˇ.
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5.1.1 Odbojne sile
Najvecˇ sprememb smo uvedli pri racˇunanju odbojnih sil med vozliˇscˇi. Ena
izmed prvih tezˇav s katero smo se soocˇali, so bile napake v krizˇiˇscˇih vozla:
krizˇiˇscˇa niso ohranjala svoje sˇtirikotne oblike ali pa se je zaradi zunanjih sil
iz drugih krizˇiˇscˇ pokvarila lokalna rotacija krizˇiˇscˇa. V ta namen so mocˇno
okrepljene vse odbojne sile med vozliˇscˇi, ki pripadajo istemu krizˇiˇscˇu. S tem
kljub zunanjim silam lahko ohranimo rotacijo in obliko krizˇiˇscˇa.
V kolikor se pojavljata dve vzporedni prehodni vozliˇscˇi, to sta vozliˇscˇi, ki
obe povezujeta enak par krizˇiˇscˇ, odbojno silo med njima iznicˇimo, medtem
ko je sila med prehodnimi vozliˇscˇi, ki niso vzporedni okrepljena.
Uporabimo tudi podatek o najdaljˇsem licu, ki smo ga dobili ob preverja-
nju pravilnosti Gaussove kode in okrepimo odbojne sile med krizˇiˇscˇi, ki imajo
vsaj eno vozliˇscˇe v najdaljˇsem licu in prehodnimi vozliˇscˇi oziroma vozliˇscˇi, ki
se ne nahajajo v najdaljˇsem licu.
5.1.2 Privlacˇne sile
Privlacˇne sile se uposˇtevajo le med sosednjimi vozliˇscˇi in imajo v primerjavi
z odbojnimi silami manj sprememb. Faktor Ca povecˇamo za vse sile, ki se
dotikajo srediˇscˇnega vozliˇscˇa v krizˇiˇscˇih. S tem so okrepljene vse notranje
sile v krizˇiˇscˇu.
Vse privlacˇne sile med vozliˇscˇi, ki se nahajajo v najdaljˇsem licu grafa so
oslabljene, saj ravno ta sila lahko pri vecˇjih vozlih povzrocˇi napako v koncˇni
razporeditvi krizˇiˇscˇ.
5.2 Dodatki Kamada-Kawai algoritmu
Pri vecˇjih vozlih z manj preprosto obliko in postavitvijo krizˇiˇscˇ so se ob upo-
rabi osnovnega algoritma kmalu zacˇele pojavljati napake. V vecˇini primerov
se je to kazalo v deformiranih krizˇiˇscˇih in prevojih krivulj, ki jih je tezˇko
dovolj popraviti zgolj z naknadnim popravljanjem prevojev.
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Slika 5.1: Razporeditev po Fruchterman-Reingoldovem algoritmu.
Da smo se omenjenim napakam izognili smo osnovnemu algoritmu Kamada-
Kawai dodali sˇe dva dodatna koraka: premik, ki ohranja kvadratno obliko
krizˇiˇscˇa ter premik za popravljanje prevoja. Poleg dodatnih premikov pa smo
tudi nekoliko preuredili sam potek algoritma.
Namesto, da ob vsaki iteraciji algoritma iˇscˇemo in racˇunamo vozliˇscˇe z
maksimalno vrednostjo ∆i, zacˇnemo v krizˇiˇscˇu z oznako 1 in vozliˇscˇa izbe-
remo kar po vrsti kot si sledijo v vozlu. Pri vsakem nato izracˇunamo skupen
premik, uposˇtevajocˇ vse tri omenjene komponente. V kolikor ta premik pre-
sega mejo, ki jo dolocˇimo, vozliˇscˇe tudi dejansko premaknemo, sicer se njegov
polozˇaj ne spreminja. Meja za premik ima dolocˇeno zacˇetno vrednost, med
izvajanjem algoritma pa je dinamicˇna in se zmanjˇsa vsakicˇ ko se sprehodimo
cˇez celoten vozel in ne premaknemo nobenega izmed vozliˇscˇ. Takrat to mejo
prepolovimo, celoten algoritem pa zakljucˇimo ko je meja manjˇsa od 1 in v
celotnem vozlu nobeden izmed premikov ni vecˇji od te meje.
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Da lahko zagotovimo, da se algoritem koncˇa in ne zatakne v neskoncˇno
zanko uporabljamo sˇe ohlajanje. Skozi celoten algoritem premik pomnozˇimo
s faktorjem ohlajanja, ki ima na zacˇetku vrednost 1 in se ta v prvih 1000
ponovitvah ne spreminja. Ko presezˇemo to mejo pa se faktor zmanjˇsuje po
enacˇbi (5.1), kjer spremenljivka count sˇteje skupno sˇtevilo izvedenih premi-
kov od zacˇetka algoritma. Celoten postopek je poenostavljeno zapisan kot
algoritem 4.
fcool = 10
− count−1000
600 (5.1)
5.2.1 Koti v krizˇiˇscˇu
Kot smo zˇe omenili skusˇamo tekom algoritma zagotoviti, da se krizˇiˇscˇa ne
deformirajo oziroma ohranjajo kvadratno obliko. V ta namen uporabljamo
kote znotraj krizˇiˇscˇa. Za merjenje kotov je uporabljena funkcija atan2(y,
x) [10], ki je del Pythonove matematicˇne knjizˇnice. Funkcija kot rezultat
v radianih vrne kot, ki ga oklepa vektor (x, y) s pozitivno abscisno osjo.
Velja enakost atan2(y, x) = arctan y/x. Rezultat lezˇi na intervalu [−pi, pi].
Kot primer opisujemo manipulacijo kotov v krizˇiˇscˇu z oznako 1, ki vsebuje
vozliˇscˇa 11, 12, 13, 14, 15, kot je to prikazano na sliki 3.1.
Premik izracˇunamo tako da vozliˇscˇe postavimo na razpoloviˇscˇe kota, ki ga
oklepata prilezˇni povezavi trenutnega vozliˇscˇa. Cˇe je obravnavano vozliˇscˇe
11 sta njegovi prilezˇni povezavi znotraj krizˇiˇscˇa vektorja 14− 15 in 12− 15.
Kot α, ki ga oklepata omenjena vektorja z vrhom v srediˇscˇu krizˇiˇscˇa 15
izracˇunamo takole:
α = arctan
y14 − y15
x14 − x15 − arctan
y12 − y15
x12 − x15 (5.2)
Srediˇscˇe krizˇiˇscˇa postavimo v izhodiˇscˇe koordinatnega sistema (0, 0) in od
kota, ki ga oklepa prva povezava 14 − 15, z abscisno osjo odsˇtejemo kot, ki
ga oklepa druga povezava 12 − 15. Rezultat je kot ∠(14, 15, 12), ki pa je
glede na postavitev vozliˇscˇ lahko pozitiven ali negativen. V nasˇem primeru
nas zanima le velikost kota in ne predznak. Da za vozliˇscˇe 11 lahko najdemo
nov polozˇaj, izracˇunan kot razpolovimo ter izracˇunamo sˇe povprecˇno razdaljo
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obeh prilezˇnih povezav `. Nov polozˇaj vozliˇscˇa, izracˇunan z enacˇbama 5.3,
bo na polovici kota, ki ga oklepata prilezˇni povezavi ter od srediˇscˇa oddaljen
z povprecˇno razdaljo `.
x = ` ∗ cosα + x15
y = ` ∗ sinα + y15
(5.3)
Zˇelimo ohraniti oblike krizˇiˇscˇ vendar hkrati dovoliti, da posamezna krizˇiˇscˇa
po potrebi zavzamejo nekoliko drugacˇno obliko glede na svoj polozˇaj v vo-
zlu. V nekaterih primerih je to kvadrat, v drugih splosˇcˇen pravokotnik. V
ta namen algoritem ne uposˇteva celotnega premika ampak vektor premika
sˇe dodatno zmanjˇsamo. S tem vozliˇscˇa ne premaknemo naravnost v nov
polozˇaj ampak le v smeri izracˇunanega razpoloviˇscˇa kota. Posledicˇno je oblika
krizˇiˇscˇa bolj fleksibilna.
Ta komponenta premika je razlicˇna od 0 le takrat kadar je obravnavano
vozliˇscˇe eno izmed ogliˇscˇ krizˇiˇscˇa. Sicer ta korak izpustimo.
5.2.2 Prevoji v vozlu
V prvih poskusih smo uporabljali osnovno razlicˇico Kamada-Kawai algoritma
in opazˇali, da so se po izvedenem algoritmu med krizˇiˇscˇi v zaporednih vo-
zliˇscˇih pojavljali prevoji, kar lahko pokvari videz vozla. Prevoj po definiciji
pomeni tocˇko na krivulji, kjer pri gibanju vzdolzˇ krivulje spremenimo smer
[4]. Cˇe je prej krivulja zavijala v levo bo v prevoju spremenila smer v desno
in obratno. Primer preproste krivulje s prevojem lahko vidimo na sliki 5.2.
Zˇelimo se jih znebiti ali pa vsaj zmanjˇsati njihov vpliv na celotno sliko zato
moramo najprej zaznati prevoje ter jih nato popraviti.
Da bomo lahko preverili kje se nahajajo prevoji, se moramo sprehoditi po
vozliˇscˇih v istem vrstnem redu kot jih srecˇamo cˇe sledimo vozlu. V vsakem
koraku obravnavamo skupino sˇtirih zaporednih vozliˇscˇ, ki jih poimenujemo
P1, P2, P3 in P4. Za zaznavanje uporabimo vektorski produkt, zanimata pa
nas dva vektorska produkta:
−−→
P1P2×−−→P1P3 in −−→P2P3×−−→P2P4. Na slikah 5.3 in 5.4
sta predstavljeni dve razlicˇni razporeditvi vozliˇscˇ. Slika 5.3 v tem primeru
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A
Slika 5.2: Krivulja s prevojem v tocˇki A.
prikazuje prevoj, medtem ko na sliki 5.4 ni prevoja in popravljanje v tem
primeru ni potrebno. Vektorska produkta
−−→
P1P2×−−→P1P3 in −−→P2P3×−−→P2P4 imata
v prvem primeru razlicˇen predznak, v drugem pa je predznak isti1.
P1
P2
P3
P4
Slika 5.3: Primer prevoja z vozliˇscˇi P1, P2, P3, P4.
P1
P2
P3
P4
Slika 5.4: Primer zaporedja vozliˇscˇ P1, P2, P3, P4 brez prevoja.
Cˇe se predznaka vektorskih produktov razlikujeta skusˇamo ta prevoj
zmanjˇsati, da na pogled ne bo tako motecˇ. To storimo tako, da minimi-
1V resnici primerjamo znake tretje koordinate vektorskega produkta ravninskih vek-
torjev, ki jih interpretiramo kot vektorje v trirazsezˇnem prostoru.
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ziramo vrednost vektorskega produkta — vektorski produkt je enak 0 kadar
sta vektorja vzporedna.
5.2.3 Sprotno popravljanje prevojev
Po vsakem osnovnem premiku, ki ga izracˇunamo z osnovnim Kamada-Kawai
algoritmom preverimo cˇetverko zaporednih vozliˇscˇ (P1, P2, P3, P4), pri cˇemer
P2 oznacˇuje trenutno vozliˇscˇe. V kolikor se na tem odseku po uposˇtevanju
prvih dveh komponent premika pojavi prevoj pomaknemo trenutno vozliˇscˇe
proti svoji pravokotni projekciji na premico skozi tocˇki P1 in P3. Vozliˇscˇa ne
premaknemo v pravokotno projekcijo temvecˇ ga le priblizˇamo projekciji. Ta
komponenta premika se uporablja vedno, kadar je zaznan prevoj ne glede na
to ali je obravnavano vozliˇscˇe del krizˇiˇscˇa ali ne.
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Algoritem 4 Razsˇirjeni Kamada-Kawai algoritem
Vhod: nodes, neighbors, coords
1: izracˇunaj dij = floyd alg(nodes, neighbors)
2: izracˇunaj lij za vse 1 ≤ i 6= j ≤ n
3: izracˇunaj kij za vse 1 ≤ i 6= j ≤ n
4: skupni sˇtevec = 0
5: fcool = 1
6: meja = 50
7: while True do
8: notranji sˇtevec = 0
9: for node in nodes do
10: izracˇunaj δx in δy
11: if node ∈ krizˇiˇscˇa & node != center then
12: izracˇunaj δ2x in δ2y glede na kot
13: δx = δx+ 0.1 ∗ (fcool ∗ δ2x)
14: δy = δy + 0.1 ∗ (fcool ∗ δ2y)
15: if prevoj(node - 1, node, node + 1, node + 2) then
16: projekcija = (xp, yp)
17: δ3x = 0.75 ∗ (xnode − xp)
18: δ3y = 0.75 ∗ (ynode − yp)
19: δx = δx+ fcool ∗ δ3x
20: δy = δy + fcool ∗ δ3y
21: if premik(δx, δy) > meja then
22: xnode = xnode + δx
23: ynode = ynode + δy
24: skupni sˇtevec = skupni sˇtevec + 1
25: notranji sˇtevec = notranji sˇtevec + 1
26: if skupni sˇtevec > 1000 then
27: fcool = 10
− skupni sˇtevec−1000
600
28: if notranji sˇtevec == 0 then
29: if meja < 1 then
30: break
31: meja = meja / 2
Poglavje 6
Izris vozla
6.1 Zacˇetna postavitev vozliˇscˇ
Vsem vozliˇscˇem grafa, ki opisujejo vozel moramo pripisati tudi njihov zacˇetni
polozˇaj v ravnini, tj. par koordinat (x, y). Med razvojem programa smo
poskusili z nekaj razlicˇnimi metodami za postavitev vozliˇscˇ. V prvem poskusu
so vsa vozliˇscˇa bila razvrsˇcˇena popolnoma nakljucˇno ne glede na to kateremu
krizˇiˇscˇu pripadajo. Izkazalo se je, da to lahko povzrocˇa tezˇave v nadaljevanju.
V naslednji razlicˇici zacˇetne razporeditve vozliˇscˇ smo nakljucˇno postavili
le srediˇscˇa krizˇiˇscˇ ter prehodne tocˇke, vsa ogliˇscˇa krizˇiˇscˇ pa smo postavili v
ogliˇscˇa kvadrata okoli pripadajocˇega srediˇscˇa. To pomeni, da so krizˇiˇscˇa zˇe na
zacˇetku postavljena tako kot smo si jih zamislili v podrazdelku 3.2.1. S tem
bi morda lahko poenostavili razporejanje vozliˇscˇ in krizˇiˇscˇ v nadaljevanju.
Rezultati so bili nekoliko boljˇsi od popolnoma nakljucˇne razvrstitve vendar
so se sˇe vedno pojavljale napake: sˇe vedno se je dogajalo, da se dve srediˇscˇi
znajdeta preblizu, kar pa posledicˇno lahko povzrocˇi tezˇave.
Poskusˇali smo tudi z razvrsˇcˇanjem srediˇscˇ krizˇiˇscˇ v krozˇnico. S tem imajo
vsa srediˇscˇa podobno razdaljo do najblizˇjega ter nobeno ni postavljeno pre-
blizu drugega. Za dolocˇene vozle, kjer so krizˇiˇscˇa tudi na koncu razvrsˇcˇena
na podoben nacˇin je ta postopek sicer pomagal ter tudi bistveno skrajˇsal raz-
porejanje krizˇiˇscˇ vendar pa se na bolj zapletenih vozlih sˇe vedno ni izkazal.
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Najboljˇsi rezultat smo dosegli z uporabo Schleglovega diagrama.
6.1.1 Schleglov diagram
Schleglov diagram, poimenovan po nemsˇkem matematiku Victorju Schleglu,
omogocˇa projekcijo politopa iz Rn v Rn−1 [11]. Politop je geometrijski objekt
z ravnimi stranskimi ploskvami, ki v splosˇnem lahko obstaja v n dimenzijah,
npr. politop v dveh dimenzijah se imenuje poligon.
V nasˇem primeru uporabimo Schleglov diagram, saj nam izriˇse ravninski
graf v katerem se povezave ne krizˇajo poleg tega pa pravilno postavi tudi
krizˇiˇscˇa in vmesne tocˇke. Krizˇiˇscˇa sicer nimajo oblike pravilnega kvadrata
kot v prejˇsnjih primerih a se izkazˇe da je izmed preizkusˇenih metod to najbolj
primerno zacˇetno izhodiˇscˇe.
Algoritem 5 Razvrsˇcˇanje vozliˇscˇ v Schleglov diagram
Vhod: longest face, nodes, neighbors
1: n = sˇtevilo elementov v longest face
2: Razvrsti vozliˇscˇa v seznamu longest face v ogliˇscˇa n-kotnika
3: Ostala vozliˇscˇa postavi v srediˇscˇe platna
4: while max move > 1 do
5: for node in nodes do
6: if node not in longest face then
7: old position = [node[x], node[y]]
8: node[x] = avg(neighbors[node][x])
9: node[y] = avg(neighbors[node][y])
10: max move = max(max move, distance(node, old position))
Psevdokoda gradnje Schleglovega diagrama v algoritmu 5 prikazuje pre-
prost postopek, ki ga uporabimo, da vozliˇscˇa v seznamu nodes razvrstimo
v Schleglov diagram. Slovar neighbors vsebuje sezname sosednjih vozliˇscˇ za
vsa vozliˇscˇa v grafu, longest face pa vsebuje vozliˇscˇa v najdaljˇsem licu grafa.
Najdaljˇse lice dobimo iz seznama vseh lic, ki ga generira algoritem 1.
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Vsa vozliˇscˇa, ki pripadajo najdaljˇsemu licu postavimo v ogliˇscˇa pravilnega
n-kotnika, pri cˇemer je n sˇtevilo vozliˇscˇ v najdaljˇsem licu. Ta vozliˇscˇa bodo
ostala v ogliˇscˇih in se med tem postopkom ne premikajo, medtem ko za vsa
ostala vozliˇscˇa, ki so na zacˇetku postavljena na sredino razpolozˇljivega platna,
v vsaki iteraciji izracˇunamo nov polozˇaj. Nov polozˇaj za posamezno vozliˇscˇe
izracˇunamo z aritmeticˇno sredino koordinat njegovih sosed. Ta postopek
ponavljamo dokler se vsa vozliˇscˇa ne ustalijo in je najvecˇji premik manjˇsi od
1px.
Sˇtevilo iteracij potrebnih za konstrukcijo Schleglovega diagram je odvisno
od oblike ravninskega grafa in na to ne vpliva zgolj sˇtevilo vozliˇscˇ v grafu.
Primer Schleglovega diagrama, ki ga uporabimo pri konstrukciji preprostega
vozla s tremi krizˇiˇscˇi najdemo na sliki 6.1.
Slika 6.1: Schleglov diagram grafa vozla s tremi krizˇiˇscˇi.
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6.2 Razporeditev krizˇiˇscˇ v ravnini
S Schleglovim diagramom dobimo izhodiˇscˇe za nadaljevanje programa. Nasˇa
naslednja naloga je, da s Fruchterman-Reingoldovim algoritmom dobimo pri-
merno razporeditev krizˇiˇscˇ, ki bo omogocˇala, da jih v nadaljevanju lahko
povezˇemo s krivuljami. Ob tem se spet spomnimo na nekaj omejitev, ki smo
jih definirali na zacˇetku poglavja 4.
6.3 Vmesne tocˇke med krizˇiˇscˇi
Prvo razporeditev vozliˇscˇ dobimo z Fruchterman-Reingoldovim algoritmom,
ki smo ga zˇe opisali v razdelkih 4.1 in 5.1. Po zakljucˇku prvega dela pro-
grama imamo v prostoru razporejena krizˇiˇscˇa in na vsakem odseku, ki potuje
med sosednjima vozliˇscˇema eno dodatno ’prehodno’ vozliˇscˇe, kar smo ome-
njali zˇe ob konstrukciji grafa, v poglavju 3.2.1. Na vseh odsekih med dvema
krizˇiˇscˇema bomo morali sosednji vozliˇscˇi povezati s krivuljo, zato moramo
najprej postaviti pot po kateri bo krivulja tekla. Pot z zgolj eno prehodno
tocˇko za ta namen ne bo dovolj natancˇna zato potrebujemo nova dodatna
vozliˇscˇa.
Najprej izracˇunamo povprecˇno razdaljo notranjih povezav v krizˇiˇscˇih, ki jo
bomo uporabili za oceno sˇtevila novih tocˇk, ki jih moramo generirati. Sˇtevilo
novih tocˇk no points za posamezen odsek racˇunamo po enacˇbi (6.1), pri
cˇemer spremenljivki a in b predstavljata zacˇetek in konec odseka, razdaljo
pa racˇunamo kot evklidsko razdaljo med dvema paroma koordinat po enacˇbi
(4.3).
no points =
⌊
distance(a, b)
avg distance
⌋
(6.1)
Nova vozliˇscˇa na zacˇetku postavimo kar na ravno cˇrto med zacˇetnim in
koncˇnim vozliˇscˇem. Iz zacˇetne ravne vrste jih zˇelimo prerazporediti v obliko
loka, da bi krivulja skozi njih ostala cˇim bolj gladka ter brez ostrih robov
in nenadnih sprememb smeri, hkrati pa zahtevamo, da se katerikoli dve kri-
vulji sekata le v srediˇscˇu krizˇiˇscˇ. V prvih razlicˇicah programa smo za ta
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del ponovno uporabili Fruchterman-Reingoldov algoritem, a rezultati niso
bili zadovoljivi zato smo morali poiskati drugo mozˇnost. Drugo razporejanje
vozliˇscˇ opravi algoritem Kamada-Kawai.
6.4 Popravljanje prevojev
Nekaj pozornosti smo prevojem zˇe namenili med izvajanjem vzmetnega al-
goritma v razdelku 5.2. Kljub temu z rezultati in oblikami krivulj v koncˇnem
rezultatu sˇe nismo popolnoma zadovoljni, zato smo se odlocˇili, da skusˇamo
prevoje sˇe dodatno popravljati.
Po zakljucˇku obeh vzmetnih algoritmov se sˇe enkrat sprehodimo skozi vsa
vozliˇscˇa, ki so del vozla. Pri tem smo seveda pozorni na to, da so ta urejena
v zaporednem vrstnem redu kot se pojavljajo v vozlu. V posamezni iteraciji
preverjamo skupino sˇtirih vozliˇscˇ, poimenovanih (P1, P2, P3, P4). Vsakicˇ pa
se premaknemo le za eno vozliˇscˇe, torej bi v naslednjem koraku obravnavali
cˇetvorko (P2, P3, P4, P5). Kot kriterij za zaznavanje prevoja znova uporabimo
vektorski produkt in ga skusˇamo zmanjˇsati, kjer srecˇamo prevoj.
Za razliko od prvega popravljanja prevojev v vzmetnem algoritmu, imamo na
tem mestu nekaj vecˇ mozˇnosti, kako se lotimo popravljanja. V vseh primerih
tokrat premikamo dve vozliˇscˇi hkrati (P2 in P3), ne zgolj eno.
Na primeru prevoja iz slike 5.3 bomo v nadaljevanju prikazali vecˇ razlicˇic
popravljanja prevojev, s katerimi smo poskusˇali.
Prva mozˇnost s katero smo poskusˇali, je priblizˇevanje tocˇke P2 proti pre-
mici, ki tecˇe skozi P1 in P3 (v nadaljevanju poimenovana p) in je prikazana
na sliki 6.2. S polno sivo cˇrto so narisane prejˇsnje povezave med njimi, s
prekinjeno cˇrto pa premici katerima priblizˇujemo tocˇki P2 in P3. Prevoja s
tem sicer ne odstranimo popolnoma, ga pa zmanjˇsamo in s tem zmanjˇsamo
tudi njegov vpliv na videz celotne krivulje.
Druga mozˇnost popravljanja prevojev deluje podobno, le da v tem pri-
meru obe vozliˇscˇi tako P2 kot P3 priblizˇujemo premici, ki tecˇe skozi P1 in P4.
Postopek izracˇuna polozˇaja za premik je podoben izracˇunu v prvi razlicˇici
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P1
P2
P3
P4
P ∗2
P ∗3
Slika 6.2: Primer prve razlicˇice popravljanja prevoja.
P1
P2
P3
P4
P ∗2
P ∗3
Slika 6.3: Primer druge razlicˇice popravljanja prevoja.
vendar z spremenjenimi vhodnimi podatki. Rezultat drugega nacˇina za po-
pravljanje prevojev lahko na enakem primeru vidimo na sliki 6.3. Slika 6.4
prikazuje sˇe tretjo razlicˇico, ki smo jo preizkusˇali. Deluje podobno kot prvi
dve, v tem primeru pa tocˇko P2 priblizˇujemo premici skozi P1 in P4 ter tocˇko
P3 proti premici skozi P2 in P4. Samostojno se nobena izmed treh nasˇtetih
razlicˇic ni popolnoma izkazala, zato smo za koncˇno resˇitev uporabili kombi-
nacijo dveh. Odlocˇili smo se za prvo in tretjo razlicˇico in z vsako opravili
P1
P2
P3
P4
P ∗2
P ∗3
Slika 6.4: Primer tretje razlicˇice popravljanja prevoja.
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deset obhodov skozi vozel. Najprej algoritem vozel precˇka z prvo razlicˇico, v
drugih desetih iteracijah pa uporabi tretjo razlicˇico popravljanja.
6.5 Risanje krivulj
Koncˇni vozel, ki ga bomo dobili si predstavljamo kot mnozˇico krivulj oz.
zlepkov. Privzamemo, da zˇe imamo mnozˇico tocˇk, ki so razporejene in skozi
katere bo tekel vozel. Zˇelimo taksˇno krivuljo, ki bo tekla skozi vse tocˇke ven-
dar bo hkrati tudi gladka, z lepim lokom ter brez grbin. Cˇe privzamemo da
postopek popravljanja prevojev, opisan v razdelku 6.4, deluje dovolj dobro,
moramo tocˇke med seboj le sˇe povezati v krivuljo. Za konstrukcijo krivulj
uporabljamo interpolacijo z zlepki. Zlepki so preproste krivulje na razlicˇnih
segmentih poti, katere na koncu zdruzˇimo in sestavimo v vecˇjo krivuljo.
6.5.1 Kardinalni zlepki
Na tej tocˇki ponovno privzamemo, da imamo zˇe ustvarjena ter razvrsˇcˇena
dodatna vmesna vozliˇscˇa, skozi katera bo potekala krivulja. Poznamo razlicˇne
vrste zlepkov, nekateri izmed njih so kubicˇni zlepki, B-zlepki, Kochanek-
Bartelsovi zlepki. V nasˇem programu smo uporabili kardinalne zlepke [19].
Konstruiranje posameznega zlepka uporabi sˇtiri zaporedne tocˇke. Cˇe
imamo podanih n tocˇk za krivuljo, bomo krivuljo narisali v n/4 korakih. Na
vsakem koraku konstruiramo zlepek tako, da vzamemo 4 zaporedne tocˇke
[P1, P2, P3, P4]. V osnovi bomo te tocˇke uporabili tako, da bo odsek krivulje
potekal od tocˇke P2 do tocˇke P3. Iz tocˇke P2 bo krivulja tekla v smeri od
P1 proti P3 ter se bo priblizˇevala tocˇki P3 v smeri od P2 proti P4. Preprost
primer izdelave taksˇne krivulje je prikazan na sliki 6.5.
Pozorni moramo biti na to, da bo seznam vozliˇscˇ, ki ga uporabimo za
risanje zlepkov urejen tako da si vozliˇscˇa sledijo kot se pojavljajo v vozlu in
sˇe dodatno dopolnjen. Cˇe imamo n vozliˇscˇ ter algoritmu podamo zaporedno
urejen seznam dolzˇine n, krivulja ki jo bomo dobili ne bo sklenjena (v vsaki
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P1
P2
P3
P4P3− P1 P4 − P2
Slika 6.5: Primer konstrukcije zlepkov iz sˇtirih podanih tocˇk.
obravnavni cˇetvorki [P1, P2, P3, P4], potuje krivulja od P2 do P3). Seznam
vozliˇscˇ mora zato vsebovati nekaj podvojenih podatkov na zacˇetku ter koncu,
da bo krivulja narisana brez prekinitve. Cˇe za primer vzamemo kar n = 4,
je popoln seznam, ki da sklenjeno krivuljo: [P3, P4, P1, P2, P3, P4, P1]. V tem
primeru bo prva povezava, ki jo nariˇse algoritem povezava med P4 in P1,
krivulja pa bo na koncu sklenjena ter brez manjkajocˇih odsekov.
6.5.2 Risanje podvozov in nadvozov
Do sedaj smo podvozom in nadvozom v vozlu namenili pozornost le v zacˇetku
programa med preverjanjem ravninskosti grafa, poskrbeti pa moramo, da jih
bomo uposˇtevali tudi pri koncˇni sliki saj igrajo pomembno vlogo pri izgledu
vozla. Ker smo v razdelku 3.2.3 zˇe definirali potek vozla skozi krizˇiˇscˇa v
grafu, vemo da bo nadvoz v krizˇiˇscˇu vedno potekal preko vozliˇscˇ x3, x5, x1,
kjer simbol x predstavlja sˇtevilsko oznako krizˇiˇscˇa. To lahko izkoristimo za
prikaz podvozov. Uporabimo preprosto metodo vecˇkratnega risanja nadvoza:
• Vozel nariˇsemo z privzeto barvo vozla (v nasˇem primeru cˇrna) in debe-
lino cˇrte.
• Nadvoze skozi vsa krizˇiˇscˇa nariˇsemo z debelejˇso cˇrto in barvo ozadja
(bela barva).
• Vse nadvoze ponovno nariˇsemo s privzeto barvo in debelino.
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S tem preprostim postopkom zagotovimo, da bo pot nadvoza sˇe vedno ostala
na ’vrhu’, del krivulje, ki gre skozi podvoz pa v okolici srediˇscˇa krizˇiˇscˇa pre-
krije debela, bela cˇrta. Da lahko nadvoz vecˇkrat ’preriˇsemo’ potrebujemo sˇe
seznam tocˇk, ki so del nadvoza. Te sezname generiramo v prvem koraku po-
stopka, kjer nariˇsemo celoten vozel. Ob sprehodu skozi vozel za vsako krizˇiˇscˇe
shranimo vse tocˇke, ki lezˇijo med vozliˇscˇema x3 in x1. S tem poenostavimo
nadaljevanje algoritma saj ni potrebno ponovno potovati skozi celoten vozel
ampak moramo povezati le tocˇke, ki so shranjene v seznamu.
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Poglavje 7
Rezultati
V tem poglavju so predstavljene slike razlicˇnih vozlov, ki smo jih uporabili
za testiranje programa. Gre za vozle, ki jih najdemo v Rolfsenovi tabeli
vozlov [18]. Ta predstavlja popoln seznam vozlov z najvecˇ desetimi krizˇiˇscˇi.
Celotna tabela vsebuje skupno 250 vozlov. Pri tem lahko na spodnjih slikah
najdemo vse vozle iz tabele z do sedmimi krizˇiˇscˇi ter nekaj vozlov z osmimi,
devetimi in desetimi krizˇiˇscˇi. V primerjavi s tabelo smo med rezultati izpustili
nezavozlano krozˇnico in zrcalne diagrame vozlov. V vecˇini primerov algoritem
ohranja simetrijo vozla in iz slike lahko brez tezˇav razberemo kako tecˇe vozel
skozi krizˇiˇscˇa (ali gre za podvoz ali nadvoz). Na nekaj primerih se zgodi,
da se dva razlicˇna odseka krivulje prevecˇ priblizˇata in zato koncˇna slika ni
optimalna a sˇe vedno ustreza vsem zahtevam vozla (krivulja se ne dotika ali
krizˇa, krizˇiˇscˇa ohranjajo ustrezno obliko).
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Poglavje 8
Zakljucˇek
Cilj diplomskega dela je bil, da poiˇscˇemo resˇitev, s katero bi lahko narisali
poljuben vozel. Da smo priˇsli do koncˇnega rezultate, smo najprej morali
najti primerno kodiranje, ki nedvoumno dolocˇa vozel. V nadaljevanju smo
morali preveriti, cˇe vhod v program sploh predstavlja veljaven vozel. Pri
razporejanju krizˇiˇscˇ smo si pomagali z ravninskimi grafi. Iz vsakega vozla
smo zgradili ravninski graf in vozliˇscˇa na zacˇetku razporedili v Schleglov
diagram. Schleglov diagram uporabimo kot izhodiˇscˇe za vzmetna algoritma,
ki ju uporabimo v nadaljevanju.
Prvi vzmetni algoritem je Fruchterman-Reingoldov algoritem, ki poskrbi
za zacˇetno razporeditev krizˇiˇscˇ, sledi pa mu sˇe algoritem Kamada-Kawai, ki
je razvrstil vozliˇscˇa, ki so sluzˇila kot osnova za risanje krivulj. Porazdeljena
vozliˇscˇa smo povezali v krivulje s kardinalnimi zlepki, krivulje pa smo sˇe
dodatno zgladili z zaznavanjem in popravljanjem prevojev.
Oba vzmetna algoritma v svoji osnovni obliki za nasˇo uporabo nista bila
primerna. Z modifikacijo oz. razsˇiritvijo smo oba algoritma uspeli prirediti
glede na potrebe vozlov. Poskrbeli smo, da razdalje med krizˇiˇscˇi v ravnini
ostajajo cˇim bolj enakomerne, sˇkatle krizˇiˇscˇ pa ohranjajo svojo obliko in
so hkrati dovolj fleksibilne da se prilagajajo krivuljam, ki jih povezujejo z
drugimi krizˇiˇscˇi. Prevoje v krivuljah smo minimizirali zˇe tekom algoritma
Kamada-Kawai, nato pa smo jih obravnavali sˇe naknadno. Z vecˇkratnim
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obhodom vozla in kombiniranjem razlicˇnih metod za popravljanje prevoja
pa smo poskrbeli za primeren videz krivulj, ki sestavljajo celoten vozel.
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