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Abstract 
 
The present work, partly carried out during a three month stage at the University of Aberdeen (UK), is 
aimed to investigate the heat transfer problem in heated channels with water at supercritical pressure. 
The analysis is performed with three different Computational Fluid Dynamics codes (SWIRL, an ―in-
house‖ CFD code, FLUENT and STAR-CCM+, general-purpose CFD codes). The aim of this work is 
to evaluate the performances of different low-Reynolds number turbulence models in predicting mixed 
convection heat transfer of fluids at supercritical pressure, with particular attention to the features that 
are affected by the modifications of the turbulence field due to influence of flow acceleration and 
buoyancy. 
Several simulations are performed and the predicted results are compared with the data 
obtained by the experimental facility in the Nuclear Engineering Laboratory at the University of 
Manchester. The simulated test section is 2 m long, with a diameter of 25.4 mm (1‖). Different 
operating conditions are imposed for water at 25 MPa, in both downward and upward flow.  
Mainly, the analysis is conducted using the Yang-Shih turbulence model and the SWIRL CFD 
code in simple two-dimensional geometry. Results on a broad-spectrum of boundary conditions are 
achieved and a better understanding of the heat transfer behaviour was developed by the analysis of 
the dimensionless velocity and the dimensionless turbulent kinetic energy, for different axial locations 
along the pipe. Deterioration and enhancement phenomena are pointed out considering the ratio 
between the Nusselt number in the mixed convection flow and the Nusselt number of forced flow, 
while the effects of buoyancy are indicated by the Buoyancy parameter Bo*, introduced by Jackson, et 
al. (1979). 
Some numerical aspects are also studied. The low-Reynolds number k-𝜀 turbulence models 
adopted in the work, are generally able to predict both heat transfer enhancement and deterioration 
phenomena even if, in some upward flow cases, wall temperature over prediction was obtained from 
the simulations, due to the large change in fluid properties when temperature reaches the pseudo-
critical value. So, the predicted effect of buoyancy is much greater than suggested by a buoyancy 
parameter based on bulk temperature. Buoyancy and the consequent laminarization effects are the 
main reasons for the occurrence of deterioration in the considered experimental data, but other 
mechanisms also contribute to the occurrence of this phenomenon. 
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Introduction 
 
General Background 
The largest industrial application of supercritical fluids in the energy sector is currently related to 
fossil-fired power plants where, in particular, water at supercritical pressure is used. The idea to use 
supercritical water steam to increase the thermal efficiency of fossil-fired power plants received 
increasing attention in the period from the 1950s-1980s in USA and USSR.  
However, the first contributions to the study of the problems related to heat transfer with fluids 
at supercritical pressure started in 1930s with the investigation on free convection in fluids near the 
pseudo-critical temperature. The objective was to develop a new effective cooling system for turbine 
blades in jet engines (Schmidt, et al., 1946; Schmidt, 1960). Already in these studies, the advantages 
offered by single-phase thermosyphons with the intermediate working fluid at pseudocritical 
temperature were pointed out. 
It is well known that, at supercritical pressures, fluids show thermal-hydraulic characteristics 
quite different from those of conventional sub-critical pressure conditions. In particular, the physical 
properties of fluids at supercritical pressure change significantly near the pseudocritical temperature, 
without any liquid-vapor phase transition; this feature, occurring in a narrow range of operating 
parameters, completely alters the turbulent flow structure, possibly causing even heat transfer 
deterioration.  
In 2000s, the idea to use supercritical steam water combined with the Best Available 
Technologies (BAT) for fossil power plants received further attention (European Commission, Bref, 
2006): for example the Circulating Fluidized Bed Combustion (CFBC) has established its position as 
utility scale boiler technology and it is ready to be operated with supercritical steam parameters and 
larger boiler sizes. In March of 2009, the 460 MWe supercritical CFBC boiler of Łagisza (Poland) has 
reached operation at full load. It was built by the Polish utility company Poludniowy Koncern 
Energetyczny SA together with the American energy utility Foster Wheeler Energia Oy Group. The 
Łagisza power plant is the first supercritical once-through CFBC boiler (BENSON) in the world with 
the operating temperature of 560 °C and operative pressure of 27,5 MPa (Venalainen, 2003). 
Concerning the field of nuclear energy, in the ’60s some studies were carried out to investigate 
the possibility to use supercritical water as coolant in nuclear reactors. One of the advantages of this 
 2 
 
proposal was the low coolant mass-flow rates needed for cooling the core due to the considerable 
increase of specific enthalpy at supercritical conditions. Using supercritical water, the efficiency of the 
modern nuclear plant could rise from the current figure of 33–35%, to ~40% or more, leading also to 
benefits in terms of decrease of the operational and capital costs by eliminating steam generators, 
steam separators, steam dryers, etc.  
The Supercritical Water-cooled Reactor (SCWR) is one of the six candidates selected by U.S. 
DOE and Generation IV International Forum for the next generation of nuclear reactors (U.S. 
Department of Energy Office of Nuclear Energy, 2003). Obviously, the supercritical pressure water-
cooled nuclear reactors can compete in terms of cost, safety and reliability with other types of power 
generation systems, even if the SCWR requires significant development of materials and structures 
due to the corrosive high-temperature supercritical water environment. 
Additional applications of supercritical pressure fluids are the oxidation systems for waste 
processing (Zhou, et al., 2000), the use of carbon dioxide at supercritical pressure in a new generation 
of air-conditioning systems for cars and refrigeration systems (Pitla, et al., 1998) and the liquid 
hydrogen-oxygen fuelled rockets (Youn, et al., 1993). Frequently, supercritical fluids are used also to 
replace Freons and certain organic solvents in some industrial application. 
Motivation for the present work 
Computational fluid dynamics (CFD) uses numerical methods and algorithms to solve and analyze 
problems which involve fluid flows. In these years, major efforts are devoted to improving the 
performance and the speed of CFD models when applied to complex flow simulations; in this process, 
the need is felt for validating CFD codes and their performances on new applications to understand the 
accuracy offered in representing the addressed phenomena. 
In particular, regarding supercritical fluids, most existing codes, including those used in 
present work, need to be extended with respect to their initial purpose and improved to model the 
peculiar phenomena observed in the behaviour of these fluids. So, appropriate predictive models for 
computing heat transfer to supercritical fluids need to be incorporated into the CFD codes and then 
need to be tested and validated. 
The aim of the present work is to validate the capabilities of different codes and different 
turbulence models in predicting heat transfer enhancement or deterioration and wall temperature 
trends for particular operating conditions, using fluid at supercritical pressure in downward and 
upward flow through circular pipes. Because of the enhancement and deterioration of heat transfer, for 
supercritical flows it is necessary to have precise information in establishing the thermal limits reached 
within the system. Moreover, the difficulties in performing calculations are several due to the non-
uniformity of thermal properties and the related numerical phenomena that this feature involve. 
The validation of CFD codes is aimed at defining the extent at which they are capable to 
handle the relevant phenomena observed in flow systems. In particular, for nuclear applications, the 
design of a SCWR core requires a reliable database on the thermal hydraulic characteristics of 
supercritical water flows in proposed geometries and operation conditions. A lot of data has been 
accumulated for large tubes in the field of fossil-fired power plants operating at supercritical pressure; 
however, in the literature, the data for a narrow geometry, which is typical for the SCWR power plant, 
are limited and sometimes there are considerable differences in published data. The collection and 
evaluation of existing data, as well as conducting new experiments for specified geometry, is 
Introduction  
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necessary to establish accurate methods and techniques for the prediction of heat transfer in SCWR 
cores. 
In support of efforts of member states in the area of SCWRs, the International Atomic Energy 
Agency (IAEA) started in 2008 the Coordinated Research Programme (CRP) on "Heat Transfer 
Behaviour and Thermo-hydraulics Codes Testing for SCWRs" (IAEA, 2009). This IAEA CRP 
promotes an international collaboration among IAEA Member States for the development of 
Supercritical Water-Cooled Reactors in the areas of thermo-hydraulics and heat transfer, including the 
collection of experimental data relevant to supercritical fluid behaviour as well as the development and 
testing of the associated computer methods. The two key objectives of this CRP are: 
1- to establish a base of accurate data for heat transfer, pressure drop, blowdown, natural 
circulation and stability for conditions relevant to supercritical fluids; 
2- to test methods for the analysis of SCWR thermo-hydraulic behaviour, identifying the code 
development needed. 
The University of Pisa and the University of Manchester are two of the twelve institutions that 
participate in this CRP. The present work was developed during a four months period at the University 
of Pisa and three months period at the University of Aberdeen, in order to develop the work under the 
direct guidance of the foreign tutors of this thesis and to make use of a code, SWIRL, available at that 
Institution. The Universities of Pisa, Manchester and Aberdeen are involved in a trilateral co-operation 
programme which provided support for the student exchange programme.  
Thesis outline 
This work is subdivided into five chapters: after a general introduction on supercritical fluids and their 
thermal and fluid-dynamic characteristics (Chapter ‎1), a detailed description of the considered 
experimental facility (Jackson, 2009a) is proposed (Chapter ‎2). A description of the CFD codes 
adopted in the work (SWIRL, a ―in-house‖ CFD code (He, et al., 2003); FLUENT and STAR-CCM+, 
general-purpose CFD codes (FLUENT, 2005; Cd-adapco, 2009)) is then proposed, with attention to 
the adopted turbulence models (AKN (Abe, et al., 1994a), LS (Launder, et al., 1974), YS (Yang, et al., 
1993) and Lien (Lien, et al., 1996)) (Chapter ‎3); the rationale at the basis of the different low-Reynolds 
number models and the different features introduced to extend their use are given particular attention. 
A detailed analysis of the achieved results is proposed (Chapter ‎4), comparing the 
experimental value of wall temperature with that predicted by the different turbulence models selected 
and the different CFD codes used. Radial profiles of the dimensionless velocity (velocity over bulk 
velocity) and of the dimensionless turbulent kinetic energy (turbulent kinetic energy over the square of 
bulk velocity) are analyzed, for different axial locations along the pipe and for a selected number of 
significant cases in both downward and upward flow. Meanwhile, it is also proposed an analysis of the 
heat transfer behaviour trying to explaining the differences between the deterioration and the 
enhancement phenomena and between the buoyancy and the acceleration effects that characterize this 
kind of application. Finally, a summary of the main attained conclusions is provided and 
recommendations for future works are proposed.  
In the appendices, some values of significant parameters useful for the data analysis 
(Appendix A) and the data obtained in additional simulations performed for the computational 
benchmark exercise ―Pipe with heating‖ proposed by the IAEA CRP (Appendix B) are reported. 
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Chapter 1.  
 
1.               Features of supercritical fluids 
In this Chapter the main features of supercritical fluids are presented: physical, thermal and 
dynamic aspects are analysed and considerations on heat transfer are carried out. 
1.1. Thermodynamic characteristics 
The supercritical region of a pure fluid is shown in Figure 1 and, as defined in literature  
(Kirk, et al., 2007), it represents the area bounded by the critical pressure and critical temperature. 
 
Figure 1: Schematic P-T diagram 
The particular feature of supercritical fluids is that they change in a continuous manner from 
being liquid-like to gas-like as the temperature is increased over a specific value (pseudo-critical 
temperature Tpc). This unique attribute of supercritical fluids may be shown by the Figure 1:  
the P-T diagram can be analyzed beginning from point A in the subcritical liquid zone. If the liquid is 
depressurized isothermally from point A to point E, the vapor pressure line is crossed meanwhile if the 
liquid takes the path line A–B–C–D–E, the fluid passes from a liquid phase to a gas phase and no 
meniscus is seen. Common applications of supercritical fluids operate near point C, where the density 
and diffusivity of the fluid is relatively high while the viscosity remains low. However, when heat takes 
place in this condition, extreme non-uniformities of physical and transport properties can be present. 
Supercritical 
fluid 
region 
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Frequently the term compressed fluid is used instead of supercritical fluid. A compressed fluid 
is a more general expression to indicate fluid than can be a supercritical fluid, a near-critical fluid, an 
expanded liquid, or a highly compressed gas, depending on temperature, pressure, and composition. 
Carbon dioxide is of particular interest. It has relatively low critical temperature (31 °C) and 
pressure (7.38 MPa); it is non-flammable, essentially non-toxic, and environmentally friendly 
especially when is used to replace Freons and certain organic solvents. Moreover, CO2 is the second 
least expensive solvent after water. 
Water has an unusually high critical temperature (374 °C) owing to its polarity. Water at 
supercritical conditions can dissolve gases, e.g., O2 and no polar organic compounds. This 
phenomenon is interesting for oxidation of toxic wastewater and hydrothermal synthesis.  
Many of the other supercritical fluids commonly available are listed in Table 1 with respective 
critical temperature, pressure and density; however, the ultimate choice for a specific application is 
depending on additional factors, e.g., safety, flammability, phase behaviour, solubility, and cost. 
Table 1: Critical properties for common supercritical fluids (Kirk, et al., 2007) 
SOLVENT 
Tcr 
[°C] 
Pcr 
[MPa] 
𝛒cr 
[g/cm
3
] 
SOLVENT 
Tcr 
[°C] 
Pcr 
[MPa] 
𝛒cr 
[g/cm
3
] 
Ethylene 9.3 5.04 0.22 Ammonia 132.5 11.28 0.24 
Xenon 16.6 5.84 0.12 N-nutane 152.1 3.80 0.23 
Carbon dioxide 31.1 7.38 0.47 N-pentane 196.5 3.37 0.24 
Ethane 32.2 4.88 0.20 Isopropanol 235.2 4.76 0.27 
Nitrous oxide 36.5 7.17 0.45 Methanol 239.5 8.10 0.27 
Propane 96.7 4.25 0.22 Toluene 318.6 4.11 0.29 
 Water 374.2 22.05 0.32 
 
In the following figures the main physical and thermodynamic characteristics of these fluids 
are shown as functions of temperature and pressure, in particular for water (data are taken from 
Sharabi, 2008). In a narrow temperature range, the density decreases sharply, in particular close to the 
critical pressure as it can be seen in Figure 2; so, the fluid changes gradually and without 
discontinuities from a high density-like liquid to a low density-like gas. 
 
Figure 2: Water density trends (Sharabi, 2008) 
 
Specific Heat has a different behaviour because the transition from liquid-like to gas-like fluid 
is accompanied by a sharp peak, as it is shown in Figure 3. The temperature at which the specific heat 
reaches a maximum is called ―pseudo-critical temperature‖ and is identified by Tpc; the maximum 
specific heat decreases with increasing pressure (see Figure 4). Moreover, it is possible to note that the 
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locus of temperatures at which the specific heat at constant pressure reaches a maximum, (pseudo-
critical line), is the extension of the saturation line in the supercritical region (see Figure 5). 
 
Figure 3: Water specific heat trends as a function of 
Temperature (Sharabi, 2008) 
 
 
Figure 4: Water specific heat as a function of Pressure 
(Sharabi, 2008) 
 
Figure 5: Water saturation a Pseudo-critical line (Sharabi, 2008) 
Due to the previous considerations on specific heat, the enthlapy of supercritical fluids 
sharply increases with temperature close to the pseudo-critical temperature, as shown in Figure 6. 
 
Figure 6: Water enthalpy trends (Sharabi, 2008) 
 
In Figure 7 and Figure 8 the trends of thermal conductivity and of molecular viscosity are 
shown; they are quite similar except for the peak of thermal conductivity near the pseudocritical 
temperature, occurring when pressure is close to the critical one. 
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Figure 7: Water thermal conductivity trends 
(Sharabi, 2008) 
 
 
Figure 8: Water molecular viscosity trends  
(Sharabi, 2008) 
In similarity with the trend of the specific heat, the thermal expansion coefficient and the 
Prandtl number have also a pronounced peak near the critical conditions (Figure 9 and Figure 10). 
 
Figure 9: Water thermal expansion coefficient trends 
(Sharabi, 2008) 
 
 
Figure 10: Water Prandtl number trends  
(Sharabi, 2008) 
It is also interesting to analyze these properties depending on enthalpy as shown in Figure 11. 
Unlike the profiles dependent on temperature, in this case it is possible to note a smoother change of 
the trends across the critical conditions, due to the large internal energy gained by the fluid during the 
heating at these conditions. 
 
Figure 11: Water property trends as a function of enthalpy at 25 MPa (Sharabi, 2008)  
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1.2. Heat transfer characteristics 
Heat transfer with fluids near the critical conditions is more complex than for ordinary fluids. In heat 
transfer applications involving supercritical fluids, the diffusion of heat can be strongly influenced by 
the variations of properties mentioned in Paragraph ‎1.1. In particular, the variation of density can 
affect turbulent production. This phenomenon is due to the influence of buoyancy or to the flow 
acceleration, both caused by heating. This can cause very significant localised distortions of the mean 
flow and turbulent fields, resulting in effects such as laminarization. In this case, it is important to 
decide the type of heat transfer occurring in the particular conditions, i.e., forced convection or mixed 
convection: under forced convection, buoyancy is considered insignificant, meanwhile under mixed 
convection the density changes are more significant. 
To show this particular aspect, the results and conclusions of some studies published in 
literature reported and summarized (He et al., 2007; Song, et al., 2007; He et al., 2008; Sharabi, 2008; 
Jackson, 2009b). 
1.2.1. Forced convection 
In this kind of application, the velocity profile has the standard shape, flattened soon after the 
beginning of the heating under the influences of flow acceleration. This is due to expansion of fluid 
with increasing temperature. Thus, this mechanism does not show significant application problems 
related to the heat transfer and is simple to be simulated by CFD codes.  
1.2.2. Mixed convection 
1.2.2.1. Influence of buoyancy 
In mixed convection, the effectiveness of heat transfer is affected by buoyancy. As discussed by He et 
al. (2007), buoyancy can modify turbulence by two different mechanisms, causing the enhancement or 
suppression of the turbulence production. So, it is possible to distinguish the direct (structural) effect, 
through buoyancy-induced production of turbulent kinetic energy, and the indirect (external) effect, 
through the modification of the mean flow. For mixed convection in a vertical channel, the indirect 
effect is normally the dominant one. 
For downward flow (buoyancy-opposed flows in a heated passage), the influence of 
buoyancy causes the reduction of velocity near the wall, while it is possible to note an increase of it in 
other region of the tube. This modification of the mean flow field causes an enhancement of 
turbulence production and improves turbulent diffusion and heat transfer in general. 
For upward flow (buoyancy-aided flows in a heated passage), the influence of buoyancy 
causes a flattened velocity gradient of flow with the exception of zone near the wall. So, in this way 
the turbulence production is reduced and the heat transfer is weakened. For these reasons it is easy to 
note that if buoyancy is progressively increased, by reducing the flow rate and/or increasing the 
heating rate, the impairment of turbulence production and the deterioration of heat transfer become 
more and more marked. Still in literature (McEligot, et al., 2004; He, et al., 2007; Sharabi, et al., 
2009), it is usual to refer at this case with the expression laminarization of the flow: flows considered 
to be turbulent show heat transfer parameters as low as in laminar flows; in this way, with further 
increase of buoyancy influence, negative values of shear stress are generated in the core region. Thus, 
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turbulence can be produced directly there and the heat transfer improved. This happens immediately 
and it is followed by further distortions giving rise to an inverted M-shaped profile. 
Moreover, in literature it is possible to find criteria for the occurrence of the laminarization 
phenomenon (Jackson, et al., 1979; McEligot, et al., 2004; Jackson, 2009b). In particular, a simple 
criterion to consider negligible the effect of buoyancy is provided by equation ‎(1.1). 
 
𝑮𝒓𝒃
∗
𝑹𝒆𝒃
𝟑.𝟓𝑷𝒓𝟎.𝟖
< 3 ∙ 𝟏𝟎−𝟕 (1.1)  
On the other hand, a criterion to consider negligible the effect of flow acceleration is provided 
by equation ‎(1.2). 
 
𝑸𝒃
∗
𝑹𝒆𝒃
𝟏.𝟔𝟐𝟓𝑷𝒓𝒃
< 2 ∙ 𝟏𝟎−𝟔 (1.2)  
 
 
1.2.2.2. Influence of flow acceleration 
Turbulent heat transfer in channels can also be significantly affected by flow acceleration caused by 
thermal expansion of the fluid due to strong heating as previously noted in Figure 9. As a fluid flows 
along a heated pipe, its bulk temperature and enthalpy increases while density falls; the mass flow is 
the same at all axial positions; so, the bulk velocity increases. 
In this way, the velocity profile is modified determining the inhibition of turbulent production 
and turbulent diffusion. 
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1.2.3. Heat transfer deterioration 
The deterioration phenomenon occurs when the pseudocritical temperature is reached. 
In literature there are different methods to evaluate the deterioration: for example, it is 
possible to define the Deterioration ratio 
𝛼
𝛼0
 (see Figure 12), where α0 is the ―ideal‖ heat transfer 
coefficient (Koshizuka et al., 1995). The onset of deterioration is evaluated when this ratio is smaller 
than 0.3. 
 
Figure 12: Heat transfer deterioration at various flow rates (Koshizuka, et al., 1995) 
It is possible to note that the heat transfer coefficient monotonically decreases with increasing 
heat flux when the flow rate is large, while it abruptly collapses maintaining a constant value when the 
flow rate is small. 
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In literature (McEligot, et al., 2004; He, et al., 2008; Jackson, 2008; Jackson, 2009c) is also 
proposed to define the Nusselt ratio 
𝑁𝑢
𝑁𝑢𝑓
 as another equivalent method to evaluate deterioration, where 
Nu is Nusselt number in mixed convection and Nuf is Nusselt number in forced convection.  
Analyzing the variation of the ratio with a parameter that takes in account the buoyancy effect 
is possible to understand the deterioration of heat transfer and also the enhancement phenomenon, as it 
possible to see in Figure 13. For this reason, this approach was used in the present work to analyze the 
heat transfer behaviour. 
 
Figure 13: Overall picture of buoyancy-influenced heat transfer for upward and downward flow (Jackson, 2009c) 
A Nusselt ratio greater than unity means that heat transfer is more effective than in forced 
convection and viceversa when the ratio is lower than unity. In Figure 13, it is possible to recognize 
that the heat transfer behaviour can change with the increasing of the effect of buoyancy. This can be 
done acting on the value of mass flux. 
The above considerations about Figure 12 and Figure 13 suggest that there are various 
mechanisms of deterioration as function of flow rate. 
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1.2.3.1. Heat transfer deterioration at low flow rate 
To understand this mechanism, it is possible to refer to Figure 14, where the relation between the 
Nusselt number and the Grashof number (related to the ratio of buoyancy to viscous forces) is shown. 
 𝑮𝒓 =
𝜷𝒈𝑫𝟒𝑸
𝝀𝒗𝒇
𝟐
 (1.3)  
 𝑵𝒖 =
𝒒′′
𝑻𝒘 −𝑻𝒃
𝑫
𝝀𝒇
 (1.4)  
 
Figure 14: Relationship between Nusselt number and Grashof number (Koshizuka, et al., 1995) 
Flow rate G = 39 
𝑲𝒈
𝒎𝟐𝒔
; Heat flux  
𝑾
𝒎𝟐
 : A = 100, B = 450, C = 550, D = 2000, E = 10000. 
In Figure 14 it is noted that in the case with buoyancy, the Nusselt number keeps constant 
when the Grashof number is relatively low (forced convection); then, it shows a minimum value at  
Gr = 2 ∙ 107 and finally it increases again for larger Grashof number values (natural convection). The 
minimum point is suggested as the boundary between the two convection modes. 
When the heat flux is large, the flow velocity increases near the wall and the profile becomes 
flattened, so that turbulence is reduced and heat transfer is deteriorated. Moreover, when the heat flux 
is even more increased after the minimum heat transfer point, the flow velocity profile is increasingly 
deformed and turbulent heat transfer is improved (see Figure 15 and Figure 16). 
 
 
Figure 15: Radial distribution of flow velocity  
G = 39 
𝑲𝒈
𝒎𝟐𝒔
, Heat flux  
𝑾
𝒎𝟐
 : A = 100; B = 450; C = 550; 
D = 2000; E = 10000 (Koshizuka, et al., 1995) 
 
Figure 16: Radial distribution of turbulence energy  
G = 39 
𝑲𝒈
𝒎𝟐𝒔
, Heat flux  
𝑾
𝒎𝟐
 : A = 100; B = 450; C = 550; 
D = 2000; E = 10000 (Koshizuka, et al., 1995) 
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1.2.3.2. Heat transfer deterioration at high flow rate 
As shown in Figure 17, when the heat flux increases, the turbulence kinetic energy decreases near the 
wall. The kinematic viscosity increases and the Prandtl number decreases locally since the temperature 
is increased because of heating. A larger kinematic viscosity leads to a thicker viscous sub-layer, 
which reduces turbulence near the wall and heat transfer is deteriorated. Moreover, especially at high 
flow rates, the increasing of temperature determines the density decrease and the Prandtl number 
decreases with the density: smaller Prandtl number reduces the heat transfer amplyfing the effect due 
to large viscosity. At small Prandtl number, deterioration occurs only in upward flow and not in 
downward flow because the buoyancy and laminarization mainly govern the amount of deterioration. 
In this case, a sharp increase of wall temperature takes place: when heat flux is imposed, if the 
temperature at the wall is close to the pseudocritical value, the consequent change of fluid proprieties 
in the boundary layer determines the deterioration, since the resulting wall temperature increase tends 
to worsen deterioration. 
 
Figure 17: Radial distributions near the wall (Koshizuka, et al., 1995) 
(a) Prandtl number; (b) Turbulence energy; (c) Temperature; (d) Viscosity; G = 1180
𝒌𝒈
𝒔𝒎𝟐
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Chapter 2.  
 
2.                      Considered experiments 
In this Chapter the natural circulation test facility used by M. J. Watts in his PhD study in 1970s is 
described. The study addressed both forced and mixed convection heat transfer using a vertical tube 
test section with upward and downward flow (Jackson, 2009a). These results are used to validate 
the computational models. 
2.1. Natural circulation test facility 
Hereafter, the most important features of the supercritical pressure water flow loop adopted by Watts 
in his PhD study (Jackson, 2009a), showed in Figure 18, are presented. 
2.1.1. Basic design parameters 
The basic design parameters adopted for the supercritical pressure water flow loop, used to achieve the 
experiments, were reported as follows (Jackson, 2009a): 
- Design pressure: 310 bar. 
This allowed performing tests at the critical pressure of 221.2 bar and beyond; 
 
- Design temperature: 450 °C. 
This allowed performing tests where fluid bulk temperatures can be either below or above 
the critical temperature of 374.15 °C; 
 
- Test section sizes: a pipe with a diameter of 25.4 mm (1‖) and a heated length of 2 m. 
The test section diameters were chosen to be similar to those in steam generators for 
supercritical pressure thermal power plants in the case of forced circulation boilers. The pipe 
length was limited by the height of the laboratory; 
 
- Heat flux and mass velocity: many tests were performed, whose values of heat and mass flux 
are as shown in Table 2 and Table 3. 
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2.1.2. Test facility 
Considering the selected design parameters, the closed arrangement layout and the natural circulation 
were adopted (Jackson, 2009a). In the nuclear engineering laboratory at the University of Manchester, 
as depicted in Figure 18, coolers could be located on the roof and the experimental area in the 
basement, with a vertical distance of 23 m between them. As said before, the vertical available test 
section was limited at 2 m by the height of the laboratory. 
The test section was heated with ohmic heating, by alternating current supplied with two 
rectangular plates welded to the tube, as shown in Figure 19. Six transformers of 16 kVA were used, 
connected either in parallel or in series to obtain the most flexible arrangement. The cooler was 
located at the roof level and was capable to rejecting the equal amount of heat supplied by 
transformers. It used air cooling on the outside of the tube; so, the limiting heat transfer coefficient 
was related to air velocity. 
The design approach for achieving downward flow in the test section required some care; in 
fact, for downward circulation it was possible to obtain a stable condition that once started should 
continue, using an auxiliary heater placed in the zone where the fluid has to rise. Once the correct 
circulation is achieved, it is possible to switch off the auxiliary heater and to gradually increase the 
ohmic heating until the desired value. 
For each test performed, the test section outer wall temperature, the test section inlet and outlet 
water temperature, the test section inlet and outlet pressure and the test section inlet and outlet mass 
flow rate are accounted. The inner wall temperature profiles are derived from outer wall temperature 
values. 
Table 2: Input conditions for upward flow 
Nominal 
mean  
heat flux 
Nominal bulk  
inlet temperature 
Range of  
mass flux 
Pressure 
𝒌𝑾
𝒎𝟐
 °𝑪 
𝒌𝒈
𝒎𝟐𝒔
 MPa 
175 150 278-689 
25 
250 150 274-732 
340 150 364-715 
400 150 312-878 
175 200 232-568 
250 200 269-710 
340 200 349-863 
400 200 390-562 
340 250 391-908 
400 250 394-820 
400 310 361-615 
 
Table 3: Input conditions for downward flow 
Nominal 
mean  
heat flux 
Nominal bulk  
inlet temperature 
Range of  
mass flux 
Pressure 
𝒌𝑾
𝒎𝟐
 °𝑪 
𝒌𝒈
𝒎𝟐𝒔
 MPa 
175 150 193-617 
25 
250 150 270-510 
340 150 347-901 
400 150 279-936 
170 200 282-712 
250 200 208-785 
340 200 376-925 
400 200 374-957 
340 250 391-958 
400 250 367-1011 
400 290/310 330-966 
400 310/320 569-834 
430 280 215-624 
450 300 375-1062 
435 318 412-982 
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Figure 18: Supercritical pressure water test facilityat Simon Laboratories Manchester (from Jackson, 2009a) 
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Figure 19: Test section and power supply (Jackson, 2009a) 
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Chapter 3.  
 
3.                Numerical modelling approach 
This Chapter reports the mathematical formulations of the general differential equations that 
govern transport and heat transfer phenomena involving fluid flow in turbulent conditions. 
A brief description of the codes adopted in the study (SWIRL, an “in-house” CFD code, and 
FLUENT and STAR-CCM+, general-purpose CFD codes) is also reported. 
3.1. Reynolds-Averaged Navier-Stokes Equations 
The phenomena investigated in this work are analysed by the Reynolds-Averaged Navier-Stokes 
(RANS) Equations, along with the equations of energy conservation and continuity constituting a set 
of non-linear coupled, elliptic partial differential equations. To simulate turbulence transport other 
partial difference equations with different formulations and closure models are considered, with the 
aim to investigate the performance of different codes and turbulence models. 
3.1.1. Governing equations 
The governing equations are the steady turbulent flow equations of continuity, momentum and energy 
in a cylindrical coordinate system using the finite volume scheme (Patankar, 1980; Versteeg, et al., 
1995).  
- Continuity equation 
 
𝝏
𝝏𝒙
 𝝆𝑼 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝝆𝒓𝑽 = 𝟎 (3.1)  
 
It is possible to note that fluid density is under the sign of derivation to take into account its 
variation with pressure and temperature as seen in Chapter ‎1. 
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- U-momentum equation 
 
𝝏
𝝏𝒙
 𝝆𝑼𝟐 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝝆𝒓𝑼𝑽 
= −
𝝏𝒑
𝝏𝒙
+ 𝝆𝒈𝒙  + 𝟐
𝝏
𝝏𝒙
 𝝁𝒆  
𝝏𝑼
𝝏𝒙
  +
𝟏
𝒓
𝝏
𝝏𝒓
 𝒓𝝁𝒆  
𝝏𝑼
𝝏𝒓
+
𝝏𝑽
𝝏𝒙
   
(3.2)  
- V-momentum equation 
 
𝝏
𝝏𝒙
 𝝆𝑼𝑽 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝝆𝒓𝑽𝟐  
= −
𝝏𝒑
𝝏𝒓
+
𝝏
𝝏𝒙
 𝝁𝒆  
𝝏𝑽
𝝏𝒙
+
𝝏𝑼
𝝏𝒓
  +
𝟐
𝒓
 
𝝏
𝝏𝒓
 𝒓𝝁𝒆  
𝝏𝑽
𝝏𝒓
  − 𝟐
𝝁𝒆𝑽
𝒓𝟐
 
(3.3)  
It is possible to note that the Reynolds stresses, resulting from the process of averaging the 
instantaneous Navier-Stokes equations, are assumed to be proportional to the mean rates of 
deformation by the turbulent viscosity μT, as suggested by the Boussinesq approximation. The 
effective viscosity μe used in momentum equation, defined by μe = μ + μT (respectively molecular and 
turbulent viscosity), implies that the viscous stresses are always considered, also when their effect is 
not negligible if compared with Reynolds stress. 
- Energy equation (enthalpy based) 
 
𝝏
𝝏𝒙
 𝝆𝑼𝑯 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝝆𝒓𝑽𝑯  
=
𝝏
𝝏𝒙
  
𝝁
𝑷𝒓
+
𝝁𝑻
𝝈𝑻
 
𝝏𝑯
𝝏𝒙
 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝒓  
𝝁
𝑷𝒓
+
𝝁𝑻
𝝈𝑻
 
𝝏𝑯
𝝏𝒓
  
(3.4)  
- Energy equation (temperature based) 
 
𝝏
𝝏𝒙
 𝝆𝑪𝒑𝑼𝑻 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝝆𝑪𝒑𝒓𝑽𝑻  
=
𝝏
𝝏𝒙
 𝑪𝒑  
𝝁
𝑷𝒓
+
𝝁𝑻
𝝈𝑻
 
𝝏𝑻
𝝏𝒙
 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝒓𝑪𝒑  
𝝁
𝑷𝒓
+
𝝁𝑻
𝝈𝑻
 
𝝏𝑻
𝝏𝒓
  
(3.5)  
In both expressions of energy equations, σT is the turbulent Prandtl number, assigned to a 
value of 0.9, as suggested by common practice with usual fluids. 
It is possible to note that the energy equation can be written with two different formulations, in 
terms of enthalpy or expressed by temperature. Both are derived by the enthalpy transport equation 
(Kim, et al., 2010). Using the enthalpy formulation or the temperature formulation depends on the 
particular addressed problem: for example when problems with material interfaces are discretized, 
such as a solid-fluid interface that determines a discontinuities of enthalpy, but the temperature is 
continuous, the temperature formulation is very attractive because the temperature is directly obtained 
from the equation and heat transfer problems are simply solved. 
Regarding the supercritical fluid could be better to use the enthalpy formulation because of the 
stronger variation of fluid properties with temperature near the pseudo-critical temperature, while the 
variation with enthalpy is smoother (see Figure 11). The temperature based expression can create 
severe numerical instabilities leading to convergence difficulties.  
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3.2. Adopted turbulence models 
To simulate the flow field using Reynolds-Averaged two-equation models, two different transport 
equations are generally used to evaluate the local value of the turbulent kinetic energy and the integral 
turbulent length scale. In this work, the k-𝜀 turbulence model is used, where k is the turbulent kinetic 
energy and 𝜀 is its dissipation rate. 
The standard k-𝜀 turbulence model uses ―wall functions‖ to simulate the viscous near-wall 
region, where the standard model is not valid due to the assumptions adopted in its derivation. 
To better predict the phenomena occurring in this region, as an alternative it is possible to 
introduce low-Reynolds turbulence models that use viscous corrections to allow for integration through 
the viscous sub-layer. 
In this work some low-Reynolds number eddy viscosity turbulence models are used. In 
particular those proposed by Abe, Kondoh and Nagano (AKN, Abe, et al., 1994), Launder and Sharma 
(LS, Launder, et al., 1974), Yang and Shih (YS, Yang, et al., 1993) and Lien, Chen and Leschziner 
(LIEN, Lien, et al., 1996). These models are commonly implemented in all general-purpose CFD 
codes. 
The general equations for turbulence quantities in these models are: 
- Turbulent Kinetic Energy (k) 
 
𝝏
𝝏𝒙
 𝝆𝑼𝒌 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝝆𝒓𝑽𝒌  
=
𝝏
𝝏𝒙
  𝝁 +
𝝁𝑻
𝝈𝒌
 
𝝏𝒌
𝝏𝒙
 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝒓  𝝁 +
𝝁𝑻
𝝈𝒌
 
𝝏𝒌
𝝏𝒓
         
+ 𝑷𝒌 + 𝑮𝒌 − 𝝆𝜺 − 𝝆𝑫 
(3.6)  
- Dissipation Rate (𝜀) 
 
𝝏
𝝏𝒙
 𝝆𝑼𝜺 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝝆𝒓𝑽𝜺  
=
𝝏
𝝏𝒙
  𝝁 +
𝝁𝑻
𝝈𝜺
 
𝝏𝜺
𝝏𝒙
 +
𝟏
𝒓
𝝏
𝝏𝒓
 𝒓  𝝁 +
𝝁𝑻
𝝈𝜺
 
𝝏𝜺
𝝏𝒓
 
+ 𝑪𝜺𝟏𝒇𝟏
𝟏
𝑻
 𝑷𝒌 + 𝑮𝒌 + 𝑪𝜺𝟐𝒇𝟐
𝝆𝜺
𝑻
+ 𝝆𝑬 
(3.7)  
 
The expression of μT appearing in the above equation has the form  
 𝝁𝑻 = 𝝆𝑪𝝁𝒇𝝁𝒌𝑻 (3.8)  
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In addition, the expressions of Pk (Shear production) and Gk (Gravitational production) are 
given by: 
 𝑷𝒌 = 𝝁𝑻  𝟐   
𝝏𝑼
𝝏𝒙
 
𝟐
+  
𝝏𝑽
𝝏𝒓
 
𝟐
+  
𝑽
𝒓
 
𝟐
 +  
𝝏𝑼
𝝏𝒓
+
𝝏𝑽
𝝏𝒙
 
𝟐
  (3.9)  
 𝑮𝒌 = −𝝆′𝒖′
      𝒈𝒙 =
𝜷𝝁𝑻
𝑪𝟏𝒕
 
𝒌
𝜺
  
𝝏𝑼
𝝏𝒓
+
𝝏𝑽
𝝏𝒙
  
𝝏𝑻
𝝏𝒓
 𝒈𝒙 (3.10)  
in which gx is the acceleration due to gravity in the x direction, being respectively g or –g for 
downward and upward flows. 
Constants, damping functions and other terms depend on the particular selected model and 
they are reported in Table 4, Table 5 and Table 6. Damping functions and closure constants are used to 
incorporate the decrease of turbulence as predicted by equations adopted for high-Reynolds number 
turbulent flows far from the wall. All these expressions are based on comparison between numerical 
simulations and experiments. 
Table 4: Constants in the turbulence models adopted in this work 
Model C𝛍 C𝛆1 C𝛆2 𝛔k 𝛔𝛆 
AKN 0.09 1.5 1.9 1.4 1.4 
LS 0.09 1.44 1.92 1 1.3 
YS 0.09 1.44 1.92 1 1.3 
 
Table 5: Functions appearing in the turbulence models adopted in this work 
Model f𝛍 f1 f2 
AKN  1 +
5
𝑅𝑒𝑇
0.75 𝑒𝑥𝑝 − 
𝑅𝑒𝑇
200
 
2
   1 − 𝑒𝑥𝑝  −
𝑦∗
14
  
2
 1  1 + 0.3𝑒𝑥𝑝 − 
𝑅𝑒𝑇
6.5
 
2
   1 − 𝑒𝑥𝑝 −
𝑦∗
3.1
  
2
 
LS 𝑒𝑥𝑝  −
3.4
 1 +
𝑅𝑒𝑇
50
 
2  1 1 − 0.3𝑒𝑥𝑝 −𝑅𝑒𝑇
2  
YS   1 − 𝑒𝑥𝑝 −1.5 ∙ 104𝑅𝑒𝑦 − 5 ∙ 10−7𝑅𝑒𝑦3 − 10−10𝑅𝑒𝑦5   1 1 
Note: 𝑹𝒆𝒕 =
𝒌𝟐
𝝂𝜺
,   𝑹𝒆𝒚 =
𝒚𝒌𝟏/𝟐 
𝝂
,   𝒚+ =
𝒚
𝝂
 
𝝉𝒘
𝝆
,   𝒚∗ =
𝒚
𝝂
 𝝂𝜺 𝟎.𝟐𝟓,   𝝉𝒘 =
𝒅𝑼
𝒅𝒚
 
 
Table 6: D, E and T terms 
Model D E T 
AKN 0 0 
𝑘
𝜀
 
LS 2𝜈   
𝜕 𝑘
𝜕𝑥
 
2
+  
𝜕 𝑘
𝜕𝑟
 
2
  2𝜈𝜈𝑡   
𝜕2𝑈
𝜕𝑥2
 
2
+  
𝜕2𝑈
𝜕𝑟2
 
2
+ 2 
𝜕2𝑈
𝜕𝑥𝜕𝑟
 
2
+  
𝜕2𝑉
𝜕𝑥2
 
2
+  
𝜕2𝑉
𝜕𝑟2
 
2
+ 2 
𝜕2𝑉
𝜕𝑥𝜕𝑟
 
2
  
𝑘
𝜀
 
YS 0 2𝜈𝜈𝑡   
𝜕2𝑈
𝜕𝑥2
 
2
+  
𝜕2𝑈
𝜕𝑟2
 
2
+ 2 
𝜕2𝑈
𝜕𝑥𝜕𝑟
 
2
+  
𝜕2𝑉
𝜕𝑥2
 
2
+  
𝜕2𝑉
𝜕𝑟2
 
2
+ 2 
𝜕2𝑉
𝜕𝑥𝜕𝑟
 
2
  
𝑘
𝜀
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3.2.1. Considerations on the adopted turbulence models  
The two-equation heat transfer model is a powerful instrument to predict turbulent heat transfer 
phenomena. Even if some problems still remain unsolved, in the last thirty years several improvements 
were introduced in the formulation of turbulence models. Regarding numerical problems that 
characterize the present work, only recently it was possible to turbulent heat transfer mechanisms at 
the wall and in the core region with the same model and without changing model constants. This 
feature is very useful to perform simulations of all typical industrial applications involving fluid flows 
in pipelines, making possible to analyze the regions close to the solid walls or other interfaces, where 
the local Reynolds number is so small that viscous effects predominate over turbulence. In fact, due to 
the low value of the turbulence Reynolds number, the presence of the wall ensures that into a thin 
finite region of the flow, the process of production, destruction and transport of turbulence are not 
affected by molecular viscosity (Jones, et al., 1973).  
A wall function is the set of mathematical relations used to obtain the boundary conditions for 
the continuum equation. To use these functions it is needed to make some considerations:  
- many assumptions regarding the velocity, turbulence and other scales are done to simplify the 
approach;  
- the turbulence models used are valid only outside the boundary layer (i.e., the boundary layer 
is not directly solved). 
As said before, in CFD applications where the near-wall region is crucial, it is not possible to 
use wall functions to obtain reasonable predictions, as is possible to see in Figure 20 for the specific 
case considered in this work. So, it is preferred to adopt the low-Reynolds number models that are able 
to solve properly the viscous-affected region near the wall using additional damping functions. 
 
Figure 20: Comparison between inner wall temperature profile using  
Yang-Shih low-Reynolds number k-𝛆 model‎and‎Standard‎“wall‎function”‎k-𝛆 model 
The approach with low-Reynolds number models takes into account the near-wall region and 
viscous effects, thus a dense computational grid in the wall-normal direction is needed: the first near-
wall cell-centre is located at y+ of 𝒪(1). Usually damping functions in terms of non-dimensional wall 
distance and local turbulence Reynolds number are introduced to take account the near-wall effects, in 
order to modify the eddy viscosity and some other terms in the model formulation. Unfortunately, no 
unique damping function can universally account for very different physical problems and different 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
150
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350
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T
w
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effects. Moreover, damping functions introduce other additional non-linearity and require a numerical 
effort which could lead to a large computational cost, which is already heavy due to the refined mesh 
in the wall region. 
LS – Launder and Sharma model 
This is one of the most developed and validated turbulence model used for CFD applications. It is 
based on the energy-dissipation model developed by Jones and Launder (Jones, et al., 1972; Jones, et 
al., 1973), and it extends the model to predict swirling flows applications (Launder, et al., 1974). It has 
been found to be accurate in low-Reynolds number applications. 
 
AKN - Abe, Kondoh and Nagano model 
Initially this model was conceived as the modification of the NT model (Nagano, et al., 1990) to 
improve the accuracy of the evaluation of the turbulent heat transfer coefficient in separating and 
reattaching flows. The main modifications introduced by authors regards the velocity scale (Abe, et 
al., 1994a; Abe, et al., 1994b). It is proposed to use the Kolmogorov velocity scale 𝑢𝜀 =  𝜈𝜀 
1/4  
instead of the friction velocity 𝑢𝑡 =  𝜏𝑤/𝜌 to account for the near-wall effects due to low-Reynolds 
number. In fact, the velocity scale 𝑢𝜀  has no-singularity at a separating or reattaching point and it has a 
finite value on the wall surface.  
Moreover this feature, added to other modifications proposed by the authors, allows to extend 
the use of AKN model to a low-Reynolds number problems (Abe, et al., 1996): a different 
approximation for the turbulent heat flux was provided, formally expressed with Einstein notation by 
equation ‎(3.11), where 𝛼𝑡 is the eddy diffusivity for heat. 
 𝒖𝒋𝒕    = −𝜶𝒕𝑻 ,𝒋 (3.11)  
The approximation used so far was not able to predict the correct turbulent heat transfer 
phenomena in the near-wall region because the characteristic time scale was not appropriate for this 
analysis. So, it was needed to introduce a new characteristic time scale able to predict the heat transfer 
in both wall and free turbulent flow. The formal expression of the new time scale is expressed in 
equation ‎(3.12): 
 𝝉𝒕 =  
𝒌
𝜺
 𝒇𝑹𝒇𝑨𝒇𝝀 (3.12)  
where fR is a model function used to represent the effect of dissimilarity between the velocity and 
temperature fields, fA is a model function that takes into account anisotropy in the flow field and  
fλ is a model function used to take account of the effects originating by the physics of the near-wall 
turbulence for near-wall and low Reynolds numbers applications.  
The modified formulation of fλ is shown in equation  (3.13): it allows to apply the AKN model 
correctly for low-Reynolds problems reproducing the exact near-wall limiting behaviour of turbulent 
radial heat flux. 
 𝒇𝝀 =  𝟏 +
𝟐𝟒
𝑹𝒕
𝟑/𝟒
𝒇𝑹𝒇𝑨
 
𝟐𝑹
𝑷𝒓
 
𝟏/𝟐
𝒆𝒙𝒑  − 
𝑹𝒕
𝟑𝟎
 
𝟑/𝟒
   𝟏 − 𝒇𝒘(𝟐𝟔))  (3.13)  
where R is the time scale ratio (between time scale of energy-containing eddies in temperature τt and 
in velocity τu) and fw is a wall distance function 𝑓𝑤  𝐴 = exp  − 
(uε  n)/ν
A
 
2
 =  
1 ↝  n = 0
 0 ↝  n = ∞
    
(n represents the wall distance).  
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YS – Yang-Shih model 
This model is free from some typical problems of turbulence models as: 
- the arbitrary definition of the near-wall pseudo-dissipation, introduced to remove the 
singularity in the dissipation equation at the wall; 
- the different value of the model constants from those of standard k-ε models, that precludes 
the use of the same model for near-wall and core regions; 
- the formulation of y+ used in damping function f𝛍 of the eddy viscosity, that involves the 
friction velocity uτ; so, any model containing y
+
 cannot be used in simulation of flows with 
separation phenomena. 
In fact, as the wall is approached, the turbulent length scale and the velocity length scale 
decrease to zero, but the turbulent time scale, given by the ratio of length scale of eddies and the 
turbulent velocity scale, is always a value different from zero. Moreover, for high Reynolds number 
the turbulent time scale is defined by equation ‎(3.14). 
 𝝉𝒕~
𝒌
𝜺
 (3.14)  
Thus a singularity would appear in some term of the equations if the standard k-ε model were 
applied in the near-wall region, because of value of turbulence at the wall is zero. As this is not 
acceptable, 𝑘/𝜀 is not the proper representation of the turbulent time scale.  
The authors proposed to set the new time scale as the Kolmogorov time scale, because viscous 
dissipation dominates near the wall (Yang, et al., 1993). This has no effect in the core region because 
𝑘/𝜀 is larger than the Kolmogorov time scale, but it allows analyzing in detail the near-wall 
turbulence. So, the modified turbulent time scale is defined by equation ‎(3.15): 
 𝛕𝒕 =
𝒌
𝜺
+ 𝛕𝒌 (3.15)  
where 𝜏𝑘~  
𝜈
𝜀
 
1
2
 is the Kolmogorov time scale.  
In this way, the turbulent time scale has a lower bound at the Kolmogorov time scale that is 
always positive and there is no more singularity at the wall.  
The damping function f𝛍 used to account the wall effect is expressed in terms of Ry (see 
equation ‎(3.16)) instead of y+ and the modified formulation of f𝛍 is shown in equation ‎(3.17).  
 𝑹𝒚 =
𝒌𝟏/𝟐 𝒚
𝝂
 (3.16)  
 𝒇𝝁 =  𝟏 − 𝒆𝒙𝒑 −𝒂𝟏𝑹𝒚 − 𝒂𝟑𝑹𝒚
𝟑 − 𝒂𝟓𝑹𝒚
𝟓  
𝟏/𝟐
 (3.17)  
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LIEN k-𝜀 turbulence model 
This model provides a different formulation for the 𝑆𝑖𝑗  production term of transport equation of 
turbulent kinetic energy; the term expressed in equation ‎(3.18) represents the energy transfer from the 
mean flow to the turbulence due to fluid flow) This formulation is expressed in equation ‎(3.19): 
 𝝉𝒊𝒋
𝝏𝒘 𝒊
𝝏𝒙𝒋
 (3.18)  
 𝝉𝒊𝒋 = 𝟐𝝂𝑻𝑺𝒊𝒋 −
𝟐
𝟑
𝒌𝜹𝒊𝒋 = 𝝂𝑻  
𝝏𝒘 𝒊
𝝏𝒙𝒋
−
𝝏𝒘 𝒋
𝝏𝒙𝒊
 −
𝟐
𝟑
𝒌𝜹𝒊𝒋 (3.19)  
The authors linked the Reynolds-stresses to non-linear expansions of strain and vorticity 
component adding terms formally similar to 𝑆𝑖𝑗  (Lien, et al., 1996). The equation ‎(3.19) has been 
transformed in the equation ‎(3.20).  
 
𝝉𝒊𝒋 = 𝟐𝝂𝑻𝑺𝒊𝒋 − 𝑪𝟏
 𝝂𝑻
𝜺
 𝑺𝒊𝒌𝑺𝒌𝒋 −
𝟏
𝟑
𝜹𝒊𝒋𝑺𝒌𝒍𝑺𝒌𝒍 
− 𝑪𝟐
 𝝂𝑻
𝜺
 𝛀𝐢𝐤𝐒𝐤𝐣 −𝛀𝐣𝐤𝐒𝐤𝐢 
− 𝑪𝟑
 𝝂𝑻
𝜺
 𝛀𝐢𝐤𝛀𝐣𝐤 −
𝟏
𝟑
𝛀𝐤𝐥𝛀𝐤𝐥  −
𝟐
𝟑
𝒌𝜹𝒊𝒋 + 𝑯𝑶𝑻 
(3.20)  
 𝑯𝑶𝑻 = 𝑪𝟒
 𝝂𝑻𝒌
𝜺𝟐
 𝑺𝒌𝒊𝛀𝒍𝒋 + 𝑺𝒌𝒋𝛀𝒍𝒊 𝑺𝒌𝒍 + 𝑪𝟓
 𝝂𝑻𝒌
𝜺𝟐
 𝑺𝒌𝒍𝑺𝒌𝒍 + 𝛀𝒌𝒍𝛀𝒌𝒍 𝑺𝒊𝒋 (3.21)  
The HOT term, expressed in equation ‎(3.21), represents a third-order correction used to extend 
this model to low-Reynolds number problems. 
In order to account for the viscous near-wall effect, two new features are provided:  
- A different formulation of damping function 𝑓𝜇  expressed in equation ‎(3.22)  
 𝒇𝝁 =  𝟏 − 𝒆𝒙𝒑 −𝟎.𝟎𝟏𝟗𝟖𝒚
∗   𝟏 +
𝟓.𝟐𝟗
𝒚∗
  (3.22)  
where 𝑦∗ = 𝑦  
𝑘
𝜈
; 
- A different value of the constants of the dissipation rate 𝜀, to ensure that the correct 
near-wall turbulence energy dissipation is returned in the vicinity of the wall while it 
has to disappear where 𝑦∗~𝒪(2). In this way the normal strain does not produce a 
large level of turbulence energy in the wall region. 
With these modifications the model is able to give reasonable solutions in both transitional and 
fully developed flows. 
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3.3. The SWIRL Code 
The ―in-house‖ CFD code SWIRL (He, et al., 2003) was set up by solving the discretized numerical 
equations presented in the above Paragraphs ‎3.1 and ‎3.2 for simple and axi-symmetric geometry. The 
equations are discretized based on the conservative finite volume method using a staggered mesh 
arrangement and a coupled solver. The energy equation used in this CFD code is expressed in terms of 
enthalpy (equation ‎(3.4)) 
Convergence is checked basing on the values of the residual of each transport equation: this 
value is expected to progressively decrease until annihilate. The iterations are stopped when each 
residual is lower than a selected threshold value. 
3.3.1. Numerical modelling features 
The complete computational domain was discretised into a mesh of 120 x 120 nodes (axial x radial), 
covering the whole unheated and heated lengths. As it is possible to see in Figure 21, the mesh was 
refined in both directions: in the radial direction, near the wall and in the axial direction close the 
region where wall heating starts. The refinement was adjusted in each individual run to ensure that the 
near-wall flow features were properly resolved: for the low-Reynolds number approach, the near wall 
region is resolved all the way to the solid wall with a very fine mesh to represent the sharp gradients in 
relevant variables close to the walls. So, the first node is placed at a distance from the wall satisfying 
the criterion that the non dimensional distance 𝑦+ =
𝑦
𝜈
 
𝜏𝑤
𝜌
 is less than 1. 
Table 7: Typical mesh detail (axial and radial) for SWIRL 
 
AXIAL  RADIAL  
a  
(unheated) 
b 
(heated) 
c 
(heated) 
A B C 
No of nodes 
Length [m] 
Growth rate (1) 
20 64 34 47 56 15 
1 1 1 0.00127 0.00508 0.00635 
4 0.25 0.5 2.8 2 2.5 
 
Figure 21: Mesh adopted for the SWIRL code  
                                                     
1
 The value of the grow rate is:  > 1 for compression towards the right side; 
     < 1 for compression towards the left side. 
A 
B 
C 
a b c 
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The scheme adopted for the generation of control volumes is the grid point centred one and it 
is shown in Figure 22; i.e. the control volume faces where first defined and the grid point were placed 
at the centre of the control volumes.  
 
Figure 22: Notation adopted for control volumes 
The staggered grid arrangement, showed in Figure 23, was used to define and to store the 
variables. The scalar parameters were defined at the grid points while the vector quantities as velocity 
components were defined on the control volume surfaces. This kind of mesh is more complicated than 
the collocated one, but it allows using the SIMPLE method shown later. 
 
Figure 23: Staggered mesh 
The QUICK scheme was used to approximate the convection terms in the momentum 
equations and the UPWIND scheme was used for other transport equations for reasons of numerical 
stability.  
  
Y-Momentum 
equation control 
volume 
X-Momentum 
equation control 
volume 
Mass and Energy 
balance control volume 
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The quadratic upstream interpolation for convective kinematics scheme (QUICK) by Leonard 
(1979) uses a three-point upstream-weighted quadratic interpolation for cell face values. The face 
value of the variable  in consideration is obtained from a quadratic function passing through two 
bracketing nodes (on both side of the face) and a node on the upstream side. Using the notation of 
Figure 22, it can be shown (Versteeg, et al., 1995) that for a generic non-uniform grid mesh, the value 
of Ö at the cell face is given by: 
 𝜱𝒆 =  
𝜱𝑷 + 𝒈𝟏 𝜱𝑬 −𝜱𝑷 + 𝒈𝟐 𝜱𝑷 −𝜱𝑾         𝒘 ∙ 𝒏 𝒆 ≥ 𝟎
𝜱𝑷 + 𝒈𝟑 𝜱𝑷 −𝜱𝑬 + 𝒈𝟒 𝜱𝑬 −𝜱𝑬𝑬        𝒘 ∙ 𝒏 𝒆 ≤ 𝟎
  (3.23)  
with:             𝒈𝟏 =
 𝒙𝒆−𝒙𝑷  𝒙𝒆−𝒙𝑾 
 𝒙𝑬−𝒙𝑷  𝒙𝑬−𝒙𝑾 
  ,   𝒈𝟐 =
 𝒙𝒆−𝒙𝑷  𝒙𝑬−𝒙𝒆 
 𝒙𝑷−𝒙𝑾  𝒙𝑬−𝒙𝑾 
  
 
               𝒈𝟑 =
 𝒙𝒆−𝒙𝑬  𝒙𝒆−𝒙𝑬𝑬 
 𝒙𝑷−𝒙𝑬  𝒙𝑷−𝒙𝑬𝑬 
 ,   𝒈𝟒 =
 𝒙𝒆−𝒙𝑬  𝒙𝑷−𝒙𝒆 
 𝒙𝑬−𝒙𝑬𝑬  𝒙𝑷−𝒙𝑬𝑬 
 
For a uniform grid mesh, the value of  at the cell face between two adjacent nodes P and E, 
and the upstream node W is given by: 
 𝜱𝒆 =
𝟔
𝟖
𝜱𝑷 +
𝟑
𝟖
𝜱𝑬 −
𝟏
𝟖
𝜱𝑾  (3.24)  
This scheme usually is more accurate than the simple upwind scheme that satisfies the 
boundedness criterion unconditionally but can produce erroneous results when the flow is not aligned 
with the grid lines giving rise to what is called numerical cross-wind diffusion or false diffusion. On 
the contrary, QUICK, though it has a third order truncation error on both uniform and non-uniform 
grids, does not guarantee boundedness because the coefficients of the discretized equations can turn 
out to be negative under certain conditions, leading to oscillatory behaviour of the scheme. 
The Upwind Differencing Scheme UDS, (UPWIND), introduced by Courant, Isaacson and 
Rees (1952), is used to approximate the convection terms in all transport equations except for the 
momentum equations where QUICK is used. 
This simple scheme leaves the diffusion term unchanged while the convection term is 
calculated following the assumption that the value of the property  at the interface is equal to the 
value of the same property at the grid point on the ―upwind side‖ of the face. 
 𝜱𝒆 =  
𝜱𝑷,         𝐢𝐟   𝒖 ∙ 𝒏 𝒆 ≥ 𝟎
𝜱𝑬,         𝐢𝐟   𝒖 ∙ 𝒏 𝒆 ≥ 𝟎
  (3.25)  
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The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) scheme is used for 
coupling the pressure and the velocity fields involved in momentum equation (equations ‎(3.2)-‎(3.3)) 
(Patankar, 1980). In fact, except in some very special circumstances, it is not possible to specify 
independently the flow field; starting with a guessed velocity field, we could iteratively solve the 
momentum equations to arrive at the converged solution for the velocity components. The difficulty in 
the calculation of the velocity field is given by the unknown pressure field: there is no equation to 
obtain pressure directly but it is indirectly present in the continuity equation; moreover, the pressure 
gradient forms a part of the source term for a momentum equation. Thus, when the correct pressure 
field is substituted into the momentum equations, the resulting velocity field satisfies the continuity 
equation. It is possible to find the correct pressure p starting by a guessed pressure p* through the 
pressure correction p’. 
 𝒑 = 𝒑∗ + 𝒑′ (3.26)  
The resulting velocity field will progressively get closer to satisfying the continuity equation; 
we need only to know how the velocity components respond to this change in pressure. The 
corresponding velocity corrections u' and v' (x and y-components of vector 𝑢 ) can be introduced 
according to equation  (3.26): 
 𝒖 = 𝒖∗ + 𝒖′              𝒗 = 𝒗∗ + 𝒗′ (3.27)  
So, the resulting discretization equation can be written as  
 𝒂𝒆𝒖 𝒆 =  𝒂𝒏𝒃𝒖 𝒏𝒃 + 𝒃 +  𝒑𝑷 −𝒑𝑬 𝑨𝒆 (3.28)  
where anb represent the convective and diffusion terms of neighbouring volumes and b represent all the 
―source‖ terms (gravity and explicit terms, without pressure term). In analogy with equation ‎(3.28),  
it is possible to define the discretization equation given by the guessed velocity field, showed in 
equation ‎(3.29). 
 𝒂𝒆𝒖 𝒆
∗ =  𝒂𝒏𝒃𝒖 𝒏𝒃
∗ + 𝒃 +  𝒑𝑷
∗ −𝒑𝑬
∗  𝑨𝒆 (3.29)  
By subtracting side by side the equation ‎(3.28) and the equation ‎(3.29) it is possible to obtain 
the discretization equation given by the corrected velocity field (equation‎(3.31)). 
 𝒂𝒆𝒖 𝒆
′ =  𝒂𝒏𝒃𝒖 𝒏𝒃
′ +  𝒑𝑷
′ −𝒑𝑬
′  𝑨𝒆 (3.30)  
The SIMPLE algorithm assumes that    𝒂𝒏𝒃𝒖 𝒏𝒃
′ = 𝟎   so   𝒂𝒆𝒖 𝒆
′ ≈  𝒑𝑷
′ − 𝒑𝑬
′  𝑨𝒆   and 
 𝒖 𝒆
′ = 𝒅𝒆 𝒑𝑷
′ −𝒑𝑬
′               𝒅𝒆 ≡ 𝑨𝒆/𝒂𝒆  (3.31)  
To correct the pressure term it is needed to solve the continuity equation, appropriately 
discretized as follows: 
 
 𝝆𝑷 −𝝆𝑷
𝟎 ∆𝒙∆𝒚
∆𝒕
+   𝝆𝒖 𝒆 −  𝝆𝒖 𝒘 ∆𝒚 +   𝝆𝒗 𝒏 −  𝝆𝒗 𝒔 ∆𝒙 = 𝟎 (3.32)  
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Substituting in this equation, the above formulations for the corrected velocity field, given by 
equation ‎(3.31), after factorization it is: 
 𝒄𝑷𝒑𝑷
′ = 𝒄𝑬𝒑𝑬
′ + 𝒄𝑾𝒑𝑾
′ + 𝒄𝑵𝒑𝑵
′ + 𝒄𝑺𝒑𝑺
′ + 𝒓 (3.33)  
with 𝒄𝑬 = 𝝆𝒆𝒅𝒆∆𝒚,   𝒄𝑾 = 𝝆𝒘𝒅𝒘∆𝒚, 𝒄𝑵 = 𝝆𝒏𝒅𝒏∆𝒙, 𝒄𝑺 = 𝝆𝒔𝒅𝒔∆𝒙, 
 𝒄𝑷 = 𝒄𝑬 + 𝒄𝑾 + 𝒄𝑵 + 𝒄𝑺           _____ 
 𝒓 =
 𝝆𝑷 − 𝝆𝑷
𝟎 ∆𝒙∆𝒚
∆𝒕
+   𝝆𝒖∗ 𝒆 −  𝝆𝒖
∗ 𝒘 ∆𝒚 +   𝝆𝒗
∗ 𝒏 −  𝝆𝒗
∗ 𝒔 ∆𝒙 (3.34)  
The term r in Eq. (3.19) represents the residual of the discretized continuity equation: it is 
calculated with the guessed velocity; so, this term should progressively decrease until annihilate 
during iterations and constitutes an interesting parameter to be monitored to study convergence. 
As suggested by Patankar (1980), the important operations to be made by the algorithm, in the 
order of their execution, are: 
1. Guess the pressure field p*. 
2. Solve the momentum equations, such as  (3.29) to obtain u* and v*. 
3. Solve the p' equation. 
4. Calculate p from Eq.  (3.26) by adding p' to p*. 
5. Calculate u and v from their starred values using the velocity-correction formulas. 
6. Solve the discretization equation for other transported scalars ’s (such as temperature or 
turbulence quantities), whenever they influence the flow field through fluid properties, 
source terms, etc.; if a particular  does not influence the flow field, it is better to calculate 
it after a converged solution for the flow field has been obtained. 
7. Treat the corrected pressure p as a new guessed pressure p*, return to step 2, and repeat the 
whole procedure until a converged solution is obtained. 
The resulting five-point coefficient matrix system in equation ‎(3.33) is a ―Poisson’s equation‖ 
and is solved iteratively using the line-by-line direct method Tri-Diagonal Matrix Algorithm (TDMA): 
at any time, variables belonging to a particular line in the discretization are solved simultaneously; 
variables at the neighbouring lines are assumed to be known and values from the previous iteration are 
used. The TDMA is used in the axial and radial directions following the alternating-direction approach 
to accelerate convergence. 
3.3.2. Fluid properties 
The NIST Standard Reference Database 23 (REFPROP) Version 7 was used for calculating the 
temperature and pressure dependent properties of water. To do this, the relevant FORTRAN 
subroutines supplied with the Database were incorporated in the CFD code SWIRL. The subroutines 
use NIST REFPROP to generate a table of values that are interpolated during the simulations. Acting 
in the input file it is possible to decide the number of data points, generally 50000, the minimum and 
maximum values of pressure (both equal to 25 MPa in these cases) and temperature. 
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3.4. The FLUENT code 
FLUENT is a well known state-of-the-art computer program for modelling fluid flow and heat transfer 
in complex geometries (FLUENT, 2005). It is a general-purpose CFD code based on the finite volume 
method on a collocated grid. This CFD code needs a geometric modelling and grid generation tool: the 
GAMBIT software allows users to create their own geometry and to create the surfaces and volumes 
meshes with the useful possibility to adopt sizing functions and boundary layer meshing. 
In this CFD code, the energy equation is expressed in terms of temperature (equation ‎(3.5)). 
3.4.1. Numerical modelling features 
The complete computational domain was discretized into 2 main zones: the wall zone that represents 
the pipe wall material and the bulk fluid zone. The mesh grid used for the whole domain is 278 x 112 
(axial x radial) and it covers the whole unheated and heated lengths. As is possible to see in Figure 24 
the mesh was refined only in the radial direction near the wall; this refinement was adjusted in each 
individual run to ensure that the near-wall flow features were properly solved, making sure to obtain 
the value of non-dimensional distance 𝑦+ =
𝑦
𝜈
 
𝜏𝑤
𝜌
 less than 1. 
Table 8: Typical mesh detail (axial x radial) for FLUENT 
  
a 
(unheated) 
b 
(heated) 
N° elements 
A 
78 x 10 200 x 10 
Length [m] 0.8 x 0.00635 2 x 0.00635 
Growth rate 1 x 1 1 x 1 
N° elements 
B 
78 x 102 200 x 102 
Length [m] 0.78 x 0.0127 2 x 0.0127 
Growth rate 1 x 1.05 1 x 1.05 
 
 
Figure 24: Mesh adopted for FLUENT Code 
 
The following characteristics and options have been selected in the menus of the program: 
a b 
A 
B 
‎3. Numerical modelling approach  
 
33 
 
 DEFINE 
 Models 
o Solver: 
- Solver: Pressure Based, Implicit; 
- Space: Axisymmetric; 
- Time: Steady; 
- Velocity Formulation: Absolute; 
- Gradient Option: Green-Gauss Cell Based; 
- Porous Formulation: Superficial Velocity; 
o Energy 
- Energy equation: activated; 
o Viscous 
- To activate the low-Re models it is needed to type in the command window the 
line: define/models/viscous/turbulence-expert/low-re-ke/low-re-ke-index/ 
1 - Lam-Bremhorst 
2 - Launder-Sharma 
3 - Yang-Shih 
4 - Abe-Kondoh-Nagano 
5 - Chang-Hsieh-Chen; 
- Options 
Viscous Heating and Full Buoyancy Effects: activated; 
 Materials 
- Water, Properties: all properties are given with a piecewise linear profile to represent 
the fluid properties at supercritical pressure shown in Paragraph ‎3.4.2; 
 Operating Conditions 
- Operating pressure: 2.5∙10-7 Pa 
- Gravity acceleration: -9.81 
𝑚
𝑠2
 (x-direction) 
- Boussinesq parameters: Operating Temperature: 288.15 K 
 Boundary Conditions 
- Inlet: Mass Flow Inlet 
Momentum: 
Mass flux: specified in each case  
𝑘𝑔
𝑚2𝑠
 ; 
Direction: Normal to Boundary; 
Turbulent intensity: 10 %, Hydraulic Diameter: 0,0254m; 
Thermal: 
Total temperature: case chosen value [K], constant; 
- Outlet: Outflow 
- Un-heated walls: Solid, steel, stationary 
- Heated walls: Solid, steel, stationary 
Source terms: 
1 source term: case chosen value  
𝑊
𝑚2
  
- External Surfaces: Adiabatic (Heat flux ∅ 
𝑊
𝑚2
) 
- Internal Surfaces: Coupled (this means that the considered surface is the interface 
between solid wall and fluid); 
- Fluid: fluid, water file created with correct properties, stationary. 
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 SOLVE 
 Controls: Solution: 
- Pressure-Velocity Coupling: SIMPLE; 
- Discretization:  
Pressure: Standard; 
Momentum: Second order Upwind; 
Turbulent Kinetic Energy: Second order Upwind; 
Turbulent Dissipation Rate: Second order Upwind; 
Energy: Second order Upwind; 
 Residuals Monitors 
- All residuals threshold absolute criteria was set on10-8. 
 
The FLUENT CFD code has a different formulation of damping functions of the Yang-Shih 
turbulence model with respect  to SWIRL CFD code as shown in Table 9. 
Table 9: SWIRL and FLUENT damping functions for the Yang-Shih turbulence model 
Model f𝛍 f1 f2 
YS  
SWIRL 
  1 − 𝑒𝑥𝑝 −1.5 ∙ 104𝑅𝑒𝑦 − 5 ∙ 10−7𝑅𝑒𝑦3 − 10−10𝑅𝑒𝑦5   1 1 
YS  
FLUENT 
  1 − 𝑒𝑥𝑝 −1.5 ∙ 104𝑅𝑒𝑦 − 5 ∙ 10−7𝑅𝑒𝑦3 − 10−10𝑅𝑒𝑦5  
1 +
1
 𝑅𝑒𝑡
 
 𝑅𝑒𝑡
1 +
1
 𝑅𝑒𝑡
 
 
 𝑅𝑒𝑡
1 +
1
 𝑅𝑒𝑡
 
 
Note: 𝑹𝒆𝒕 =
𝒌𝟐
𝝂𝜺
,   𝑹𝒆𝒚 =
𝒚𝒌𝟏/𝟐 
𝝂
   
 
3.4.2. Fluid properties 
The NIST Standard Reference Database 23 (REFPROP) Version 7 was used for calculating the 
temperature and pressure dependent properties of water. A table of 50 points was created (the 
maximum number of points possible) for density, thermal capacity, viscosity and thermal 
conductivity. These values are interpolated during the simulations using the piecewise-linear 
interpolation method. 
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3.5. STAR-CCM+ code 
STAR-CCM+ is a ―general-purpose‖ commercial software for the computational fluid dynamics (Cd-
adapco, 2009). This CFD code adopts the own software STAR-Design as geometric modelling and grid 
generation tool to create geometry and surface/volume mesh. This CFD code is characterized by the 
full interactivity between user and solution: the integrated analysis and visualization tools provide a 
live feedback on the progress of the simulation. This allows changing parameters without stopping the 
solution, observing directly the consequent effects. 
In this CFD code, the equations are discretized based on the conservative finite volume 
method and the energy equation is expressed in terms of temperature, even if is possible to activate the 
“Enthalpy formulation”, switching from the equation ‎(3.5) to equation ‎(3.4). 
Some difficulties in convergence were encountered during the calculations: during the 
simulation, after several iterations, despite the same mass flow rate values were observed at inlet and 
outlet surfaces and notwithstanding the relatively low values and the stabilised trends of residual 
profiles, some further fluctuations were noticed in the wall temperature profile. So, it was necessary to 
check convergence basing on the values of the residuals of each transport equation, basing on the 
satisfaction of continuity equation and observing user ―monitors‖ concerning temperature of several 
points on the inner wall is plotted for each iteration; the iterations were stopped when also these trends 
were found to be flat as a function of the number of iterations. 
In the present work, the STAR-CCM+ 4.04.011 version was used.  
3.5.1. Numerical modelling features 
As for the SWIRL code, the complete computational domain was discretized into a mesh of 300 x 200 
(axial x radial) and it covers the whole unheated and heated lengths. As is possible to see in Figure 25, 
the mesh was refined only in the radial direction close to the wall, according with Table 10; this 
refinement ensure that the near-wall flow features were properly solved, making sure to obtain the 
value of non-dimensional distance 𝑦+ =
𝑦
𝜈
 
𝜏𝑤
𝜌
 less than 1. 
Table 10: Typical mesh detail (axial x radial); STAR-CCM+ 
  
a 
(unheated) 
b 
(heated) 
N° elements 
A 
100 x 100 200 x 100 
Length [m] 1 x 0.0027 2 x 0.0027 
Growth rate 1 x 1.037 1 x 1.037 
N° elements 
B 
100 x 100 200 x 100 
Length [m] 1 x 0.01 2 x 0.01 
Growth rate 1 x 1 1 x 1 
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Figure 25: Mesh adopted; STAR-CCM+ Code 
The following characteristics and options have been activated in the menus of the program: 
 CONTINUA: 
 Mesh: 
o Models: 
- Surface Remesher; 
- Trimmer; 
- Prism Layer Mesher; 
o Reference Values: see Table 10 
 Physics: 
o Models: 
- Axisymmetric; 
- Stationary; 
- Liquid: H2O 
 Material Properties: see Paragraph ‎3.5.2; 
- Polynomial Density; 
- Reynolds-Averaged Navier-Stokes; 
- K-Epsilon Turbulence; 
- Gravity; 
- Coupled Flow; 
- Coupled Energy; 
- Steady; 
- Standard K-Epsilon Low-Re; 
- Low y+ Wall Treatment; 
o Reference Values: 
- Gravity: -9.81 
𝑚
𝑠2
 (x-direction); 
- Reference altitude: 3 m (x-direction); 
- Minimum Allowable Wall Distance: 1.06∙10-6 m; 
- Reference Pressure: 2.5107 Pa; 
- Minimum Allowable Temperature: 100 K 
- Reference Density: 930 
𝑘𝑔
𝑚3
 
- Maximum Allowable Temperature: 5000 K; 
  
A 
 
B 
a b 
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o Initial Conditions: 
- Pressure: Constant, 0 Pa; 
- Static Temperature: Constant, 423.15 K; 
- Turbulence Intensity: Constant, 0.01; 
- Turbulence Velocity Scale: Constant, 1
𝑚
𝑠
; 
- Turbulence Velocity Ratio: Constant, 10; 
- Velocity: 0.294
𝑚
𝑠
 
 REGIONS: 
 Tube 2D: 
o Boundaries: 
- Axis; 
- Inlet:  
 Physics value:  
 Mass Flux: constant, specified in each case  
𝑘𝑔
𝑚2𝑠
 ; 
 Total Temperature: constant, case chosen value [K];  
- Outlet; 
 Physics value:  
 Pressure: Constant, 0 Pa; 
 Static Temperature: constant, 423.15 K;  
- Wall; 
 Physics value:  
 Heat Flux: Field Function, case chosen value  
𝑊
𝑚2
 . 
 TOOLS: 
 Field Functions: field functions are been created to represent the values of heat flux, 
thermal conductivity and dynamic viscosity 
3.5.2. Fluid properties 
The NIST Standard Reference Database 23 (REFPROP) Version 7 was used for calculating the 
temperature and pressure dependent properties of water. A field function was created for the dynamic 
viscosity and thermal conductivity in from of fourth order polynomials, fourth order polynomial 
functions were also created for density and specific heat to represent the properties of water at 
supercritical pressure introduced in Chapter ‎1. 
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Chapter 4.  
 
4.                         Results and Discussion 
 
The aim of this work is to evaluate the performances of low-Reynolds number turbulence models 
adopted in different codes in predicting mixed convection heat transfer of fluids at supercritical 
pressure, with particular attention to the features that are affected by the modifications of the 
turbulence field due to influence of flow acceleration and buoyancy. 
Mainly, the analysis is conducted with the SWIRL code and the Yang-Shih turbulence 
model. In fact, using the adopted ―in-house‖ CFD code, it is possible to better investigate the 
phenomena and to analyze in detail the features of water at supercritical pressure. Moreover, SWIRL 
is characterized by the possibility to solve the energy equation in terms of enthalpy (equation ‎(3.4)) 
with all the benefits already mentioned in Paragraph ‎3.1.1. Moreover, the output data of SWIRL code 
are easily processed by MatLab, the popular numerical computing environment, making the post-
processing very simple and automatic. The Yang-Shih model was adopted considering the results of 
the work by Sharabi (2008), that showed the interesting capabilities of this model. Anyway, a 
reassessment of the capabilities of other available models is performed in paragraph ‎4.2.1. For all the 
cases listed in Table 11, two simulations were performed, both with and without gravity. In this way, it 
is possible to collect data for all the parameters under mixed and forced convection. 
4.1. Physical behaviour 
To better understand the effects of buoyancy and flow acceleration on heat transfer, it is possible to 
consider the ratio between the Nusselt number in the mixed convection flow and the Nusselt number 
of forced flow (i.e., with no influence of buoyancy and acceleration). This ratio will be called Nusselt 
ratio 
𝑁𝑢
𝑁𝑢𝑓
. 
Both Nusselt numbers in the mixed convection flow and in the forced flow are calculated by 
the usual definition as in equation ‎(4.1), using values of parameters involved in the simulations of 
mixed and forced convection. 
 𝑵𝒖 =
𝒉𝑫
𝝀
 (4.1)  
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Another parameter needs to be adopted in order to estimate the influence of buoyancy on heat 
transfer. This number can be, for instance, the Buoyancy parameter Bo*, introduced by Jackson, et al. 
(1979) and defined by the following relationship ‎(4.2), where the Grashof number, Gr, is expressed by 
equation ‎(4.3), while the Reynolds number, Re, and the Prandtl number, Pr, are classically expressed 
as in the equations ‎(4.4) and ‎(4.5): 
 𝑩𝒐∗ =
𝑮𝒓∗
 𝑹𝒆𝟑.𝟒𝟐𝟓𝑷𝒓𝟎.𝟖  
 (4.2)  
 𝑮𝒓 =
𝜷𝒈𝑫𝟒𝑸
𝝀𝒗𝒇
𝟐
 (4.3)  
 𝑹𝒆 =
𝝆𝒖𝑫
𝝁
 (4.4)  
 𝑷𝒓 =
𝝁𝒄𝒑
𝝀
 (4.5)  
 
All these parameters are estimated using the thermal properties based on the bulk temperature, 
obtained by SWIRL through an appropriate cross section averaging. 
In order to investigate the effect of buoyancy, sensitivity studies have been carried out for the 
different cases shown in Table 11. 
Table 11: Watts experiments (Jackson, 2009a): simulated cases 
Heat 
flux 
Tin Mass flux 
 
𝒌𝑾
𝒎𝟐
  [°C]  
𝒌𝒈
𝒎𝟐 ∙ 𝒔
  
DOWNWARD                  
255 150 270  317  356  412 450   510       
340 250       437  473    613 687 753 861 958 
UPWARD                  
250 200 269 284 318 340 356 377 403 439 459 495  554   710   
255 150 273 295 324 341 367 382 414   489 526   643 732   
340 150     364 376  445 471 516   601  715   
340 250      392 411 425/445 468 498  543 597  780  908 
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In Figure 26, the relationship between Nusselt ratio and Buoyancy parameter calculated by 
SWIRL for all the cases of Table 11, is reported. 
 
Figure 26: Watts experiments (Jackson, 2009a): Nusselt ratio versus Buoyancy parameter  
calculated by SWIRL using Yang-Shih turbulence model at x/L = 0.9 
The Buoyancy parameter and the Nusselt ratio are calculated at  𝑥/𝐿 𝑕𝑒𝑎𝑡𝑒𝑑 = 0.9 where the 
flow is completely developed (the full length of the test section is 2 m). 
Figure 26 is useful to understand the behaviour of heat transfer with supercritical fluids: in this 
plot it is possible to recognize different zones:  
 Nusselt ratio greater than 1: the heat transfer can be even more effective than in forced 
convection. It is the typical behaviour of downward flow conditions;  
 
 Nusselt ratio lower than 1: on the contrary, it is the typical behaviour of upward flow; for 
these conditions, it is possible to identify additional zones on the basis of the value of the the 
Bo* parameter: 
1) Forced convection zone: for Bo* parameter lower than 10-6, where buoyancy in the 
momentum equation has very small effect; 
2) Laminarisation zone: for Bo* parameter greater than 10-6, where severe heat transfer 
deterioration occurs due to the combined influence of buoyancy and flow acceleration; 
3) Mixed convection zone (2): it is located outside the right boundary of Figure 26, where 
buoyancy is so strong that the Nusselt ratio becomes greater than one, as it is possible to 
see in Figure 27, where ―possible‖ trend lines are shown for few cases. The trend lines are 
obtained with a quadratic polynomial that represents the best fit of the data point, 
extrapolating well beyond the obtained data. The Nusselt ratio greater than one means that 
heat transfer can be even more effective than in forced convection. 
                                                     
(
2
) The experimental tests performed by Watts are all in the first two zones; so, in this work is not 
possible to show what happens in the Mixed Convection Zone. 
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The postulated behaviour is mainly the same that is possible to observe in classical literature 
(Koshizuka, et al., 1995; He, et al., 2003; McEligot, et al., 2004; He, et al., 2008; Jackson, 2009b). 
 
Figure 27: Watts experiment (Jackson, 2009a): Nusselt ratio versus Buoyancy parameter - trend lines 
To better understand the physical behaviour, some significant cases are selected from those 
simulated using the operating conditions of experiments done by Watts (Jackson, 2009a), as shown in 
Table 12.  
For each case, the following parameters are reported: 
- inner wall temperature; 
- Nusselt ratio along the axial line; 
- ratio between the radial velocity profile and the bulk velocity profile 
𝑢
𝑢𝑏
 at different 
axial positions; 
- ratio between the radial turbulent kinetic energy profile and the squared bulk velocity 
𝑘
𝑢𝑏
2 at different axial positions. 
In order to obtain a more compact presentation of the data in the text, the axial distributions of 
bulk velocity and bulk density are reported in ‎Appendix A. 
Expected trend 
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Table 12: Watts experiments (Jackson, 2009a): selected simulated cases  
 
Heat 
flux 
Tin Mass flux 
  
𝒌𝑾
𝒎𝟐
  [°C]  
𝒌𝒈
𝒎𝟐 ∙ 𝒔
  
 DOWNWARD                  
(a) 255 150 270  317  356  412 450   510       
(b) 340 250       437  473    613 687 753 861 958 
 UPWARD      (C)    (B)     (A)   
 250 200 269 284 318 340 356 377 403 439 459 495  554   710   
(c) 255 150 273 295 325 341 367 382 414   489 526   643 732   
 340 150     364 376  445 471 516   601  715   
(d) 340 250      392 411 425/445 468 498  543 597  780  908 
 
In this way, all the conditions presented in Figure 26 are covered and it is possible to analyze 
how heat transfer changes in different conditions:  
- Cases a and c:  
Q = 255 
𝑘𝑊
𝑚2
; T = 150 °C, downward and upward flow:  
relatively low heat flux, increasing mass flux; 
- Cases b and d:  
Q = 340 
𝑘𝑊
𝑚2
; T = 250 °C, downward and upward flow:  
relatively high heat flux, increasing mass flux; 
- Cases A:  
G ~ 700 
𝑘𝑔
𝑚2∙𝑠
, upward flow:  
high mass flux, different heat flux and inlet temperature. 
- Cases B:  
G ~ 500 
𝑘𝑔
𝑚2∙𝑠
 (upward flow):  
medium mass flux, different heat flux and inlet temperature; 
- Cases C:  
G ~ 300 
𝑘𝑔
𝑚2∙𝑠
 (upward flow):  
low mass flux, different heat flux and inlet temperature. 
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4.1.1. Buoyancy opposed case (downward flow) 
In conditions of downward flow in a heated channel, heat transfer takes place nearly as in the forced 
convection regime. The buoyancy effect has not negative consequences on heat transfer, since the 
increase of Buoyancy parameter implies a greater effectiveness. So, the Nusselt ratio increases 
monotonically as shown in Figure 28, referring to the above selected cases, also reported in Table 13. 
All the results presented in this paragraph were obtained using the SWIRL CFD code and the 
Yang-Shih turbulence model, both presented in Chapter ‎3. 
Table 13: Watts experiments (Jackson, 2009a): downward flow cases simulated 
 
Heat  
flux 
Tin Mass flux, G 
  
𝒌𝑾
𝒎𝟐
  [°C]  
𝒌𝒈
𝒎𝟐 ∙ 𝒔
  
 DOWNWARD  
(a) 255 150 270 317 356 412 450  510      
(b) 340 250    437  473  613 687 753 861 958 
 
 
Figure 28: Watts experiments (Jackson, 2009a): Nusselt ratio versus Buoyancy parameter  
SWIRL code – YS turbulence model – downward flow 
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The following figures, from Figure 29 to Figure 32, show the prediction of axial variation of 
inner wall temperature and Nusselt ratio for the two downward cases selected. 
 
Figure 29: Comparison experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – downward flow 
 
Figure 30: Nusselt ratio along the heated length;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – downward flow 
Figure 29 and Figure 31 show that the code (SWIRL) and the selected turbulence model (YS) 
are able to reproduce the measured trend of the derived inner wall temperature in a reasonable way.
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Figure 30 and Figure 32 show the improved heat transfer along the pipe for downward case, especially 
for low mass flux where the improvement exceeds 40%. These values show the greater efficiency of 
downward flow with respect to pure forced convection heat transfer.  
 
Figure 31: Comparison experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – downward flow 
 
Figure 32: Nusselt ratio along the axial line;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – downward flow 
From Figure 33 to Figure 36, comparisons between radial profiles of velocity and turbulent 
kinetic energy are shown. These plots are useful to understand the consequences of buoyancy and how 
it can redistribute the flow, improving the heat transfer. 
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In the case of downward flow, buoyancy is opposed to the flow and it can be noted that at low 
flow rate the turbulence kinetic energy is much greater that at larger flow.  
This suggests an enhancement of turbulent production that leads to the improvement of 
turbulent diffusion and heat transfer. Indeed the presence of high values of the turbulent intensity is 
observed when buoyancy plays an important role, i.e. at the lowers flow rates.  
 
Figure 33: Radial velocity ratio profile;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C - downward flow 
 
Figure 34: Radial turbulent kinetic energy ratio profile;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – downward flow 
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All this arguments are congruent with what is shown in Figure 30 and Figure 32 where are 
clearly identified the cases in which the turbulence enhances the heat transfer. The difference between 
the results for the cases in Figure 30 and Figure 32 is only due to the lower heat transfer efficiency 
caused by the lower power-to-mass flow ratio of cases in Figure 32, with high heat flux imposed. Such 
a difference is also confirmed at the level of turbulence kinetic energy distributions (compare Figure 
34 and Figure 36). 
 
Figure 35: Radial velocity ratio profile;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – downward flow 
 
Figure 36: Radial turbulent kinetic energy ratio profile;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – downward flow 
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4.1.2. Buoyancy aided case (upward flow) 
To understand the physical behaviour of heat transfer in upward flow, it is useful to compare the 
simulation data in two different ways, as reported in Table 14: at different mass flux with same inlet 
conditions and at the same flow rate with different inlet conditions.  
Table 14: Watts experiments (Jackson, 2009a): upward flow cases simulated 
 
Heat  
flux 
Tin Mass flux 
  
𝒌𝑾
𝒎𝟐
  [°C]  
𝒌𝒈
𝒎𝟐 ∙ 𝒔
  
 UPWARD      (C)    (B)     (A)  
(c) 255 150 273 295 324 341 367 382 414   489 526   643 732  
(d) 340 250      392 411 425/445 468 498  543 597  780 908 
4.1.2.1. Comparison at the same inlet conditions 
In conditions of upward flow in a heated channel, the buoyancy is one of the leading factors that 
characterize the heat transfer. Unlike in the downward flow case, the increase of the buoyancy 
parameter causes the reduction of Nusselt ratio as a result of bulk flow acceleration, as shown in 
Figure 37.  
All the results presented in this Paragraph were obtained using the SWIRL code and the 
Yang-Shih turbulence model, both presented in Chapter ‎3. 
 
Figure 37: Watts experiments (Jackson, 2009a): Nusselt ratio versus Buoyancy parameter  
SWIRL code – YS turbulence model – upward flow (selected cases) 
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The following figures, from Figure 38 to Figure 45, show the prediction of the axial variation 
of the inner wall temperature and the Nusselt ratio. In particular, Figure 38 and Figure 44 show that for 
the upward flow, the selected code (SWIRL) and the turbulence model (YS) are able to reasonably 
reproduce the measured variation of wall temperature only for low flow rates and low values heat flux 
or for high flow rate and high values heat flux. 
 
Figure 38: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – upward (1) 
 
Figure 39: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – upward flow (2) 
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Figure 40: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – upward flow (3) 
 
Figure 41: Nusselt ratio along the heated length;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – upward flow 
In the other cases (Figure 39, Figure 40, Figure 42 and Figure 43) the wall predicted 
temperature is significantly different from the experimental one, especially in Figure 42 where the 
adverse effect of buoyancy seems much greater in the calculations than observed. In such cases, the 
fluid temperature reaches the pseudo-critical value near the wall determining a large variation of 
density; so, the predicted effect of buoyancy is much greater than suggested by a buoyancy parameter 
based on bulk temperature. The difference between experimental and simulated temperature profiles 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
150
200
250
300
350
x [m]  
  
  
  
 T
b
 [
°C
] 
  
  
  
  
  
  
  
  
  
  
T
w
 [
°C
] 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
G = 489 kg/m2s
G = 526 kg/m2s
G = 643 kg/m2s
G = 732 kg/m2s
0 0.5 1 1.5 2
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
x [m]
N
u
 /
 N
u
f
G = 273 kg/m2s
G = 295 kg/m2s
G = 325 kg/m2s
G = 341 kg/m2s
G = 367 kg/m2s
G = 382 kg/m2s
G = 414 kg/m2s
G = 489 kg/m2s
G = 526 kg/m2s
G = 643 kg/m2s
G = 732 kg/m2s
 52 
 
seems due to the response of the model to the non-uniformity of variables, especially in the case where 
fluid on the wall is gas-like and in the core is liquid-like. 
 
Figure 42: Comparison experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – upward flow (1) 
 
Figure 43: Comparison experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – upward flow (2) 
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Figure 44: Comparison experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – upward flow (3) 
 
Figure 45: Nusselt ratio along the heated length;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – upward flow 
Figure 41 and Figure 45 show that, even for cases in which the influence of buoyancy is small, 
the Nusselt ratio decreases along the whole pipe length. It is also possible to see that, for some 
conditions, in the last sections of the pipe, the Nusselt ratio starts to increase. The ―strange‖ profile 
observed in some cases is due to the large difference noted in Figure 42 and Figure 43 and explained 
by the difficulties of the models to simulate conditions near the pseudo-critical temperature. 
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The following figures, from Figure 46 to Figure 53, show the comparisons between the radial 
profiles of the velocity and the turbulent kinetic energy. These plots are useful to understand the 
consequence of buoyancy effect and how it can redistribute the flow, thus affecting the heat transfer. 
 
Figure 46: Radial velocity ratio profile;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – upward flow (1) 
 
Figure 47: Radial velocity ratio profile;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C – upward flow (2) 
In Figure 46, Figure 47, Figure 50 and Figure 51 the distortion of the velocity field is clearly 
evident. It is possible to see that, beyond the axial position of maximum impairment of heat transfer 
(the minimum of Nusselt ratio profile), the velocity profile starts to present the characteristic M-shape: 
the velocity is lower in the core flow region than close to the wall. This is obviously due to the 
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buoyancy effect and the axial position where this change in the velocity profile takes place shifts 
downstream along the axial coordinate, with the increasing the mass flux, until high values of mass 
flux are reached at which the M-shaped profile disappears. 
 
Figure 48: Radial turbulent kinetic energy ratio profile;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C - upward flow (1) 
 
Figure 49: Radial turbulent kinetic energy ratio profile;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C - upward flow (2) 
Unlike the downward flow case, for upward flow the progressive deformation of the axial 
velocity component profile, occurring along the heated section, reduces the value of the turbulent 
kinetic energy peak close to the wall. The predicted turbulence kinetic energy may be very low in the 
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axial location corresponding to the peak of temperature but tends to increase beyond it: this turbulence 
recovery causes the local improvement of heat transfer in the last part of pipe.  
 
Figure 50: Radial velocity ratio profile;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – upward flow (1) 
 
Figure 51: Radial velocity ratio profile;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C – upward flow (2) 
 
This behaviour justifies the observed heat transfer deterioration seen in Figure 41 and Figure 
45. 
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Figure 52: Radial turbulent kinetic energy ratio profile;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C - upward flow (1) 
 
Figure 53: Radial turbulent kinetic energy ratio profile;  
SWIRL code – YS turbulence model, Q = 340 W/m2, Tin = 250°C - upward flow (2) 
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4.1.2.2. Comparison at a same mass flux 
This comparison is useful to understand the different mechanisms that occur on heat transfer due to 
buoyancy or acceleration effect. The cases in Table 15 are chosen. 
All the results presented in this Paragraph were obtained using the SWIRL code and the 
Yang-Shih turbulence model, both presented in Chapter ‎3. 
 
Table 15: Watts experiments (Jackson, 2009a): upward flow cases simulated at a same mass flux 
Heat flux Tin Mass flux 
 
𝒌𝒈
𝒎𝟐 ∙ 𝒔
  
 
𝒌𝑾
𝒎𝟐
  [°C] 
UPWARD (C) (B) (A) 
250 200 377 495 710 
255 150 382 489 732 
340 150 376 516 715 
340 250 392 498 780 
 
Cases A are characterised by relatively high mass fluxes  G~ 700
𝑘𝑔
𝑚2𝑠
 , at which buoyancy is 
negligible, as it occurs under forced convection conditions. Then, the cases B aree characterised by 
medium mass fluxes  G~ 500
𝑘𝑔
𝑚2𝑠
 , where the buoyancy is not too strong but the increase in the 
influence of buoyancy has the effect to reduce the effectiveness of heat transfer. Finally, in the cases 
C, at relatively low mass fluxes  G~ 300
𝑘𝑔
𝑚2𝑠
 , turbulence is reduced to a minimum and the flow is 
completely laminarized: severe heat transfer deterioration occurs due to the combined effect of 
buoyancy and flow acceleration. 
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Figure 54 shows that, for high mass flux, the velocity profile is similar to a standard forced 
convection velocity profile. For the same cases, Figure 55 shows that the overall level of turbulence 
kinetic energy in the centre of the channel is low because of the flattened velocity profile; so, it 
reduces very sharply near the wall, decreasing more and more towards the end of the pipe. 
 
Figure 54: Radial velocity ratio profile;  
SWIRL code – YS turbulence model – upward – cases A: G~700 kg/sm2 
 
Figure 55: Radial turbulent kinetic energy ratio profile 
SWIRL code – YS turbulence model – upward flow - case A: G~700 kg/sm2 
Figure 56 shows the results obtained in the case of medium values of mass flux. The buoyancy 
effect starts to have consequence on the flow field: it is possible to note the increase of the velocity 
gradient near the wall and flattening in the core.  
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The reasons for this change are due to the increase of the fluid enthalpy along the pipe that 
determines a density decrease; since the mass flux is constant at all the axial positions, the local 
velocity must increase moving from the wall to the core.  
 
Figure 56: Radial velocity ratio profile;  
SWIRL code – YS turbulence model – upward flow- case B: G~500 kg/sm2 
 
Figure 57: Radial turbulent kinetic energy ratio profile 
SWIRL code – YS turbulence model – upward flow - case B: G~500 kg/sm2 
If the flow is not so fast (medium-low mass flux) buoyancy has greater effect. In fact, the 
comparison between Figure 56 and Figure 58 shows that in case C the velocity profile becomes M-
shaped.  
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This behaviour affects the turbulent kinetic energy profile and consequently the effectivness of 
heat transfer: the gradual suppression of turbulence production can be already seen in Figure 57 and is 
clearly evident in Figure 59. 
 
Figure 58: Radial velocity ratio profile;  
SWIRL code – YS turbulence model – upward flow – case C: G~300 kg/sm2 
 
Figure 59: Radial turbulent kinetic energy ratio profile 
SWIRL code – YS turbulence model – upward flow - case C: G~300 kg/sm2 
In particular, in case C (Figure 59) turbulent kinetic energy is much lower than in the case A 
(Figure 55). The maximum reduction occurs when the wall temperature reaches the maximum, 
causing severe flow laminarization: this condition can occur where flows considered to be turbulent 
show heat transfer parameters as low as observed in laminar flows. As a result, heat transfer is 
impaired. When a subsequent inversion of the velocity profile occurs, the heat transfer is improved 
again due to the restoration of turbulence production.  
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Moreover, the analysis of the comparison at a same heat flux and mass flux but increasing the 
inlet temperature could be interesting. As shown in Figure 60, the inner wall temperature profile is 
well predicted by SWIRL using Yang-Shih turbulence model in case of low inlet temperature. 
Increasing this value, the predicted profile is simply shifted up, and the profile maintains the same 
shape; for this reason, in Figure 61, the radial profile of velocity is mainly the same for all cases. The 
increasing of temperature leads to the variation of density filed and causes the increasing of 
turbulence, as showed in Figure 61. 
 
Figure 60: Comparison experimental (dotted line) and simulated (continuos line) inner wall;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C, 200°C, 250°C, G = 284 kg/sm
2 – upward flow 
 
Figure 61: Radial velocity ratio profile and radial turbulent kinetic energy ratio profile;  
SWIRL code – YS turbulence model, Q = 255 W/m2, Tin = 150°C, 200°C, 250°C, G = 284 kg/sm
2 – upward flow  
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4.2. Comparisons among models and codes 
The case selected for this comparison are reported in Table 16. 
Table 16: Watts experiments (Jackson, 2009a): upward flow case simulated to compare different turbulence models 
Heat flux Tin Mass flux, G 
 
𝒌𝑾
𝒎𝟐
  [°C]  
𝒌𝒈
𝒎𝟐 ∙ 𝒔
  
DOWNWARD            
255 150 270    356    510   
UPWARD            
255 150 273 295 324 341 367 382 414 489 526 643 732 
The cases chosen are strongly different from each other providing the opportunity to deeply 
investigate the performances of the models. None of them is so close enough to the pseudo-critical 
temperature to allow for a large difference between simulation and experimental temperature due to 
the response of the model to the non uniformity of variables and showed for example in Figure 42 (
3
). 
4.2.1. Different turbulence models 
The results presented in this Paragraph were obtained by the SWIRL code and the different turbulent 
models presented in Chapter ‎3. 
Figure 62, Figure 63 and Figure 64 show the distribution of the inner wall temperature 
predicted by different turbulence models for the case selected.  
 
Figure 62: Comparison between experimental and simulated inner wall temperature; 
SWIRL code for different turbulence models, Q = 255 W/m2, Tin = 150°C – downward flow 
For downward flow cases, all the turbulence models are able to predict the experimental wall 
temperature and it is impossible to note relevant differences among predictions, while for upward flow 
cases, the different turbulence models are able to predict the wall temperature reasonably especially in 
the cases of low mass flux; the Yang-Shih model best predicts the temperature profile for the most 
cases. When the mass flux is large, the temperature is considerably underpredicted. As shown by 
experimental data, with these boundary conditions, the influence of buoyancy is really small but all the 
turbulence models amplify this behaviour; so, the buoyancy effect totally disappear hidden by the 
model that give more importance to the acceleration effect. 
                                                     
(
3
) All turbulence models selected using SWIRL code seems to over predict the temperature as response 
to the non uniformity of variables when pseudocritical temperature is reached. 
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Figure 63: Comparison between experimental and simulated inner wall temperature; 
SWIRL code for different turbulence models, Q = 255 W/m2, Tin = 150°C – upward flow (1) 
 
Figure 64: Comparison between experimental and simulated inner wall temperature; 
SWIRL code for different turbulence models, Q = 255 W/m2, Tin = 150°C – upward flow (2) 
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4.2.2. Different codes 
The results presented in this Paragraph are obtained using the SWIRL code and the FLUENT codes 
with Yang-Shih (YS) turbulent model and the STAR-CCM+ code with the Lien turbulence model, all 
presented in Chapter ‎3. 
The case selected for this comparison are reported in Table 16. 
Figure 65, Figure 66 and Figure 67 show the distribution of the inner wall temperature 
predicted by different CFD codes adopted for the cases selected. 
 
Figure 65: Comparison between experimental and simulated inner wall temperature; 
Q = 255 W/m2, Tin = 150°C – downward flow 
For downward flow cases, all the CFD codes adopted are reasonably able to reproduce the 
experimental wall temperature: SWIRL presents the best prediction for all mass flux values chosen, 
while FLUENT shows in each selected case an understimation of 10-20°C (deviation of 10%) and 
STAR-CCM+ presents the same deviation for medium-low values of mass flux but for high values the 
code approaches the experimental wall temperature as well as SWIRL. 
For upward flow cases, none of the CFD models is able to reproduce the experimental wall 
temperature for all the addressed operating conditions. Two different kinds of behaviour can be 
identified, as reported in the two following figures: 
- Figure 66, where buoyancy effect is visible; 
- Figure 67, where buoyancy is almost negligible. 
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Figure 66: Comparison between experimental and simulated inner wall temperature; 
Q = 255 W/m2, Tin = 150°C – upward flow (1) 
 
Figure 67: Comparison between experimental and simulated inner wall temperature; 
Q = 255 W/m2, Tin = 150°C – upward flow (2) 
0 0.5 1 1.5 2
150
200
250
300
350
400
G = 273 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
150
200
250
300
350
G = 295 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
150
200
250
300
350
400
G = 325 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
150
200
250
300
350
G = 341 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
150
200
250
300
350
x [m]
T
w
 [
°C
]
G = 367 kg/(s*m2)
0 0.5 1 1.5 2
160
180
200
220
240
260
280
300
320
G = 382 kg/(s*m2)
x [m]
T
w
 [
°C
]
Experimental Swirl - YS Fluent - YS StarCCM+ - Lien
0 0.5 1 1.5 2
160
180
200
220
240
260
280
300
320
G = 382 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
160
180
200
220
240
260
280
300
G = 414 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
160
180
200
220
240
260
280
300
G = 489 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
160
180
200
220
240
260
280
300
G = 526 kg/(s*m2)
x [m]
T
w
 [
°C
]
0 0.5 1 1.5 2
160
180
200
220
240
260
280
x [m]
T
w
 [
°C
]
G = 643 kg/(s*m2)
0 0.5 1 1.5 2
160
180
200
220
240
260
G = 732 kg/(s*m2)
x [m]
T
w
 [
°C
]
Experimental Swirl - YS Fluent - YS StarCCM+ - Lien
‎4. Results and Discussion  
 
67 
 
For the first group of cases, strongly affected by buoyancy, except for the first cases with low 
values of mass flux (G < 300 kg/sm
2
), STAR-CCM+ code (Lien) and FLUENT code (YS) show a 
temperature profiles significantly different from the experiment; so, the buoyancy effect and the 
consequent deterioration phenomenon are not observable: temperature profiles are flattened and no 
peak is present. On the other hand, the SWIRL code (YS) is reasonably able to predict inner wall 
temperature along the pipe for all mass flux range. 
This behaviour changes completely in the second group, where the SWIRL code (YS) and 
STAR-CCM+ code (Lien) show temperature profiles qualitatively similar to the ones in the 
experiment, but an understimation of 30-40°C (deviation of 20%) is present; on the other hand, the 
FLUENT code (YS) seems more effective in predicting temperature profiles closer to the experimental 
values. 
It is also interesting to note the different wall temperatures predicted by the formulation of the 
Yang-Shih turbulence model adopted in FLUENT code instead of the original one proposed in 
literature (Yang, et al., 1993) and assumed in the SWIRL code (as mentioned in Paragraph ‎3.4.1). In 
particular, at low values of mass flux SWIRL shows a good agreement with the experimental data in 
both downward and upward flow, while for high values of mass flux SWIRL offers temperature 
profiles closer with the experimental trends only in the downward flow cases, while FLUENT seems 
to be more efficient only for high mass flux in upward flow. It is not immediate to understand in which 
way the different formulations affect the response of the code and if this response is due only to this 
modification or any other effect (e.g., numerics) is playing a crucial role. However, the differences 
between the predicted wall temperatures are strictly related to the different turbulence kinetic energy 
fields created by the two turbulence models (as seen in Paragraph ‎4.1.1). 
Moreover, the comparison of the inner wall temperature profile predicted by the three CFD 
codes for imposed heat flux Q = 340 
𝑘𝑊
𝑚2
, inlet temperature Tin = 250 °C and mass flux G = 392 
𝑘𝑔
𝑠𝑚2
 is 
provided in Figure 68.  
 
Figure 68: Comparison between experimental and simulated inner wall temperature; 
Q = 340 W/m2, Tin = 250°C, G = 392 kg/sm
2 – upward flow  
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All the codes are really far from the experimental wall temperature profiles: notwithstanding 
the low value of y
+
 and the correct trends of fluid properties, all the codes present an overestimation of 
the wall temperature peak that could be due to possible numerical difficulties in spatial resolution 
while approaching the pseudo-critical temperature. It is interesting to note that SWIRL, presenting the 
lowest value of overestimation (deviation of 30%), shows the peak of wall temperature at the same 
axial position of experimental data, while STAR-CCM+ FLUENT, that exceed the peak value of 40 
and 70%, move forward the axial position along the pipe. In spite of the low values of y
+
 ~𝒪(0.5), to 
be sure that the results are independent by the mesh grid used, other simulations with double axial 
mesh were performed with STAR-CCM+; the analysis showed no sensible differences (see Figure 69). 
 
Figure 69 Comparison between the inner wall temperature profiles obtained with different meshes; 
STAR-CCM+ code, Lien turbulende model, Q = 340 W/m2, Tin = 250°C, G = 392 kg/sm
2 – upward flow 
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Conclusions 
 
Experimental data, made available by the University of Manchester, were used to investigate heat 
transfer and fluid-dynamic problems in vertical heated channels at supercritical pressure. The present 
study had the aim to evaluate the performances of different codes (both ―in house‖ and general-
purpose codes) and different turbulent models in predicting the relevant phenomena. Several 
simulations with buoyancy-influenced flow were performed using three different CFD codes: SWIRL 
(―in-house‖ CFD code) and FLUENT and STAR-CCM+, (general-purpose CFD codes). Four 
different two-equation low-Reynolds number turbulence models (AKN, LS, YS and Lien) were 
considered. The study was mainly carried out using only the ―in-house‖ CFD code SWIRL; the two 
general purpose codes were adopted for comparison with the results obtained by SWIRL in order to 
assess their differences. 
The main conclusions obtained by the analyses can be summarised as follows. 
General trends observed by SWIRL 
For upward flow cases, the wall temperature profiles obtained by SWIRL showed that all the low-
Reynolds number k-𝜀 turbulence models adopted in the study were able to qualitatively respond to the 
influence of buoyancy and to predict both heat transfer enhancement and deterioration phenomena 
clearly observed in experimental data. However, sometimes they were found not completely accurate 
in predicting the wall temperature, though with respect to the trends observed in previous analyses, 
mainly involving fluid temperature ranges including the pseudo-critical value, in the addressed cases a 
lower departure from the measured trends was anyway observed. In particular, using the Yang-Shih 
turbulence model the wall temperature distributions obtained were close to the experimental values in 
most cases, reproducing very well the peaks of temperature and their axial position. 
Unlike in the case of upward flow, in downward flow cases the experimental wall 
temperature distribution did not show signs of deterioration and the predicted wall temperature was 
always relatively close to the measurements using all turbulence models. 
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Effect of buoyancy 
The analysis of the simulations performed in this work showed that the effect of buoyancy on heat 
transfer in the case of turbulent flow in vertical heated channels changes according to the imposed 
boundary conditions.  
In upward flow, buoyancy has as a main consequence the deformation of the radial velocity 
profile and the impairment of turbulent kinetic energy, as it is possible to see in Figure 70a-b for a 
sample case. The deformation of velocity profiles causes the flow laminarisation, leading to heat 
transfer deterioration. This happens despite of the fact that the upward motion of the buoyant near-
wall fluid is ―aided‖, i.e., its velocity is increased and the advection is greater.  
Figure 70c-d show a different behaviour for downward flow cases: in this case deterioration 
does not occur and if buoyancy forces become significant in vertical turbulent flow subjected to 
heating, the convective heat transfer can be even enhanced. 
 
Figure 70: Axial velocity and turbulent kinetic energy distributions (SWIRL code,YS turbulence model)  
a-b) Q = 255 W/m2, Tin = 150°C, G= 382 kg/s m
2 – upward flow 
c-d) Q = 255 W/m2, Tin = 150°C, G= 356 kg/s m
2 – downward flow  
a)                          c) 
 
 
 
 
 
 
 
 
 
 
 
 
b)                           d) 
 
Conclusions  
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Considering the ratio of the Nusselt numbers calculated for upward or downward flow and the 
value obtained in the absence of gravity (Figure 71), it is possible to clearly note the effect of 
buoyancy depending on flow direction and mass flow rate. In particular, at low values of mass flux 
(blue lines), enhancement of heat transfer is observed in downward flow and deterioration occurs in 
upward flow cases. Nevertheless, for both directions of fluid motion, the increase of mass flux results 
eventually in a Nusselt ratio approaching unity (black lines). 
 
Figure 71: Nusselt ratio along the axial line;  
SWIRL code – YS turbulence model 
These arguments allow concluding that buoyancy and the consequent laminarisation mainly 
govern the occurrence of deterioration in the considered upward flow data, but it must be remarked 
that this is not the unique mechanism for the occurrence of this phenomenon, as discussed in the 
previous chapters. 
Behaviour of the different codes and models 
Looking in detail at the performances of codes and turbulence models, it is possible to highlight some 
relevant features. For downward flow cases, all of them are able to predict inner wall temperature 
profiles in reasonably close agreement with the experiments; for upward flow cases, the CFD codes 
are reasonably capable to qualitatively simulate the observed wall temperature profile, even if some 
overprediction or underprediction are obtained from the simulations under particular conditions.  
Using the SWIRL CFD code, it is possible to observe large differences of predicted 
temperature from measurements in case of low mass flux and high heat flux, while for low values of 
heat flux the code is reasonably able to predict the experimental profile. When wall temperature 
reaches the pseudocritical value, the observed temperature overprediction could be due to the large 
change in fluid variables; so, the predicted effect of buoyancy is much greater than suggested by a 
buoyancy parameter based on bulk temperature. Even if the energy equation used in the code is 
expressed in terms of enthalpy, instead of temperature, the large property change can affect the 
turbulence production, especially in the case where fluid is gas-like at the wall and is liquid-like in the 
core; when this variation affects the buffer layer, the increase of kinematic viscosity can cause a large 
reduction of turbulence that can reduce the effectiveness of heat transfer.  
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Regarding the performances of FLUENT and STAR-CCM+ with low values of heat flux and 
upward flow, both the codes show temperature profiles that significantly differ by changing the mass 
flux: for low values of this parameter, the predictions are reasonably in agreement with the 
experiments, while for moderate values buoyancy and deterioration phenomena are not observed even 
if they are clearly evident in the experimental data. Then, for high values of mass flux, while STAR-
CCM+ is characterized by an underestimation of 20 % of experimental wall temperature (as in the 
case of SWIRL), simulations performed using FLUENT are closer to the experimental profiles. For 
large values of heat flux, leading to wall temperatures close to the pseudocritical value, both codes 
present the same numerical difficulties showed by SWIRL. 
Regarding to the relation between turbulent kinetic energy and heat transfer efficiency, it is 
interesting to note the different behaviour of SWIRL and FLUENT based on two different 
formulations of the same turbulence model (Yang-Shih). In particular, SWIRL shows a good 
agreement with the experimental data for low mass flux in both downward and upward flow, while 
FLUENT shows wall temperature profiles closer with the experimental data with respect to SWIRL 
only for high mass flux in upward flow. This means that the Yang-Shih turbulence model formulation 
used in SWIRL and proposed by Yang, et al. (1993) predicts reasonably well the turbulent kinetic 
energy distribution in cases where buoyancy plays a key role in heat transfer phenomena. 
Future perspectives 
Turbulence models conceived until now are not able to correctly simulate the observed buoyancy 
effects when the operating temperatures are close to the pseudo-critical temperature. A possible role in 
this disagreement may be played by the large sensitivity of fluid properties to small changes in 
temperature in that region. Since the variation of properties as a function of enthalpy is smoother than 
in terms of temperature, it could be interesting to assess the possible improvement obtained by 
changing the independent variable in property tables or polynomials, also making use of the enthalpy 
based energy balance equation. Dynamic mesh techniques can be also considered interesting in order 
to capture the sharp changes in fluid properties by increasing the spatial resolution where it is 
particularly needed, i.e. where the pseudocritical threshold is crossed. 
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A.                                 Bulk properties 
A.1. Bulk velocity 
 
Figure 72: Bulk velocity along the heated lenght 
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A.2. Bulk density 
 
Figure 73: Bulk density along the heated length 
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Appendix ppendix B.  
 
B.          IAEA – CRP benchmarking exercise 
B.1. Specification for a computational benchmark‎“Pipe‎with‎heating” 
An important objective of the IAEA CRP ―Heat Transfer Behaviour and Thermo-Hydraulics 
Code Testing for SCWRs― is to test analysis methods for SCWR thermo-hydraulic behaviour and to 
identify code development needs. The benchmark problem in this proposal consists of a simple steady-
state flow of water in a heated pipe at supercritical conditions. While the intention of the CRP is to 
define and perform new tests, it is useful to use one of the numerous tests that are reported in the open 
literature to test certain analysis methods and codes. Two cases are proposed for which adequate 
experimental data exist: 1) Upward flow in a heated pipe, and 2) Upward and downward flow in a 
heated pipe of a different geometry. 
 
Case 1: Upward Flow in Heated Pipe 
The data for this case consist of heat transfer measurements (wall temperature) in a vertical 
circular pipe with uniform heating and are reported in (Kirillov, et al., 2005). A schematic of the test 
section is shown in Figure 74. The geometric parameters and boundary conditions are presented in 
Table 17. Figure 75shows the experimental results. 
The purpose of this exercise is to compare code predictions to the experimental measurements. 
―Tweaking‖ of the modelling approach (e.g., turbulence model used in CFD codes) is permitted to get 
the best agreement with test data. 
Case 2: Upward and Downward Flow in Heated Pipe 
This will be a ―blind‖ exercise in which the same modelling approach that is chosen in Case 1 
will be applied without any modification or tweaking. This exercise uses test data where deteriorated 
heat transfer is observed in the upward direction only and should provide a good challenge for the 
modelling approach that was chosen for Case 1. The test Section schematic is shown in Figure 76 
while the geometric and test parameters are shown in Table 18. 
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Table 17: Geometry and test parameters; Case 1 
Parameter Value
*
 
Pipe diameter, m 0,01 
Pipe length, m 4,0 
Inlet mass flow rate, kg/s 
(Inlet mass flux, kg/m
2
s) 
1,178·10
-1
 
(1500) 
Inlet temperature, ºC 352 
Outlet pressure, MPa 24,05 
Heat flux, kW/m² 884 
* (Kirillov, et al., 2005) 
 
 L
 
 D 
 Q 
 Gin , Tin 
 pout 
Nomenclature: 
 
 D – inner pipe diameter, m 
 G – mass flow rate, kg/s 
 L – pipe length, m 
 p – pressure, Pa 
 Q – heat power, W 
 T – temperature, ºC 
 
Indexes: 
 
 in – inlet 
 out – outlet 
 
 
Figure 74: Test section schematic for case 1 
 
Figure 75: Experimental data for case 1 
Appendix B. IAEA – CRP benchmarking exercise  
 
79 
 
Table 18: Geometry and test parameters; Case 2 
Parameter 
Value
*
 
Upflow Downflow 
Pipe inside diameter, mm 25,4 
Pipe outside diameter, mm 38,1 
Pipe inlet length, m 0,63 
Pipe heated length, m 2 
Pipe outlet length, m 0,16 
Inlet mass flux, kg/m
2
s 
820  
(380 for variant 2) 
892  
(380 for variant 2) 
Inlet temperature, ºC 
250  
(200 for variant 2) 
Outlet pressure, MPa 25 
Heat flux, kW/m² 400 
* (Jackson, 2009a). 
 
 
 
 L
h
 
 DOD 
 Q 
 Gin , Tin 
 pout 
Notification: 
 
DID – pipe inside diameter, m 
DOD – pipe outside diameter, m 
Gin – inlet mass flow rate, kg/s 
Lin  – pipe inlet length, m 
Lh  – pipe heated length, m 
Lout – pipe outlet length, m 
pout – output pressure, Pa 
Q – heat power, W 
Tin – inlet temperature, ºC 
 
 DID 
 L
in
 
 L
o
u
t 
 
Figure 76: Test section schematic for case 2 
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B.2. Results 
All the results presented in this Paragraph are done using the SWIRL code and the 
Yang-Shih turbulence model, both presented in Chapter ‎3 and them are in agreement with the 
discussions and conclusions presented in the present work. 
B.2.1 Case 1 – Upward flow cases 
 
Figure 77: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code for different turbulence models, Q = 884 W/m2, Tin = 532°C, G = 1500 kg/sm
2– upward 
 
Figure 78: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code for different turbulence models, Q = 884 W/m2, Tin = 532°C, G = 1500 kg/sm
2– upward  
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Figure 79: Velocity ratio profile and turbulent kinetic energy profile;  
SWIRL code for different turbulence models, Q = 884 W/m2, Tin = 532°C, G = 1500 kg/sm
2– upward 
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B.2.2 Case 2 – variant 1 – Upward flow cases 
 
Figure 80: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 820 kg/sm
2– upward 
 
Figure 81: Nusselt ratio along the heated length;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 820 kg/sm
2– upward 
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Figure 82: Velocity ratio profile and turbulent kinetic energy profile;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 820 kg/sm
2– upward 
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B.2.3 Case 2 – variant 1 - Downward flow cases 
 
Figure 83: of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature; 
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 892 kg/sm
2– downward flow 
 
Figure 84: Nusselt ratio along the heated length;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 892 kg/sm
2– downward flow 
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Figure 85: Velocity ratio profile and turbulent kinetic energy profile;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 892 kg/sm
2– downward flow 
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B.2.4 Case 2 – variant 2 - Upward flow cases 
 
Figure 86: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 380 kg/sm
2– upward 
 
Figure 87: Nusselt ratio along the heated length;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 380 kg/sm
2– upward 
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Figure 88: Velocity ratio profile and turbulent kinetic energy profile;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 380 kg/sm
2– upward 
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B.2.5 Case 2 – variant 2 - Downward flow cases 
 
Figure 89: Comparison of experimental (dotted line) and simulated (continuos line) inner wall and bulk temperature;  
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 380 kg/sm
2– downward flow 
 
Figure 90: Nusselt ratio along the heated length; 
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 380 kg/sm
2– downward flow 
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Figure 91: Velocity ratio profile and turbulent kinetic energy profile; 
SWIRL code for different turbulence models, Q = 400 W/m2, Tin = 250°C, G = 380 kg/sm
2– downward flow 
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