Abstract-Magnetized Liner Inertial Fusion (MagLIF) is a magneto-inertial fusion concept, which is presently being studied on the Z Pulsed Power Facility. The concept utilizes an axial magnetic field and laser heating to produce fusion-relevant conditions at stagnation despite a peak magnetically driven implosion velocity of less than 100 km/s. Initial experiments demonstrated the viability of the concept but left open questions about the amount of laser energy coupled to the fuel and the role that mix played in the stagnation conditions. In this paper, simple methodologies for estimating the laser energy coupled to the fuel and determining the stagnation pressure and mix are presented. These tools enabled comparisons across many 
I. INTRODUCTION

E
FFICIENT thermonuclear fusion requires generating plasma at high enough temperature and sufficient density and confining it for a long enough duration. In magnetic confinement fusion schemes, magnetic fields on the order of 10 T are used to confine meter-scale, low-density plasma (10 20 /m 3 ), ideally for seconds to hours [1] - [3] . Inertial confinement fusion schemes typically utilize fast implosions to generate 10-μm scale, high-density plasma (10 32 /m 3 ) for tens to hundreds of picoseconds [4] - [6] . Magneto-inertial fusion concepts sit in the broad space between inertial and magnetic confinement, relying both on applied magnetic fields and on compression of the fuel [7] - [10] . Some magneto-inertial fusion concepts are closer to magnetic confinement fusion, and they rely on relatively low-density plasma confined for microsecond to millisecond duration. Others are closer to inertial confinement fusion, with relatively high-density 0093-3813 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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plasma confined for hundreds of picoseconds to tens of nanoseconds. Magnetized Liner Inertial Fusion (MagLIF) is a magneto-inertial fusion concept that sits closer to the traditional inertial confinement fusion region of phase space [11] , [12] . In MagLIF, gaseous fusion fuel at roughly 1 kg/m 3 is contained in an approximately 10-mm-tall, 5-mmdiameter metal can with 0.5-mm-thick walls, referred to as a "liner," as shown in Fig. 1 . An axial magnetic field in the tens of tesla range is applied to the liner slowly enough (few ms rise time) so that it can diffuse through the conducting metal walls and surrounding electrodes [14] . A terawatt-class, 527-nm laser [15] , [16] enters the target axially through a few-μm thick plastic window and deposits hundreds to thousands of joules into the fuel, heating it to hundreds of eV. The axial magnetic field limits radial thermal conduction losses to the substantially colder liner wall. The nearly 20-MA current from the Z machine [17] , [18] flows through the liner, generating a self-magnetic field, which produces a radially inward force. The liner implosion is typically timed such that the laser heats the fuel just as the inner surface of the liner begins to move inward [11] , [19] . This maximizes the PdV work the liner can do on the fuel while minimizing the time that the fuel can lose energy through conduction and radiation losses. The fuel temperature increases quasi-adiabatically to several keV by stagnation, and the initial magnetic field is amplified through the magnetic flux compression to thousands of tesla. The increased field is necessary to continue to limit the thermal conduction losses as the plasma pressure increases, but it is also critical to trap the charged fusion products, so their energy can be deposited in the fuel.
The initial MagLIF experiments demonstrated the fundamental requirements for successful magneto-inertial fusion. Thermonuclear neutron generation was inferred from isotropic, Gaussian primary neutron spectra [20] . Highly magnetized fusion products at stagnation were inferred from both the primary-to-secondary neutron yield ratio and the secondary neutron spectra [21] - [23] . Fusion-relevant temperatures were inferred from high-energy X-ray spectra as well as the primary neutron spectra [20] , [24] . These experiments also demonstrated that the MagLIF concept is critically dependent on both magnetization and laser heating to produce significant fusion yield.
However, several puzzles associated with the initial MagLIF experiments have persisted. The 2-D magnetohydrodynamics simulations predicted that primary deuterium-deuterium (DD) neutron yields approaching 10 13 were possible for this configuration, but the observed yields were nearly an order of magnitude lower (1-2 × 10 12 ) [19] , [20] . In addition, an experiment with higher initial fuel density (1.4 versus 0.7 kg/m 3 ) had almost no measurable yield or detectable fuel stagnation column, despite a prediction that it would perform similar to the lower density experiments [20] . The leading hypothesis to explain these discrepancies was that the amount of laser coupling was substantially lower than the expected [19] , [20] , [25] . This led to subsequent experiments, in which the target was modified in a way expected to increase the laser energy coupled to the fuel; however, those targets (a) Cross section of the load region. Blue regions: anode; red regions: cathode; teal and yellow regions: coil footprint and windings, and green regions: laser beam path. The target was located axially between two magnetic field coils, which simultaneously allowed the magnetization of the target and X-ray diagnostic access in the radial direction. The laser entered the target axially through the bore of the top coil. The current was delivered to the target via an axially extended transmission line, which passed through the bore of the bottom coil. (b) Cross section of the target. The cushions [13] , shown in magenta, were made from either beryllium or aluminum. The axial distance between the cushions was either 7.5 or 10 mm. (c) Plot of the load and stack current, laser pulse, stagnation X-ray emission, and simulated liner trajectory from z2851.
produced significantly lower neutron yields (2-3 × 10 11 ) than the original experiments [26] . This led to speculation that the laser energy coupled to the fuel increased, but it also caused an increase in radiative losses due to nonfuel mixing into the plasma.
To better understand the results of the initial MagLIF experiments, a methodology to assess the laser energy coupled to the fuel based on surrogate experiments was developed. In addition, a process for assessing the stagnation pressure and fuel mix level based on the observed X-ray and neutron emission was established. These procedures are described in Sections II and III, respectively. Additional experiments varying the target dimensions and/or materials as well as the laser timing and/or energy were conducted to better understand the impact of laser energy coupling and induced mix on target performance. The analysis techniques described in Sections II and III are applied to both the new data sets and those from the original experiments in Section IV, and conclusions are given in Section V.
II. ESTIMATING LASER ENERGY COUPLED TO THE FUEL
The laser energy coupled to the fuel has not been directly measured on any MagLIF experiment. Diagnosing the laser preheat is challenging due to the low amount of energy coupled and the limited diagnostic access. With around 1 kJ coupled, the peak electron temperature would be on the order of 1 keV, with much of the fuel below 200 eV. X-ray diagnosis from the radial direction is restricted by the beryllium liner surrounding the fuel, which at the time of preheat is less than 1% transmissive for X-rays below 2.2 keV. Fuel doped with argon produces spectral lines around 3 keV, which could aid in diagnosis of the fuel conditions during the laser heating stage [26] . However, the argon concentration required (approximately, 0.1% atomic) significantly increases the radiative losses throughout the implosion. The resulting reduction in fuel temperature, and consequently neutron yield, would be sufficiently perturbative that this technique could not be employed on integrated experiments. In addition, for the temperatures produced during the laser heating stage, argon K-shell emission would be strongly emitted from only the hottest region of the plasma, while the bulk of the fuel would be too cool to produce significant emission. The laser energy coupled to the fuel would be significantly underestimated based on this emission. Efforts to diagnose the fuel temperature axially through the laser entrance hole (LEH) window appear promising but are in the early stages of development.
Experiments using surrogate targets [27] , [28] have been successful in diagnosing energy coupled to the fuel [29] ; however, these targets require diagnostic access windows that cannot be included in the experiments on the Z Facility. Experiments with these surrogate targets have been used to develop new laser heating configurations [30] and can be used to predict/postdict the laser energy coupled in MagLIF experiments [29] . This method is limited by the requirement that many previous laser/fuel/window configurations need to be tested to understand the laser coupling for each case. This path is being pursued, but it is in direct competition for resources with efforts to develop improved laser configurations for upcoming experiments.
While the energy coupled to the fuel by the laser has not been measured in any MagLIF experiment, the energy exiting the laser is measured on every MagLIF experiment. A method to estimate the laser energy coupled to the fuel was developed based on these measurements and an energy balance that accounts for the known loss mechanisms. The procedure accounts for the energy lost in the optical chain between the laser energy measurement and the target in the Z Facility vacuum chamber, as well as the energies backscattered from the target and absorbed in the window-as determined in surrogate experiments-to determine the energy that reaches the fuel.
This analysis, described in detail in the following, was applied to the experiments listed in Table I . The energy absorbed in the fuel was around 1 kJ in targets with 1.5-μm-thick LEH windows and 0.5 kJ in targets with 3-μm-thick LEH windows. The energy absorbed in the window was around 0.7 kJ for targets with 1.5-μm windows and 1.2 kJ for targets with 3-μm windows. The energy lost to stimulated Brillouin scattering (SBS) was around 0.3 kJ for targets with 1.5-μm windows and 0.6 kJ for targets with 3-μm windows. Note that these values apply to the experiments with approximately 2 kJ of laser energy; the values were all roughly doubled for the experiment with 4 kJ.
The laser energy and pulse shape were measured on each experiment with a diode that monitors a small amount of energy picked off from the main beam. The diode was calibrated based on preshot and/or postshot laser pulses into a calorimeter. The calorimeter had a calibration uncertainty of ±3%. The digitizers used to measure the diode and calorimeter signals had calibration uncertainties of ±2%. Combining these uncertainties with the uncertainty in the beam fraction picked off led to an assumed total uncertainty in the energy measurement of ±5%. Table I contains the laser energy for each MagLIF experiment in this paper.
Over the 72-m translation from the measurement of the laser energy to the Z Facility vacuum chamber, the beam encountered 10 optics, including lenses, windows, a beam splitter, and a mirror. The optimal efficiencies of these optics ranged between 95.1% and 99.7% with a net optimal transmission through the chain of 86.1%. The efficiency of these optics can be degraded via several mechanisms (e.g., laser damage sites and absorption of humidity), leading to reduced transmission. The efficiency of the optical chain was not measured for each experiment, but it was estimated that the efficiency was typically between 83% and 86%, with low probability that the efficiency was below 79%. Based on this, the probability distribution function was assumed to be flat from 83% to 86% and half of a Gaussian distribution with a center at 83% and σ = 2%. The energy reaching the target was determined by
where E tp and E tm were the prepulse and main pulse energies on target, respectively, E pre and E main were the measured energies of the prepulse and main pulse, respectively, and f OC was the fractional transmission of the optical chain. Using the probability distribution of the measured laser energy and the fractional transmission of the optical chain, the energy reaching the target was estimated, examples of which are shown in Fig. 2 . For each MagLIF experiment, the window foil thickness was characterized prior to being pressurized. When pressurized, the window plastically deformed into a bubble. The exact shape of the bubble was difficult to measure, but the height of the apex of the window was typically characterized. Over the range of window thicknesses and differential pressures tested, the height of the apex of the bubble was reasonably described by
where z 0 is the offset in mm, T is the initial thickness of the foil in μm, and P is the deforming pressure in psi. This relationship was used to estimate the height of the apex of the bubble in experiments in which it was not measured. For a limited number of experiments, the height of the bubble apex was measured with and without a pressure differential, which allowed an estimation of the impact of elastic deformation of the window in addition to the plastic deformation. On average, the height of the apex of the window increased by 14.3% due to the elastic deformation. This factor was applied to experiments, in which the apex height was not measured while pressurized. In experiments in which the window was plastically deformed with a different pressure than used on the experiment, the elastic deformation factor was scaled by the ratio of the experimental pressure to the initial deforming pressure.
The expected shape of a thin membrane with a pressure differential is given by
where z is the axial offset as a function of radial position, r , z 0 is the axial offset at the apex, and R is the outer radius of the foil [31] . Assuming this shape, conservation of the foil volume, and that the stretching of the membrane resulted in a uniform change in thickness, the thickness of the foil after stretching was estimated for each experiment. For a few experiments, extra resources were devoted to measuring the postpressurization window thickness, thus enabling a check on the above-mentioned approximation. The estimated foil thicknesses matched the measured thickness for the nominally 3.5-μm foils, but the nominally 1.8-μm foils required a correction of −5.8% to the estimated foil thickness. Plots of the distributions of energy at the output of the laser (Laser), the energy that reached the target (On Target), the energy lost to SBS backscatter (SBS loss), the energy absorbed in the fuel (In Fuel), and the energy absorbed in the window (In Window) for z2591 (3.5-μm-thick LEH window) and z2707 (1.8-μm-thick LEH window). The most likely value for each distribution is marked with a solid circle, and the open circles mark the edges of the central 68.3% of each distribution. The most likely value was chosen to be the peak of the distribution within the central 68.3% of the distribution. The peak in the "In Fuel" distribution for (a) z2591 was caused by cases, where none of the main pulse energy reached the fuel. The peak in the "In Window" distribution for (b) z2707 was caused by cases, where none of the main pulse energy was absorbed in the window.
The laser pulse shape consisted of an approximately 0.5-kJ, 0.5-ns prepulse and a 2-4-kJ, 2-4-ns main pulse, which were separated by 2-4 ns. The purpose of the prepulse was to heat the LEH window to roughly 1 keV and allow it to rarefy, so the window plasma would be more transmissive for the main pulse.
Laser plasma instabilities, such as SBS and stimulated Raman scattering (SRS), could produce intensity-dependent losses of laser energy in MagLIF [28] . In the early experiments, no beam smoothing was used, so the beam quality was poor, as shown in Fig. 3 . As a result, the spot size of the beam was poorly defined. Lower and upper bounds on the effective beam area were estimated at 0.028 and 0.22 mm 2 , respectively. These limits were determined by the area containing the brightest 50% and 95% of the beam, respectively. Based on these limits, the intensity of the beam was estimated to be between 4 × 10 14 and 3 × 10 15 W/cm 2 , and in this regime, SBS should be important, while SRS may not [28] .
Measurements with surrogate LEH window targets as well as gas cell targets containing 0.7-kg/m 3 deuterium were used to estimate the fraction of energy backscattered by SBS [27] , [28] . As shown in Fig. 4(a) , the SBS backscatter from the gas cell increased with window thickness, ranging from approximately 20% to 40% of the main pulse energy. The uncertainty in the measurement was determined by combining the scatter of the measured values and the 20% uncertainty in the energy inferred by the SBS measurement technique. The measurements of SBS backscatter from LEH window surrogate targets had additional uncertainty due to a steep gradient in the diagnostic response with wavelength (which was resolved prior to conducting the gas cell measurements). The backscatter from the window material increased from approximately 5% to 30% of the main pulse energy over the range of window thicknesses tested. The difference between the gas cell scattering measurements and the window scattering measurements was used to estimate the scattering from the fuel in isolation.
A similar measurement technique was used to estimate the SRS backscatter from gas cells containing 0.7-kg/m 3 deuterium with 1.5-and 3-μm-thick LEH windows. The measured SRS backscatter energy was less than 1 J in all experiments. Low levels of SRS were expected in these experiments given the density of the fuel (5%-10% of the critical density of the laser) and the estimated laser intensity [28] . Given the small fraction of energy scattered via SRS, losses due to SRS were ignored in this analysis.
Both the transmitted and the forward scattered energy (energy that passed through the LEH window but was scattered outside of the nominal beam cone) were determined as a function of window thickness in measurements with a surrogate LEH window. Window transmission decreased with increasing window thickness, with approximately 70% transmission of the main pulse energy for 1.5-μm-thick polyimide and under 10% transmission for 3-μm thick polyimide, as shown in Fig. 4(b) . The uncertainty in the transmission measurement was a combination of the scatter in the measured values and approximately 7% uncertainty in the measurement due to 5% uncertainty in each calorimeter-based energy measurement. The forward scattered fraction was determined with a similar diagnostic technique as the SBS backscatter, and it had a similar uncertainty due to the steep diagnostic response as a function of wavelength. The forward scattered energy was around 10% of the main pulse energy for a 1.5-μm-thick window and around 25% for a 3-μm-thick window, as shown in Fig. 4 (c). The majority of the forward scattered energy was contained within an f-number of 3.
The energy absorbed in the fuel was estimated by
where f tr and f FWD are the fractions of incident energy transmitted through and forward scattered from the LEH window, respectively, T w is the thickness of the LEH window after deformation, and f SBSf is the fraction of incident energy backscattered by the fuel, determined by
where f SBSgc and f SBSw are the measured fractions of incident energy lost to SBS in the gas cell and window only experiments, respectively. In experimental measurements with a 1-ns, 1-kJ pulse incident on a foil, no measurable energy was transmitted through the foil [28] . Typical prepulse energies were substantially lower than 1 kJ; thus, no energy from the prepulse was expected to reach the fuel. In an additional experiment with a single 0.3-kJ pulse, approximately 2% or 6 J was lost as SBS backscatter [28] . As a result, the prepulse energy was assumed to be entirely lost to absorption in the window. The energy absorbed in the window was determined by
which was effectively a combination of the prepulse energy that reached the target and the main pulse energy that reached the target and was not absorbed in the fuel or lost to SBS. Since the transmission and forward scattering measurements were made with an LEH window surrogate, they did not account for the change in window dynamics when fuel tamps LEH expansion in one direction. To account for this effect, 3-D HYDRA [32] simulations were conducted of an LEH window with and without fuel, and a correction was applied to the experimental results. With fuel behind the window, the energy passing through the window decreased by 3.5% of the energy incident on the window.
HYDRA simulations were also used to account for the impact of the applied axial field. The laser experiment facility did not have an applied magnetic field capability; thus, all the surrogate measurements neglect the impact of the 10-T axial applied B-field used in experiments on the Z Facility. The magnetic field was expected to impact transmission because it would inhibit thermal conduction in the LEH window plasma; thus, the window would retain more energy and become transmissive earlier. HYDRA simulations conducted with and without an applied B-field indicated the energy transmitted through the window was increased by a negligible amount. The smaller than expected change was a result of the high-intensity regions of the beam [see Fig. 3(a) ] rapidly penetrating through the foil in the simulation.
While this energy balance methodology provides a reasonable approximation of the energy coupled to the fuel, several factors were neglected because they could not be readily estimated. Energy absorbed by the window material could be radiated into the target and absorbed by the fuel. Similarly, energy absorbed by the window material could be carried into the fuel through mix. Neither of these effects was accounted for in this analysis; both would increase the energy in the fuel, but the impact would likely be relatively small. In addition, some laser energy could penetrate through the fuel and exit the bottom of the target, which would decrease the energy in the fuel.
An alternate method for inferring the energy deposited in the fuel using shadowgraphy of the laser blast wave in experiments with surrogate targets in a separate chamber is under development [29] . The energy inferred using the blast wave methodology for laser and target configurations similar to the ones listed in Table I was around 0.1-0.2 kJ higher than the energy inferred with the energy balance analysis. The blast wave methodology was sensitive to energy introduced to the fuel through radiation from and mixing of the window material, which could explain the discrepancy. Note the axial extent of the blast wave in these experiments was typically similar to the target length, indicating the energy exiting the bottom of the target should be minimal; the one possible exception was the experiment with 4 kJ, where the energy exiting the target could have been significant. As a result, the energy absorbed in the fuel from the energy balance analysis was likely a slight underestimate in most cases. Note that the conclusions that follow are not significantly impacted by a systematic offset in inferred energy.
III. DIAGNOSING STAGNATION CONDITIONS
The set of stagnation measurements for each MagLIF experiment changes (as new diagnostics are developed and based on the objectives of the campaign), but a core set of diagnostics are typically fielded. These diagnostics are used to infer primary neutron yield, burn-averaged ion temperature, hot fuel volume, burn duration, and X-ray yield. These quantities can be combined with a model of the stagnation column to estimate the fuel pressure and the mix fraction.
The primary neutron yield isotropy was measured using indium-activation samples fielded at several locations around the target [23] . These MagLIF experiments utilized the deuterium gas as the fusion fuel; thus, the primary neutron energy was approximately 2.45 MeV. The measurements utilized the 115 In(n,n') 115m In reaction, which has a 336-keV energy threshold. 115m In decays with a half-life of 4.5 h by emitting 336-keV gamma rays that were detected by a set of absolutely calibrated, high-purity germanium detectors. A total of nine indium activation samples were typically fielded within the vacuum chamber, as shown in Fig. 5 . Samples were located at polar angles of 20°, 90°, and 170°, with three azimuthal positions for each polar angle. There was significant neutron scattering in the load region; thus, the activation measurements were corrected using a detailed Monte Carlo N-particle (MCNP) [33] model of the hardware surrounding the target and activation samples. The uncertainty in this MCNP-based correction was the dominant factor in the ±20% total uncertainty in the primary neutron yield. Typically, the primary yield was isotropic; the differences between the yields inferred from all the samples matched one another to within the uncertainty in the individual measurements.
The burn-averaged ion temperature was determined from a forward-fit to the primary neutron signal measured with the neutron time-of-flight (nTOF) detectors. Five nTOF detectors are fielded at the Z Facility; two are located 9.44 and 11.46 m from the source at a polar angle of 78°and an azimuthal location of 270°, one is 25.1 m from the source at a polar angle of 78°and an azimuthal angle of 50°, and two are 6.90 and 7.86 m from the source at a polar angle of 180° [34] .
The reported ion temperatures were inferred from the signal recorded by the detector located at 9.44 m since it had superior collimation; thus, the impact of neutron scattering on the signal was less than for the other detectors. Ion temperatures inferred from the signals recorded by the other detectors produced similar results, typically within the uncertainty in the value inferred from the 9.44-m detector. The ion temperature was determined using the Ballabio model [35] with additional corrections, as described in [36] ; the model included corrections for the light output of the nTOF scintillator and the instrument response function. Approximately, the first twothirds of the temporal duration of the primary neutron signal was fit using this model to determine the ion temperature. The later-time (low-energy) signal was not included in the fit due to broadening by neutron scattering in the line of sight. Given the relatively low implosion velocity in MagLIF (70-100 km/s), residual kinetic flows were assumed to be negligible, which resulted in ion temperatures nearly identical to those determined using the traditional Brysk ion temperature model [37] . The uncertainty in the inferred ion temperature was approximately 20% and was dominated by the uncertainties in the instrument response function as well as the relatively high neutron scattering environment on the Z Facility.
The hot fuel volume was diagnosed using a time-integrated high-spatial-resolution X-ray emission imager [38] . The fuel volume was estimated by comparing the measured X-ray emission image to the expected emission from a hotspot model (described in the following).
The imager consisted of a spherically bent Ge220 crystal and a filtered image plate detector. The system was sensitive to a relatively narrow X-ray band (3123.2±3.8 eV) in first order, but it reflected in multiple orders. The spectral response of the diagnostic was a combination of transmission through the beryllium liner surrounding the fuel, reflectivity and bandwidth of the crystal, transmission through the detector filtration, and absorption by the image plate detector, as shown in Fig. 6 . A significant signal was expected for crystal reflection in orders 2-4. The first-order signal was significantly attenuated by the approximately 0.75-g/cm 2 beryllium liner surrounding the fuel [39] ; beyond the fourth order, both the fuel emission and the crystal reflectivity dropped significantly, and thus, higher orders were not included in this analysis.
In the emission model, the fuel was assumed to be circular in cross section and isobaric with a temperature profile
where T peak is the temperature on axis, T rad is the radiation temperature, r is the radial position in the fuel, and R is the radial extent of the fuel [40] . This reduced to
under the assumption that T rad was 10% of T peak [40] . For this analysis, T peak was chosen such that the width of the Fig. 6 . Plot of the spectral sensitivities of various processes in the crystal imaging system. Note that the crystal reflectivity was normalized to the second-order reflection (6.2 keV). The first-order reflection (3.1 keV) had approximately five times greater crystal reflectivity, but due to the significant opacity of the beryllium liner, the net diagnostic response was five orders of magnitude lower than the second-order reflection. The second-and third-order reflections dominated the recorded images.
synthetic DD neutron spectrum generated with this model was consistent with the experimental ion temperature. The ions and electrons were assumed to be in temperature equilibrium due to the expected ps electron-ion collision times at these conditions [20] . Emission from the fuel was modeled as a combination of bound-free (bf) and free-free (ff) emissivities
where hν is X-ray photon energy, f i represents the fractional composition of the hot fuel, and C, j bf,i , and j ff,i are given by
where τ burn is the stagnation burn duration, P HS is the fuel pressure, k B is the Boltzmann's constant, Z i represents the atomic number of the i th species in the fuel, R y is the Rydberg constant, and A bf and A ff are the bf and ff emission coefficients, respectively. Note that the stagnation burn The asymmetric point spread function of the diagnostic dominates the shape for small radius. At larger radius, the point spread function has a negligible contribution to the emission width. Note that the full-width at half maximum of emission is generally not a good representation of the source size.
duration and hot spot pressure impacted only the amplitude, and not the expected shape, of the emission profile; thus, they could be normalized out in the fuel volume calculation. The mix fraction and composition had a negligible impact on the emission profile shape over the range of values applicable to these experiments; thus, they were fixed for the plasma volume analysis. The path-integrated image profile was generated by using (8) to populate a temperature map of the plasma cross section, applying (9)-(12) and the spectral response of the diagnostic (shown in Fig. 6 ) to get a normalized spatial intensity profile, and integrating along the diagnostic lineof-sight path to covert the 2-D distribution into a 1-D profile. A calculated point-spread function [38] for the crystal imager was axially integrated to generate the response in the transverse direction (see Fig. 7 ). This transverse response was convolved with the calculated spatial intensity profiles for a range of fuel radii to create a map of expected image profiles. An example set of profiles is plotted in Fig. 7 . At each axial position in the image, the calculated image profile map was fit to the normalized measured X-ray self-emission profile, giving a value for the fuel radius.
The impact of the assumed plasma profile on the radius was investigated by testing several alternate temperature models, as shown in Fig. 8 . The difference in the inferred radius for the different models was small compared to the variations in radius over the axial extent of the fuel, indicating that the analysis was not highly sensitive to the model. The average of the volume inferred with these curves was used in subsequent Variations included increasing and decreasing T peak to the uncertainty bounds in the ion temperature measurement, increasing and decreasing T rad by 50%, and increasing and decreasing the radial dependence exponent by 1. (b) Plot of the inferred radii with each of the radial temperature profiles for z2707. The different radial temperature profiles changed the inferred radius by less than 10% compared to the nominal profile. The predicted radius for z2707 based on simulations [44] is shown as a dashed vertical line.
analysis with an uncertainty defined by the spread in the values determined with the different radial temperature profile models.
A reconstruction of each experimental image was generated using the inferred radii and intensities from this analysis, as shown in Fig. 9(b) . The generated images matched the corresponding experimental images, indicating that the volume estimation was reasonable. However, there were regions where the reconstruction differed from the experimental image. In these regions, the experimental image typically either had multiple peaks or a low-intensity tail. In both cases, these signatures were characteristic of a stagnation column with a noncircular cross section; thus, the model was not expected to give a good fit. Fortunately, the model overestimates the volume in regions with multiple peaks and underestimates the volume in regions with a low tail; thus, these effects canceled to some extent.
The burn duration and X-ray yield were estimated using a combination of up to six filtered PCDs and silicon diodes [41] . The diodes were sensitive to X-ray emission in the 1-30 keV range. All channels recorded a narrow peak of emission from the fuel at stagnation, and the lighter filtered channels also recorded some contribution from the exterior of the liner a few ns later. When necessary, a curve was fit to the liner emission, and it was subtracted to isolate the emission from the fuel. A Gaussian curve was fit to the fuel emission peak, and the full-width at half-maximum was used to approximate the burn duration after accounting for the time response of the diode, which was small compared to the signal width [42] , [43] . There was no obvious trend in emission duration with spectral band, so the emission widths were averaged to determine the burn duration, and the spread in widths was used as the uncertainty in the measurement. The X-ray yield in each spectral band was determined by integrating the measured X-ray power radiated by the fuel and accounting for the solid angle of the detector.
At the time of these experiments, the Z Facility did not have a diagnostic to measure burn duration directly from neutron emission. Magnetohydrodynamics simulations indicated that X-ray emission duration was a good surrogate for neutron emission duration [44] . These simulations neglected the impacts of 3-D effects and mix, which were both expected to truncate the neutron emission relative to X-ray emission. Thus, the X-ray emission duration was likely an upper bound on the neutron emission duration.
Using the values for neutron yield, ion temperature, hot fuel volume, burn duration, and X-ray yield, the fuel pressure and mix fraction were estimated assuming a steady-state, isobaric plasma with a circular cross section and a temperature distribution described by (8) [45] . The expected neutron emission from this hot spot was calculated with
where V is the plasma volume, σ v DD is the DD fusion reactivity, and Z is the average charge state of the fuel [45] . Similarly, the X-ray emission was calculated by integrating (9) over the fuel volume. The calculated X-ray spectrum was attenuated by a 0.75-g/cm 2 -cold beryllium opacity (representing the liner) [39] , the spectral sensitivity of each X-ray yield diagnostic (transmission of the filter and absorption of the diode) was applied to the spectrum, and the signal was integrated over energy space to determine the X-ray yield for each spectral band. The pressure and mix fraction were determined by finding the solution that exactly matched the neutron yield and minimized the least squares difference between the calculated and measured X-ray yields. Note that for this analysis, the mix material was assumed to be fully ionized beryllium, which allowed the beryllium-equivalent mix fraction to be determined. While the mix was likely dominated by other materials in some experiments, determining the mix in beryllium-equivalence allowed for easy comparison of the impact of mix across different types of experiments. A Monte Carlo technique was used to sample the distribution of the measured stagnation parameters, and for each case, the optimal pressure and mix were found.
As shown in Fig. 10 , both the pressure and mix distributions had a skew, despite Gaussian distributions for each of the parameters used to determine them. The skew in the pressure distribution was expected primarily due to the nonlinear dependence of the fusion reaction cross section on ion temperature. Similarly, the skew in the mix percentage distribution was primarily due to the different dependence of neutron and X-ray yield on the plasma pressure. The nominal neutron yield, ion temperature, fuel volume, and burn duration were used to determine the most likely solution for both pressure and mix. The uncertainty was set by the range of values containing the central 68.3% of solutions when the distributions of the input parameters were included.
IV. APPLICATION TO EXPERIMENTS
The experiments included in this analysis were grouped into categories based on the initial fuel density, the height of the target, the cushion [13] material [see Fig. 1(b) ], and the approximate laser energy coupled to the fuel. A total of seven configurations were tested, leading to a wide range of stagnation performances. Important trends in performance were identified by comparing between experiment types.
A. Impact of Fuel Density With Low Laser Energy Coupling
Simulations predicted that the first MagLIF experiments could produce more than 10 13 primary DD neutrons under the assumption that nearly 2 kJ of laser energy was delivered to the fuel [19] . According to the analysis technique described in Section II, these first MagLIF experiments, which used nominally 3.5-μm-thick LEH windows, only coupled 0.4-0.5 kJ of laser energy to the fuel. The difference between simulation and experiment can be accounted for in three major areas. First, the efficiency of the optical chain between the laser energy measurement and the target was overlooked, and it reduced the total energy of the laser pulse from nominally 2.5 kJ to about 2.1 kJ. Second, SBS backscatter, which was not accounted for in the MHD simulations, further reduced the beam energy to about 1.5 kJ. Finally, in early simulations, the window was assumed to deform into a hemisphere, which would reduce the thickness to 50% of the initial value, or 1.75 μm, but measurements showed that the window thickness was only reduced to approximately 3 μm. The attenuation of the thicker than expected window reduced the laser energy to 0.4-0.5 kJ.
With only a few hundred joules of laser energy, postexperiment LASNEX [46] simulations indicated a significant drop in neutron yield for targets with 0.7 kg/m 3 , as shown in Fig. 11 . In addition, the calculated neutron yield with 1.4-kg/m 3 fuel was an order of magnitude below the lower density target with very low energy coupling. Note that similar results have been observed previously [19] , [25] . As shown in Table II , several experiments were conducted with 0.7-kg/m 3 D 2 gas, and a single experiment was conducted with 1.4-kg/m 3 D 2 gas. Qualitatively, the experimental results followed expectations that in the low coupling limit, the neutron yield for the higher density should be lower. However, the yield degradation for the target with high-density fuel was significantly larger than expected. This could be an indication that the laser energy coupling estimate for the higher density fuel was less accurate. Still, the results were consistent with the hypothesis that the combination of increased fuel density and low laser energy led to the low neutron yield in z2583.
Interestingly, 1-D and 2-D MagLIF simulations indicate that increasing the fuel density will not enable the target to produce a substantially higher neutron yield [25] , [44] . Moreover, to reach the same neutron yield, the laser energy coupled needs to scale up roughly proportionally to the fuel density (effectively conserving fuel temperature at the time of laser heating) [25] , [44] . The main advantage of increasing the fuel density is a reduced convergence ratio at stagnation, which would increase confidence in predictions of target performance and scaling. In addition, with reduced convergence, nonideal behaviors, such as 3-D effects and mix, should have a smaller impact, which could improve target performance.
B. Laser Energy Effect on Mix Fraction
As shown in Table II , subsequent experiments with nominally 1.8-μm-thick windows did couple more energy than experiments with 3.5-μm-thick windows. At 0.8-1.2 kJ, the energy coupled in these experiments was near optimal for these targets according to 2-D simulations without mix [44] . Thus, the observed decrease in neutron yield and ion temperature relative to previous experiments was unexpected at the time. The degradation in performance can be explained by the substantial increase in the inferred beryllium-equivalent mix fraction. Compared to the experiments with thicker windows and lower laser energy, the inferred mix increased by an average of 2.6x.
Within this class of target (1.8-μm-thick window, 10-mm tall, aluminum cushions), the laser energy coupled to the fuel was increased by increasing the laser power (z2708/z2985) or increasing the duration of the laser (z2769). As shown in Fig. 12 , the neutron yield and ion temperature decreased with increasing laser energy. The inferred mix in these Fig. 11 . Plot of the experimental yield as a function of the coupled laser energy for 7.5-mm targets with 0.7-and 1.4-kg/m 3 initial fuel densities. Curves from LASNEX simulations [44] of the same target types are overlaid for comparison to show that performance was expected to degrade significantly with low coupled laser energy, especially at the higher initial fuel density.
experiments increased with increasing laser energy, indicating that even lower laser coupling may have been optimal for these targets.
A series of LASNEX simulations were conducted to demonstrate that the optimal laser energy decreased in targets when mix was assumed to be correlated with coupled laser energy, as shown in Fig. 13 . In these simulations, the mix fraction was assumed to scale linearly with the laser energy coupled to the fuel, and the mix was instantaneously, uniformly distributed throughout the fuel. These simulations were not intended to model the experiments with aluminum cushions from Fig. 12 , rather they were meant to qualitatively show that in experiments where mix increases with increasing laser energy coupled, the optimal laser energy shifts to a lower value, and the maximum achievable yield is reduced. The simulations are qualitatively consistent with the observed experimental reduction in neutron yield and increase in mix with increased laser energy coupled to the fuel.
The inferred mix in these targets was calculated in terms of beryllium equivalence, but it was likely composed of several different materials from several sources [30] , [45] . LEH window material (polyimide), top cushion/LEH channel material (aluminum), and bottom cushion material (aluminum) could all be injected around the time of laser heating. Liner wall material (beryllium) is likely injected primarily during the deceleration stage just before stagnation, approximately 50-ns later.
In a subsequent experiment (z2839), the cushion material was changed from aluminum to beryllium with the intent Fig. 12. (a) -(c) Plots of the neutron yield, ion temperature, and inferred mix as a function of the coupled laser energy for the 10-mm targets with aluminum and beryllium cushions. Solid lines in (a) and (b) represent LASNEX simulation results [44] , and red and black circles indicate the experimental results for targets with aluminum and beryllium cushions, respectively. Experiments with beryllium cushions produced around 40% of the neutron yield predicted in simulations, whereas targets with aluminum cushions only produced 2%-4% of the predicted yields. Significantly increased mix was observed for the targets with aluminum cushions, explaining the low yields and ion temperatures.
of reducing the impact of mix from the cushion. Cushion mix was targeted for several reasons. The inferred mix had a dependence on laser energy coupling, indicating a main source of mix likely occurred at the time of laser heating, and simulations indicated that mix at the time of laser heating was far more detrimental than mix just prior to stagnation [44] . In addition, in these experiments, the top and bottom cushions were aluminum, which would produce a proportionally greater contribution to the inferred mix due to the higher atomic number compared to polyimide and beryllium (proportional to Z 3 ) [45] .
Replacing the aluminum cushions with beryllium cushions led to an order of magnitude increase in neutron yield, over a Fig. 13 . Plot of simulated neutron yields as a function of laser energy without mix and for several cases where the beryllium mix fraction was linearly dependent on the laser energy coupled. For the cases with greater mix fraction per laser energy deposition, the optimal laser energy was lower, and the maximum possible neutron yield was reduced.
50% increase in ion temperature, and a factor of 4 reduction in inferred beryllium mix equivalence [45] . Interestingly, the mix fraction may not have changed or possibly even increased, but the lower atomic number of the mix material reduced the beryllium mix equivalence [45] and the impact that mix had on stagnation performance. With the reduced impact of mix, the experimental neutron yield was within a factor of 2.5 of the expected yield from 2-D simulations without mix, as shown in Fig. 12(a) .
The impact of cushion material on target performance with low laser energy coupled to the fuel was also assessed. Beryllium cushions were used in an experiment (z2850) with a nominally 3.5-μm-thick LEH window, which limited the laser energy coupled to the fuel to approximately 0.52 kJ. The neutron yield increased and the inferred beryllium mix equivalence decreased compared to the average values for experiments with an aluminum top cushion (z2591/z2613/z2852); however, the effects were small compared to the case with high laser energy coupling.
The inferred beryllium mix equivalence as a function of laser energy coupled to the fuel was plotted in Fig. 12(c) . Based on this series of experiments, mix from the cushions negatively impacted the target performance, and the importance of this mix increased with increasing laser energy. Unfortunately, it could not be determined if the source of the mix was the top cushion, the bottom cushion, or both. The energy deposited by the laser was greatest at the top of the target, which should have resulted in greater radiative ablation of the top cushion by the laser heated fuel and a stronger blast wave interacting with the ablated material, mixing it into the fuel. Conversely, the laser could have filamented and directly struck the face of the bottom cushion, ablating material into the fuel. Both effects were expected to increase with laser energy. Additional experiments focused on diagnosing cushion mix hint that both top and bottom cushion mix may be important [30] .
C. Scaling With Laser Energy in Low-Mix Limit
Two experiments (z2839/z2851) were conducted with nominally identical configurations aside from a difference in the LEH window thickness, which produced a difference in laser energy coupled to the fuel. Both experiments used beryllium cushions to limit the deleterious impact of mix on the stagnation performance. Increasing the laser energy coupled from 0.46 to 1.38 kJ resulted in over a factor of 3 increase in neutron yield and more than a 30% increase in ion temperature. The trends are consistent with those observed in the 2-D MHD simulations without mix.
With increased laser energy coupled to the fuel, the effective convergence ratio at stagnation decreased from 36 to 32. In 1-D or 2-D, the convergence is determined by when the fuel pressure is sufficient to stop the liner implosion. In both experiments, the current driving the implosion was nominally the same, but the internal energy of the fuel was higher in the experiment with increased laser energy coupled to the fuel. This should result in stagnation at a larger radius, as was observed experimentally.
The inferred beryllium mix equivalence decreased slightly with increased laser energy. For these experiments, the change in laser energy coupled to the fuel was the result of the change in the LEH window thickness. Assuming that the window material mix was roughly proportional to the window mass in the laser path, the experiment with lower laser energy coupling would have roughly twice the window mix. In the thin window case, window material accounted for 1.5%-2% of the beryllium mix equivalence [45] ; doubling this would nearly account for the difference between the two experiments. The increased convergence in the experiment with low laser energy coupling should also exacerbate deceleration mix from the liner. These two increases in mix could more than makeup for the anticipated decrease in cushion mix with decreased laser energy coupled to the fuel.
D. Impact of Target Height
The height of the target impacts the inductance of the load, which affects the current delivery to the target; taller targets have higher inductance. The increase in inductance places a higher voltage stress on the posthole convolute and transmission lines [47] , which results in increased current loss. Moreover, even in a lossless system, the load current would decrease with increased inductance, assuming a fixed driving voltage pulse.
B-dot current monitors located at a radius of 5.9 cm typically have been used to determine the load current at the Z Facility. The inductance inside the convolute was very high for the MagLIF experiments; thus, large current losses were expected. The B-dot monitors have not performed well Plot of the currents inferred from velocimetry at the load for 7.5-(z2850) and 10-mm (z2851) targets (thick solid lines) and the simulated [40] liner inner radius trajectories (thin dashed lines). The increased inductance of the 10-mm target resulted in approximately 2-MA lower peak load current.
on experiments with high losses [47] and have not accurately reflected the current at the load in the MagLIF experiments. Velocimetry of a current-carrying surface at the load [48] was used to accurately determine the load current [49] , [50] for both a 7.5-mm target and a 10-mm target, as shown in Fig. 14 . The peak load current for the 7.5-mm target was 18.1 MA compared to 16.1 MA for the 10-mm target. The impact of the change in load current was observed in the implosion times of the two target types. The average time between when the stack current reached 5 MA and stagnation was 96.2 ± 1.4 ns for 7.5-mm targets and 99.7 ± 2.1 ns for 10-mm targets.
The target height also impacts the laser heating stage of MagLIF. In the limit of low laser energy, a longer target results in a fixed energy shared by a larger fuel mass, which produces a lower preheat temperature. In the high-energy limit, the laser penetrates deeper into the target; thus, a longer target could limit the energy reaching the bottom cushion, which could reduce mix. The longer targets also reduce axial fuel loss during the implosion [19] .
Two experiments (z2850/z2851) were conducted with nominally identical configurations other than a difference in load height. The experiments were operated in the low laser energy limit with beryllium cushions to reduce the impact of mix. The 7.5-mm target produced 3.1x higher neutron yield and a 50% increase in ion temperature compared to the 10-mm target. The 7.5-mm target was expected to perform better due to both the increased current and the increased preheat temperature of the fuel. To isolate these effects, a simulation of the 7.5-mm target with 0.52 kJ of laser energy coupled was compared with a 7.5-mm target with 0.34 kJ coupled (equivalent to the energy-to-fuel mass ratio in the 10-mm target). The simulations predicted 1.9x higher yield with the increase in laser energy coupled. This implies that the increased current accounted for approximately 1.6x higher yield; thus, the neutron yield approximately scaled as current to the fourth power.
While this is roughly the expected scaling with current, it is important to note that this is only based on two experimental data points, the difference between the peak current for these cases is small, there are uncertainties in the neutron yield and load current measurements, and idealized 2-D simulations were used to account for the difference in laser heating due to target height. This result suggests that yield scales roughly as current to the fourth power, but it should not be used to extrapolate the expected performance at higher currents. Additional experiments with peak load currents that span from approximately 12 to 22 MA are planned to solidify current scaling arguments.
On average, the stagnation pressure in experiments with 7.5-mm targets was 1.2x higher than the stagnation pressure in experiments with 10-mm targets, which was expected due to the increased current (and drive pressure) in the experiments with 7.5-mm targets. The observed trend was roughly consistent with the ratio of stagnation pressures in the 2-D MHD simulations of the two target heights [44] . However, the experiments with the highest pressures were also the ones with the lowest inferred mix and fuel convergence ratios; thus, the increase in stagnation pressure was not definitively caused by the increase in load current. The laser was fired late in z2768, resulting in a significantly reduced axial emission height. The laser energy was increased by about a factor of two in z2769, resulting in a significant difference in emission intensity and radius over the axial extent. Note that a fiducial blocked the signal at roughly 5 mm from the top of the target in z2768 and z2769.
E. Effect of Laser Timing
Based on 2-D MHD simulations without mix, the optimal time to laser heat the fuel should be about 60 ns prior to stagnation [11] , [19] , when the inner surface of the liner begins to move, thus maximizing the potential PdV work that the liner could do on the fuel while minimizing the time for radiative losses. The predicted yield decreases slowly as the laser heating stage is moved closer to stagnation, but the convergence also increases [19] , which increases uncertainty in the predicted trend. In most MagLIF experiments, the laser heating stage occurs between 52 and 60 ns prior to stagnation.
The time between laser heating and stagnation was varied in a series of experiments with 10-mm targets with aluminum cushions and 1.8-μm-thick LEH windows. Based on these experiments, there was relatively flat performance over a wide range of laser timing; however, for very late times, there was a significant decrease in neutron yield, as shown in Fig. 15 . At the time of laser heating in the experiment with reduced neutron yield, the inner surface of the liner was at a radius of 1.6 mm according to a 1-D model of the implosion [40] .
The stagnation column images for three of the experiments that evaluated the impact of laser timing are compared in Fig. 16(a)-(c) . Interestingly, the stagnation columns in each of these experiments had very similar effective convergence ratios, but the axial extent of the plasma was significantly truncated in the experiment where laser heating occurred approximately 30 ns prior to stagnation. The reduced axial extent of stagnation emission could have been produced by the laser filamenting and striking the liner wall, resulting in significantly increased mix during the preheat stage. In experiments where the laser heating occurred at earlier times, there was more room for the beam within the fuel volume; thus, the laser was less likely to strike the wall of the target.
V. CONCLUSION
Following the initial MagLIF experiments, the lower than expected neutron yield was explained with the hypothesis that the laser energy coupled to the fuel was much lower than the expected [19] , [25] . According to the analysis in Section II, the laser energy coupled to the fuel in the first experiments was significantly less than the roughly 2 kJ that was initially expected. Assuming the 0.4-0.5 kJ of laser energy coupled suggested by this analysis, the experimental neutron yields were only about a factor of 2 lower than in simulations [44] . The additional performance degradation was likely due to mix and/or 3-D structure.
In subsequent experiments with nominally 1.5-μm-thick LEH windows, the laser energy deposition was nearly optimal according to 2-D simulations without mix [44] . Targets with mid-Z fuel-facing components performed poorly, while targets with only low-Z-facing components performed close to optimality [45] . The inferred mix increased with laser energy in targets with mid-Z fuel-facing components, indicating that the mix was introduced during the laser heating stage, which was significantly more detrimental than if the mix had been introduced during the liner deceleration stage [44] . In experiments with low mix, neutron yield and ion temperature increased with laser energy, and effective convergence ratio decreased with laser energy, all scaling are approximately as expected.
The target height was increased from 7.5 to 10 mm during this series of experiments. The increased load inductance of the taller target resulted in lower current and reduced ion temperature and neutron yield in the low preheat limit. However, the increase in height combined with thinner windows enabled more laser energy to be coupled to the fuel without an increase in the inferred mix. The combination of the reduced current and increased preheat nearly canceled one another; the changes in neutron yield and ion temperature were within the uncertainty in the measurements. As a result, the target height in the future experiments could be chosen to favor laser heating or load current, depending on the objective of the experiment.
The time of laser heating relative to stagnation did not have a significant impact on target performance over a wide range. When the laser heating occurred very late, the laser may have directly struck the liner, resulting in significantly reduced neutron yield and increased mix. The cross timing between the Z-Beamlet laser and the Z machine can be set to within approximately ±3 ns; thus, the laser heating stage can be executed reliably during the window where nominal performance was observed.
The methodologies to assess laser energy deposition and stagnation pressure and mix were useful in establishing trends across a variety of experiments. The simplicity and speed of these techniques allowed evaluation of a large data set; however, these bulk parameter estimates did not account for more nuanced effects. There were significant axial modulations in the X-ray emission images, as shown in Fig. 16(d) , which implies variations in the fuel conditions existed, but they could not be accounted for in this analysis because the other diagnostic signals were spatially integrated. Efforts to develop spatially resolved stagnation parameter estimates, which require recently developed diagnostics that were not available for these early MagLIF experiments, are underway.
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