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Abstract
In this paper, we consider the reaction diffusion equations with spatio-temporal delay, which models
the microbial growth in a flow reactor. Nonlocal spatial term, a weighted average in space, arises when
the individuals have not necessarily been at the same point in space at previous time. By employing linear
chain technique, geometric singular perturbation, and the center manifold theorem, we prove that the steady
travelling wave does not only persist, but also it looks qualitatively the same as it do with no delay at all,
under the introduction of delays, at least for small delay.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In recent papers [1,2], Smith et al. investigated the existence of travelling wave solutions to
the reaction diffusion equations which models the microbial growth and competition in a flow
reactor
ut = duxx − αux − f (u)v,
vt = vxx − αvx +
(
f (u)− k)v, (1.1)
✩ Research supported in part by the NSF of China (Grant #10401006).
* Corresponding author.
E-mail address: wangyifu@bit.edu.cn (Y. Wang).0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.02.077
Y. Wang, J. Yin / J. Math. Anal. Appl. 325 (2007) 1400–1409 1401where u(x, t) and v(x, t) denote the densities of the nutrient and the microbial population at
position x and time t , respectively. d > 0 is the ratio of the diffusivity of the nutrient to the
random cell motility coefficient of the organism. α > 0 is the flow velocity, k > 0 is the cell
death rate. The nutrient uptake function f can be assumed to satisfy
f (0) = 0, f ′(u) > 0 for u > 0, and lim
u→+∞f (u) > k. (1.2)
Delays are often incorporated into population models for a variety of reasons, such as, to take
into account resource regeneration times, maturing times, or gestation period (see [3,4] and ref-
erences therein). On the other hand, the individuals have not necessarily been at the same point in
space at previous time, because they are moving around (by diffusion). Thus the incorporation of
delay necessarily also introduces a nonlocal spatial effect, which can be described by some kinds
of spatio-temporal convolutions. For a detailed derivation of the convolution kernel and related
references, we refer to [5,6]. Owing to this motivation, in the present paper, we introduce tempo-
ral delay and spatial averaging in (1.1), and consider the following reaction diffusion equations
with spatio-temporal delay:
ut = duxx − αux − f (u)v,
vt = vxx − αvx +
(
1
τ
+∞∫
0
+∞∫
−∞
f
(
u(x − y, t − s))Γ (y − αs, s)e− sτ dy ds − k
)
v, (1.3)
where Γ (x, t) = 1√
4πdt
e− x
2
4dt
. The parameter τ > 0 is representative of the time delay, and when
τ → 0, (1.3) reduces to (1.1), i.e. the nonlocal interaction vanishes as time delay disappears.
The effect of the convection caused by the flow in Eqs. (1.3) is different from that caused by the
population transport (see [7]).
Notice that system (1.3) has the equilibrium of the form (u,0) for each u. A biological and
mathematical interesting problem is the existence of travelling wave solutions connecting two
equilibrium points (u0,0) and (u0,0) with u0 > uk > u0  0, where uk is the unique positive
number such that f (u) = k. Hence in this paper we focus on the existence of the travelling wave
moving to the left, against the flow, of the form
u = u(x + ct), v = v(x + ct) (1.4)
such that (u(z), v(z)) with z = x + ct satisfies the boundary condition at ±∞:
u(−∞) = u0, u(+∞) = u0, v(±∞) = 0. (1.5)
In recent years, there are a great deal of attention in travelling waves solutions to reaction
diffusion equations with delays (see [3,8–15] and references therein). Schaaf [8] first studied
travelling wave for a scalar delayed reaction diffusion equation, in particular, proved the exis-
tence of monotone travelling wave by phase plane method. Much progress has been made since
then and related references can be found in Wu [3]. The monotone iteration scheme and the
method of upper–lower solutions were developed in Zou [9] and Wu [10] to show the existence of
travelling wave to some delayed reaction diffusion equations with local interaction. So et al. [11]
extended this method to the nonlocal situation. Unfortunately, their approach cannot apply to the
case of distributed delay (infinity continuous delay). However, for some special distributed delay,
we can first transform the travelling wave equations into a finite-dimensional system of nondelay
ordinary differential equations (ODEs) by the linear chain technique, and then we apply geo-
metric singular perturbation theory, in particular, Fenichel’s invariant manifold theory [15], to
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wave variable to take place on some lower-dimensional invariant manifold, and thus enable us to
establish the existence of a full orbit connecting the equilibria of the associated system, which
is travelling wave to the corresponding equations. The dimensionality of lower-dimensional in-
variant manifold plays a major role in establishing the existence of travelling wave. For example,
that invariant manifold in [13,16–18] is two-dimensional, thus the implicit function theorem is
applicable on two-dimensional phase plane. In recent paper [19], the dimensionality of invariable
manifold is four, and it is a highly nontrivial matter to seek a heteroclinic connection between two
equilibria on four-dimensional phase space. Fortunately, restricted to this invariable manifold, the
related slow system falls within the class of systems studied by Gardner [20]. In our situation,
we will also seek a heteroclinic connection between the equilibria on four-dimensional phase
space, but the equilibria of (1.3) is one-dimensional. Similar to [1], the center manifold theory
is applied to get some information on the backward of stable manifold, and then the existence
of a heteroclinic connection in four-dimensional phase space is established, which corresponds
the travelling wave of (1.3). Further, different from [1], we show the travelling wave’s qualitative
profile via the integral equations as do in [2].
2. The main result and its proof
The purpose of this section is to prove the existence of travelling waves of (1.3) for sufficiently
small τ > 0, which can be stated as follows.
Theorem. Let u0 > uk , and C = c + α > C∗ =
√
4(f (u0)− k). There is 0 < u0 < uk such that
for any sufficiently small τ > 0, (1.3) admits a travelling wave solution (u(x + ct), v(x + ct)),
connecting (uˆ,0) and (u0,0) with uˆ > uk and uˆ → u0 as τ → 0. Moreover, function u(·) is
strictly decreasing, and v(·) is positive and unimodal.
Let w(x, t) denote the spatio-temporal delay term, so that
w(x, t) = 1
τ
+∞∫
0
+∞∫
−∞
f
(
u(x − y, t − s))Γ (y − αs, s)e− sτ dy ds
= 1
τ
t∫
−∞
+∞∫
−∞
f
(
u(y, s)
)
Γ (x − y − αt + αs, t − s)e− t−sτ dy ds.
Differentiating shows that w satisfies
wt = dwxx − αwx + 1
τ
(
f (u)−w).
Thus the original system (1.3) can be reformulated as
ut = duxx − αux − f (u)v,
wt = dwxx − αwx + 1
τ
(
f (u)−w),
vt = vxx − αvx − kv +wv. (2.1)
Obviously, (2.1) is not a delayed differential system. The delay in original system (1.3) now plays
its role through the parameter τ .
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w(x, t) = W(z) and v(x, t) = V (z) with z = x + ct and c 0, we get
CU ′ = dU ′′ − f (U)V,
CW ′ = dW ′′ + 1
τ
(
f (U)−W ),
CV ′ = V ′′ − kV +WV, (2.2)
where prime denotes differentiation with respect with z.
Introducing
U1 = dU ′, V1 = V ′, W1 = dW ′,
(2.2) can be recast as a system of six first order equations
U ′ = 1
d
U1,
U ′1 =
C
d
U1 + f (U)V,
W ′ = 1
d
W1,
W ′1 =
C
d
W1 − 1
τ
(
f (U)−W ),
V ′ = V1,
V ′1 = CV1 + kV −WV. (2.3)
This system has the equilibrium of form (U,U1,V ,V1,W,W1) = (U0,0,0,0, f (U0),0). Fur-
ther, we introduce the small parameter τ = ε2, since we are interested in the situation when delay
is small.
The system becomes
U ′ = 1
d
U1,
U ′1 =
C
d
U1 + f (U)V,
W ′ = 1
d
W1,
ε2W ′1 = ε2
C
d
W1 − f (U)+W,
V ′ = V1,
V ′1 = CV1 + kV −WV. (2.4)
If we introduce the new state variables, define
U = u˜, U1 = u˜1, V = v˜, V1 = v˜1, W = w˜, W1 = w˜1,
and drop the tildes, we have
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d
u1,
u′1 =
C
d
u1 + f (u)v,
w′ = 1
d
w1,
w′1 = 
C
d
w1 − f (u)+w,
v′ = v1,
v′1 = Cv1 + kv −wv, (2.5)
which will subsequently be referred as the slow system.
When  = 0, (2.5) reduces the equations
u′ = 1
d
u1,
u′1 =
C
d
u1 + f (u)v,
v′ = v1,
v′1 = Cv1 + kv − f (u)v, (2.6)
which is equivalent to system
Cu′ = du′′ − f (u)v,
Cv′ = v′′ − kv + f (u)v, (2.6∗)
satisfied by travelling wave solutions of (1.1).
Introducing the new independent variant η = z

, (2.5) is transformed into
u˙ = 
d
u1,
u˙1 = 
(
C
d
u1 + f (u)v
)
,
w˙ = 1
d
w1,
w˙1 =  C
d
w1 − f (u)+w,
v˙ = v1,
v˙1 = (Cv1 + kv −wv), (2.7)
where the dot denotes differentiation with respect with η.
System (2.7) is referred to as the fast system since the time scale η is fast. For  > 0, the slow
system and fast system are equivalent, but when  = 0, the slow system (2.5) is not a well-defined
dynamics system in the whole of R6 but rather the dynamics takes place only on
M0 =
{
(u,u1,w,w1, v, v1) ∈ R6; w = f (u), w1 = 0
}
, (2.8)
which is a four-dimensional manifold of R6. Note that M0 consists of the equilibria of the fast
system when  = 0.
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Fenichel [15, Theorem 9.1] to obtain a four-dimensional invariant manifold M for 0 <   1,
which implies the persistence of slow manifold as well as the stable manifold and unstable
foliations. Therefore we need only to study the flow of slow system restricted to M , whose
dimensionality is reduced back to four, and show the existence of the heteroclinic connection we
are seeking.
To verify the normal hyperbolicity, we need to verify that the linearization of the fast system
(2.7), restricted to M0, has exactly dimM0 eigenvalue with zero real part. The eigenvalue of the
linearization of (2.7), restricted to M0, are 0,0,0,0, 1√
d
,− 1√
d
. Thus M0 is normally hyperbolic.
The manifold M will have the form
M =
{
(u,u1,w,w1, v, v1) ∈ R6;w = f (u)+ g(u,u1, v, v1, ), w1 = h(u,u1, v, v1, )
}
,
(2.9)
where g,h depend smoothly on  and g(u,u1, v, v1,0) = h(u,u1, v, v1,0) = 0.
Substituting into slow system (2.5), we obtain partial differential equations

{
1
d
[
f ′(u)+ ∂g
∂u
]
u1 + ∂g
∂u1
[
C
d
u1 + f (u)v
]
+ ∂g
∂v
v1 + ∂g
∂v1
[
Cv1 + kv − f (u)v − gv
]}
= 1
d
h,

{
1
d
∂h
∂u
u1 + ∂h
∂u1
[
C
d
u1 + f (u)v
]
+ ∂h
∂v
v1 + ∂h
∂v1
[
Cv1 + kv − f (u)v − gv
]}
=  C
d
h+ g.
Since g and h are zero when  = 0, we expand them into the form of Taylor series about 
g(u,u1, v, v1, ) = g1(u,u1, v, v1) + g2(u,u1, v, v1)2 + · · · ,
h(u,u1, v, v1, ) = h1(u,u1, v, v1) + h2(u,u1, v, v1)2 + · · · . (2.10)
Substituting (2.10) into above equations and comparing the powers of , we can obtain
g1 = h2 = 0, h1 = f ′(u)u1, g2 = 1
d
f ′′(u)u21 + f ′(u)f (u)v. (2.11)
Therefore on M , slow system (2.5) reduces to
u′ = 1
d
u1,
u′1 =
C
d
u1 + f (u)v,
v′ = v1,
v′1 = Cv1 + kv − f (u)v − gv. (2.12)
According to Theorem 1.1 of [2], for each u0 > uk , and C = c + α > C∗ =
√
4(f (u0)− k),
there is 0 < u0 < uk such that there exists positive branch of stable manifold of (u0,0,0,0) of
system (2.6), Ws0 (u0), connecting to (u0,0,0,0).
Now we want to prove that for sufficiently small  > 0, positive branch of stable manifold
of (u0,0,0,0) of system (2.6), Ws (u0), connects to some point (uˆ0,0,0,0) which closes to
(u0,0,0,0). Similar to [1], we mainly apply the center manifold theory to do it.
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well, because the local stable manifold depends continuously on  and the solution depends
continuously on parameters over any finite time interval. If we describe the local stable manifold
as the forward orbit {x(z): z 0} of (2.12) through a point x = x(0) on local stable manifold,
which is dependent continuously of , then by a compact pieces of global stable manifold we
mean {x(z): z−T } (T 	 1), with endpoint x(−T ). We expect that for sufficiently small ,
the endpoint x(−T ) closes to (u0,0,0,0). The following lemma indicates what happens to the
back orbit through this endpoint.
Lemma 1. Suppose u0 > uk . For each δ0 with δ0 < u0 − uk , there are δ ∈ (0, δ0) and 0 > 0
such that the solution x(z) = (u(z), u1(z), v(z), v1(z)) of system (2.12) satisfies |x(z) −
(u0,0,0,0)| < δ0 for all z < 0, when |x(0) − (u0,0,0,0)| < δ. Furthermore, when z → −∞,
x(z) → (uˆ0,0,0,0) where q = (uˆ0,0,0,0) → (u0,0,0,0) as  → 0.
Proof. We apply the center manifold theory to the time-reversed system (2.12) with the equation
′ = 0, appended to it. This five-dimensional system has two-dimensional manifold of equilibria
given by {(u,u1, v, v1, ): u1 = v = v1 = 0}. We only focus on the steady state (u0,0,0,0,0),
and change the variable u → S:
S = u− u0 − 1
Cr
[
ru1 + f
(
u0
)
v1 −Cf
(
u0
)
v
]
, r = f (u0)− k > 0, (2.13)
which translates (u0,0,0,0,0) to origin, and decouples the linear parts of the time-reversed
system (2.12). The resulting system is given by
S′ = k
Cr
(
f
(
u0
)− f (u))v + f (u0)
Cr
g(u,u1, v, v1, )v,
u′1 = −
C
d
u1 −
[
f (u)− f (u0)]v − f (u0)v,
v′ = −v1,
v′1 = −Cv1 + rv +
[
f
(
u0
)− f (u)]v − 2g(u,u1, v, v1, )v,
′ = 0, (2.14)
where u is determined by (2.13). Letting x = (S, ), y = (u1, v, v1), (2.14) has the form
x′ = Ax +G(x,y),
y′ = By +H(x,y),
where A is the zero matrix,
B =
(−C
d
−f (u0) 0
0 0 −1
0 r −C
)
is a stable matrix. G,H are higher order terms. Therefore, similar as the proof of Lemma 3.1 in
[1], by the results in [21], the conclusion in lemma can be proved. The detail of proof is omitted
here. 
To show the properties of travelling wave, we will need to know how the heteroclinic orbit of
(2.6∗), which is described in Theorem 1.1 of [2], approaches (u0,0).
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tangent to the line in v − v1 plane space through (0,0) with the slop:
v1
v
 β = C −
√
C2 − 4r + ˆ
2
<
C
2
, ˆ  1.
Proof. It is convenient to consider the time-reversed system (2.6∗). From the qualitative descrip-
tion of the travelling wave in [2], we know that the orbit enters the region {(v, v1): v > 0, v1 < 0}
for z z0. In fact, we can see v(z) gets its maximum value at z = z0. If define
D = {(v, v1): −βv  v1 < 0, 0 < v  v(z0)},
then D is positively invariant for the orbit. It follows from the fact that on the boundary
L = {(v, v1): v1 = −βv, v > 0},
there holds
βv1 +
[
k − f (u)]v −Cv1  βv1 + [k − f (u0)]v −Cv1
= β(C − β)v + [k − f (u0)]v
> 0.
Therefore we can conclude v1
v
 β when the orbit approaches (u0,0) enough. 
Now we are ready to prove theorem.
Proof of theorem. According to Theorem 1.1 of [2], there exists positive branch of stable mani-
fold of (u0,0,0,0) of system (2.6), Ws0 (u0), connecting (u0,0,0,0) to (u0,0,0,0). By the stable
manifold theorem and continuous dependence of the solutions on parameters over any finite time
interval, there is 0 < 1 (< 0) such that for  ∈ (0, 1), the compact piece of Ws (u0) has end
point within distance δ of (u0,0,0,0). Therefore by Lemma 1, the backward orbit of Ws (u0)
is asymptotic to some point q = (uˆ0,0,0,0), which implies that there is a heteroclinic orbit of
(2.3) connecting (Uˆ0,0, f (Uˆ0),0,0,0) to (U0,0, f (U0),0,0,0), where U0 = u0, Uˆ0 = uˆ0.
Now we turn to show that u′(z) < 0, v(z) > 0 is unimodal.
Based on Lemma 1, we can adopt the argument, as in the proof of Theorem 3.2 in [1] to
prove v(z) > 0 for all z ∈ (−∞,∞). Here we only remark that the polar coordinate for (v, v1)
in reversed time scale has form
ρρ′ = −Cv21 −
(
1 − k + f (u))vv1 + gvv1,
ρ2θ ′ = −
(
C2
4
+ f (u)− k
)
v2 +
(
v1 − C2 v
)2
+ gv2.
From (2.2), it follows that
u′(z) = − 1
d
+∞∫
z
e
C
d
(z−s)f
(
u(s)
)
v(s) ds < 0
which implies u(z) is strictly decreasing.
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w(z) = 1
τ
+∞∫
0
∫
R1
f
(
u(z − y))Γ (y −Cs, s)e− sτ dy ds,
we get that w(z) ∈ (f (u0), f (u˜0)) is also strictly decreasing.
If w(z0) = k, then w(z) < k for all z > z0, and thus
v1(z) = −
+∞∫
z
ec(z−s)
(
k −w(s))v(s) ds < 0
for all z > z0, which implies that v(z) is decreasing for z > z0. On the other hand, there exists zˆ
such that v1(zˆ) = v′(zˆ) 0, because v(z) > 0 and v(±∞) = 0.
If z1 = min{a: v1(z) < 0, z ∈ (a,+∞)}, then z1  z0, v1(z1) = 0, and thus w(z) > k for all
z < z1. From v1(z) = −
∫ z1
z
ec(z−s)(k − w(s))v(s) ds, we have v1(z) > 0 for all z < z1. Hence
v(z) is increasing on (−∞, z1), and decreasing on (z1,+∞) and thus the proof is completed. 
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