Frequentist Uncertainty in Recurrent Neural Networks via Blockwise
  Influence Functions by Alaa, Ahmed M. & van der Schaar, Mihaela
Frequentist Uncertainty in Recurrent Neural Networks via
Blockwise Influence Functions
Ahmed M. Alaa 1 Mihaela van der Schaar 1 2
Abstract
Recurrent neural networks (RNNs) are instrumen-
tal in modelling sequential and time-series data.
Yet, when using RNNs to inform decision-making,
predictions by themselves are not sufficient — we
also need estimates of predictive uncertainty. Ex-
isting approaches for uncertainty quantification in
RNNs are based predominantly on Bayesian meth-
ods; these are computationally prohibitive, and
require major alterations to the RNN architecture
and training. Capitalizing on ideas from classical
jackknife resampling, we develop a frequentist al-
ternative that: (a) does not interfere with model
training or compromise its accuracy, (b) applies
to any RNN architecture, and (c) provides theo-
retical coverage guarantees on the estimated un-
certainty intervals. Our method derives predictive
uncertainty from the variability of the (jackknife)
sampling distribution of the RNN outputs, which
is estimated by repeatedly deleting “blocks” of
(temporally-correlated) training data, and collect-
ing the predictions of the RNN re-trained on the
remaining data. To avoid exhaustive re-training,
we utilize influence functions to estimate the effect
of removing training data blocks on the learned
RNN parameters. Using data from a critical care
setting, we demonstrate the utility of uncertainty
quantification in sequential decision-making.
1. Introduction
Recurrent neural networks (RNNs) are sequence-based mod-
els of key importance in a wide range of application domains
(Sundermeyer et al., 2012; Kalchbrenner & Blunsom, 2013).
Because of their ability to handle temporal sequences, RNNs
have been used in applications that involve sequential de-
cision making over time — examples of such applications
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(a) Blockwise resampling (b) Sequential confidence intervals  
Figure 1. Pictorial depiction of our approach. (a) Blockwise re-
sampling is applied to the RNN in a post-hoc fashion to create N
perturbed versions of the model {RNN1, . . . ,RNNN} (illustrated
through the shaded diagrams) by repeatedly deletingN “blocks” of
training data, and using influence functions to estimate the parame-
ters of the perturbed models. Here, ht is the RNN’s hidden state,
xt is its input and yt is its output, (b) Confidence intervals are con-
structed on the basis of the variability of the N perturbed RNNs’
outputs (highlighted in light red color). Here, we set N = 3.
include: stock market predictions (Bao et al., 2017; Selvin
et al., 2017), service demand forecasting (Wen et al., 2017;
Zhu & Laptev, 2017), medical prognoses (Shickel et al.,
2017; Lim et al., 2018; Alaa & van der Schaar, 2019) and re-
inforcement learning (Bakker, 2002; Wang et al., 2018).
In high-stakes applications where RNNs would inform criti-
cal decisions, reliable estimates of predictive uncertainty are
indispensable for accurate risk assessment (Gollier, 2018).
For instance, optimal decisions on when to administer an
aggressive treatment to a hospitalized patient (based on their
temporal lab measurements) requires estimating the uncer-
tainty in their predicted outcomes in order to properly weigh
risks against benefits (Dusenberry et al., 2019). Whereas
various methods for uncertainty estimation in feed-forward
networks have been recently proposed (Lakshminarayanan
et al., 2017; Malinin & Gales, 2018; Maddox et al., 2019),
equivalent methods for RNN models are still lacking.
In this paper, we develop a principled frequentist approach
for estimating uncertainty in the predictions of RNN models.
(A high-level depiction of our approach is given in Figure 1.)
Our method builds on classical jackknife resampling (Miller,
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1974) to create multiple “perturbed” versions of an RNN by
resampling its trained parameters (Figure 1.a). Through the
RNN’s forward pass, we estimate the sampling distribution
of the model’s predictions by collecting the outputs of its
perturbed copies — confidence intervals on the model’s pre-
dictions are then constructed based on the jackknife residu-
als and the variability of the resampled outputs (Figure1.b).
The entire procedure is applied in a post-hoc fashion, hence
it neither interferes with model training nor compromises its
accuracy. Moreover, since the jackknife is model-agnostic,
our approach covers a wide range of RNN architectures.
Because RNNs process (temporally-correlated) sequences,
our jackknife resampling scheme operates on “blocks” of de-
pendent data points instead of individual observations. That
is, in order to resample the parameters θˆRNN of an RNN
trained on a data setD, we repeatedly delete temporally con-
tiguous blocks of data from D, and estimate the parameters
of the perturbed version of the model — trained on the re-
maining data — through the following relationship:
I(Data Block) ≈ θˆRNN(D \ Data Block)− θˆRNN(D),
where I(.) is a blockwise influence function that quantifies
the effect of removing a data block inD on the learned RNN
parameters — this is a generalization of conventional influ-
ence functions defined with respect to individual data points
(Hampel et al., 2011; Koh & Liang, 2017). In Section 4, we
develop a stochastic estimation algorithm, based on block-
wise batch sampling, to compute I(.) in linear time for RNN
models trained via backpropagation through time (BPTT)
or any of its variants. Conducting our blockwise resampling
scheme requires only access to the model’s loss gradients,
and is independent of the model’s specific architecture.
Using the “leave-one-block-out” training residuals and the
variability of the RNN predictions — estimated via influ-
ence functions — we construct a sequence of confidence
intervals that “sandwiches” the sequential predictions made
by the RNN model. In Section 3, we extend the classical no-
tion of coverage probability of confidence intervals, i.e., the
likelihood that a confidence interval contains the true label
(Marra & Wood, 2012), to the sequential prediction setup,
and in Section 4, we show that under certain conditions, con-
fidence intervals estimated through blockwise resampling
can achieve any pre-specified coverage probability.
Finally, in Section 5, we demonstrate the utility of our pro-
posed method in the context of sequential decision-making
in critical care medicine using real-world data, in addition
to synthetic simulations. More specifically, we show that
uncertainty estimates generated by our method (on top of an
RNN model) can inform clinicians on when antibiotics can
be safely prescribed to hospitalized critically-ill patients so
that improvements in their health outcome are maximized
while taking into account uncertainties about side effects.
2. Related Work
Driven by the desire to suppress the “overconfidence” ex-
hibited by poorly calibrated — but highly discriminative —
deep learning models, various methods for uncertainty esti-
mation in standard feed-forward neural networks have been
recently proposed (Hernández-Lobato & Adams, 2015; Gal
& Ghahramani, 2016a; Lakshminarayanan et al., 2017; Ma-
linin & Gales, 2018). However, the literature on uncertainty
quantification in RNNs is rather scarce. In what follows, we
provide a brief glimpse at three strands of relevant literature;
a more elaborate discussion on these methods, the history
of jackknife resampling, and the connections between our
work and modern applications of influence functions (Koh
& Liang, 2017; Koh et al., 2019) is provided in Appendix A.
Bayesian RNNs. The most prevalent approaches for RNN
uncertainty estimation hinge on Bayesian modeling (Fortu-
nato et al., 2017; Chien & Ku, 2015; Zhu & Laptev, 2017;
Mirikitani & Nikolaev, 2009). By specifying a prior over the
RNN parameters, these approaches estimate a model’s un-
certainty via its posterior credible intervals. However, exact
inference in Bayesian deep learning is generally intractable
or computationally infeasible. Hence, practical Bayesian
RNNs rely on dropout-based approximate inference (Gal &
Ghahramani, 2016a;b), which is often hard to calibrate, and
is generally ill-posed as its posterior distributions do not con-
centrate asymptotically (Osband, 2016; Hron et al., 2017).
Moreover, Bayesian methods require significant modifica-
tions to model architecture and training which limits their
versatility. Our paper addresses these issues by developing
a frequentist post-hoc alternative to Bayesian methods.
Quantile RNNs. Similar to quantile regression (Koenker &
Hallock, 2001), quantile RNNs (Q-RNNs) learn prediction
intervals by explicitly modeling the cumulative distribution
function of the prediction targets (Taylor, 2000; Wen et al.,
2017; Gasthaus et al., 2019). The key difference between
these approaches and ours is that Q-RNNs learn uncertainty
jointly with the main prediction task, which as we show in
Section 5, can compromise their predictive accuracy. More-
over, Q-RNNs are bespoke models that must be retailored
for each new prediction task, whereas our approach can
be applied in a post-hoc fashion to any RNN architecture.
Empirical comparisons between our method and the 2 ap-
proaches discussed above are conducted in Section 5.
Probabilistic RNNs. This class of models capture the struc-
tural uncertainty within the stochastic dynamics of sequen-
tial data. Existing variants of probabilistic RNNs are mainly
based on deep state-space models (Krishnan et al., 2017;
Rangapuram et al., 2018; Alaa & van der Schaar, 2019).
Probabilistic models are bespoke to the application at hand,
and may not be appropriate for some application domains.
Moreover, most probabilistic models entail restrictive as-
sumptions on sequence dynamics (such as Markovianity).
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3. Frequentist Uncertainty in RNNs
This Section lays out the class of sequential prediction tasks
and RNN architectures under study (Section 3.1), provides
a formal description of sequential data (Section 3.2), and
extends classical notions of frequentist coverage to the se-
quential setup under consideration (Section 3.3).
3.1. Sequential Prediction with RNNs
We consider a broad class of sequential prediction tasks, to
which we provide an encapsulating formulation as follows.
Given a (temporal) input sequence x = [x1, . . . , xT ] of
length T , our objective is to predict a corresponding output
sequence y = [y1, . . . , yT+T ′ ], where T ′ ≥ 0 is the predic-
tion horizon, i.e., the number of future time steps predicted
at each time step t. To this end, an RNN is trained to learn
the conditional expectation of future values of y, i.e.,
RNN(x1, . . . , xt;θ) ≈ E[yt:t+T ′ |x1:t,y1:t ], (1)
where xt:t′ = [xt, . . . , xt′ ], θ is the RNN model parameters,
and the expectation E[ . ] is taken with respect to the random-
ness of the stochastic process S = (x,y), which we thor-
oughly describe in Section 3.2. Throughout the paper, we
abstract away the RNN model through a sequence of func-
tions {ft}Tt=1, ft : X t → YT
′
, where X and Y are the input
and output spaces, respectively. The RNN prediction for the
t′-th horizon at time t is denoted by ft,t′(x1:t;θ).
Model training. A training data setDn = {S(i), 1 ≤ i ≤ n}
comprises a set of n sequences1, where S(i) = (x(i),y(i)) is
the i-th sequence. The model is trained by minimizing the
loss function L(Dn;θ,w) = ∑ni=1 L(S(i);θ,w), where
L(S(i);θ,w) ,
∑
t,t′
w
(i)
t,t′ · `(y(i)t+t′ , ft,t′(x(i)1:t;θ)). (2)
That is, the model’s loss at the t′-th horizon in the t-th time
step for the i-th sequence is weighted by w(i)t,t′ ∈ R+. We
represent the weights {w(i)t,t′ : ∀i, t, t′} via the (flattened)
vector w ∈ RnTT ′ . The choice of the loss `(.) depends on
whether y is a regression or a classification target.
Which RNN architectures does our formulation cover?
For different settings of the weight vectorw and the predic-
tion horizon T ′, the general formulation in (2) encapsulates
many prediction setups and RNN architectures common in
various applications. A non-exhaustive list of examples for
such architectures are provided in Table 1 — these include
the many-to-many architecture used in sequence labeling
tasks (Luong et al., 2016), the many-to-one architecture used
in sequence classification tasks (Graves et al., 2006), and
the sequence-to-sequence architecture, usually implemented
via encoder-decoder schemes (Sutskever et al., 2014).
1Our formulation and proposed methods can be straightfor-
wardly extended to accommodate variable-length sequences.
Table 1. Generality of the formulation in (2).
RNN model Weight vectorw
Sequence labeling T ′ = 0, w(i)t,0 = 1, ∀ i, t.
Sequence classification T ′ = 0, w(i)t,0 = 1{t=T}, ∀ i.
Sequence-to-sequence T ′ > 0, w(i)t,t′ = 1{t=T}, ∀ i, t′.
We do not pose any assumptions on the type of representa-
tions learned by the RNN — our proposed methods apply to
LSTM, GRU and attention-based architectures. While our
work is primarily motivated by applications in which the
sequence S is temporal, all methods presented in Section 4
are applicable to other sequential setups, such as natural
language processing, where sequences are not necessarily
defined over time (Auger & Roy, 2008).
3.2. Sequential Data as Stochastic Processes
Given a probability space (Ω,H,P), we view the sequence
S = (x,y) as a stochastic process comprising a collection
of random variables on Ω indexed by time steps {1, . . . , T}.
A filtrationHt, 1 ≤ t ≤ T, is a (weakly) increasing collec-
tion of σ-algebras on Ω, and is always bounded above byH,
i.e., Ht ⊆ H. The filtrationHt comprises the information
that the RNN model uses to make a prediction at the t-th
time step, i.e., the history of the process up to time t.
We characterize the stochastic process S via its β-mixing
rate. Formally, the β-mixing coefficient for S generated un-
der the distribution P is defined as (Mcdonald et al., 2011)
βT (τ) , sup
t
‖P1:t ⊗ Pt+τ :T − Pt,τ ‖TV , (3)
where ‖.‖TV is the total variation norm, Pt:t′ is the joint dis-
tribution of (xt:t′ ,yt:t′), and Pt,t′ is the joint distribution of
(x1:t,y1:t) and (xt+t′:T ,yt+t′:T ). The β-coefficient βT (τ)
measures the extent to which the trajectory of S after τ time
steps in the future depends on its history — smaller values
for βT (τ) mean that S forgets its past. When βT (τ) = 0 for
all τ , then the data at all time steps are independent, whereas
a non-zero βT (τ) = 0 for all τ corresponds to sequences
where samples across all time steps exhibit correlation.
3.3. Sequential Confidence Intervals
Our key objective is to quantify the uncertainty in the RNN’s
sequential predictions {ft(x1:t;θ)}Tt=1. Following a formal
frequentist approach to the problem, Section 4 develops a
procedure which maps the filtrations {Ht}t to a sequence of
predictive confidence intervals2 {Ct(Ht;α)}t that contain
the true output y with a coverage probability of (1− α).
2For simplicity of exposition, we consider one-dimensional out-
puts; for which uncertainty is quantified via prediction intervals. If
y is multidimensional, then Ct is a confidence region.
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(a) Sequence block deletion (b) Interval block deletion (c) Sequential confidence intervals 
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Figure 2. Uncertainty estimation in RNNs via BJ resampling. (a) Sequence block deletion. In this panel, we represent the data set Dn
as an n×T matrix. Sequence deletion is conducted by iteratively deleting rows from this matrix. (b) Interval block deletion. The columns
of the matrix Dn are grouped into bT/Kc partitions, each spanning K columns — interval deletion proceeds by deleting one partition at
a time. The data set Dn is resampled n · bT/Kc times by repeatedly applying sequence and interval block deletion in a nested fashion as
shown in Algorithm 1. (c) Confidence intervals construction. By re-training the RNN model once on each resampled data set, we collect
multiple perturbed versions of the trained parameters θˆ. For a new test sequence, confidence intervals are determined by the quantiles
of the leave-one-block-out residuals (red), which only depend on the training data and are fixed for each time step, in addition to the
predictions made by the perturbed models for the test sequence (blue), which account for path-dependent variability of the RNN outputs.
Time-dependent coverage. Conventional notions of cover-
age pertain to “static” regression setups (Lawless & Fredette,
2005). In our sequential setup, confidence estimates are is-
sued for each time step in a test sequence — so how can we
extend the notion of coverage to accommodate temporality?
To capture the temporal aspect, we coin the notion of “time-
dependent coverage” as follows. An α-level time-dependent
coverage is satisfied if for every t, confidence intervals cover
true outcomes with probability 1− α, i.e.,
P(ϕ(yt+t′) ∈ Ct,t′(Ht;α)) ≥ 1− α, ∀ t, t′. (4)
Here, ϕ(.) is a function that maps yt to the true class proba-
bilities {1− p, p} if yt is a binary classification target, and
is an identity function if yt is a regression target. (4) is an
appropriate design objective in applications where sensi-
tive decisions are made repeatedly at each time step — we
provide an example for such application in Section 5.
Distinguishing two types of uncertainty. We note that, for
classification outputs, i.e., yt ∈ {0, 1}, we differentiate be-
tween the notions of calibration (or risk) and model uncer-
tainty (Fedorov, 2013; Osband, 2016). Calibration refers to
the accuracy of the model’s point estimates of the class prob-
abilities, whereas model uncertainty refers to the model’s
confidence in those point estimates. Calibration is also often
referred to as aleatoric uncertainty (Gal, 2016) — it reflects
the inherent noise uncertainty in the data itself, rather than
the model’s epistemic uncertainty. Our sought-after confi-
dence intervals {Ct}t implicitly quantify both types of uncer-
tainty, but do not explicitly disentangle them, i.e., poor cali-
bration would implicitly manifest through wider confidence
intervals. Explicit assessment of model calibration can be
carried out by computing Brier scores (Avati et al., 2018).
4. The Blockwise Infinitesimal Jackknife
How can we construct confidence intervals {Ct}t that satisfy
the coverage constraints in (4)? In this Section, we do so
through a formal resampling procedure that estimates the
variability in the sampling distribution of an RNN’s output
by resampling its trained parameters θˆ(w). (Figure 2 pro-
vides a high-level illustration of our procedure.)
4.1. Jackknifing via Block Deletion
Given a data setDn and a weight vectorw, the trained RNN
parameters, obtained by minimizing the loss in (2), are
θˆ(w) = arg min
θ
L(Dn;θ,w). (5)
We use jackknife resampling to estimate the sampling distri-
bution of θˆ(w). The jackknife entails repeatedly re-training
the RNN on leave-one-out (LOO) subsets of the training
dataDn, with one individual data point deleted fromDn at a
time (Miller, 1974; Efron, 1992). Unlike the standard regres-
sion setup, wherein all training data points are independent
(Tukey, 1958), here we deal with temporally-correlated data
sequences. Hence, to preserve the temporal dependence in
the data, we delete blocks of temporally contiguous data
points instead of individual observations — we denote this
“leave-one-block-out” scheme as the blockwise jackknife.
Two types of data blocks can be used in our blockwise jack-
knife (BJ) scheme. The first is the sequence block, depicted
in Figure 2.a, which comprises the entirety of a single se-
quence S = (x,y) in the training data Dn. The second is
the interval block, depicted in Figure 2.b, which comprises
the set of all sub-sequences of length K ≤ T occupying the
same time indexes across all sequences in Dn. If we think
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ofDn as an n×T matrix, then sequence and interval blocks
represent horizontal and vertical partitions of Dn, respec-
tively. BJ operates by repeatedly deleting interval and/or se-
quence blocks, and training the RNN on the remaining data.
Block deletion is achieved by setting specific elements ofw
to zero, leading to an altered weight vector w′ as follows:
(a) Sequence block deletion. Deletion of the i-th sequence
S(i) in Dn entails setting the weights w(i)t,t′ = 0, ∀t, t′. We
denote the resulting weight vector asw−i. Re-training using
w−i is equivalent to training on the data set Dn/{S(i)}.
(b) Interval block deletion. For interval blocks of length
K, we divide the sequence length T into bT/Kc equal-sized
blocks. Deletion of the j-th interval block entails setting the
weights w(i)j′,t′ = 0, ∀i, t′,K · j ≤ j′ ≤ K · (j + 1). We
denote the corresponding weight vector as w−j[K]. When
deleting an interval block, we stitch together the remaining
segments of each sequence, preserving temporal order.
Sequence blocks are more relevant in applications where we
would have many (short) training sequences (e.g., medical
time series data), whereas interval blocks are relevant to
applications with few (long) sequences (e.g., financial data).
As shown in Algorithm 1, BJ resampling generally proceeds
by deleting sequence and interval blocks in a nested fashion
(we denote the weight vector with the i-th sequence and the
j-th interval deleted asw−i−j[K].) Using the RNN parameters
re-trained on w−i−j[K], we collect the leave-one-block-out
(LOBO) error residuals of the re-trained RNN models, i.e.,
r
(i,j)
t,t′ =
∣∣ y(i)t+t′ − ft,t′(x(i)1:t; θˆ(w−i−j[K])) ∣∣, (6)
for all t′ andK ·j ≤ t ≤ K ·(j+1). That is, the LOBO resid-
uals correspond to the residual errors of the RNN re-trained
with the i-th sequence and the j-th interval deleted, and eval-
uated on the data block defined by the intersection between
the two deleted blocks, i.e., the intersection between the red
blocks in Figures 2.a and 2.b. In most practical applications,
we would need to delete only either sequence or interval
blocks, depending on the nature of the application at hand.
4.2. Constructing Confidence Intervals
The sequence of confidence intervals {Ct,t′}t is a bivari-
ate stochastic process on (Ω,H,P) that “sandwiches” the
true output over time. Given the resampled RNN parame-
ters {θˆ(w−i−j[K])}i,j obtained through the BJ procedure in
Section 4.1, we describe how to construct the confidence
intervals {Ct,t′}t in this Section. Before proceeding, we first
define some notation. For any set V = {vi}ni=1, define the
(1− α) and α empirical quantiles Q̂+α{V} and Q̂−α {V} as
Q̂+α{V} , the d(1− α)(n+ 1)e-th smallest value in V ,
Q̂−α {V} , the bα(n+ 1)c-th smallest value in V .
Algorithm 1 BJ-based uncertainty estimation in RNNs
1: Input: Trained RNN parameters θˆ(w), data set Dn,
2: interval block length K, coverage level α,
3: test input sequence x∗.
4: Output: Confidence intervals {Ct(H∗t ;α)}t.
5: // Resampling sequence and interval blocks
6: for i = 1 to n do
7: for j = 1 to b TK c do
8: w′ ← w−i−j[K].
9: Iw(w′)← BLOCKWISEINFLUENCE(w,w′, θˆ).
10: θˆ(w′)← θˆ(w) + Iw(w′).
11: for t = K · j to K · (j + 1) do
12: r(i,j)t,t′ ←
∣∣ y(i)t+t′ − ft,t′(x(i)1:t; θˆ(w′)) ∣∣, ∀t′.
13: end for
14: end for
15: end for
16: // Constructing confidence intervals
17: Construct the prediction variability set Vt,t′(x∗, γ).
18: fUt,t′ ← Q̂+α{Vt,t′(x∗; +1)}, ∀t, t′.
19: fLt,t′ ← Q̂−α {Vt,t′(x∗;−1)}, ∀t, t′.
20: Return Ct,t′ = [fLt,t′ , fUt,t′ ], ∀t, t′.
For a test sequence x∗ ∈ XT , define Vt,t′(x∗, γ) = {v(i)t,t′}i
as a prediction variability set, with γ ∈ {−1,+1}, where the
elements of Vt,t′ are constructed as (Barber et al., 2019b)
v
(i)
t,t′(x
∗
1:t; γ) = ft,t′(x
∗
1:t; θˆ(w
−i
−j[K]))︸ ︷︷ ︸
Path-dependent
+ γ · r(i,j)t,t′ ,︸ ︷︷ ︸
Time-dependent
with j satisfying K · j ≤ t ≤ K · (j + 1) for a given t. Each
element in Vt,t′ comprises two component. The first compo-
nent represents the path-dependent variability of the resam-
pled RNN outputs on the new test sequence x∗ (pink dots
in Figure 2.c) — this reflects the uncertainty of the model
about its prediction for this specific path of the stochastic
processes in (Ω,H,P), i.e., the variability will be larger if
x∗ is a “rarely seen” sequence in the training data Dn. The
second component is the set of LOBO residuals of the RNN
model on the training data, which depend only on the time
step t, and are fixed for any new test sequence (blue dots in
Figure 2.c). The residual terms reflect how well the RNN
model generalizes to a new sequence at each time step t. The
lower limit of the confidence interval Ct,t′ = [fLt,t′ , fUt,t′ ] is
constructed as fLt,t′ = Q̂−α {Vt,t′(x∗;−1)}, whereas the up-
per limit on confidence is fUt,t′ = Q̂+α{Vt,t′(x∗; +1)}. As we
will show in Section 4.4, constructing confidence intervals
using the quantiles of the prediction variability set Vt,t′ en-
sures that the coverage condition in (4) is satisfied.
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4.3. Blockwise Influence Functions
Implementing exact BJ resampling requires re-training the
RNN model n · bT/Kc times, which is computationally in-
feasible for most relevant applications that entail large data
sets and long sequences. To avoid re-training the RNN, we
use influence functions to estimate θˆ(w−i−j[K]) without ex-
plicit model fitting — this corresponds to an “infinitesimal”
version of our jackknife scheme (Efron, 1992).
The blockwise influence function, denoted as Iw(w′), quan-
tifies the change in RNN parameters when training using the
weight vectorw′ instead ofw through a first-order Taylor
approximation given by (Hampel et al., 2011):
θˆ(w′) ≈ θˆ(w) + Iw(w′), (7)
and can be computed as follows (Koh et al., 2019):
Iw(w′) = H−1w gw(w′), (8)
whereHw = ∇2θ L(Dn; θˆ(w),w) is the Hessian of the loss
function, and gw(w′) = ∇θ L(Dn; θˆ(w),w′). In what fol-
lows, we develop an algorithm for efficiently computing (8)
(the function BLOCKWISEINFLUENCE in Algorithm 1).
Computing Blockwise Influence. The bottleneck in com-
puting the influence function in (8) is the inversion of the
Hessian matrix Hw; for P RNN parameters in θˆ, the com-
plexity of computingH−1w isO(P 3). Moreover, because the
RNN parameters are shared across time steps, the complex-
ity of gradient computation using backpropagation through
time (BPTT) is O(PT ). This computational burden can be
significant when performing interval block deletion on long
sequences, since deleting the j-th interval block entails al-
tering the RNN hidden states in time steps t ≥ K · (j + 1)
and re-computing all gradients for those time steps.
Following the approaches in (Pearlmutter, 1994; Agarwal
et al., 2016; Koh & Liang, 2017), we address the computa-
tional challenges above by developing a stochastic estima-
tion approach with blockwise batch sampling to estimate the
hessian-vector product (HVP) H−1w gw(w′), without explic-
itly inverting or forming the Hessian. The pseudo-code for
BLOCKWISEINFLUENCE, which computes Iw(w−i−j[K]), is:
 Randomly sample v ≤ n−1 sub-sequencesm1, . . . ,mv ,
each represented as a tuple {S(ms)1:Kj ,S(ms)K(j+1):T }vs=1, with the
j-th interval block deleted, then from each tuple select S(ms)1:Kj .
In doing so, we only include temporally contiguous data in
the sampled batch, hence retaining the RNN hidden states
computed in training. (See Figure 3 for an illustration.)
 For all j and s ∈ {1, . . . , v}, recursively compute
H˜−1s,w g = g + (I −∇2θ L(S(ms)1:Kj ; θˆ(w),w′)) H˜−1s−1,w g,
where g = gw(w−i−j[K]) is the loss gradient after j-th inter-
val and i-th sequence deletion, H˜−1s,w =
∑s
v=0(I − H˜s,w)v ,
Sequence 
block 
Interval block 
. . . 
Backpropagation through time 
Time index 
Sequence 
index 
Figure 3. Illustration for blockwise batch sub-sampling in our HVP
stochastic estimation algorithm. Left: Red-shaded areas are the
deleted sequence and interval blocks and blue-shaded areas are
the sampled blocks for gradient computation. Right: Gradient
computation in BPTT — due to parameter sharing, gradients at
time t depend on gradients at all preceding time steps t′ < t.
and H˜ is the stochastic estimate of the Hessian H . The
recursive procedure is initialized with H˜−10,w g = g, and our
final estimate of the HVP is H˜−1v,w g. The recursion above
follows from the power series expansion of a matrix inverse,
which converges when Hw  0 and all its eigenvalues are
less than 1. Since restricting our sampled sub-sequences to
the interval [1,Kj] enables reusing the loss gradients eval-
uated in training, the overall complexity of our procedure
is O(nP + vP ). Further discussion on the complexity and
stability of the procedure above is given in Appendix B.
4.4. Theoretical Guarantees
We conclude this Section with a Theorem that characterizes
the time-dependent coverage performance of the BJ-based
confidence intervals constructed via Algorithm 1.
Theorem 1. Let βT (τ) be the β-mixing coefficient of the
stochastic processes drawn from (Ω,H,P), and let T0 ≤ T
be the time interval for which βT (T0) = 0. For an inter-
val block length of K = T0, the time-dependent coverage
achieved by the BJ procedure with exact re-training is
P(ϕ(yt+t′) ∈ Ct,t′(Ht;α)) ≥ (1− α), ∀1 ≤ t ≤ T,
for prediction horizon t′, and coverage α ∈ (0, 1). 
Theorem 1 shows that if the interval block lengthK matches
the inherent correlation structure of the data, i.e., K is equal
to the “mixing-time” T0, then confidence intervals generated
by exact BJ resampling achieve time-dependent coverage.
As we show in the proof of Theorem 1 (Appendix C), the
time-dependent LOBO residual in (6) are instrumental in
ensuring that coverage holds for all t (Barber et al., 2019b).
The extent to which the approximate (influence function-
based) BJ is capable of achieving the target coverage de-
pends on the quality of estimating the re-trained parameters,
which in turn depends on properties of the loss function
(e.g., convexity and differentiability (Koh et al., 2019)).
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Figure 4. Sequential confidence intervals. (a) Time-dependent aleatoric uncertainty. In the top panels, we display the sequential confi-
dence intervals {Ct,1}t issued on top of a vanilla RNN model over T = 10 time steps within a single sequence. Here, the model is trained on
data generated by the process in (9) using the time-dependent noise profile in (10). The red lines correspond to the RNN predictions and the
dashed black lines correspond to the true labels {yt}t. We display the confidence intervals at different coverage levels: as we can see, the
confidence intervals get wider over time to cover the progressively increasing aleatoric noise. The confidence intervals get wider for higher
coverage levels. (b) Static aleatoric uncertainty. In the bottom panels, we display the confidence intervals for the same test sequence in
the top panels but with the static noise profile in (10). Here, we trained 5 RNN models with varying levels of the static noise variance
σ¯2 ∈ {0, 1, 2, 3, 4}. As we can see, the sequential confidence intervals are fixed over time, reflecting the uniform aleatoric noise across all
time steps. The confidence intervals vanish when no noise is added (σ¯2 = 0) and gets increasingly wide as the noise variance increases.
5. Experiments
In this Section, we evaluate our method quantitatively and
qualitatively through synthetic simulations (Section 5.1) and
experiments on real-world data (Section 5.2).
5.1. Synthetic Simulations
We consider a synthetic model for generating sequential data
through the following autoregressive process:
yt =
t∑
k=0
ak · xk + t, k ∈ {1, . . . , T}, (9)
where a = 0.9 and k ∼ N (0, σ2k) is a noise process, with a
variance σ2t at time step t. Throughout our experiments, we
consider the following noise profiles:
Static noise variance : σ2t = σ¯
2,
Time-dependent noise variance : σ2t = t/10. (10)
The first noise profile induces a fixed level of aleatoric uncer-
tainty across all time steps, whereas the second noise profile
induces an increasing level of aleatoric uncertainty in the
data as time progresses within the same sequence.
Baselines. We applied our BJ procedure (in a post-hoc man-
ner) to standard RNN trained to learn one-step-ahead fore-
casts (T ′ = 1). We compared uncertainty estimates obtained
by Algorithm 1 with 2 baselines that cover the Bayesian
and Frequentist uncertainty estimation methods discussed
in Section 1. These included the multi-horizon quantile re-
current forecaster (MQ-RNN) in (Wen et al., 2017) and
the Monte Carlo dropout-based RNNs (DP-RNN) (Gal &
Ghahramani, 2016b). To ensure a fair comparison, we fix
the hyperparameters of the underlying RNNs in all baselines.
Details on hyperparameter tuning and uncertainty calibra-
tion in all baselines are provided in Appendix D. Unless
otherwise stated, confidence intervals by all baselines were
estimated for a target coverage of 90% (α = 0.1).
Results. We generated 1000 training sequences using the
model in (9) with T = 10 time steps and trained a vanilla
RNN model to predict the label yt on the basis of the input
sequencex1:t. We conducted this experiment using the time-
dependent noise variance profile in (10), in addition to multi-
ple selections of the noise variance for the static noise profile.
In Figure 4, we display the sequential confidence intervals
{Ct,1}t issued by the BJ procedure under different simula-
tion scenarios. As we can see, the sequential BJ confidence
intervals reflect the ground-truth aleatoric uncertainty pro-
files dictated by the underlying noise processes. That is,
the confidence intervals (1) are wider within a sequence as
the noise variance increases over time for a time-dependent
noise profile, (2) are of fixed width over time within a se-
quence for a static noise profile, and (3) have their width
increase with the target coverage and the noise variance.
In Figure 5, we examine the performance of all baselines at
varying levels of aleatoric and epistemic uncertainty. Here
we use the static noise profile in (10). Aleatoric uncertainty
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Figure 5. Comparison between baselines at varying levels of aleatoric and epistemic uncertainty. Black dashed lines are the target
coverage rates. (Left) Average length of confidence intervals issued by all baselines at different noise levels. (Middle) Average coverage
for all baselines at different noise levels. (Right) Average coverage for all baselines for different numbers of training sequences.
is controlled by varying the level of noise σ¯2, whereas epis-
temic uncertainty is controlled by varying the number of
training sequences. As we can see, all baselines display an
increasing length of confidence intervals with increasing
aleatoric uncertainty, except for DP-RNN which does not
exhibit sensitivity to the increasing ground-truth uncertainty
(Figure 5, left). Our model (BJ-RNN) achieves the target
coverage for all levels of aleatoric uncertainty, whereas DP-
RNN tends to under-cover when the noise levels are large
(Figure 5, middle). With respect to epistemic uncertainty,
we note that since MQ-RNN “learns” the prediction inter-
vals, its ability to achieve the target coverage depends on
the amount of training data — MQ-RNN under-covers the
true labels when the number of training sequences is small.
On the contrary, since BJ-RNN is a post-hoc procedure,
it achieves the target coverage irrespective of the size of
training data (Figure 5, right).
5.2. Experiments on Real Data
How can uncertainty quantification help us conquer practical
(sequential) decision-making problems? In this Section, we
evaluate the utility of our procedure in guiding therapeutic
decisions for critical care medicine.
Data. We conducted experiments on data from the Medical
Information Mart for Intensive Care (MIMIC-III) (Johnson
et al., 2016) database, which comprises the electronic health
records for critically-ill patients admitted to an intensive care
unit (ICU). From MIMIC-III, we extracted sequential data
for patients on antibiotics, with trajectories up to T = 10
days (time steps) — this resulted in a data set of 5,833 se-
quences. For all patients, we extracted 5 variables (lab tests
and vital signs) collected during hospitalization. More de-
tails on data processing can be found in Appendix D.
Clinical setup. Based on each patient’s 5 features (in the
sequence x), critical care teams need to (repeatedly) decide
whether or not to administer antibiotics for a given patient to
regulate their white blood cell count (WBCC). WBCC levels
Methods RMSE Coverage CI length Audit Acc.
(P4, P10)
MQ-RNN 22.39 83.6% 8.29 (66%, 42%)
DP-RNN 20.32 49.2% 3.99 (66%, 50%)
BJ-RNN 20.24 94.4% 13.18 (67%, 48%)
Table 2. Performance comparison between the different baselines.
are clinically categorized into: Leucopenic (< 4× 109/L),
normal (4− 10× 109/L), and Leucemoid (> 10× 109/L)
ranges (Waheed et al., 2003). High (Leucemoid) WBCC is
associated with severe illness and poor outcomes (Shuman
et al., 2012) — antibiotics can prevent WBCC from hitting
the Leucemoid range, but also entail the risk of plummeting
WBCC to the Leucopenic range. Thus, decisions on antibi-
otic administration should balance risks againts benefits.
Evaluation. We train various RNN-based baselines in order
to sequentially predict next-day’s WBCC for every patient,
and quantify the uncertainty in these predictions. (Figure 6
demonstrates the RNN predictions along with the BJ-based
confidence intervals for one patient in MIMIC-III.) We eval-
uate the uncertainty estimates by the different baselines un-
der study with respect to various performance metrics: the
predictive accuracy of the underlying RNN model, the
achieved coverage rate, the average length of the confidence
interval and the accuracy of the uncertainty estimates in au-
diting model reliability. We use two metrics to evaluate the
auditing accuracy of uncertainty estimates: the precision of
predicting whether the true WBCC is in the Leucopenic
range (P4) and the precision of predicting whether WBCC
is in the Leucemoid range (P10). P4 is evaluated using the
lower confidence limit fL as the prediction and the indicator
of whether WBCC < 4× 109/L as the label, whereas P10
is evaluated with fU as the prediction and the indicator of
whether WBCC > 10× 109/L as the label.
Results. In Table 2, we summarize the performance of all
baselines. The first thing to notice is that since our BJ proce-
dure is post-hoc, it was capable of providing accurate model
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Figure 6. WBCC predictions issued by a standard RNN ( ) for
one patient over time, along with the BJ-based confidence intervals
(dashed limits ). An antibiotic is safely administered (red cir-
cle) on a given day if the upper confidence limit crosses the Leu-
copenic range, and the lower limit is above the Leucopenic range.
audits without compromising the model’s accuracy; the root
mean square error (RMSE) of the vanilla RNNs were better
than those of the baselines with built-in approaches to un-
certainty quantification (MQ-RNN). In terms of the audit
accuracy, BJ-based confidence intervals perform compet-
itively with MQ-RNN — which is specifically trained to
optimize prediction intervals — and the DP-RNN baseline.
Moreover, because MQ-RNN is optimized to learn predic-
tion intervals, it incurs a loss in predictive accuracy, whereas
our model is applied in a post-hoc fashion without compro-
mising the accuracy of the model’s predictions. Notably,
our procedure is the only baseline that is capable of achiev-
ing the desired coverage rate, whereas the two competing
baselines undercover the true labels. The target coverage
is achieved by our procedure without trivially exaggerating
the lengths of the confidence intervals — this is crucial for
confidently informing clinicians on the true hematologic
range for the patient at hand.
6. Conclusion
In this paper, we introduced one of the first approaches for
estimating frequentist confidence intervals on the predic-
tions of Recurrent neural networks (RNNs). Our method
does not interfere with model training or compromise its
accuracy, applies to any RNN architecture, and provides
theoretical coverage guarantees on the estimated uncertainty
intervals. The key idea behind our method is to re-sample
“blocks” of temporally-correlated training data, and collect
the predictions of the RNN re-trained on the remaining data.
We used influence functions to approximate the re-trained
RNN model parameters, thus eliminating the need for ex-
haustive re-training. Future extensions of our work would
include more computationally efficient approaches for eval-
uating influence functions in RNN models with a large num-
ber of parameters, and analyzing the accuracy of blockwise
influence functions as approximations of re-trained RNN
model parameters.
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Appendix
Appendix A: Literature Survey
Driven by the desire to suppress the “overconfidence” exhibited by poorly calibrated — but highly discriminative — deep
learning models, various methods for uncertainty estimation in standard feed-forward neural networks have been recently
proposed (Hernández-Lobato & Adams, 2015; Gal & Ghahramani, 2016a; Lakshminarayanan et al., 2017; Malinin & Gales,
2018). However, the literature on uncertainty quantification in RNNs is rather scarce. In what follows, we provide a detailed
overview of uncertainty quantification methods in RNNs, other methods that have been developed for feed-forward networks,
background on jackknife resampling, and the connections between our work and modern applications of influence functions.
Uncertainty quantification in RNNs
We identified the following three strands of literature relating to uncertainty quantification in RNNs.
Bayesian RNNs. The most prevalent approaches for RNN uncertainty estimation hinge on Bayesian modeling (Fortunato
et al., 2017; Chien & Ku, 2015; Zhu & Laptev, 2017; Mirikitani & Nikolaev, 2009). By specifying a prior over the RNN
parameters, these approaches estimate a model’s uncertainty via its posterior credible intervals. However, exact inference
in Bayesian deep learning is generally intractable or computationally infeasible. Hence, practical Bayesian RNNs rely
on dropout-based approximate inference (Gal & Ghahramani, 2016a;b), which is often hard to calibrate, and is generally
ill-posed as its posterior distributions do not concentrate asymptotically (Osband, 2016; Hron et al., 2017). Moreover,
Bayesian methods require significant modifications to model architecture and training which limits their versatility. Our
paper addresses these issues by developing a frequentist post-hoc alternative to Bayesian methods.
Quantile RNNs. Similar to quantile regression (Koenker & Hallock, 2001), quantile RNNs (Q-RNNs) learn prediction
intervals by explicitly modeling the cumulative distribution function of the prediction targets (Taylor, 2000; Wen et al., 2017;
Gasthaus et al., 2019). The key difference between these approaches and ours is that Q-RNNs learn uncertainty jointly
with the main prediction task, which as we have shown in Section 5, can compromise their predictive accuracy. Moreover,
Q-RNNs are bespoke models that must be retailored for each new prediction task, whereas our approach can be applied in a
post-hoc manner to any RNN architecture.
Probabilistic RNNs. This class of models capture the structural uncertainty within the stochastic dynamics of sequential data.
Existing variants of probabilistic RNNs are mainly based on deep state-space models (Krishnan et al., 2017; Rangapuram
et al., 2018; Alaa & van der Schaar, 2019). Probabilistic models are bespoke to the application at hand, and may not be
appropriate for some application domains. Moreover, most probabilistic models entail restrictive assumptions on sequence
dynamics, such as state Markovianity (Alaa & Van Der Schaar, 2018).
Uncertainty quantification in feed-forward networks
Bayesian models are the dominant tools for uncertainty quantification in feed-forward neural networks (Welling & Teh, 2011;
Hernández-Lobato & Adams, 2015; Ritter et al., 2018; Maddox et al., 2019). Post-hoc application of Bayesian methods is
not possible since Bayesian models require major modifications to the underlying predictive models (by specifying priors
over model parameters). Moreover, Bayesian credible intervals do not guarantee frequentist coverage, and more crucially,
the achieved coverage can be very sensitive to hyper-parameter tuning (Bayarri & Berger, 2004). Finally, a major limitation
to exact Bayesian inference is that they are computationally prohibitive, and their alternative approximations — e.g., (Gal &
Ghahramani, 2016a) — may induced posteriors that do not concentrate asymptotically (Osband, 2016; Hron et al., 2017).
Deep ensembles (Lakshminarayanan et al., 2017) are regarded as the most competitive alternative non-Bayesian benchmark
for uncertainty estimation (Ovadia et al., 2019). These methods repeatedly re-trains the model on sub-samples of the data
(using adversarial training), and then estimates uncertainty through the variance of the aggregate predictions. However,
while applying deep ensemble methods may be feasible in feed-forward neural networks, creating large ensembles of RNN
models is computationally infeasible, especially for long time series.
Jackknife resampling
Jackknife resampling, originally developed by Quenouille in (Quenouille, 1956) and refined by Tukey in (Tukey, 1958), is a
general methodology for estimating sampling distributions. Our work builds on this literature by applying the jackknife to
RNN predictions in order to estimate its predictive uncertainty through the sampling variance. The key difference between
our setup and that of the standard jackknife is that RNNs do not operate on i.i.d data — they operate on temporally correlated
sequences. In (Kunsch, 1989), Künsch proposed a variant of the jackknife for general stationary observations rather than
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i.i.d data. As we have shown in Section 5, the sampling procedure therein is a special case of ours when the RNN is trained
with a single data sequence (i.e., a single realization of the underlying stochastic process).
The (infinitesimal) jackknife method was previously used for quantifying the predictive uncertainty in random forests
(Wager et al., 2014; Mentch & Hooker, 2016; Wager & Athey, 2018). In these works, however, the developed jackknife
estimators are bespoke to bagging predictors, and cannot be straightforwardly extended to deep neural networks. More
recently, general-purpose jackknife estimators were developed in (Barber et al., 2019b), where two exhaustive leave-one-out
procedures: the jackknife+ and the jackknife-minmax where shown to have assumption-free worst-case coverage guarantees
of (1− 2α) and (1− α), respectively. However, our work is the first to develop such methods for time-series data.
Previous application of influence functions has been limited to model interpretability by learning sample importance (Koh &
Liang, 2017; Koh et al., 2019). Our work uses the same machinery of influence function computation via Hessian-vector
products, but for the purpose of estimating leave-one-out model parameters.
Appendix B: Stochastic Estimation of HVPs via Blockwise Batch Sampling
The bottleneck in computing the influence function in (8) is the inversion of the Hessian matrix Hw; for P RNN parameters
in θˆ, the complexity of computing H−1w is O(P 3). Moreover, because the RNN parameters are shared across time steps, the
complexity of gradient computation using backpropagation through time (BPTT) is O(PT ). This computational burden
can be significant when performing interval block deletion on long sequences, since deleting the j-th interval block entails
altering the RNN hidden states in time steps t ≥ K · (j + 1) and re-computing all gradients for those time steps.
We start by the following well-known fact about the inverse of a matrix H with ‖H‖ ≤ 1 and H  0. The inverse of such
matrix can be evaluated through the following power series expansion:
H−1 =
∞∑
i=0
(I −H)i. (1)
Following the approaches in (Pearlmutter, 1994; Agarwal et al., 2016; Koh & Liang, 2017), we address the computa-
tional challenges above by developing a stochastic estimation approach with blockwise batch sampling to estimate the
hessian-vector product (HVP) H−1w gw(w′), without explicitly inverting or forming the Hessian. The pseudo-code for
BLOCKWISEINFLUENCE, which computes Iw(w−i−j[K]), is:
 Randomly sample v ≤ n− 1 sub-sequences m1, . . . ,mv, each represented as a tuple {S(ms)1:Kj ,S(ms)K(j+1):T }vs=1, with the
j-th interval block deleted, then from each tuple select S(ms)1:Kj . In doing so, we only include temporally contiguous data in
the sampled batch, hence retaining the RNN hidden states computed in training. (See Figure 3 for an illustration.)
 For all j and s ∈ {1, . . . , v}, recursively compute
H˜−1s,w g = g + (I −∇2θ L(S(ms)1:Kj ; θˆ(w),w′)) H˜−1s−1,w g,
where g = gw(w−i−j[K]) is the loss gradient after j-th interval and i-th sequence deletion, H˜
−1
s,w =
∑s
v=0(I − H˜s,w)v , and
H˜ is the stochastic estimate of the Hessian H . The recursive procedure is initialized with H˜−10,w g = g, and our final estimate
of the HVP is given by H˜−1v,w g, which converges to the true inverse for v →∞.
Since restricting our sampled sub-sequences to the interval [1,Kj] enables reusing the loss gradients evaluated in training,
the overall complexity of our procedure isO(nP + vP ), this can be broken down as follows. The complexity of multiplying
∇2θ L(S(ms)1:Kj ; θˆ(w),w′)) with H˜−1s−1,w g is O(P ) per iteration which renders the overall complexity of computing this
Hessian-product term as O(vP ). The complexity of computing the initial gradient terms is O(nP ).
The procedure above converges only if the norm of the Hessian satisfies ‖H‖ ≤ 1. Thus, if the largest eigenvalue σmax of
H is greater than 1, we normalize the loss to keep the largest eigenvalue less than 1. Moreover, we add a dampening term λ
to the Hessian in order to keep it invertible (positive definite). This results in the following recursion:
H˜−1s,w g = g + (1− λ) H˜−1s−1,w g −
1
σmax
∇2θ L(S(ms)1:Kj ; θˆ(w),w′) H˜−1s−1,w g,
which converges with the appropriate selection of σmax and λ.
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Appendix C: Proof of Theorem 1
Given a mixing-time of T0, we can segment the data set Dn = {(x(i), y(i))}ni=1 into evenly spaced segments of data
D˜n = {(x(i)j·T0:j·T0+T0 , y
(i)
j·T0:j·T0+T0)}ni=1,
which we can re-write as a new data set with n˜ = n · T/T0 samples each with d · T0 dimensional features as follows:
D˜n = {(x˜(j), y˜(j))}n˜j=1.
It follows that the exact BJ procedure achieves coverage by directly applying Theorem 1 in (Barber et al., 2019a) to the
modified data set D˜n.
Appendix D: Experiments
Experimental Setup
Data. We used data from the Medical Information Mart for Intensive Care (MIMIC-III) (Johnson et al., 2016) database,
which comprises the electronic health records for critically-ill patients admitted to an intensive care unit (ICU). From
MIMIC-III, we extracted sequential data for patients on antibiotics, with trajectories up to T = 10 time steps — this resulted
in a data set with n = 5, 833 sequences. For each patient, we extracted 30 variables (lab tests and vital signs) listed in Table
1, based on which predictions are issued.
Variable Names
Age Weight
Temperature Heart rate
Systolic blood pressure Diastolic blood pressure
Mean blood pressure SpO2
FiO2 Respiratory rate
Glucose Bicarbonate (high)
Bicarbonate (low) Creatinine (high)
Creatinine (low) Hematocrit (high)
Hematocrit (low) Hemoglobin (high)
Hemoglobin (low) Platelet (high)
Platelet (low) Potassium (high)
Potassium (low) Billirubun (high)
Billirubun (low) Weight blood cell (high)
Weight blood cell (low) Antibiotics
Norepinephrine Mechanical ventilator
Table 1. Vital signs and lab tests in MIMIC-III.
The follow-up times were varying from one patient to the other, ranging from 4 days to 10 days. This results in a learning
problem with variable-length sequences. Clinical care teams decide when to administer an antibiotic for each patient on a
daily basis — the frequency of antibiotic treatments over time for the entire population is provided in Figure 1. The patient
outcomes under consideration are the white blood cell count (WBCC) — a high white blood cell count is associated with
severe illness and poor outcome for ICU patients (Shuman et al., 2012). The WBCC averaged for all patients over time are
depicted in Figure 2.
Clinical setup. The WBCC levels are medically categories into four levels as follows (Waheed et al., 2003):
 Leucopenic (< 4× 109/L).
 Normal (4− 10× 109/L).
 Leucemoid (10− 25× 109/L).
 Exaggerated Leucemoid (> 25× 109/L).
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Figure 1. Statistics of hospitalization and treatment data.
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Figure 2. Distribution of white blood cell counts over time.
Antibiotic administration in the ICU aims at keeping the WBCC within the normal range. However, the extent by which
an antibiotic affects a patient’s WBCC — if the WBCC reduces significantly and enters the Leucopenic level, then the
patient might encounter further health risks. Thus, we need to predict a patient’s outcome with confidence intervals; if those
intervals overlaps with the Leucopenic and Leucemoid regions, then we should abstain from administering an antibiotic.
We link this setup with our formulation as follows. Each patient’s feature sequence x is a collection of 30 clinical variables
measured repeatedly over T time steps (T ≤ 10). We selected the most relevant 5 among these features, and trained an
RNN model to predict the next-day WBCC for every patient, and use our procedure to construct confidence intervals on
these predictions.
Baselines. We conduct our main experiment with the simple RNN architecture, in addition to LSTMs and GRUs. Further
architectures are also explored later in this Section. We compared our method with 5 baselines for predictive uncertainty
estimation in RNNs that cover the different modeling categories presented in Section 1. The modeling approaches under
consideration and their respective baselines are:
(a) Bayesian RNNs. We implemented the Monte Carlo dropout-based Bayesian RNNs (DP-RNNs) proposed in (Gal &
Ghahramani, 2016b) using the approximate variational inference scheme described in Sections 3 and 4 in (Gal & Ghahramani,
2016b). Dropout is applied to all RNN layers during training and then Monte Carlo dropout is applied for each new test
sequence to collect samples of the model predictions. We compute the confidence intervals by estimating the posterior
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variance of a Gaussian distribution through the Monte Carlo samples and then constructing confidence intervals through the
tails of the Gaussian.
(b) Quantile RNNs. We implemented an quantile RNN forecaster similar to the one proposed in (Wen et al., 2017) using the
quantile loss:
`(y, f) = q (y − f (q))+ + (1− q) (f (q) − y)+,
where (.)+ = max(0, .) and y(q) is the q-th quantile of the prediction target. The parameter q is selected so that the learned
prediction intervals achieve a coverage probability of (1 − α). In order to construct confidence intervals with α-level
coverage, we train the RNN decoder to predict f (1−α/2) and f (1−α/2) in order to recover the lower and upper limits of the
confidence intervals, respectively.
Hyperparameter Tuning and Uncertainty Calibration
To ensure a fair comparison, we fix the hyperparameters of the underlying RNNs in all baselines to the following:
 Number of layers: 1
 Number of hidden units: 20
 Learning rate: 0.01
 Batch size: 150
 Number of epochs: 10
 Number of steps: 1000
The hyperparameters above where tuned to optimize the RMSE performance of the vanilla RNN model. There was no
improvement in the out-of-sample RMSE or discriminative accuracy of all baselines by tweaking these hyperparameters. For
the DP-RNN model, we tuned the dropout rate to optimize its RMSE given the values above for the other hyperparameters,
the optimal dropout value was 0.45.
The (1− α) confidence intervals for all baselines were computed as follows:
 MQ-RNN: The confidence intervals are obtained straightforwardly as the interval bounded by the model’s quantile
outputs [y(α), y(1−α)]. Note that the MQ-RNN is explicitly trained to predict these values.
 DP-RNN: Because DP-based inference approximates a (deep) Gaussian process prosterior, we construct the (1− α)
confidence intervals through the tails of the Gaussian, i.e., the confidence interval is given by [y(α), y(1−α)], where the
limits of the interval are constructed as y(q) = zc(q) ·
√
Vn[{yi}i], where zc(q) is the critical value of the Gaussian at
the q-th quantile, and Vn[{yi}i] is the empirical variance of the Monte Carlo samples of the model.
