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SOMMAIRE 
Nous savons depuis le début du 20e siècle que le monde physique qui nous entoure 
est composé de symétries. Par conséquent, les équations de la physique qui le gou-
verne sont elles-mêmes composées de symétries et leur utilisation permet de simplifier 
grandement ces équations et permet de mieux comprendre les phénomènes physiques. 
Dans notre cas, l'équation qui nous intéresse est l'équation de Riccati. Celle-ci est une 
équation différentielle unidimensionnelle non linéaire pour laquelle une généralisation 
dans les quaternions permet de traiter le cas tridimensionnel. L'équation de Riccati 
ayant un lien direct avec la célèbre équation de Schrodinger, cette généralisation en 
trois dimensions trouve une application directe avec le monde de la physique quan-
tique, une théorie physique qui est développée dans trois dimensions d 'espace et une 
de temps. 
L'objectif premier de ce mémoire est d 'aborder une généralisation de l'équation 
de Riccati dans les biquaternions. Pour ce faire , l'équation de Riccati standard est 
présentée et les quaternions ainsi que les biquaternions sont développés. Puis , afin de 
mieux comprendre l'équation de Riccati tridimensionnelle étudiée dans ce mémoire, 
les groupes de symétries sont utilisés pour trouver des solutions à l'équation non 
linéaire. Enfin, le mémoire se termine avec une solution non triviale de l'équation de 
Schrodinger tridimensionnelle stationnaire. 
ON A THREE-DIMENSIONAL RICCATI EQUATION IN 




We know from the beginning of the 20th cent ury that the physical world around us 
is composed of symmetries. Consequently, the equations of the physics which governs 
it are themselves composed of symmetries and their use makes it possible to simplify 
these equations considerably and allows a better understanding of the physical pheno-
mena. In our case, we are interested by the Riccati equation. This is a one-dimensional 
nonlinear differential equation for which a generalization in the quaternions allows to 
handle the three-dimensional case. Since Riccati equation has a direct link with the 
famous Schrodinger equation, this three-dimensional generalization finds direct appli-
cation in the world of quantum physics, a physical the ory that is developed in three 
dimensions of space and one of time. 
The first objective of this thesis is to treat a generalization of the Riccati equation 
in biquaternions. To do this, the standard Riccati equation is presented and the qua-
ternions as well as the biquaternions are developed. Then, for a better understanding 
of the three-dimensional Riccati equation studied in this paper, groups of symmetries 
are used to find solutions to the nonlinear equation. Finally, the dissertation ends with 
a non-trivial solution of the stationary three-dimensional Schrodinger equation. 
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Introduction 
L'équation de Riccati est une équation différentielle ordinaire non linéaire et non 
homogène d 'ordre un. Il s'agit de la plus simple des équations non linéaires, car si nous 
connaissons une solution, l'équation peut être linéarisée et être complètement résolue. 
Cette équation joue d'ailleurs un rôle très important en physique et en mathématique. 
En effet , celle-ci est intimement liée à la théorie des fonctions de Bessel et nous la 
retrouvons aussi en géométrie différentielle projective. Dans notre cas, nous verrons 
plutôt le lien étroit qu'elle possède avec l'équation de Schr6dinger en physique. Le pre-
mier chapitre comprend un historique de l'équation de Riccati, les principaux résultats 
reliés à cette équation différentielle, quelques applications où nous la retrouvons et une 
généralisation dans les complexes. 
Étant donné l'importance de l'équation de Riccati en physique-mathématique, une 
généralisation dans les biquaternions, et donc dans l'espace, s'impose. Pour arriver à 
cette généralisation, nous allons d'abord présenter les quaternions. Ce corps non com-
mutatif découvert par Hamilton est surtout utilisé pour représenter des rotations dans 
l'espace, mais il permet aussi de généraliser des équations différentielles dans ]R3. Fi-
nalement , en considérant les nombres complexes plutôt que les nombres réels comme 
composantes aux quaternions , nous allons considérer les biquaternions. Le second 
chapitre aborde l'historique des quaternions , plusieurs propriétés des quaternions, les 
biquaternions , la dérivé dans lHI ou lHI(C) et une généralisation de l'équation de Riccati 
dans les biquaternions. Cette généralisation a été publiée dans Journal of Mathemati-
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cal Analysis and Applications dans l'article intitulé: «On a three-dimensional Riccati 
differential equation and its symmetries », (Février 2018) [26]. 
Les symétries sont le troisième sujet étudié dans ce mémoire. Grâce à Galois et à 
Lie, les groupes de symétries sont aujourd'hui très utilisés. Ces groupes apparaissent 
évidemment en géométrie, mais nous les retrouvons maintenant dans plusieurs do-
maines des mathématiques et de la physique. Ainsi, il est possible de trouver les 
groupes de symétries d'une équation algébrique ou d'une équation différentielle. Une 
fois les symétries d'une équation trouvées, nous pouvons aussi utiliser les symétries 
afin de simplifier l'équation et mieux comprendre le phénomène physique. Le troisième 
chapitre inclut une introduction aux symétries, une partie de la théorie des groupes 
de symétries et des exemples où nous trouvons les groupes de symétries de différ~ntes 
équations différentielles. De son côté, le quatrième et dernier chapitre est consacré à 
la réduction par symétrie avec une introduction, une partie théorique et des exemples. 
Évidemment, parmi les exemples des chapitres 3 et 4, nous retrouvons de nou-
veau la généralisation de l'équation de Riccati dans les quaternions publié avec mon 
directeur de recherche [26] . Le dernier chapitre se termine d 'ailleurs en donnant une 




Equation de Riccati standard 
Dans ce chapitre, nous allons traiter principalement de l'équation de Riccati dans 
les réels (lR). Nous ferons d'abord un bref historique de l'équation [7 , 28, 37]. Par la 
suite, nous donnerons les principaux résultats liés à cette équation. Puis, nous regarde-
rons quelques applications dans lesquelles l'équation de Riccati apparaît . Finalement, 
nous terminerons le chapitre avec un aperçu de l'équation de Riccati généralisée dans 
les complexes. 
1.1 Historique 
En 1694, John Bernoulli (1667-1748) s 'intéresse à l'équation yi = y2 + x2 i , mais 
celui-ci, dans des lettres envoyées à Leibniz (1646-1716) , admet être incapable de la 
résoudre. euf ans plus tard , son frère James Bernoulli (1654-1705) trouve la solution 
sous forme de séries de puissances. En 1724, dans Acta Eruditorum, Jacopo Francesco 
i. Le prime (/) représente la dérivée par rapport à la variable indépendante de la variable dépen-
dante. Ainsi, pour le reste du chapitre y' := ~~ où y est une fonction qui dépend de x. 
Chapitre 1. Équation de Riccati standard 4 
Riccati (1676-1754) discute de la forme plus générale 
(1.1 ) 
où a, b, n E lR. , mais sans trouver les solut ions. L'année suivante , Daniel Bernoulli 
(1700-1782) publiera dans la même revue les solut ions de l'équation (1.1) pour les 
valeurs de n où la solut ion contient un nombre fini de termes. 
L'équation (1.1) peut encore être généralisée sous la forme 
yi + a(x)y2 + b(x)y + c(x) = 0 (1.2) 
où a(x), b(x) et c(x) sont des fonctions réelles. Il s'agit d 'une équation différent ielle 
ordinaire non linéaire à laquelle nous ferons référence dans ce document lorsque nous 
parlerons de l'équation de Riccati. 
Par la suite , Leonhard Euler (1707-1783) s'est aussi intéressé à l'équation de Riccati 
(1.2); nous lui devons d'ailleurs les théorèmes 1.1 et 1.2 de la prochaine section. 
D'aut res mathématiciens dont D'Alembert (1717-1783), Liouville (1809-1882), SchHifli 
(1814-1895), Cayley (1821-1895) et Picard (1856-1941) , pour ne nommer que ceux-ci, 
se sont également penchés sur cette équation. D'Alembert a d 'ailleurs été le premier 
a ut iliser le nom de Riccati pour l'équation (1.2). 
De nos jours, l'équation de Riccati est utile dans de nombreux domaines. En effet , 
elle apparaît , entre aut res, en mécanique quant ique, en thermodynamique statistique, 
ainsi qu 'en cosmologie [12, 30, 35] . De plus, elle est intimement liée aux fonctions de 
Bessel qui apparaissent elles-mêmes dans plusieurs autres domaines [37]. 
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1.2 Résultats 
Dans cette section, nous allons présenter les principaux résultats associés à l'équa-
tion de Riccati (1.2). Nous aborderons d 'abord les cas où nous connaissons une ou 
plusieurs solutions, puis nous traiterons les autres résultats , dont la transformation 
en une équation canonique et la transformation en une équation d'ordre deux. 
1.2.1 Résolution avec solutions particulières 
En général , Liouville a montré que l'équation de Riccati (1.2) n 'est pas résoluble. 
Toutefois, la situation est différente si nous connaissons une ou plusieurs solutions 
particulières [7, 15]. Dans ce qui suit , nous regarderons ce qui se passe lorsque nous 
connaissons respectivement une , deux, trois ou quatre solutions particulières de l'équa-
tion (1.2). 
Théorèm e 1.1 (Théorème d 'Euler) . [7, 15, 37] Si nous connaissons une solution 
particulière Yo de l'équation (1. 2) , alors l'équation de Riccati se réduit à une équation 
de Bernoulli non linéaire en posant y = Yo + z . La solution générale est alors obtenue 
par deux quadratures. 
Preuve 
En posant y = yo(x) + z (x) , l'équation (1.2) devient 
yb + a(x)Y6 + b(x)yo + c(x) + z' + a(x)(2yo z + Z2) + b(x) z = O. 
Puisque Yo est une solution particulière, alors 
yb + a(x)Y6 + b(x)yo + c(x) = O. 
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Par conséquent, des deux dernières équations, nous avons 
z' + a(x)z2 + (2a(x)yo + b(x))z = 0 
qui est une équation de Bernoulli non linéaire. Ainsi, la solution générale peut être 
obtenue par deux quadratures. • 
Théorème 1.2 (Théorème d'Euler). [7, 37] Si nous connaissons deux solutions par-
ticulières YI et Y2 de l'équation (1.2), alors la solution générale est donnée par 
Y-YI J 
-- = kexp a(x)(Y2 - YI)dx 
Y - Y2 
(1.3) 
où k est une constante d'intégration. 
Preuve 
Puisque YI est une solution de l'équation (1.2), alors y~ = -a(x)yf - b(X)YI - c(x). 
Par conséquent, 
y' - y~ = -a(x)y2 - b(x)y - c(x) + a(x)yi + b(X)YI + c(x) 
Ç:} (y - Yd = -a(x)(y2 - yi) - b(x)(y - yd 
Ç:} (y - yd = -a(x)(y + YI)(Y - YI) - b(x)(y - YI) 
(y - YI)' 
Ç:} = -a(x)(y + YI) - b(x) 
Y - YI 
Ç:} (ln (y - YI))' = -a(x)(y + YI) - b(x). 
De la même façon, puisque Y2 est une solution de l'équation (1.2), 
(ln (y - Y2))' = -a(x)(y + Y2) - b(x). 
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Ainsi, des deux dernières équations, nous avons 
(ln (y - YI))' - (ln (y - Y2)) ' = (-a(x)(y + YI) - b(x)) - (-a(x)(y + Y2) - b(x)) 
Ç} (ln ( ~ = ~: ) )' = a(x)(Y2 - Yd 
Ç:? ln ( y - YI ) = j a(x)(Y2 - Yl)dx + k1 ii Y - Y2 
Y-YI j Ç:? = kexp a(x)(Y2 - Yddx. 
Y - Y2 
Remarque 1.3. Notons qu'en isolant Y dans l'équation (1.3), nous obtenons 
kY2 exp (J a(x)(Y2 - Yl)dx) - YI 
Y= kexp (J a(x)(Y2 - Yl)dx) - 1 
où k est une constante d'intégration. 
• 
(1.4) 
Théorèm e 1.4 (Théorème de Weyr et Picard) . [7, 15, 37] Si nous connaissons trois 
solutions particulières YI, Y2 et Y3 de l'équation (1.2), alors la solution générale est 
donnée sans intégration par 
où k est une constante. 
Preuve 
(y - Yl)(Y3 - Y2) = k 
(y - Y2)(Y3 - YI) 
Du théorème 1.3, nous avons 
Y - YI j 
-=---'-- = k1 exp a(x)(Y2 - Yl)dx. Y - Y2 
(1.5) 
ii . Pour tout le mémoire, sauf indications contraires, Vi E N, Ci et k i sont des constantes arbitraires. 
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Ainsi, pour une certaine constante k2 , nous avons 
-'----Y3_------'Y'-1 = k2 exp J a(x)(Y2 - Yddx. Y3 - Y2 
En multipliant par k2 la première équation et par kl la seconde, nous obtenons 
Puisque le rapport ~ est une constante, 
(y - YI)(Y3 - Y2) = k 
(y - Y2)(Y3 - YI) . 
Remarque 1.5. Notons qu'en isolant Y dans l'équation (1.5), nous obtenons 




Remarque 1.6. [15] Le rapport anharmonique de quatre solutions de l'équation de 
Riccati (1.2) est constant. De plus, la solution générale est une fonction rationnelle 
de la constante d'intégration. Ainsi, si Y = ~7~!7~ où k est une constante et où fI , h , 
h et f4 sont des fonctions en x, alors Y est une solution d'une certaine équation de 
Riccati. 
Théorème 1.7 (Théorème de Weyr et P icard) . [7, 37] Si nous connaissons quatre 
solutions particulières YI, Y2, Y3 et Y4 de l'équation (1. 2), alors 
où k est une constante. 
(YI - Y2)(Y3 - Y4) = k 
(YI - Y4)(Y3 - Y2) (1.7) 
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Preuve 
Ceci découle directement du théorème 1.4 en remplaçant y par YI , YI par Y2 et Y2 par 
De plus, l'équation (1.7) est équivalente à 
(YI - Y2)' + (Y3 - Y4)' (YI - Y4)' (Y3 - Y2)' = o. 
~-~ ~-~ ~-~ ~-~ 
En effet, en dérivant l'équation (1.7), nous obtenons 
(YI - Y2)' (Y3 - Y4)(YI - Y4)(Y3 - Y2) 
+(YI - Y2)(Y3 - Y4)'(YI - Y4)(Y3 - Y2) 
- (YI - Y2)(Y3 - Y4) (YI - Y4)' (Y3 - Y2) 
-(YI - Y2)(Y3 - Y4)(YI - Y4)(Y3 - Y2)' = o. 
• 
(1.8) 
Puis, en divisant tous les termes par (YI - Y2)(Y3 - Y4) (YI - Y4) (Y3 - Y2) , nous obtenons 
l'équation (1.8). 
1.2.2 Autres résultats 
Regardons maintenant ce qui se passe avec l'équation de Riccati (1.2) si nous 
ne connaissons pas de solutions particulières. Tout d'abord , nous remarquons que si 
a(x) = 0, alors l'équation (1.2) est une équation linéaire de Bernoulli. Ainsi , la solution 
est donnée par 
Y = ke- fb(x)dx - e- fb (x)dx J c(x)efb(x)dxdx (1.9) 
où k est une constante [15]. D'ailleurs, en faisant un changement de variable, le même 
phénomène se produit si l'équation est homogène, c.-à-d. si c(x) = o. 
Théorème 1.8. Si c(x) = 0, alors la solution de l'équation (1.2) est donnée par Y = ~ 
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où 
v = keJ b(x)dx + eJ b(x)dx J a(x )e- J b(x)dxdx 
et k est une constante . 
Preuve 
Avec c(x) = 0, en posant v = 1., l'équation (1.2) devient y 
Vi - b(x)v = a(x) 
qui est une équation de Bernoulli linéaire. La solution est alors donnée par 
v = keJb(x)dx + eJb(x)dx J a(x)e- Jb(x)dxdx 




L'équation de Riccati (1.2) peut aussi être réécrite sous une forme canonique en 
faisant un changement de variable [37] . Elle prend alors la forme suivante : 
u' +u
2 
= v(x) (1.11) 
où 
et 
2a2 y + ab - a' ... 
u= .111 
2a 
Cette dernière équation est d'ailleurs celle que nous allons généraliser dans les biqua-
ternions au chapitre 2. 
Finalement, l'équation de Riccati (1.2) peut toujours être transformée en une équa-
iii. Pour alléger les équations, a(x), b(x) et c(x) ont été remplacées respectivement par a, b et c. 
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tion différentielle ordinaire linéaire homogène d 'ordre deux [7, 15, 37] 
u" + P(x)u' + Q(x)u = O. (1.12) 
Pour ce faire, il suffit de poser y = a(~)u· Ainsi , P(x) = b(x) - :gl et Q(x) = a(x)c(x). 
La transformation inverse est aussi possible en posant y = ~ (transformation de 
Cole-Hopf) . De cette façon, l'équation (1.12) devient l'équation (1.2) avec a(x) = 1, 
b(x) = P(x) et c(x) = Q(x) . 
Ainsi, la théorie de l'équation de Riccati est équivalente à la théorie des équa-
tions différentielles linéaires homogènes d'ordre deux. Cette équivalence est sans aucun 
doute l'aspect le plus important de l'équation de Riccati [37]. 
1.3 Applications 
Dans cette section, nous allons aborder différentes applications de l'équation de 
Riccati. Nous discuterons de l'équation de Schrodinger , de la chute d'un corps et des 
fonctions de Bessel. Évidemment, plusieurs autres sujets pourraient être mentionnés 
ici, mais nous avons décidé de nous limiter à ceux-ci. 
1.3.1 Équation de Schr6dinger 
L'équation fondamentale de la mécanique quantique non relativiste est l'équation 
de Schrodinger [) n2 
in7:l 'lj.; (t , f) = --6.'lj.; (t , f) + V(t, f) 'lj.; (t , f) 
ut 2m 
(1.13) 
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où i est l'unité imaginaire, 'fi est la constante de Planck réduite, ~ est le laplacien, t 
est le temps, r est la position de la particule, V est l'énergie potentielle et 'Ij; est la 
fonction d 'onde (complexe). 
Maintenant , si nous considérons l'équation de Schrodinger stationnaire en une 
dimension, nous obtenons 
- 'Ij;" + q(x) 'Ij; = 0 (1.14) 
où q (x) est le potentiel. 
Cette dernière équation est une équation différentielle ordinaire linéaire homogène 
d'ordre deux et , par conséquent, elle peut être réécrite comme une équation de Riccati 
canonique (1.11) en posant u = ~. Ainsi , l'équation (1.14) devient 
ut + u2 = q(x) . (1.15) 
De plus, l'opérateur de Schrodinger - d~2 + q(x) peut être factorisé par 
-~ + q(x) = - (~ + U(X) ) (~ - U(X) ) dx2 dx dx (1.16) 
si et seulement si l'équation (1.15) est satisfaite [6, 21]. 
1.3.2 Chute d'un corps avec résistance 
Un problème simple où l'équation de Riccati apparaît est la chute d'un corps où la 
résistance varie proportionnellement au carré de la vitesse [7]. Ce type de résistance 
se retrouve, entre autres, lorsque nous considérons le saut d 'un parachutiste avant 
qu'il ouvre son parachute. En effet , dans ce cas, la vitesse du parachutiste correspond 
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où m est la masse du corps, v est la vitesse du corps, t est le temps écoulé, K est 
le coefficient de frottement et 9 est la force gravitationnelle. L'équation (1.17) est 
équivalente à l'équation de Riccati 
et la solution est donnée par 
1 K 2 
V + -v - 9 = 0 
m 
rm (ert - ce-rt ) v--
K ert + ce-rt 
où r = Ilff- et c est une constante qui dépend des conditions initiales [7]. 
1.3.3 Fonctions de Bessel 
(1.18) 
(1.19) 
Les fonctions de Bessel apparaissent dans plusieurs problèmes mathématiques et 
physiques. Il s'agit des fonctions qui sont les solutions de l'équation différentielle de 
Bessel [37] 
(1.20) 
Pour Œ E Z, les solutions sont données par 
00 (-I)P (x)2P+a 
ua(x) = ~ p!(p + Œ)! 2 . (1.21) 
Sinon, pour Œ E IR , nous avons le même type de solutions, mais nous devons faire 
intervenir la fonction gamma qui permet d'appliquer la factorielle sur un nombre qui 
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n 'est pas un entier. Ainsi, les solut ions sont données par 
00 ( - 1 )P (X) 2p+a 
U a (X)=:;p!f(p +a +1) "2 . (1.22) 
Le lien entre les fonctions de Bessel et l'équation de Riccati vient du fait que 
l'équation différentielle de Bessel (1.20) peut être transformée en une équation de 
Riccati (1.2) . En effet , puisque l'équation (1.20) est équivalente à 
1 X2 - a 2 
u" + - u + 2 U = 0 
x x 
(1.23) 
qui est une équation différent ielle ordinaire linéaire homogène d 'ordre deux comme 
l'équation (1.12) , alors en posant y = ~, celle-ci peut être t ransformée en l'équation 
de Riccati suivante : 
1 X2 - a 2 1 2 0 Y + Y + - y + 2 = . 
X X 
(1.24) 
Ainsi , en appliquant le procédé inverse, nous pouvons t rouver les solutions de l'équa-
tion de Riccati (1.24) en utilisant les fonctions de Bessel. 
1.4 Équation de Riccati complexe 
Dans cett e section, nous aborderons l'équation de Riccati généralisée dans les com-
plexes. Cela nous permettra de mieux comprendre la généralisation dans les biqua-
ternions au chapitre 2. Nous donnerons d 'abord une première généralisation intuitive 
qui permet de généraliser plusieurs résultats obtenus précédemment. Puis, nous don-
nerons une deuxième généralisation qui nous permet tra de conserver le lien qui unit 
l'équation de Schrodinger et l'équation de Riccati. 
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1.4.1 Première généralisation 
Une première généralisation de l'équation de Riccati dans les complexes est donnée 
en utilisant l'équation de Riccati (1.2) avec des fonctions complexes [13]. Ainsi , la 
généralisation est donnée par 
dw 
dz + a(z)w2 + b(z)w + c(z) = 0 (1.25) 
où west une fonction complexe inconnue qui dépend de z et où a(z), b(z) et c(z) sont 
des fonctions complexes connues. 
À partir de cette généralisation, tous les résultats obtenus précédemment sont 
encore valides et la plupart des démonstrations sont données dans [13]. 
Nous insistons ici sur le fait que comme dans le cas réel, l'équation (1.25) peut 
toujours être transformée en une équation différentielle linéaire homogène d 'ordre 2 
d2u du 
dz2 + P(z) dz + Q(z)u = 0 (1.26) 
en posant w = a(:)u ' À l'inverse, l'équation (1.26) peut être transformée en une équa-
tion de Riccati (1.25) en posant w = ~. 
1.4.2 Seconde généralisation 
Dans la section 1.3, nous avons été en mesure de faire un lien entre l'équation 
de Schrodinger stationnaire de dimension un (1.14) et l'équation de Riccati (1.2). 
Bien entendu, nous aimerions avoir le même lien entre l'équation de Schrodinger 
stationnaire de dimension deux et l'équation de Riccati complexe. Pour ce faire, nous 
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devons utiliser une autre approche pour généraliser l'équation de Riccati dans les 
complexes. 
La deuxième approche consiste à généraliser la forme canonique de l'équation de 
Riccati. Ainsi , l'équation (1.11) devient 
8zQ(z) + IQ(z)1 2 = V(Z) (1.27) 
où 8z = ~ (ox + ioy), Q(z) est une fonction complexe et v(z) est une fonction réelle. 
En utilisant cette généralisation, l'équation de Schr6dinger stationnaire de dimension 
deux 
- '1//' + q(x, y)'ljJ = 0 (1.28) 
est reliée à l'équation de Riccati complexe (1.27) [16 , 19]. 
De plus, les résultats obtenus précédemment sont encore valides pour cette géné-
ralisation [16] et l'équation (1.27) apparaît entre autres dans la mécanique quantique 
supersymétrique [4] . 
Chapitre 2 
Quaternions 
Ce second chapitre concerne principalement les quaternions, mais les biquaternions 
seront aussi présentés, ainsi qu'une généralisation de l'équation de Riccati . Nous don-
nerons d 'abord un bref hist orique de la découverte des quaternions [1, 8, 11]. Puis, 
nous allons présenter les quaternions et quelques résultats qui s'y rattachent. Par 
la suite, nous aborderons les grandes lignes des biquaternions. Cela nous permettra 
ensuite de bien définir la dérivée quaternionique et biquaternionique. Enfin, nous ter-
minerons ce chapitre avec la généralisation de l'équation de Riccati canonique (1.11) 
dans les quat ernions et dans les biquaternions. 
2.1 Historique 
Le 4 mai 1748, Leonhard Euler (1707-1783) envoie une lettre à Christian Gold-
bach (1690-1764) dans laquelle il fait référence aux quaternions. Toutefois, celui-ci 
ne les ment ionne pas explicitement et n 'ayant probablement pas reconnu le caractère 
fondamental de cette structure, il les utilise uniquement d 'une façon vectorielle. 
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Cent ans plus tard, Olinde Rodrigues (1795-1851) utilise des nombres similaires 
aux quaternions pour décrire les rotations dans un espace à trois dimensions. Par la 
suite, Carl Frederick Gauss (1777-1855) travaillera aussi sur les quaternions , mais il 
ne publiera aucun résultat. 
En 1833, le mathématicien irlandais, Sir William Rowan Hamilton (1805-1865) 
montre que les nombres complexes forment une algèbre. Puis pendant plus de dix 
ans, il essaie de montrer que la même chose est possible avec des triplets (2 unités 
imaginaires) , mais sans succès. Grâce à Frobenius (1843-1917), nous savons aujour-
d'hui que cela est impossible (une analyse rapide de ce cas est donnée immédiatement 
après l'historique) . 
Enfin, le matin du 16 octobre 1843, alors qu'il marche avec sa femme sur le bord du 
Canal Royal à Dublin, Hamilton a une inspiration soudaine et il réalise que s'il utilise 
trois unités imaginaires, plutôt que deux, son problème est résolu. Ainsi , pour être 
certain de ne pas oublier sa solution, il grave i 2 = l = k2 = ij k = -1 sur les pierres 
du pont Broome (les pierres ont été remplacées par une plaque commémorative). La 
découverte des quaternions est une des découvertes les mieux documentées des ma-
thématiques, car immédiatement après cet événement, Hamilton a écrit une lettre à 
son fils Archibald où il lui raconte tous les détails de cette découverte. D'ailleurs, 
chaque année, le 16 octobre, le département de mathématiques de l'université natio-
nale d 'Irlande refait la marche d 'Hamilton jusqu'au pont Broome pour commémorer 
sa découverte [5]. 
Finalement, le premier article sur les quaternions paraît le 14 novembre 1843 dans 
le livre du conseil de l'Académie Royale. Pour ce qui est du mot quaternion, celui-ci 
signifie ensemble de quatre en latin, mais surtout Tétractys en Grec. Le Tétractys est 
à la base de presque tout pour les pythagoriciens et nous savons qu'Hamilton aimait 
beaucoup la symbolique des pythagoriciens. Plus de détails sur ce sujet sont donnés 
dans [1]. 
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2.1.1 Impossibilité des triplets 
Hamilton savait que les nombres complexes pouvaient être ut ilisés pour représenter 
des rotations dans le plan . Par conséquent , il cherchait une algèbre ut ilisant des triplets 
pour pouvoir , entre autres, représenter des rotations dans l'espace t ridimensionnel. 
Voyons maintenant rapidement pourquoi l'idée des triplets ne fonctionne pas [5]. 
Prenons comme base (1, i, j ) tel que i 2 = l = - 1. Puisque nous voulons une 
algèbre, la mult iplication doit être fermée. Regardons maintenant les différentes pos-
sibilités pour la .mult iplication de i avec j. 
1. Si ij = ± 1, alors iij = ±i. Toutefois, iij = i2 j 
cont redit le fait que (1, i, j) est une base. 
-J. Ainsi, j =fi et cela 
2. Si i j = ±i, alors ii j = ± i2 = =f 1. Toutefois, iij = i 2j = - j. Ainsi, j = ±1 et 
cela cont redit le fai t que (1, i , j) est une base. 
3. Si ij = ±j, alors ijj = ±j2 = =f1. Toutefois, ijj = ij2 = -i. Ainsi, i = ± 1 et 
cela cont redit le fait que (1 , i, j) est une base. 
4. Si i j = 0, alors ii j = i jj = 0 et par conséquent , i = j = O. 
Ainsi, l'idée des triplets (1, i,j) avec i 2 = j2 = - 1 ne fonctionne pas. Le cas où i 2 = - 1 
et l = 1 ne fonctionne pas non plus, de même que le cas où i 2 = j2 = 1. 
Puisque les t riplets ne fonctionnent pas, nous devons rajouter une nouvelle unité 
à la base. Ainsi, nous pouvons créer les quaternions (1, i , j, k) avec i 2 = j2 = k2 = - 1 
ou les nombres bicomplexes (1, il , i2 , j) avec if = i~ = - 1 et l = 1. 
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2.2 Quaternions 
Dans cette section, nous allons définir les quaternions et les opérations sur ceux-ci 
en ut ilisant la même approche que dans [8] . Puis, nous allons regarder les princi-
pales propriétés de ce corps non commutatif. Enfin, nous verrons les t ransformations 
géométriques dans IR3 et dans IR4 . 
2.2.1 Construction des quaternions 
Les quaternions sont des nombres hypercomplexes qui sont définis comme suit: 
Définit ion 2.1. L'ensemble des quaternions est noté lHI où 
lHI = {x ix = (xo, Xl, X2, X3), Xk E IR, k = 0, 1, 2, 3}. 
Les coordonnées de X sont données par xo, Xl, X2 et X3. De plus, si X et y sont deux 
quaternions, alors X et y sont égaux si et seulement si les coordonnées placées au 
même endroit sont égales : X k = Yk, k = 0, 1, 2,3. 
Sur cet ensemble de nombres, nous pouvons définir l'addit ion, la mult iplication 
par un scalaire et la mult iplication standard. 
D éfinition 2.2 . L'addit ion de deux quaternions X et y est donnée par 
La multiplication d 'un quaternion x par un scalaire À où À E IR est donnée par 
Chapitre 2. Quaternions 
La multiplication de deux quaternions x et y est donnée par 
xy = (xoYo - XlYl - X2Y2 - X3Y3, XOYI + XlYO + X2Y3 - X3Y2, 
XOY2 - XlY3 + X2YO + X3Yl, XOY3 + XlY2 - X2Yl + X3YO). 
Voici maintenant un exemple des opérations de la dernière définition. 
Exemple 2.3. Soit À = 10, x = (1,2,3,4), Y = (5,6,7,8), alors 
ÀX = (10,20,30,40), 
x + y = (6,8,10,12), 
xy = (-60,12,30,24), 
yx = (-60,20,14,32). 
21 
De cet exemple, nous remarquons que la multiplication de deux quaternions n'est 
pas commutative. Cela implique aussi qu'en général, (xy)2 # x2y2. 
Remarque 2.4. La définition de la multiplication correspond à la multiplication dans 
~4 avec la base canonique: eo = (1,0,0,0), el = (0,1,0,0), e2 = (0,0,1,0) et e3 = 
(0,0,0,1) où eo est l'élément neutre de la multiplication et où les autres éléments de 
la base satisfont les deux relations suivantes : 
Théorème 2.5. [22] Les quaternions munis de l'addition et de la multiplication 
forment un corps non commutatif. 
Preuve 
Pour montrer que les quaternions forment un corps non commutatif, nous devons 
i. Il s'agit du delta de Kronecker, bij = 0 si i =1- j et bij = 1 si i = j. 
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montrer que (lHl, +) et que (lHl- {a} , *) ii forment des groupes et que la multiplication 
est distributive sur l'addition. 
Par définition de l'addition, (lHl, + ) forme un groupe, car (IR, +) est un groupe. 
L'élément neutre additif est donné par (a, a, a, 0) et l'inverse additif d'un élément 
x = (Xo, Xl, X2, X3) est donné par -x = (-Xo, - Xl, -X2, -X3). 
Par définition de la multiplication (lHl - {a} , *) est fermé, car la multiplication sur 
IR est fermée. De plus, en développant les termes, nous remarquons que (lHl- {a} , *) est 
associatif. Finalement , l'élément neutre de la multiplication est donné par (1 , a, a, 0) 
et l'inverse multiplicatif d 'un élément X = (Xo, Xl, X2, X3) # (a, a, a, 0) est donné par 
Finalement , puisque si x, y , z E lHl nous avons x(y + z ) = xy + xz et (x + y) z = 
XZ + yz, alors (lHl, +, *) forme un corps non-commutatif. • 
Théorème 2.6. [8J lHl est un espace vectoriel sur le corps des réels. 
Preuve 
Il suffit de vérifier les propriétés d 'un espace vectoriel. 
1. (lHl, +) est un groupe commutatif. 
2. Si a, b E IR et v, w E lHl, alors: 
• a(v + w) = av + aw et (a + b) v = av + bv (distributivité à gauche), 
• (ab)v = a(bv) (associativité), 
• Iv = v (élément neutre). 
• 
ii. Le symbole * représente la multiplication quaternionique de la définition 2.2 
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Corollaire 2.7. lHI form e une algèbre de division sur IR. 
Preuve 
D'après le théorème 2.5, (H, +, *) est un corps, donc un anneau. D'après le théorème 
2.6 , lHI est un espace vectoriel sur IR. Enfin, 'IIx, y E lHI et 'II>" E lR, 
>..(ab) = (>..a)b = a(>"b). 
Ainsi, lHI est une algèbre de division sur IR. • 
Dans les livres, différentes notations sont utilisées pour représenter un quaternion. 
En effet, un quaternion x est parfois écrit 
Par souci de commodité, nous utiliserons la dernière forme qui se traduit par 
3 
X = L Xkek = xoeo + Xlel + X2e2 + X3 e3 i ii. 
k=O 
Finalement , voici quelques notations supplémentaires qui nous serons utiles pour 
la suite. 
• Xo est la partie scalaire de x que nous notons Sc (x) , 
• Xl el + X2e2 + X3e3 est la partie vectorielle de x que nous notons x ou Vec (x), 
• Xo - x est le conjugué quaternionique de x que nous notons X, 
• JX5 + XI + x§ + x~ est le module ou la valeur absolue de x que nous notons Ixl. 
iii. eo est souvent omis, car il s'agit de l'élément neutre de la multiplication. 
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2.2.2 Propriétés des quaternions 
Voyons maintenant quelques propriétés des quaternions. Pour plus de légèreté, la 
plupart des preuves sont données dans l'annexe A. 
Théorème 2.9. [8] Soit x, y E !HI, alors: 
1. Sc (x) = X!X, 6. xy = yx, 
2. x-x x = -2-' 7. x = x, 
3. xx = xx = Ix12, 8. Ixyl = Ixllyl , 
4· -1 x =J 0 x =W'x , 9. Ixl = I-xl = Ixl, 
5. x + y = x + y, 
Preuve 
Voir l'annexe A. • 
1 
1. x = -2 (x + e1 xe1 + e2xe2 + e3xe3), 
1 
2. Xo = 4: (x - e1 xe1 - e2xe2 - e3xe3), 
Preuve 
Voir l'annexe A. • 
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Théorème 2.11. [8] Soit x, y E IHI, alors : 
1. ISc (x)1 :::; Ixl et Ixl :::; Ixl, 
2. Ix + yi:::; Ixl + Iyl (inégalité du triangle), 
3. Ilxl-lyll :::; lx - yi· 
Preuve 
Voir l'annexe A. 
Théorème 2.12. La valeur absolue 1 . 1 est une norme. 
Preuve 
Tout d 'abord, pour x E IHI, 
De plus , du théorème précédent, nous avons 
\Ix, y E IHI, lx + yi :::; Ixl + Iyl· 
Enfin, \lÀ E lR. et pour x E IHI, 
IÀxl = V( ÀXO)2 + (ÀX1)2 + (ÀX2)2 + (ÀX3)2 
= V À2XÔ + À2xi + À2x~ + À2X~ = V À2(XÔ + xi + x~ + x~) 
= IÀIVxô + xi + x~ + x~ = IÀllxl. 
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R emarque 2.13. En utilisant la distance euclidienne Ix-yi, 1HI est un espace métrique 
complet. 
Dans la définition 2.8, nous avons vu qu'un quaternion peut être décomposé en une 
partie scalaire et une partie vectorielle. Lorsque la partie scalaire vaut 0, nous avons 
uniquement une partie vectorielle et nous dirons que le quaternion est un vecteur 
(ou un quaternion pur). Nous devons donc définir le produit scalaire et le produit 
vectoriel. 
Définition 2.14. Le produit scalaire entre deux quaternions x et y est défini par 
Si x . Y = 0, nous disons que x et y sont orthogonaux. 
De cette définition, nous avons x . y = XlYI + X2Y2 + x3Y3 qui correspond parfai-
tement au produit scalaire entre deux vecteurs. 
Définition 2.15. Le produit vectoriel entre deux vecteurs x et y est défini par 
el e2 e3 
x x y = Xl X2 X3 = (X2Y3 - x3Y2)el + (X3YI - xIY3)e2 + (XIY2 - x2YI)e3. 
YI Y2 Y3 
Ainsi, de ces deux définitions, les multiplications entre deux quaternions et entre 
deux vecteurs sont données respectivement par 
xY = xoYo + xoY + Yox - x . y + x x y (2.1) 
et 
x y = -x ' y + x x y . (2.2) 
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De ces deux égalités, nous obtenons les équivalences données dans le prochain 
théorème. 
Théorème 2.16. [8] Soit x, y E lHI, alors: 
1. x· y = -Sc (x y ) = -~(xy + yx ), 
2. x x y = Vec(xy) = Hxy - yx ), 
3. x 2 = -lxI 2 . 
Preuve 
Voir l'annexe A. • 
Nous avons vu qu'il faut faire attention lorsque nous manipulons les quaternions, 
car la multiplication n'est pas commutative. Toutefois, il ne s'agit pas de la seule 
particularité dont il faut se méfier. 
Théorème 2.17. [8] Soit x , y E lHI, alors: 
1. x = x =1=- 0 si et seulement si x 2 est réel et négatif, 
2. x = Xo =1=- 0 si et seulement si x2 est réel et positif, 
3. x2 = y2 n'implique pas nécessairement x = ±y, 
4. x est un nombre réel si et seulement si Vy E lHI, yx = xy. 
Preuve 
Voir l'annexe A. • 
Le prochain théorème est très important, car il nous permet de réécrire les quater-
nions d'une autre façon. Ce résultat est l'analogue de la forme polaire que nous avons 
avec les nombres complexes. 
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Théorème 2.18 (Forme polaire). [8] Soit x E lHI avec x =1- 0, alors x = Ixl(cos<p + 
w (x) sin 'l') 
Preuve 
xo 
où cos '1' = ~' sin '1' = El 
Ixl 
x 
et w (x) =~. 
La preuve est purement algébrique et elle utilise le fait que Ixl et Ixl sont des nombres 
réels. Ainsi, 
Ixl (xo x Ix l) 
x = xo + x = xo + x~ = Ixl ~ + ~~ 
(
XO x Ix l) . 
= Ixl ~ + ~~ = Ixl(cos<p + w (x) sm<p). 
• 
Exemple 2.19. Soit x = J3 + 2el + 2e2 + e3, alors '1' = ~ , Ixl = .JI2 et Ixl = 3. 
Ainsi , 
Enfin, nous avons l'équivalent de la formule de De Moivre qui facilite beaucoup 
l'exponentiation dans les quaternions. 
Corollaire 2.20 (Formule de De Moivre). [8] Soit x = Xo + x E lHI où x =1- 0 et n E '!L, 
alors 
( cos '1' + w ( x ) sin '1' r = cos n<p + w ( x) sin n<p. 
Preuve 
Voir l'annexe A. • 
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2.2.3 Transformations géométriques 
Comme nous l'avons dit plus tôt, il n 'existe pas d 'algèbre équivalente à l'espace 
t ridimensionnel. Toutefois, en rajoutant une dimension, nous avons les quaternions. 
Il est donc commun d 'ut iliser la partie vectorielle des quaternions pour représenter 
l'espace en trois dimensions. En effet , il suffit d 'associer le quat ernion pur q = Xel + 
ye2+ze3 au point (x, y, z) de ]R3. À part ir de cette représentation , il est facile d 'utiliser 
les quat ernions pour représenter les différentes t ransformations géométriques en trois 
dimensions et même en quatre dimensions [8]. 
Avant d 'aborder les t ransformations, nous devons d 'abord présenter les automor-
phismes et les involut ions, car les t ransformations géométriques dans l'espace sont 
directement reliées à ces concepts . 
D éfinit ion 2.21. Un automorphisme m est une application bijective m qui va d 'un 
espace à lui-même et qui satisfait la propriété m(xy) = m(x)m(y) où x, y sont des 
éléments de l'espace. 
R em arque 2.22. Si m(xy) = m(y)m(x), alors m est un antiautomorphisme. 
D éfinit ion 2.23 . Une involut ion est une application bijective qui est sa propre réci-
proque. Ainsi, si 1 est une application bijective, f est une involut ion si et seulement 
·1 1- 1 Si = . 
Regardons maintenant trois applications qui sont des involut ions : 
1. La conjugaison est l'application x I--? X. 
2. L'involut ion principale est l'application x I--? X où X = e2xe;-1 . 
3. La réversion est l'application x I--? i; où i; = î = x. Elle correspond à la compo-
sit ion de la conjugaison et de l'involution principale. 
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Ainsi , nous avons que si x E lHI, alors 
Parmi ces involutions, la conjugaison et la réversion sont des antiautomorphismes, 
alors que l'involution principale est un automorphisme. 
Le prochain théorème est très important , car il est à la base des rotations dans 
l'espace. 
Théorèm e 2.24 (Rodrigues-Porteous). [8] Un automorphisme ou un antiautomor-
phisme m de l'algèbre lHI peut toujours être représenté par 
m(x) = Xo + h(x), x E lHI 
où h est un automorphisme orthogonal dans ]R3. 
Preuve 
Voir l'annexe A. • 
Voyons maintenant une autre application importante des quaternions qui nous 
permettra de faire des rotations dans ]R3. 
Définition 2.25. L'application py est définie comme suit: 
lHI ---+ lHI 
py : où y i- 0 E lHI. 
x 
Cette application possède plusieurs propriétés intéressantes qui sont données dans 
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le prochain théorème. 
Théorèm e 2.26. [8] Pour x, Xl E IHI et À, X E IR, l'application py possède les proprié-
tés suivantes : 
1. Py(Àx + XXi) = ÀPy(x) + Xpy(XI) , 
2. py(xxl) = py(x)py(xl), 
3. py est un automorphisme isométrique sur IHI, 
4. le produit scalaire canonique dans IR4 est invariant sur l 'application Py, c.-à-d. 
py (x) . py (Xl) = X . Xl, 
5. pypy' = Pyy', 
6. Py est homomorphe par rapport au produit vectoriel, c. -à-do py (x) x py (x' ) 
py(x x x ' ). 
Preuve 
Voir l'annexe A. • 
Puisque l'application py ne dépend pas de Iyl , nous allons considérer uniquement 
les y tel que Iyl = 1. Géométriquement, cela correspond aux éléments de la sphère 
unitaire S3 dans IR4 . 
Rotations dans IR3 
En algèbre linéaire, nous savons que les rotations dans l 'espace peuvent être re-
présentées par des matrices. 
Théorèm e 2.27. [8] Soit A une matrice orthogonale où det A = 1, alors A est une 
matrice de rotation. 
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En d'autres mots, si A-1 = AT et det A = 1, alors l'application x t---+ Ax est une 
rotation. Dans le cas où det A = -1, l'orientation est inversée et cela représente donc 
une réflexion de la rotation. 
Théorème 2.28. L 'application Py représente une rotation dans ]R3. 
Preuve 
D'après le théorème 2.24 de Rodrigues-Porteous, py(x) reste un vecteur. Par consé-
quent, py est un automorphisme orthogonal de ]R3 qui possède les mêmes propriétés 
que dans lHI. De plus, dans ]R3, py est homomorphe par rapport au produit vectoriel , 
donc py laisse aussi l'orientation invariante. Par conséquent, py représente une rotation 
dans ]R3. • 
Regardons maintenant ce qui se passe si nous appliquons py à x. 
Théorème 2.29 (Formule d 'Euler-Rodrigues). [8] Soit x E Vec (lHI) , en prenant y E 
lHI sous forme polaire avec Iyl = 1, nous obtenons 
py(x) = x cos 2cp + (w x x) sin 2cp + (1- cos 2cp)(w . x)w. 
Preuve 
Voir l'annexe A. • 
Finalement , le prochain théorème nous permet d'effectuer des rotations dans l'es-
pace. 
Théorème 2.30. [8] Toute application py est une rotation d 'angle 2cp par rapport à 
l'axe w. À l'inverse, toutes les rotations dans ]R3 peuvent être représentées par une 
application py. 
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Preuve 
Voir l'annexe A. • 
Voyons maintenant des exemples de rotations dans }R3. Dans le premier exemple, 
nous allons partir d'une rotation (angle et axe) pour trouver l'application py corres-
pondante. Puis , dans le deuxième exemple, nous allons partir de l'application py pour 
trouver la rotation associée. 
Exemple 2.31. Soit une rotation de 60° dans le sens antihoraire autour de l'in-
tersection des plans z = x et y = x. De ces informations, nous avons 'P = 30° et 
w = ~(el + e2 + e3). Par conséquent, 
et 
-1 v'3 v'3 v'3 v'3 y = - - -el - -e2 - -e3· 
2 6 6 6 
Ainsi, l'application 
représente cette rotation. 
Exemple 2. 32 . Soit la rotation définie par l'application 
Nous avons 
J2 V7 V7 3V7 J2 V7 y = - - -el - -e2 - --e3 = - - - (el + 2e2 + 3e3) 
2 14 7 14 2 14 
avec Iyl = 1. Ainsi, 
J2 ° 
'P = arccos 2 = 45 
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et 
v'7 
-- (el + 2e2 + 3e3) 1 
w = ~1,,--,4'---J2-=2::---- = - v'14 (el + 2e2 + 3e3) . 
2 
Par conséquent, il s'agit d'une rotation de 90° dans le sens horaire autour de l'inter-
section des plans z = x + y et y = 2x. 
Autres transformations dans ]R3 
Nous savons maintenant comment représenter une rotation dans ]R3. Toutefois, 
il existe encore d'autres opérations géométriques (translations, homothéties et ré-
flexions). 
Pour la translation, nous devons ajouter un vecteur t. Ainsi, l'application x H x+t 
représente une translation selon le vecteur t . 
Pour une homothétie , nous devons multiplier par un facteur r. Ainsi, l'application 
x H rx où r E ]R est une homothétie. 
Pour la réflexion par rapport à une droite d passant par l'origine, nous devons faire 
une rotation avec y = a et cp = ~ où a est un vecteur directeur de la droite d. Ainsi , 
l'application x H Pa(x) représente une réflexion par rapport à la droite d. 
Pour une réflexion par rapport à un plan II , nous devons trouver le vecteur normal 
n du plan et la réflexion est donnée par x H x - 2(n . x)n. 
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Rotation dans JR4 
Pour les rotations dans JR4 nous pourrions penser que l'application Py fonctionne 
encore. Toutefois , le fait qu'un vecteur auquel nous appliquons py reste un vecteur 
suffit pour comprendre que py ne représente pas toutes les rotations dans JR4 . En effet, 
plusieurs rotations dans JR4 amèneraient le vecteur à avoir une composante scalaire. 
L'application représentant les rotations dans JR4 est donc différente de celle dans JR3 
et cette différence est donnée dans le théorème suivant qui nous vient de Cayley. 
Théorème 2.33 (Théorème de Cayley). [8] Les rotations de lHI sont exactement celles 
des applications 
X H axb 
avec lai = Ibl = 1 et a, b E lHI. 
Preuve 
Voir l'annexe A. • 
Applications 
Pour terminer cette section, il serait dommage de ne pas mentionner quelques 
applications des quaternions. En effet, les transformations géométriques que nous 
venons de voir sont utilisées dans différents domaines. Lorsque vient le temps de faire 
de la modélisation 3D, plusieurs logiciels préfèrent utiliser les quaternions plutôt que 
les matrices pour faire des rotations dans l'espace. ABB RobotStudio pour la robotique 
et Unit y 3D pour la conception de jeux vidéos en sont deux exemples. En effet , au 
niveau de la mémoire informatique, les quaternions demandent quatre composantes, 
alors que les matrices (3 x 3) en demandent neuf et la multiplication des quaternions 
est plus facile que celle des matrices. De plus, les quaternions permettent d'éviter les 
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angles d 'Euler qui donnent l'orientation d'un objet en t rois dimensions. Finalement, 
si vous avez plusieurs rotations consécut ives à faire, les quaternions sont plus stables, 
car vous n 'avez pas à normaliser à chaque fois le résultat. C'est d 'ailleurs pour ces 
raisons que le cont rôle des navettes spatiales se fait en utilisant les quaternions plutôt 
que les matrices. 
Évidemment, les quaternions possèdent plusieurs aut res applications qui ne sont 
pas ment ionnées ici. 
2.3 Biquaternions 
Dans cette section, nous allons int roduire une généralisation des quaternions, soit 
les biquaternions . Le terme biquaternions a été ut ilisé pour la première fois par Ha-
milton dans [11]. Toutefois, le même terme a aussi été ut ilisé pour un autre concept 
par Clifford [29]. Par conséquent, précisons que la définit ion ut ilisée dans ce mémoire 
est celle d'Hamilton. Puisqu 'il y a plusieurs similitudes ent re les quaternions et les 
biquaternions, nous ne reviendrons pas sur toutes les propriétés qui ont été vues dans 
la section précédente, mais nous insisterons davantage sur les différences ent re les 
quaternions et les biquaternions. 
Les biquaternions sont une généralisation des quaternions où chaque Xi est un 
nombre complexe plutôt qu 'un nombre réel. 
D éfinit ion 2.34. L'ensemble des biquaternions est noté lHI(C) iv où 
lHI(C) = { xix = (xo , Xl, X2, X3), Xk E C, k = 0, 1,2 , 3}. 
Les coordonnées de X sont données par Xo , Xl, X2 et X3. De plus, si X et y sont deux 
iv. Dans la littérature, nous retrouvons aussi la notation lB . 
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biquaternions, alors x et y sont égaux si et seulement si les coordonnées placées au 
même endroit sont égales: Xk = Yk, k = 0, 1,2, 3. 
De même que pour les quaternions, la notation que nous utiliserons est 
3 
X = L Xkek = xoeo + Xlel + X2 e2 + X3 e3, 
k=O 
mais avec des Xk complexes. 
Les règles d'addition et de multiplication des biquaternions sont les mêmes que 
celles des quaternions. Évidemment, la multiplication par un scalaire À est possible 
avec À E <C. 
Théorème 2.35 . [29] Les biquatemions ne forment pas un corps. 
Preuve 
Pour montrer que les biquaternions ne forment pas un corps, il suffit de montrer qu'un 
élément autre que 0 ne possède pas d'inverse. Or, le biquaternion x = (1 + i) + (1 -
i)el + (1 + i)e2 + (1 - i)e3 ne possède pas d'inverse, car Ixi = 0 v, même si x =J. o. • 
Toutefois, les biquaternions forment un anneau, un espace vectoriel et une algèbre 
sur IR ou sur te [34]. 
R emarque 2.36. [34] L'algèbre des biquatemions possède des diviseurs de zéro. Par 
exemple, (1 + iel) (1 - ied = O. 
R emarque 2.37. Les nombres bicomplexes forment un sous-anneau commutatif des 
biquatemions. 
Comme pour les quaternions, la partie scalaire est donnée par Sc (x) et la partie 
vectorielle est donnée par Vec (x) ou x. Pour ce qui est du conjugué, nous devons 
v. Le module Ixl est défini un peu plus loin. 
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différencier le conjugué quaternionique x = Xo - x du conjugué complexe x* = ao -
boi + (al - bl i)el + (a2 - b2i) e2 + (a3 - b3i)e3 où Xk = ak + bki . Finalement , le module 
est donné par Ixl = JX6 + xi + x~ + x§ E te. 
Remarque 2.38. Pour les quaternions, le module était aussi une norme. Toutefo is, 
dans les biquaternions, ce n'est plus le cas. Notons aussi que pour la racine carrée, 
puisque nous sommes dans <C, nous devons fa ire un choix être les deux valeurs pos-
sibles. 
Un biquaternion x peut aussi être décomposé en une partie réelle et une partie ima-
3 3 
ginaire. Ainsi , x = R e(x) + i Im (x) où R e(x) = L R e(xk)ek et Im( x) = L Im (xk)ek' 
k=O k=O 
Avec cette notation, le conjugué quaternionique est donnée par x = Re(x) + ilm(x) 
et le conjugué complexe est donnée par x* = Re(x) - i Im (x) [34]. 
Voyons maintenant ce qui advient du théorème 2.9 dans les biquaternions. 
Théorème 2.39. [29] Soit x, y E lHI(<C) alors: 
1. Sc (x) = x~x, 5. xy = yx, 
2. x-x x = -2-' 6. x=x, 
3. xx = xx = Ix12 , 7. x* = x*, 
4· x+y = x+y, 8. (xy)* = x*y* . 
Remarque 2.40. Les propriétés 4 et 10 du théorème 2.9 ne sont pas valides dans 
les biquaternions, car certains éléments n'ont pas d 'inverses et les propriétés 8 et 9 
du théorème 2.9 ne sont pas valides dans les biquaternions, car Ixl est un nombre 
complexe. 
Remarque 2.41. [29] L 'unité imaginaire i commute avec les ek, mais en général, 
xx* =1- x*x. En effet, il y a égalité uniquement si R e(x) Im (x) = Im (x) R e(x) . 
Chapitre 2. Quaternions 39 
De plus, comme pour les quaternions, le t héorème 2. 10 possède un équivalent dans 
les biquaternions. Ainsi, nous t rouvons par exemple que Re(xo) = ~(x + x* - elxel -
elx*el - e2xe2 - e2x*e2 - e3xe3 - e3x*e3) et le même processus peut être appliqué pour 
t rouver les huit composantes qui forment un biquaternion. 
Évidemment, le théorème 2.11 ne possède pas d 'équivalence dans les biquaternions, 
car le module n 'est pas une norme. Afin d 'avoir une norme, il est possible d 'utiliser 
un autre module: 
(2.3) 
où IXk 1 est la norme usuelle dans te. 
ous remarquons d 'abord que IIx ll ~(C) = 1 Re(x) 12 + 1 Im(x)12 et que ce nouveau 
module définit bien une norme euclidienne. Toutefois, Ilxyll JH[(C) #- Ilx ll JH[(C) Ily llJH[(C) 
et II xyll JH[(C) peut même être plus grand que II xllJH[(C) lIyll JH[(C) . En fait , nous avons 
IIxyll JH[(C) ::; v'2 l1 x II JH[(C) Il y II JH[(C) [18] . 
Pour éviter ce problème, il est possible de définir une semi-norme vi qui est la valeur 
absolue du module, c.-à-d. 
Il x ll := IJx5 + xi + x§ + x§ l· (2.4) 
Dans ce cas, nous avons bien II xy li = II x llll y li [29]. 
Finalement, nous pouvons aussi définir un produit intérieur [29] (produit scalaire) 
sur les biquaternions. Par convent ion , la notation utilisée pour le produit intérieur de 
deux biquaternions est la suivante : 
(2.5) 
vi. Une semi-norme respecte toutes les propriétés de la norme sauf celle de s'annuler à l'origine. 
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Évidemment, le résultat est un nombre complexe et le fait que le produit intérieur 
donne 0 ne signifie pas nécessairement l'orthogonalité. En effet, la géométrie des bi-
quaternions n 'est pas aussi facile à interpréter que celle des quaternions. De la même 
manière, nous définissons aussi le produit extérieur [29] entre deux biquaternions x et 
y par 
1 
x 1\ y = 2(xy - yx) . (2.6) 
2.4 Dérivée quaternionique et biquaternionique 
Dans cette section, nous allons tenter de généraliser les fonctions holomorphes dans 
lHI et nous allons donner les principaux opérateurs utilisés dans lHI(C). Ces opérateurs 
nous seront très utiles dans la section suivante pour généraliser l'équation Riccati dans 
les biquaternions. 
2.4.1 Généralisation des fonctions holomorphes dans 1HI 
Puisque nous voulons travailler avec des fonctions quaternioniques, il serait inté-
ressant de définir la notion de dérivée quaternionique et celle de fonctions analytiques 
ou holomorphes dans lHI. 
Pour généraliser les fonctions holomorphes dans lHI, nous pouvons essayer d 'utiliser 
la même approche que dans C Pour ce faire , nous devons d 'abord rappeler quelques 
notions d 'analyse complexe. 
D éfinition 2 .42 . Une fonction j : C -t C est différentiable en Zo E C si la limite 
1. j(z) - j( zo) lm ----'----'---------'------'--
Z-+Zo Z - Zo 
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existe. Dans ce cas, cette limite est appelée la dérivée de f en Zo et elle est notée 
f'(zo). 
Définition 2.43. Une fonction f : DcC -+ C est holomorphe sur un ensemble 
ouvert D si elle est différentiable partout dans D. 
Théorème 2.44. [5] Soit f : DcC -+ C, les énoncés suivants sont équivalents: 
1. f est différentiable partout sur D. 
00 
2. Va E D, f peut être représentée par une série de puissances L cn(z - at. 
n=O 
3. f E C1(D) et f est une solution aux équations de Cauchy-Riemann, C.-à-d. 
Pour généraliser le concept de fonctions holomorphes aux quaternions , nous pou-
vons essayer de généraliser une de ces trois équivalences en considérant une fonction 
f : G C JH[ -+ JH[. 
Si nous tentons de généraliser la première équivalence, C.-à-d. qu'une fonction 
quaternionique est différentiable en x' E JH[ si 
1
. f(x) - f(x' ) 
lm --'---'-----'---'--
x -+x' X - x' 
(2.7) 
existe, alors la fonction doit absolument être linéaire, C.-à-d. f (x) = a + bx où x, a, b E 
JH[. La preuve de ce résultat est donnée dans [32] et dans [8]. 
Si nous tentons de généraliser la deuxième équivalence, nous avons que seules les 
fonctions complexes sont holomorphes. Les raisons sont données dans [32], mais nous 
ne les aborderons pas ici. 
Finalement, la généralisation de la troisième équivalence avec f E Cl (G) nous 
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donne les équations de Cauchy-Fueter vii : 
(2 .8) 
Les fonctions qui respectent les équations de Cauchy-Fueter sont appelées régu-
lières [32] ou holomorphes [8]. Beaucoup d'éléments des fonctions holomorphes dans les 
complexes peuvent être généralisés dans les quaternions avec les fonctions régulières. 
Toutefois, même la fonction identité f(x) = x n'est pas régulière et par conséquent, 
toutes les fonctions polynomiales ne sont pas régulières. Encore une fois, pour plus de 
détails sur la théorie des fonctions régulières, nous pouvons nous référer à [32] et une 
approche plus théorique des fonctions holomorphes dans lHI est donnée dans [8]. 
2.4.2 Opérateurs dans IHI(C) 
Lorsque nous travaillons dans lHI(C) , plusieurs opérateurs sont nécessaires. Nous 
allons donc définir le gradient , la divergence, le rotationnel, le Laplacien, l'opérateur 
de Dirac, et quelques autres opérateurs. Pour chacun de ces opérateurs, un exemple 
algébrique sera donné immédiatement après la définition. 
Définition 2.45. Le gradient d'une fonction f : Vec (lHI(C)) --+ C est donné par 
3 
gradf := L eJYxkf· 
k=l 
Définition 2.47. La divergence d'une fonction u : Vec (lHI(C)) --+ Vec (lHI(C)), où 
vii. Puisque les quaternions ne sont pas commutatifs, il s'agit plutôt des équations de Cauchy-
Fueter à gauche. Évidemment, la théorie développée par celles à droite est équivalente. 
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3 
U = L Ukek avec Uk : Vec (lHI(C)) -+ C, est donnée par 
k=l 
3 
div u := L OXk Uk· 
k=l 
43 
Définition 2.49. Le rotationnel d 'une fonction u : Vec (lHI(C)) -+ Vec (lHI(C)), où 
3 
u = L Ukek avec Uk : Vec (lHI(C)) -+ C, est donné par 
k=l 
el e2 e3 
rotu := OXl OX2 OX3 = (OX2U3 - OX3U2)el + (OX3Ul - Ox1 U3)e2 + (OxI U2 - OX2 Ul) e3 . 
Définition 2.51. Le Laplacien d 'une fonction f : Vec (lHI(C)) -+ C est donné par 
3 
tJ.f := L O;kf. 
k=l 
Voyons maintenant un théorème qui unit les différents opérateurs mentionnés pré-
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cédemment. 
Théorème 2.53. [18] Pour toutes fonctions f : Vec (lHl(C)) ---+ C et u : Vec (lHl(C)) ---+ 
Vec (lHl(C)) , nous avons 
1. rot (gradf) = 0, 
2. div(rotu) = 0, 
3. div (grad f) = 6f· 
La prochaine définition est très importante, car elle concerne l'opérateur différen-
tiel que nous utiliserons pour généraliser l 'équation de Riccati dans les biquaternions. 
Définition 2.54. L'opérateur de Dirac D (aussi appelé opérateur de Moisil-Theodoresco) 
appliqué à une fonction 'P : Vec (lHl( C)) ---+ lHl( C) est défini par 
3 
D'P := L ekoxk'P· 
k=l 
Nous avons maintenant un théorème qui relie l 'opérateur de Dirac aux autres 
opérateurs définis précédemment. 
Théorème 2.56. [18] Soit une fonction 'P : Vec (lHl(C)) ---+ lHl(C) où 'P = 'Po + <p avec 
'Po : Vec(lHl(C)) ---+ Sc (lHl(C)) et <p: Vec(lHl(C)) ---+ Vec(lHl(C)), alors 
1. D 'P = - div cp + grad 'Po + rot cp , 
Chapitre 2. Quaternions 45 
Preuve 
1. D'P = -div cp + gr ad 'Po + rot cp : 
3 
Soit une fonction 'P : Vec (lHI( C)) -+ lHI( C) où 'P = L 'Pkek avec 'Pk : Vec (lHI( C)) -+ 
k=O 
C. Dans ce cas, 
D'P = (e18x1 + e28x2 + e38x3) ('Po + 'Plel + 'P2 e2 + 'P3 e3) 
- (8X1 'Pl + 8x2 'P2 + 8X3 'P3) + (e18x1 'Po + e28x2 'Po + e38x3'PO) 
+ ((8X2 'P3 - 8X3 'P2)el + (8X3 'PI - 8X1 'P3)e2 + (8X1 'P2 - 8x2 'PI)e3) 
- div cp + gr ad 'Po + rot cp . 
- 8;1 + e38x1 8X2 - e28x18x3 - e38x28x1 - 8;2 + el8x28x3 
+ e28x38x1 - el 8X3 8X2 - 8;3 
- 8;1 - 8;2 - 8;3 
• 
Directement de la première propriété du théorème précédent , nous obtenons le 
corollaire qui suit, qui s'appelle aussi le système de Moisil-Theodoresco. 
Corollaire 2.57. [18] Soit une fon ction 'P : Vec (lHI(C)) -+ lHI(C) où 'P = 'Po + cp avec 
'Po : Vec (lHI( C)) -+ Sc (lHI( C)) et cp : Vec (lHI( C)) -+ Vec (lHI( C)), alors 
D'P = 0 {::} div cp = 0 et grad 'Po = - Tot cp . 
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Nous savons que les dérivées dans IR et dans te respectent la règle de Leibniz (ou 
règle du produit) . Toutefois , l'opérateur de Dirac ne possède pas directement cette 
propriété. Nous avons donc une généralisation de la règle de Leibniz. 
Théorème 2.58 (Règle de Leibniz généralisée). [9J Soit cp et 'ljJ des fonctions allant 
de Vec (lHI( te)) vers lHI( te), alors 
3 
D (cp'ljJ) = D(cp)'ljJ + cpD('ljJ) - 2 L CPkoxk'ljJ· 
k=1 
Preuve 
La preuve est calculatoire, mais assez longue. Par conséquent, elle est donnée à la fin 
de l'annexe A. • 
Une conséquence du théorème 2.58 est que D(cp) = 0 et D('ljJ) = 0 n 'impliquent 
pas nécessairement que D(cp'ljJ) = O. En effet, si nous prenons cp = XIe2 + X2eI et 
'ljJ = XIel - X2e2, alors D(cp) = 0, D('ljJ) = 0 et D(cp'ljJ) = -2(X2el - xIe2) =1- O. De 
plus, si Vec cp = 0, alors nous retrouvons la règle de Leibniz habituelle. 
Nous terminons maintenant cette section avec d 'autres opérateurs qui peuvent être 
utiles et pour lesquels nous donnons seulement la définition. 
Définition 2.59. L'opérateur MX représente la multiplication à droite du biquater-
nion x . Ainsi, MX y := yx, '\Iy E lHI(te) . 
Définition 2.60. L'opérateur CH donne le conjugué quaternionique. Ainsi , CHx := 
x, '\Ix E lHI(C). 
Définition 2.61. L'opérateur de Dirac à droite Dr appliqué à une fonction cp 
Vec (lHI( te)) -+ lHI( te) est définit par 
3 
DrCP := L OXkCPek. 
k=1 
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Remarque 2.62. Les résultats obtenus précédemment avec D sont similaires avec Dr. 
Par exemple, pour!.p : Vec (lHI(C)) ~ lHI(C) OÙ!.p = !.po + cp avec !.po : Vec (lHI(C)) ~ 
Sc(lHI(C)) et cp : Vec(lHI(C)) ~ Vec(lHI(C)) , Dr!.p = -div cp + grad !.po - rotcp. 
Le théorème qui suit fait d 'ailleurs le lien entre l'opérateur de Dirac D et l'opéra-
teur de Dirac à droite Dr. 
Théorème 2.63. [18] Soit une fonction !.p : Vec (lHI(C)) ~ lHI(C) , alors 
Preuve 
Soit une fonction !.p = !.po + cp avec !.po : Vec (lHI(C)) ~ Sc (lHI(C)) et cp : Vec (lHI(C)) ~ 
Vec(lHI(C)), alors 
= -div cp + grad !.po - rot cp 
• 
Avant de conclure cette section, nous devons voir un dernier opérateur. De plus , 
pour le reste du chapitre, D sera un sous-domaine de IR3 et les points de D seront 
notés x ou encore (x, y , z ). 
3 
Définition 2.64. Soit la fonction 'lj; : D ~ Vec (lHI(C)) où 'lj; = L 'l/Jkek avec 'l/Jk : 
k=l 
D ~ C , alors 
x y z 
A[cp](x, y,z):= J 'l/Jl(ç, yo ,zo)dç+ J 'l/J2(x , 'T/ ,zo)d'T/+ J 'l/J3 (x , y ,()d(+C 
X Q w ~ 
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où (xo, Yo , zo) est un point arbit raire de n et CEe est une constante. 
En fait, comme montré dans [20], cette définit ion vient du fait que si nous avons 
l'équation différent ielle 
gr ad r.p = 'IjJ (2 .9) 
avec rot'IjJ = 0 qui est la condit ion de compatibilité, alors r.p = A[cp] (x, y, z). Ici, 
r.p : n -+ C est la fonction inconnue et 'IjJ , qui est définie de la même façon que dans 
la définition précédente, est une fonction connue. 
, 
2.5 Equation de Riccati biquaternionique 
Dans cette section, dont les résultats ont été publiés dans [26], nous allons géné-
raliser l'équation de Riccati (1.2) dans les biquaternions. En fait , comme au chapitre 
1 pour le cas complexe, nous allons plutôt généraliser la forme canonique (1.11) pour 
garder le lien avec l'équation de Schrodinger stationnaire t ridimensionnel. Ce lien sera 
développé immédiatement après et nous terminerons le chapitre en généralisant dans 
les biquaternions une partie des résultats obtenus au chapit re 1 pour l'équation de 
Riccati. 
2.5.1 Généralisat ion de l'équation de Riccati dans les biqua-
ternions 
L'équation que nous voulons généraliser est l'équation de Riccati canonique (1.11). 
Celle-ci peut être généralisée dans les biquaternions par 
DQ + IQI2 = q(x, y , z) (2.10) 
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où Q : n -t Vec (IHI(C)), q : n -t C et D est l'opérateur de Dirac défini dans la 
section 2.4. Comme mentionnée précédemment , l'idée de cette généralisation est de 
préserver le lien avec l'équation de Schrodinger. Cette généralisation a d'ailleurs été 
traitée, entre autres, dans [17, 18, 19]. 
Il faut savoir que l'équation (2.10) peut se ramener à un système de quatre 
équations complexes. En effet, en utilisant le théorème 2.56, nous avons DQ = 
rot Q - div Q. Ainsi, en prenant Q = u(x, y , z)el + v(x, y, z)e2 + w(x, y, z)e3 où 
u , v, w sont des fonctions qui vont de n vers C, l'équation (2.10) est équivalente au 
système d'équations complexes suivant viii: 
wy - Vz = 0, 
U z - W x = 0, 
V x - uy = O. 
2.5.2 Équation de Schrodinger 
L'équation de Schrodinger stationnaire en trois dimensions est donnée par 
-!:::.'l/J + q(x, y, z)'l/J = 0 






Théorème 2.65. [17] La fonction 'ljJ : n -t C est une solution de l 'équation de 
Schrodinger (2.12) si et seulement si Q = - ~'l/J est une solution de l 'équation de 
Riccati (2.10). 
ÔU 
viii. Par souci de légèreté, la notation U x := ôx' ÔW '1' , W z := ôz est utl Isee. 
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Preuve 
Soit Q = - ~'IjJ une solution de l'équation (2.10). En appliquant la règle de Leibniz 
(voir théorème 2.58), nous avons 
(2.13) 
De plus, du théorème 2.16 (3), nous avons 
IQI' = - Q' = _ ( ~.p ) , (2 .14) 
Ainsi, ~'IjJ = q, ou encore -6'IjJ + q'IjJ = O. 
À l'inverse, si -6'IjJ + q'IjJ = 0, alors en utilisant les équivalences (2.13) et (2.14), 
Q = -~'IjJ est une solution de l'équation (2.10). • 
Théorème 2.66. [26] La fonction Q : n ---+ Vec (lHI(C)) est une solution de l'équation 
de Riccati (2 .10) si et seulement si 'IjJ = exp (-A[Q ]) est une solution de l'équation 
de Schrodinger (2.12). 
Preuve 
Remarquons d 'abord que 
D2e-A[Q] = -D (D(A[Q ])e-A[Q]) = -D (Qe-A[Q]) 
= e-A[Q] (-DQ + Q2) = _ e-A[Q] (DQ + IQI2) (2.15) 
et que 
(-6 + q) e-A[Q] = (D2 + q) e-A[Q]. (2.16) 
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Ainsi, Q est une solution de l'équation (2.10) si et seulement si 
DQ+ IQI 2 = q 
{:} (DQ + IQI 2) e- A [Q] = qe-A[Q] 
{:} D2e-A [Q] = _qe-A[Q] 
{:} - .6.e- A [Q] + qe- A [Q] = 0 
si et seulement si 'ljJ = exp (-A[Q]) est une solution de l'équation (2.12). 
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• 
Finalement, comme pour le cas réel, l'opérateur de Schrodinger (-.6. + q(x , y, z)) 
peut être factorisé par 
-.6. + q(x, y , z) = (D + MQ)(D - Q CH ) (2.17) 
si et seulement si Q est une solution de l'équation de Riccati (2.10) [2,3]. 
Ces trois liens avec l'équation de Schrodinger suggèrent que l'équation (2.10) est 
une bonne généralisation de l'équation de Riccati dans les biquaternions. 
2.5.3 Généralisation des résultats du chapitre 1 
Pour généraliser les résultats obtenus au chapitre 1 sur l'équation de Riccati , nous 
avons besoin de trois résultats préliminaires qui seront donnés ici sans démonstration. 
De plus, dans ce qui va suivre, W = Wo + W est une fonction qui va de n vers lHI(C) 
où Wo : n---+ Sc (lHI(C)) et W : n---+ Vec(lHI(C)) . 
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Théorème 2.67. [20] Soit 'ljJ une solution non nulle de l'équation de Schrodinger 
(2. 12). Si W = Wo + W est une solution de l'équation biquatemionique 
D 'ljJ 
DW--CHW=O 
'ljJ , (2 .18) 
alors Wo est aussi une solution de l'équation de Schrodinger (2.12). De plus, les com-
posantes de W respectent les deux équations suivantes : 
(2.19) 
(2.20) 
-DWo De ce résultat , en utilisant le théorème 2.65, nous avons aussi que Q = ---
Wo 
est une solution de l'équation de Riccati (2.10) . 
Définition 2.68. Soit une fonction F (x) purement vectorielle pour tout x E D, alors 
B [F ](x) := ~ J F (y ) dD. 
47r lx - yi [1 
Théorème 2.69. [26] Soit 'ljJ une solution non nulle de l'équation de Schrodinger 
(2. 12). Si la fonction w : D --t Vec (IHI(C)) est une solution purement vectorielle de 
l 'équation 
D 1/; 
Dw + M "1iJ w = 0, (2.21) 
alors une solution de l'équation (2.18) est donnée par 
(2.22) 
où h est une fon ction harmonique arbitraire dans D. De plus, une solution de l 'équation 
de Schrodinger (2.12) est donnée par Wo = ~ 'ljJA [ ; 1 et une solution de l 'équation 
de Riccati (2. 10) est donnée par Q = - '" -1 (9rod '" + A [iF 1 )-
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Théorème 2.70. [20] Soit Wo une solution de l'équation de Schrodinger (2.12) avec 
q = ~'ljJ . La fonction W = Wo + W , où West une solution de l'équation (2 .18) et 
où W satisfait l'équation (2 .20), est construite en posant 
(2.23) 
où h est une fonction harmonique arbitraire. 
À l'inverse, si nous connaissons W plutôt que Wo, alors 
(2.24) 
Avec ces différents résultats, nous pouvons maintenant généraliser le premier théo-
rème d'Euler et le théorème de Weyr et Picard. 
Théorème 2.71. [26] Soit Q I une solution particulière de l'équation de Riccati (2 .10) , 
alors l 'équation de Riccati se réduit à l'équation de premier ordre 
DW= - Q IW. (2.25) 
En d'autres mots, cela signifie que n'importe quelle solution de l'équation de Riccati 
(2.10) a la forme suivante : 
Q = _-_D_W,_o 
Wo 
(2.26) 
et à l 'inverse, n'importe quelle solution de l'équation (2.25) peut être exprimée, en 
fonction de la solution Q correspondante de l 'équation (2.10) , par 
(2.27) 
où h est une fonction harmonique arbitraire. 
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Preuve 
Soit Q I une solution de l'équation de Riccati (2 .10). En utilisant les théorèmes 2.65 et 
2.66, nous avons ~'l/J = - QI où 'l/J est une solution non nulle de l'équation de Schro-
dinger (2.12) avec q = ~'l/J. Ainsi , l'équation (2.25) est équivalente à l'équation (2.18). 
De la même manière, Q = - Dcp où cp est une solution de l'équation de Schrodinger 
cp 
(2.12). Par conséquent, en utilisant le théorème 2.70, cp = Wo et la première partie du 
théorème est démontrée. 
Supposons maintenant que W = Wo+ W est une solution de l'équation (2 .25). Encore 
une fois , nous avons ~'l/J = - QI et d'après le théorème 2.67, Wo est une solution de 
l'équation de Schrodinger (2.12) avec q = ~'l/J. De plus, en ut ilisant le théorème 2.65, 
Q = -DWo est une solution de l'équation de Riccati (2.10). Par conséquent, en 
Wo 
utilisant le théorème 2.70, nous avons 
Du théorème 2.66, il suffit maintenant de faire les substitutions 'l/J = e-A[Ql] et Wo = 
e-A[Q] pour obtenir l'équation (2 .27) . • 
Théorème 2.72. [26] Soit QI , Q2, Q 3 et Q 4 quatre solutions particulières de l 'équa-
tion de Riccati (2.10) , alors 
D(QI - Q2) - 2(Ql x Q2) + _D--'.-(Q_3_-_Q_4)_-_2_(Q_3 _X_Q_4) 
Q I - Q 2 Q 3 - Q 4 
_ D(QI - Q4) - 2(Ql x Q4) _ D(Q3 - Q2) - 2(Q3 x Q2) = o. 
Q I - Q 4 Q 3 - Q 2 
(2.29) 
Preuve 
La preuve est algébrique. En effet, en commençant avec l'équation triviale 
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nous pouvons développer chacun des termes pour obtenir l'équation (2.29) . Voyons 
en exemple le premier terme : 
CH( -(Q I + Q 2)) = (Q I + ciI2~~2 - Q 2) 
Qi - Q IQ 2 + Q 2Q l - Q~ 
Q l- Q 2 
-IQ112 + IQ212 - Q IQ 2 + Q 2Q l 
Q l- Q 2 
(q -IQI12) - (q -IQ212) - Q IQ 2 + Q 2Q l 
Q 1- Q 2 
D Q 1 - D Q 2 - Q I Q 2 + Q 2Q 1 
Q 1- Q 2 
D(Q 1 - Q 2) - 2(Q 1 X Q 2) 
Q 1- Q 2 
En faisant des calculs similaires pour les trois autres termes, nous obtenons l'équation 
(2.29). • 
Dans la dernière preuve, nous avons vu que la présence du produit vectoriel dans 
le résultat est une conséquence de la non-commutativité des biquaternions. Il s'agit 
de la seule différence avec l'équation (1.8) obtenue au chapitre 1. 
Chapitre 3 
Les symétries 
Dans ce chapitre, nous aborderons les symétries des équations différentielles. Pour 
ce faire, nous commencerons par introduire les symétries. Puis , nous traiterons de la 
théorie qui entoure les groupes de symétries. Enfin, nous trouverons les groupes de 
symétries de quelques équations importantes (Burger, Euler et Riccati). 
3.1 Introduction 
Lorsque nous parlons de symétries, les premières images qui nous viennent en tête 
sont généralement des réflexions géométriques. Toutefois , en mathématique, le mot 
symétrie désigne beaucoup plus que ça. En effet, une symétrie est une transformation 
qui laisse un objet invariant. 
Définition 3.1. [14] Une transformation est une symétrie si elle respecte les 3 condi-
tions suivantes : 
1. La transformation préserve la structure; 
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2. La transformation est un difféomorphisme i ; 
3. La transformation envoie l'objet sur lui-même. 
Exemple 3.2. Dans un triangle équilatéral, les rotations de 2~1r rad où k E Z, les 
réflexions passant par le centre et chacun des sommets et toutes les translations sont 
des symétries. 
Même s'il est parfois utile de travailler avec des symétries discrètes comme les 
réflexions, nous allons nous concentrer uniquement sur les symétries continues à un 
paramètre. 
Exemple 3.3. [14] Dans le cercle unitaire x 2 + y2 = 1, la transformation 
f B : (x,y) f-t (x,f)) = (xcosB-ysinB ,x sinB+ycosB) 
représente une rotation de B degrés par rapport au centre du cercle. Cette trans-
formation respecte les 3 propriétés de 3.1. De plus, la transformation dépend d'un 
seul paramètre B qui varie continûment. Par conséquent, la transformation f B est une 
symétrie continue à un paramètre. 
Dans l'exemple précédant , la transformation f B est un groupe de Lie à un para-
mètre, car elle respecte la définition suivante. 
Définit ion 3.4. [14] Soit un objet dans ]Rn qui possède un ensemble infini de symétries 
où E est un paramètre réel. Si 
1. fa est la symétrie triviale, c.-à-d. Xs = Xs quand E = 0; 
i. Un difféomorphisme est une application bijective où l'application et son inverse sont différen-
tiables. 
Chapitre 3. Les symétries 58 
2. f e est une symétrie pour tout é dans un voisinage de 0 ; 
3. f 8f e = f H e pour tout <5 et pour tout é suffisamment proches de 0; 
4. chaque Xs peut être représenté par une série de Taylor en é, c.-à-d. 
alors l'ensemble des symétries f e est un groupe local de Lie à un paramètre. 
La théorie des groupes de Lie sera d 'ailleurs développée dans la prochaine section, 
car elle sera nécessaire pour traiter les symétries des équations différentielles. 
En effet, maintenant que les symétries des objets géométriques sont bien définies , 
nous pouvons aborder celles des équations différentielles. Nous avons vu qu 'une sy-
métrie est une transformation qui laisse un objet invariant. Ainsi, pour une équation 
différentielle, nous dirons d'une transformation qu'elle est une symétrie si une solution 
avant la transformation est encore une solution après la transformation. 
Exemple 3.5. Soit l'équation de la chaleur Ut = U xx , une des symétries est donnée 
par 
f e : (x , t , u) H (x , i, û) = (x + é, t, u). 
Ainsi , puisque u(x, t) = x 2 + 2t est une solution de l'équation de la chaleur, û 
(x + é)2 + 2t est aussi une solution de l'équation de la chaleur. 
En poussant plus loin cette méthode, il est possible de trouver des solutions com-
plexes à partir de solutions triviales. 
Exemple 3.6. Dans l'exemple précédant , nous avons vu que u(x, t) = x 2 + 2t est 
une solution de l'équation de la chaleur. Toutefois , l'équation de la chaleur a plusieurs 
symétries. Une de ces symétries associe une solution u(x, t) à une nouvelle solution 
A 1 ( -éX2) ( X t ) 
u = yi 1 + 4ét exp 1 + 4ét u 1 + 4ét' 1 + 4ét . 
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Ainsi, en appliquant cette symétrie avec é = 1, nous trouvons que 
x
2 + 2t + 8t2 ( _X2 ) 
û(x, t) = (1 + 4t)2y!1 + 4t exp 1 + 4t 
est aussi une solution de l'équation de la chaleur. 
Ce dernier exemple montre bien l'utilité de connaitre les symétries d 'une équation 
différentielle. Par conséquent, notre but dans ce chapitre sera de trouver les symétries 
associées à un système d'équations différentielles. 
3.2 Théorie 
Dans cette section, nous montrerons comment trouver le groupe de symétries d'un 
système d'équations différentielles. Pour y arriver, nous aurons besoin de plusieurs 
notions mathématiques. Ainsi, nous aborderons les groupes de Lie et les générateurs 
infinitésimaux, les groupes de symétries et les équations différentielles, et le calcul du 
groupe de symétries d 'un système d 'équations différentielles. Les démonstrations des 
théorèmes seront omises, mais pour le lecteur intéressé, la plupart des preuves sont 
présentées dans [24]. Cette référence est d'ailleurs celle qui est utilisée pour toute cette 
section. De plus, une approche moins rigoureuse est aussi présentée dans [14]. 
3.2.1 Groupes de Lie et générateurs infinitésimaux 
Avant de discuter des systèmes d'équations différentielles , nous devons réviser plu-
sieurs éléments théoriques. Ainsi , nous allons traiter des groupes de transformations, 
des champs vectoriels et des algèbres de Lie. 
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Groupes de transformations 
Rappelons d'abord qu'un groupe est un ensemble C auquel nous avons ajouté une 
opération * qui vérifie les propriétés suivantes : 
1. Fermeture: si g, h E C, alors 9 * h E C; 
2. Associativité: si g, h, k E C, alors (g * h) * k = 9 * (h * k); 
3. Élément neutre : :3e E C tel que \/ 9 E C, 9 * e = 9 = e * 9 ; 
4. Inverse: \/g E C, :3g-1 E C tel que 9 * g-l = e = g-l * g. 
Rappelons aussi qu'une variété de dimension n est un ensemble M qui contient 
une collection dénombrable de sous-ensembles Ui ç M et des fonctions Xi : Ui -t Vi, 
avec Vi ç ]Rn des sous-ensembles ouverts connexes tel que les propriétés suivantes sont 
respectées : 
2. Pour toutes les paires Ui n Uj , 
est une fonction lisse; 
3. Si Xi E Ui et Xj E Uj sont des points distincts de M , alors il existe des sous-
ensembles ouverts Wi ç Vi et Wj ç Vj avec Xi(Xi) E Wi , Xj(Xj) E Wj tel 
que 
Remarque 3.7. Dans la plupart des cas, la variété utilisée sera M = ]Rn. De plus, à 
moins d'indication contraire, les variétés utilisées seront toujours connexes. 
Maintenant, en unissant les notions de groupes et de variétés , nous obtenons les 
groupes de Lie. 
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Définition 3.8. Un groupe de Lie à r paramètres est un groupe G muni d 'une struc-
ture de variété lisse de dimension r tel que l'opération du groupe 
m : G x G ~ G, m(g, h) = 9 * h, g, h E G 
et l'inversion 
sont des applications lisses. 
Remarque 3.9. Comme pour les variétés, à moins d 'indication contraire, les groupes 
de Lie sont connexes. La même remarque s'appliquera aussi aux groupes de transfor-
mations que nous verrons par la suite. 
Exemple 3.10. Soit G = IRn avec l'addition vectorielle, comme l'addition et l'inver-
sion additive sont des applications lisses, G est un groupe de lie à n paramètres. 
Dans le cas où nous n 'avons pas besoin de tous les éléments du groupe, mais 
uniquement de ceux proches de l 'identité 0, nous pouvons définir un groupe local de 
Lie sans passer par la théorie des variétés. 
Définition 3.11. Un groupe local de Lie à r paramètres est un sous-ensemble ouvert 
connexe Va ç V ç IRn qui contient l 'origine 0 et où les applications 
m: V X V ~ IRn 
qui représente l'opération du groupe et 
i:Vo~V 
qui représente l'inversion sont des applications lisses qui respectent les propriétés 
suivantes: 
1. Associativité: si x, y, z E V et que m(x, y) et m(y, z) sont aussi dans V, alors 
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m(x, m(y, z)) = m(m(x, y), z); 
2. Élément neutre: '\Ix E V, m(O, x) = x = m(x, 0) ; 
3. Inverse: '\Ix E Va, m(x, i(x)) = 0 = m(i(x), x). 
Remarque 3.12. Le fait d'être local fait en sorte que l 'élément neutre est l 'origine 0 
et que les propriétés du groupe ont seulement besoin d'être valides pour les éléments 
dans le voisinage de O. 
Exemple 3.13. Soit V = {x : Ixl < 1} C IR avec 
2xy - x - y 
m(x,y) = , x,y E V. 
xy - 1 
Un calcul rapide montre que l'opération est associative et que l'élément neutre est 
O. Toutefois, puisque l'inversion i(x) = 2x~1 est définie uniquement pour x E Vo = 
{ -1 < x < %}, nous avons un groupe local de Lie à un paramètre. 
En rajoutant certaines conditions sur les groupes de Lie, nous arrivons enfin aux 
groupes de transformations. 
Définition 3.14. Soit M une variété lisse, un groupe local de transformations agissant 
sur M est donné par un groupe local de Lie C et un ouvert W tel que 
{ e}xMÇWÇCxM 
et tel qu'une application lisse 'ljJ : W --+ M respecte les propriétés suivantes : 
1. Associativité: si (h, x) E W, (g, 'ljJ( h, x)) E W et que (g * h, x) E W, alors 
'ljJ(g, 'ljJ( h, x)) = 'ljJ(g * h, x); 
2. Élément neutre: '\Ix E M, 'ljJ(e, x) = x; 
3. Inverse: si (g,x) E W, alors (g-l,'ljJ(g,X)) E W et 'ljJ(g-l, 'ljJ(g, x)) = x. 
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Remarque 3.15. Si W = G x M, nous parlerons simplement de groupe de trans-
formations. De plus, si le groupe de Lie est IR, nous dirons qu 'il s'agit du groupe de 
transformation à un paramètre. 
Exemple 3.16. Le groupe de translations dans IRn est un groupe de transformations. 
En effet, en prenant M = IRn, G = IR et l'application 
'lj;(é,X)=X+éa, XEIRn, éEIR 
nous obtenons un groupe de transformations à un paramètre. 
Champs vectoriels et générateurs infinitésimaux 
Soit une courbe lisse C sur une variété M et x = (Xl, ... , X n ) les points de C. 
Cette courbe peut être paramétrée par une fonction lisse 'P : l ç IR -t M tel que 
(3.1) 
De plus, à chaque point X de la courbe C, le vecteur tangent est donné par 
1 
= d'P(é) = (d'Pl (é) d'Pn (é) ) 
v x dé dé' ... ' dé . (3.2) 
Toutefois, pour éviter la confusion entre le vecteur tangent et les coordonnées de la 
courbe, nous noterons le vecteur tangent 
(3.3) 
Exemple 3.17. Soit l'hélice 
'P(é) = (cosé,sin é,é) 
dans IR3 avec les coordonnées cartésiennes (x , y, z), alors le vecteur tangent d 'un point 
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x = (x, y , z) = <p (é) est donnée par 
Un champ vectoriel v sur une variété M associe de façon lisse un vecteur tangent 
vix à chaque point x E M. Ainsi , si x = (Xl, ... , Xn ) , alors le champ vectoriel a la 
forme 
n 
V = L çi (x)8xi (3.4) 
i=l 
où les fonctions Çi (x) sont lisses. 
Une courbe intégrale <p (é) d'un champ vectoriel v est une courbe paramétrée lisse 
dont le vecteur tangent en n 'importe quel point coïncide avec la valeur de v en ce 
point , c.-à-d. 
(3.5) 
Ainsi, x = (Xl, ... , x n ) = <p(é) est une solut ion de 
(3.6) 
où les Çi(X) sont les coefficients du champ vectoriel v au point x . 
Pour des conditions init iales fixées <p(O) = xo, la solution de l'équation (3.6) est 
unique. Cela nous assure d 'ailleurs l'exist ence et l'unicité d 'une courbe intégrale maxi-
male ii qui passe par Xo. 
Le flot 'lj;(é, x) d 'un champ vectoriel v est donné par la courbe intégrale maximale 
qui passe par x E M. Celui-ci a les propriétés suivantes : 
ii . La courbe n'est contenue dans aucune aut re courbe intégrable plus longue. 
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2. 'IjJ (O , x) = x; 
3. JE'IjJ (é,X) = VI1j;(E,X) . 
La propriété 3 signifie simplement que v est tangent à la courbe 'IjJ (é, x) et la 
propriété 2 donne les conditions initiales de la courbe intégrale. 
Finalement, nous remarquons que le flot généré par le champ vectoriel v agit de 
la même façon que le groupe de transformations à un paramètre. De plus, le champ 
vectoriel v est appelé le générateur infinitésimal, car 
'IjJ (é, x) = X + é~(X) + O(é2). (3.7) 
Ainsi , si 'IjJ (é, x) est un groupe de transformations à un paramètre, alors son générateur 
infinitésimal est donné par 
v = !I,~o 1jJ(e,x). (3.8) 
Exemple 3.18. Soit le groupe de translation 'IjJ (é, x) = X + éa, alors 
Ainsi , v = aox . 
Exemple 3.19. Soit le groupe 'IjJ (é, (x ,y)) = C~EX' 6), alors 
d~I,~/ (e, (x, y)) = !I,jl-" ex' 1! eJ 
( 
X2 xy ) 1 
- (1 - éX)2 ' (1 - éX)2 E=O 
= (x 2 , xy) . 
À l'inverse , si nous avons un générateur infinitésimal, son groupe de t ransforma-
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tions à un paramètre associé est donné par le flot du champ vectoriel. Celui-ci est 
obtenu en résolvant l'équation (3.6) et en respectant la propriété 2 du flot. 




:::} i = aé + f(x). 
Toutefois, pour é = 0, nous avons i = x. Par conséquent, f(x) = x et i = aé + x . 
Ainsi, le groupe de transformations à un paramètre associé est 'ljJ (é, x) = aé + x. 





:::} - --;:: = é + f(x, y) 
x 
-1 
:::} i = ----,-------,-
é + f(x,y)" 






:::} - = dé 
Y 1 - éX 
:::} y = 1 g(x, y). 
1- éX 
Toutefois , pour é = 0, nous avons g = y. Par conséquent, g(x, y) = y et g 
l.!ex· Ainsi, le groupe de transformations à un paramètre associé est 'ljJ (é, (x, y)) 
( _x --"11-) l-ex' l -ex . 
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Crochet de Lie et algèbre de Lie . 
Pour définir une des opérations les plus importantes des champs vectoriels, nous 
devons savoir comment une fonction lisse f : M -t IR. change sous l'effet du fiot 'IjJ(é, x) 
n 
généré par un champ vectoriel v = I>;iOXi. Ainsi , nous regarderons f ('IjJ) lorsque é 
i=l 
varie. ous obtenons alors 
(3.9) 
et à é = 0, nous avons 
! 1,:0 f( 7jJ) = v(J)(x). (3.10) 
De plus, 
f( 'IjJ) = f(x) + éV(f )(X) + O(é2 ) (3.11) 
et par conséquent, v(f) nous donne le changement infinitésimal de la fonction f sous 
l'effet du fiot généré par v. 
Définition 3.22. Si v et w sont des champs vectoriels sur une variété M, le crochet 
de Lie [v , w] représente l'unique champ vectoriel qui satisfait la propriété suivante: 
[v , w](f ) = v (w(f)) - w (v(f )) (3.12) 
pour n 'importe quelle fonction lisse f : M -t IR.. 
De plus, le crochet de Lie est un opérateur bilinéaire antisymétrique qui respecte 
l'identité de Jacobi. 
Exemple 3.23. Soit v = yox et w = x20x + xyoy, alors 
[v , w ] = v (x 2 )ox + v (xY)Oy - w (y)ox 
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Le crochet de Lie est très important , car il nous permet de définir une algèbre de 
Lie. 
D éfinit ion 3.24. Une algèbre de Lie est un espace vectoriel muni du crochet de Lie. 
De plus, l'algèbre de Lie d 'un groupe de Lie C est l'espace vectoriel de tous les champs 
vectoriels invariants à droite sur C. 
3.2.2 Groupes de symétries et équations différentielles 
Maintenant que nous connaissons les liens qui unissent les groupes de Lie, les 
champs vectoriels et les algèbres de Lie, nous pouvons aborder les groupes de symétries 
des systèmes d 'équations différent ielles. Pour ce faire, nous regarderons d 'abord ce qui 
se passe dans le cas d 'un système d'équations algébriques. Puis, grâce à la notion de 
prolongement, nous serons en mesure de t rouver le groupe de symétries d 'un système 
d'équations différentielles. 
Système d 'équations algébriques 
Soit un système d 'équations algébriques i ii 
Fi(X) = 0, i = 1, . . . , l (3.13) 
où les Fi sont des fonctions réelles définies pour x E M une variété. Le groupe de 
symétries du système est le plus grand groupe local de t ransformations C qui agit 
sur M et qui a la particularité de transformer une solution du système en une aut re 
solut ion. Ainsi, si x EMet que Fi(x ) = 0 pour i = 1, . . . , l , alors pour 9 E C , 
Fi (g * x) = 0 pour i = 1, ... , l. 
iii. Le terme algébrique signifie simplement qu 'il ne s'agit pas d 'équations différentielles, mais 
uniquement de fonctions différent iables. 
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Il reste évidemment à trouver le groupe G et les éléments qui suivent nous per-
mettrons de le faire. 
D éfinit ion 3.25. Soit G un groupe local de transformations qui agit sur une variété 
M. Un sous-ensemble SeM est un invariant de G et G est un groupe de symétries 
de S si pour x E S et 9 E G, 9 * x ES. 
Exemple 3.26. Soit M = JR2, S la ligne x = cy + d où c, d E JR et G le groupe de 
translations 
(x, y) f-+ (x + CE, Y + é) , é E JR, 
alors la ligne S est un invariant de G et G est un groupe de symétrie de S, car si 
x = cy + d, alors i; = cy + d, avec i; = x + CE et y = y + é. 
Remarque 3.27. Dans la plupart des cas, l'ensemble S sera l'ensemble des solutions 
du système. 
Avant de regarder les symétries des solutions d'un système d'équations algébriques, 
regardons d'abord les symétries des fonctions Fi(X) qui le déterminent. 
D éfinition 3.28. Soit G un groupe local de transformations qui agit sur une variété 
M. Une fonction f : M -t N, où N est une autre variété, est une fonction invariante 
de G si pour x EMet 9 E G, f (g * x) = f (x). 
Exemple 3.29. Soit M = JR2 et G le groupe de translations 
(x , y) f-+ (x + CE, Y + é), é E JR 
où c est une constante fixée , alors la fonction f (x , y) 
invariante de G, car 
x - cy est une fonction 
f(x + CE , Y + é) = X + CE - c(y + é) = X - cy = f(x , y). 
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Nous pouvons maintenant faire le lien entre les fonctions invariantes et les géné-
rateurs infinitésimaux. 
Théorème 3.30. Soit G un groupe connexe de transformations qui agit sur une 
variété M . Une fonction lisse f : M -+ IR est une fonction invariante de G si et 
seulement si 
v(J) = 0, Vx E M, (3.14) 
et pour tous les générateurs infinitésimaux v de G. 
Exemple 3.31. Soit M = IR2 et G le groupe de translations 
(x, y) H (x + Œ, Y + é), é E IR 
où c est une constante fixée, le générateur infinitésimal est donné par v = COx + Oy. 
Ainsi , puisque 
v(x - cy) = (cox + Oy)(x - cy) = 0, 
f(x , y) = x - cy est une fonction invariante de G. Ceci confirme d'ailleurs l'exemple 
3.29. 
Enfin, nous sommes en mesure d'établir le groupe de symétries d'un système 
d 'équations algébriques. 
Théorème 3.32. Soit G un groupe local connexe de transformations qui agit sur une 
variété M de dimension n. Soit 
Fi(X) = 0, i = 1, .. . l , (3.15) 
un système d'équations algébriques de rang maximal, alors G est un groupe de symé-
tries du système si et seulement si 
V(Fi(X)) = 0, i = 1, ... , l , lorsque F(x) = 0, (3.16) 
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pour tous les générateurs infinitésimaux v de G. 
Exemple 3.33. Soit l'équation f( x, y) = x4 + x2y2 + y2 - 1 = 0 et G le groupe de 
rotation SO(2) 
(x, y) M (x cos é - Y sin é, x sin é + Y cos é ) , é E IR. 
Le générateur infinitésimal de G est donné par v = -yox + xOy. Ainsi , 
-2xy 
vU) = -4x3y - 2xy3 + 2x 3y + 2xy = 2 f( x, y). 
X + 1 
Par conséquent , puisque v U) = 0 lorsque f( x, y) = 0, G est un groupe de symétries 
de l'équation. 
Prolongement 
Le dernier outil nécessaire pour trouver le groupe de symétries d 'un système 
d 'équations différentielles est le prolongement. Pour ce faire, nous allons travailler 
uniquement sur des espaces euclidiens. 
Si nous avons une fonction f( x) = f( XI,"" xp ) qui dépend de p variables indé-
pendantes, alors il y a (P+~-I) dérivées partielles d 'ordre k. Nous utiliserons donc la 
notation 
oJf(x):= Ok f( x) 
ox· .. · ox · JI Jk 
(3.17) 
où J = (j1 , ... , jk), des indices non ordonnés représentant les dérivées utilisées tel 
que 1 :::; jk :::; p. De plus, si f : X -t U où X ~ jRP et U ~ jRq, alors U = f( x) = 
(fr(x), .. . ,/q(x)) = (UI,'" ,uq). Par conséquent , nous noterons u; := oJfo:(x). Le 
nombre de u; dépend évidemment du nombre de variables dépendantes (q) et du 
nombre de dérivées d 'ordre k. Ces composantes forment d 'ailleurs un nouvel espace 
euclidien que nous nommerons Uk . À partir de cet ensemble, nous pouvons créer 
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l'ensemble 
(3. 18) 
Un point de u(n) sera d'ailleurs noté u(n). 
Exemple 3.34. Considérons le cas d 'une fonction réelle u = f(x , y) dans le plan 
cartésien. Nous avons donc X ~ ]R2 avec les coordonnées (x, y), U ~ ]R avec la 
coordonnée u, U1 ~ ]R2 avec les coordonnées (ux , u y ), U2 ~ R 3 avec les coordonnées 
(uxx , u xy , U yy ), etc. Finalement , l'espace U(2) = U x U1 X U2 ~ ]R6, avec les coordonnées 
(u, U x , u y , U xx , uxy , U yy ), représente toutes les dérivées de u par rapport à x et y jusqu'à 
l'ordre 2. 
Définition 3.35. Soit une fonction u = f( x) où f : X -r U, le nième prolongement 
de f est donné par u(n), c.-à-d. 
(3.19) 
Ainsi , pr(n) f( x) est une fonction qui va de X vers u(n). En reprenant l'exemple 
"d t (2) f( ) - (f ll. ll. ~ ft ~) prece an , nous avons pr x, y - , ox' oy' ox2 , oxoy' oy2 . 
Exemple 3.36. Si f( x, y) = x3 - 3xy2, alors 
pr(2) f( x, y) = (x3 - 3xy2, 3x2 - 3y2, -6xy, 6x, -6y, -6x). 
Maintenant supposons que C est un groupe local de transformations qui agit sur 
M ç X x U , le nième prolongement de C, noté pr(n)C, agira sur },;[(n) = M X U1 X 
... X Un. Ce prolongement est défini de sorte qu'il associe les dérivées d 'une fonction 
u = f(x) aux dérivées correspondantes de la fonction transformée û = j(x). 
Définition 3.37. Soit M ç X x U un ouvert et v un champ vectoriel de M associé 
au groupe local de transformations à un paramètre 'ljJ (é, x) . Le nième prolongement de 
v , noté pr(n) v est un champ vectoriel de M(n) et il est un générateur infinitésimal de 
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pr(n) 'Ij; . Ainsi, 
(3.20) 
R emarque 3.38. D 'après cette définition, si 
p q 




p~n)v = L ÇiOXi + L L <p;oui,. (3.22) 
i = l a = 1 J 
La dernière notion qui nous permet tra de simplifier le prolongement d 'un champ 
vectoriel est la dérivée totale. 
D éfinition 3.39. La dérivée totale par rapport à Xi d'une fonction <p(x , u) est donnée 
par 
(3.23) 
En généralisant , si F (x , u(n)) est une fonction lisse de X , U et de ses dérivées jusqu 'à 
n , la iième dérivée totale de F est donnée par 
(3.24) 
' J ( . . ) J i a k+ 1u 
ou = JI , · ·· ,Jk et Ua' = ax· ax· ... ~x . 
'11 Jk 
Finalement , avec le concept de dérivée totale, il est possible de simplifier le pro-
longement d 'un champ vectoriel. 
Théorèm e 3.40. Soit 
p q 
v = L Çi(X , U)OXi + L <Pa(X, U)Ouc> (3.25) 
i=1 a =1 
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un champ vectoriel défini sur un sous-ensemble ouvert M c X x U. Le nième prolon-
gement de v est le champ vectoriel 
q 
prI-n)v = v + L L t.p;(x, u(n»)oui, (3.26) 
0<=1 J 
défini sur M(n) c X x u(n) où J = (jl, ... , jk) , des indices non ordonnés représentant 
les dérivées utilisées tel que 1 ::; jk ::; P et 1 ::; k ::; n. De plus, les coefficients 
t.p;(x, u(n») sont donnés par 
(3.27) 
Système d'équations différentielles 
Soit 6.(x , u(n») un système d'équations différentielles avec p variables indépen-
dantes x = (Xl , ... ,Xp) et q variables dépendantes u = (Ul," . ,uq), alors la solution 
du système aura la forme u = f(x) = (fI (Xl, ... , Xp ), ... , fq( Xl," " xp )). De plus, 
prenons X = IRP l'espace représentant les variables indépendantes et U = IRq l'espace 
représentant les variables dépendantes. Un groupe de symétries du système 6. sera 
un groupe local de transformations C qui agit sur M ç X x U un ouvert tel que C 
transforme une solution de 6. en une autre solution de 6.. Ainsi , si U = f(x) est une 
solution du système et que g E C, alors û = g * f(x) = J(x) est aussi une solution du 
système. 
Exemple 3.41. Soit l'équation de la chaleur Ut = U xx , alors le groupe de translations 
(X, t, u) f--t (x + ca, t + cb, u), c E IR 
est un groupe de symétries, car si u = f(x , t) est une solution de l'équation, alors 
û = f(x - ca, t - cb) est aussi une solution de l'équation. 
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Théorème 3.42. Soit M ç X x U un sous-ensemble ouvert et 6(x, u(n)) = 0 un 
système d'équations différentielles d'ordre n défini sur M équivalent à une sous-variété 
Pt:;. ç M(n). Si G est un groupe local de transformations qui agit sur M et dont le 
prolongement laisse Pt:;. invariant, c.-à-d. si (x, u(n)) E Pt:;. , alors p".(n)g* (x, u(n)) E Pt:;. 
\:/g E G, alors G est un groupe de symétries du système d'équations différentielles. 
Théorème 3.43. Supposons que 6(x, u(n)) = 0 est un système de rang maximal de 
m équations différentielles Es définies sur M c X x U. Si G est un groupe local de 
transformations qui agit sur M et que 
s = 1, ... ,m, lorsque 6(x, u(n)) = 0 (3.28) 
pour chaque générateur infinitésimal v de G, alors G est un groupe de symétries du 
système. 
Théorème 3.44. Soit 6 un système d'équations différentielles de rang maximal défini 
sur M ç X x U. L 'ensemble de toutes les symétries infinitésimales de ce système forme 
une algèbre de Lie sur 114. De plus, si l'algèbre de Lie est de dimension finie, alors 
le groupe de symétries du système est un groupe local de transformations qui agit sur 
M. 
3.2.3 Calcul du groupe de symétries d'un système d'équa-
tions différentielles 
Grâce aux théorèmes 3.40 et 3.43, nous sommes maintenant en mesure de trouver le 
groupe de symétries d'un système d 'équations différentielles. Pour ce faire, nous allons 
poser comme inconnus les coefficients ~i(X, u) et 'Pa(x, u) d'un générateur infinitési-
mal v associé à un hypothétique groupe de symétries de notre système d 'équations 
différentielles. Par la suite, nous calculerons les coefficients 'P~ de pr(n) v qui feront 
intervenir les dérivées partielles. Puis, grâce au théorème 3.43, nous éliminerons les 
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dépendances entre les différentes dérivées de u , ce qui nous permettra d 'égaler à 0 les 
coefficients restants. Cela nous donnera plusieurs équations différentielles (équations 
déterminantes) faisant intervenir les coefficients Çi et 'Po'. ' La solution générale nous 
donnera par la suite les symétries infinitésimales les plus générales du système et le 
théorème 3.44 nous assurera que les générateurs infinitésimaux trouvés forment une 
algèbre de Lie. Finalement, comme pour les exemples 3.20 et 3.21, nous pourrons 
trouver les groupes de symétries associés à chaque générateur infinitésimal. 
Voyons maintenant un résumé des étapes décrites précédemment. 
Étape 1 : Identifier le système d'équations. 
Soit .6(x , u(n)) un système de m d 'équations différentielles avec p variables indépen-
dantes x = (Xl,' .. , Xp ) et q variables dépendantes u = (U1, .. . , uq ), alors le système 
est traduit par 
E ( (1) (n)) - 0 s X,U ,U , ... ,U -, 
Étape 2 : Identifier le champ vectoriel. 
Le champ vectoriel du système est donné par 
p q 
s = 1, ... ,m 
v = L Çi(X, U)OXi + L 'Pa(X, U)Ou" . 
i=l 0'.= 1 
Étape 3 : Déterminer le prolongement du champ vectoriel v. 
Le prolongement de v dépend de l'ordre n du système. Celui-ci est donné par 
q 





où J = (j1,"" j k), des indices non ordonnées représentant les dérivées utilisées tel 
que 1 ~ jk ~ P et 1 ~ k ~ n et où u; = 8x 8>ëx . 
J1 Jk 
Chapitre 3. Les symétries 77 
Étape 4 : Simplifier pr(n) v en fonction du système d'équations. 
La simplification se fait en appliquant le prolongement sur le système d 'équations , 
c.-à-d. 
pr(n) v (Es ) = 0, s = 1, ... , m. 
Étape 5 : Calculer les coefficients. 
Les coefficients r.p; sont donnés par 
où 
et 
Étape 6 : Remplacer les coefficients et simplifier. 
(3 .32) 
(3.33) 
Jous devons remplacer les coefficients r.p; obtenus à l'étape 5 dans les équations obte-
nues à l 'étape 4. Puis, nous devons simplifier ces nouvelles équations grâce au système 
d'équations de l'étape 1. 
Étape 7 : Obtenir les équations déterminantes. 
Dans l'étape 6, puisque les dérivées sont indépendantes, les coefficients devant chacune 
des dérivées doivent être égaux à O. Ainsi, nous obtenons un système d'équations . 
Étape 8 : Trouver la solution générale. 
Nous devons résoudre le système d 'équations obtenu à l'étape 7. 
Étape 9 : Trouver les symétries. 
En remplaçant la solution trouver à l'étape 8 dans le champ vectoriel trouvé à l'étape 
2, les symétries Vi sont obtenues en posant les constantes Ci = 1 et Cj = 0 où j'Ii. 
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Étape 10 : Trouver les groupes de sym étries. 
Les groupes de symétries sont obtenus à part ir des générateurs infinitésimaux Vi trou-
vés à l'étape 9. Pour chaque générateur Vi, nous devons t rouver son flot qui est donné 
en résolvant l'équation (3.6) et en respectant la propriété 2 du flot , c.-à-d. 'ljJ (O, x) = x . 
3.3 Exemples 
Dans la section précédente, nous avons vu la théorie qui nous permet de trouver le 
groupe de symétries d 'un système d 'équations différent ielles. Nous allons maintenant 
appliquer la théorie avec t rois exemples : l'équation de Burger , l'équation d'Euler et 
l'équation de Riccati quaternionique. Les résultats de la dernière équation ont été 
publiés dans [26J par mon directeur de recherche et moi-même en 2018. Dans chaque 
cas, nous allons suivre les étapes ment ionnées à la fin de la dernière section . De plus, 
les résultats obtenus dans les t rois exemples ont été vérifiés dans Maple 16 grâce à 
l'outil PDEtools. 
3.3.1 Équation de Burger 
La première équation t raitée est l'équation de Burger [24J . 
Éta p e 1 : Identifier le syst èm e d 'équations . 
L'équation de Burger est donnée par 
(3.34) 
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où U = U(x, t). Par conséquent, nous avons deux variables indépendantes (x et t) et 
une variable dépendante (u). Ainsi, p = 2, q = 1 et n = 2. Le système comprend une 
seule équation différentielle : 
E Ut - U xx - u; = O. (3.35) 
Étape 2 : Identifier le champ vectoriel. 
Comme p = 2 et q = 1, d 'après (3.30), nous avons le champ vectoriel 
v = Ç-(x , t , u)ox + T(X , t, u)Ot + <p(x, t, u)ou . (3.36) 
Étape 3 : Déterminer le prolongement du champ vectoriel v. 
Comme n = 2, nous devons utiliser le deuxième prolongement. Ainsi, d'après 
(3.31), le deuxième prolongement du champ vectoriel v est donné par 
(3.37) 
Étape 4 : Simplifier pr(n)v en fonction du système d'équations. 
De (3.35) et (3.37), en utilisant (3.32) , nous avons 
(3.38) 
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Étape 5 : Calculer les coefficients. 
et 
D'après (3.33), les coefficients Cff, <pt et <pxx sont donnés par 
<pX = D x (<p - çux - TUt) + çuxx + TUxt 
D x<p - u x D xç - çDxu x - UtDxT - T D xut + çuxx + TUxt 
<Px + <PuUx - Çxu x - Çu u ; - Tx Ut - TuUxUt , 
<pt = Dt (<p - çux - TUt) + ÇUxt + TUtt 
Dt<p - u x Dtç - çDtux - utDtT - T Dtut + ÇUxt + TUtt 
<Pt + <Pu Ut - çtUx - çuUx Ut - TtUt - TuU; , 
<pxx = D x (<px - çuxx - TUxt) + çuxxx + TUxxt 
~~ +~~~+ ~~~-~~~-~~~-~~~ 
-~~~-~~~- ~~~-~~~~-~~~~-~~~~ 
-uxx D x ç - çDxu xx - u xtDxT - T D x u xt + çuxxx + TUxxt 
<Pxx + 2 <pux Ux + <Puu u ; + <Pu Uxx - Çxx Ux - 2çxu u; - 2çx Uxx 
-Çuuu~ - 3çuu x u xx - TuuU; Ut - TxxUt - 2Tux Ux Ut - 2TuUx Uxt 
-TuUtUxx - 2TxUxt · 
Étape 6 : Remplacer les coefficients et simplifier. 
De (3.38) et (3 .39) , nous avons 
(<pt - <Pxx ) + (çxx - çt - 2<px - 2 <pux )ux + (<Pu + Txx - Tt )Ut 
+ (2Tux + 2Tx - çu)ux Ut + (2çx + 2çxu - 2 <pu - <Puu)u~ + (2Tu + Tuu)U~ Ut 
+ (2çu + çuu)u~ + (2çx - <Pu)uxx - TuU; + 2TxUxt + 2TuUxUxt 
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Toutefois, de (3 .35) , nous avons aussi 
Ainsi, nous obtenons 
+ (2çx + 2çxu - 'Pu + Tx x - Tt - 'Puu)u; 
+ (çu + Çuu + 2Tu x + 2Tx )U~ + (Tu + Tuu)U; 
+ (2çx + Tx x - Tt)Uxx + (2çu + 2Tu x + 6Tx )Ux Uxx + (Tuu + 5Tu )U;Uxx 






Puisque les dérivées de U sont indépendantes, à partir de (3.42), nous obtenons les 
équations déterminantes suivantes: 
'Pt - 'Pxx = 0, 
2çx + 2çxu - 'Pu + Txx - Tt - 'Puu = 0, 
Tu + Tuu = 0, 
2çx + Txx - Tt = 0, 
Tuu + 5Tu = 0, 
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Étape 8 : Trouver la solution générale. 
Des équations (3.43i) et (3.43j), nous avons que T dépend uniquement de t. Ainsi , 
T = T(t). 
Par conséquent, de l'équation (3.43g), nous avons que ç ne dépend pas de u . Ainsi, 
ç = ç(x, t). 
Avec ces deux informations, les la équations déterminantes init iales sont rempla-
cées par les quatre suivantes : 
'Pt - 'Pxx = 0, 
2çx - 'Pu - Tt - 'Puu = 0, 
En utilisant l'équation (3.44d), l'équation (3.44c) devient 






De plus, en dérivant par x l'équation (3.44d), nous obtenons 2çxx = Txt = 0, donc 
ç = a(t)x + f3 (t) et Tt = 2a(t). Ainsi, 
1 ç = 2TtX + f3 (t). (3.46) 
Avec ces informations, l'équation (3.44b) devient 
(3.47) 
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De l'équation (3.45), nous avons que !.p + !.pu = 1 (X , t) et 
!.p = k(x , t) e-U + 1 (X, t). 
En combinant avec l'équation (3.47), nous avons 
Comme Çxx = 0, alors 1 xxx = 0, donc 
Par conséquent , de (3.46) , (3.49) et (3.50) , 
Maintenant, si nous résumons, nous avons 
k( ) - u 1 2 1 ;3 !.p= x , t e -sTttX -2 t X + 1 0 , 
1 Ç = 2TtX + ;3, 
!.pt - !.pxx = O. 
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et 
En combinant avec (3.52c) , cela nous donne 
Donc, Tttt = a, f3tt = a, kt = k xx et lOt = -~Ttt. 
Ainsi, 
ç(x, t) = 4C6xt + C4X + 2C5t + Cl, 
T(t) = 4C6t2 + 2C4t + C2, 
c.p(x, t, u) = k(x , t)e- U - C6X2 - C5X - 2C6t + C3. 







Les symétries sont données en remplaçant (3.55) dans (3.36) et en posant à tour 
de rôle Cl = l, C2 = l , C3 = l, C4 = l , C5 = l , C6 = 1 et k(x, t) = k(x , t), tout 
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(3.56g) 
Étape 10 : Trouver les groupes de symétries. 
En appliquant le même raisonnement que pour les exemples 3.20 et 3.21, nous 
trouvons les groupes de symétries suivants : 
Cl = (x + E, t , U), 
C2 = (x, t + E, u), 
C3 = (X,t,U+E), 
C5 = (x + 2Et, t, u - EX - E2t) , 
(
X t ( ) EX2 ) C6 = 1 _ 4Et' 1 _ 4Et' u + ln VI - 4Et - 1 - 4Et ' 
Ck = (x, t , ln (eU + Ek(x, t))) . 








Comme deuxième exemple, nous considérons l'équation d 'Euler pour le déplace-
ment d 'un liquide en trois dimensions [24]. 
Étape 1 : Identifier le système d'équations. 
L'équation d 'Euler s'écrit 
U t + U· gr ad u = -gradp avec divu = o. (3.58) 
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Les variables indépendantes de l'équation sont la position x = (x, y , z) et le temps t 
et les variables dépendantes de l'équation sont le champ de vitesse u = (u , v, w) et 
la pression p. Par conséquent, l'équation (3.58) se traduit par les quatre équations 
suivantes: 
El - Ut + UUx + v U y + WU z + P x = 0, 
E2 Vt + UVx + v Vy + WVz + Py = 0, 
E3 - Wt + UWx + vWy + WW z + P z = 0, 
Étape 2 : Identifier le champ vectoriel. 
Comme p = 4 et q = 4, d'après (3.30) , nous avons le champ vectoriel 
v = ç(x, t , u ,p)ox + 'TJ(x , t , u ,p)Oy + ((x, t , u ,p)oz + T(X , t , u ,p)Ot 
+ rp (x, t , u ,p)ou + 'Ij; (x , t , u ,p)ov + X( x , t , u ,p)ow + 1f(x, t , u ,p)op. 






Comme n = 1, nous devons utiliser le premier prolongement. Ainsi , d'après (3.31) , 
le premier prolongement de v est donné par 
+ rpx oUx + rpy OUy + rpz oUz + rpt OUt + 'lj; x oVx + 'lj;y oVy 
+ 'lj;z ovz + 'lj;tOVt + x Xowx + XYOWy + x Zowz + xtOWt 
+ 1fx 0px + 1fY Opy + 1fz opz + 1ft 0Pt . 
(3.61) 
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Étape 4 : Simplifier pr(n) v en fonction du système d'équations. 
De (3.59) et (3.61), en ut ilisant (3.32), nous avons 
pr(l)v(E2 ) = 0 
{:} 'ljJt + u'ljJx + v'ljJY + w'ljJz + Vx'P + vy'ljJ + VzX + 1fY = 0, 
pr(l)v(E3 ) = 0 






D'après (3.33), les coefficients 'Px, 'PY, 'Pz, 'Pt, 'ljJx, 'ljJY, 'ljJz, 'ljJt, Xx, XY, XZ, Xt , 1fx, 
1fY, 1fZ et 1ft sont donnés par 
(3 .63a) 
(3.63p) 
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En exemple, voici le calcul pour 'Px : 
'Px = D x('P - çux - rJuy - (uz - TUt) + çuxx + rJuxy + (uxz + TUxt 
= Dx'P - uxDxç - çDxux - uyDxrJ - rJDxuy - uzDx( - (Dxu z 
- UtDxT - TDxut + ÇUxx + rJuxy + (uxz + TUxt 
= D x'P - uxDxç - uyDxrJ - uzDx( - UtDxT 
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= 'Px + 'Puux + 'Pvvx + 'Pwwx + 'PpPx - ÇxUx - ÇuU; - Çvuxvx - ÇwUxWx 
- çpUxPx - rJxUy - rJuuxUy - rJvUyvx - rJwUywx - rJpuypx - ( xuz 
Étape 6 : Remplacer les coefficients et simplifier. 
De (3.59) , nous avons 
Ainsi , de (3 .62) et (3.63), nous obtenons pour El : 
('Pt + u'Px + V'Py + W'Pz + 7rx) 
+ (+7ru - çt + U'Pu - Vçy - wÇz + 'P - W'Pw - U2'Pp - U7rp + W2 'Pp - w(x)ux 
+ ('ljJ - rJt - UrJx + V'Pu - vrJy - V7rp + vÇx - WrJz - uV'Pp)uy 
+ (X - (t - u(x - Vey + W'Pu + wÇx - wez - W7rp - uW'Pp)uz 
+ ('Pu - Tt - 7rp + Çx - u'Pp - UTx - VTy - WTz)Ut 
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+ (W'T/x + W'Pv - VW'Pp)Vz + ('Pv + 'T/x - V'Pp)Vt + (7fw + U'Pw + U(x - UW'Pp)Wx 
+ (V'Pw + V(x - VW'Pp)Wy + ('Pw + (x - W'Pp)Wt + ('Pp - TX)Pt 
+ (Wçw - W(u - W2çp + UW(p)U; 
+ (-U'T/u + W'T/w + U2'T/p - W2'T/p - UVçp + VW(p)UxUy 
+ ( -U(u + W(w + U2(p - UWçp)UxUz 
+ (-UTu + WTw + U2Tp - W2Tp - Uçp + W(p)UxUt 
+ (U'T/u - W(v - U2'T/p + UVçp)UxVx 
+ (-Vçv + WÇw + V2çp - W2çp + V'T/u - UV'T/p - W(u + UW(p)UxVy 
+ (W'T/u - WÇv - UW'T/p + VWçp)UxVz + ('T/u - Çv - U'T/p + Vçp)UxVt 
+ (U(u - W(w - U2(p + UWçp)UxWx + (V(u - VÇw - UV(p + VWçp)UxWy 
+ ((u - Çw - U(p + Wçp)UxWt + (-çp - Tu + UTp)UxPt 
+ (-V'T/u + UV'T/p - V2çp)U~ 
+ (-V(u - W'T/u + UW'T/p + UV(p - 2vwçp)uyu z 
+ (-'T/u - VTu + U'T/p + UVTp - 2vçp)uyUt + (vçv - U'T/v)uyvx 
+ (-V'T/v + w'T/w - W2'T/p + VW(p)UyVy + (-W'T/v)UyVz + (-'T/v)UyVt 
+ (Vçw - U'T/w + UW'T/p - UV(p)UyWx + (VW'T/p - V'T/w - V2(p)UyWy 
+ (W'T/p - 'T/w - V(p)UyWt + (VTp - 'T/p)UyPt + (UW(p - W(u - W2çp)U; 
+ (-(u - WTu + U(p + UWTp - 2wçp)uzUt + (wçv - u(v - uW'T/p + uV(p)uzvx 
+ (-v(v + w(w + V2(p - VW'T/p)UzVy + (VW(p - W(v - W2'T/p)UzVz 
+ (V(p - (v - W'T/p)UzVt + (Wçw - U(w)UzWx + (-V(w)UzWy + (-(w)UzWt 
+ (WTp - (p)UzPt + (-TU + UTp - çp)U; + (ÇV - UTv - U'T/p + UVTp)UtVx 
+ (-VTv + V2Tp - V'T/p + WTw - W2Tp + W(p)UtVy + (VWTp - WTv - W'T/p)UtVz 
+ (VTp - Tv - 'T/p)UtVt + (ÇW - UTw - U(p + UWTp)UtWx + (VWTp - VTw - V(p)UtWy 
+ (WTp - (p - TW)UtWt + (U'T/v)V; + (V'T/v - W(v)VxVy + (W'T/v)VxVz + ('T/v)VxVt 
+ (U'T/w + U(V)VxWX + (V(V)VxWy + ((V)VxWt + (-Tv)VxPt + (V'T/w - W(w)VyWx 
+ (W'T/W)VzWX + ('T/W)VtWx + (U(W)W; + (V(W)WxWy + ((w)WxWt + (-Tw)WxPt = O. 
89 
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Le même type de solution est obtenu pour E2 ' E3 et E4. 
Étape 7 : Obtenir les équations déterminantes. 
Les équations déterminantes sont obtenues en isolant séparément les différentes 
dérivées de u, v, w et p dans El, E2' E3 et E4. Vu le nombre d'équations, nous ne les 
donnerons pas ici. 
Étape 8 : Trouver la solution générale. 
Des équations déterminantes, nous remarquons que la symétrie est projetable, 
c.-à-d. que ç, Tl, ( et T dépendent uniquement de x et t. Puis, en effectuant des 
manipulations similaires à ce que nous avons fait pour l'équation de Burger, nous 
trouvons la solution générale suivante : 
ç = C6X + C1Y - C2 Z + a, 
Tl = -C1X + C6Y + C3 Z + /3, 
( = C2 X - C3Y + C6 Z + r, 
T = (2C6 + C4)t + 2C7 + C5, 
r.p = -(C6 + C4)U + C1V - C2W + at, 
'ljJ = -C1U - (C6 + C4)V + C3W + /3t, 
X = C2 U - C3 V - (C6 + C4)W + rt, 
7f = -2(C6 + C4)P - attX - /3ttY -rttZ + e, 
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Étape 9 : Trouver les symétries. 
Les symétries sont données en remplaçant (3 .66) dans (3.60) et en posant à tour 
de rôle Cl = 1, C2 = 1, C3 = 1, C4 = 1, C5 = 1, C6 = 1, C7 = 1, a(t) = a(t), /3( t) = /3( t), 
,(t) = ,(t) , B(t) = B(t) , tout en maintenant les autres coefficients égaux à O. Ainsi , 
nous trouvons les générateurs infinitésimaux suivants : 
VI = yOx - xOy + VOu - uov , (3.67a) 
V2 = xOz - zOx + uOw - WOu, (3.67b) 
V3 = ZOy - YOz + wOv - vOw, (3.67c) 
V4 = tOt - uOu - vOv - wOw - 2pop, (3.67d) 
V5 = Ot, (3.67e) 
V6 = xOx + yOy + zOz + tOt, (3.67f) 
Va = aox + atOu - attXOp, (3.67g) 
V{3 = /30y + /3tOv - /3ttYOp, (3.67h) 
v"( = ,Oz + ,tOw - ,ttZOp, (3.67i) 
V(} = Bop. (3.67j) 
Ici, VI, V2 et V3 sont des rotations; V4 et V6 sont des dilatations; V5 est une transla-
t ion dans le temps; Va, v{3 et v"( sont des changements de coordonnées; et V(} est un 
changement de pression. 
Remarque 3.45. Notons que V6 n'est plus sous sa form e originale et que V7 n'est pas 
donnée pour éviter d'avoir des informations en double. 
Étape 10 : Trouver les groupes de symétries. 
À partir des champs vectoriels obtenus à l'étape précédente , nous avons un groupe 
de symétries pour chaque type de champ vectoriel. Ainsi, le groupe de symétries 
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associé aux rotations (Vi, V2, V3) est le groupe de rotations 
50(3): (x,t,u,p) f-1 (Rx ,t, Ru,p) (3.68a) 
où R est une matrice 3 x 3 orthogonale. Ce groupe représente des rotations simultanées 
dans l'espace x et dans le champ de vitesse u . 
Les groupes de symétries associés aux dilatations V6 et V4 sont respectivement les 
groupes de dilatations 
Dl : (x, t, u ,p) f-1 (ëx, eét, u ,p) (3.68b) 
et 
(3.68c) 
Le groupe de symétries associé à la translation dans le temps V5 est 
Ct : (x, t, u ,p) f-1 (x , t + E, u ,p). (3.68d) 
Le groupe de symétries associé au changements de coordonnées (va, V{3, v'Y) est 
Ca : (x, t , u ,p) f-1 (x + EO(t) , t , u + EO(t) ,p - EX' Ott - ~E20' Ott ) (3.68e) 
où 0 = (a, j3, ,). 
Finalement , le groupe de symétries associé au changement de pression (va) est 
Cp: (x,t,u,p) f-1 (x,t,u,p+ EB(t)) . (3.68f) 
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3.3.3 Équation de Riccati quaternionique 
Comme dernier exemple, nous considérons l'équation de Riccati quaternionique vu 
au chapit re 2. otons que même si nous avons t raité l'équation dans les biquaternions, 
tout ce que nous avons vu est aussi valide dans les quaternions et l'équation prend la 
même forme [26J. 
Étape 1 : Identifier le système d'équations. 
L'équation de Riccati quaternionique s'écrit 
DQ + IQI 2 = q. (3.69) 
Nous avons vu au chapit re 2, que cette équation est équivalente aux quatre équations 
suivantes: 
El - (Ux + vy + W z ) + u2 + v2 + w 2 - q = 0, 
E2 w y - V z = 0, 
E3 U Z - W x = 0, 





Ainsi, les variables indépendantes de l'équation sont x, y, z et les variables dépendantes 
de l'équation sont u, v et w . 
Étape 2 : Identifier le champ vectoriel. 
Comme p = 3 et q = 3, d 'après (3.30), nous avons le champ vectoriel suivant: 
v = ç(x, y, z, u, v, w)8x + 'T} (x, y, z, u, v, w)8y + ((x, y, z, u, v, w)8z (3. 71 ) 
+ tp(x, y , z, u, v, w)8u + 'lj;(x, y, z, u, v, w)8v + X(x, y , z, u, v, w)8w . 
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Étape 3 : Déterminer le prolongement du champ vectoriel v. 
Comme n = 1, nous devons utiliser le premier prolongement. Ainsi , d 'après (3.31), 
le premier prolongement de v est donné par 
pr(l)v = f,ox + TJOy + (oz + 'Pou + 'ljJ ov + XOw + <pxoux + <PYouy 
+ <pzouz + 'ljJx ovx + 'ljJYovy + 'ljJzovz + XXowx + XYowy + Xzowz· 
Étape 4 : Simplifier pr(n) v en fonction du système d'équations. 
De (3.70) et (3.72), en utilisant (3.32), nous avons 
pr(1)v (E1) = 0 
{:} - (<px + 'ljJY + XZ ) + 2u<p + 2v'ljJ + 2wX - f,qx - TJqy - (qz = 0, 
pr(l)v(E2 ) = 0 
{:} XY - 'ljJz = 0, 
pr(l)v(E3 ) = 0 
{:} <pz _ XX = 0, 
pr(l)v(E4 ) = 0 
{:} 'ljJx _ <Py = O. 






D'après (3.33), les coefficients <px, <Py, <pz, 'ljJx, 'ljJy, 'ljJz, Xx, Xy et XZ sont les mêmes 
que ceux calculés pour l'équation d'Euler (3.63) , mais sans les termes faisant intervenir 
t, p , T ou 7r. Ainsi , 
(3.74a) 
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-~~~-~%-~~%-~~%-~%~-G~ 
- (uuzWz - (vVzWz - (wW;' 
Étape 6 : Remplacer les coefficients et simplifier. 
De (3.70) , nous avons 







Ainsi , de (3.73),(3.74) et (3.75) , nous pouvons réduire (3.73) pour El , E2 ' E3 et 
E4' Étant donné la longueur du résultat , celui-ci n'est pas donné ici. 
Étape 7 : Obtenir les équations déterminantes. 
En isolant séparément les différentes dérivées de u et v , nous obtenons les équations 
déterminantes suivantes pour El : 
<Px + 'lj;y + XZ + (Xw - ( z)(u2 + v2 + w2 - q) - (w(u2 + v2 + w2 _ q)2 
- 2u<p - 2v'lj; - 2wX + çqx + TJqy + (qz = 0, 
<Pu - XW + G - Çx + 2(w(u2 + v2 + w2 - q) = 0, 
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'l/Jv - Xw + Cz - TJy + 2(w(u2 + V2 + W2 - q) = 0, 
'l/Jw + Xv - TJz - (y - (TJw + (v)(U2 + V2 + W 2 - q) = 0, 
Çu + TJv = 0, 
Çu + (w = 0, 
Çv + TJu = 0, 
Çw + (u = 0, 
TJv + (w = 0, 
TJw + (v = 0, 
(w = O. 
Le même type de résultat est obtenu pour E2 ' E3 et E4' 











Des équations déterminantes, comme pour l'équation d 'Euler , nous remarquons 
que la symétrie est projetable, c.-à-d. que ç, TJ et ( dépendent uniquement de x, y et 
z . Ainsi , l'équation à résoudre est 
<Px + 'l/Jy + Xz + (<Pu - çx)(u2 + v2 + w2 - q) 
- 2u<p - 2v'I/J - 2wX + çqx + TJqy + (qz = 0, 
(3.77) 
avec <Pu = 'l/Jv = Xw, <Pv = - 'l/Ju = -TJx = çy , <Pw = -Xu = -(x, 'l/Jw = -Xv = TJz = -(Y' 
<py = 'l/Jx, 'l/Jz = Xy, <Pz = Xx et Çx = TJy = ( z, 
La solution est donnée par 
ç(x, y , z ) = C8(X2 - y2 - Z2) + 2cgxy + 2ClOXZ + C7X - C6Y - C5Z + Cl , 
TJ( X, y, z) = 2C8XY + Cg( y2 - X2 - Z2) + 2ClOYZ + c6x + C7Y - C4z + C2, 
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avec 
<p(X, y, Z, u, v, w) = cs(1- 2(xu + yv + zw)) + 2cg(xv - yu) 
+2cIO(xw - zu) - C7U - C6V - C5W, 
'ljJ(x, y, Z, u, v, w) = 2cs(Yu - xv) + cg(1 - 2(xu + yv + zw)) 
-2cIO(zv - yw) + ~u - C7V - C4W, 
X(x, y, Z, u, v, w) = 2cs(zu - xw) + 2cg(zv - yw) 
+CIO(1- 2(xu + yv + zw)) + C5U + C4V - C7W, 
- [CS(X2 - y2 - Z2) + 2cgxy + 2cIOxZ + C7X - C6Y - C5Z + CI]qx 
- [2csxy + Cg(y2 - X2 - Z2) + 2cIOYz + C6X + C7Y - C4Z + C2]qy 
- [2csxz + 2cgyz + CIO(Z2 - x2 - y2) + C5X + C4Y + C7Z + C3]qz 
+ 2[2csx + 2cgy + 2cIOz + C7]q = o. 






Les symétries sont données en remplaçant (3.78) dans (3.71) et en posant à tour de 
rôle Cl = 1, C2 = 1, C3 = 1, C4 = 1, C5 = 1, C6 = 1, C7 = 1, Cs = 1, Cg = 1, CIO = 1, tout 
en maintenant les autres coefficients égaux à O. Ainsi , nous trouvons les générateurs 
infinitésimaux suivants : 
V4 = YOz - Zay + vOw - wov , 
V5 = zOx - xOz + wou - uOw, 
V6 = xOy - yOx + uOv - vou, 
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V8 = (X2 - y2 - z2) 8x + 2xy8y + 2xz8z + (1 - 2(xu + yv + zw ))8u 
+ 2(yu - xv)8v + 2(zu - xw)8w , 
Vg = 2xy8x + (y2 - X 2 - z2 )8y + 2yz8z + 2(xv - yu)8u 
+ (1 - 2(xu + yv + zw))8v + 2(zv - yw)8w , 





Ici, Vi , V2 et V3 sont des translations, V4, V5 et V6 sont des rotations, V7 est une dilata-
tion, et V8, Vg et VlO sont des symétries que nous appellerons « symétries coniques» . 
De plus, d'après l'équation (3.79) , le type de potentiel associé à chacune de ces 
symétries est connu. Ainsi, 
qi = Fi (y, z) , 
q2 = F2 (x , z), 
q3 = F3(X, y) , 
q4 = F4 ( x, J y2 + Z2 ) , 
q5 = F5 (y , vi x2 + Z2) , 
q6 = F6 ( z, J x2 + y2) , 
q7 = X -2 F7 ( ;, ; ) , 
q8 = r -4 F8 (:2' ;2 ) , 
qg = r -4 Fg ( ~, ;2 ) , 
-4 ( X Y) 
qlO = r FlO r2 'r2 ' 
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Étape 10 : Trouver les groupes de sy métries. 
En appliquant le même raisonnement que pour les exemples 3.20 et 3.21 , nous 
trouvons les groupes de symétries suivants : 
G1 = (X+C, y,z, u ,V, W) , 
G2 = (X, y+ c,Z, U,V, W) , 
G3 = (X, y ,Z + c, U,V,W) , 
G 4 = (X , y cos c + z sin c, z cos c - y sin c, u , v cos c + w sin c, 
w cos c - v sin c) , 
G 5 = (x cos c - z sin c, y , z cos c + x sin c, u cos c - w sin c, v, 
w cos c + u sin c) , 
G6 = (x cos c + y sin c, y cos c - x sin c, z, u cos c + v sin c, 
Gs = 
Gg = 
v cos c - u sin c, w) , 
u + (1 - 2(xu + yv + zW))c - (r 2u + (1 - 2(xu + yv + zw)) x )c2 , 
v(r2c2 - 2xc + 1) + y(2uc + (1 - 2(ux + yv + zw))c2 ) , 
w(r2c2 - 2xc + 1) + z(2uc + (1 - 2(ux + yv + zw))c2 )) , 
(
X y - r 2c z 
r 2c2 - 2yc + l ' r 2c2 - 2yc + l ' r 2c2 - 2yc + l ' 
u(r2c2 - 2yc + 1) + x (2vc + (1 - 2(ux + yv + zw))c2 ) , 
V + (1 - 2(xu + yv + zw))c·- (r 2v + (1 - 2(xu + yv + zw))y)c2 , 
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u(r2é2 - 2 Zé + 1) + X(2Wé + (1 - 2(ux + yv + ZW)) é2 ), 
V(r2é2 - 2 Zé + 1) + y(2Wé + (1 - 2(ux + yv + ZW))é2 ) , 




Réduction par symétries 
Dans ce chapitre, nous allons traiter de la réduction par symétries. Comme pour 
le chapitre précédent, nous résumerons d 'abord les grandes lignes de la réduction 
dans une brève introduction avant d'aborder la théorie. Encore une fois , après avoir 
présenté la théorie, nous ferons quelques exemples (Burger, Euler , Riccati) . Ici encore, 
les résultats concernant l'équation de Riccati sont nouveaux et ont été présentés dans 
[26]. 
4.1 Introduction 
Nous avons vu au chapitre précédent qu'une symétrie est une transformation qui 
préserve les solutions. Ces solutions ont évidemment des éléments en communs, des 
invariants , qui ne changent pas durant la transformation. Par exemple, si la symétrie 
est une rotation, le rayon ne changera pas. Ainsi, le rayon est un invariant de la 
symétrie de rotation. 
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L'idée de la réduction par symétries est de diminuer le nombre de variables en 
utilisant les invariants. Pour ce faire , il nous faut remplacer toutes les variables par 
des invariants. Par la suite, nous devons résoudre la nouvelle équation et faire les 
substitutions inverses. 
Exemple 4 .1. Soit l'équation de la chaleur Ut = u xx . Cette équation possède une 
symétrie de translation générée par ât + câx où c est une constante. Les invariants de 
cette symétrie sont y = x - ct et v = u. Ainsi , 
Ut = Vt = vyYt = -cvy et Uxx = Vxx = VyyYxYx = VYY ' 
Par conséquent, l'équation de la chaleur devient - cvy = Vyy qui a pour solution 
v(y) = ke-cy + l où k et l sont des constantes. Puis , en ramenant les anciennes 
variables , nous trouvons u(x, t) = ke-c(x-ct) + l . 
Évidemment, la solution trouvée n 'est pas la solution générale, car nous avons 
imposé des contraintes supplémentaires à notre solution. Toutefois , il est possible 
d 'obtenir toutes les solutions de l'équation en répétant le même processus avec toutes 
les symétries. En pratique, cela est rarement nécessaire, car bien souvent nous avons 
simplement besoin d 'une seule solution. 
4.2 Théorie 
Dans cette section, nous allons seulement présenter une partie de la théorie qui 
nous permet de faire la réduction par symétrie. En effet , nous allons voir uniquement 
comment trouver les invariants d 'une symétrie et la procédure pour faire la réduction 
par symétries. Toutefois , pour le lecteur intéressé, le reste de la théorie qui entoure la 
réduction par symétries se trouve dans [24]. 
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4.2.1 Construction des invariants 
Pour faire la réduction par symétries, nous avons besoin de trouver les invariants 
d'une symétrie. Nous utiliserons ici plusieurs éléments du chapitre 3. 
Soit G un groupe de transformation à un paramètre qui agit sur une variété M 
qui a comme générateur infinitésimal 
(4.1) 
D'après le théorème 3.30 du chapitre 3, un invariant f(x) de G est une solution de 
l'équation différentielle 
(4.2) 
La théorie des équations différentielles nous dit alors que pour trouver la solution 
de l'équation (4.2), nous devons résoudre son système caractéristique 
(4.3) 
La solution générale de l'équation (4.3) est de la forme 
(4.4) 
où les Ci sont les constantes d'intégration et où les fonctions fi sont les invariants 
recherchés. 
Exemple 4.2. Soit le groupe de rotation 80(2) 
(x, y) t--+ (x cos é - Y sin é, x sin é + Y cos é) , 0::::; é < 271'. 
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Le générateur infinitésimal du groupe est donné par 
v = -yox + xoy. 
Ainsi , son système caractéristique est 
dx dy 
-y x 
La solution est donné par c = x2 + y2. Ainsi, f(x, y) = x2 + y2 est un invariant du 
groupe 50(2) 
Remarque 4.3. Évidemment, toutes les fonctions d'invariants sont aussi des inva-
riants. Ainsi, nous aurions pu prendre r = Jx2 + y2 comme invariant pour le groupe 
50(2). 
4.2.2 Réduction par symétries 
Maintenant que nous sommes en mesure d'obtenir les invariants d'une symétrie, il 
nous reste à faire la réduction par symétries. 
Considérons L\(x , u(n)) un système d'équations différentielles avec p variables in-
dépendantes x = (Xl, ... ,Xp ) et q variables dépendantes u = (UI , ... ,uq ). Si G est un 
groupe de symétries du système, alors d'après la définition 3.25 , une solution u = f(x) 
sera invariante sous l'action de n'importe quelle transformation 9 E G. De plus, en 
faisant quelques suppositions supplémentaires, il est possible de trouver toutes les 
solutions invariantes de L\ en solutionnant le système réduit L\/G qui fait intervenir 
moins de variables indépendantes que le système L\. Un théorème, que nous ne trai-
terons pas ici , nous assure que le système possède p - s invariants indépendants y( x) 
et q invariants dépendants v(x , u). Ici , s est la dimension de l'orbite de G. 
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Pour passer du système initial 6(x, u(n)) au système réduit , nous devons récrire 
le système en fonction des invariants trouvés. Initialement , une solution u = f (x) 
dépendait uniquement des variables indépendantes (Xl , ... ,xp ). En utilisant les inva-
riants, nous pouvons réexprimer une partie des variables indépendantes (Xl, ... , Xp- s ) 
en fonction des invariants y. Toutefois, il nous reste encore s variables indépendantes 
que nous devons garder x = (xp-S+l , .. . ,xp). Ainsi , nous avons u = 6(x, y, v) . Finale-
ment , pour avoir un système qui dépend uniquement des nouvelles variables x, y ,v, 
nous devons utiliser la règle de la dérivation en chaîne 
au = ~6(X y v) = 06 OX + 06 oy + 06 av oy 
ox ox " ox ox oy ox av oy ox . (4.5) 
et nous devons remplacer toutes les anciennes variables X et u par les nouvelles va-
riables x, y et v. Notre nouveau système devrait donc avoir la forme l(x, y, v(n)). 
Toutefois , puisque G est un groupe de symétries du système 6 , le système 6 est 
équivalent au système réduit (6jG)(y , v(n)) qui ne dépend plus de x. Finalement , une 
solution v(y) du système réduit 6 jG est aussi une solution du système 6 lorsque 
nous faisons les transformations inverses. 
4.3 Exemples 
Dans cette section, nous allons appliquer la réduction par symétries pour les trois 
équations que nous avons vu au chapitre 3, soit l'équation de Burger , l'équation d 'Eu-
ler et l'équation de Riccati quaternionique. Notons que le deuxième exemple vient 
directement de [24] et que le troisième exemple reprend les résultats obtenus dans 
[26]. 
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4.3.1 Équation de Burger 
Dans l'équation de Burger 
nous avons obtenu les symétries suivantes: 
V5 = 2t8x - x8u , 
V6 = 4xt8x + 4t28t - (x2 + 2t)8u , 










Toutefois , pour cet exemple, nous allons nous intéresser uniquement à la symétrie de 
dilatation engendrée par V4 . 
Calcul des invariants 
Calculons les invariants de V4, la symétrie de dilatation. 
De (4.3), nous avons 
dx dt du 
x 2t 0 
(4.6) 
De cette équation, nous avons 
dx dt 1 x 
- = - {:} ln x = - ln t + ln Cl {:} Cl = -
x 2t 2 .fi (4.7a) 
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et 
dx du 
- = - {:} C2 = u. 
X 0 ( 4.7b) 
Ainsi, les invariants de cette symétrie sont donn~s par 
et v = u . (4.8) 
Réduction par symétries 
Notre équation de départ est Ut = Uxx + u;. 
Calculons u, Ut, U x et Uxx en fonction des nouvelles variables (y et v) et de l'an-
cienne variable t qui devrait s'annuler plus loin. 
U = v, 
(4.9) 
En effectuant la substitution dans l'équation de départ, nous avons 
(4.10) 
En posant z := vy dans la dernière équation, nous obtenons l'équation non linéaire de 
Bernouilli suivante : 
z(y)' + z(y)2 + ~z(y) = o. (4.11) 
Ainsi, à partir d'une solution z(y) de l'équation (4. 11), il nous suffit de faire les 
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transformations inverses 
U=v= J z(y)dy avec 
pour obtenir une solution de l'équation de Burger (3.34). 
4.3.2 Équation d 'Euler 
Dans l'équation d 'Euler [24J 
El - Ut + UUx + vuy + WU z + P x = 0, 
E 2 Vt + uVx + vVy + wVz + Py = 0, 
E3 Wt + UWx + vWy + WWz + P z = 0, 
nous avons obtenu les symétries suivantes: 
V2 = xOz - z Ox + uOw - WOu , 
V3 = ZOy - yoz + wOv - vOw , 
v')' = 'Yoz + 'YtOw - 'Ytt ZOp , 
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Encore une fois, pour cet exemple, nous allons nous intéresser uniquement à la sy-
métrie engendrée par vf3 . Toutefois , comme l'équation tridimensionnelle reste assez 
compliquée, nous traiterons uniquement le cas bidimensionnel. Ainsi, z = 0 et w = 0 
et les équations (3.59) deviennent 
El - Ut + UUx + vUy + Px = 0, 
E 2 . Vt + UVx + vVy + Py = 0, 
Calcul des invariants 
Calculons les invariants de vf3 . 
De (4.3), nous avons 
dy dv dp dt du dx 
(3 (3t - (3ttY 0 0 0 
De cette équation, nous avons 
et 










Ainsi, les invariants de cette symétrie sont donnés par x , t , u , r = v - ~ Y et s = 
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Réduction par symétries 
Calculons u, Ut, U x , uy , V, Vt, Vx , vy , p , P x et Py en fonction des nouvelles variables 
et de l'ancienne variable y qui devrait s'annuler plus loin. 
U=U, 










( 4. 16j ) 
(4.16k) 
Remarque 4.4. Notons que Ur = U s = rs = Sr = 0, car r et s sont des invariants 
dépendants. 
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En effectuant la substitution dans l'équation de départ , nous avons 
El Ut + UUx + VUy + P x = 0 {:} Ut + UUx + Sx = 0, 
f3t 
E2 - Vt + UVx + vVy + Py = 0 {:} rt + ur x + r73 = 0, 
f3t 
E3 - U x + vy = 0 {:} U x + 73 = o. 
La solution de ce nouveau système est donnée par 
-f3tX + O"t 
u= f3 
h( f3x - 0") 
r = f3 ' 
(~f3f3tt - f3l)x2 + (2 f3t O"t - f3O"tt)x + T 






où 0" et T sont des fonctions arbitraires de t et où h est une fonction arbitraire de 
f3x - 0". 
En faisant les transformations inverses, nous obtenons 
- f3tX + O"t 
u= f3 
f3t Y + h(f3x - 0") 
V = f3 ' ( 4.19) 
(~f3f3tt - f3l)x 2 - ~f3f3tty2 + (2 f3t O"t - f3 O"tt)x + T 
P = f32 . 
De plus, si nous posons f3 = l, nous obtenons 
v = h(x - 0") , (4.20) 
P = -O"ttX + T. 
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Maintenant, en ramenant w dans notre système, nous trouvons 
Wt + UWx + vWy = 0 {:} W = H(x - (J,Y - th(x - (J)). (4.21) 
Notons que si nous avions voulu faire une réduction par rapport à Va en plus de v(3, 
à moins de poser a(t) = (3~t) où k est une constante, le système réduit obtenu aurait 
été inconsistant et nous n 'aurions trouvé aucune solution [24] . 
4.3.3 Équation de Riccati quaternionique 
Dans l'équation de Riccati quaternionique [26] 
DQ+ IQI 2 = q. 
qui est équivalente au système d'équations 
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Vs = (X2 - y2 - Z2 )Ox + 2xyoy + 2xzoz + (1- 2(xu + yv + zw ))ou 
+2(yu - xv)ov + 2(zu - xw)ow, 
Vg = 2xyox + (y2 - X 2 - Z2 )Oy + 2yzoz + 2(xv - yu)ou 
+(1- 2(xu + yv + zw ))ov + 2(zv - yw)ow, 
VlO = 2xzox + 2yzoy + (Z2 - X 2 - y2)Oz + 2(xw - zu )ou 







Pour cette équation, nous ferons d 'abord une réduction par symétries en ut ilisant la 
symétrie de rotation V6 et la symétrie de translation V3. Puis, nous referons le même 
processus, mais avec la symétrie « conique» VlO. 
Invariants de la symétrie de rotation 
Calculons les invariants de V6, la symétrie de rotation autour de l'axe des z et de 
l'axe des w. 
De (4.3), nous avons 
dx dy du dv dz dw 
-y x -v u 0 0 ' 
et de cette équation, nous avons 
dx dy 2 2 
- = - ~ xdx = -ydy ~ x + y = C3, 
-y x 
du dv 2 2 
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et nous devons encore résoudre ~ = _ du . 
x v 
En posant y = psine et u = Rcoscp, où p = JC3 = VX2 + y2 et R = y'c4 = 
vu2 + v2 , nous avons 
dy du dy du 
-x = - -v {::} -Vrp:;;;=2 =_=y~2 V R2 - u2 
P cos e de R sin cpdcp {::} J p2 - p2 sin2 e = V R2 - R2 cos2 cp (4.23e) 
{::} de = dcp 
{::} cp - e = C5. 
Maintenant , en posant û = R cos l et ii = R sin l, où l = C5 = cp - e, nous avons 
u = R cos cp = R cos (I + e) = R (cos l cos e - sin l sin e) = û cos e - ii sin e (4.24) 
et 
v = R sin cp = R sin (I + e) = R (sin l cos e + cos l sin e) = û sin e + ii cos e. (4.25) 
Puis, en isolant ii dans (4.24) et en remplaçant dans (4.25) nous trouvons 
û = u cos e + v sin e. 
De même, en isolant û dans (4.24) et en remplaçant dans (4.25) nous trouvons 
ii = -usine + vcose . 
• 
Ainsi , les invariants de cette symétrie sont donnés par z , p 
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Réduction par symétries utilisant la symétrie de rotation 
Calculons u, Ux, u y , Uz V, Vx, vy , V z , w, wx, wy et Wz en fonction des nouvelles 
variables et de l'ancienne variable y qui devrait s'annuler plus loin. Afin d 'éviter la 
lourdeur, nous allons uniquement détailler le calcul de u x . 
U x = (ûcose - vsine)x 
= Ûx cos e + û( cos e)x - Vx sin e - v(sin e)x 
A e A (x) A • e A (y) 
= UpPx cos + U P x - vpPx sm - v p X 
= U - cos + U - - - - v - sm + v -A X e A (1 x2 ) A X . e A (xy ) PPP p3 Pp p3 
A A (1 - cos2 e) A A ( cosesine ) 
= up cos2 e + U P - vp cos e sin e + v p 
A 2 e A e' e û sin 2 e + V sin e cos e 
= up cos - vp cos sm + --------
P 
En appliquant le même raisonnement aux autres variables, nous obtenons 
U = û cos e - v sin e, 
_ A 2 e A • e e û sin 2 e + v sin e cos e 
Ux - U P cos - v p sm cos + , 
P 
_ A • e e A • 2 e û sin e cos e + v cos2 e 
uy - u p sm cos - vp sm - , p 
U z = Ûz cos e - Vz sin e, 
v = û sin e + v cos e, 
A û sin e cos e - v sin 2 e Vx = ûp sin e cos e + vp cos2 e - , p 
A Û cos2 e - v sin e cos e 
vy = ûp sin2 e + vp sin e cos e + , 
P 
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(4.28k) 
(4.281) 
En effectuant la substitution dans le système initial ,après les simplifications, nous 
obtenons 
E - (A Û A) A2 A2 A2 1 = - U p + P + W z + U + v + W = q, 
E2 Vz + tane (Û z - Wp ) = 0, 
E3 Ûz - Wp - tan e(vz ) = 0, 
E4 - vp + Q = o. p 
Toutefois, en mettant (4. 29b) et (4. 29c) ensemble, nous avons 
et 
Vz = - tan e (û z - wp ) 
=? Û z - wp - tane(vz ) = 0 
{:} Û z - wp + tan2 e (û z - wp ) = 0 
{:} (1 + tan2 e) (ûz - wp ) = 0 
=? Ûz - wp = 0 
Ûz - wp = tane(vz ) 
=? Vz + tan e (û z - wp ) = 0 
{:} Vz + tan2 e(vz ) = 0 
{:} (1 + tan2 e) Vz = 0 







De (4.31) et (4.29d) , nous avons v = ;- où Cl est une constante réelle et de (4.30), 
nous avons Ûz = wp . Avec ces informations, nous devons trouver la solution de (4.29a). 
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Malheureusement, il nous manque encore des informations pour pouvoir résoudre 
l'équation (4.29a). Notons qu 'en utilisant Maple 16 et qu'en supposant un potentiel 
q = ~~ où k est une constante, une solution faisant intervenir plusieurs fonctions de 
Bessel est possible. Toutefois , dans les faits, cette solution n'est pas très utile , car elle 
est difficilement· manipulable. 
Toutefois, en appliquant la symétrie de translation V3 = 8z qui implique une 
invariance en z, nous avons que û et w ne dépendent pas de z. Par conséquent, de 
(4.30), nous avons Ûz = wp = O. Donc, w = C2 où C2 est une constante réelle. Ainsi 
l'équation à résoudre devient 
_ (Ûp + ~) + Û' + (~ )' + cl ~ q ( 4.32) 
qui est équivalente à l'équation de Riccati 
~ ()2 ~ ~2 U Cl 2 U - U + - - - - C + q = O. Ppp 2 ( 4.33) 
En supposant Cl = C2 = 0 et q = ~~ où k est une constante réelle, i alors la solution 
de (4.33) est donnée par 
~ k (p2k + e2Ck ) 
u(p) - - --O...-:-:--_~ 
- p (p2k _ e2ck) ( 4.34) 
où C est une constante arbitraire. Ainsi une solution de notre système réduit est 
v = 0, ( 4.35) 
w = o. 
i. D'autres conditions ont été testées dans Maple 16. 
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_ kx [( X2 + y2) k + e2Ck ] 
u= ~~~~~--~~~~ (X2 + y2) [(X2 + y2)k - e2ck ] , 
-ky [(X2 + y2)k + e2Ck ] 
v= ~~~~------~~~ (X2 + y2) [(X2 + y2)k - e2ck] , 
(4.37) 
w = o. 
Ainsi, une solution de l'équation de départ (3.69) avec q = x2:y2 est 
(4.38) 
Solution à l'équation de Schrodinger 
D'après le chapitre 2, du théorème 2.66, nous savons que si nous possédons une 
solution de l'équation de Riccati (3.69), alors nous pouvons obtenir une solution 
de l'équation de Schr6dinger (2. 12). Par conséquence, une solution de l'équation 
( -6 + x 2:y2 ) 'ljJ(x, y, z) = 0 est donnée par 
Chapitre 4. Réduction par symétries 119 
. exp (ln C) 
(e2ck _ X2 k) [e2ck _ (x2 + y2)k] Xk 
k • C 
xk (e2ck - 1) (x 2 + y2) 2 (e2ck - X2k ) 
_ C [( x2 + y2)k _ e2Ck ] 




est une solution de l'équation de Schréidinger lorsque q = x2:y2 . 
Invariants de la symétrie conique 
Calculons les invariants de VlO, une symétrie conique qui est loin d 'être triviale. 
De (4.3) , nous avons 
dx dy 2dz du dv dw 
xz - yz - z2 - (x2 + y2) - xw - zu - yw - zv - ~ - (xu + yv + zw )· ( 4.41) 
Pour calculer les invariants des variables indépendantes, nous allons utiliser les coor-
données cylindriques. Ainsi, x = p cos e, y = p sin e, z = p cot <p où P = J x2 + y2 , 
Chapitre 4. Réduction par symétries 
e = arctan 1L et { n = arctan E!. • 
x r z 
Par conséquent, 
dx = cos edp - psin ede, 
dy = sin edp + p cos ede, 
dz = cot tpdp - p csc2 tpdtp. 




cos edp - p sin ede sin edp + p cos ede {::} = -------
p cos e p cot tp p sin e p cot tp 
{::} dp - p tan ede = dp + P cot ede 
{::} 0 = pde 
{::} Cl = e 
{::} Cl = arctan Ji 
x 
dy 2dz 
yz Z2 - (x2 + y2) 
sin edp + p cos ede 2( cot tpdp - p csc2 tpdtp) {::} = ~-------~ 
p sin e p cot tp (p cot tp)2 - p2 
dp 2( cot tpdp - p csc2 tpdtp) {::} __ = --'-_--'---'--:<--'-_---'----'-...c... 
cot tp cot2 tp - 1 
{::} (cot2 tp + 1 )dp = 2p csc2 tp cot tpdtp 
dp {::} - = cot tpdtp 
2p 
{::} ln JP = - ln 1 csc tpl + ln JC2 
2 {::} C2 = P csc tp 
x2 + y2 + Z2 
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En manipulant ces deux constantes, nous trouvons comme invariants s = :; et t = ~ 
r r 
Nous devons maintenant trouver les invariants du système suivant: 
xzdu xzdv xzdw 
dx= - - 1 . 
xw - zu yw - zv 2 - xu - yv - zw 
( 4.44) 
De ce système, nous avons v = !u. Puis en remplaçant x, y et z par leur équivalence 
s 
respective sr2, tr2 et ry!1 - s2r2 - t2r2, le système devient 
du 
dr = -----n2s-w------;2--u -
Vl-r 2 s2 -r2 t2 r 
dw 
1 2(S+~)u 2w 
v'1-r2s 2-r2t2 r 
( 4.45) 
La solution de ce système est 
(4.46a) 
et 
2(S2 + t2)Jl - r2(s2 + t2) 1 _ 2r2(s2 + t2) . JI - r2(s2 + t2) 
w(x) = C3+ 2 2 'lC4+ . sr r s r 
(4.46b) 
Finalement, en isolant C3 et C4 et en ramenant les expressions en termes de x ,y et z, 
nous trouvons les deux derniers invariants 
et 
U = C3 = - r2(1 - 2r2(s2 + t2))u + 2r3sJl - r2(s2 + t2)w - r2s 
= (x2 + y2 _ Z2)U + (2xz)w - x 
v = C4 = i [-4r3(s2 + t2)Jl - r2(s2 + t2)u - 2r2s(1 - 2r2(s2 + t2))w 
+2rsJl - r2(s2 + t2)] 
_ . [-4Z(X2 + y2) 2x (2 2 _ 2) 2XZ] 
-'l 2 u+ 2 x+y z w+ 2 . 
r r r 
(4.47a) 
(4.47b) 
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Ainsi, les invariants de notre symétrie sont 
x 
s= 2' r 
y 
t= 2' r 
u = (x2 + y2 - Z2)U + (2x z )w - x, 
V - . [-4Z(X
2
+
y2 ) 2X( 2 2_ 2) 2XZ] 
-'/, 2 U+ 2 x +y Z w+ 2 . 
r r r 






Nous devons maintenant définir u, Ux , uy , Uz V, vx , vy , Vz , w, wx , wy et Wz en 
fonction des nouvelles variables. 
(4.49a) 
( 4.49b) 
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2(S2 + t2)(4r2(s2 + t2) - 3) 2(S2 + e)V1 - r2(s2 + t2) . 
W z = 2 U + 'lV 
r S rs 
4(S2 + t2)(1 - r2(s2 + t2)) 4t(S2 + t2)(1 - r2(s2 + t2)) 
- 2 Us - 2 Ut 
r r s 
(1 - 2r2(s2 + t2))V1 - r2(s2 + t2) . 
- 3 'lVs 
r 
( 4.491) 
t(l - 2r2(s2 + t2))V1 - r2(s2 + t2) . 
- 'lVt 
r3s 
1 - 2r2(s2 + t2) 
r 2 
Finalement, en effectuant la substitution dans le système initial , nous obtenons 
E2 - [4rtV1- r2(s2 + t2)] U - [2r2t] iV 
- [4rstV1 - r2(s2 + t2)] Us + [4rs2V1 - r2(s2 + t2)] Ut 
+ [2r2st] iVs + [1 - 2r2s2] iVt = 0, 
E3 - [4rt2V1 - r2(s2 + t2)] U + [1 - 2r2t2] iV 
- [4rst2V1- r2(s2 + t2)] Us + [4rs2tV'-1---r-2-(s-2-+-t-2)] Ut 
+ [s(2r2t2 -1)] iVs - [2r2s2t] iVt = 0, 
E4 = [t(l- 2r2(s2 + t2))] U - [rtV1- r2(s2 + t2)] iV 
- [st(l- 2r2(s2 + e))] Us + [s2(1- 2r2(s2 + t2))] Ut 





Chapitre 4. Réduction par symétries 
Des équations (4.50b) et (4.50c) , nous avons 
-V+sVs+tVt=O, 
et 
E~ - tE2 + E3 
[srt\h - r2(s2 + t2)] U + [1 - 4r2t2] iV 
- [srst2V1- r2(s2 + t2)] Us + [srs2tJr-i---r-2-(s-2 -+-t2-)] Ut 
+ [4r2st2 - s] iVs + [t - 4r2s2t] iVt = O. 
Puis , de (4.50d) et de (4.51b) , nous avons 
E~ = V1 - r2(s2 + t2)E~ - 4rtE4 
[4re] U + [V1 - r2(s2 + t2)] iV 
- [4rst2] Us + [4rs2t] Ut 
- [SV1 - r2(s2 + t2)] iVs + [tV1- r2(s2 + t2)] iVt = 0 
et 
E~ = V1 - r2(s2 + t2)E~ + 4rtE4 
[4rt2(3 - 4r2(s2 + t2))] U + [(1- Sr2t 2)V1- r2(s2 + t2)] iV 
- [4rst2(3 - 4r2(s2 + t2))] Us + [4rs2t(3 - 4r2(s2 + e))] Ut 
+ [(Sr2st2 - s)V1- r2(s2 + t2)] iVs 






Maintenant , en isolant V dans (4.51a) et en remplaçant dans (4.52a) et dans (4.52b) 
nous obtenons 
( 4.53a) 
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et 
E~ [4rt2(3 - 4r2(s2 + t2))] U 
- [4rst2(3 - 4r2(s2 + t2))] Us + [4rs2t(3 - 4r2(s2 + t2))] Ut 
+ [2t(1- 4r2(s2 + t2))J1- r2(s2 + t2)] iVi = O. 
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( 4.53b) 
Puis, en isolant 4rt2U dans (4.53a) et en remplaçant dans (4.53b), celle-ci devient 
(4.54) 
Par conséquent, Vi = O. Donc, de (4.51a) ,nous avons V = cIsi où Cl est une constante 
réelle arbitraire. 
Ainsi, le système à résoudre devient 
, _ S2 + t2 2 1 t 4 ci E = U + - U + - Ut + Us = r q - - , 
l S2 S s 4 
" _ t E2 = -U + sUt - tUs = O. s 
( 4.55) 
c 2 Maintenant si nous supposons un potentiel q = ~, alors la solution de (4.55) est 
donnée par 
( 4.56) 
où C2 est une constante réelle arbitraire. Ainsi une solution de notre système réduit 
est 
( 4.57) 
V = cIsi. 
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En faisant les opérations inverses , c.-à-d. 
1 (X2+y2). X 
2"- 4 zV+2"' 






Donc, une solution de l'équation de départ (3.69) avec q = ~ est 
Q = 
(4.60) 
Solution à l'équation de Schrodinger 
Encore une fois , d'après le théorème 2.66 du chapitre 2, nous pouvons obtenir une 
solution à l'équation de Schr6dinger (2.12) à partir d'une solution de l'équation (3.69). 
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par 
(4.61) 
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Ainsi, 
'ljJ (x , y, z) = () 
ln (C2)y'X2 + y2 + z2 exp 2 (x2 :~ + Z2 ) 
( 4.62) 
est une solution de l'équation de Schrodinger (2.12) lorsque q = C(x2+CJ2+z2) ) 2, C2 > o. 
Conclusion 
Par ce mémoire, nous sommes maintenant en mesure de mieux comprendre l'équa-
tion de Riccati généralisée dans les biquaternions et par le fait même l'article «On a 
three-dimensional Riccati differential equation and its symmetries» publié dans Jour-
nal of Mathematical Analysis and Applications [26]. En effet , au départ , l'équation 
de Riccati standard a été présentée. Puis, les quaternions et les biquaternions ont 
été abordés, ainsi qu'une généralisation de l'équation de Riccati. Enfin, la théorie des 
groupes de symétries a été utilisée dans t rois exemples pert inents en physique. Notons 
aussi que l'ensemble de ces éléments nous a permis de trouver une solut ion à l'équa-
tion de Schr6dinger stationnaire t ridimensionnelle ayant un potentiel intéressant et 
réaliste en physique. 
Finalement , même si plusieurs sujets ont été t raités dans ce mémoire, il y a encore 
des éléments intéressants qui n 'ont pas été abordés. Ainsi, il serait pertinent de trouver 
les symétries de l'équation de Riccati généralisée dans les biquaternions , plutôt que 
seulement dans les quaternions. De plus , dans le dernier chapit re, lors de la réduction 
par symétries des différents exemples, nous avons effectué les réductions en choisissant 
certaines symétries. Idéalement, ces réductions pourraient être faites avec toutes les 
symétries en considérant les classes d 'équivalence. 
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A.l Preuve du théorème 2.9 
Théorème 2.9 p. 24 : 
Soit x, y E lHI, alors: 
1. Sc (x) = X!X , 6. xy=yx, 
2. x-x x = -2-' 7. x=x, 
3. xx = xx = Ix1 2 , 8. Ixyl = Ixllyl, 
4· -1 x i- 0 x = w,x , 9. Ixl = I-xl = Ixl, 
5. x+y = x+y, 
Preuve 
1. Sc (x) = X!X : 
x + x Xo + Xlel + X2e2 + X3e3 + Xo - Xlel - X2e2 - X3e3 
2 2 
= Xo 
= Sc (x). 
2. x = x;x : 
x - x Xo + Xlel + X2e2 + X3e3 - Xo + Xlel + X2e2 + X3e3 
2 2 
=x. 
3. xx = xx Ixl 2 Il suffit de développer les expressions et de réarranger les 
Annexe A. 
termes. 
4. x- l = 1~2' x i= 0 : 
x x 1 -1 
------X IXl 2 - xx - x -
5. x+y =x+y: 
x + y = (xo + Yo) + (Xl + Ydel + (X2 + Y2)e2 + (X3 + Y3)e3 
= (xo + Yo) - (Xl + Yl)el - (X2 + Y2)e2 - (X3 + Y3)e3 
=x+y. 
6. xy = yx: 
xY = (xo + Xlel + X2 e2 + X3 e3)(YO + Ylel + Y2 e2 + Y3 e3) 
7.13= x: 
= (xoYo - XlYl - X2Y2 - X3Y3) - (XOYI + XlYO + X2Y3 - x3Y2)el 
- (XOY2 - XlY3 + X2YO + x3Yl)e2 - (XOY3 + XlY2 - X2Yl + x3YO)e3 
= (Yo - Ylel - Y2 e2 - Y3 e3)(XO - Xlel - X2 e2 - X3 e3) 
=yx. 
8. IxYI = IxllYI : 
IxYI2 = xyxy = xyyx = xIYI 2x = xxlYI2 = IxI21YI2 
=}Ixyl = IxIIYI· 
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9. Ixl = 1 - xl = Ixl : 
De plus, 
Ixl = Ixo - Xl e l - X2 e2 - x3e31 
= J(XO)2 + (-xd 2 + (- X2)2 + (-X3)2 
= J( -XO)2 + (-Xl)2 + (- X2)2 + (-X3)2 
= I-xl · 
1 - x l = J ( -xo)2 + ( -Xl)2 + ( -X2)2 + ( -X3)2 
= J x6 + XI + x§ + x~ 
= Ixl · 
-1 xy yx 
(xy) = Ixy l2 = (lxllyl)2 
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A.2 Preuve du théorème 2.10 
Théorèm e 2.10 p. 24 : 
Preuve 
1 
- 2 ( x + elxel + e2xe2 + e3xe3) 
1 
- 2 ( x o + Xlel + X2 e2 + X3 e 3 - X o - X l e l + X2 e2 + X3 e3 




4" (x - el xel - e2xe2 - e3xe3) 
1 
= 4" (xo + Xlel + X2 e2 + X3 e3 + Xo + Xlel - X2 e2 - X3 e3 
+xo - Xlel + X2 e2 - X3 e3 + Xo - Xlel - X2 e2 + X3 e3) 
= Xo · 
1 
- (x - elxel + e2xe2 + e3xe3) 
4el 
1 
= - (xo + Xlel + X2e2 + X3e3 + Xo + Xlel - X2 e2 - X3 e3 
4el 
-Xo + X l el - X2 e2 + X3 e3 - Xo + Xlel + X2 e2 - X3 e3) 
1 
- (x + elxel - e2xe2 + e3xe3) 
4e2 
1 
= - (xo + Xlel + X2e2 + X3 e3 - Xo - Xlel + X2 e2 + X3 e3 
4e2 




- (x + elXel + e2Xe2 - e3Xe3) 
4e3 , 
1 
= - (XO + Xlel + X2 e2 + X3e3 - Xo - Xlel + X2 e2 + X3 e3 
4e3 





A.3 Preuve du théorème 2.11 
Théorème 2.11 p. 25 : 
Soit x, y E lHI, alors: 
1. ISe (x)1 ::; Ixl et Ixl ::; Ixl, 
2. Ix + yi::; Ixl + Iyl (inégalité du triangle), 
3. Ilxl-lyll ::; lx - yi· 
Preuve 
1. ISe (x) 1 ::; Ixl et Ixl ::; Ixl : 
De même, 
2. Ix + yi ::; Ixl + Iyl : 
ISe (x)1 = fii ::; JX5 + XI + x~ + x~ = Ixl· 
Ix+yl2 = (x+y)(x+y) 
= (x + y)(x + y) 
= xx + xy + yx + yy 
= Ixl2 + lyl2 + yx + xy 
1 12 1 12 2 yx + yx = x + y + 2 
= Ixl2 + lyl2 + 2Sc (yx) 
::; Ixl2 + lyl2 + 21yxl 
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3. Ilxl-lyll:::: lx - yi : 
De même, 
Ainsi, 
= Ixl2 + lyl2 + 21yllxl 
= Ixl2 + lyl2 + 21xllyl 
= (Ixl + lyl)2 
:::} lx + yi :::: Ixl + Iyl· 
Ixl = Iy + x - yi 
:::: Iyl + lx - yi 
:::} Ixl - Iyl :::: lx - yi· 
Iyl - Ixl:::: Iy - xl 
= 1- (x - y)1 = lx - yi· 
Ilxl-lyll:::: lx - yi· 
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A.4 Preuve du théorème 2.16 
Théorème 2.16 p. 27 : 
Soit x, y E lHI , alors: 
1 
1. x· y = - Sc (x y) = -2(xy + yx ), 
1 
2. x x y = Vec (x y ) = 2(xy - yx ), 
3. x 2 = -lxI 2 . 
Preuve 
1 
1. x· y = -Sc (x y ) = -2(xy + yx ) : 
x . y = XIYI + X2Y2 + X3Y3 = - Sc (x y ) 
1 1 1 
= --(xy + xy) = --(xy + yx) = --(xy + yx ). 
2 2 2 
1 
2. x x y = Vec(xy) = 2(xy - yx ) : 
x x y = (X2Y3 - x3Y2)el + (X3YI - xIY3)e2 + (XIY2 - x2YI)e3 = Vec (x y ) 
1 1 1 
= -(xy - xy) = -(xy - y x) = -(xy - yx ). 
2 2 2 
2 (2 2 2) 1 12 X = -x . x + x x x = -x . x = - Xl + X 2 + X 3 = - X . 
• 
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A.5 Preuve du théorème 2.17 
Théorème 2. 17 p. 27 : 
Soit x, y E IHI, alors: 
1. x = x =1=- 0 si et seulement si x2 est réel et négatif, 
2. x = Xo =1=- 0 si et seulement si x2 est réel et positif, 
3. x 2 = y2 n'implique pas nécessairement x = ±y, 
4. x est un nombre réel si et seulement si Vy E IHI, yx = x y . 
Preuve 
1. x = x =1=- 0 si et seulement si x 2 est réel et négatif : 
=? : Soit x = x =1=- O. Par 2. 16 (3), x2 = -(xi + x~ + x~) < 0 car xi, x~ et x~ sont 
posit ifs et un des t rois n 'est pas nul puisque x =1=- o. 
{= : Soit x 2 < O. Puisque x2 = x6 + 2xOxlel + 2xOX2e2 + 2xOX3e3 - xi - x~ - x~, 
alors Xo = O. Sinon x 2 n'est pas réel ou l'inégalité n 'est pas respectée. De plus, 
x =1=- 0 pour satisfaire l'inégalité. Donc, x = x =1=- o. 
2. x = Xo =1=- 0 si et seulement si x 2 est réel et positif: 
=? : Soit x = Xo =1=- 0, alors x2 = x6 E jR+. 
{= : Soit x2 E jR+ et x 2 > O. Puisque x2 = x6 + 2xOxl el + 2xOX2 e2 + 2xOX3e3 -
xi - x~ - x~ , alors Xl = X2 = X3 = O. Sinon x2 n'est pas réel ou l'inégalité n 'est 
pas respectée. De plus, Xo =1=- 0 pour satisfaire l'inégalité. Donc, x = Xo =1=- o. 
3. x2 = y2 n 'implique pas nécessairement x = ±y : 
Soit x2 = y2 < 0, alors de 2. 17 (1) , Xo = yo = 0 et x 2 = y 2. Ainsi, - x·x+x x x = 
- y ' y + y x y. Donc, xi + x~ + x~ = yi + yi + y~. Par conséquent , il suffit de 
prendre x = el et y = e2 pour que x =1=- ±y, mais que x2 = y2 = -1. 
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4. x est un nombre réel si et seulement si Vy E lHI, yx = xY : 
=> : Soit x = xo, alors 
yx = (Yo + Yl el + Y2 e2 + Y3 e3)XO 
-<= : Soit yx = xy, alors 
= YoXo + YlXO e l + Y2 XOe2 + Y3 xOe3 
= XoYo + XOYI el + XOY2 e2 + XOY3 e3 
= x(yo + Ylel + Y2 e2 + Y3 e3) 
= xy . 
(yoxo - YlXl - Y2 X2 - Y3 X3) + (YOXI + YlXO + Y2 X3 - Y3 x 2)el 
+ (YOX2 + Y2 XO - YlX3 + Y3 x l)e2 + (YOX3 + YlX2 - Y2 Xl + Y3x O)e3 
= (xoYo - XlYl - X2Y2 - X3Y3) + (XOYI + XlYO + X2Y3 - x3Y2)el 
+ (XOY2 + X2YO - XlY3 + x3Yl)e2 + (XOY3 + XlY2 - X2Yl + x3YO)e3. 
De cette égalité, nous avons les 4 égalités suivantes : 
YoXo - YlXl - Y2 X2 - Y3 X3 = XoYo - XlYl - X2Y2 - X3Y3, 
YOXI + YlXO + Y2 X3 - Y3 X2 = XOYI + XlYO + X2Y3 - X3Y2, 
YOX2 + Y2 XO - YlX3 + Y3 Xl = XOY2 + X2YO - XlY3 + X3Yl, 
YOX3 + YlX2 - Y2 Xl + Y3 XO = XOY3 + XlY2 - X2Yl + X3YO· 
En simplifiant ces égalités, nous trouvons les trois égalités suivantes: 
X2Y3 = x3Y2, 
XlY3 = x3Yl, 
XlY2 = X2Yl· 
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Puisque ces égalités doivent être vrai pour tout y, alors Xl = X2 = X3 = O. Ainsi, 
X = Xo et X est un nombre réel. 
• 
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A.6 Preuve du corollaire 2.20 
Corollaire 2.20 p.28 : 
Soit x = xo + x E 1HI où x#- O et nEZ, alors 
( cos <p + w ( x ) sin <p t = cos n<p + w ( x) sin n<p. 
Preuve 
Pour n = 0, l'équation donne 1 de chaque côté. 
Pour n > 0, nous devons utiliser l'induction. Soit (cos <p + w (x) sin<p)n = cosn<p + 
w (x) sin n<p, alors 
( cos <p + w ( x) sin <p) n+ 1 = (cos <p + w ( x) sin <p) n ( cos <p + w ( x ) sin <p ) 
= (cos n<p + w ( x) sin n<p) ( cos <p + w ( x ) sin <p ) 
= cos n<p cos <p + w ( x ) cos n<p sin <p + w ( x ) sin n<p cos <p 
+ w 2 (x) sin n<p sin <p. 
Toutefois , des identités trigonométriques nous avons 
cos n<p cos <p = cos (n + 1) <p + sin <p sin n<p, 
cos n<p sin <p = sin (n + 1) <p - cos <p sin n<p. 
De plus , nous avons aussi 
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Par conséquent, 
cos ncp cos cp + w(x) cos ncp sin cp + w(x) sin ncp cos cp + w2(x) sin ncp sin cp 
cos (n + l) cp + w(x) sin (n + l )cp . 
Ainsi , la relation est vraie pour n + 1. Par induction, l 'équation est donc vraie pour 
n> O. 
Pour n < 0, nous devons faire quelques manipulations algébriques. Ainsi, nous avons 
. -1 ( cos cp + w ( x) sin cp ) 
( cos cp + w (x ) sm cp) = 1 ( ( ). ) 12 cos cp + w x sm cp 
( cos cp - w ( x) sin cp ) 
1 
= (cos (-cp) + w(x) sin (-cp)). 
Par conséquent , pour n < 0, 
(cos cp + w(x) sin CPt = (cos cp + w(x) sin cp)(- l)(-n) 
= (cos (-cp) + w(x ) sin (_cp)) - n 
= cosncp + w(x) sin ncp. 
• 
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A.7 Preuve du théorème 2.24 
Théorèm e 2 .24 p. 30 : 
Un automorphisme ou un antiautomorphisme m de l 'algèbre 1Hl peut toujours être 
représenté par: 
m(x) = Xo + h(x) , x E 1Hl 
où h est un automorphisme orthogonal dans }R3. 
Preuve 
Soit m(1) = Yo + Y avec Yo E }R et y E }R3. Puisque m( 1) = m(12) = m2(1), nous 
avons 
Pour y =J. 0, 2yo = 1 et Y5 - lyl2 = Yo. Toutefois, cela ne fonctionne pas, car de ces 
deux expressions, nous trouvons -lyl2 = ~, qui est impossible. Ainsi, y = 0, donc 
Yo = 1 et m(xo) = Xo pour Xo E IR. Par conséquent , pour un x = Xo + x arbitraire, il 
suit que 
m(x) = Xo + m(x). 
Si m(x) = Yo + y , alors 
ous devons donc avoir YoY = 0, et puisque y = 0 est exclu, car -lxl2 = Y5 est 
impossible, nous trouvons Yo = 0 et m(x) E }R3. Ainsi, m(x) est un automorphisme 
de }R3 et comme m(lxI2) = Ixl2, la norme est conservée et m(x) est orthogonal dans 
~. . 
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A.8 Preuve du théorème 2.26 
Théorème 2.26 p. 31 : 
Pour x, x' E lHI et À, >..' E IR, l'application Py possède les propriétés suivantes: 
1. Py()\x + >..'x') = )..py(x) + >..'py(x') , 
2. py(xx') = py(x)py(x'), 
3. py est un automorphisme isométrique sur lHI, 
4. le produit scalaire canonique dans IR4 est invariant sur l'application py, c.-à-d. 
py(x) . py(x') = x · x' , 
5. PyPyl = Pyyl, 
6. Py est homomorphe par rapport au produit vectoriel, c.-à-d. py(x) x py(x') 
py(x X x'). 
Preuve 
py()..x + Xx') = y()..x + )..'X')y-l par définition de l'application Py 
= y)..xy-l + y)..'x'y-l par distributivité 
= )..yxy-l + Xyx'y-l car).. et X sont des nombres réels 
= )..py(x) + )..'py(x') par définition de l'application Py. 
Annexe A. 151 
py(xx') = yxx'y-1 par définition de l'application py 
= yxy-1yx'y-1 car y-1y = 1, l'élément neutre de la multiplication 
= py(x) py(x') par définition de l'application Py. 
3. py est un automorphisme isométrique sur 1HI : 
Comme p;l(X) = y-1xy = Py-l alors py est un automorphisme. 
De plus, Ipy( x) 1 = lyxy-11 = Ixl, donc py est un automorphisme isométrique. 
4. py(x)· py(x') = X· x' : 
py(x) . py(x') 
1 -- --
= 2(Py(x')py(x) + py(x)py(x')) par définition du produit scalaire 
= ~(yx'y-1yxy-1 + yxy-1yx'y-1) par définition de l'application py 
2 
= ~(yx'y-1y-1 xy + yxy-1y-1 x' y) par 2.9 (6) 
2 
= ~Y(X'ly-1 12x + xly-11 2x')y par distributivité et par 2.9 (3) 
2 
_ 1 ,_ --; 1_ 
- 2Y(x x + xx) lyl2 y par distributivité 
= ~y(xx' + X'X)y-1 par 2.9 (4) 
2 
= y(x . X')y-1 par définition du produit scalaire 
= yy-1 (x. x') car (x· x') E IR. 
= x . x' car yy -1 = 1. 
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par définition de l'application py et py' 
par associativité 
par 2.9 (10) 
par définition de l'application pyy'. 
6. py est homomorphe par rapport au produit vectoriel, c.-à-d. py(x) ~ py(x' ) = 
py(x X x ' ) : 
py(x) X py(x' ) 
= ~ (py(x)py(x' ) - py(x' )py(x)) par définition du produit vectoriel 
= ~ (yxy - lyx' y- l - yx'y- lyxy-l) par définition de l'application py 
1 
= -y(xx' - x ' X )y- l par distributivité 
2 
= py(x X x ' ) par définition du produit vectoriel. 
• 
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A.9 Preuve du théorème 2.29 
Théorème 2.29 p. 32 : 
Soit x E Vec (lHI), en prenant y E lHI sous form e polaire avec Iyl = 1, nous obtenons 
py(x) = x cos 2'P + (w x x) sin2'P + (1 - cos2'P)(w, x)w. 
Preuve 
En ut ilisant le t héorème 2.18 , nous avons y = Yo + w lyl où Y5 + lyl2 = 1 et w2 = -l. 
Nous 'remarquons d 'abord que dans ce cas, py(w) = w , car 
Ainsi , 
py(x) = YoXYo - yoxl y lw + Iylwxyo -lyl2wxw 
= Y6x + yol yl (wx - xw) -lyl2wxw 
= X cos2 'P + (w x x) sin 2'P - wxw sin2 'P. 
Finalement , puisque 
wxw = x + (wx + xw)w = x - 2(w· x )w , 
en utilisant les identités trigonométriques, nous obtenons 
py(x) = x cos 2'P + (w x x) sin 2'P + (1 - cos 2'P)(w . x)w . 
• 
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A.IO Preuve du théorème 2.30 
Théorème 2.30 p. 32 : 
Toute application py est une rotation d'angle 2rp par rapport à l 'axe w . À l'inverse, 
toutes les rotations dans ]R3 peuvent être représentées par une application py. 
Preuve 
Soit une application py et un vecteur x. Nommons x ' = py(x) le résultat de l'appli-
cation.py sur le vecteur x. Posons z et z ' les parties perpendiculaires à w de x et x ' 
respectivement. Ainsi, 
x = z + (w . x)w et x ' = Z' + (w . X' )W. 
Comme l'application Py laisse le produit scalaire invariant et que py (w ) = w , nous 
avons w . x = w . x ' . Finalement, en remplaçant dans la formule d'Euler-Rodrigues, 
nous obtenons 
1 1 ( ' ) z=x- w 'x w 
= x ' - (w . x)w 
= x cos 2rp + (w xx) sin 2rp + (1 - cos 2rp) (w . x)w - (w . x)w 
= x cos 2rp + (w xx) sin 2rp - (w . x)w cos 2rp 
= (z + (w · x)w ) cos2rp + (w x x) sin2rp - (w · x)w cos2rp 
= zcos2rp+ (w x z)sin2rp. 
Cette dernière équation nous dit que z subit une rotation d'un angle de 2rp dans le 
plan orthogonal à w puisque dans ce plan , z et w x z forment un système orthogonal 
de coordonnées. La composante de x dans la direction de w demeure inchangée. Ainsi, 
cela décrit une rotation de ]R3 par rapport à l 'axe w d'un angle de 2rp. 
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Nous devons encore montrer que toutes les rotations peuvent être représentées par 
un PY' Toutefois, si nous avons une rotation, nous connaissons l'axe de rotation w et 
l'angle de rotation 2cp. À partir de ces informations, nous déterminons Ya = cos cp et 
Iyl = sin cp , donc y = Ya + wlyl · • 
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A.II Preuve du théorème 2.33 
Théorèm e 2.33 p. 35 : 
Les rotations de IHI sont exactement celles des applications 
X f-t axb 
avec lai = Ibl = 1 et a, b E IHI. 
P reuve 
Posons x' = axb et yi = ayb où a, b, x, y E IHI et où lai = Ibl = 1. Pour commencer, 
nous remarquons que l'application x f-t axb est orthogonale, car 
1 1 1 ,- 1-) 
X . Y = - (x yi + Y x' 
2 
1 - -
= 2 (axbayb + aybaxb) 
1 - -
= 2a(xbayb + ybaxb) 
1 - -
= 2a(xbby + ybbx)a 
1 
= 2a(xy + yx)a 
1 
= 2(xy + yx) 
= x ·y. 
Montrons maintenant que ax est une rotation. Pour ce faire, nous devons montrer 
que le déterminant de la matrice A correspondante est égale à 1. Notons que la 
multiplication de deux quaternions est équivalente à la multiplication de deux matrices 
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4 x 4 ayant la forme suivante : 
Xo -Xl -X2 -X3 
Xl Xo -X3 X2 
X2 X3 Xo -Xl 
X3 -X2 Xl Xo 
où la matrice représente le quaternion X = Xo + Xlel + X2e2 + X3e3. Ainsi, dans notre 
cas, 
ao -al -a2 -a3 
detA = det 
al ao -a3 a2 
(2 2 2 2)2 1 14 1 
= ao + al + a2 + a3 = a = . 
a2 a3 ao -al 
a3 -a2 al ao 
De façon similaire, nous obtenons le résultat pour x b. 
De plus, nous savons que la composition de deux rotations donne une autre rota-
tion. Ainsi , X ~ axb définit bien une rotation. 
À l'inverse, si une rotation R est donnée, alors posons R(eo) = s. Il suit que 
RI = S-l R est une rotation où R l(eO) = eo. De cette façon , les nombres réels sont 
invariants sous RI , donc RI est une rotation dans ]R3, donc RI à la forme suivante: 
Rl(X) = txt - l . Par conséquent, R(x) = stxt- l . 
En posant a = st et b = Cl, nous avons lai = Istl = Islltl = 1 et Ibl = Icll = l , le 
résultat voulu. • 
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A.12 Preuve du théorème 2.58 
Théorème 2.58 p . 46 : 
Soit <p et'ljJ des fonctions allant de Vec (lHI(C)) vers lHI(C) , alors 
3 
D(<p'ljJ) = D(<p)'ljJ + <pD('ljJ) - 2 L <Pk8xk'ljJ· 
k=1 
Preuve 
Pour cette preuve, nous allons simplement développer D( <p'ljJ), D( <p )'ljJ, V5D( 'ljJ) et 
3 
- 2 L <Pk8xk 'ljJ . Par soucis de légèreté, 8k : = 8Xk ' De plus, nous posons <p = <Po + 
k=1 
<PIel + <P2e2 + <P3e3 et 'ljJ = 'ljJo + 'ljJIel + 'ljJ2 e2 + 'ljJ3 e3. 
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D(tp~) 
= D[(tpo~o - tpl~l - tp2~2 - tp3~3) + (tpO~l + tpl~O + tp2~3 - tp3~2)el 
+ (tpO~2 - tpl ~3 + tp2~O + tp3~de2 + (tpO~3 + tpl ~2 - tp2~1 + tp3~O)e3l 
- 8l(tpO~1 + tpl~O + tp2~3 - tp3~2) - 82(tpO~2 - tpl~3 + tp2~O + tp3~1) 
- 8 3( tpO~3 + tpl ~2 - tp2~1 + tp3~O) + 8 1 (tpo~o - tpl ~l - tp2~2 - tp3~3)el 
+ 82(tpO~3 + tpl~2 - tp2~1 + tp3~O)el + 83(tpO~2 - tpl~3 + tp2~O + tp3~del 
+ 8l(tpO~3 + tpl~2 - tp2~1 + tp3~O)e2 + 82(tpO~O - tpl~l - tp2~2 - tp3~3)e2 
+ 8 3( tpO~l + tpl ~o + tp2~3 - tp3~2)e2 + 8 1 (tpO~2 - tpl ~3 + tp2~O + tp3~de3 
+ 82(tpO~1 + tpl~O + tp2~3 - tp3~2 ) e3 + 83(tpO~O - tpl~l - tp2~2 - tp3~3)e3 
- 8 1 tpO~l - 8 1 tpl ~o - 8 1 tp2~3 + 8 1 tp3~2 - tp08 l ~l - tp18 l ~o - tp2 8 l ~3 + tp38 l ~2 
- 82tpO~2 + 8 2tpl ~3 - 82tp2~O - 82tp3~1 - tp082~2 + tp182~3 - tp282~O - tp382~1 
- 83tpO~3 - 8 3tpl ~2 + 83tp2~1 - 83tp3~O - tp083~3 - tp183~2 + tp283~1 - tp383~O 
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+ (8ltpO~O - 8ltpl~1 - 8ltp2~2 - 8ltp3~3 + tp08l~O - tp18l~1 - tp28l~2 - tp38l~3)el 
+ (82tpO~3 + 82tpl~2 - 82tp2~1 + 82tp3~O + tp082~3 + tp182~2 - tp282~1 + tp382~O)el 
+ (83tpO~2 - 83tpl~3 + 83tp2~O + 83tp3~1 + tp083~2 - tp183~3 + tp283~O + tp383~1)el 
+ (8ltpO~3 + 8ltpl~2 - 8ltp2~1 + 8ltp3~O + tp08l~3 + tp18l~2 - tp28l~1 + tp38l~O)e2 
+ (82tpO~O - 8 2tpl ~l - 82tp2~2 - 82tp3~3 + tp082~O - tp182~1 - tp282~2 - tp382~3)e2 
+ (83tpO~1 + 8 3tpl ~o + 83tp2~3 - 83tp3~2 + tp083~1 + tp183~O + tp283~3 - tp383~2)e2 
+ (8ltpO~2 - 8ltpl~3 + 8ltp2~O + 8ltp3~1 + tp08l~2 - tp18l ~3 + tp28l~O + tp38l~de3 
+ (82tpO~1 + 8 2tpl ~o + 82tp2~3 - 82tp3~2 + tp082~1 + tp182~O + tp282~3 - tp382~2)e3 
+ (83tpO~O - 83tpl~1 - 83tp2~2 - 83tp3~3 + tp083~O - tp183~1 - tp283~2 - tp383~3)e3' 
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D( 'P)?jJ 
= D('Po + 'Plel + 'P2 e2 + 'P3 e3)(?jJO + ?jJlel + ?jJ2 e2 + ?jJ3e3) 
[( -01 'Pl - 02'P2 - 03'P3) + (Ol'PO + 02'P3 - 03'P2)el + (-01'P3 + 02'PO + 03'Pd e2 
+( 01 'P2 - 02'Pl + 03'PO)e3] (?jJo + ?jJl el + ?jJ2 e2 + ?jJ3 e3) 
= (-Ol'Pl?jJO - 02'P2?jJO - 03'P3?jJO) + (Ol'PO?jJO + 02'P3?jJO - 03'P2?jJO)el 
+ (-01'P3?jJO + 02'PO?jJO + 03'Pl?jJO)e2 + (01'P2?jJO - 02'Pl?jJO + 03'PO?jJO)e3 
+ ( -01 'PO?jJl - 02'P3?jJl + 03'P2?jJl) + ( -01 'Pl?jJl - 02'P2?jJl - 03'P3?jJl )el 
+ (01'P2?jJl - 02'Pl?jJl + 03'PO?jJl)e2 + (01'P3?jJl - 02'PO?jJl - 03'Pl?jJl)e3 
+ (01 'P3?jJ2 - 02'PO?jJ2 - 03 'Pl ?jJ2) + ( -01 'P2?jJ2 + 02 'Pl ?jJ2 - 03'PO?jJ2)el 
+ ( -01 'Pl?jJ2 - 02'P2?jJ2 - 03'P3?jJ2)e2 + (01 'PO?jJ2 + 02'P3?jJ2 - 03'P2?jJ2)e3 
+ ( -01 'P2?jJ3 + 02 'Pl ?jJ3 - 03'PO?jJ3) + ( -01 'P3?jJ3 + 02'PO?jJ3 + 03'Pl ?jJ3)el 
+ ( -01 'PO?jJ3 - 02'P3?jJ3 + 03'P2?jJ3)e2 + ( -01 'Pl?jJ3 - 02'P2?jJ3 - 03'P3?jJ3)e3 
- 01 'Pl?jJO - 01 'P2?jJ3 - 01 'PO?jJl + 01 'P3?jJ2 
- 02'P2?jJO + 02 'Pl ?jJ3 - 02'P3?jJl - 02'PO?jJ2 
- 03'P3?jJO - 03'PO?jJ3 + 03'P2?jJl - 03 'Pl ?jJ2 
+ (01 'Po?jJo - Ol!Pl?jJl - 01 'P2?jJ2 - 01 'P3?jJ3) el 
+ (02'P3?jJO - 02'P2?jJl + 02 'Pl ?jJ2 + 02'PO?jJ3)el 
+ ( -03'P2?jJO - 03'P3?jJl - 03'PO?jJ2 + 03'Pl ?jJ3)el 
+ ( -01 'P3?jJO + 01 'P2?jJl - 01 'Pl?jJ2 - 01 'PO?jJ3)e2 
+ (02'PO?jJO - 02 'Pl ?jJl - 02'P2?jJ2 - 02'P3?jJ3)e2 
+ (03'Pl?jJO + 03'PO?jJl - 03'P3?jJ2 + 03'P2?jJ3)e2 
+ (01 'P2?jJO + 01 'P3?jJl + 01 'PO?jJ2 - 01 'Pl ?jJ3)e3 
+ ( -02'Pl?jJO - 02'PO?jJl + 02'P3?jJ2 - 02'P2?jJ3)e3 
+ (03'PO?jJO - 03'Pl?jJl - 03'P2?jJ2 - 03'P3?jJ3)e3. 
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'PD('l/J) 
= ('Po - 'Plel - 'P2 e2 - 'P3e3)D('l/Jo + 'l/Jlel + 'l/J2 e2 + 'l/J3 e3) 
= ('Po - 'Plel - 'P2 e2 - 'P3 e3) [C-OI'l/JI - 02'l/J2 - 03'l/J3) + (Ol'l/JO + 02'l/J3 - 03'l/J2)el 
+( -01'l/J3 + 02'l/JO + 03'l/JI)e2 + (01'l/J2 - 02'l/JI + 03'l/JO)e3] 
= (-'POOl 'l/JI - 'Po 02'l/J2 - 'P0 03'l/J3) + ('POOl 'l/Jo + 'P0 02'l/J3 - 'Po03'l/J2)el 
+ (-'POOI'l/J3 + 'P002'l/JO + 'Po03'l/JI)e2 + ('POOI'l/J2 - 'Po 02'l/J1 + 'Po 03'l/JO)e3 
+ ('PIOI'l/JO + 'PI 02'l/J3 - 'PI 03'l/J2) + ('PIOI'l/JI + 'PI 02'l/J2 + 'Pl 03'l/J3)el 
+ ('PIOI'l/J2 - 'PI02'l/JI + 'Pl 03'l/JO)e2 + ('PI OI'l/J3 - 'PI02'l/JO - 'Pl03'l/JI)e3 
+ (-'P201 'l/J3 + 'P2 02'l/JO + 'P2 03'l/JI) + (-'P2 01 'l/J2 + 'P202'l/JI - 'P203'l/JO)el 
+ ('P2 01 'l/JI + 'P2 02'l/J2 + 'P203'l/J3)e2 + ('P2 01 'l/Jo + 'P2 02'l/J3 - 'P2 03'l/J2)e3 
+ ('P301 'l/J2 - 'P3 02'l/JI + 'P3 03'l/JO) + ( -'P301 'l/J3 + 'P3 02'l/JO + 'P3 03 'l/JI )el 
+ ( -'P301 'l/Jo - 'P3 02'l/J3 + 'P3 03'l/J2)e2 + ('P3 01 'l/JI + 'P3 02'l/J2 + 'P303'l/J3)e3 
- 'POOl 'l/JI + 'Pl al 'l/Jo - 'P201 'l/J3 + 'P301 'l/J2 
- 'P0 02'l/J2 + 'PI 02'l/J3 + 'P2 02'l/JO - 'P302'l/JI 
- 'P003'l/J3 - 'PI 03'l/J2 + 'P203'l/JI + 'P303'l/JO 
+ ('POOI'l/JO + 'PIOI'l/JI - 'P2 01'l/J2 - 'P3 01'l/J3)el 
+ ('P002'l/J3 + 'PI 02'l/J2 + 'P2 02'l/JI + 'P302'l/JO)el 
+ (-'P003'l/J2 + 'PI 03'l/J3 - 'P2 03'l/JO + 'P3 03'l/Jdel 
+ ( -'POOl 'l/J3 + 'Pl al 'l/J2 + 'P2 01 'l/JI - 'P3 01 'l/JO)e2 
+ ('P002'l/JO - 'PI02'l/JI + 'P2 02'l/J2 - 'P302'l/J3)e2 
+ ('P0 03'l/JI + 'PI 03'l/JO + 'P2 03'l/J3 + 'P3 03'l/J2)e2 
+ ('POOl 'l/J2 + 'Pl al 'l/J3 + 'P2 01 'l/Jo + 'P3 01 'l/JI )e3 
+ (-'P002'l/JI - 'PI 02'l/JO + 'P2 02'l/J3 + 'P302'l/J2)e3 
+ ('P003'l/JO - 'PI03'l/JI - 'P2 03'l/J2 + 'P3 03'l/J3)e3' 
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- 2( 'PlOl 'l/JO + 'Plol 'l/Jlel + 'P l ol 'l/J2 e2 + 'Pl ol 'l/J3e3 + 'P2 02'l/JO + 'P2 02'l/J l el 
+ 'P2 02'l/J2 e2 + 'P202'l/J3 e3 + 'P3 03'l/JO + 'P303'l/Jle l + 'P3 03'l/J2e2 + 'P303'l/J3e3) 
- 2'Pl 01 'l/Jo 
- 2'P2 02'l/JO 
- 2'P303'l/JO 
- 2'Pl 01 'l/Jl el 
- 2'P202'l/J l el 
- 2'P3 03'l/J l el 
- 2'Pl 01 'l/J2 e2 
- 2'P202'l/J2 e2 
- 2'Pl 01 'l/J3 e3 
- 2'P202'l/J3 e3 
- 2'P303'l/J3 e3· 
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Ainsi , en mettant les premières, deuxièmes, ... , douzièmes lignes de chaque termes 
ensembles, nous obtenons l'égalité 
3 
D('P'l/J ) = D('P )'l/J + 'PD ('l/J) - 2 L 'Pkoxk'l/J · 
k=l 
• 
