In competitive electricity market systems such as Texas, Load Serving Entities (LSEs) purchase energy in a wholesale market and then sell it in a retail market. In wholesale market, LSEs see dynamic real-time prices, whereas in retail market, LSEs typically provide flat rate contracts to end-consumers. An intuitive idea to induce savings for LSEs is to shift loads from high-price hours to low-price hours of the wholesale market by incentive-based demand response. We design and implement such a system, called EnergyCoupon, to provide coupon incentives to users and collect their responses. We run the experiment over household participants through the summer of 2016. The experimental results suggest behavioral changes in energy consumption can be achieved, which could be beneficial to both end users and LSEs. This paper presents the system set up, key algorithms, as well as experimental results analysis.
INTRODUCTION
The integration of intermittent renewable energy sources such as wind and solar power into the electricity grid has resulted in much interest in demand side management that benefits the whole power system. For example, the State of Texas serves as high as 20% of its peak electricity demand using wind energy, whose total contribution is quite variable. Integration of heterogeneous energy sources in several states in the US, as well as many other countries in the world is achieved using a wholesale level electricity market, wherein aggregators (such as load serving entities, LSEs) purchase energy from generating companies. In the US, these markets are run by Independent System Operators (ISOs), who ensure the reliable availability of electricity. Here, the wholesale price of electricity seen by aggregators changes temporally as it follows diurnal variations in demand and supply. In a market run by the Electric Reliability Council of Texas (ERCOT), electricity can be purchased day-ahead using predictions of demand and supply, or in near-real-time using fine grain data available every fifteen minutes. Aggregators in this market typically use a combination of both approaches.
The aggregators in turn participate in retail level markets, wherein individual customers are provided with di↵erent options of electricity services. A good example is the retail market in several cities in Texas, in which over a hundred LSEs compete for residential customers via (slightly) di↵erent pricing plans. Retail customers typically pay a fixed or tiered fee, and such a pricing scheme does not allow real-time variations with respect to the wholesale price of electricity. Consequently, load serving entities (LSEs) would benefit from end users' shift of energy consumption from high-wholesaleprice hours to low-wholesale-price hours. Achieving such load shifts requires the willing participation of end users, which is referred to Demand Response (DR) [19] . Several ISOs in the US actively engage in DR programs for the purpose of energy resource management, capacity planning and ancillary services [7-9, 13, 18] , often at the level of large scale industrial consumers by o↵ering fixed rates for demand reduction.
Retail demand response at the level of residential users requires incentive schemes at the level of individuals, who, through their collective actions, could potentially reduce demand quite significantly. For example, [12] suggests using a game-theoretic model that an LSE could reduce electricity purchase costs to the tune of about $1 to $2 per home per week during the summer months in Texas (depending on the wholesale price of electricity) through a coupon-based incentive scheme. The implicit assumption is that the LSE is a price-taker and that the variation in its demand profile will not perturb the wholesale prices. However, actually implementing such a system requires many components, including predicting the price of electricity, identifying the likely baseline usage of residential customers, designing an incentive scheme to encourage reductions at the correct times, and providing incentive information to users.
The objective of this work is to design, develop and demonstrate EnergyCoupon, a prototypical Coupon Incentive-based Demand Response (CIDR) system, wherein users obtain coupons in return for desirable actions. These coupons are then used to participate in a weekly lottery with gift cards as the prizes. What is an e↵ective architecture to prototype such a system? What kind of impact would it have on user behavior? Would the savings that result lead to a viable system?
Related Work
The CIDR system that we aim to develop is a form of "nudge engine" that is designed to encourage beneficial behavior. One such experimental scheme uses a lottery-based-incentive scheme to encourage uniform load on public transportation systems [14] . Dynamic rewards for reduction of congestion in roadways have also been applied [1] . Another experiment attempts to design algorithms to coordinate demand flexibility to enable the full utilization of variable renewable generation [11] . Similarly, [21] conducts an experiment on the use of social games with monetary rewards to promote reduction in o ce electricity usage (such as turning o↵ lights). In the context of DR, [27] present a simulation study of a system that illustrates the voluntary, self-controlled, penalty-free, and low equipment requirements of CIDR. The social value of energy savings is determined in [3] , which provides bimonthly energy saving information for a year for free, and then asks how much users will pay for the information in the following year. Di↵erent from these works, our focus is on demand estimation of individual homes, accurate price prediction, active incentivization of users to respond to DR events and system behavior with repeated decision making of end-users.
On the modeling and analysis side, [15] model the system as a Stackelberg game with two stages: setting the coupon values followed by the consumer's choice. [23] study demandresponse as trading o↵ the cost taking beneficial actions in terms of changing electricity consumption as compared to the likelihood of winning a lottery using the concept of a mean field game. In both the above the game is played in one shot, and there is no evolution over time. The dynamic version of the DR problem with lottery-based incentives in studied in [12] , also using the mean field game model. Here, the LSE awards di↵erent numbers of coupons in proportion to the customer energy consumption in di↵erent periods of time during the day. The customers maintain a belief about the number of coupons available with the others, and optimize their actions based on this belief. The main result is to show existence of a so-called mean field equilibrium in this setting, and to numerically evaluate the sustainability of the system. Our system design is inspired by this work, and we aim to show how such a system might be constructed in practice.
System Overview
We design and implement the EnergyCoupon system that provides electricity usage targets to customers in a real-time fashion, measures their responses, awards coupons accordingly, and conducts a periodic lottery to reward users. Figure  1 illustrates the system architecture, which consists of five parts that includes three classes of functionalities (shown using di↵erent colors/shades), an SQL Database and an Android/iOS App that forms the user interface. In what follows, we provide a brief overview of the di↵erent parts, and pospone detailed descriptions to later sections. The database stores all the historical and real-time information of the EnergyCoupon system, and is hosted on a core server that runs 24 hours a day during the experiment. The database interacts with all parts of the system via SQL APIs.
Smartmeter
Android/iOS App: Apps are developed for di↵erent mobile OS. End-users are requested to install the App on their mobile devices. DR at the user-end is handled by the App. Figure 2 illustrates the activities on the Android version of the App. On the left is the home page that provides personalized tips on electricity usage, displays the past day's usage (solid blue line) and real-time usage targets (green and yellow) for the current day. Hitting the targets results in some number of coupons being awarded. The middle activity provides the user with their electricity usage history over the past two weeks, and also allows them to compare the coupons received against the user that received the most coupons. The activity on the right is the lottery interface, which allows the user to specify the number of coupons that he wishes to enter in a particular lottery. The functionality at the backend of the system is separated into three parts: data acquisition (blue), online algorithms (green) and incentives and responses (pink).
Smartmeter Texas: This is the source of electricity consumption data of each customer, obtained at a 15 minute resolution. Details are presented in Section 3.1.
ERCOT Data: This is the source of real time and day ahead electricity pricing data. Details are presented in Section 3.1.
Weather Data: This is the source of weather information needed by our price prediction and usage estimation algorithms. Details are presented in Section 3.1.
Peak Time Estimate: This is a price prediction algorithm, whose purpose is to determine whether the realtime electricity price is going to be high or low two hours in advance of the event. Details are presented in Section 2.1.
Baseline Estimate: A good estimate of the customer's likely electricity usage is required in order to determine what kind of incentives to provide, and to calculate the impact that such incentives have on behavior. We develop and algorithm to calculate this baseline usage that involves historical usage and weather data. Details are presented in Section 2.2.
Tips and Usage Statistics: We provide suggestions to our users on when coupons are likely to be o↵ered, and how their weekly electricity usage compares with those of their neighbors. These personalized tips are generated based on specific usage statistics of all homes. Details are presented in Section 3.3.
Coupon Generation: The system generates personalized coupon targets based on the results of the price prediction and baseline estimation routines. Users are awarded coupons based on the percentage reduction in their consumption. Details are presented in Section 3.2.
Lottery: We run a weekly lottery, in which the user has a chance of converting coupons into real gift cards. Users participate in a lottery by deciding how many coupons to enter in that particular lottery (or wait until they accumulate more coupons). Details are presented in Section 3.4.
Main Results
This work is perhaps first-of-its-kind in deploying actual systems to solicit end users' electricity flexibility via innovative incentive mechanisms such as lottery coupons. The main results of this paper consist of (1) a description of the entire experimental system, as well as the key supporting algorithms; (2) empirical analysis of end users' energy consumption behavior subject to the lottery coupons; and (3) analysis of the load serving entities' cost and benefit, as well as projection of the impact on society with larger scale deployment.
First, we implemented a real system to conduct CIDR and ran a small scale practical experiment on it. Though, limited by the small number of participants, we believe it represents a valid prototype of building a complete practical DR system. Details of system implementation are available in Section 3. Second, it is shown from the experimental results that the energy consumption profile of the active user in our system can be changed by DR in an quite e↵ective manner. Details are presented in Section 5.2. Finally, based on the posterior experiment analysis, the LSEs reveal clear savings in purchasing energy, roughly $1 per active user per week, via the CIDR in our proposed system. More discussion on this result is available in Section 5.3.
KEY ALGORITHMS IN THE SYSTEM 2.1 Price Prediction
The EnergyCoupon system aims to incentivize end-consumers to shift loads from high-price hours to low-price hours in wholesale market. The market clearing prices in RT market are only published 15 minutes prior to the time to which they apply, which is not su cient for the users in our system to react. We believe a 2-hour time window is reasonable for participants to plan their actions. Hence, the system needs to predict the electricity price 2-hour ahead accurately. There is much earlier research on electricity price prediction [5, 6, 10, 17, 26] . However, most of the literature propose models based on the Time Series Analysis, which could achieve a higher accuracy but only works well within half an hour of the target time.
Di↵erent from the classic price prediction, our system has certain specific requirements that requires new algorithm design. We are typically interested in identifying the electricity price as being either "high" or "low" 2-hours in advance, rather than producing an exact value prediction. Based on our proposed scheme, whenever the user shifts load from one time period to another, if the price in original time period is higher, it will yield extra savings for LSE in purchasing certain amount of energy in wholesale market. Inspired by these needs, we formulate the price prediction in our system into a classification problem. A classifier is designed to catch the time periods at which the price is higher than most of the rest of the day. Since the algorithm needs to run online, low computing complexity is essential. One of the simplest and widely used classifiers that fits our situation is the decision tree. We first go through the classic procedure of building the corresponding tree structure, and then summarize this part with a performance analysis posterior to the experiment.
Data Preparation.
As a data-driven approach, the training data set needs to be carefully prepared. The experiment is conducted in Houston, TX. Because of the hot weather in Texas summer, the energy consumption is dominated by air conditioning usage. Since weather has an impact on renewable energy availability, such as wind farms, we construct our data sets with five fundamental feature classes: Price (⇡), Demand (P ), Temperature (T ), Humidity (H) and WindSpeed (W ). Considering the time-periodicity of the features, we believe constructing the training set using the data from the whole year of 2015 is su cient. For details on data acquisition, please see section 3.1. The next step is to label the sample set. According to our requirements, the price label is binary, i.e. either "high" or "low", which implies a proper threshold of high price is needed. Table 1 shows the average number of high price appearances per day by di↵erent thresholds in the chosen data set. Note that we pick time resolution to be 15 minutes which gives 96 samples per feature class per day. Table 1 indicates the high price appears several times a day with a threshold of 40 and becomes very rare with thresholds above 50. Meanwhile, based on the observation in the training stage, a lower threshold gives higher fitting error rate. Thus, we choose the high price threshold to be 50 in the following study.
Feature Selection.
Given the labeled data set, feature selection is conducted based on the self/cross-correlations between di↵erent features and the label. In a particular time period, the price label is related to the current feature values as well as earlier ones. For example, we divide the time space into 96 15-minute slots in a day. The electricity price in time slot t, ⇡t, corresponds not only to ⇡t, Pt, Ht, Wt, but also to the earlier values, say Tt 1 or Wt 10. We calculate the self/cross-correlations between each feature class with di↵erent time-slot lags and the label, and then select the top four features in each of the five feature classes. Figure 3 shows the self-correlation of electricity price with di↵erent lags. Since we are predicting the price label 2-hour in advance, the top four price features are the latest published ones, i.e. ⇡t 8, ⇡t 9, ⇡t 10, ⇡t 11. Figure 4 shows the cross-correlation between price and temperature. Choosing the top four ones gives us Tt, Tt 
Training and Validation.
Given the selected feature set, we construct a training data set containing around 30000 data samples based on the data in 2015. Each sample is a 21-dimension vector including 20 features and 1 label. Before we train the decision tree, two parameters, penalty ratio and minimal leaf size, need to be determined.
Penalty ratio defines as the weight ratio of two kinds of errors: False Positive (F P ) and False Negative (F N). In our EnergyCoupon system, F P error means the actual price is low but our prediction is high and F N error defines in the opposite way. Similarly, we define the terms True Positive (T P ) and True Negative (T N) to capture the correct predictions respectively. The relationship between the four terms are as following: F P + F N = T otal P rediction Errors T P + T N = T otal Correct P redictions F P + T N = T otal Negative (Low P rice) Samples T P + F N = T otal P ositive (High P rice) Samples F P errors cause more coupons being issued and F N errors imply misses in catching the high price events, which may cause a loss for LSEs. Due to the natural property of lottery scheme, issuing more coupons to customers hardly hurts the system. Thus, it implies that we should put more weight on F N errors to catch more high price events. However, as we increase the weight of F N errors, the total error rate given by the cross validation, which is a classic fitting performance check, increases as well. Thus, the determination of penalty ratio meets a trade-o↵ between overall fitting performance and sensitivity, which is defined by the ratio, T P/(T P +F N).
The minimal leaf size is a specific parameter when building decision trees. It defines the minimum number of samples in each leaf of the final tree. The larger minimal leaf size yields higher fitting errors. However, small minimal leaf size gives higher risky of overfitting. One extreme case is to build a tree per training data sample per leaf, which gives a zero fitting error but only fits the training data. Thus, the determination of minimal leaf size meets a trade-o↵ between fitting errors and risk of overfitting.
We want to choose a proper pair of the two parameters such that the sensitivity is high and the cross-validation error is low. Figure 5 illustrates the scatter plot of the parameter pairs on the plane of sensitivity and cross validation error. Each marker is a pair of the two parameters. We apply the filters in two dimensions: sensitivity 0.7 and cross validation error  0.12, and then choose the largest minimal leaf size over the resulting set. The final value of the two parameters are minimal leaf size = 70 and penalty ratio = 1 : 8. Table 2 shows the overall performance statistics for price prediction in both fitting stage and experiment/testing stage. Note that in the training stage, we have around 30000 samples from the whole year of 2015, while in the testing stage, we only have around 5000 samples from the 3 months of 2016 summer during the experiment. We observe that the error rate doubles in the testing stage and sensitivity decreases about 8%. Various reasons could cause a performance drop of a classifier in testing. In our situation, one critical issue is the electricity price could be a↵ected by other reasons rather than the features in our feature set, such as network congestion and natural gas price changes. Furthermore, we use the historical values of the features in the training stage, but take the predicted values which are updated every 15 minutes in online testing, where the realizations are only revealed posterior to the time. 
Baseline Prediction
Baseline is defined as the regular electricity consumption without DR events. We should point out that only posterior energy consumption can be observed in our experiment. The actual baseline is invisible due to the DR. However, a good estimation of the baseline is essential for demand reduction measurement and load shifting analysis, which are critical in our study. Equation (1) provides the definition of demand reduction on interval k of day D.
Di↵erent from the traditional load forecast, when considering baseline prediction in DR, there are some phenomena that we need to consider specifically. The first one called "user's dilemma": if an active user keeps reducing his energy consumption from the predicted baseline, the baseline estimation, which only takes the most recent history into consideration, will keep reducing as well. As a result, this user will have to reduce the energy consumption dramatically to meet the targets and eventually quit the DR program.
The second is the "baseline cheating" e↵ect [4] . By intentionally increasing electricity consumption over a few days, one could create a high baseline for the following day, and get high rewards without making costly energy reductions before the algorithm recovers. A good baseline prediction method should eliminate both phenomenon. In the rest of this section, we will first introduce two traditional methods, then discuss the Hybrid Method that we used in the experiment and lastly propose the Similar-day Method for post analysis.
Conventional Method.
Conventional load forecast by averaging consumptions in past few days is widely used by the ISO in DR programs [16] . In equation (2) , N is the number of past days considered (usually N = 10).
It gives relatively precise predictions via simple calculations. However, it is obvious that since the calculation depends on consumption over the past few days, an active user faces lower and lower baseline ("user's dilema"); In addition, "baseline cheating" is also possible. Thus, the conventional method is not quite suitable for DR programs.
Regression
Method. An alternative option for baseline prediction is using regression, such as Gaussian process [25] and Artificial Neural Network (ANN). These give more accurate predictions, but still take into account the most recent histories, even last-minute energy consumption, as inputs. In this way, "user's dilemma" and "baseline cheating" cannot be avoided. Moreover, many regression methods have bad performance in rear future predictions, such as day ahead/hour-ahead.
Hybrid Method.
During the experiment, a hybrid method is designed by using the weighted average of the output of conventional method and the control group consumptions.
is the weight parameter. We apply N = 10 on weekdays and N = 4 at weekends. P base,j (k) represents the typical energy usage during interval k for control group member j. The control group is pre-selected from Pecan Street Dataport, which is a good data source for non-DR consumers [2] . M = 40, which is the number of selected anonymous residential consumers with similar house size and house age. The baseline of a control group member on Monday for a particular month is the average consumption of all Mondays in that month during time interval k. So we have specific baselines for all 7 days in a week in control group.
The Hybrid Method eliminates both the "user's dilemma" and "baseline cheating" e↵ects. In addition, by introducing a control group, the influences of ambient variables (weather, humidity) are naturally involved. However, in the postexperiment analysis, it reveals significant behavior di↵erences between control group and the users in the experiment as well as large bias on the total energy consumption. With these concerns, we propose the following Similar Day Method.
"Similar Day"
Method. Historical energy consumption before DR programs and temperature data are required in this method. First we divide 24 hours in a day into several sections. For each section, historical days that have similar temperature pattern (measured by mean square error (5)) with the target section are selected and simple average is calculated across those days. Ns indicates the number of similar days selected and Nt is the number of intervals in a particular section.
In order to eliminate the impact of other factors, which are independent of ambient variables such as temperature, on the energy usage and only consider pure energy shifting, we further normalize the total energy consumption with the realizations posterior to the experiment as a post refinement. In other words, we assume our users only shift energy usage from DR intervals to the other intervals without increments or decrements in total energy consumption.
Theoretically "similar day" method should eliminate both "user's dilemma" and "baseline cheating". Since baseline only depends on the external temperature of the target section, as well as the historical temperature and consumption before the DR program begins, it is not influenced by user's behavior during the program. Therefore, the baseline is purely objective, and robust to manipulation ("baseline cheating"). "User's dilemma" is eliminated by the same reason.
We concludes in Table 3 that "similar day" is the most suitable baseline prediction method to apply in our system. Data sources are essential in applying the algorithms described in Section 2 to our EnergyCoupon mechanism. As shown in Figure 1 , there are three main sources of data:
(a) SmartMeterTexas (SMT) [22] is a public website supported by Public Utilities Commission of Texas and several large utilities in Texas. The aim of this website is to secure communications between customers and utilities, and enable each smart-meter user to monotor their energy consumption. By downloading high resolution electricity consumption data (15-min) from SMT, EnergyCoupon is able to calculate baseline for each consumer, and also calculate electricity usage shifts after DR events. (b) Electric Reliability Council of Texas (ERCOT) [20] manages the 90% of Texas's electric load. Much market information is on its website. Our EnergyCoupon app automatically downloads day-ahead and real-time prices, and uses it as part of the input to the prediction of the real-time price for upcoming intervals. (c) Weather Underground (WU) [24] provides real-time and historical weather data including temperature and humidity. This data is used in both baseline prediction and real-time price estimation.
Target Setting and Coupon Generation
As we discussed in Section 2, the high price threshold is set to be 50$/M W h since it is greater than the electricity price at most times of the day. Thus, if the user cuts down the energy consumption as we suggest in a high price hour, they are potentially using more energy in the rest of the time periods, which implies a load shift from high price hours to low price hours. Hence, the coupon target should be set whenever a high price occurrence, i.e. a DR event, is predicted. The number of coupons awarded depends on the percentage of the baseline-energy-consumption reduction during the DR event. Obviously, the baseline-energy-consumption should be personalized, and is determined by the baseline prediction algorithm in Section 2. The multi-layer structure of coupon targets is shown in Figure 6 . During each DR event, 2 energy reduction targets and 3 status markers (white, yellow and green) are shown in the App. For example, if a consumer could save 30% to 70% energy during DR event, he/she will be awarded 2 coupons and ends up in the yellow region. Similarly a reduction of more than 70% results in 5 coupons being awarded, and the user is said to have hit a green target. If the consumer saves less than 30% in a certain DR event, his/her response will be located in white region and no coupon is awarded. An important supplement to the scheme of dynamic coupon target setting is that of "fixed coupon" intervals, which are manually set according to the historical DA market analysis. "Fixed coupon" is set to the time periods that high price often occurs in the DA market and has the same appearance with normal targets. Since DA price has a much more consistent pattern compared with RT price, the coupon targets set accordingly are "fixed" in terms of time. Those "fixed coupons" are also created for research purpose: we would have more DR events during the experiment, and more human behavioral changes could be observed. Figure 7 summarizes how coupon targets is generated by using algorithms from Section 2 and 3.1, 3.2. 
Tip Generation
Tip generation mechanism provides information so that consumers can learn from their historical behavior, and adjust their consumption during DR events. Tip generation consists of four parts: "received coupons", "peak-price prediction", "behavior evaluation" and "fact-based tips". Among these four parts, "behavior evaluation" gives medals (gold, silver and bronze) to consumers according to their energy saving for the previous week. By this means consumers can get brief idea about how their neighbors are doing, and further incentivize themselves to engage further in EnergyCoupon. "Fact-based tips" provides information such as weekly energy consumption and expected savings in electricity bill. In addition to the partial information shown in the App (Figure  2 ), complete information is available in weekly email sent to each participant (Figure 8 ). 
Lottery
Lottery is widely used in DR to aggregate the small impacts of individual actions in order to provide acceptable incentives to large group of people [11, 14] . Participants can take part in a lottery each Friday by submitting a certain a desired number of coupons, no higher than the number that they posses int heir account 2(c). Remaining coupons can be retained for use in future lotteries. Three prizes $20, $15 and $5 of gift cards are issued every week, and users who have larger bids would have higher chance to win these prizes. As the last part of DR period in our system, the lottery completes a DR cycle by collecting the bids from end-consumers and giving out dollar value gifts to the winners.
Some information about the competitors are provided via App and weekly reports as shown in Figure 8 . The purpose of this information is to promote strategic behavior in the lottery as well as competition to obtain coupons. Further, in order to ensure larger participation int he lottery, we allow the customer to collect coupons over several weeks if they choose to do so.
Due to the limited number of participants during our trial, we do not really observe the bidding strategies of the users posterior to the experiment. However, from surveys and discussion with participants, we did find that they were aware of the information provided on coupons possessed by their competitors, and were taking it into account while choosing their entries into the lottery. Participants also experimented with their home thermostat settings to see how best to obtain coupons. Analyzing the user decision problem at a larger scale would be an intersting future study.
EXPERIMENT DESIGN
We conducted our small scale trial with 10 residential participants in Houston, Texas. These participants were recruited through door-to-door canvassing, and had no relation to the authors. Participants were asked to create create an account on SmartMeterTexas.com, and install the EnergyCoupon App. The purpose of the trial and the usage details of the App were explained to them under an IRB agreement. Demand response was totally voluntary and there were no penalties for not responding. The primary means of responding was for the participants to reduce their air conditioning usage via modifying their thermostat settings. As described earlier, participants were awarded EnergyCoupons for desired behavior. We held a weekly lottery each Friday in which they could use their EnergyCoupons, with the understanding that a the probability of winning was proportional to the number of coupons entered. Consumers who won the prizes received a gift card code through email.
From June 1, 2016 to June 10, 2016, participants were asked to get familiar with the functions of the EnergyCoupon App, and try to respond to DR events. The electricity usage pattern during this period was neither considered as experimental data, nor used as historical data in baseline prediction. From June 10 to August 26, 30-min DR events were generated between 1 PM to 7 PM, whenever the predicted real-time price exceeded the high price threshold of 50$/M W h, as well in predetermined "fixed coupon intervals," in which we had calculated that the average price of electricity to be high. These DR events corresponded to o↵ering EnergyCoupons for reduction of electricity usage based on set targets. Normally, there were at least three 30-min events on weekdays and two on weekends. No DR events were generated outside the time interval of 1 PM to 7 PM, even if we predicted high prices.
As we explained in Section 2.2, electricity usage targets were set based on the baseline prediction calculated by the hybrid method (equation (3)). A control group was selected from 40 anonymous houses in the Pecan Street [2] data set, with parameter is set to be 0.3 for the first week in experiment and 0.8 in the rest of the experiment. Further, the "similar day" method of baseline calculation was used post fact to analyze the data collected.
RESULTS AND ANALYSIS 5.1 Overview of Experimental Results
An overview of electricity consumption for all users during the three months of our trial (June, July and August 2016) is shown in Table 4 . These were summer months, and air conditioning usage during this period was quite intense. From this table, we see that the total energy consumption P total is highest in July and lowest in June. Within the total usage, the consumption during the period of interest to us (1-7 PM everyday, during which most high prices occur) occupies nearly⌘ af t ⇡ 34% of total consumption, which is quite consistent across the three months. In terms of consumption during DR events (30-min interval with RT price higher than triggering price when we o↵er EnergyCoupons for usage reduction), the proportions are di↵erent across the months. For instance, in June the consumption during DR events is only ⌘DR = 7.97% of daily energy consumption, whereas in August it is as high as 21.7%. This increase can be attributed the progression of summer with increasing air conditioning usage during the late afternoon period. As mentioned earlier, a concentrated load due to air conditioning is a major target of our DR scheme. Figure 9 indicates a week-by-week breakdown of total coupons earned by participants and their lottery participation. In terms of coupons earned, a gradual increase in first 7 weeks as participants became familiar with the system occurred, followed by fluctuation in the rest of the weeks can be observed from this figure. In general, participants received most coupons in August. This was likely because August had the more DR events June and July (Table 4) . The fluctuation in August could have also be caused by other factors including holiday travel and extremely hot weather. Figure 10 shows the participation statistics di↵erently by showing the number of coupons and number of lotteries in which each user took part. Note that the User IDs shown are simply arbitrary numbers assigned to them for anonymity and all 10 have been shown in the figure.
An interesting finding is that there seems no obvious correlation between coupons and participation, which could be thought of as two measurement of participant enthusiasm. Note that all participants were aware of the higherst coupons received each week (see App description in the Introduction), so they could calibrate their success probabilities. Most played conservatively, and ensured that they had a reasonable number of coupons before trying out the lottery. However, an outlier is user 44, who participated in the lottery every week, although he/she had very few coupons available. This user could be thought of as risk seeking, and playing each lottery although the odds were clearly against him/her. Of course, lottery participation only took a few minutes every week, whereas coupons could only be accumulated through energy saving e↵orts. The latter might thus be a better indicator of enthusiasm than just lottery participation.
Energy Profile Analysis
One of our basic objectives of our system is to incentivize behavioral changes in terms of shifting electricity consumption from peak to o↵-peak times. We describe our results in achieving this objective in this subsection. The smartmeter data enables us to obtain the electricity consumed by the participant at a 15 minute resolution. Once we have the consumption on a day in which DR events take place (i.e., we o↵er incentives), the question arises as to what the consumption would have been, had we not offered any incentives. As discussed Section 2.2.4, the "similar day" method is based on generating a day with a similar temperature profile to a day of interest, and using historical data to accurately determine what the baseline usage would have been on such a day. The normalized version of the same method apportions the measured total usage on a given day in proportion to the"similar' day's" usage profile.
As an example, consider Figure 11 . Here, the average electricity consumption of a particular participant is calculated over July 9 to July 13, 2016, shown by a solid red line. The behavior during this period is influenced by the DR events, and appears to show a shift towards the later hours. We take the same total electricity consumption for each day, and apportion it across the day based on the "similar day" method. Averaging over these baseline days yields the baseline shown by the dashed blue line. Comparing the two graphs, we see that on average 6.75 kWh of electricity is shifted each day from the interval 11:00 AM to 6:00 PM to the later interval of 6:00 PM to 10:00 PM, with a total shift over the five days of 33.7 kWh.
The above approach appears to yield a powerful method of understanding behavioral changes, since we calculate the baseline temporal usage based on the actual total ground truth usage, so shifts in energy usage times are clearly revealed. We seek to understand the total energy usage shifts away from the peak period (when we have DR events) on a per participant basis. These shifts would then provide a metric whereby we can measure the average e↵ect of providing EnergyCoupon. Figure 12 summarizes the monthly energy shifts calculated per participant. We observe that on average, the e↵ect of EnergyCoupon is to shift about 5% of the total electricity consumption from peak hours to o↵-peak hours. However, we do see some active participants who achieve monthly average shits of 20% or even 30%. In addition, most users shift a lower percentage of energy in hot weather (August) than in relatively cooler conditions (June and July). This suggests that users have lower flexibility in terms of air conditioning as the weather gets hotter. Some of the results can be identified with reasons unique tot he participant. For instance, according to our exit survey user 38 could not change his/her usage much due to the birth of a child. Similarly, user 47 who was very active went on vacation in August, causing the responsiveness to DR events to drop.
In theory, the number of coupons awarded to participants and the percentage energy shift during DR events should be closely correlated. Comparing Figure 12 with 10, we do indeed see that this expectation is largely correct. However, we do see outliers such as user 44, who moved into the residence relatively recently, which meant that the historical baseline was for a family with a di↵erent usage pattern. This reveals a limitation in the baseline calculations in that the presumed usage pattern of the participant varied widely with the historical data. This aloo reveals the fact that careful personalization of the baseline is needed to accurately calculate responsiveness to DR at the small scale that residential users can achieve.
Another interesting finding is that a positive linear correlation exists between energy shifts in DR events and the peak period between 1 PM to 7 PM, as visible in Figure 13 . Here, the percentage energy shift for every user is plotted as a scatter plot and is distinguished into weekdays and weekends. The graph suggests that energy shift events during the peak period largely coincide with DR events, suggesting responsiveness of users to DR events. This finding is consistant with our observation in Figure 11 : users tend to shift the Money Saving (whole day)(%) Figure 14 : Comparison of Energy Saving (1-7pm) and Total Money Saving energy due to the DR event out of the peak period to later in the evening. This is a particularly valuable discovery since the peak usage interval often has high real-time prices, and shifting usage to lower-price intervals reduces LSE costs. In summary, the EnergyCoupon system appears to perform reasonably well at load shaping in the experiment: more than half of the users shift 5% or more energy during the afternoon, while some active users can shift over 20%. Consumers tend to shift a large proportion of load from DR period to o↵-peak period in the morning or late evening. This helps the LSE to further reduce the cost due to the real-time price di↵erence between peak and o↵-peak hours.
LSE's Cost Benefit Analysis
Thus far, we showed how the temporal energy usage profile is shaped during the experiment. We also expect a reduction to the wholesale electricity purchase cost to the LSE, since loads were shifted from peak to o↵-peak intervals.
As listed in Table 5 , the LSE is expected to save totally $48.8 from the whole experiment, with weekly saving of $0.44 per participant. In addition, most of the saving comes from the month of August (74%), when many high price events occur. The conclusion is that even small shifts during the hot weather can yield substantial savings to the LSE due to the large variability in wholesale prices. Moreover, if the contribution of the top three users towards reducing LSE costs are summed up, the total value is $37.8 If such users are defined as active participants, each active participant achieves a cost reduction of $1.15 per week. This number agrees closely with numerical studies in other work [12] . Now, the cost reductions indicated in Table 5 do not include the cost of prizes to participants, which was three gift cards worth $35 on most weeks. While a cluster of 50 active users would likely be a self sustaining pool with savings of a over a dollar per week per participant, our small scale trial with just three active users, who respond to coupon incentives most positively, and other less active users does not provide enough savings to sustain the system. However, it does validate the idea that behavioral shifts of the kind indicated in [12] are feasible in practice.
Another question that arises is whether there is correlation between energy shift and cost reduction. One would indeed expect positive correlation, given that the energy shift is incentivized based on predicted high prices. Figure 14 confirms this hypothesis. The larger the energy shift during DR event, the more rewards the participant will get, and the more savings the LSE will achieve. This further illustrates the win-win situation between the LSE and electricity users under our EnergyCoupon mechanism.
CONCLUSION AND FUTURE WORK
According to the electricity market mechanism, a load shifting from peak hours to o↵-peak hours yields substantial savings to an LSE in purchasing energy. This paper exposits the empirical study of coupon incentive-based demand response for retail electricity market in the summer of 2016. The experiment results indicate that our system indeed changes the energy consumption profile of active users towards the desired direction. Furthermore, the posterior experiment analysis reveals potential savings for the LSEs.
From the theoretical perspective, an interesting decision making problem may be formulated from our practical lottery system in which participants have an estimate of others' coupons. From the engineering perspective, while the current scale of experiment was small, it did serve to test out all the major systems and validated the main hypothesis that we designed the system around. We are now preparing a much larger scale of experiment in 2017 summer in collaboration with a residential electricity provider.
