This study investigated the benefits of adding unprocessed low-frequency information to acoustic simulations of cochlear-implant processing in normal-hearing listeners. Implant processing was simulated using an eight-channel noise-excited envelope vocoder, and low-frequency information was added by replacing the lower frequency channels of the processor with a low-pass-filtered version of the original stimulus. Experiment 1 measured sentence-level speech reception as a function of target-to-masker ratio, with either steady-state speech-shaped noise or single-talker maskers. Experiment 2 measured listeners' ability to identify two vowels presented simultaneously, as a function of the F0 difference between the two vowels. In both experiments low-frequency information was added below either 300 or 600 Hz. The introduction of the additional low-frequency information led to substantial and significant improvements in performance in both experiments, with a greater improvement observed for the higher ͑600 Hz͒ than for the lower ͑300 Hz͒ cutoff frequency. However, performance never equaled performance in the unprocessed conditions. The results confirm other recent demonstrations that added low-frequency information can provide significant benefits in intelligibility, which may at least in part be attributed to improvements in F0 representation. The findings provide further support for efforts to make use of residual acoustic hearing in cochlear-implant users.
I. INTRODUCTION
Despite many significant advances made in the development of cochlear implants ͑e.g., Dorman, 2000; , even the most successful cochlear-implant users do not hear as well as normal-hearing listeners, particularly in noise. Fu et al. ͑1998͒ and Friesen et al. ͑2001͒ reported that implant users require higher target-to-masker ratios in broadband noise to achieve levels of speech reception performance comparable to normal-hearing listeners. More recent findings suggest that the differences in performance between normalhearing listeners and implant users ͑real and simulated͒ are especially pronounced for speech in the presence of more complex, fluctuating backgrounds, such as modulated noise or single-talker interference ͑Nelson et al., 2003; Qin and Oxenham, 2003; Stickney et al., 2004͒. Part of the difficulty experienced by cochlear-implant users in fluctuating backgrounds may reflect an impaired ability to perceptually segregate the fluctuations of the target from those of the masker. Voice pitch, or the fundamental frequency ͑F0͒ of voicing, has long been thought to be an important cue in the perceptual segregation of speech sources ͑e.g., Bregman, 1990; Darwin and Carlyon, 1995͒ . While, in principle, voice pitch information is available to implant users via envelope modulations ͑McKay et Wilson, 1997; Geurts and Wouters, 2001; Green et al., 2002; Moore, 2003͒ , the pitch salience associated with envelope periodicity is known to be less robust than that associated with resolved lower-order harmonics in normal-hearing listeners ͑e.g., Burns and Viemeister, 1976; Shackleton and Carlyon, 1994; Kaernbach and Bering, 2001; Bernstein and Oxenham, 2003͒ . Qin and Oxenham ͑2003͒ suggested that the difference in speech reception performance between ͑real and simulated͒ implant users and normal-hearing listeners in fluctuating maskers can be attributed in part to the loss of pitch as a segregation cue on the part of the implant users. They tested this idea more directly in a later study ͑Qin and Oxenham, 2005͒ and found that, under envelope-vocoder processing, large F0 differences, which were readily discriminated in a sequential task, could not be used to improve the recognition of two simultaneously presented vowels. A possible explanation for this deficit may be that the auditory system cannot use envelope-periodicity cues to extract the F0's of two concurrent sounds, and instead ͑in normal hearing͒ relies on low-order resolved harmonics as the primary segregation cue ͑Carlyon, 1996; Deeks and Carlyon, 2004͒ . Listeners' lack of ability to use envelope-based pitch cues to segregate sources may therefore account for at least part of the difficulties encountered by cochlear-implant users in complex ͑fluctuating͒ backgrounds.
A relatively recent trend is to consider patients with some low-frequency residual hearing as candidates for cochlear implantation. Some of these individuals are able to use an implant in one ear while using an acoustic hearing aid in the other ear to form a hybrid electric-plus-acoustic system ͑EAS͒. While the residual acoustic hearing present in these implant users is unlikely to contribute directly to speech intelligibility, the additional low-frequency temporal fine-structure cue in acoustic hearing may provide sufficient information to aid in source segregation. In fact, a recent study by Kong et al. ͑2005͒ has shown that speech reception in the presence of interference improved with combined electric and acoustic hearing compared to either alone.
In another variant of an EAS application, short-insertion cochlear implants have been developed, which stimulate only the basal end of the cochlea, leaving the apical ͑low-frequency͒ end sufficiently intact to still preserve lowfrequency residual hearing ͑von Ilberg et al., 1999; Gantz and Turner, 2003͒ . A study by Turner et al. ͑2004͒ showed that three patients with short-insertion cochlear implants and amplified residual hearing performed better than any of their patients with traditional cochlear implants for speech recognition in a background of competing speech, but not in steady noise. The studies of Turner et al. ͑2004͒ and Kong et al. ͑2005͒ suggest that residual acoustic hearing can lead to substantial improvements in performance over cochlearimplant stimulation alone.
In addition to testing implant patients, Turner et al. ͑2004͒ also tested normal-hearing listeners using a noiseexcited envelope vocoder ͑EV͒ ͑e.g., Shannon et al., 1995͒, which is a type of channel vocoder ͑Dudley, 1939͒ designed to simulate aspects of cochlear-implant processing. They investigated the effect of introducing unprocessed lowfrequency information on listeners' ability to recognize twosyllable words ͑spondees͒ in a background of either steadystate noise or two-talker babble. Using a 16-channel EV and steady-state noise interference, they found no effect of processing: EV processing did not degrade performance, relative to the unprocessed condition, and adding back unprocessed acoustic information below 500 Hz did not improve performance. In contrast, performance in two-talker babble was degraded by 16-channel EV processing, and was partially restored by reintroducing the unprocessed signal below 500 Hz.
These results reinforce the idea that low-frequency finestructure information might be particularly useful in complex, fluctuating backgrounds, where perceptual segregation is necessary ͑e.g., Qin and Oxenham, 2003͒ . However, some questions remain. First, how much low-frequency information is required to observe an improvement in speech reception? Turner et al. ͑2004͒ used a cutoff frequency of 500 Hz, which provided a good approximation to the residual hearing of their implant patients. Information below 500 Hz provides F0 information, but also provides information about the first formant of many vowels. Is a similar benefit observed if the additional information is limited to even lower frequencies? Second, does the additional low-frequency information aid performance in situations where dynamic fluctuations and dynamic grouping cues are not present?
To address the two questions above, the current study used two low-pass cutoff frequencies ͑300 and 600 Hz͒ to simulate varying extents of residual hearing, and to probe the limits of improvement due to additional low-frequency information. Experiment 1 measured speech-reception accuracy for sentences as a function of target-to-masker ratio in the presence of speech-shaped steady-state noise or a competing single talker. Experiment 2 measured vowel identification for synthetic vowels presented either alone or simultaneously in pairs, as a function of the F0 difference between the two vowels. In both experiments the processing conditions included traditional EV processing and two conditions in which the lowest two or three EV frequency channels were replaced by a low-pass-filtered version of the original stimulus.
II. EXPERIMENT 1: SPEECH RECEPTION IN THE PRESENCE OF INTERFERENCE
A. Methods
Participants
Eighteen normal-hearing ͑audiometric thresholds between 125 and 8000 Hz were Ͻ20 dB HL͒ native speakers of American English participated in this study. Their ages ranged from 18 to 28.
Stimuli
All stimuli in this study were composed of a target sentence presented in the presence of a masker. The stimulus tokens were processed prior to each experiment. The targets were H.I.N.T. sentences ͑Nilsson et al., 1994͒ spoken by a male talker. The maskers were either a different male competing talker or speech-shaped noise. The targets and maskers were combined at various target-to-masker ratios ͑TMRs͒ prior to any processing. TMRs were computed based on the token-length root-mean-square amplitudes of the signals. The maskers began and ended 500 ms before and after the target, respectively. They were gated on and off with 250-ms raised-cosine ramps.
The H.I.N.T. sentence corpus consists of 260 phonetically balanced high-context sentences of low-to-moderate difficulty. Each sentence contains four to seven keywords. The competing-talker maskers were excerpts from the audio book "Timeline" ͑novel by M. Crichton͒ read by Stephen Lang ͑as used in Qin and Oxenham, 2003͒ . The competingtalker masker had a mean F0 ͑mean= 111.4 Hz, s.d. = 27.06 Hz͒ similar to that of the target talker ͑mean = 110.8 Hz, s.d.= 24.15 Hz͒, as estimated by the YIN program ͑de Cheveigné and Kawahara, 2002͒. To avoid long silent intervals in the masking speech ͑e.g., sentence-level pauses͒, the competing-talker maskers were automatically preprocessed to remove silent intervals longer than 100 ms. The competing-talker maskers and speech-shaped noise maskers were spectrally shaped to match the long-term power spectrum of the H.I.N.T. sentences. The maskers were then subdivided into nonoverlapping segments to be presented in each trial.
Stimulus processing
The experimental stimuli for each listener were digitally generated, processed, and stored on disk prior to each experi-ment. Stimulus processing was performed using MATLAB ͑Mathworks, Natick, MA͒ in the following manner.
The experimental stimuli were presented in four processing conditions. In all conditions, the target level was fixed at 65 dB SPL and the masker levels were varied to meet the desired TMR. In the first processing condition ͑un-processed͒, the stimuli were filtered between 80 Hz and 6 kHz, but were otherwise left unchanged. The second processing condition ͑EV 1-8 ͒, designed to simulate the effects of envelope-vocoder implant processing, used an 8-channel noise-excited vocoder ͑Qin and Oxenham, 2005͒. The input stimulus was first bandpass filtered ͑sixth-order Butterworth filters͒ into eight contiguous frequency channels between 80 and 6000 Hz ͑see Table I͒. The entire frequency range was divided equally in terms of the Cam scale ͑Glasberg and Moore, 1990; Hartmann, 1997͒ . The envelopes of the signals were extracted by half-wave rectification and low-pass filtering ͑using a second-order Butterworth filter͒ at 300 Hz, or half the bandpass filter bandwidth, whichever was lower. The 300-Hz cutoff frequency was chosen to preserve as far as possible the F0 cues in the envelope. The envelopes were then used to amplitude modulate independent white-noise carriers. The same bandpass filters that were used to filter the original stimuli were then used to filter the amplitudemodulated noises. Finally, the modulated narrow-band noises were summed and scaled to have the same level as the original stimuli.
The last two processing conditions were designed to simulate "electric plus acoustic" systems ͑EAS͒. The unprocessed stimuli were low-pass filtered using a sixth-order Butterworth filter with 3-dB down points at 300 and 600 Hz ͑LF 300 and LF 600 conditions͒. To simulate the effects of EAS with residual hearing below 300 Hz ͑LF 300 +EV 3-8 ͒, LF 300 was paired together with EV 3-8 , consisting of the upper six channels of the eight-channel vocoder. The first formant frequency of most vowels exceeds 300 Hz ͑Hillenbrand et al., 1995͒, so by limiting information to below that frequency, most direct speech information should be eliminated. To simulate the effects of an EAS with residual hearing below 600 Hz ͑LF 600 +EV 4-8 ͒, LF 600 was paired with EV 4-8 , consisting of the upper five channels of the eight-channel vocoder simulation. The 600-Hz cutoff was selected to incorporate the first formant frequency of most vowels, and to include the most dominant harmonics in the formation of pitch percepts ͑Moore et al., 1985; Dai, 2000͒ . The low-pass filter cutoff frequencies were somewhat below the lower cutoff frequencies of the EV, leaving small ͑roughly 1 critical band͒ spectral gaps between the two ͑unprocessed and processed͒ regions ͑see Table I͒. This was done to limit the low-frequency information to the desired region, while maintaining the same channel configuration that was used in the full EV 1-8 condition.
Procedure
The 18 participants were divided into two groups of nine. The speech reception of each group was measured under only one of the masker types ͑competing talker or speech-shaped noise͒. The experiment involved the participants listening to sentences in a background masker and entering as much as they could of the target sentence via a computer keyboard. No feedback was given.
Prior to the experiment session, listeners were given practice performing the experimental tasks as well as given exposure to the processed stimuli. The target sentences used in the training came from the IEEE corpus ͑IEEE, 1969͒, whereas the target sentences in the experiment sessions came from the H.I.N.T. corpus. While the maskers in the training and experiment session came from the same corpus, care was taken to ensure that the same masker token was never repeated. During the training session, the listener was exposed to a total of 35 stimulus tokens ͑five lists, with seven sentences per list͒, in each of the four processing conditions. In each processing condition, the target sentences were presented at a TMR in the midrange of the experimental TMRs ͑see Table II͒ . The listeners were instructed to enter their responses via a computer keyboard, as in the experiment. No feedback was given.
In the experiment session, speech reception was measured for each listener under all four processing conditions ͑unprocessed, EV 1-8 , LF 300 +EV 3-8 , LF 600 គ EV 4-8 ͒, at 5 TMRs ͑see Table II͒, in the presence of one masker type. The TMRs for each processing condition and masker type were determined in an earlier pilot study, using two to three listeners. The TMRs were chosen to minimize floor and ceiling effects in the psychometric function. For each listener and condition, the target sentence lists were chosen at random, without replacement, from among the 25 lists of H.I.N.T. sentences. This was done to ensure that no target sentence was presented more than once to any given listener. Data were collected using one list ͑i.e., ten sentences͒ for each TMR in each condition. For each listener, the different conditions were run in random order. The stimuli were converted to the analog domain using a soundcard ͑LynxStudio, LynxOne͒ at 16-bit resolution with a sampling rate of 22 050 Hz. They were then passed through a headphone buffer ͑TDT HB6͒ and presented diotically via Sennheiser HD580 headphones to the listener seated in a double-walled sound-attenuating booth.
Listener responses were scored offline by the experimenter. Obvious misspellings of the correct word were considered correct. Each listener's responses to the ten sentences at a given TMR, under a given masker condition, were grouped together to produce a percent-correct score that was based on the number of correct keywords.
B. Results and discussion

Fits to the psychometric functions
The percent-correct scores as a function of TMR under a given masker condition for each listener were fitted to a twoparameter sigmoid model ͑a cumulative Gaussian function͒, Percent correct = 100
where x is the integration variable, SRT is the speech reception threshold in dB at which 50% of words were correctly identified, is related to the slope of the function, and TMR is the target-to-masker ratio ͑dB͒. The two-parameter model assumes that listeners' peak reception performance is 100%.
The two-parameter model provided generally good fits to the data. The individual standard-errors-of-fit had a mean of 2.65% with a standard deviation of 2.52% ͑median of 1.87% and a worst case of 12.93%͒.
Speech-reception thresholds "SRT…
The mean SRT values and standard errors of means were derived from the SRT values of individual model fits. In general, performance across listeners was consistent, so only the mean SRT values as a function of masker condition and processing condition are plotted in Fig. 1 . A higher SRT value implies a condition more detrimental to speech reception. Figure 1 shows that in the unprocessed conditions ͑right-most bars͒, the steady-state noise masker was a more effective masker than the competing-talker masker. However, with eight-channel envelope-vocoder processing ͑EV 1-8 ͒ the reverse was true ͑i.e., competing talker was the more effective masker͒, consistent with the findings of Qin and Oxenham ͑2003͒. When unprocessed low-frequency information ͑LF͒ was added to the envelope-vocoder processed speech, the SRT associated with both maskers decreased, indicating a speech reception benefit.
A two-way mixed-design analysis of variance ͑ANOVA͒ was performed on the data for the EV 1-8 , LF 300 +EV 3-8 , and LF 600 +EV 4-8 conditions and for both noise and single-talker maskers. The statistical significance of the findings was determined with SRT as the dependent variable, masker type as the between-subjects factor, and processing condition as the within-subjects factor. The ANOVA showed significant main effects of both processing condition ͑F 2,32 = 57.16, p Ͻ 0.05͒ and masker type ͑F 1,16 = 5.18, p Ͻ 0.05͒. There was also a significant interaction between masker type and processing condition ͑F 2,32 = 3.49, p Ͻ 0.05͒. This may reflect the fact that adding low-frequency information seems to have a somewhat greater effect for the single-talker masker than for the steady-state noise masker. In particular, the SRT difference between the competing-talker and steady-state maskers, which was present in the EV 1-8 condition, was not found in the LF 600 +EV 4-8 condition. Note, however, that even with the 600-Hz low-pass information, listeners were still not able to benefit from the single-talker masker fluctuations as they were in the unprocessed condition.
Fisher's post hoc least-significance difference ͑LSD͒ test ͑␣ = 0.05͒ revealed some differences between individual conditions. In the presence of speech-shaped noise, SRTs were higher in the EV 1-8 condition than in the LF 300 +EV 3-8 condition, which in turn was higher than in the LF 600 +EV 4-8 condition. Thus, increasing the amount of low-frequency information produced a systematic improvement in performance. Similar improvements were observed with the singletalker interferer, although the difference in SRT between the Competing talker ͓−5,0,5,10,15͔ Steady-state noise ͓−5,−1,2,6,10͔ LPF 300 + NEV [3] [4] [5] [6] [7] [8] Competing talker ͓−10, −5 , 0 , 5 , 10͔ Steady-state noise ͓−5,−1,2,6,10͔ LPF 600 + NEV [4] [5] [6] [7] [8] Competing talker ͓−10,−6,−3,1,5͔ Steady-state noise ͓−10,−6,−3,1,5͔ EV 1-8 condition and the LF 300 +EV 3-8 condition failed to reach significance in the post hoc tests. The larger effect of adding low-frequency information below 600 Hz for the competing talker than for the steadystate noise is consistent with the results of Turner et al. ͑2004͒. However, in contrast to their findings, we also observed a substantial improvement in the steady-state noise condition. This difference may be due to a number of factors. Most importantly, performance in their 16-channel EV condition was the same as in the unprocessed condition, leaving no room for improvement by reintroducing low-frequency information. In contrast, we used an eight-channel EV, which more accurately simulates the abilities of the best current implant users ͑Friesen et al., 2001͒, and which also provided a substantial decrease in performance relative to the unprocessed condition. Also, their closed-set 12-alternative spondee identification task may have required fewer cues to perform correctly than our sentence task, leading to high performance in the EV condition. In any case, our results suggest that low-frequency residual hearing may be beneficial in a variety of backgrounds, including steady-state noise.
In summary, the addition of unprocessed low-frequency information improved performance in speech-shaped noise at both cutoff frequencies ͑300 and 600 Hz͒. The LF 600 +EV 4-8 condition performance also produced a significant improvement compared to the EV-alone condition in the presence of competing talkers. Adding unprocessed information below 600 Hz to envelope-vocoded high-frequency information improved speech reception threshold by about 6 dB in the presence of a competing talker and by about 4 dB in the presence of speech-shaped noise compared to the EV-only condition. Although the addition of low-frequency information did not return speech reception performance to normal levels, it was nevertheless a significant improvement when compared with envelope-vocoder alone.
III. EXPERIMENT 2: CONCURRENT-VOWEL IDENTIFICATION
A. Rationale
Experiment 1 showed that low-frequency information can improve performance in a sentence recognition task under both steady-state noise and single-talker interference. The cues that are provided by the low-frequency information are primarily F0 and, particularly with the 600-Hz cutoff, first-formant information. Particularly in the case of the single-talker interference, amplitude fluctuations in the target and the interferer lead to many time instances where one or the other dominate. The addition of coherently fluctuating low-frequency F0 information may help listeners identify these instances and thus improve performance. Experiment 2 used a concurrent-vowel paradigm ͑Scheffers, 1983͒, which rules out these time-varying aspects and their accompanying perceptual segregation cues, such as onset asynchronies and different dynamic frequency and amplitude trajectories. The concurrent-vowel paradigm, despite its artificial nature, also eliminates possible semantic and grammatical context cues that might have influenced performance in our sentence recognition task. It has been a popular task to probe the role of F0, and other potential segregation cues ͑such as interaural time differences͒ in separating sounds in normal ͑Brokx and Nooteboom, 1982; Assmann and Summerfield, 1990; Summerfield and Assmann, 1991; Culling and Darwin, 1993; Assmann and Summerfield, 1994; Culling and Darwin, 1994; Darwin and Carlyon, 1995; de Cheveigné et al., 1997; Bird and Darwin, 1998͒ and impaired ͑Arehart et al., 1997͒ hearing. By using concurrent vowels that differed only in F0, we were able to assess the extent to which reintroducing lowfrequency acoustic information aided listeners in their ability to use F0 differences to segregate two simultaneous sounds. As in experiment 1, two levels of residual hearing ͑Ͻ300 Hz and Ͻ600 Hz͒ were tested.
B. Methods
Participants
Six native speakers of American English ͑audiometric thresholds between 125 and 8000 Hz were Ͻ20 dB HL͒ were paid for their participation in this experiment. Their ages ranged from 19 to 26.
Stimuli
Five American English vowels ͑/i/ as in heed, /A/ as in hod, /u/ as in hood, // as in head, /É/ as in herd͒ were synthesized using an implementation of Klatt's cascade synthesizer ͑Klatt, 1980͒. They were generated at a sampling frequency of 20 kHz, with 16-bit quantization. The formant frequencies ͑see Table III͒ used to synthesize the vowels were based on the estimates of Hillenbrand et al. ͑1995͒ for an average male talker. The vowels were chosen because of their positions in the F1-F2 space; because their natural duration characteristics ͑House, 1960; 1961͒ are similar to the stimulus durations used in this experiment ͑i.e., 200 ms͒; and because they can all be reasonably approximated by time-invariant formant patterns. Each vowel was generated with seven different F0's ranging from 0 to 14 semitones above 100 Hz ͑100, 105.9, 112.2, 126.0, 158.7, 200.0, and 224.5 Hz͒.
The concurrent-vowel pairs were constructed by summing two single vowels with equal rms levels, with their onsets and offsets aligned, and with their pitch periods in phase at the onset of the stimulus. No vowel was paired with itself to generate the concurrent-vowel pairs. Each concurrent-vowel token was constructed using one vowel with an F0 of 100 Hz and the other with an F0 of 100 Hz + ⌬F0, where the ⌬F0 ranged from 0 to 14 semitones. This yielded a total of 140 concurrent-vowel stimuli ͑20 vowel pairs ϫ7 ⌬F0's͒. Each stimulus had a total duration of 200 ms and was gated on and off with 25-ms raised-cosine ramps. The stimuli were presented at an overall rms level of 70 dB SPL.
Stimulus processing
All stimulus tokens were digitally generated, processed, and stored on computer disk prior to the experiments. The experimental stimuli were presented in seven conditions ͑un-processed, LF 300 , LF 600 , EV 3-8 , EV 4-8 , LF 300 +EV 3-8 , and LF 600 +EV 4-8 ͒. The additional low-frequency-only conditions ͑LF 300 and LF 600 ͒ were added to test how much information could be gleaned from those frequencies in isolation. Given that the frequency of the first formant was always above 300 Hz but mostly below 600 Hz, it could be predicted that no identification would be possible in the LF 300 condition, but that some degree of performance might be possible in the LF 600 condition.
Procedure
Performance in single-vowel and concurrent-vowel identification tasks was measured using a forced-choice paradigm. Listeners were instructed to identify the vowels heard by selecting visual icons associated with the vowels. In the single-vowel identification task, listeners were instructed to identify the vowel heard by selecting from five different choices. In the concurrent-vowel identification task, listeners were instructed to identify both of the constituent vowels, and the response was only marked correct if both vowels were correctly identified. The responses were entered via a computer keyboard and mouse inside the booth. No feedback was provided.
Each listener took part in six 2-h sessions. Three sessions incorporated the unprocessed, LF 300 , EV 3-8 , and LF 300 +EV 3-8 conditions, and the three other sessions incorporated the unprocessed, LF 600 , EV 4-8 , and LF 600 +EV 4-8 conditions. The 300-Hz and 600-Hz sessions were interleaved, with the order randomized across subjects.
Each experiment session was subdivided into eight blocks, with each block involving a single condition ͑unproc-essed, LF, EV, and LF+ EV͒. The first four blocks measured single-vowel identification and the next four blocks measured concurrent-vowel identification. The order of the blocks was randomized from session to session.
Within a given block, the stimulus tokens were presented in random order. Within each single-vowel identification block, a total of 70 stimulus tokens was presented ͑7 F0'sϫ 5 vowelsϫ 2 repetitions͒. For each listener, this translates to a total of 30 trials ͑5 vowelsϫ 2 repetitions ϫ 3 sessions͒ at each F0 under each processing condition. Within each concurrent-vowel identification block, a total of 140 stimulus tokens was presented ͑7 ⌬F0'sϫ 20 vowel pairs͒. For each listener, this translates to a total of 60 trials ͑20 vowel pairs ϫ3 sessions͒ at each F0 under each processing condition. In the unprocessed condition listeners were exposed to twice as many trials at each F0, because the unprocessed condition was presented in each of the six sessions. The six sessions took place over a span of 2 -3 weeks, depending on the availability of the participants.
Prior to each experiment session, every listener was given practice performing the experimental tasks. As in the actual experiment, listeners were instructed to enter their responses via the computer keyboard, and no feedback was provided. On average, listeners were exposed to 40-80 stimulus tokens prior to data gathering. Figure 2 shows the identification accuracy, in percent correct, as a function of the F0 in the single-vowel identification task ͑dotted lines͒ and as a function of the F0 of the upper vowel in the concurrent-vowel identification task ͑symbols and solid lines͒, in units of semitones above 100 Hz. The unprocessed conditions are shown in Fig. 2͑a͒ , the LF conditions in Fig. 2͑b͒ , the EV conditions in Fig. 2͑c͒ , and the LF+ EV conditions in Fig. 2͑d͒ . To investigate trends in the data, repeated-measures ANOVAs were conducted. All scores were arcsine transformed prior to statistical analysis.
C. Results and discussion
In the unprocessed conditions ͓Fig. 2͑a͔͒ a single-factor repeated-measures ANOVA was conducted with ⌬F0 as the within-subject factor. The analysis revealed that the effect of ⌬F0 was statistically significant ͑F 6,30 = 11.87, p Ͻ 0.05͒, as illustrated by the average improvement in performance from 78% to 95% as ⌬F0 increases from 0 to 2 semitones. Above this ⌬F0, performance plateaus until the ⌬F0 equals 12 semitones ͑one octave͒, consistent with previous studies ͑Brokx and Nooteboom, 1982; Culling and Darwin, 1993; Qin and Oxenham, 2005͒ . When the ⌬F0 equals one octave, the harmonics of the two constituent vowels become inseparable, leading to a drop in identification performance. At ⌬F0 of 14 semitones, the identification performance seems to improve somewhat, although the performance difference between 12 and 14 semitones was not statistically significant ͑Fisher's LSD, p Ͼ 0.05͒.
In the LF conditions ͓Fig. 2͑b͔͒, identification performance is greatly reduced, as predicted by the articulation index ͑AI͒ and the speech intelligibility index ͑SII͒ ͑ANSI, 1997͒. When a repeated-measures ANOVA with two withinsubject factors ͑⌬F0 and low-pass cutoff͒ was conducted, a statistically significant difference was found between LF 300 and LF 600 ͑F 1,5 = 11.03, p Ͻ 0.05͒, but there was no statistically significant effect of ⌬F0 ͑F 6,30 = 1.67, p Ͼ 0.1͒ and no interaction ͑F 6,30 Ͻ 1, n.s.͒. In the LF 300 condition, performance for both single and double vowels was reduced to around chance ͑20% and 10%, respectively͒ and no benefits of F0 differences were seen. In the LF 600 condition, although identification of both single and concurrent vowels improved, still no benefit of F0 differences was observed.
In the EV conditions ͓Fig. 2͑c͔͒, while single-vowel identification was generally high, concurrent-vowel identification was modest. When a repeated-measures ANOVA with two within-subject factors ͑⌬F0 and low-pass cutoff͒ was conducted, no statistically significant difference was found between EV 3-8 and EV 4-8 ͑F 1,5 = 1.67, p Ͼ 0.1͒. In addition, no effect of ⌬F0 ͑F 6,30 = 1.67, p Ͼ 0.1͒, and no interaction ͑F 6,30 Ͻ 1, n.s.͒, was seen. This suggests that vowel identification performance does not improve as a function of F0 difference in either of the EV conditions, consistent with observations from our previous study using both 8-and 24-channel EV processing ͑Qin and Oxenham, 2005͒. A direct comparison of the EV 4-8 condition in this experiment and the EV 1-8 condition in Qin and Oxenham ͑2005͒ suggests only a small improvement due to the addition of the three lowest vocoder channels. In particular, the averaged percent correct for the eight subjects in that study, pooled across ⌬F0's, was 45.3%, compared with 41.0% in the present study.
In the LF+ EV conditions ͓Fig. 2͑d͔͒, identification performance improved compared to both LF-only and EV-only conditions, and overall performance in the LF 600 +EV 4-8 condition was higher than that in the LF 300 +EV 3-8 condition. A repeated-measures ANOVA with two within-subject factors ͑⌬F0 and low-pass cutoff͒ showed significant main effects of cutoff ͑F 1,5 = 23.71, p Ͻ 0.05͒ and ⌬F0 ͑F 6,30 = 6.73, p Ͻ 0.05͒. These effects remained significant when the 12-and 14-semitone conditions were excluded, suggesting that the effect is truly due to the improvement in performance with increasing ⌬F0 at the lower ⌬F0's. The interaction between cutoff and ⌬F0 was also found to be significant ͑F 6,30 = 2.59, p Ͻ 0.05͒. However, when the data from the 12-and 14-semitone ⌬F0 conditions were excluded from the analysis, no significant interaction remained between cutoff and ⌬F0 ͑F 4,20 Ͻ 1, n.s.͒, indicating that the benefits of increasing ⌬F0 in the LF 300 +EV 3-8 and LF 600 +EV 4-8 conditions were not statistically different for moderate ⌬F0 between 0 and 8 semitones. Overall, the pattern of results in the LF 300 +EV 3-8 and LF 600 +EV 4-8 conditions is similar to that found in the unprocessed condition, although overall performance remains lower even in the LF 600 +EV 4-8 condition, as was also found in experiment 1.
It has been suggested that part of the ⌬F0 benefit observed in concurrent-vowel identification at small values of ⌬F0 ͑1 semitone or less͒ may arise from "beating" between adjacent components with concurrent vowels ͑Assmann and Summerfield, 1994; Culling and Darwin, 1994; Darwin and Carlyon, 1995; Bird and Darwin, 1998͒ . At least two types of interaction exist. The first involves two individual low-order harmonics which interact, producing a pattern of amplitude and frequency modulation; the second involves interactions between groups of unresolved harmonics that produce socalled pitch-period asynchronies ͑e.g., Assmann and Summerfield, 1994͒. Both types of interaction are present to some extent in our stimuli, with the interaction between individual harmonics present in the LF region, and only the pitch-pulse asynchronies present in the EV region ͑albeit somewhat masked by the inherent fluctuations of the noise carriers͒. It is interesting to note that the pitch-pulse asynchronies seem not to be sufficient on their own to improve vowel identification, given that the EV-alone conditions showed no benefit of differences in F0 ͑see also Qin and Oxenham, 2005͒ . In any case, most of our conditions involved ⌬F0's that were greater than those thought to be influenced by slowly varying beats.
In summary, reintroducing low-frequency information led to an overall improvement in the identification of concurrent vowels, and also led to a positive effect of F0 difference between the two vowels that was not present in either the LF-alone or the EV-alone conditions. 
IV. DISCUSSION
The results from the two experiments can be summarized as follows. In experiment 1, speech reception for sentences in both steady-state noise and single-talker interference improved as ͑unprocessed͒ low-frequency information was added to EV simulations of cochlear-implant processing. In experiment 2, the addition of low-frequency information improved overall identification of two concurrently presented vowels, and led to a benefit of F0 differences between the two vowels, even when the cutoff frequency was as low as 300 Hz.
Our results are broadly consistent with those of Turner et al. ͑2004͒ in showing an improvement due to unprocessed low-frequency information. Our findings also extend the previous results in the following ways. First, sentence recognition can improve with additional low-frequency information even in steady-state noise. Second, improvements can be observed with a low-pass cutoff frequency as low as 300 Hz. Third, benefits of low-frequency information are found with steady-state vowel sounds, where dynamic grouping cues, and "glimpsing" of the target, are not available. This provides further support for approaches that attempt to combine acoustic with electric stimulation in cochlear-implant users with some residual hearing ͑Kong et Turner et al., 2004͒ . However, it is important to note that our simulations involve "ideal" residual hearing, with no hearing loss and accompanying effects, such as broadened auditory filters. These conditions are unlikely to hold in real EAS users. On the other hand, real EAS users will have time to adjust to their processing scheme, and are perhaps more likely to perceptually fuse the two modes of presentation after prolonged exposure. In any case, care should be taken when interpreting the current findings in terms of potential benefits for implant patients. With that caveat in mind, some possible implications of our work can be examined.
A. Frequency extent of residual hearing necessary for tangible benefits in speech reception
Given the potential variability in the amount of residual hearing available across the population of cochlear implant candidates, one aim of the current study was to investigate the frequency extent of residual hearing necessary to show tangible speech reception benefits. Our findings suggest that even an extremely limited range ͑Ͻ300 Hz͒ of residual hearing may be beneficial to the reception of speech in the presence of interference. Both experiment 1 and 2 showed that when unprocessed information below 300 Hz was added to envelope-vocoder processing, significant improvements in speech identification could be observed. In experiment 1, the SRT decreased by 2.5 dB in steady-state noise. This 2.5-dB improvement in SRT translates to an improvement in intelligibility of about 20 percentage points for the sentence material used in our tests. In experiment 2, concurrent-vowel identification improved beyond that of the vocoder-only condition. In addition, listeners exhibited ⌬F0 benefits that were not observed in the vocoder-only conditions. While the addition of low-frequency information did not return speech reception performance to normal levels in either experiment, the improvement was nevertheless significant when compared with envelope-vocoder alone. The current findings, taken together with the positive results from real EAS users ͑Tyler et al., 2002; Ching et al., 2004; Turner et al., 2004; Kong et al., 2005͒ , lead us to be cautiously optimistic about the ability of combined electric and acoustic stimulation to enhance the perceptual segregation of speech.
B. Role of F0 representation in improving performance
As stated in the Introduction, previous researchers ͑Turner et Kong et al., 2005͒ have suggested that speech reception benefits of residual hearing may be attributable to an improvement in F0 representation. However, the cochlear-implant subjects in their studies had residual hearing up to frequencies as high as 1 kHz. With this level of residual acoustic hearing, speech-reception benefits could be attributed at least in part to increased spectral resolution and more accurate formant frequency information, rather than to improvements in F0 representation alone. Even in the acoustic simulations of Turner et al. ͑2004͒ the cutoff frequency of 500 Hz was probably too high to rule out the improved representation of the first formant in the LF region. The current simulation experiment examined the effect of adding unprocessed information, low-pass filtered at 300 Hz. Because the lower cutoff frequency of the first noise band was at 426 Hz, and because all the stimuli were filtered with sixth-order Butterworth filters, the crossover frequency between the unprocessed low-frequency stimuli and the first noise band was at around 360 Hz, at which point the filters were roughly 10 dB below their peak value. As the lower-frequency noise band would likely mask any information beyond this crossover frequency, it is reasonable to assume that only reduced ͑and spectrally distorted͒ unprocessed low-frequency finestructure information was available beyond 300 Hz, and none was available beyond 360 Hz. This frequency range is thought to contain very little speech information ͑ANSI, 1997͒ and, in the case of our vowels, would not have been sufficient to fully represent the spectral peak of any of the first formants in our experiment. This is supported by the fact that our listeners performed at chance in the single-vowel identification task when listening only to the unprocessed stimuli, low-pass filtered at 300 Hz. Thus, it is reasonable to conclude that an improvement in F0 representation aided performance for both the vowels and the sentences.
With the higher cutoff frequency of 600 Hz, part of the improvement in performance was likely due to improved spectral representation of the first formant. This is suggested in the results of experiment 2 by the fact that single-and double-vowel identification was no longer at chance in the LF 600 condition. In contrast, the benefits of increasing ⌬F0 in concurrent-vowel identification results were similar for both the 300-and 600-Hz cutoff frequencies, supporting the notion that the addition of unprocessed low-frequency information improved F0 representation and thus improved speech segregation abilities.
For most conditions in experiment 2, the F0's were sufficiently far apart ͑2 semitones or more͒ to provide at least one or two resolved harmonics for each vowel. In the 1-semitone condition that might not be the case, given that 1 semitone corresponds to 6%, which is smaller than the limit usually ascribed to peripheral resolvability ͑e.g., Plomp, 1964; Bernstein and Oxenham, 2003͒ . However, depending on the vowel pairing, the amplitude of the fundamental components of concurrent vowels can be significantly different. The amplitude of the component at the F0 varies as the frequency of the first formant varies. For example, the amplitude of F0 for the vowel /i/ is higher than that of the vowel /A/, because the /i/'s F1 ͑i.e., 342 Hz͒ is closer to the F0 than /A/'s F1 ͑i.e., 768 Hz͒. The difference in amplitude between fundamental components of vowels may aid in the resolvability of the dominant F0 component by rendering the other F0 less audible, thereby increasing the ability to segregate the concurrent vowels.
It is currently unclear exactly how F0 information from the low-frequency region is used to help perceptual segregation and speech recognition of EV-processed speech sounds. It is possible that the additional F0 information aids the grouping of channels in the envelope-vocoder processed region. In experiment 1 with the competing talker, this could be on a moment-by-moment basis, with the F0 information cuing which voice is dominant at a given time; with the steady-state masker, it may simply improve pitch contour perception, which has been shown to aid lip-reading ͑Rosen et al., 1981͒ and may similarly aid in interpreting EVprocessed information. In experiment 2, when two vowels are presented simultaneously at similar intensities, there can still be spectral regions that are dominated by the energy from one of the vowels. An improved representation of F0 through low-frequency information may aid the listener in grouping together different spectral regions, perhaps in conjunction with top-down or "template" mechanisms that make use of prior knowledge of vowel structures as well as the F0 cues in the envelope that alone are too weak a cue for perceptual segregation.
As mentioned above, the benefit of adding lowfrequency information, even when it is low-pass filtered at 300 Hz, is reminiscent of a technique that presented the F0 of voiced speech to profoundly hearing-impaired listeners as a potential aid to visual speech cues ͑Rosen et al., 1981; Faulkner et al., 1992͒ . This technique was originally proposed as a possible alternative to cochlear implantation, but the present results, along with encouraging previous simulation results ͑Turner et al., 2004͒ and results in actual implant patients ͑Turner et Kong et al., 2005͒ , suggest that such a scheme ͑either via F0 tracking, or simply presenting unprocessed low-frequency acoustic information͒ may be a valuable supplement to cochlear implant patients with some residual hearing.
V. SUMMARY
͑1͒ In a sentence recognition task, adding unprocessed information below 300 or 600 Hz led to significant improvements in speech reception for envelope-vocoderprocessed speech in both steady-state speech-shaped noise and single-talker interference.
͑2͒ In a concurrent-vowel identification task, significant benefits of F0 differences between the two vowels were observed when low-frequency information was introduced, even when it was over a very limited range ͑Ͻ300 Hz͒. ͑3͒ The improvements, particularly in the case of the 300-Hz cutoff frequency, can probably be attributed to an improvement in F0 representation through the presence of low-order harmonics. ͑4͒ The findings presented here extend those of Turner et al. ͑2004͒ and Kong et al. ͑2005͒ , providing further support for schemes involving a combination of electric and acoustic stimulation ͑EAS͒, and suggest that even very limited residual hearing has the potential to provide substantial speech recognition benefits, when amplified and combined with a cochlear implant.
