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Abstract— We provide closed form upper and lower bounds on
the distribution of the signal to interference ratio (SIR) seen by a
typical receiver in an ad hoc network where transmitter locations
form a Poisson process. The aggregate co-channel interference in
such a network is known to be a power law shot noise process and
the distribution is known to be symmetric stable; we will show
the same is true of the SIR. Stable distributions are unwieldy
in that there is no closed form expression for their PDF and
CDF; this is the motivation behind seeking simple bounds on
the SIR. We consider a broad class of channel models that
have a deterministic, distance dependent path-loss component
and a random, distance-independent component. This class of
channel models includes lognormal shadowing, Rayleigh fading,
the Nakagami model, and others. We show that the lower bound
on SIR is tight and that the upper bound has a bounded error
that depends on the path loss exponent but not on the random
channel variation. Numerical plots of the SIR distribution for a
variety of common channel models are provided to illustrate the
bounds. The bounds are useful for computing common network
performance metrics like outage probability and BER.
I. INTRODUCTION
In this paper we provide closed form lower and upper
bounds on the signal to interference ratio (SIR) for a typical
receiver in an ad hoc network subject to random channel
effects. The aggregate co-channel interference has been char-
acterized [1], [2] as both a shot noise process and a symmetric
stable random variable. Unfortunately stable distributions are
somewhat awkward to work with due to the fact that their PDF
and CDF cannot be put in closed form. Although there has
been extensive work on developing algorithms for computing
the CDF and PDF, this approach is of limited use in identifying
the structural dependence of the SIR on the fundamental
network parameters, e.g., power, spatial density of nodes,
channel parameters, etc. The motivation and utility of this
work, then, is that closed form lower and upper bounds on
the distribution of the SIR are of value both for simplifying
the expressions of network performance, e.g., BER, and for
simplifying the associated numerical calculations.
The focus in our related earlier work has been on a
related performance measure termed transmission capacity. In
particular, we have developed closed form expressions for the
maximum spatial intensity λ(²) such that the resulting outage
probability is below some QoS specification ² ∈ (0, 1). The
quantity λ(²) is defined to be the optimal contention density
for QoS-level ², and its thinned density c(²) = λ(²)(1 − ²),
termed the transmission capacity, represents the maximum
spatial density of successful transmissions subject to the outage
constraint ². By applying tools from stochastic geometry [3]
we have employed the above framework to characterize how
the outage probability and transmission capacity are affected
by frequency hopping versus direct sequence CDMA [4], the
use of successive interference cancellation (SIC) [5], and more
recently the impact of random channel effects [6].
In addition, our earlier work [7] has studied the impact of
lognormal shadowing on the outage probability in an ad hoc
network. This paper significantly expands upon that one by
generalizing the results to a broader class of channel models.
We also prove that our lower bound is tight, improve the upper
bound, and characterize the slack in the upper bound. In §II
we briefly review related work on stable distributions, shot
noise processes, and spatial interference modeling. In §III we
introduce our mathematical model, and introduce our lower
and upper bounds on the normalized inverted SIR (Theorem
1). §IV gives some numerical results for pure path loss,
lognormal shadowing, Rayleigh fading, and the Nakagami
channel models, and we offer a brief conclusion in §V.
II. BACKGROUND AND RELATED WORK
Stable distributions. Stable distributions were introduced by
Le´vy in 1925 [8]. Also called Le´vy-stable or α-stable, loosely
speaking they are defined as those distributions that are closed
under convolutions. More precisely, the random variable X is
said to be stable if, for X1, X2 iid copies of X , there exist
constants a, b, c, d such that
aX1 + bX2
d= cX + d (1)
where the equality holds in distribution, see e.g., [9]. Except
in special cases (e.g., Gaussian and Cauchy), there is no
closed form expression for the PDF or CDF of a stable
random variable. Instead, the family is parameterized by its
characteristic function. For the sub-family of symmetric stable
random variables (the case of relevance to us) the characteristic
function is
φ(t) = E
[
eitX
]
= exp
{
−γ|t|α
}
, (2)
where γ > 0 is dispersion parameter and 0 ≤ α ≤ 2 is the
characteristic or stability exponent. Stable random variables
have fractional moments given by
E[|X|p]
{
<∞, 0 ≤ p < α,
=∞, p ≥ α (3)
In particular all stable random variables (except the limiting
Gaussian case for α = 2) have infinite variance. It is also
worth noting that while the CLT states that the normalized
sum of finite variance summands converges in distribution
to a standard Gaussian random variable; the generalized CLT
states that the normalized sum of (possibly infinite variance)
summands converges in distribution iff the limiting random
variable is stable [9].
Shot noise process. The shot noise process was first described
by Schottky [10] in 1918, and was soon applied to noise
modeling in a wide variety of fields. The general shot noise
process, using the notation in [11], is a functional
I(t) =
∞∑
j=−∞
h(t− tj), (4)
where {tj} is a stationary Poisson process on R and h(t) is the
(linear, time-invariant) impulse response function. Thus I(t)
is the superposition of responses seen at time t caused by all
previous times tj ≤ t. Extensive work was done by Rice and
his collaborators throughout the 1940’s through the 1970’s to
characterize the CDF and PDF of the random variable I(t),
e.g., [12]. More recent algorithms for computation are found in
[13]. A characterization of the stochastic process {I(t), t ∈ R}
is provided by Lowen and Teich in 1990 [11] for the important
case when h(t) is a power law, i.e.,
h(t) = Kt−β , 0 ≤ A ≤ t ≤ B <∞, 0 < β ≤ 2, (5)
and K can be either deterministic or random. They make
the important observation that I(t) is a Le´vy-stable random
variable for certain values of β,A,B. Their framework is
restricted to the time-dimension, i.e., the points tj are times
in a Poisson process on R1. Petropulu et. al. [14] have further
developed this connection between power law shot noise
processes and stable distributions.
Spatial co-channel interference models. The need for spatial
models of co-channel interference in packet radio (ad hoc)
networks goes back at least to 1978 where Musa and Wa-
sylkiwskyj [15] consider the impact of node locations on the
aggregate interference. This idea was further developed by
Sousa and Silvester in a series of papers in the early 1990s
[1], [16], [17]. Sousa and Silvester characterize the aggregate
co-channel interference as a stable distribution, although they
do not mention anywhere that Y is a shot-noise process.
Sousa’s work is the first, as far as we are aware, to connect
the aggregate interference generated by a distance dependent
power law path loss channel model with a stable distribution
(although spatial connections were made as early as 1919 by
Holtsmark in astronomy [18], see [9]).
The paper most relevant to this work is Ilow and Hatz-
inakos’s 1998 work [2] where they characterize the impact
of random channel effects on the interference. They study
the individual and combined impacts of lognormal shadowing
and Rayleigh fading on the aggregate interference, where the
interference effects are subject to a distance dependent path
loss attenuation with attenuation constant m > 2. Their partic-
ular contribution is to study the convergence properties of the
aggregate interference in the number of interferers, showing
that even small networks, e.g., 10 nodes, have similar statistical
properties to infinite networks. They also demonstrate that
random channel effects like shadowing and fading significantly
increases the dispersion parameter γ of the stable interference
distribution, with the impact increasing as α → 2. Baccelli
et. al. have connected the stable shot-noise interference with
stochastic geometry [19].
III. BOUNDS ON THE SIR DISTRIBUTION
For a random variable X we will write
FX(x), fX(x), F¯X(x) for the CDF, PDF, and CCDF
respectively. The superscripts u, l will denote lower and upper
bounds.
Consider a large ad hoc network where the transmitter
locations at some typical point in time form a Poisson process
Φ′ on R2 of spatial intensity λ. We consider a general class of
channel models consisting of a distance-dependent path loss
component with path loss exponent δ, and a random distance-
independent component. In particular, let
h(r,M ′) = r−δM ′, δ > 2, (6)
be the far-field attenuation in signal power over a distance
r with a random channel gain M ′. The random channel
effects M ′ are assumed to be independent across channels
and independent of the node position. As discussed in [1],
this expression is not physically meaningful for r < 1 but
this anomaly will not significantly affect the results and is
maintained for clarity of exposition. Assuming all transmitters
employ a fixed transmission power ρ, the aggregate co-channel
interference seen by a typical receiver in the network, denoted
by Y ′, is the shot noise process with impulse response h:
Y ′ =
∑
i∈Φ′
ρ h(|X|i,M ′i) =
∑
i∈Φ
ρ |Xi|−δM ′i . (7)
Here |Xi| is the distance from interfering transmitter i to
the reference receiver located at the origin, and M ′i is the
random distance-independent channel variation between those
two nodes. Note that Φ′ = {(Xi,M ′i), i ∈ N} is a stationary
marked Poisson point process (MPPP). Assuming the refer-
ence receiver’s intended transmitter is at (a typical) distance
rtx with mark M ′0, the SIR seen at the reference receiver is
SIR =
ρr−δtx M
′
0
Y ′
. (8)
Define the MPPP Φ as having the same node locations {Xi}
as Φ′ but replacing the marks M ′i with the mark ratios:
Φ = {(Xi,Mi) : i ∈ N}, Mi = M ′i/M ′0, (9)
and the normalized inverted SIR
Y =
∑
i∈Φ
|Xi|−δMi. (10)
Then using the change of variables y = 1/(βrδtx) we see that
the CDF for the SIR may be expressed in terms of the CCDF
for Y :
P(SIR ≤ β) = P(Y > y) = F¯Y (y). (11)
We assume the distribution of the channel variations FM ′ is
such that the distribution of the mark ratios FM admits a PDF
fM . Our focus in this paper is on obtaining lower and upper
bounds on the CCDF F¯Y (y), which is equivalent to bounds on
the CDF for the SIR. Our model does not include an additive
noise term. The justification of this decision is primarily to
preserve analytical tractability and simplicity, however, in an
interference limited network the noise contribution will be
minimal [20]. The fixed distance rtx between transmitters and
their intended receivers is again assumed to preserve analytic
tractability. Our earlier work [4] contains models with addi-
tive noise and variable distances (and corresponding variable
transmission powers) from transmitters to their receivers.
Theorem 1: Consider an ad hoc network with Poisson dis-
tributed interferers of spatial intensity λ, a channel model with
path loss attenuation constant δ > 2 and iid channel ratios
Mi ∼ FM . Let α = 2/δ < 1. The expressions F¯ lY , F¯uY are
lower and upper bounds on the CCDF F¯Y (y):
F¯ lY (y) = 1− exp
{
−cy−α
}
, y > 0,
F¯uY (y) = 1−
(
1−
α
2−αcy
−α
(1− α1−αcy−α)2
)
exp
{
−cy−α
}
,
where the upper bound holds for all y >
(
α
1−αc
) 1
α
, and c =
piλE[Mα].
The proof is found in the appendix. For easy reference we
combine results from Theorems 1, 2, and 3 from Ilow and
Hatzinakos [2] and repeat them below using our notation.
Theorem 2: (Ilow and Hatzinakos [2]). The random vari-
able Y is symmetric α-stable with characteristic function given
by (2), with stability parameter α = 2/δ < 1 and dispersion
parameter
γ =
Γ(2− α) cos(piα/2)
1− α c, (12)
where Γ(·) is the Gamma function.
It is worth noting that the impact of the marks M on both
the CCDF bounds and the characteristic function are confined
to fractional moments E[Mα]. We next show the tightness of
the bounds.
Theorem 3: The lower bound is asymptotically tight as y →
∞ and the upper bound has an asymptotic bounded error.
Specifically:
F¯ lY (y) = cy
−α +O(y−2α),
F¯Y (y) = cy−α +O(y−2α),
F¯uY (y) =
2
2− αcy
−α +O(y−2α).
Note that
lim
y→∞
F¯uY (y)
F¯Y (y)
= lim
y→∞
F¯uY (y)
F¯ lY (y)
=
2
2− α =
δ
δ − 1 , (13)
i.e., the asymptotic looseness of the upper bound depends only
on the path loss exponent δ and not on the random channel
effects. Moreover, the upper bound is increasingly tight as δ
increases.
A. Channel models
From Theorem 1 it is clear that the random distance
independent channel effects only affect the distribution of Y
through the fractional moment E[|M |α]. We next compute this
quantity for several common channel models. Recall that the
random marks are actually the ratios Mi = M ′i/M ′0, where
M ′i is the random non-distance dependent component to the
channel connecting transmitter i with the receiver at the origin.
Lognormal shadowing. Let M ′ be lognormal distributed
with parameter σ2, i.e., M ′ ∼ LN (0, σ2), where
fM ′(m) =
1√
2piσ2m
exp
{
− (lnm)
2
2σ2
}
, m > 0. (14)
Then it is straightforward to establish that M ∼ LN (0, 2σ2),
and following [2] equation (21):
E[Mα] = E[exp{α(
√
2σ)Z}] = exp{α2σ2}, (15)
where Z ∼ N (0, 1) is a standard normal.
Rayleigh fading. Recall that under Rayleigh fading the
envelope level has a Rayleigh distribution while the power
level has an exponential distribution. As M ′i represents the
power of the random channel we set M ′i ∼ Exp(µ) for some
µ > 0. Then it is straightforward to establish that M has PDF
and CDF
fM (m) =
1
(1 +m)2
, FM (m) =
m
1 +m
, (16)
and fractional order moments given by
E[Mα] = piα csc(piα), α < 2. (17)
Note that M is independent of the parameter µ.
Nakagami fading. Let M ′ be Nakagami distributed with
parameters µ, σ2, i.e.,
fNak(m) =
2
Γ(µ)
(µ
σ
)µ
m2µ−1 exp
{
−µ
σ
m2
}
, m > 0. (18)
Then one can show that M has PDF
fM (m) =
2Γ(2µ)
Γ(µ)2
m2µ−1
(1 +m2)2µ
, m > 0, (19)
and fractional order moments given by
E[Mα] =
Γ
(
µ− α2
)
Γ
(
µ+ α2
)
Γ(µ)2
, α < 2µ. (20)
Note that M is independent of the parameter σ2.
IV. NUMERICAL AND SIMULATION RESULTS
We created a simple Perl script to compute the CCDF
bounds F¯ lY (y), F¯uY (y) and the CCDF itself F¯Y (y). Figure 1
shows the bounds for a pure path loss channel model (no
random component) with λ = 0.01 and a path loss exponent of
δ = 3, 5. The plot illustrates the rapid convergence of the lower
bound as well as the looseness in the upper bound. Figure 2
shows the bounds for both Rayleigh fading and lognormal
shadowing (with σ2 = 4). The fractional moments for these
two cases are E[Mα] = pi/2 and E[Mα] = e respectively.
We also simulated the Nakagami channel with µ = 1 which
yields E[Mα] = Γ(3/4)Γ(5/4); we have left out the plot due
to space constraints.
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Fig. 1. The CCDF F¯Y (y) and the lower and upper bounds F¯ lY (y), F¯uY (y)
for a path loss channel model with path loss exponent δ = 3, 5.
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Fig. 2. The CCDF and the lower and upper bounds for a path loss exponent
δ = 4 with Rayleigh fading and lognormal shadowing.
V. CONCLUSION
We have given closed form bounds for the CCDF of the
normalized SIR in an ad hoc network where channel condi-
tions include both a path loss and random channel variation.
We have shown the lower bound to be tight and the upper
bound to have a bounded error. The bounds are considerably
simpler to use than computing the actual distribution which is
given as an infinite series.
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APPENDIX
PROOF OF THEOREM 1
A similar proof appears in an earlier workshop paper of ours
[7]; the proof below applies to a more general channel model,
has an improved upper bound, and significantly simplifies
several of the expressions. Fix y > 0. Split Φ into two disjoint
complementary processes: Φ = Φy ∪ Φcy , where:
Φy = {(Xi,Mi) ∈ Φ : Mi|Xi|−δ ≥ y},
Φcy = {(Xi,Mi) ∈ Φ : Mi|Xi|−δ < y}.
Thus Φy is the set of points that are individually capable
of causing outage to the receiver at the origin if the outage
threshold is y. It is helpful to think of the points in Φy as
the dominant interferers for the reference receiver, and the
remaining points in Φcy as the non-dominant interferers. Note
that although the quantities Mi and Xi are independent for
each i in Φ, they are not independent in Φy and Φcy . Also,
although Φ is a stationary Poisson process of intensity λ, both
Φy and Φcy are non-stationary Poisson processes. Define the
aggregate normalized interference from these processes as
Yy =
∑
i∈Φy
Mi|Xi|−δ, Y cy =
∑
i∈Φcy
Mi|Xi|−δ, (21)
and note that Y = Yy + Y cy for all y. The lower bound is
F¯ lY (y) = P(Yy > y) < P(Y > y) = F¯Y (y). (22)
To compute the lower bound we observe that the event {Yy <
y} is the same as the event {Φy = ∅}. With this observation
we can compute the lower bound using the expression for the
void probability of a Poisson process:
P(Yy ≥ y) = 1− P(Φy = ∅) = 1− exp
{
−
∫
R2
λy(x)dx
}
,
(23)
where λy(x) is the density of points in Φy at location x:
λy(x) = λP(M |x|−δ ≥ y). (24)
Noting that the density is radially symmetric, we can switch
to polar coordinates, with slight abuse of notation writing
λy(r) for the intensity of Φy at distance r. We can simplify
the resulting expression by writing F¯M (s) =
∫∞
s
fM (m)dm,
exchanging the order of integration, and using the change of
variables s = yrδ:
F¯ lY (y) = 1− exp
{
−2piλ
∫ ∞
0
P(M > yrδ)rdr
}
= 1− exp
{
−cy−α
}
,
for c = piλE[Mα]. This completes the lower bound. To
establish the upper bound, we condition on Yy:
F¯Y (y)= P(Y > y|Yy > y)F¯Yy (y) + P(Y > y|Yy ≤ y)FYy (y)
= F¯Yy (y) + F¯Y cy (y)(1− F¯Yy (y))
= 1− (1− F¯Y cy (y)) exp{−cy−α}. (25)
The upper bound F¯uY (y) on F¯Y (y) is obtained by finding an
upper bound F¯uY cy (y) on F¯Y cy (y). We apply the Chebychev
inequality:
F¯Y cy (y) ≤ F¯uY cy (y) =
V ar(Y cy )
(y − E[Y cy ])2
. (26)
We apply Campbell’s Theorem [3] to compute the mean and
variance of Y cy . This requires we characterize the density of
points in Φcy in the product space R2 ×M, where M = R+
is the support of M . The density at a point (x,m) in this
space is λcy(x,m) = λfM (m)I(|x|−δm < y). Straightforward
analysis yields:
E[Y cy ] =
∫
R2
∫ ∞
0
m|x|−δλcy(x,m)dxdm
= 2piλ
∫ ∞
0
mfM (m)
(∫ ∞
(my )
1
δ
r1−δdr
)
dm
=
2piλ
δ − 2y
1− 2δ
∫ ∞
0
m
2
δ fM (m)dm =
α
1− αcy
1−α.
Similarly,
V ar(Y cy ) =
∫
R2
∫ ∞
0
m2|x|−2δλcy(x,m)dxdm
= 2piλ
∫ ∞
0
m2fM (m)
(∫ ∞
(my )
1
δ
r1−2δdr
)
dm
=
2piλ
2δ − 2y
2− 2δ
∫ ∞
0
m
2
δ fM (m)dm
=
α
2− αcy
2−α.
Applying these expressions to (26) and then substitution of
F¯uY cy (y) for F¯Y cy (y) in (25) yields the upper bound.
PROOF OF THEOREM 3
The series representation of F¯ lY (y) is straightforward. Equa-
tion (28) in [11] gives the series representation of the PDF of
I(t) in (4) when h(t) is a power law (5), and A = 0, B =∞
and β > 1. Recall that I(t) is a shot noise process on R, not
R2. We can nonetheless use the result to obtain the CCDF of
Y by translating our process Φ on R2 onto R, then integrating
the PDF to get the CCDF. Translating a Poisson point process
on R2 onto R is discussed in [2] and [21]; in essence, the
path loss exponent changes from δ to δ/2 and the intensity
increases from λ to piλ. Applying this rule we obtain the series
representations
F¯ lY (y) =
∞∑
n=1
(−1)n+1
n!
cny−αn,
F¯Y (y) =
∞∑
n=1
(−1)n+1
n!
cny
−αn,
where c = piλE[Mα] and
cn =
1
pinα
sin(pinα)Γ(1 + nα)Γ(1− α)ncn. (27)
The series representation for F¯uY (y) does not appear to have a
closed form. Taking the first (dominant) terms in each of the
three series yields the expressions in the theorem.
