A new approach for tracking and quantifying the non-rigid, non-uniform motion of the left ventricular (LV) endocardial wall from cardiac image sequences, on a point-by-point basis over the entire cardiac cycle, is presented. The first step in the algorithm uses one of two approaches t o estimate the LV boundary from each image in the sequence. Motion computation involves first matching local segments on one contour t o segments on the next contour in the sequence using a shape-based strategy based on bending energy. Results from the match process are incorporated into a n optimization functional, along with a smoothness term. T h e nearest local minimum of this functional t o the initial match is found, resulting in a smooth flow field that is consistent with the match data. The comput,ation is performed for all pairs of frames in the temporal sequence and equally sampled points on one contour are tracked throughout the sequence, resulting in a composite flow field over the entire sequence. Experimental results for both synthetic contours and contours derived from diagnostic image sequences are presented and compared t o results derived using the centerline method.
Introduction
Previous approaches t o measuring cardiac motion fall into one of two groups. Those in the first group measure motion by detecting changes in the image intensity values of each pixel. Included in this category are techniques t h a t compute phase changes over the temporal dimension (e.g. I ) , finding regional ejection fractions between end-systole (ES) and end-diastole (ED) in a set of radial sections extending from the centroid of the ventricle and computing the optical flow between successive frames in the sequence (e.g. 2 ) . From a diagnostic standpoint, computing the motion at every spatial point in the image makes it difficult t o separate wall motion from any other motion in the image. A second group of approaches depend on the initial delineation of the cardiac wall. Most of these techniques rely on a manual tracing of a two-dimensional contour perceived by an operator t o be the outline of the cardiac wall, although a few have attempted t o automate the process (e.g. 3). These approaches estimate the motion of points on the contours between the frames typically using geometric measures. These measures include chord shortening ', which depends on accurately locating a reference point or line, and the centerline method 5 , which treats the measurement of the difference between the ED and ES contours as a quantifiable thickness. It is felt t h a t most all of these approaches do not address the idea of tracking trajectories of individual points on the LV wall through the entire cardiac cycle. Furthermore, most LV motion quantification approaches simply use information present in, or derived from, the E D and ES image frames. T h e LV actually goes through a temporal wave of contraction, with different types of deformation and movement occuring at each location on the heart wall. One important, well-validated, study t h a t does attempt t o track point trajectories over time using a sequence of images and semi-automated analysis techniques is t h a t of ' . However, a fully automated, reproducible and robust approach t o tracking and quantifying true point-wise trajectories of inovement on the LV wall from image sequences has been lacking. Interestingly, there have been efforts in the general computer vision field for tracking point-wise trajectories of object motion from images by matching identifiable elements -tokens -over time. These techniques compute image displacements between locally-defined feature tokens in successive frames by matching each token in an initial frame with a token in the succeeding frame. Our approach t o tracking and quantifying the motion of the LV endocardial wall, uses token matching principles and is based upon several important assumptions. First, we assume that the boundary of the LV will be extracted from each image frame. Second, we assume that a set of rrliable tokens can be derived from the extracted boundaries using local shape properties and t h a t their motion is such t h a t the tokens change only a small amount from frame t o frame.
Boundary Finding
T h e approach t o estimating the location of the LV wall in each image frame relies on one of two methods, with the intent that the second fully automated approach will ultimately take over all boundary finding duties. T h e first method was used t o derive LV contours from right anterior oblique (RAO) view, contrast ventriculographic (CV) cine image sequences using a manually guided sonic digitizer. For these experiments, each frame in a 24 or 32 frame sequence is displayed and the LV endocardial boundary outlined by a trained observer. Usually only a subset of the frames between end diastole and end systole (between 4 and 8) were used for our experiments. T h e second method is a recently developed, fully automated boundary finder t h a t was used here t o locate the endocardial LV boundary from gated Magnetic Resonance Imaging (MRI) studies. This approach, described in detail in 8, considers the boundary finding problem as two-dimensional deformable object segmentation by matching a parametric shape model with an imagederived measure of boundary strength. T h e probabilistic, parametric model, based on an elliptic Fourier decomposition of the boundary, causes a bias towards a particular shape while still 41 0276-6574/91/0000/0041$01 .OO 0 1991 IEEE allowing arbitrary deformation. LV boundary detection is performed by matching the model t o the gradient of the image (i.e. edge strength), a task that is essentially a problem of optimization. T h e search for the best match over the parameter space is guided by probability distributions on the parameters (built up from experience with similar studies), using gradient ascent and starting at each parameter's a priori mode. Example results of the LV endocardial boundaries found using each of the above methods are shown in figures 2 and 3.
Flow Vector Computation
T h e next step in the algorithm is the computation of a flow vector field from the set of contours which were derived from an image sequence using the above boundary finding technique. Our overall approach t o flow vector field computation can be described in terms of three sequential steps: (1) computation of local matching of segments between contours, (2) formulation and minimization of an optimization functional whose solution results in a set of flow vectors t h a t are locally smooth versions of the highest confidence local matches according t o (1) and, (3) mapping the resulting flow vectors onto each successive contour and resampling this contour. These three steps are repeated for each pair of contours in the temporal sequence, which permits tracking the motion of the shape tokens through the entire sequence.
Local Seament Matching
The flow vector computation begins by matching local points or segments of the contours t h a t model or delineate the object houndary over successive temporal frames. T h e overall steps of the matching process are as follows. Each sample point on one contour in the sequence is assigned a set of candidate match points on the next successive contour using a search window, the precise definition of which is not critical, but must be large enough t o safely include the largest local displacement possible. The current implementation being tested uses a fixed size circular search window. T h e metric used t o perform matching is designed to find the best match between a segment surrounding a point on the L\' contour from an initial (for discussion purposes, the first) frame and the similarly-defined candidate segments within the above-specified window from the nest successive (second) frame. I t is based on the idea of minimizing the deformation between the segments from two successive contours using the physical ana.logy of bending energy, as described in and lo. For this formulation, the segments are modeled as thin flexible rods. The shape of these rods in their original states, that is when no external forces act t o deform them, are taken to be each of the segments formed around equally sampled points along the first frame's contour. T h e best match for each point is determined by finding the candidate segment on the second frame within the search window t h a t is minimally deformed with respect t o shape from the first contour's segment. Under The reasonable approximation that the rod model is thin and circular, the bending deformation is moderate compared t o the rod's elasticity and the bending in the image plane is a fixed portion of all bending (i.e. we have no information about the torsional or out of plane bending), the following bending energy (.quation is used in this matching process:
where tcf is the curvature for any given point in the undeformed rod, C defines the segment of either of the total contours used for matching, tcg defines the curvature of a candidate point within the search window (described above) on the second contour and 6 indexes the different candidate points within the search window (note that s' is used t o index the points within any segment of length C on either contour). Implicit in this equation (see ' ) is the fact that both elasticity, E , and the inertia (due t o the assumption of a circular rod cross section), I , along the entire contour are assumed t o be constant. T h e vector extending from a point of interest on an initial frame's contour t o a candidate point (6) on the next succesive frame's contour with the lowest bending energy according t o (1) within the search window is considered t o be the best match vector for the point on the first contour at location 5 and is denoted by d(s).
Optimal Estimation of the Flow Field
T h e optimization problem may be stated as follows. Given a sequence of contours repesenting the boundary of a deformable object, find a smooth flow field t h a t minimizes the bending energy, where the coordinates of each vector are constrained t o lie on the contours. However, defining a functional t o capture these concepts is a constrained optimization problem that we have not yet solved. Instead, we have initially defined another functional whose solution space is a superset of that of the desired functional. Thus, assuming that we are calculating a flow field at all points (parametrized by arc length s) on a continuous contour in image frame 2, this functional is defined t o estimate the displacement field along the contour between frames i and where U(.) represents the displacement vector to be estimated, d(s) is the initial match vector obtained by the bending energybased matching criteria discussed above, and the integral is defined over the entire length of the contour in the first frame. Note also that C1 ( s ) is a confidence measure, computed at each sample point s, and is defined by Cl(s) = * ) , where h , and kZ are scaling constants and e * ( s ) is the optimal solution t o equation (1) at point s. This factor is used t o weight the overall matching term in the functional according t o how well the closest shape on the second contour matches a candidate shape on the first contour. T h e minimization of a discrete form of this functional yields estimates for a set of vectors i-ii(3) that are the displacement vectors extending from sampled points, 8, along the contour in the zth frame. This minimization can be performed using standard numerical techniques such as gradient descent. Note t h a t the nearest local minimum on this optimization surface qualitatively represents a vector flow field t h a t contains a compromise between (1) the best local matches for all points on the first contour t o the second contour, with each match being weighted according t o uniqueness of the shape in the match region and, (2) requiring each of these vectors to have a magnitude and direction t h a t roughly (i.e. smoothly) agrees with its neighboring vectors.
Mapping and Resampling. Once the smooth flow field has been computed, the resulting vectors may or may not extend from the first contour t o the second. This occurs because the above functional contains no explicit constraint restricting the solution t o this desired vector space. Instead, the solution space used is the set of vectors extending from the first contour t o anywhere in the entire z -y plane. Thus, the vectors must be mapped back into the desired or feasible solution space. This is done by simply mapping the end of each vector to its closest point on the second contour. This creates a final solution in which the optimal points found from solving the unconstrained problem are mapped back into the space of the constrained problem (i.e. the feasible solution set). It is not claimed that the resulting solution is optimal in the constrained space, but only that it is equivalent t o finding a point that is close to optimal. After the mapping step, the ends of the vectors are used t o resample the next contour in the temporal sequence, and the new sample points are the starting points for finding the next set of flow vectors. In this way, a connected, composite set of point trajectories can be computed.
Ouantification of Motion
An important remaining issue is how to optimally present the flow field information in a clinically-useful, normalizedbetween-studies manner. T h e approach taken here is to first identify a discrete number of equally sampled points on the LV contour at a particular time in the cardiac cycle and then track these points throughout the cardiac cycle. A frame midway between ED and ES will eventually be chosen for equal sampling, but for the results generated in this paper, either the ED or the ES contour is equally sampled. Using this approach, nornialized quantitative plots are generated for the trajectories across the image sequence. The graphs that are generated are plots of the sum of the magnitudes (trajectory path length), the magnitude of the total displacement vector, and (eventually, although not included in this paper) the direction of the total displacement vector, all as a function of position on the ED contour. In order t o normalize for the size of any particular heart, each magnitude value is divided by the length of the ED contour.
ExDerimental Results
T h e first experimental example is shown in figure 1 using just two synthetic "contours" that were manually designed. This example consists of a small rectangle asymmetrically placed within a larger rectangle, and is useful for two reasons: 1) the corners represent extremely high curvature points that clearly illustrate the new algorithm's shape-based tracking properties and 2) this is a key example (admittedly somewhat extreme) of when the popular centerline algorithm has problems. Figure l a shows the two rectangles and the resulting flow vectors when using the shape-tracking algorithm. Figure l b shows the motion chords found using the centerline algorithm. Figure IC shows the motion magnitude plot versus position (starting in upper left corner and moving clockwise (CW)) on the outer contour for both methods. Note particularly the difference in the two algorithms' results near the corners. The experiment in figure 2 uses a set of five manually-traced contours derived from five frames between E D and ES of a RAO-view CV image sequence acquired from a normal human subject. Figure  2a 32 motion trajectories starting at equally sampled points along the E D contour and tracked using the shape-based algorithm across the whole sequence. Figure 2b shows 32 chords of the centerline algorithm using only the ED and ES frames. Figure  2c shows a single graph that overlays plots of the magnitude of the centerline chords, the magnitude of the total path length of the shape-based trajectories and the total displacement of the shape-based trajectories (connecting ends of the trajectories at ED and ES) versus position around the ventricle (beginning a t the top-most part of the valve plane and proceeding CW). The experiment in figure 3 uses four frames (between ES and ED) of a gated MRI acquisition from a normal subject, acquired in the sagittal view (E a long axis slice). Figure 3a shows the results of running the automated boundary finder, described earlier, on these four image frames. These four boundary contours are then run through the shape-based algorithm this time starting at equal samples along the ES contour ( fig. 3b ) and the ED and ES contours are run through the centerline algorithm ( fig.  3c ). Figure 3d shows the same plots for this sequence that were described above for the CV data ( fig. 2c ). Now the vectors or chord numbers begin a t the upper right-most part of the contours and proceed counter-clockwise. Note the typically larger magnitudes of the trajectory path lengths in figures 2 and 3. In addition to what is felt t o be more accurate motion prediction, an important advantage of the shape-based approach over the centerline method are its mathematically stable and predictable results.
Summarv and Conclusions
This paper has presented the formulation and initial results for a new algorithm aimed a t tracking the motion of points on the endocardial boundary of the LV over an entire sequence. To date the new method has been run on 4 
