ABSTRACT Person segmentation in images has various applications, for example, smart home, human-computer interaction, and scene perception for self-driving cars, which are a key feature of the Internet of Things. Due to limitations in performance, such as accuracy and runtime, most traditional methods do not fulfill the practical requirements. Deep learning-based modern segmentation systems become prevalent. Fully convolutional network (FCN), as a classic image semantic segmentation method, directly optimizes the semantic map from the original image in a pixel-wise manner without using pixel-correlations or global object information. In this paper, we propose an efficient end-to-end person segmentation network structure fusing the person detection network with the FCN. The person detection network estimates the region of interest of persons and enforces the segmentation network to focus on the optimization of person segmentation. The loss function of the proposed network considers both the segmentation error and the detection bias error. In addition, the lightweight design of the detection network that optimizes only person bounding-box coordinates enables real-time person detection. The experimental comparison and analysis of several different networks on several datasets show the effectiveness of the proposed fusion strategy. The approach shows a promising practical application potential by fast running time and high segmentation accuracy.
I. INTRODUCTION
IoT connects smart devices in the world and allows them to communicate with each other to make predictions [1] , [2] . Semantic segmentation of images, recognizing separate coherent regions for further image understanding and analysis, is a crucial component in artificial intelligent systems that make sensors smart. While image segmentation processes edges, lines, curves and outputs regions in the image without category meaning, image semantic segmentation provides pixel-level class labels, which is more challenging for many traditional segmentation algorithms. Image semantic segmentation systems target to classify pixels with identical category labels, while the recognition of different objects with the same class is not the task. Consequently, image semantic segmentation provides locations of objects in the image, what objects in the image are, and the structures of individual objects. There are many practical scenes where object semantic segmentation is essential, for example, medical image segmentation for intelligent medical treatment, pedestrian and car segmentation on the road or indoor rooms for environment perception of autonomous driving vehicles shown in Fig. 1 .
Human segmentation is a specific subtopic in semantic segmentation [4] , which is a significant prior work of analyzing and understanding human behaviors in videos for many IoT applications. As shown in Fig. 1 , human segmentation gives a label to pre-defined human body parts that are distinct to backgrounds in different scenarios. However, due to the changing of human poses, different scene illumination conditions, and non-rigid body movements, it is challenging FIGURE 1. Semantic segmentation examples of the Cityscape dataset [3] . Different colors indicate distinct objects.
to extract and segment person features in complex backgrounds. A good segmentation system should either show complete and smooth boundaries between different objects, or can balance between the high precision and real-time performance requirements. There exist many semantic segmentation algorithms, such as graphic model-based, shallow machine learning-based, and deep learning-based. Most approaches fulfill only one trait of the two conditions, which limits the practical usage of person segmentation.
Normally, segmentation has high dependency on semantic feature extraction accuracy. Compared with the other two methods mentioned above, deep learning-based approaches extract more abstract and invariant features for images and express the target more precisely. But current networks suffer from high computational complexity, which restricts the real-time performance. The end-to-end deep learning-based image semantic segmentation methods upsample the lower resolution CNN (convolutional neural network) feature maps directly in last layers to obtain full-resolution segmentation maps. Although this is easy to interpret, the segmentation performance is low since no correlation between pixels is considered in the model. For comparison, image classification networks care which objects are in the image, they extract more abstract information from the entire image. In contrast, object detection networks provide both the object location in the image and its category.
In this paper, we revised the current convolutional neural network structure to improve the computational efficiency in the convolution layers, and achieved a trade-off between the overlapping performance and the real-time performance of the proposed segmentation algorithm. Refer to the classic FCN-based semantic segmentation framework [26] , we also construct the network with only convolutional layers. Moreover, we combine object detection network with the segmentation network to make the network pay more attention to meaningful target regions. Therefore, the abstract meaning over pixel regions and spatial coherence between pixels of the same target are considered by the network, which shows improved performance compared with traditional CNN models.
To summarize, we have the following contributions: 1) an efficient end-to-end person segmentation network structure fusing the person detection network with FCN is proposed. The detection network provides the region of interest of persons to extract the pixel correlations and priority of de-convolutional in FCN. The loss function of the proposed network considers both segmentation error and detection bias error. The model obtains faster running time performance than many other state-of-the-art methods, yet achieves higher segmentation accuracy; 2) a lightweight detection network is designed specifically for extracting person regions. Compared with object detection, the task of the human detection network is a regression model denoting person boundingbox coordinates, without the need to optimize the class label.
Hariharan et al. [5] uses detection model for segmentation as well to realize a simultaneous detection and instance segmentation (SDS) using CNNs. Main differences between SDS and our model are: 1) based on the object detection framework R-CNN [6] , SDS uses SVM to classify the regions segmented by a bottom-up method and then refine the segmentation. Whereas, our approach is designed based on FCN. We upsample the features from earlier convolutional layers directly and deconvolute the feature maps to obtain a fullresolution semantic segmentation map; In the end, a loss function considering both detection error and segmentation error makes the model a closed loop; 2) While SDS optimizes detection features by classification, we optimize detection by bounding box information; 3) We realize an end-to-end semantic segmentation system, however, SDS only has an end-to-end test process. SDS follows the same training as R-CNN. Our model contains less parameter and is easier to train.
The rest of the paper is organized as follows. In Section 2, we discuss the related work of semantic segmentation algorithms and person detection models. The proposed person segmentation network is presented in Section 3, where the FCN semantic segmentation network and the used detection network structure are described. In Section 4, experimental results and analysis of different networks evaluated on two challenging datasets are shown. Comparisons of proposed networks with other state-of-the-art methods are presented as well. Finally, we summarize the paper and propose possible future plans in Section 5.
II. RELATED WORK A. PERSON DETECTORS
The goal of detecting objects in images is to localize individual object positions, which involves classification and regression tasks. Classic object detectors, such as histogram of gradient (HOG) [7] and deformable part model (DPM) [8] , extract object gradient features [9] and use SVM as classifier to train the person models. When detecting objects in images, the trained models are then used to match image parts.
Sliding window approach is used to select possible object locations. Modern approaches apply CNN to detecting objects and boost up the region proposal module both in runtime and recall rate. RCNN [6] , [10] , Fast-RCNN [11] , Faster-RCNN [12] , R-FCN [13] and R-FCN++ [14] are approaches that adopt the region proposal and object classification based on deep learning strategy. In YOLO [15] - [17] , SSD [18] , and deformable CNN [19] , region proposal and classification are replaced by deep learning methods.
While the above methods are proposed for detecting objects in images in general [20] , [41] , detecting persons only is the crucial task for many practical scenes. Designing a person detector should be more efficient than applying general object detectors to images directly. As indicated in [21] , a recognition network is proposed for finding faces in images, where only face bounding boxes are the regression target in the proposed network.
In this paper, we propose a person detection network, in which only datasets with human annotations in images are used for training. The regression model contains the person bounding box information. Since the network only needs to find the person location, classification task in the general object detectors is not needed, which makes the proposed human detector more lightweight and efficient.
Traditional semantic segmentation: Most traditional segmentation methods are inspired from image classification architectures and are pixel-level segmentation. Shotton et al. [22] propose a simultaneous object classification and segmentation algorithm based on the conditional random fields (CRF), by which shape, texture, color, location, and edge features of the object are unified in one single model. Since pixel-level segmentations extract features locally and normally are time-consuming, [23] present a segmentation approach using superpixels as the basic unit for processing. All features and classifiers are conducted in the superpixel level and its neighbors. When increasing the number of neighboring superpixels for learning, classifiers learn from image part-level to object-level. To make the object boundaries more clear, CRF is used to optimize classification performance along object edges. Graphic modelbased semantic segmentation methods search the relationship between pixels or superpixels by adding them as nodes to graphs. In [24] , a histogram backprojection-based doublethresholding segmentation approach is proposed. The method is computationally efficient, but the segmentation performance relies on the selection of proper thresholds since no spatial relevance of pixels is considered in the algorithm.
In contrast, shallow machine learning-based segmentation algorithms extract features of shallow layers, including spatial relevance features of pixels, and then cluster image pixels based on similarities between all pixels using these features. They consider global information in the semantic segmentation task. In [25] , SIFT-flow features are extracted and used to identify specific regions by indexing individual pixel features in the feature dataset. However, the segmentation precision of the shallow machine learning-based methods is not guaranteed due to the usage of simple object features.
B. DEEP LEARNING-BASED SEGMENTATION
since pixel-level Features extracted by deep learning models [26] , [39] , [42] are assumed to be more robust to object pose changes even in complex backgrounds than traditional features, many works adopt features extracted by CNN models for semantic segmentation. Mostajabi et al. [27] fuse CNN features from multiple network layers to express image superpixels. The image is processed by a feed-forward architecture to realize a scene-level resolution semantic segmentation.
Remarkably, fully convolutional networks (FCN) were proposed [26] in the first time to realize an end-to-end semantic segmentation. Instead of using an inner product layer in the end of the network, for example, AlexNet, the VGG net, and GoogLeNet, a fully convolutional layer was used to realize a pixel-wise semantic segmentation. The experimental results of FCN show significant improvement in the segmentation performance, but also coarse segmenting outputs due to the large receptive fields and max pooling. More details of FCN will be revisited in the next section.
Afterwards, many work proposed different semantic segmentation strategies based on FCN framework. To avoid the weaknesses of using CNN as pixel-level semantic segmentation, an end to end CRF-RNN network is proposed [28] , where CRF inference is formulated as RNN. As a result, the segmenting results are refined and prior knowledge is incorporated to CNN. Thus, CRF-RNN is an integrated pipeline combing strengths of both CNN and CRF based graphical models. A fully connected CRF can be combined with the final layer of DCNN to improve the localization accuracy [29] , [30] . Ronneberger et al. [31] propose the U-net architecture to expand the encoder and decoder in FCN. U-Net can be applied to a small amount of training data, for example, biomedical image segmentation, and it has a faster running-time, that is, less than one second for a 512 * 512 photo. However, it is still far away from real-time performance.
Directly learns the input image by a series of neural network layers and output a full-resolution segmentation map in pixel level would be computationally expensive. SegNet [33] realizes a fully resolutional segmentation by an encoderdecoder network structure. The encoder network downsamples feature maps which are highly discriminative for different classes by max-pooling. Consequently, the decoder network upsamples low resolution feature maps to obtain sparse upsampled maps according to the memorized pooling indices in the encoder process. SegNet maintains both the performance of the model and computation efficiency. A detailed review on deep learning for semantic segmentation algorithms can be found in [34] .
III. THE PROPOSED HUMAN SEGMENTATION NETWORK
FCN [26] is the first work that realizes an end-to-end pixelwise semantic segmentation. Deconvolutional layers are used VOLUME 7, 2019 FIGURE 2. Region extraction network (human detection network).
to upsample feature maps to the original image size. However, no spatial information between pixels is considered in the network. Thus, we integrate object region information into segmentation network based on FCN, and segment persons in images by one network. The loss function of the network takes both detection loss and segmentation loss into consideration.
A. HUMAN DETECTION NETWORK
In contrast to rigid objects, detecting human bodies in realworld scenarios faces more difficulties such as pose changes, frequent occlusions, varying attached items. Many traditional detectors, for example, global feature-based [7] and joint local feature-based [35] , were proposed before using deep learning features which is more powerful for the task.
In this paper, we construct a neural network model to localize human body bounding boxes more accurately, which is then fused with a fully convolutional network for person segmentation. The region extraction network structure is shown as Fig. 2 . The body detection network consists of six sequential convolutional layers denoted from C1 to C6. To reduce the number of parameters to be learned, five max pooling layers P1 ∼ P5 are added to C1 ∼ C5 accordingly for down-sampling. Dropout [36] is used to avoid overfitting of the network. Rectified linear unit (ReLU) [37] is used as the activation function of the network.
After C1, training data x 1 generate a 96-dimensional feature map denoted as y 1
, each of which
, where w 1 i is the weighting matrix. Other five layers from C2 to C6 conduct the same operation as in C1. After C6, flatten the two-dimension convolutional features to one-dimension features for classification. Afterwards, a fully connection layer 'Dense' is designed to obtain the human bounding boxes in the image.
The mean absolute error is used as the loss function of the person detection network:
where c i is the human region coordinates predicted by the detection network and c y i is the ground truth bounding box coordinates of the training data. Stochastic gradient descent is used as the optimization method to update weights of the human body detection network.
B. FULLY CONVOLUTIONAL NETWORK
FCN [26] realizes an end-to-end pixel-wise image semantic segmentation by fully convolutional layers. In contrast to traditional CNNs containing fully connection layers in the end, FCN maintains the spatial information of images well by using the convolutional layer. After pooling layers, the resolution of feature maps is reduced by a factor compared with the size of the original input image. Deconvolution layers are then used to upsample the coarse feature maps from last layers to pixel-dense resolution segmentation. The loss function considers pixel-wise classification penalty to update the parameters of the network. Three network frameworks, that is, FCN-32s, FCN-16s, and FCN-8s, are presented in [26] and [39] . We show the structures of FCN-8s in Fig.3 , where skip layers are added to fuse features from earlier layers for more accurate segmentation. Refer to [26] for more details.
The goal is to minimize the softmax-loss function [26] :
where k is the class label for the training set and n is the total number of classes. p k is the prediction probability of the pixel belonging to the class k. z k is the prediction result of the pixel labeled as k by upsampling C6 of FCN. Since upsampling layers enlarge the size of feature maps directly, the segmented object edges are not smooth. We visualize the features from the pooling layer of one image in Fig. 4 , from which we can see that more object details are kept in earlier layers. As the network gets deeper, the extracted features become more abstract. As shown in Fig. 4 , almost no semantic information of the image can be seen from the feature visualization of P5. To obtain better image semantic segmentation performance, fusion of features from different layers maintains both high-level abstract and detailed low-level features. For example, FCN-16s fuses the feature of P4 and FCN-8s fuses features of P3 and P4.
Although FCN-8s has higher segmentation performance than FCN-16s and FCN-32s, the semantic segmentation precision can be improved. The deconvolution layer upsamples the coarse outputs directly to pixel-dense outputs, which produce blurry and imprecise object boundaries. In the next section, an improved FCN-based semantic segmentation approach is presented.
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C. HUMAN SEGMENTATION NETWORK
Since FCN does not consider spatial relationship between pixels and only maps a pixel to pixel coarse classification, the segmentation precision can be improved especially in object boundaries. We incorporate the spatial relationship between pixels with the FCN semantic segmentation method to improve the performance of person segmentation approach.
The proposed framework fusing target area information network presented Section 3.1 with FCN in Section 3.2 can be applied to FCN-8s, FCN-16s, and FCN-32s . Specifically, the architecture of B-FCN-8s is shown in Fig. 5 . The human body image feature extraction layer (global image feature) captures the content of human body image segmentation. The region of interest (ROI) feature extraction layer keeps location information of the human body in the image. The feature fusion module of the global image feature and ROI feature makes the network pay attention to the real body locations with high confidence instead of the whole image. In the meantime, the fused feature does not believe in the ROI feature only in case of detection failure of the human body detector. To make the training of the network more convenient, the two feature extraction layers share the same VOLUME 7, 2019 network parameters. We define the loss function as follows:
where variables are the same as Eq. (2) and λ is the weighting value. The loss function combines both the person detection error and the segmentation error, which makes the network find optimal parameters for human body segmentation automatically.
IV. EXPERIMENTAL RESULTS
Our B-FCN networks are evaluated and compared with FCNs on the Baidu human body segmentation dataset [38] and the Pascal VOC dataset [40] , which are standard datasets covering persons from different countries and regions. We analyze the segmentation performance in training processes, and the convergence speed. The dataset is separated into training and testing parts with a certain proportion. We follow a supervised learning flowchart. The training images and corresponding human body segmentation labels are input to the networks. We train the proposed three networks separately. After training the models to converge, the optimal network parameters are used for testing.
A. EVALUATION METRIC
We use official evaluation metrics to measure the performance of proposed segmentation networks: 1) Overlapping rate (IOU):
where A p is the prediction region from the segmentation network, and A GT is the ground truth body region. We use mean IOU calculated from all test images. 2) Overlapping accuracy (ACC):
which calculates the overlapping rate between predicted person regions and the ground truth human region. We use mean ACC calculated from all test images. 
B. BAIDU PERSON SEGMENTATION DATASET (BPS)
BPS contains person images captured in different angles, scales, poses, and distinct backgrounds. Example images can be seen in Fig. 6 . The persons to segment in the dataset contain different attached items, such as hats and bags. The images are captured from different sources, for example, advertisement, magazines, news, and street-shots. There are in total 5389 images and corresponding pixel-wise segmentation labels in the dataset. We use 4310 images for training and the rest for test (4:1).
1) ANALYSIS OF FCN ON BPS
The changes of loss value in training and testing processes, and accuracy in the test process of FCN-32s are plotted as curves in Fig. 7 . The horizontal axis represents the iteration times, where all training data are used in single iteration. The left vertical axis gives loss value and the right vertical axis depicts accuracy values. As can be seen from Fig. 7 , in the third iteration the network obtains the highest test accuracy 94.1%, the lowest training and test loss value is 0.162, which are shown as black arrows in the figure. In contrast, FCN-8s fuses features of two earlier layers, the performance is worse than the other two networks. It has 93.7% as the highest test accuracy and 0.167 as the best training and test loss values. After two iterations, the network becomes to diverge. This is probably because of the insufficient training data in the dataset. 
2) ANALYSIS OF B-FCN ON BPS
As can be seen in Fig. 9 , the proposed network B-FCN-32s obtains 94.9% as the highest test accuracy, which is higher than the test accuracy of FCN-32s. The training and test loss value of B-FCN-32s (0.134) is also lower than that of FCN32s. The three values indicate the improvement in performance of B-FCN-32s compared with the original FCN-32s. This is because of the fusion of detection areas. are better than those values of FCN-16s. The training and test curves are smooth. These are distinct than the cases of FCN-16s shown in Fig. 8 . The same situation appears for B-FCN-8s. As shown in the bottom plot of Fig. 10 , the network converges at iteration 3, and the highest test accuracy (96.2%) and the lowest training and test loss value (0.105) are the best among the three proposed networks.
3) COMPARISONS BETWEEN FCN AND B-FCN
To have a fair comparison between FCNs and B-FCNs, we evaluate the IOU and pixel-wise person segmentation accuracy of the approaches quantitatively as shown in Table 1 . As can be seen from the digitals, B-FCNs perform better than FCNs in both metrics, but with slightly more time for running. The performance of B-FCNs has a large improvement than FCNs while can still run in real-time for around 28 f/s, which indicates the effectiveness of our proposed approach. The qualitative evaluation is shown in Fig. 11 . From the image we can see that our approach obtains good performance even with complex background and different human poses.
4) COMPARISON WITH OTHER METHODS
We also compare our approach with other state-of-the-art semantic segmentation methods on the BPS dataset, which is shown in Table 2 . Pixel-by-Pixel [31] and Alex-seg-net [3] both use K40 as GPU. As can be seen in the table, our approach realizes 28 fps running speed, which fulfills most of the real-world processing requirement. Alex-seg-net [4] runs faster, but their IOU performance is 80.2%. The method proposed in [32] has the highest IOU result, however, it needs 30s to deal with one single image, which is far away from real-time processing performance. All in all, our approach has a good balance with the IOU/accuracy performance and the processing time, which meets the real-world segmentation requirement the most.
C. PASCAL VOC
The Pascal (Pattern Analysis, Statistical Modeling and Computational Learning) VOC (Visual Object Classes) [40] is the benchmark dataset for image classification, object recognition, and detection. From 2005 to 2012, new labeled data are added to the dataset every year. We evaluate our approaches on the Pascal VOC2012 extended image semantic segmentation dataset. There are 12031 annotated images with 20 classes, for example, person, bird, cat, and etc. Since the aim of our approach is to segment human bodies, only images containing persons are used for training, that is, 4296 images in total. Fig. 12 shows several examples with ground truth semantic segmentation labels. 
1) COMPARISONS BETWEEN FCN AND B-FCN
We compare our proposed approaches B-FCN with FCN on the Pascal VOC2012 and show the results in Table 3 . Note that the experimental results of FCNs are evaluated only for person segmentation. As shown in Table 3 , our B-FCN-32s, B-FCN-16s, and B-FCN-8s perform much better in both metrics, that is, IOU and segmentation accuracy, than FCN-32s. Although FCNs run a bit faster than B-FCNs, the consumed time of B-FCNs still supports real-time performance. All in all, our proposed approaches obtain the best evaluation and show promising practical utility. Qualitative person segmentation result on the Pascal VOC2012 person segmentation dataset is shown in Fig. 13 . From the figure we can see that, our proposed approaches achieve better visualization segmentation effects even in images with complex backgrounds.
D. IMPLEMENTATION
All experiments are trained and tested with TensorFlow1.2 and keras2.0 on an Intel R Core(TM) i5-2450Mcpu@ 2.50GHZ, RAM 16GB computer with a single NVIDIA GeForce GTX 1080. Long et al. [26] made their code based on caffe public. We transfer the code to the Tensorflow platform.
Since the amount of data in the dataset is not sufficient, we augment the training data by the following rules: 1) randomly rotate the images; 2) flip the images horizontally; 3) translate the images by several pixels; 4) scale the images; 5) randomly add noise to pixel values. We also use combined rules for data augmentation.
V. CONCLUSION
In this paper, we propose an end-to-end person segmentation deep learning approach based on FCN and the object detection network. The method achieves pixel-wise person segmentation for arbitrary image sizes by constructing convolutional neural network and deconvolutional neural network models. Since FCN processes individual pixels separately, no spatial information between pixels is considered in the network. Thus, we incorporate the person detection network with FCN segmentation network and realize person pixelwise segmentation in one convolutional neural network. The person detection network provides person position information and make the segmentation network pay attention on the confidential person regions. The loss function of our segmentation network considers the person detection loss and FCN segmentation loss. Finally, the network is trained to find the optimal parameters of the model. Evaluation on two datasets indicates the effectiveness of our approach. Noticeably, our proposed approach could be easily adapted to other object categories by replacing the person detection network to other object detection network. In addition, the detection part can be replaced by other state-of-the-art detectors.
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