Objective: We examine the use of information theory applied to a single cardiac troponin T (cTnT) (first generation monoclonal; Boehringer Mannheim Corp., Indianapolis, Indiana) used with the character of chest pain, electrocardiography (ECG) and serial ECG changes in the evaluation of acute myocardial infarction (AMI). We combined a single measure of cTnT (blinded to the investigators) with a creatine kinase MB isoenzyme (CK-MB) measurement to discover the best decision value for this test in a study of 293 consecutive patients presenting to the emergency department with symptoms warranting exclusion ofAMI.
INTRODUCTION
The enzymatic diagnosis of acute myocardial infarction (AMI)d has for the past decade or more been based on measurement of at least two creatine kinase isoenzymes (CK-MB) drawn six or more hours apart to detect abnormal elevation signifying myocardial necrosis.
An assay for a new biochemical marker, cardiac troponin T (cTnT), has been developed for the diagnosis of AMI. Preliminary studies have shown that cTnT rises to abnormal levels in serum within four to six hours after the onset of myocardial damage, remains elevated for a week or longer [1] [2] [3] and may be associated with a greater likelihood of cardiac complications and death in patients with acute coronary ischemia, even when myocardial necrosis is not detected by CK-MB assay [4] [5] [6] . Proper clinical use of this new test first demands selection of the optimum cutoff for medical decision-making; that is, the serum level drawn at a certain timepoint that best confirms or excludes myocardial necrosis. The traditional method for selecting such a cutoff value would involve performing the assay in a group of patients, comparing it to other enzymatic and clinical descriptors and constructing receiver operator curves (ROC) to determine the value producing optimal sensitivity and specificity. One would then perform a validation study in a separate population to minimize errors from bias that might occur in the initial population.
In this study, we examine an alternative approach that does not require the use of separate training and validation studies by examining for the information characteristics of the study data set using the information-induction method described by Rudolph et al. [7] . Moreover, we examined this methodology to determine a cTnT value at the time of presentation to the emergency department that would optimally confirm or exclude the presence of acute myocardial damage. Information theory allows us to treat the cTnT, CK-MB and clinical data as an encrypted message without reliance on a supervisory classification, which is what is done when prior diagnostic categories are assigned (dependent variables) separately (by an expert or using a reference method), and which is used for constructing the ROC curves. Thus, this relies on no assumptions about the nature and distribution of the data or the diagnostic tests, and it partially eliminates the need for supervisory classes to determine cutoff values [7] . We, thereby, resolve uncertainty in the available data used for decision making to the greatest extent.
METHODS
We used information induction as described by Rudolph et al. [7] to classify patients using cTnT "Group-Based Reference":. We previously described an information based model [7] in which the disease and normal reference populations are distinct subsets. These groups can be differentiated even without a supervisory classification by using a defining set of features (tests) that allow classification of each individual. We used CK-MB, LD1, and %LD1 to assign patients into any of eight groups that fit either AMI or non-AMI diagnosis with less than one percent misclassification error (000, 001, 010, 100)/(111, 110, 011, 101) based on the occurrence of at least two positive results [7] . The problem now is fitting ordinal classes to likelihoods of diagnoses.
We examined the entropy of the data set and found decision limits for each variable. The decision values for each test create binary pattern classes of the combined variables, which allows minimum error assignment to the classes [7] .
We take the frequency distribution and probabilities of the classes using incremented values assigned to each variable paired with the median or optimum value of the other variables. The maximum entropy of the data is found by destroying correlation in the data, randomizing the variables. We take the frequency distribu-tion and probabilities of the binary classes produced. The entropy distribution is flat when there is no information in the data. If there is information in the data, the frequency of all positive and all negative patterns is greater. The point of maximum effective information (Kullback entropy) is that which relieves the most uncertainty in the data base and yields the fewest errors in discrimination [9, 10] .
Scaling the Data and Partitioning the Population into Pattern Classes: The data were used in a classifying matrix to find optimum decision points [7] . This method treats information gained by a test as equivalent to reduction of uncertainty.
For any variable the optimum decision point is that at which uncertainty is minimized. Once the optimum decision points are determined, the data is scaled to a truth table with n-classes [8] . The all positive (disease) and all negative (normal reference) patterns are the most frequent. The data separated the population into AMI and non-AMI, based on the following values: cTnT < 0.1 ng/ml or > 0.1 ng/ml. Initial CKMB was scaled to 0 if less than 17 U/1, and 1. if above. The normal population, frequency of all the patterns would be the same. Evaluation of the pattern classes formed using cTnT, ECG and chest pain allows the compression of these into seven or eight classes with some loss of information. The final diagnoses are not used in the final classification. The approach described uses these variables to form classes that occur at expected frequencies. The classification described may be referred to as a "self-classifying" matrix [8] , which has a relationship to the clinical classification that is used for ROC analysis.
RESULTS
Having examined the information contribution and optimum decision value of cTnT using the method of Rudolph et al. [7] , we illustrate the principle first and simply by listing some of the paired values of cTnT and CKMB in ascending order with the assignment of a class defined by the optimum decision value for the test ( Table 1 ). The maximum entropy is the entropy of the data after removing the association between the variables (cTnT, chest pain, ECG, serial CKMB) so that it has no information. The data entropy is the endogenous information in the data. In exploring for the information in the cTnT and CK-MB matrix, the median of CK-MB is used to examine the cTnT, and the median of the cTnT is used while examining the CK-MB, respectively, for information. The effective information or Kullback entropy is the difference curve obtained by subtracting the data entropy from the maximum entropy [7, 9] . It is the information added to resolve uncertainty. Figure 1 plots the maximum, data and Kullback entropy (effective information) from the difference curve. The decision level at 0.1 ng/ml is the highest point on the effective information plot. It is the point at which the information is greatest and results in the fewest errors if the cTnT is scaled to a binary result in a truth table. It is of great interest that a decision value of 0.2 ng/ml was assigned for the kit assay at the time of the study. It has subsequently been changed to 0.1 ng/ml based on continuing validation studies.
The cTnT decision level has a strong relationship, indeed, to the clinical features that are necessary for a clinical decision about AMI. tion of the data because the frequencies can readily be converted to likelihoods. The data compared is both nominal and ordinal, and the chi-square is the test of significance for the relationship. We see here that both ECG and cTnT are features, not diagnoses. What is compared here is the relationship of two features that are each associated with a classifying decision. Table 3 is a crosstabulation of the cTnT levels associated with the final diagnoses: 96.4 percent negative with a non-AMI diagnosis, and 76.4 percent of positives associated with Q-wave or non-Qwave AMI, with the remaining 16 of 68 associated with angina or other clinical findings. This has the appearance of an Nx2 frequency table, revealing more detail than the traditional 2x2 table. This presentation can be collapsed into a 2x2 table to obtain the usual sensitivity and specificity calculations. The false-negative diagnoses, with the exception of one patient seen 10 days after the infarct, were specimens taken too early (less than three hours after the onset of chest pain).
We can also move into a frequency table in which the same data is a string of data (features), each component of which has an association with the described classification. One might imagine constructing a frequency table using the same cTnT cutoff in which the message was cTnT [0 h, 3 h]. The frequency table would show more GRANULARITY of the information, capturing the stochastic behavior of the cardiac marker elevation. On the other hand, it immediately comes to mind that one would like to see the frequencies of 1 1 the message cTnT with ECG. The cTnT has binary choices as here defined by the 0.1 ng/ml cutoff, but the ECG can be either binary (problematic for the selection of ST depression) or ternary. If the data were continuous, it would be appropriate to model it using ANOVAI, MANOVA and stepwise or general linear regression. The logistic regression model was designed to fit the data to a simple binary outcome, assuming that the outcome can be so simplified (non-Q-wave AMI/unstable angina confounds our assumption that this is the case). Table 4 illustrates the classes formed by three (binary) variables using chest pain, ECG and cTnT as classifiers. In the case of ECG, the data are scaled to a binary result in the truth table: 1, ST elevation, Q-waves, or ST depression and T inversion; 2, other pattern and normal ECG. One might justifiably argue that it should be a ternary outcome with ST elevation or Q-wave (1) , ST depression/T wave inversion (2) , and other pattern or normal ECG (3) . The truth table is mapped into AMI and not AMI. The diagnoses, not AMI (NAMI) and AMI are in the first column. 
DISCUSSION
This study shows the information contribution of a single cTnT measured on a serum taken for CKMB at presentation with symptoms suspicious of AMI. The presenting cTnT alone has early false-negative values, but the cTnT is used combined with chest pain and ECG. We did not show the information contribution of sampling time, which is optimized at 3.5 hours after onset of chest pain by the entropy formalism. We further elaborate on a thesis previously described: The maximum entropy formalism has relevance to current discussions about decision values for medical tests and for the construction of highly rich and meaningful models of clinical processes. The models constructed are based on the treatment of a clinical presenting event as the resolution of an encrypted message. The model is highly consistent with the actual way in which information is used in making clinical decisions in situations with chest pain or atypical findings suspicious of AMI.
We have shown how the use of information theory allows for the measurement of a decision value for a test without the construction of an ROC curve because the value is elicited from an autocorrelation matrix. We have also examined first how simple frequency tables are useful for describing the relationships between event likelihoods, and then how combined features are displayed as frequencies to map the most descriptive features to their likelihoods in rule-in/rule-out AMI. Frequency tables when they are collapsed into the 2x2 format suffer enormous loss of information, which imposes the major problem of the Bayesian approach. If all of the information available is used in examining the data set then there is minimum loss of information, better resolution, and the data becomes a "self-classifying" matrix. The self classifying behaviour is revealed in the emergence of stable frequencies for the N x N table of features against the selection of diagnoses.
We believe that our study is unique in several ways: We studied a broad group of emergency department patients presenting with symptoms consistent with ischemia or infarction in whom CK-MB determinations were ordered. Our cohort represents not only the typical patient seen in an emergency room with chest pain, but rather the whole spectrum of patients presenting with a suspicion for AMI. In fact, in half the patients chest pain was not the major presenting symptom. As such a large percentage of patients present with atypical complaints, the role of biochemical markers in the diagnosis of AMI becomes paramount.
Secondly, the cTnT results were blinded to the treating physicians and did not influence decision making or diagnosis. Finally, the role of serum markers in the diagnosis of AMI was assessed in relationship to the other features in the diagnosis of AMI. We argue that cTnT has great value for relieving uncertainty when the clinical features are not definitive for excluding AMI. The information theory based model clarifies the underlying relationship between the serum markers, clinical features and outcomes.
