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Abstract. A propagation method for the scattering of a quantum wave packet from
a potential surface is presented. It is used to model the quantum reflection of single
atoms from a corrugated (metallic) surface. Our numerical procedure works well in
two spatial dimensions requiring only reasonable amounts of memory and computing
time. The effects of the surface corrugation on the reflectivity are investigated via
simulations with a paradigm potential. These indicate that our approach should allow
for future tests of realistic, effective potentials obtained from theory in a quantitative
comparison to experimental data.
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1. Introduction
Quantum reflection, i.e. the reflection of a quantum object in the absence of a
classical turning point [1, 2], has attracted an increasing number of studies, triggered
by the developments in the field of matter-wave optics for a variety of experimental
platforms [3–19].
While the effect on itself has been widely known since the early days of quantum
mechanics [20], several papers, both theoretical [21–24] and experimental [3, 5], were
recently published that develop an insight into this purely quantum effect, which
is crucial for modern surface science. Since most analytical treatments of quantum
reflection rely on approximations, exact numerical efforts are needed to verify their
regime of applicability. In parallel, matter-wave experiments enable tests of Casimir-
Polder interactions [19, 25–32], that require quantitative simulations to bridge the gap
between theory and experiment. A recent study investigates the effect of a periodically
driven surface in one dimension [33] using a phenomenological atom-surface Casimir-
Polder interaction potential. In two dimensions, a time-independent approach studies
matter-wave diffraction due to quantum reflection from a doped surface [34].
While time-independent approaches are computationally more efficient when the
mere final reflection amplitude is needed, a time-dependent method enables the
treatment of time-dependent Hamiltonians, and offers more insight into dynamical
details of the scattering process. In this work we apply for the first time a two-
dimensional time-dependent numerical scheme, that is suitable for the study of non-
separable potentials. We use a toy model potential, based on a phenomenological
generalization of the well known 1/r3 van der Waals potential [33], to investigate the
zero-order effects of a periodic corrugation on the reflectivity and connect to the one-
dimensional (1D) results obtained in [33] for reference. Our results represent a proof-
of-principle that quantum reflection from realistic Casimir-Polder potentials can now
be investigated quantitatively in two-dimensions (2D) via an optimized time-dependent
numerical propagation procedure.
2. Numerical Method
For 2D dynamics, in which there is significant coupling between the two dimensions,
semiclassical WKB-type methods, that work well in 1D static problems, are known to
fail [21, 35–37]. Numerical wave packet propagation schemes, that are based on split-
operator techniques to treat the higher spatial dimensions (e.g. [38, 39]) are not very
stable either in the case of strong non-separability.
Therefore, the numerical procedure we choose makes use of the implicit, norm-
preserving Crank-Nicholson scheme with backward and forward substitution [40].
Assuming that the Hamiltonian is constant over a small enough time interval ∆t,
Hˆ(xˆ, yˆ), the finite difference time-dependent Schro¨dinger equation in Cayley’s form
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reads:
(1 +
iHˆ
2h¯
δt)~ψt+δt = (1− iHˆ
2h¯
δt)~ψt (1)
where Hˆ is represented as an (Nx ·Ny)×(Nx ·Ny) matrix. Equation (1) needs to be solved
for ψt+δt at each time step, so that the wave function can be known at any time during
the scattering process. If three-point approximations for second derivatives are used
along the x- and y-axes, the resulting structure of the Hamiltonian in the position basis
is a tridiagonal block matrix with fringes [40]: The elements of the ~ψ(x, y) vector are
indexed ~ψ(x, y) = [ψ0,0, ψ0,1, ...ψ0,Ny , ψ1,0, ..., ψNx−1,Ny−1], where the subscripts represent
the indices on the grid along the x- and y-axes respectively, and Nx and Ny are total
numbers of grid points. It can be shown that this basis minimizes the matrix band to
the width Ny [41].
The Cayley form used in Eq. (1) has the advantage that a relatively large time step
can be chosen without compromising the norm of the evolved state. Using a grid step
which depends on position, at least in our realization with a three-point discretization,
would make the corresponding matrices Hˆ non-symmetric, and consequently, we would
lose the mentioned advantage of perfect norm preservation.
In order to optimize the solution to Eq.(1), the matrix which multiplies ~ψt+δt is
decomposed into the product of a lower triangular factor and its transpose, via Cholesky
(or LLt) decomposition [40], so that only one triangular matrix must be stored. For
time-independent Hamiltonians, the Cholesky factor, which depends on the potential
parameters and the spatial and temporal step sizes, only needs to be computed and
stored once, assuming that these are kept fixed. Equation (1) can thus be solved by
standard forward and backward substitution [42].
The band preservation property of Cholesky decomposition [43] implies that the
resulting triangular Cholesky factors inherit the banded structure of the Hamiltonian,
so that only a limited number of matrix elements of order Nx ×N2y needs to be saved.
This reduces the memory requirements dramatically. Therefore, the memory cost scales
linearly with the number of grid points along one (x), and quadratically along the
other axis (y). This means that this method is most efficient for problems in which the
numerical grids are very different along the two dimensions: In other words, for long and
thin grids. In this method, periodic boundary conditions are easily implemented. This
suggests to study systems with a periodicity along the axis, along which grid points
are more expensive. In fact, it turns out that, in this basis, the additional matrix
elements necessary to introduce periodic boundary conditions along the y-axis lie at the
end of each x-block, within Ny elements from the main diagonal. Therefore, they do
not increase the size of the band, so that memory usage is unchanged and additional
runtime is negligible.
Since we are interested in a scattering problem involving a particle, we assume for
it an initial Gaussian wave packet with standard deviations σx along the axis normal to
the 1D surface (x) and σy along the in-plane (y) direction. Its average position (〈x〉, 〈y〉)
and average momentum (〈px〉, 〈py〉). The wave packet initially approaches the surface
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with px < 0. The momentum representation ψ˜(px, py) is computed via a 2D Fast Fourier
Transform at different timesteps [40], and the total reflectivity is best computed [33] by
integrating the latter over the entire py axis and the positive region of the px axis, so
that
R(t) =
∫ ∞
−∞
dpy
∫ ∞
0
dpx|ψ˜(px, py, t)|2 . (2)
accounts for all reflected components of the wave packet at time t. Since R depends on
time, its final value is taken only after it has reached the stationary regime. This may be
obscured when, in addition to quantum reflection sharply oscillating spurious reflections
arise from ψ(x, y) hitting the x-boundary of our numerical grid. We eliminate these by
suppressing the transmitted part of the wave function by multiplying it at each timestep
by a smooth sigmoidal filter function, whose parameters are optimised to minimise such
artificial reflections (see [33] for details).
3. Paradigm Potential
In one dimension, the atom-surface interaction can be described, in the short-range v/d
Waals limit as:
V1D(r) = − C3
(r − r0)3 (3)
where C3 and r0 are material coefficients and r is the distance of the atom along the
normal to the point-like surface [33,44,45].
In order to simulate the effect of a small corrugation along the surface, we generalise
equation (3) by introducing a periodic modulation in the distance to the surface, which
leads to a first order approximation to the results in [10,46], such that
r − r0 → r(x, y) = x− A sin (2pi
L
y + φ) , (4)
where A, L and φ are the amplitude, wavelength, and phase of the corrugation
respectively. This defines our paradigm potential
V2D(x, y) = − C3
(x− A sin (2pi
L
y + φ))3
, (5)
for testing the influence of the periodic corrugation on the quantum reflectivity R(t→
∞). The singularity, which occurs as x → A sin (2pi
L
y + φ), is removed by introducing
an artificial cutoff length ∆, beyond which the potential is continued as a parabola
with vertex in r(x, y) = 0. For r(x, y) < 0, we impose ∂V
∂x
= 0, so that V (x, y)
becomes independent of x. Continuity and differentiability are imposed at the cutoff,
as a generalisation of the approach introduced by [33] for the 1D case.
The complete, smooth 2D paradigm potential can thus be written as
V2D(x, y) =

− C3
r3(x,y)
, r(x, y) ≥ ∆
3C3
2∆5
r2(x, y)− 5C3
2∆3
, 0 ≤ r(x, y) ≤ ∆
− 5C3
2∆3
, r(x, y) ≤ 0
, (6)
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Introducing a cutoff length ∆ for the potential induces oscillations in R as ∆ is varied,
as shown in later sections, and the effective reflectivity R¯ can be computed by averaging
over these oscillations [33]. We end this section by noting that this continuation is
effectively 1D, as it simply shifts the point at which the parabola is matched with Eq.
(5), so that the locus of points at which the potential is continued satisfies the equation
x − A sin (2pi
L
y + φ) = ∆, meaning that it is an equipotential line. Our simplified
potential is invariant under a translation which leaves r(x, y) in Eq. (4) unchanged.
This enables such a simple continuation to be straightforwardly implemented while
preserving the 2D nature of the problem. In fact, an additional arbitrary parameter
would need to be introduced in the continuation if less symmetric potentials are used.
Physically, a continuation along the x axis is justified by the fact that the gradient of
the potential, which is the key physical parameter of this problem, has a y-component
which is proportional to the ratio A/L, so that in the small amplitude regime the steepest
potential gradient is always along the x-axis.
4. Results of numerical simulations
We now present the results of our tests on convergence and further investigations of
the effects of a small corrugation on the reflectivity for the potential defined in Eq.
(6). We consider a corrugation wavelength L = 100 nm, which coincides with the
size of our numerical grid along the y-axis, for which periodic boundary conditions
are used. Orthogonal to it our grid spans the region −1.5 µm ≤ x ≤ 5.0 µm along
the surface normal. The interaction constant was chosen C3 = 4.0× 10−50 J which
corresponds to the v/d Waals potential between a 3He atom and a Au surface [44, 45]
(m ≈ 5.01 × 10−27 kg [47]). A sketch of the potential with the initial wavepacket is
shown as a 3D plot in figure 1.
The departure from the flat surface case is investigated by gradually increasing the
amplitude A of the corrugation, which introduces a coupling between the two dimensions
in the Hamiltonian. The width of the incoming Gaussian wave packet along the normal
axis x is fixed at σx = 80 nm. The initial wave packet is always placed at 〈x(0)〉 = 2.0 µm,
with an initial average velocity (〈vx(0)〉, 〈vy(0)〉) = (〈px(0)〉/m, 〈py(0)〉/m) = (2.0, 0.0)
m s−1.
4.1. Convergence
Timestep convergence tests confirm that dt ≤ 6.0 ns guarantees good convergence, with
relative residuals of order 10−4 for all spatial step sizes at which spatial convergence
is achieved. Therefore, in the following simulations, we use dt = 5.0 ns. To test
our numerical machinery, we study convergence with respect to spatial grid sampling.
Simulations were performed using a small corrugation A/L = 0.1. We fix the phase φ
of the corrugation to zero at the initial position of the wave packet 〈y〉 = 0 . The width
of the initial wave packet along the y-axis is σy = 8 nm.
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Figure 1: A sketch of the physical setup: the blue surface represents the potential
landscape, whereas the squared modulus of the initial gaussian wavepacket is shown in
red. The red solid arrow indicates the direction of propagation, whereas the dotted lines
represent the spreading of the wavepacket during the propagation.
The results of these tests w.r.t. cut-off distance ∆ are shown in figure 2. In each
subplot, the reflectivity is plotted as a function of the number of grid points used along
the normal axis Nx. Powers of two are used for the number of grid points in order to
facilitate the use of a Fast-Fourier Transform [40]. The different symbols represent the
level of precision along the y-axis, Ny.
Each row in fig 1 corresponds to a fixed value of the cutoff length ∆. The left
column of plots show R in logarithmic scale, whereas the right one shows a zoom into
the convergence region on a linear scale. Figure 1 shows how smaller values of ∆ require
a higher spatial resolution for convergence. This is expected for the toy potential of
Eqs. (5) and (6): Since the potential becomes singular as x→ A sin (ωy + φ), the large
potential gradient encountered at small values of ∆ results in a poor sampling of the
potential landscape. As a result, a higher precision in the spatial grid is needed for
convergence. The abrupt increase of R as the numerics breaks down is a known effect
from previous studies [33, 41]. At that point, the potential is effectively sensed by the
numerics as a step, which generally has a higher reflectivity than a soft potential [2].
The relative errors associated to the present numerical method, which was thoroughly
tested in 1D and compared to exact solutions [33], are of the order of ∆R/R ≈ 1%. The
aforementioned 1D treatments show that convergence with respect to ∆ is achieved when
∆ is in the nm regime and fractions thereof, where it can be extracted efficiently via
logarithmic averaging [33]. Taking this into account, we observe that good convergence
can be achieved with a number of grid points along the x-axis Nx ≥ 215 and along the
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Figure 2: Each of the subplots shows the reflectivity R vs number of grid points Nx for
different Ny (uunionsq: Ny = 25, ◦ : Ny = 26,4: Ny = 27, ? : Ny = 28). Spatial convergence in
the x direction is seen along the x axis of the panels. Convergence along the y direction
is seen following the different symbols in each panel at fixed Nx. Each row corresponds
to a different value of the cut-off length ∆. The first column shows the behaviour of R
in logarithmic scale, whereas the second shows a zoom into the convergence regime in
linear scale. The amplitude of the corrugation is A/L = 0.1.
y-axis Ny ≥ 27 up to a cut-off of ∆ = 3 nm, whereas a finer grid enables convergence at
∆ = 1.5 nm. Finer grids can still be used, especially along the x axis, in order to reduce
∆ to the sub-nanometre regime.
The scaling of the computational costs with different grid sizes is shown in tables
1a through 1c.
4.2. Effects of cutoff and corrugation
Next, we systematically study the effect of the cutoff length ∆ on the reflectivity.
Starting from a A/L = 0 (i.e. the flat surface), we increase the corrugation amplitude
gradually. Figure 3(a) shows the oscillations in R as a function of ∆, which appear
analogous to those in our 1D results [33]. The reflectivity for the flat surface is compared
to 1D time-independent simulations (continuous line) for different cutoff lengths ∆.
Ny = 2
7 was used in all simulations. For smaller values of the cutoff length, the symbols
for Nx = 2
14 and Nx = 2
15 can be distinguished, which signifies poor convergence. The
1D results are accurately reproduced by our 2D method in the flat surface case; we find
a relative difference between the two methods of less than ∆R/R ≤ 1% down to ∆ =
3.0 nm; below this cutoff convergence is lost.
2D simulation of quantum reflection 8
Figure 3: The squares represent simulations with Nx = 2
14, and triangles Nx = 2
15.
(a) Reflectivity as a function of cutoff length for different amplitudes A at L = 10 nm.
Where the symbols are distinguishable, convergence is worse. The continuous lines
show the 1D time-independent results, which coincides with the flat surface case. (b)
Reflectivity as a function of corrugation amplitude A for different cutoff length ∆.
We also calculate the reflectivity as a function of A/L for fixed cutoff points (figure
3b). We observe that R changes with the corrugation amplitude A for all values of the
cutoff. These deviations are smaller for larger values of the cutoff. This is expected,
because if the potential is parabolically continued very far from the surface, the effects
of the corrugation are too small to influence the dynamics significantly.
4.3. Effect of the width of the wave packet
In order to observe the effects of coupling introduced by the corrugation, we study
the effect of increasing the width of the incoming wave packet σy on the calculated
reflectivity. Since we are only interested in the effect of widening the initial wave, we
a) Memory Usage (GB)
Nx 2
14 215 216
Ny = 2
5 0.4 0.8 1.6
Ny = 2
6 1.4 2.4 4.8
Ny = 2
7 5.0 9.0 18.0
Ny = 2
8 18.0 35.0 69.0
b) LLT -Time (h)
214 215 216
- - -
- 0.2 0.3
0.3 1.5 3
6 12.5 23
c) Time Step (s)
214 215 216
3.6 4.0 8.25
10 18 36
36 169 342
295 729 1450
Table 1: The computational cost of the simulations for different numbers of grid points
along the x (columns) and y (rows) axes. Table 1a shows the memory usage in GB,
1b the approximate number of hours needed to perform a single Cholesky factorisation
(LLT ), and 1c gives an upper bound for the propagation time per single time step (dt=5
ns) in seconds. Machines used for computations requiring more than 4GB of memory
feature AMD Opteron 6282 SE CPUs.
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Figure 4: Reflectivity as a function of the y-width of the initial gaussian wave packet
for a flat surface (triangles) and a corrugated surface with amplitude to period ratio
A/L = 0.1 (circles) with ∆ = 10 nm. The red dotted line represents the saturation
value obtained for a wave packet which is flat along the y-direction (i.e. σy  L).
just use the part of the Gaussian, with width σy in the second (y) direction, which is
within the considered interval L, with proper normalization of the y marginal of the
modulus of the wave function. For σy  L, much smaller than the periodicity L in y
direction, this corresponds to a usual Gaussian, whilst in the other limit σy  L we
obtain an essentially flat profile in the y direction. The results are shown in figure 4
for Nx = 2
14 and Ny = 2
7. For wider wave packets, an increase in the reflectivity is
observed for the corrugated surface (A/L = 0.1), whereas essentially no dependence
is observed for the flat surface. This is exactly what is expected: for the flat surface
no scattering occurs in the y-direction, whereas the corrugation couples the x and y
momentum components of the wave packet. Since the initial state is a Gaussian wave
packet with 〈vy〉 = 0 m s−1, a wider distribution in position space (along y) results
in a momentum distribution more localised around py = 0 kg m s
−1. Because quantum
reflection decreases steeply with increasing incident momentum [33], waves having fewer
spectral components of larger momentum are reflected more. As the width of the wave
packet approaches the size of the numerical grid, the reflectivity saturates, so that the
incoming wave packet effectively becomes uniform along the y-axis. For σy < 4.0 nm,
the grid sampling is not sufficient for a precise resolution of the initial wave packet, and
a sharp, non-physical decrease in the reflectivity is obtained (for very small σy).
5. Conclusions and Perspectives
In this work, we have presented numerical simulations on quantum reflection, using
an optimised Crank-Nicholson scheme in combination with a Cholesky decomposition
tailored to a banded matrix system. We demonstrate that this 2D approach reproduces
our earlier 1D results in the limit of zero corrugation. In addition, we show that
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this numerical method can be applied for the time-dependent simulation of quantum
reflection from a realistic 2D non-separable potential. While this method is especially
suitable for periodic problems such as uniaxially corrugated surfaces, it can in principle
be used for non-periodic structures as well (modulo additional computational costs).
As a first practical result we have shown that the coupling between the two dimensions
introduces a dependence of the reflectivity on the corrugation amplitude.
While the feasibility of this type of computations has been demonstrated here for
a phenomenological 2D non-separable potential, the possible parameter space is still
very broad and can be explored and adjusted according to the specific needs of the
experiments. We postpone such investigations to the future when more realistic 2D
potentials will be available for modeling actual experiments. Our numerical technique
allows us to investigate quantum reflection from any given conservative potential and
can test theories that produce different effective potentials, amongst each other, and
with respect to experimental results.
As shown in [33], higher order approximations for second derivatives in the
Hamiltonian enable better precision. Since the consequent extra terms along the y-axis
do not increase the size of the band, the computational costs for their implementation
should be negligible, thus obviating for the extra cost of grid points along the y-axis
(quadratic in Ny). In addition, the time step dt might be made adaptive by performing
Cholesky factorisation at different points during the propagation, depending on the
numerical precision needs.
From a numerical point of view, the use of the Demko-Moss-Smith theorem for the
decay of matrix elements in the inverse of a banded matrix away from the band [48],
may save memory since only a smaller approximation of the inverse of the matrix in the
lhs. of Eq. (1) is needed. This may allow us to replace the iterative forward/backward
substitution procedure by matrix-vector products only, which are simple to implement
and fast to execute. Alternatively, spectral approaches may be considered, which exploit
the symmetry and structure of the Hamiltonian, such as the one proposed in [49].
Finally, the forward-backward sutstitution procedure might be implemented in parallel,
thus reducing dramatically the time required for each propagation step.
We end this paper by discussing some practical consequences of our work: the length
scale for quantum reflection ideally matches that of the periodicity and corrugation
height encountered in nano-materials. For conventional atom-surface scattering long-
range order and atomic flatness are required not to loose the entire beam intensity in
diffuse scattering. In quantum reflection, however, the turning points lie much further
away from the surface, which makes our numerical propagation method well suited even
for large roughness that nano-materials typically exhibit. Here, not only their static
properties, but also their dynamics can be investigated, i.e. when the Hamiltonian is
explicitly time-dependent. Moreover, our method allows for studies of time-dependent
details of the quantum-reflection scattering process itself that cannot be addressed
directly using time-independent approaches. As an example, the propagation of surface
plasmons and bulk plasmonic excitations that extend all the way to the surface are
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very relevant processes in organic electronic materials. These open questions can now
be investigated systematically. Furthermore the dynamics within the novel magnetic
materials developed in recent years can studied with quantum reflection, using scatting
particles with a spin (such as 3He used in atomic beam spin echo spectrometers).
An example of the search for structure and dynamics in micro-structured artificial
magnetic assemblies is discussed in [50]. Note that these magnetic structures do not
necessarily possess a physical corrugation that comes along with the magnetic one. The
ever decreasing physical size of a single bit in magnetic storage devices and, therewith
correlated, their increasing volatility, offer a true playground for the time and length
scales of our numerical method. From a more fundamental point of view, our method
may steer and optimize the design of a (dynamic) beam splitter for atoms that functions
without laser light.
Acknowledgements
We thank very much Stefan Buhmann and his group for discussions, and Elmar
Bittner for his continuous support in using the ITP computer cluster at Heidelberg.
EG acknowledges financial support from the Graduate Academy Heidelberg by the
PROMOS (DAAD) program and the Physikalisches Institut Heidelberg, as well as
Matthew Foulkes and Miguel Oliveira for support in the use of computing resources
at Imperial College, and Sam Palmer for his help with graphics.
References
[1] Carraro C and Cole M W 1998 Prog. Surf. Sci. 57 61–93
[2] Garrido P L, Goldstein S, Lukkarinen J and Tumulka R 2011 A. J. Phys. 79 1218–1231
[3] Zhao B S, Meijer G and Scho¨llkopf W 2011 Science 331 892–894
[4] Schewe H C, Zhao B S, Meijer G and Scho¨llkopf W 2009 New J. Phys. 11 113030
[5] Shimizu F 2001 Phys. Rev. Lett. 86 987
[6] Abele H, Jenke T, Jericha E, Konrad G, Ma¨rkisch B, Plonka C, Schmidt U and Soldner T 2014
arXiv preprint arXiv:1412.5013
[7] Felber J, Ga¨hler R, Rausch C and Golub R 1996 Phys. Rev. A 53(1) 319–328 URL http:
//link.aps.org/doi/10.1103/PhysRevA.53.319
[8] Bender H, Stehle C, Zimmermann C, Slama S, Fiedler J, Scheel S, Buhmann S Y and Marachevsky
V N 2014 Phys. Rev. X 4(1) 011029 URL http://link.aps.org/doi/10.1103/PhysRevX.4.
011029
[9] Cronin A D, Schmiedmayer J and Pritchard D E 2009 Rev. Mod. Phys. 81(3) 1051–1129 URL
http://link.aps.org/doi/10.1103/RevModPhys.81.1051
[10] DeKieviet M, Jentschura U D and  Lach G 2011 Modern Experiments on Atom-Surface Casimir
Physics (Berlin, Heidelberg: Springer Berlin Heidelberg) pp 393–418 ISBN 978-3-642-20288-9
URL http://dx.doi.org/10.1007/978-3-642-20288-9_12
[11] Dufour G, Gue´rout R, Lambrecht A, Nesvizhevsky V, Reynaud S and Voronin A 2014 Quantum
reflection of antihydrogen in the gbar experiment International Journal of Modern Physics:
Conference Series vol 30 (World Scientific) p 1460265
[12] Nayak V U, Edwards D O and Masuhara N 1983 Phys. Rev. Lett. 50(13) 990–992 URL http:
//link.aps.org/doi/10.1103/PhysRevLett.50.990
2D simulation of quantum reflection 12
[13] Berkhout J J, Luiten O J, Setija I D, Hijmans T W, Mizusaki T and Walraven J T M 1989 Phys.
Rev. Lett. 63(16) 1689–1692 URL http://link.aps.org/doi/10.1103/PhysRevLett.63.1689
[14] Yu I A, Doyle J M, Sandberg J C, Cesar C L, Kleppner D and Greytak T J 1993 Phys. Rev. Lett.
71(10) 1589–1592 URL http://link.aps.org/doi/10.1103/PhysRevLett.71.1589
[15] Pasquini T A, Shin Y, Sanner C, Saba M, Schirotzek A, Pritchard D E and Ketterle W 2004 Phys.
Rev. Lett. 93(22) 223201 URL http://link.aps.org/doi/10.1103/PhysRevLett.93.223201
[16] Shimizu F and Fujita J i 2002 Journal of the Physical Society of Japan 71 5–8
[17] Pasquini T, Saba M, Jo G B, Shin Y, Ketterle W, Pritchard D, Savas T and Mulders N 2006 Phys.
Rev. Lett. 97 093201
[18] Zhao B S, Schewe H C, Meijer G, Scho¨llkopf W et al. 2010 Phys. Rev. Lett. 105 133203
[19] Whittaker K, Keaveney J, Hughes I, Sargsyan A, Sarkisyan D and Adams C 2015 Phys. Rev. A
92 052706
[20] Lennard-Jones J E and Devonshire A F 1936 Proc. R. Soc. London. S. A, Math. Phys. Sci. 156
6–28
[21] Maitra N and Heller E 1996 Phys. Rev. A 54 4763
[22] Edwards D O and Fatouros P P 1978 Phys. Rev. B 17(5) 2147–2159 URL http://link.aps.
org/doi/10.1103/PhysRevB.17.2147
[23] Echenique P and Pendry J 1976 Phys. Rev. Lett. 37 561
[24] Echenique P and Pendry J 1976 J. Phys. C: Sol. St. Phys. 9 3183
[25] Friedrich H, Jacoby G and Meister C G 2002 Phys. Rev. A 65 032902
[26] Zhao B S, Schulz S A, Meek S A, Meijer G and Scho¨llkopf W 2008 Phys. Rev. A 78(1) 010902
URL http://link.aps.org/doi/10.1103/PhysRevA.78.010902
[27] Zhao B S, Schewe H C, Meijer G and Scho¨llkopf W 2010 Phys. Rev. Lett. 105(13) 133203 URL
http://link.aps.org/doi/10.1103/PhysRevLett.105.133203
[28] Dufour G, Ge´rardin A, Gue´rout R, Lambrecht A, Nesvizhevsky V V, Reynaud S and Voronin
A Y 2013 Phys. Rev. A 87(1) 012901 URL http://link.aps.org/doi/10.1103/PhysRevA.
87.012901
[29] Bender H, Courteille P W, Marzok C, Zimmermann C and Slama S 2010 Phys. Rev. Lett. 104(8)
083201 URL http://link.aps.org/doi/10.1103/PhysRevLett.104.083201
[30] Buhmann S Y, Scheel S, Ellingsen S A˚, Hornberger K and Jacob A 2012 Phys. Rev. A 85 042513
[31] Laliotis A, de Silans T P, Maurin I, Ducloy M and Bloch D 2014 Nature communications 5
[32] Sukenik C, Boshier M, Cho D, Sandoghdar V and Hinds E 1993 Physical review letters 70 560
[33] Herwerth B, DeKieviet M, Madron˜ero J and Wimberger S 2013 J. Phys. B: At., Mol. Opt. Phys.
46 141002
[34] Stickler B A, Even U and Hornberger K 2015 Phys. Rev. A 91(1) 013614 URL http://link.aps.
org/doi/10.1103/PhysRevA.91.013614
[35] Friedrich H and Jurisch A 2004 Phys. Rev. Lett. 92(10) 103202 URL http://link.aps.org/doi/
10.1103/PhysRevLett.92.103202
[36] Friedrich H and Trost J 2004 Physics reports 397 359–449
[37] Galiffi E 2015 Quantum Reflection in Two Dimensions Master’s thesis Imperial College London -
University of Heidelberg DOI: 10.13140/RG.2.1.1539.2728
[38] Cerboneschi E, Mannella R, Arimondo E and Salasnich L 1998 Physics Letters A 249
495 – 500 ISSN 0375-9601 URL http://www.sciencedirect.com/science/article/pii/
S0375960198007324
[39] Wimberger S, Mannella R, Morsch O and Arimondo E 2005 Phys. Rev. Lett. 94 130404
[40] Press W H 2007 Numerical recipes 3rd edition: The art of scientific computing (Cambridge
university press)
[41] Su¨nderhauf C 2014 Quantum reflection in Time and Space Bachelor Thesis, Universita¨t Heidelberg,
Germany
[42] Golub G H and Van Loan C F 2012 Matrix computations vol 3 (JHU Press)
[43] Tsukerman I 2007 Computational methods for nanoscale applications: particles, plasmons and
2D simulation of quantum reflection 13
waves (Springer Science & Business Media)
[44] Vidali G, Ihm G, Kim H Y and Cole M W 1991 Surf. Sci. Rep. 12 135–181
[45] Ihm G, Cole M W, Toigo F and Scoles G 1987 J. Chem. Phys. 87 3995–3999
[46] Holger Gies, Langfeld K and Moyaerts L 2003 Journal of High Energy Physics 2003 018 URL
http://stacks.iop.org/1126-6708/2003/i=06/a=018
[47] Wieser M E, Holden N, Coplen T B, Bo¨hlke J K, Berglund M, Brand W A, De Bie`vre P, Gro¨ning
M, Loss R D, Meija J et al. 2013 Pure Appl. Chem. 85 1047–1078
[48] Demko S, Moss W F and Smith P W 1984 Math. of Comp. 43 491–499
[49] Molinari L G 2013 J. Phys. A: Math. Theor. 46 254004
[50] F Ahrend, Holzinger D, Fohler M, Pofahl S, Wolff U, DeKieviet M, Schaefer R and Ehresmann
A 2015 Journal of Magnetism and Magnetic Materials 381 292 – 296 ISSN 0304-8853 URL
//www.sciencedirect.com/science/article/pii/S0304885315000050
