We present a model for estimating horizontal ground motion amplitudes caused by shallow crustal earthquakes occurring in active tectonic environments. The model provides predictive relationships for the orientationindependent average horizontal component of ground motions. Relationships are provided for peak acceleration, peak velocity, and 5-percent damped pseudo-spectral acceleration for spectral periods of 0.01 to 10 seconds. The model represents an update of the relationships developed by Sadigh et al. (1997) and incorporates improved magnitude and distance scaling forms as well as hanging-wall effects. Site effects are represented by smooth functions of average shear wave velocity of the upper 30 m ͑V S30 ͒ and sediment depth. The new model predicts median ground motion that is similar to Sadigh et al. (1997) at short spectral period, but lower ground motions at longer periods. The new model produces slightly lower ground motions in the distance range of 10 to 50 km and larger ground motions at larger distances. The aleatory variability in ground motion amplitude was found to depend upon earthquake magnitude and on the degree of nonlinear soil response, For large magnitude earthquakes, the aleatory variability is larger than found by Sadigh et al.
INTRODUCTION
This paper presents a ground motion model developed as part of the Pacific Earthquake Engineering Research Center's (PEER) Next Generation Attenuation model (NGA) project. The model is based on analyses of the PEER-NGA empirical strongmotion database . We consider the model presented here to be an update of the set of models developed by Sadigh et al. (1997) . As such, we have systematically reviewed the various aspects of the model (e.g., magnitude and distance scaling, site effects, style of faulting effect) and have introduced modifications to the formulation of Sadigh et al. (1997) to incorporate the results of both analyses of empirical data and numerical modeling of earthquake ground motions.
In the following, we first describe the selection of the empirical data used to develop the model. We then describe the development of the ground-motion model formulation, followed by a brief description of the process used to define the model coefficients. Finally, we compare the model predictions with those obtained using Sadigh et al. (1997) .
STRONG MOTION DATABASE

DATA SELECTION
The empirical database used in this study was derived from the PEER-NGA empirical strong-motion database that contains 3,551 recordings from 173 earthquakes. Our ground motion model was developed to represent free-field motions from shallow crustal earthquakes in active tectonic regions, principally California. Data from earthquakes that occurred in oceanic crust offshore of California and Taiwan were excluded because ground motions from these types of events have been found to be more consistent with ground motions from Wadati-Benioff zone (subduction intraslab) earthquakes than shallow crustal earthquakes (Geomatrix Consultants 1995) . Data from the 1992 Cape Mendocino earthquakes were included because the source depth places the event above the likely interface location (Oppenheimer et al. 1993) . Four 1997 northwest China earthquakes were excluded because of their large depths ͑Ն20 km͒ and the very limited information about the events and their recordings. Data from the 1979 St Elias earthquake were excluded because we interpret this earthquake to have occurred on a subduction zone interface based on its depth, dip, and location. Data from the 1985 Nahanni and 1992 Roermond, Netherlands earthquakes were included as these earthquakes are interpreted to have occurred at the boundary of stable continental regions (SCR) with active tectonic regions.
The remaining earthquakes are from a variety of active tectonic regions. We start with the hypothesis that the ground motions from these separate active tectonic regions are similar and examine this hypothesis during model development. We include data from aftershocks allowing for the systematic differences in the ground motion amplitudes produced by main shocks and aftershocks. Our reason for including the aftershock data is that they provide additional information to constrain the site model coefficients.
Recordings made in large buildings and at depth were removed, eliminating several additional earthquakes, notably the 1935 Helena, Montana and several Imperial Valley, California earthquakes recorded at the old Imperial Valley Irrigation District site. We included records from sites that have been characterized as having topographic effects (e.g., Tarzana Cedar Hill Nursery, Pacoima Dam left abutment). Our rationale for including these records is that the effect of topography has not been systematically studied for all of the records in the database and many other recording stations may have topographic enhancement or suppression of ground motions. Topographic effects are considered to be part of the variability introduced into ground motions by travel path and site effects.
The ground motion measure used in this model is the orientation-independent ground motion measure GMRotI50 defined by Boore et al. (2006) . Use of this ground motion measure eliminates recordings for which only a single horizontal component was obtained, notably the Cholame-Shandon Array #2 recording from the 1966 Parkfield earthquake.
As discussed later in the paper, we limit the data to recordings within 70 km of the earthquake rupture in order to remove the effects of bias in the strong motion data sample. This limitation results in a total data set of 1950 recordings from 125 earthquakes. Figure 1 shows the distribution of the selected data in terms of magnitude, distance, and the average shear wave velocity of the upper 30 m ͑V S30 ͒. The earthquakes and recordings used in the analysis are tabulated in Chiou and Youngs (2008) .
SUPPLEMENTING PEER-NGA METADATA
The PEER-NGA database does not contain the full set of metadata for many of the recordings selected for use in developing our ground motion model. The missing values were imputed (estimated) as follows: Missing values of the strike, dip, rake, and/or depth to top of rupture were estimated from other associated events such as the mainshock or other aftershocks, or from the tectonic environment. For those earthquakes unassociated with other events, fault dips were assigned based on known or inferred mechanisms as follows: 90°for strike-slip, 40°for reverse (based on the average value reported by Sibson and Xie 1998), and 55°for normal (generic value for normal faults and close to the average of 54°for the normal mechanisms with known dips in the PEER-NGA database). Values of rupture distance, R RUP , Joyner-Boore distance, R JB , and the source-site angle SITE were estimated by selecting the median values from 101 simulations of earthquake ruptures using the earthquake size and known or inferred information on the hypocentral depth, fault strike, fault dip, and rupture mechanism (Chiou and Youngs 2008) . The thickness of the near-surface sediments is represented in our model by the depth to a shear wave velocity of 1.0 km/ s, Z 1.0 . These data are available in the PEER-NGA database for sites within the Southern California Earthquake Center 3-D basin model (Magistrale et al. 2000) , for sites in the USGS velocity model for the San Francisco Bay area (Boatwright et al. 2004) , for sites in the Eel River basin (Graves 1994) , and for sites where measured velocities reach this velocity horizon. Note that in our study we updated the Z 1.0 values from SCEC-3D Version 2 to those from Version 4. For the remaining sites Z 1.0 was estimated through the following correlation with V S30 developed from the data in the PEER-NGA database: (Wills and Clahan 2006) and by Jack Boatwright. The TriNet data were used to provide additional guidance on functional forms and provide additional constraints on coefficients of the ground motion model (Chiou and Youngs 2008) .
MODEL FORMULATION
Using algebraic expressions to represent the average behavior observed in the empirical strong-motion data, the empirical ground motion model developed here attempts to capture the effects of the amount of energy radiated at the source, the attenuation of seismic waves along the path due to geometric spreading and energy absorption, and local modification of the seismic waves by the near-surface materials. The form of these expressions is guided by trends in the data, simple seismological models, past experience, and examination of the results of ground motion simulations conducted as part of the PEER-NGA project.
SEISMIC SOURCE SCALING
Effect of Earthquake Size
We use moment magnitude as the simplest measure for correlating the amount of energy released in an earthquake with the resulting amplitudes of ground motions. Many empirical ground motion models, including Sadigh et al. (1997) , use a polynomial function for scaling the ln of ground motions y with magnitude of the form:
where coefficients C 3 and possibly C 2 vary with spectral period T, the exponent n is typically in the range of 2 to 3, and coefficient m C is independent of T. The left hand plot of Figure 2 shows the magnitude scaling of pseudo spectral acceleration, y, at a rupture distance of 30 km obtained from the Sadigh et al. (1997) ground motion model. In contrast, seismological models for earthquake source spectra suggest an alternative form for magnitude scaling. The right hand plot of Figure 2 shows magnitude scaling relationships at a distance of 30 km computed using the stochastic ground motion model (e.g., Boore 2003) and the Atkinson and Silva (1997) empirical source spectra model for California earthquakes. For spectral frequencies of 10 Hz and higher the magnitude scaling of ln͑y͒ is approximately linear at a relatively flat slope in the magnitude range of 5 Յ M Յ 8.5, representing scaling of the source spectrum above the corner frequency. For frequencies of 0.3 Hz and lower the magnitude scaling in the range of 5 Յ M Յ 7 is again approximately linear, but at a much larger slope than for highfrequency motions, reflecting scaling of the source spectrum below the corner frequency. The transition between the two approximately linear scaling regions occurs over the magnitude range where the corner frequency of the source spectrum is near the spectral frequency of the ground motion. As the spectral frequency of the ground motions decreases, the magnitude range for this transition shifts to larger magnitudes, reflecting the decrease in corner frequency with increasing magnitude. The shape of the magnitude scaling curves shown in the right hand plot of Figure 2 is modeled by the expression:
In Equation 3 coefficient c 2 is the slope of the magnitude scaling relationship for earthquakes whose theoretical corner frequency is well above the spectral frequency of interest and c 3 is the slope for earthquakes whose corner frequency is well below the spectral frequency. Coefficient c n controls the width of the magnitude range over which the transition from c 2 scaling to c 3 scaling occurs. Coefficient c M is the magnitude at the midpoint of this transition and its value varies with the spectral period of the ground motion parameter y. In Equation 3, c 3 represents scaling of ground motion spectra below the corner frequency where the source spectra are directly proportional to seismic moment, M 0 . Because M ϰ 2/3M 0 , theoretically, c 3 should equal 1.5ϫ ln͑10͒ or 3.45 and so it is fixed at this value. Simulations based on the updated source spectral model for California earthquakes defined by Atkinson and Silva (2000) produces scaling of ln͑y͒ ϰ 1.06M. In the Sadigh et al. (1997) form of Equation 2, coefficient C 2 also represents the magnitude scaling of the source spectra at distances large enough that the source can be considered a point. The Sadigh et al. (1997) values of C 2 were 1.0 to 1.1. Therefore, coefficient c 2 was fixed at 1.06. Coefficients c n and c M were obtained by fitting the strong motion data.
The empirical data are not sufficient to distinguish between magnitude-scaling defined by Equations 2 and 3. We prefer the scaling form of Equation 3 because we believe that it better represents our current concept of earthquake source spectra scaling with earthquake magnitude.
Style of Faulting Effects
Our exploratory analysis of the NGA data indicated that reverse faulting earthquakes produce larger high-frequency motions than strike-slip earthquakes. This effect diminishes as the spectral period increases, with the motion from strike-slip earthquakes becoming the larger of the two at long periods, similar to findings by other investigators (e.g., Abrahamson and Silva 1997; Campbell and Bozorgnia 2003; Ambraseys et al. 2005) . Chiou et al. (2000) showed that when the geometric hanging-wall effect was accounted for by using the R RMS distance measure, reverse-faulting earthquake still produced statistically significant higher motions than strike-slip earthquakes.
Some empirical models have shown that normal-faulting/extensional regime earthquakes produce lower ground motions than strike-slip earthquakes (e.g., Spudich et al. 1999; Ambraseys et al. 2005) while others have included normal-faulting and strike-slip together in a single class (e.g., Abrahamson and Silva 1997; Sadigh et al. 1997; Campbell and Bozorgnia 2003) . In our exploratory analysis of NGA data the style of faulting effect for normal faults was found to be statistically significant (p-values slightly less than 0.05) only when normal faulting was restricted to rake angles, , in the range of −120°to −60°; with normal-oblique earthquakes included in the same style-of-faulting class as strike-slip earthquakes.
Other Source Effects
Other source parameters examined include source depth and main shock-aftershock differences. In the preliminary analyses it was found that the NGA data exhibited a statistically significant dependence on source depth parameterized as the depth to top of rupture, Z TOR , and that aftershocks showed a stronger dependence on Z TOR than main shocks. Figure 3 shows inter-event residuals for models fit to the pga data without and with Z TOR scaling. The inter-event residuals for the fit without Z TOR scaling show a clear trend while those for the fit with Z TOR scaling do not. Part c of Figure 3 shows the percent reduction in inter-event standard error obtained by including Z TOR scaling.
As indicated above, we include aftershocks in our analyses to provide additional data to help constrain the coefficients of the site response model. We found that aftershocks tend to produce lower motions than main shocks with similar magnitudes. Hence we included this difference in the ground motion model. We also found that the style of faulting effects were much weaker for aftershocks than for main shocks. Therefore, the ground motion model incorporates separate depth-dependence for main shocks and aftershocks and no style of faulting effects for aftershocks.
PATH SCALING
The scaling or attenuation of ground motion amplitude with distance from the earthquake rupture involves two primary effects, geometric spreading and energy absorption along the travel path due to material damping and wave scattering. In most empirical ground motion models these effects are modeled by the functional form:
where C Geometric defines the rate of attenuation due to geometric spreading, ␥ defines the rate of anelastic attenuation, typically quantified in terms of the quality factor Q. Coefficient C SourceគSize accounts for the effect of the source size on geometric spreading. Coefficient C Geometric interacts with C SourceគSize and n to define distance scaling at small distances from the source and interacts with ␥ to define distance scaling at large distances from the source. These two interactions are examined below.
Near-Source Distance Scaling
Of foremost interest to engineering application in active tectonic regions is the effect of extended source dimensions that leads to magnitude-dependent attenuation rates within the distance range of 0 to 50 km or more. The consequence of this effect is what has been termed near-source saturation-less magnitude scaling at small source-site distances than at large source-site distances. Two approaches have been used to model this effect within the framework defined by Equation 4. One approach uses a magnitudeindependent value of C Geometric combined with a magnitude-dependent value for C SourceគSize [e.g., Sadigh et al. (1997) with exponent n =1; Campbell (1993) and Campbell and Bozorgnia (2003) with n =2]. The alternative approach has been to use a magnitude-dependent value for C Geometric combined with a magnitude-independent value for C SourceគSize [e.g., Idriss (1991 Idriss ( , written communication 2002 with n =1; Abrahamson and Silva (1997) with n =2]. Figure 4 illustrates the behavior of these approaches to distance scaling as implemented in recent ground motion models. The effect of the value of the exponent n is seen by comparing the models shown on the left for exponent n =1 to those shown on the right with n =2. Use of n =2 results in the rate of attenuation approaching the value defined by C Geometric at relatively short distances, allowing an interpretation of its value as a direct estimate of the rate of geometric spreading. Use of n =1 results in the attenuation rate approaching the value of C Geometric slowly and its value cannot be directly equated with the rate of geometric spreading at distances less that 50 km. The different implementations of Equation 4 shown in Figure 4 also produce differences in ground motion scaling with magnitude at large distances from the source. The models that use a magnitude-independent C Geometric (top row of Figure 4 ) approach distance-independent magnitude scaling at large distances while those that use magnitude-dependent C Geometric produce distant-dependent magnitude scaling at all distances.
Based on our examination of the alternative forms of Equation 4 we conclude that they all provide reasonable fits to the empirical data. Discrimination among them would require a great deal more data at distances less than 10 km. The data show magnitudedependence in the rate of attenuation at all distances. However, we believe that the mechanisms that cause this behavior may be different at different distances. At distances less than ϳ50 km, magnitude-dependence is due to the effect of extended sources. This effect can be modeled by all of the functional forms shown in Figure 4 . However, at large distances, Ͼ100 km, we think that another effect may be causing magnitudedependence in the attenuation of response spectral ordinates-the interaction of path Q with the differences in source Fourier spectra as a function of magnitude. This concept is explored below. We prefer to use a model form that allows for separation of the effect of Figure 4 . Illustration of functional forms used to capture magnitude-dependence of distance attenuation. All plots are for rupture distance to a vertical strike-slip fault rupturing the surface. The values for Campbell and Bozorgnia (2003) were computed using R SEIS equal to 3 km. magnitude at small and at large distances, and therefore select the magnitudeindependent form of C Geometric . This form allows the use of Equation 3 to define magnitude scaling at large distances from the source.
We examined the alternatives for the exponent n. As shown by the upper right-hand plot in Figure 4 , use of n =2 allows the model to approach a constant geometric spreading rate at distances greater than about 2 ϫ C SourceគSize . After experimenting extensively with this form, we concluded that n =2 resulted in too little distance scaling over the distance range of 0 to 10 km for large-magnitude earthquakes, and we use exponent n =1, resulting in the form used by Sadigh et al. (1997) . Instead of the piece-wise linear model for C SourceគSize used by Sadigh et al. (1997) , we use a smooth transition in the magnitude scaling over the full magnitude range accomplished by using the relationship:
The use of Equation 5 has the property that C SourceគSize varies smoothly from a constant at small magnitudes to C SourceគSize ϰ exp͑c 6 M͒ at large magnitudes.
Path Scaling at Large Distances
Many studies of the attenuation of ground motion Fourier amplitudes with distance indicate that there is a change in the rate of geometric spreading from approximately proportional to 1/R at short distances to 1/ ͱ R at large distances, with this transition occurring in the range of 40 to 70 km. This change has been interpreted to be the combination of the effects of post-critical reflections from the lower crust and transition from direct body wave to Lg wave spreading (e.g., Atkinson and Mereu 1992) . Models of the decay of Fourier spectra with distance in California have found or assumed that the geometric spreading is proportional to 1/ ͱ R for distances greater than 40 km (Raoof et al. 1999; Erickson et al. 2004 ) and this form of geometric spreading was used by Atkinson and Silva (2000) to model strong ground motions. Earlier, Atkinson and Silva (1997) used a tri-linear form of attenuation similar to that defined by Atkinson and Mereu (1992) , but indicated that a bi-linear form would also work as well.
We explored this effect by modeling spectral accelerations from 666 broadband recordings from three small Southern California earthquakes (2001 Anza, M 4.92; 2002 Yorba Linda, M 4.27; Big Bear City, M 4.92; NGA events 0163, 0167, and 0170, respectively). These data were fit with three functional forms: a model with a single value of C Geometric at all distances (1-slope model), a model in which C Geometric at large distances becomes one-half of the value at small distances (2-slope model), and a model in which C Geometric is fixed at −0.5 for larger distances (2-slope, 2nd fixed model). Site effects were modeled as a linear function of ln͑V S30 ͒ as little nonlinear behavior is expected at the level of motions recorded in these earthquakes. The analysis was conducted for spectral periods in the range of 0.01 to 5 seconds (frequencies from 100 to 0.2 Hz) (see Chiou and Youngs 2008 for details) . At all spectral periods, the 2-slope models produced slightly smaller standard errors than the 1-slope model. The location for the break in slope varied between 40 and 60 km. In addition, use of the 1-slope model produces unrealistic positive values of the anelastic attenuation coefficient ␥ for longer period motions, a fact also noted by Atkinson and Silva (1997) .
Examination of TriNet pga data from many of the better-recorded small magnitude earthquakes shows that there is a decrease in the rate of attenuation at distances in the range of 40 to 70 km (Chiou and Youngs 2008) . Tests of the PEER-NGA data also show that a two-slope model is statistically significant with a slope break also in the range of 45 to 60 km. Examination of the 1-D rock numerical simulation data (Somerville et al. 2006 ) also indicate that a two-slope model provides a good fit with a break in slope at about 60 km.
Based on the above observations, we adopted the concept of a change in the rate of attenuation occurring at some transition distance. If one were to use an abrupt transition point, then the best fit transition point may vary from earthquake to earthquake as a function of a number of parameters including source depth, source size, and the local crustal thickness. Instead, we use a smooth transition over a broad distance range to provide an average fit to the behavior observed in the data.
Equation 6 defines the formulation used for distance attenuation. It incorporates magnitude-dependent extended source effects, potentially magnitude-dependent wave propagation effects on response spectra at large distances, and a smooth transition from dominance of ground motions by direct waves at small distances, modeled by attenuation coefficient c 4 , to dominance by Lg waves at large distances, modeled by attenuation coefficient c 4a . 
͑6͒
Coefficient c 4 was examined by analyses of PEER-NGA data and TriNet data. It was concluded that a range of values for c 4 would provide satisfactory fits to the data with adjustments to the rate of near-source attenuation occurring through changes of coefficients c 5 and c 6 . Therefore, c 4 was fixed at −2.1, the value obtained originally by Sadigh et al. (1997) for rock sites.
Coefficient c RB defines the midpoint of the transition in distance scaling. As discussed above similar transition points were found from analyses of the extended data sets for the three small southern California earthquakes, the NGA data, and the 1-D rock simulations. We therefore, set the value of c RB to be 50 km, the central value of the estimates we obtained from the various data sets.
The appropriate value of the attenuation rate at distances beyond c RB , coefficient c 4a , cannot be readily determined from the data because it is highly correlated with the assessment of the anelastic attenuation coefficient ␥, as had been noted by many previous investigators (e.g., Atkinson 1989; Frankel et al. 1990 ). Therefore, we assume that the rate of attenuation at distances beyond 50 km is modeled by c 4a equal to −0.5 and let the anelastic attenuation coefficient ␥ account for departures from this value.
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The anelastic attenuation coefficient ␥ is allowed to be magnitude dependent. Boatwright et al. (2003) found magnitude-dependence in the anelastic attenuation coefficient from their study of pga and pgv from northern California ShakeMap data, with increasing magnitude producing smaller absolute values of ␥ (less energy absorption). In addition, stochastic simulations of ground motions using a magnitude-independent Q model produce magnitude-dependence in the resulting anelastic attenuation coefficient ␥ obtained from fits to response spectra ordinates (e.g., Campbell 2003) . This effect was also noted in our fitting of ground motions simulated using the Atkinson and Silva (2000) ground motion model. The effect is likely due to a shift to lower frequency ground motion driving the response of a damped oscillator (and driving pga, Boatwright et al. 2003) as the size of the earthquake increases.
Data Truncation and ␥"M…
The initial analyses of the PEER-NGA data suggested that the anelastic attenuation coefficient ␥ in Equation 6 was 50-percent larger in absolute value for earthquakes in Taiwan than for earthquakes in California or the other active tectonic regions represented in the selected database. This would imply that Q for Taiwan was significantly lower than Q for California or the other regions. However, review of the literature failed to produce studies that confirmed this result. In addition, the estimates of ␥ obtained from the extensive broadband data for the three southern California earthquakes were inconsistent with the values obtained for California earthquakes from fitting the PEER-NGA data.
These results led us to consideration of the effects of missing response data on the estimation of ground motion model coefficients. Evidence of truncation of the PEER-NGA data is shown in Figure 5 . The solid data points are pga values for the processed acceleration time histories in the PEER-NGA database. The open data points are additional pga values obtained from other recordings. The PEER-NGA data and the extended data for each earthquake were fit using a truncated regression model (Toro 1981; Bragato 2004 ) and the truncation levels shown by the dotted and dash-dotted lines, respectively, in Figure 5 . For the Northridge earthquake, similar estimates of ␥ were obtained from the PEER-NGA and extended data set. However, for the other three earthquakes, the estimate of ␥ obtained from the PEER-NGA data set were approximately 2/3 of the values obtained from the extended data sets, indicating that truncated regression using the PEER-NGA data set tends to underestimate the appropriate absolute value of ␥.
Extended pga and pgv data sets were developed for 18 earthquakes in the PEER-NGA database plus three additional recent California earthquakes (see Chiou and Youngs 2008 for details). Truncated regression analyses were performed for each earthquake with the resulting values shown in Figure 6 . These analyses were performed using Equation 6 to model distance attenuation with coefficient c 4a fixed at −0.5. The absolute values of ␥ computed using only PEER-NGA data were typically smaller than those obtained from the extended data. Based on these analyses we conclude that regression analyses using the PEER-NGA data will tend to underestimate the rate of anelastic attenuation at large distances due to data truncation and that the problem cannot be solved 184 B. S.-J. CHIOU AND R. R.YOUNGS using truncated regression. Our solution is to estimate the anelastic attenuation coefficient ␥͑M͒ from the extended data sets developed for individual earthquakes. We then estimate the remaining coefficients of the model from the PEER-NGA data truncated at a maximum distance of 70 km. This distance was selected by visual inspection as the point where, on average, data truncation may begin to affect the distribution of recordings in the PEER-NGA database.
The values of ␥ obtained from the extended data sets show that ␥ decreases in absolute value with increasing magnitude, similar to results reported by others from analysis of empirical data (e.g., Campbell 1993) and stochastic ground motion simulations (e.g., Campbell 2003 ). Because we are interested primarily in modeling earthquake ground motions in the western United States, we develop a model for ␥ from the results for the 13 California earthquakes for which we developed extended data sets. The resulting relationship is: ␥͑pga͒ California = − 0.00804 − 0.00785/cosh͕max͑M − 4,0͖͒
͑7͒
This relationship is plotted on Figure 6 . The limited data for earthquakes from other regions (Kobe, Japan; Denali, Alaska; Chi-Chi main shock and aftershocks, Taiwan) are generally consistent with this relationship. The data indicate that the value of ␥ for Taiwan may be slightly greater than that for California, but the difference is much less than the 50-percent larger values for Taiwan obtained from the initial regressions using the full PEER-NGA database. Equation 7 provides a relationship for ␥ at pga. The relationships for other spectral periods were constructed by scaling the period-dependent ␥ estimated from the broadband data for the three small southern California earthquakes by the relative difference in ␥ at pga.
Source-Site Geometry Effects
Based on analyses of ground motions from reverse earthquakes, Somerville and Abrahamson (1995) and Abrahamson and Somerville (1996) proposed the so called "hanging-wall" effect in which ground motions are enhanced in the hanging wall of reverse earthquakes. The effect was attributed to the inability of the R RUP distance measure to capture the general proximity of a hanging wall site to rupture on the fault plane dip- ping beneath it. Chiou et al. (2000) performed extensive analyses of empirical and numerical modeling data for reverse fault ruptures and reached the same conclusion. They were able to remove the hanging-wall effect by using a root-mean-squared distance measure, R RMS . The hanging-wall effect is also seen in the 1-D rock ground motion simulations conducted for the PEER-NGA project (Somerville et al. 2006 ). Abrahamson and Silva (1997) included the hanging-wall effect in their empirical ground motion model as a distance-dependent term with an abrupt switch from no effect to full effect as one crosses into the hanging-wall region. conclude that their use of R JB implicitly accounts for the hanging-wall effect in that all sites directly above the rupture have R JB =0. Campbell and Bozorgnia (2003) introduces a smooth variation in the hanging-wall effect by tapering the effect from a maximum at R JB =0 to zero for R JB Ͼ 5 km.
We use the following model to represent the hanging-wall effect:
where ␦ is fault dip and R X represents the site coordinate (in km) measured perpendicular to the fault strike from the surface projection of the updip edge of the fault rupture, with the downdip direction being positive. Parameter F HW is 1 for R X Ն 0 and 0 for R X Ͻ 0. The behavior of f HW is illustrated in Figure 7 for three magnitudes and two values of Z TOR . The plots show the value of f HW for sites located directly above or down dip of the rupture surface.
The motivation for Equation 8 is as follows. The second term serves several functions. Examination of the simulation results presented in Chiou et al. (2000) and those conducted for the NGA project (Somerville et al. 2006 ) indicated that the hanging-wall effect decreases to near zero as one approaches the updip edge of the rupture (R X approaches 0). These data also show that this decrease extends to larger values of R X as the fault dip increases, in essence the hanging-wall effect is projected further from the fault top. This effect, combined with the fact that the fault width decreases as the magnitude decreases, produces a decrease in the hanging-wall effect with decreasing magnitude. The third term of Equation 8 is motivated by the modeling of and Campbell and Bozorgnia (2003) in that f HW decreases as R JB increases. Placing R RUP in the denominator of this term produces a smooth transition in the spatial extent of the hanging-wall effect at various locations in the hanging wall. For sites not directly above but near the top of the rupture, R RUP is only slightly larger than R JB and f HW decreases rapidly as one moves away from the rupture. For sites near the bottom edge of the rupture R RUP ӷ R JB and f HW decreases more slowly as one moves away from the rupture. The value of 0.001 km is added to provide numerical stability when R RUP equals 0. The term ͱ R JB 2 + Z TOR 2 is used to model the decrease in the hanging-wall effect with increasing depth of rupture observed in the PEER-NGA data and in the study by Chiou et al. (2000) .
SITE EFFECTS
Near-Surface Geology
The incorporation of the effects of near-surface geology or site classification has gone through an evolution in the past 10 years. At the beginning of this period, ground motion models typically contained a scaling parameter based on site classification (e.g., Boore et al. 1993) , or presented different models for "rock" and "soil" sites (e.g., Campbell 1993; Sadigh et al. 1997) . Classification of recording sites into rock or soil sites varied among investigators. introduced the explicit use of the average shear-wave velocity in the upper 30 meters, V S30 , in the ground motion model. Abrahamson and Silva (1997) building on an earlier model by Youngs (1993) introduced the explicit modeling of non-linear site effects in the ground motion model. The model we have developed for incorporating near-surface geology combines these concepts using the formulation:
The parameter y ref is the ground motion on the reference site condition derived from the source and path scaling models described in the previous sections. The reference site V S30 was chosen to be 1130 m / sec because it is expected that there will not be significant nonlinear site response at this velocity. In addition, there are very few data with values of V S30 greater than 1100 m / sec in the PEER-NGA database. The reference motion is defined to be the spectral acceleration at the spectral period of interest for two reasons. Bazzurro and Cornell (2004) indicate that the spectral acceleration at spectral period T is "the single most helpful parameter" for the prediction of site amplification at that period. In addition, the estimation of the coefficients of the ground motion model is performed using random (mixed) effects regression in which the reference motion includes the random event term representing the deviation of the average ground motions for a given earthquake from the global population mean. Use of the reference spectral acceleration at period T to estimate surface ground motions at the same period eliminates the need to include the correlation in the random effects between those at period T and those at another period or pga. 
Sediment Thickness
Most empirical ground motion models have used either a simple classification scheme (e.g., Abrahamson and Silva 1997; Sadigh et al. 1997) or V S30 (e.g., ) to represent soil amplification in ground motions. The success of these models suggests that surface geology or V S30 is often highly correlated with other site properties important to the quantification of site amplification. However, a single parameter such as V S30 cannot be expected to completely represent the effects of local site conditions on earthquake ground motions. Campbell (1989) found that adding a parameter for depth to basement rock improved the predictive ability of empirical ground motion models. Other investigator had proposed that including basin depth leads to improved empirical ground motion models (e.g., Joyner 2000; Field 2000; ). In addition, successful modeling of ground motions on a variety of site conditions with numerical methods incorporate a much more detailed characterization of the site velocity profile (e.g., Silva et al. 1996; . To improve the modeling in such environments, we add sediment thickness as a second predictor of site amplification. We define sediment thickness as the depth to a material (bedrock) with a shear-wave velocity ͑V S ͒ of 1 km/ sec or greater. Shear-wave velocities of 1.5 km/ sec and 2.5 km/ sec have also been used to define the appropriate velocity horizon (e.g., Field 2000; Day et al. 2006 ). We prefer 1 km/ sec because it is similar to values commonly used in practice for rock. It is also close to the reference V S30 ͑1130 m / sec͒ used in the scaling of soil amplification. Finally, the depth to this velocity is more likely to be available as a part of site characterization than depths to higher velocity horizons. For example, boreholes at 54 sites in the PEER-NGA database penetrated the V S = 1 km/ sec horizon. Figure 9 shows residuals from an interim model without a sediment depth effect plotted versus Z 1.0 for sites in the PEER-NGA database with values of Z 1.0 obtained from site velocity profiles or the regional velocity models described above. We find that the trend can be adequately modeled by the functional form:
Deep Sediment Sites
This functional form produces behavior similar to the model developed by Day et al. (2006 Day et al. ( , 2008 , allowing for the fact that Day et al. (2006) modeled the combined effect of V S30 and sediment depth using only sediment depth while the residuals shown in Figure  9 are computed from a model that incorporates V S30 scaling. The main difference from Day et al. (2006 Day et al. ( , 2008 is that we allow the affected Z 1.0 range ͑Z 1.0 Ͼ 7 ͒ to vary with Figure 10 shows residuals from an interim model without a sediment depth effect plotted versus Z 1.0 for those sites in the PEER-NGA data base with measured values of Z 1.0 . We find negative average residuals in the Z 1.0 range of 5 to 25 m for spectral periods between 0.3 and 1 seconds and positive residuals at other periods. Because of the limited data available to determine the Z 1.0 at which average residual is back to 0, we judged a value of 40 m to be reasonable, and use the following functional form to model the Z 1.0 effect on shallow rock sites: 
Shallow Sediment Sites
COMBINED MODEL FOR ESTIMATING GROUND MOTIONS
The complete model formulation is given by: The variability in ground motion is represented in Equations 13a and 13b by random variables i and ij . The modeling of these variables using mixed-effects regression is discussed in the next section.
MIXED-EFFECTS MODEL FORMULATION AND VARIANCE MODEL INCORPORATING NONLINEAR SOIL RESPONSE
The coefficients of Equations 13a and 13b are developed using a mixed effects regression model (e.g., Brillinger and Preisler 1984; Abrahamson and Youngs 1992; Pinheiro and Bates 2000) . The mixed effects model incorporates fixed effects to model the expected amplitude of ln͑y͒ as a function of magnitude, distance, V S30 , etc, and random effects to represent a random shift of all observations for an individual earthquake from this expected amplitude. Just as fixed effects described in the previous section can be grouped into three components representing the physical processes of source, path, and site, the random errors in our model are divided into four independent components of source ͑ i ͒, path ͑ Pij ͒, site ͑ Sj ͒, and the remaining errors Xij . The first component, i , is a random earthquake effect (Brillinger and Preisler 1984; Abrahamson and Youngs Each of the three remaining error components is also assumed to be independent and normally distributed with a zero mean and variances P 2 , S 2 , and X 2 , respectively. In practice, the remaining three components are often lumped into a combined intra-event residual ij . Individual recording at station j from the i th earthquake deviate from the earthquake-specific mean, µ + i , by intra-event residuals, ij , that are assumed to be normally distributed with variance 2 . In the following we show that due to nonlinear soil response the variance 2 is a function of soil nonlinearity.
Using Equation 10 and the geotechnical framework illustrated in Figure 11 , the recorded motion, ln͑y ij ͒, is obtained by: 14) represents the logarithm of the incident motion to the soil column beneath a site. The level of this incident motion determines the average soil amplification factor. Note that the intraevent components Sj and Xij are not part of the incident motion and hence they do not affect the average soil amplification factor.
Though Equation 14
represents fully our conceptual model of ground motions, its use in regression analysis of empirical data is made difficult by the lack of repeatedly sampled paths and limited repeatedly sampled sites; and by the unavailability of an inference method capable of handling the complicated data structure induced by the path error Pij being included as predictor of soil amplification. To get around these difficulties, we move Pij outside of ln͓͑y ref ij e i + Pij + c͒ / c͔ by replacing the logarithm with the first two terms of its Taylor series expansion (a first-order approximation): 
͑16͒
We now obtain the mixed-effects model used in our regression analysis: + c͔͒, which is always less than or equal to 0 (the sign of b j is negative), can be interpreted as a measure of soil nonlinearity affecting a strong-motion recording, with a value of 0 indicating linear response.
One way to explore the degree of intra-event heteroscedasticity in our NGA dataset is to plot intra-event residuals against 1+NL ij . Intra-event residuals of ln͑y ij ͒ for a spectral period of 0.1 sec are plotted against ͑1+NL ij ͒ in Figure 12 . The quantities b j , i , and To help see the variation of intra-event variance as a function of ͑1+NL ij ͒, intra-event standard errors computed for several non-overlapping intervals of ͑1+NL ij ͒ are plotted as solid squares. They clearly show a dependency of intra-event variance on ͑1+NL ij ͒ that is consistent with Equation 18. The dash curves plotted in Figure 12 shows the fitted variance model based on Equation 18.
MODEL DEVELOPMENT ESTIMATION OF FIXED EFFECTS COEFFICIENTS
The fixed effects coefficients of the ground motion model (Equation 13a and 13b) were estimated using the nonlinear mixed effects method nlme (Pinheiro and Bates 2000) implemented in the statistical packages S-PLUS and R. The coefficients were developed through an iterative process of performing regressions for the entire spectral period range with some parts of the model fixed, developing smoothing models for these coefficients with period, and then repeating the analysis to examine the variation of the remaining coefficients. A full description of this iterative process can be found in Chiou and Youngs (2008) .
All analyses were performed using the PEER-NGA data truncated at a maximum distance of R RUP =70 km. The resulting coefficients are listed in Tables 1-3. The estimated values of coefficient c 1 exhibited noticeable steps at periods of 0.8, 1.1, 1.6, 4, and 8 sec. These steps occur at spectral periods where there are large reductions in the number of usable data, defined by the record's minimum usable frequency . This suggested that the estimated values of the model intercept may be biased by the systematic removal of weaker motions from the data set, which would tend to leave larger ground motion amplitudes in the remaining data. To correct this bias and to smooth c 1 , we imposed a smooth variation in the slope of c 1 with respect to period. Finally, we examined the shapes of displacement spectra for large magnitude earthquakes ͑M ജ 6.5͒ to verify that constant displacement is reached at spectral periods that are consistent with the model presented in BSSC (2004) . The difference between the values of c 1 obtained from regression and the values reported after bias adjustment was incorporated into the assessment of the inter-event variance. little data in the PEER-NGA data base for such sites, the limited data, if anything, suggest a slight upward trend in the residuals. The site amplification model developed here does not account for the effect of the lower kappa expected for hard rock sites which would lead to increases in high frequency ground motions. Figure 18 shows intra-event residuals plotted against R RUP for the 10 earthquakes in the NGA database for which we developed extended pga data sets. The intra-event residuals are computed using the inter-event residual for each earthquake computed from just the NGA data within 70 km as part of our overall fit to the NGA. These results show that the model provides a good fit at distances greater than 70 km. Also shown is the bias in the NGA data set at larger distances.
VARIANCE MODEL
During the first stages of model development, the results suggested that the standard error terms did not depend upon earthquake magnitude in contrast to the previous Sadigh et al. (1997) models. This was based on visual inspection of the residuals. However, statistical analysis of the residuals indicated that a statistically significant dependence on magnitude is present, although the amplitude of the effect is less than found by Sadigh et al. (1997) . The statistical test employed followed that used by Youngs et al. (1995) . We first computed the log-likelihood for the model assuming magnitude-independent variance terms, then using the tri-linear model for magnitude-dependent variance used by Youngs et al. (1995) . We then used the likelihood ratio test to check the significance of the increase in log-likelihood found assuming magnitude-dependent variance. Magnitude-dependence in the variance terms was found to be statistically significant (pvalues Ͻ0.05) for periods up to about 1 second. For longer periods the results showed less statistical significance, but at the same time there is a large reduction in the size of the data set, particularly in data from smaller magnitude earthquakes.
We performed two additional checks on possible contributions to the observed magnitude-dependence. We found that value of the intra-event standard deviation for the aftershock data is approximately 0.08 larger than that for the main shock data. When this was accounted for in the variance model, magnitude-dependence in the mainshock residuals was still found to be statistically significant. Similar estimates of inter-event variability were obtained for main shocks and aftershocks. Secondly, the reduction in intraevent variance due to nonlinear soil response could also contribute to the observed magnitude-dependence as larger earthquakes tend to produce larger motions, and thus induce greater nonlinear response. This effect was explored by Youngs et al. (1995) , who found that it was not a major contributing factor. We tested the influence of soil nonlinearity by comparing the log-likelihoods obtained for data sets restricted to nonlinearity factors NLϾ −0.15 and again found that magnitude-dependence of the variance terms is statistically significant over much of the period range. Restricting the degree of nonlinearity further to NLϾ −0.05 resulted in greatly reducing the size of the data set to the level where there is large uncertainty in estimating the variance terms.
The model for the inter-event standard error is given by:
The smoothed values of 1 and 2 are listed in Table 4 . Magnitude-dependence in is much weaker than was estimated in the Sadigh et al. (1997) models and disappears for periods longer than 2 seconds. The inter-event residuals also display increased variability near a spectral period of 0.1 seconds compared to larger and smaller periods.
The intra-event residuals display stronger magnitude dependence than the inter-event residuals. The variability is also affected by the degree of nonlinearity in the soil, as defined by Equation 18. In addition, greater variability is observed in the residuals for sites with inferred values of V S30 than for sites with measured values of V S30 . The model for the intra-event standard deviation that incorporates these observations is given by: Table 4 .
The total variance for ln͑y͒ is the sum of the inter-event and intra-event variances.
Based on Equation 20
, the intra-event variance is a function of the random effect such that calculation of the total variance T 2 requires integration over the random effects. We provide an approximate method that does not require integration. Taking the first order approximation of the Taylor series expansion for T 2 evaluated at =0 yields the expression: with =0. We evaluated the performance of Equation 21 compared to numerical integration over and to Monte-Carlo simulation and found that it produces results that are, in most cases, within a few percent of the more exact calculations, with the values obtained from Equation 21 slightly larger than the exact solution. Therefore, we recommend the use of Equation 21 for calculating the total variance of ln͑y͒ about the population mean given by Equations 13a and 13b.
MODEL COMPARISONS
Figures 19-21 compare magnitude and distance scaling produced by the new model with that predicted by the models developed by Sadigh et al. (1997) . The comparisons require an assessment of V S30 representative of the Sadigh et al. (1997) relationships. For suggested a value of 620 m / s. However, we think that this may be higher than the average for the data used by Sadigh et al. (1997) , which included recordings from many sites that are now classified as NEHRP C, and have used a V S30 of 520 m / s for the comparisons.
The bulk of the ground motion data are for soil sites and at distances between 20 and 50 km and the two models produce generally similar results for these conditions and short period motions. The models are more similar for soil than for rock, which is to be expected given that the majority of ground motion data is recorded on soil sites. The difference between the two models increases for longer period motions, with the new model generally indicating lower motions. This difference is attributed largely to the much larger spectral acceleration database available to constrain the model coefficients compared to the amount of data available for use by the Sadigh et al. (1997) . Differences Figure 19 . Magnitude and distance scaling predicted by the model developed in this study and predicted by Sadigh et al. (1997) for horizontal distance from a vertical strike-slip fault and soft rock sites.
in the model formulations account for the differences in predicted ground motions at the edges of the data. The distance scaling formulations are quite different, resulting in differences in the shape of the attenuation curves beyond 70 km, especially for long period motions. The introduction of the hanging-wall effect results in increases in the model predictions over those of Sadigh et al. (1997) for sites located in the hanging wall and reductions at other sites. The style of faulting effect for reverse earthquakes is now smaller and reduces with increasing spectral period. Differences in the predictions also occur for smaller magnitudes at close distances due to the revised scaling formulations.
Figures 22 and 23 compare median response spectra for the two models. The spectral shapes generated by the two models are similar, but as indicated in Figures 19-21 , the updated model produces lower long period motions. 
MODEL APPLICABILITY
The model developed in this study is considered to be applicable for estimating pseudo spectral accelerations (5% damping) and peak motions for earthquakes in active tectonic regions in which the following conditions apply: Figure 21 . Magnitude and distance scaling predicted by the model developed in this study and predicted by Sadigh et al. (1997) for horizontal distance from the top edge of rupture on a reverse fault ͑␦ =45°͒ and soft rock sites. The model was developed using the anelastic attenuation coefficient ␥ constrained by data from California earthquakes. For application in other regions where earthquakes at distances greater than about 50 km are a major contributor to the hazard, adjustments to the ␥ coefficients c ␥ 1 and c ␥ 2 may be warranted. These adjustments can be made using Figure 22 . Median response spectra predicted by the model developed in this study and predicted by Sadigh et al. (1997) strike slip earthquakes and soft rock sites. Magnitudes are in order of increasing amplitude M 5.5, 6.5, 7.5, and 8.5.
the hybrid approach developed by Campbell (2003) . In making such adjustments, we stress the need for the user to obtain estimates of Q for the two regions that are based on consistent geometric spreading models.
The site response portion of the ground motion model was constrained such that all ground motion amplification factors are 1 for V S30 greater than 1130 m / s. As the rock velocity increases we expect shallow crustal damping (i.e., "kappa") to decrease, resulting in increases in high frequency motion. Data for such sites are not present in the Figure 23 . Median response spectra predicted by the model developed in this study and predicted by Sadigh et al. (1997) strike slip earthquakes and firm soil sites. Magnitudes are in order of increasing amplitude M 5.5, 6.5, 7.5, and 8.5.
PEER-NGA database in sufficient quantity to estimate this effect and it is not captured in our model. Such effects should be considered if the model is to be applied to sites with V S30 greater than 1500 m / sec.
The model was developed using recordings from earthquakes with a maximum depth to top of rupture of 15 km and a maximum hypocentral depth of 19 km. The model predicts a linear increase in ln͑y ref ͒ with increasing Z TOR over this range for most spectral periods. Application of the model in regions with very thick crust (e.g., ӷ20 km) is an extrapolation outside of the range of data used to develop the model coefficients.
The ground motion model presented here is sensitive to the value of sediment depth, Z 1.0 , for the site. We have used data from the SCEC-3D Version 4 model for southern California and users should used this version to estimate values of Z 1.0 at sites in southern California. For general application, we recommend that the user estimate Z 1.0 from Equation 1 unless there is site-specific data to provide a better estimate (e.g., a site velocity profile). Note also that large values of Z 1.0 may produce numerical overflow of the cosh function in some compilers and the user may need to determine the appropriate limits in implementing our model in computer programs. 
