Generalization and Training Errors G = q(x) log ( q(x) / p*(x) ) dx Generalization Error T = (1/n) Σ log ( q(X i ) / p*(X i ) ) 
In singular models, they have been left unknown.
Example of a singular model Kullback-Leibler distance
Log density ratio function
Empirical KL distance, 1 n Two problems of posterior distribution
The posterior distribution can be rewritten as
We need
How fast exp( -nK(w) ) 0.
Fluctuation of K n (w) -K(w).
K(w) =0 is an analytic set with singularities. 
Zeta is Mellin transformation of s(t),
Posterior is Laplace transformation of s(t), State density function
ζ(z), a holomorphic function in Re(z)>0, can be analytically continued to entire complex plane as a meromorphic function.
Definition. λ = λ 1 : Log Canonical Threshold.
Asymptotic expansion of Posterior
There exists a measure D(du) on U such that
, there exists a(x,u) such that
Definition. Empirical Process, 1
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Empirical Process ξ n ξ : gaussian process Lemma.2
The convergence in law is proved as a random variable in Banach space of uniformly bounded functions on U.
Empirical process shows fluctuation of K n (g(u)),
Renormalized distribution
Lemma. 3 For arbitrary s >0,
Definition. Renormalized posterior distribution
Singular Fluctuation
There are infinitely many resolutions of singularities. However, neither λ nor ν depends on the choice. Therefore, λ and ν are birational invariants.
If p(x|w) is statistically regular, λ = ν = d/2, If p(x|w) is singular, they are different.
Definition. Singular Fluctuation is defined by
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The functional variance
Lemma Generalization and training errors are given by real log canonical threshold λ and singular fluctuation ν. Theorem. By eliminating λ and ν,
The generalization error G can be estimated from the training error T and the functional variance V.
Application to Model Evaluation True =3, n=500, Para=2000, MCMC=400000 G T + V/n Number of Hidden Units Number of Hidden Units M=N=10,
