As search systems gradually turn into intelligent personal assistants, users increasingly resort to a search engine to accomplish a complex task, such as planning a trip, renting an apartment, or investing in stocks. A key challenge for the search engine is to understand the user's underlying task given a sample query like "tickets to panama", "studios in los angeles", or "spotify stocks", and to suggest other queries to help the user complete the task. In this paper, we investigate several strategies for query recommendation by traversing a semantically annotated query log using a mixture of explicit and latent representations of entire queries and of query segments. Our results demonstrate the efectiveness of these strategies in terms of utility and diversity, as well as their complementarity, with signifcant improvements compared to state-of-the-art query recommendation baselines adapted for this task.
INTRODUCTION
Given a query representing a user's complex task, which may encompass multiple subtasks, as seen in Figure 1 , the goal of a taskoriented query recommendation system is to understand the underlying user task and generate a set of key phrases that are useful toward completing as many of these subtasks as possible [13] . This problem can be seen as a specialization of the query recommendation problem, which has been extensively investigated over the past decade. In particular, query recommendation approaches leverage Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for proft or commercial advantage and that copies bear this notice and the full citation on the frst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specifc permission and/or a fee. Request permissions from permissions@acm.org. a plethora of ranking signals from a query log in order to infer the relevance of a recommendation given an input query [1, 3, 12] .
Notwithstanding their maturity, current query recommendation approaches may fail to tackle the complex nature of task-oriented search [13] . As illustrated in Figure 1 , task-oriented search requires producing recommendations that cover diverse subtasks centered around some named entity given a potentially rare or even unseen query. To address these challenges, we propose a two-stage approach. Firstly, to promote the understanding of tasks underlying rare or even unseen queries, we model semantically annotated query segments as a bipartite graph connecting named entities and the contexts where these entities appear in a query log. Secondly, to produce recommendations that cover a wide variety of subtasks, we investigate multiple strategies for traversing the entity-context graph given an input query. Through a comprehensive analysis using the experimentation paradigm provided by the TREC Tasks track [13] enriched via crowdsourcing, we show that these strategies are complementary and that their combination consistently outperforms state-of-the-art query recommendation baselines from the literature, particularly for long-tail as well as hard queries.
RELATED WORK
Among classical query recommendation approaches, Baeza-Yates and Tiberi [1] sought to promote queries frequently co-clicked with the input query. Relatedly, Boldi et al. [3] used a variety of syntax and time signals to build a machine learning model that connects queries with similar intents, producing recommendations via biased random walks on the resulting "query-fow" graph. Recently, approaches using deep neural networks have also been proposed, with major improvements over the previous state-of-the-art. For instance, Sordoni et al. [12] used a recurrent encoder-decoder network which captures the sequential nature of words in a query and of queries in a session for generating new recommendations.
ENTITY-CONTEXT GRAPH
A user task can target a variety of subjects, from planning a trip ("tickets to panama"), to building an investment portfolio ("spotify stocks"), to learning something new ("python tutorial"), with each task encompassing multiple subtasks. Formally, given a query q as a sample of the user's underlying task T = {t 1 ,t 2 , · · · ,t n } comprising n unknown subtasks, our goal is to produce an ordered set of k key phrases S = {s 1 ,s 2 , · · · ,s k } with maximum coverage of the subtasks in T and with minimum redundancy [11] .
Most previous works on query recommendation deal with entire queries, which can be problematic, particularly when dealing with rare or unseen queries. Instead, we propose to represent queries at the segment level, by focusing on tasks centered around queries with a named entity, which amount to over 70% of the web search trafc [8] . Inspired by Guo et al. [8] , we segment each query into two parts: a named entity e and its associated context c. 1 As a result, we can represent a query log as a weighted bipartite graph G = (E, C, L) where E denotes the set of entities present in the log, C the set of contexts, and L = {(e,c) | e ∈ E,c ∈ C} denotes the set of edges corresponding to queries (e,c), weighted by:
where Pr(e,c) is the probability that both e and c appear in the same query in the query log, Pr(e) the prior of entity e in the log, and Pr(c) the prior of context c. This formulation is used so entities or contexts that are popular in the log, but not locally relevant, will receive a lower weight. The resulting graph G is illustrated in Figure 2 (a), 2 with the input query highlighted as a black edge linking the tuple (e 0 ,c 0 ). The query recommendation problem then becomes a problem of recommending edges on G, even if the recommended edge is not present in the original log.
TRAVERSAL STRATEGIES
We propose three alternative strategies for traversing the graph G in order to recommend useful and diverse recommendations for task understanding. These strategies are illustrated in Figures 2(b)-(d).
Direct Expansion (DE).
Given an input query q = (e 0 ,c 0 ) with entity e 0 and context c 0 , a simple strategy to recommend queries is to look for other contexts related to e 0 . This strategy, called direct expansion, is illustrated in Figure 2 (b). In the example, given the query "tickets to london," this strategy could return useful recommendations such as "london weather" and "hotels in london, " but perhaps not so useful ones such as "history of london. " Because we weight edges proportionally to their frequency in the log (see Equation (1)), informational queries such as "history of london" will be demoted in favor of navigational and transactional ones, which are more likely to convey subtasks [13] . Intuitively, this strategy works best in situations where the user is looking for other actions to perform related to the input entity itself.
Syntagmatic Expansion (SE).
Because direct expansion promotes alternative contexts related to the input entity e 0 , it can lack in diversity. For instance, a user planning a trip may be interested in points-of-interest other than the one represented by e 0 itself. To promote recommendations associated with entities related to e 0 , we propose a second strategy, called syntagmatic expansion. As illustrated in Figure 2 (c), this strategy promotes entities e i (e.g., "big ben") that are topically related to the input entity e 0 (e.g., "london"). To this end, instead of exploiting topical relationships explicitly stated in the query log (e.g., entities that share many contexts), to attenuate the sparsity problem, we resort to matching entities in a semantic space. In particular, we leverage entity embeddings pretrained on Wikipedia [10] 3 and identify the 50 nearest neighbor entities to e 0 . Candidate recommendations are then produced by pairing each neighbor entity e i with its 50 most salient contexts c i ∈ C according to Equation (1) . In our example in Figure 2 (c), we could pair "big ben" with salient contexts such as "tickets to #" and "# opening hours. " Finally, to rank the set of up to 50 × 50 = 2,500 recommendations, we score each entity-context pair (e i ,c i ) as:
where (⃗ e 0 • ⃗ e i ) denotes the dot product between dense vector representations of e 0 and e i , and ℓ(e i ,c i ) is given by Equation (1).
Analogical Expansion (AE).
To promote non-trivial recommendations, we propose a third traversal strategy, denoted analogical expansion. The intuition behind this strategy is that related entities to e 0 can be identifed by looking at analogous relationships involving entities of the same type as e 0 . This strategy comprises fve steps. First, to identify a set of entities of a similar type as e 0 , we select the top 50 entities e s that share the same context c 0 with the input entity e 0 in G, ranked by ℓ(e s ,c 0 ). In Figure 2 (d), "rome" is identifed as an entity of the same type as the input entity "london. "
As a second step, after retrieving a set of paradigmatically similar entities e s to e 0 , we search G for entities e n that frequently follow e s across sessions. The intuition behind this step is that we can further project the movement e s → e n back to e 0 . For instance, if someone searches for a museum after searching for a city similar to the one the user is looking for, we want to move in the same general direction in the embedding space of entities, so we can fnd another museum (or, more generally, any other entity) related to e 0 . In order to decide which movements e s → e n are worth projecting back to e 0 we score each movement according to:
where both ℓ(e s ,c 0 ) and ℓ(e s ,e n ) are given by Equation (1), except that the latter is overloaded to weight the co-occurrence of two entities within sessions rather than the co-occurrence of an entity and a context within queries. In total, we keep the top 5 entities e n that follow each entity e s . In our example in Figure 2 (d), "rome" → "vatican" represents one such frequent movement. As a third step, to project the identifed movements back to the input entity e 0 , we perform an analogy operation [10] . Given embeddings for the original entity (e 0 ), typically similar entity (e s ), and next entity (e n ), we identify a related entity e i according to e i = ⃗ e 0 − ⃗ e s + ⃗ e n , where ⃗ e • is the dense vector representation of e • . Following our example, "downing street" is selected as a related entity to "london" analogously to how "vatican" is related to "rome. "
As a fourth step, the entity e i selected via analogies must be paired with a suitable context to produce a well-formed recommendation. Given the exploratory nature of analogical expansions, simply choosing the contexts c i that most frequently co-occur with e i may cause an undesired topic drift. An alternative could be to look for contexts c i that co-occur with the input entity e 0 , which in turn could lead to poor diversity. As a compromise, we train a state-of-the-art neural query recommendation approach [12] on the underlying query log to produce session-sensitive contexts c i given the input query q, to be matched with the entities e i . Because entities and contexts are generated independently in the analogical expansion strategy, we risk recommending semantically incompatible tuples like ("big ben", "mayor of #"). As a ffth and fnal step, to make sure only meaningful tuples are recommended, we further score each tuple (e i ,c i ) according to:
where ℓ(e s ,e n ) is the cross-session compatibility (see Equation (3)) of the movement e s → e n that led to the analogous e 0 → e i , d (⃗ c i ,⃗ c j ) is the word mover's distance [9] between the embeddings contained in c i and c j , and C e i is the set of all contexts linked to e i in G. In the next section, we will investigate the efectiveness of these strategies in isolation as well as combined with each other.
EXPERIMENTAL EVALUATION
Our experiments aim to assess the efectiveness of our three proposed strategies for query recommendation in task-oriented search.
Test Collection. As test queries, we consider all 50 queries provided by the TREC 2016 Tasks track. Each query includes an explicit reference to the entity e 0 that is the target of the underlying task, as exemplifed in Figure 1 . The number of subtasks per task ranges from 4 to 14 across the 50 queries. Relevance judgments are available at the subtask-level on a scale from 0 (non-relevant) to 2 (highly relevant). On average, there are 80 unique recommendations judged relevant to at least one subtask per task, as well as 17 recommendations judged highly relevant. As a corpus of candidate recommendations, we use the AOL 2006 query log, semantically annotated using an efcient named entity recognizer for queries [2] .
Evaluation Methodology. The ground-truth provided by the TREC 2016 Tasks track comprises a relatively small, non-exhaustive set of judgments, which limits the reusability of this test collection for evaluating new query recommendation strategies [6] . To overcome this limitation, we propose a relaxation scheme to match retrieved recommendations to those in the ground-truth. Under this scheme, a retrieved recommendation s is deemed relevant if its similarity to some ground-truth recommendation д is greater than or equal to a threshold θ ∈ [0, 1]. As a similarity function, we employ the negative word mover's distance given the bags of word embeddings representing s and д. To assess the utility and diversity of a ranked list of recommendations S, we compute its intent-aware expected reciprocal rank (ERR-IA [7] ) at 20 for multiple thresholds θ ∈ [0, 1] in steps of 0.1, aggregated into a single point estimate ERR-IA*:
θ where ERR-IA@20(S,θ ) leverages the ground-truth relaxed according to the given similarity threshold θ , with the rightmost exponential factor emphasizing the contribution of stricter ground-truths. To ensure our fndings are not a mere artifact of this relaxation, we conducted a further, exhaustive evaluation of the best performing strategies with human judges via crowdsourcing. To this end, we used the Figure Eight platform, 4 where three judges assigned scores between 1 and 3 (later averaged) to each recommendation following similar instructions as those used by TREC judges, and with no further information about the origin of each recommendation. We also included known answers as honeypots to flter bad judgments. The augmented ground-truth is available upon request.
Baselines. We consider two baselines representative of classical and neural approaches for query recommendation: Search Shortcuts (SS) [4] , implemented using Terrier, 5 and Hierarchical Recurrent Encoder-Decoders (HRED) [12] , trained over the AOL query log. Both baselines were deployed with their suggested hyperparameter settings [4, 12] . Neither these baselines nor our proposed strategies require supervision, hence all 50 queries were used for testing.
Experimental Results. We investigate the efectiveness of our proposed strategies, namely, Direct Expansion (DE), Syntagmatic Expansion (SE), and Analogical Expansion (AE), in contrast to two state-of-the-art query recommendation baselines: SS [4] and HRED [12] . To further exploit the potential complementarity of our From Table 1 , we further confrm the superiority of DE compared to SE and AE for queries in all groups. Moreover, the combined Mix strategy consistently outperforms SS and HRED in most scenarios. Interestingly, Mix performs the best for hard queries (tail queries, and those that involve a large variety of entities and subtasks). Two exceptions are head queries (5/50 queries with 10+ occurrences in the log) and queries with 17-31 entities in the ground-truth (17/50 queries), where HRED performs the best. To further validate these observations, we submitted the recommendations of Mix, SS, and HRED to additional assessment by human judges via crowdsourcing. The results of this investigation are shown in Table 2 . From the table, we frst note a generally consistent agreement with the relaxed results reported in Table 1 . However, the results attained strategies, we produce a combined strategy (denoted Mix) by aggregating the recommendations produced by all strategies. To penalize duplicate and near-duplicate recommendations contributed by different strategies, the combined strategy employs a ranking model inspired by the idea of maximal marginal relevance (MMR [5] ). In particular, each candidate recommendation is rescored based on its similarity to the input query and its dissimilarity to other candidate recommendations. Both similarities compute the word mover's distance between the corresponding word embeddings. Table 1 shows the results of this investigation in terms of ERR-IA*@20 (see Equation (5)). Considering all 50 queries (frst column), we note that, among our individual strategies, DE performs the best, followed by SE and AE. This is somewhat expected, given that DE is the most conservative of the strategies, whereas AE is the most aggressive. Table 1 also shows that, individually, our strategies do not outperform the baselines. However, when combined into the Mix strategy, they outperform both baselines, signifcantly so in the case of SS. To further assess our strategies, we break down our evaluation for diferent groups of queries, according to: (i) query frequency, aimed to investigate the impact of sparse information, with queries grouped as head (10+ occurrences in the log), torso (1-10), and tail (0); (ii) number of entities in the ground-truth, aimed to measure the diversity requirement of diferent queries, organized in three buckets: queries with 10-16, 17-31, and 32-60 entities; and (iii) number of subtasks in the ground-truth, aimed to assess the complexity of the underlying task, with queries also organized in three buckets: those with 4-6, 7-9, and 10+ subtasks.
by Mix are even stronger in this exhaustive judging scenario, with improvements compared to both SS and HRED in all tested query groups. These observations corroborate the efectiveness of our approach for query recommendations for task-oriented search, with improvements over the state-of-the-art for queries with various frequency levels, number of expected relevant entities, and number of underlying subtasks. While the metrics in Tables 1 and 2 are not directly comparable, they show that the results from our relaxed evaluation can be used as a proxy for human judgments.
CONCLUSIONS
We proposed three novel strategies for traversing a semantically annotated query log for query recommendation in task-oriented search. Through a comprehensive evaluation extending the experimentation paradigm provided by the TREC Tasks track via relaxed judgments and crowdsourcing, we demonstrated the efectiveness of our strategies and their complementarity in contrast to state-of-the-art query recommendation approaches for queries with diferent frequency, number of target entities, and of underlying subtasks. In the future, we plan to investigate further traversal strategies for identifying useful recommendations, and to test the suitability of our approach to feed smart assistants.
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