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Abstract
In this paper, several advanced data-driven nonlinear identification
techniques are compared on a specific problem: a simplified glucoregu-
latory system modeling example. This problem represents a challenge
in the development of an artificial pancreas for T1DM treatment, since
for this application good nonlinear models are needed to design accu-
rate closed-loop controllers to regulate the glucose level in the blood.
Block-oriented as well as state-space models are used to describe both
the dynamics and the nonlinear behavior of the insulin-glucose sys-
tem, and the advantages and drawbacks of each method are pointed
out. The obtained nonlinear models are accurate in simulating the
patient’s behavior, and some of them are also sufficiently simple to
be considered in the implementation of a model-based controller to
develop the artificial pancreas.
1 Introduction
The availability of good nonlinear modeling techniques is highly beneficial in
many branches of engineering. Nonlinear models are needed in various ap-
plications, e.g. to understand and analyze the system under test, to simulate
the behavior of the device during the design phase, or to design and imple-
ment a controller in industrial processes. System identification provides us
with a variety of methods to derive accurate mathematical descriptions of
the underlying system, based on a set of input/output measurements [1].
Among the different choices for the (nonlinear) model structure, block-
oriented models are simple representations that are easy to interpret, and
for this reason they are often used in practice (see [2] for an overview of
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recent advances). On the other hand, state-space models are very flexible
descriptions, and offer the advantage of being more suited for Multiple-Input
Multiple-Output (MIMO) problems [3, 4].
Given the particular problem under study, the user needs to select which
model structure to adopt to describe the system’s behavior. This choice
is often made by trading-off model accuracy and complexity, taking into
account the constraints of the problem.
In this paper, several nonlinear block-oriented and state-space models
are compared. Within the class of block-oriented models, single-branch and
parallel Wiener models are considered. Within the state-space models, poly-
nomial nonlinear state-space and neural network based state-space models
are considered. All these nonlinear models are compared on a specific exam-
ple, the identification of a simplified glucoregulatory system. This problem
is a major challenge in the development of the artificial pancreas for Type
1 diabetes mellitus (T1DM) patients.
T1DM is a disease characterized by the fact that the pancreas is not
able to produce a sufficient amount of insulin. When treating patients with
exogenous insulin delivery, a closed-loop model-based controller serves as an
essential component of the artificial pancreas that is responsible for regu-
lating the level of glucose in the blood. Accurate but simple models of the
glucoregulatory system are needed to tune the artificial pancreas in real-time
controllers.
Several mathematical descriptions (mainly first principle models) have
been considered to represent a diabetic patient (e.g. the Meal model [5],
the Hovorka model [6], and the minimal modeling approach [7]). These
models can be used to verify the quality of a controller, but they are not
suited for online tuning. Examples of automated closed-loop control sys-
tems based on these models are currently under study. Extensive reviews of
the different controller types used for the insulin-glucose problem, including
PID controllers and Model Predictive Control (MPC) approaches, can be
found in [8, 9]). Although the physical models retain physiological relevance
and interpretability of the underlying system, they present the major lim-
itation of being too complex for control and prediction algorithms design.
Therefore, the application of advanced identification techniques to obtain
simple behavioral models of insulin-glucose systems, based on available in-
put/output data, represents a crucial step towards the development of the
artificial pancreas for T1DM patients.
In [10] it is shown that identification of nonlinear models is needed,
since linear modeling does not guarantee an accurate approximation of the
(nonlinear) glucoregulatory system, especially when the model is required
for a wide operating range.
One way of extending the linear framework is to consider linear param-
eter varying (LPV) models, as done in [11] where a set-membership LPV
identification method is exploited to model the insulin-glucose dynamics.
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A different approach, based on nonlinear modeling, is studied here. The
reason why the nonlinear framework is chosen in this work is given by the
intrinsic nonlinear nature of the first principle models ([5, 6]). LPV models
are typically suited to describe a nonlinear system only if the input signal
stays rather small around a moving set point, since the nonlinear behav-
ior can then be satisfactorily linearized with a good approximation. Their
performance deteriorates if one tries to extend the use of LPV models to
larger signals. In this paper, nonlinear models will be considered to capture
as accurately as possible the nonlinear dynamics characterizing the physical
descriptions. The considered nonlinear models are single-branch and par-
allel Wiener models, and polynomial and neural network based nonlinear
state-space models.
The objective of this work is the comparison of several nonlinear identi-
fication techniques to obtain a (simple) behavioral model for the glucoregu-
latory system example.
The focus is on the comparison of the different nonlinear identification
techniques. Simulations of the Meal model [5] will be used as a benchmark
for the different identification methods. Note that the glucoregulatory sys-
tem is characterized by two inputs: the insulin delivered to the patient, and
the meal intake. However, to simplify the analysis, in this study only the
insulin will be considered as an input, since it is the main control variable.
The meal intake will not be considered in this paper.
Block structures as well as nonlinear state-space representations are con-
sidered to model both the dynamics and the nonlinear behavior of the
insulin-glucose system. To characterize the system nonlinearities, polyno-
mials and nonlinear functions from statistical learning (namely neural net-
works) are used.
This paper is organized as follows. Section 2 introduces the considered
problem and the objective of the work. Sections 3 and 4 discuss the de-
tails of the block-oriented identification and nonlinear state-space modeling
techniques that are then applied to the glucoregulatory system identification
problem in Sections 5 and 6. A critical discussion of the results and of the
computational complexity aspects, together with some issues about the con-
troller implementation are presented in Section 7. Finally, some conclusions
are drawn in Section 8.
2 Problem formulation
In general terms, a system identification task consists in finding a mathe-
matical description, i.e. a model, that characterizes the input/output rela-
tionship of the given system, on the basis of a set of measured values, and, if
available, any a priori information about the underlying system. Obtaining
accurate models proves to be very useful for several purposes: to simulate
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the system behavior without the need of performing expensive experiments,
to design or optimize industrial processes, to build a controller for a specific
device, etc.
Many different techniques have been developed to solve system identifi-
cation problems, and while the linear case is already well understood [12, 13],
nonlinear modeling still offers interesting challenges and open problems (see
[1] for a complete overview).
The application considered in this work is the identification of the glu-
coregulatory system. The idea is to take a first step towards the estimation
of a model that can be used to implement a controller for the development
of the artificial pancreas for T1DM patients.
As mentioned above, the glucoregulatory system normally has two in-
puts: the insulin and the meal intake. Here a first step is taken in order to
understand the behavior of one branch of the two-input system, namely the
insulin-glucose subsystem. Note that, in this application, the insulin is the
control variable, so it is natural to start addressing the problem by focusing
on the insulin-glucose branch.
Moreover, in [10], it is shown that for a Meal model, used in this work to
simulate the glucoregulatory system and to generate the benchmark data,
the insulin-glucose subsystem exhibits a higher nonlinear behavior than the
meal-glucose branch, which makes the identification of the insulin-glucose
subsystem a more challenging problem.
Clearly, given the nonlinear nature of the glucoregulatory system, there
might be mixing effects present between the two inputs. This would mean
that one cannot simply decompose the two-input one-output system into
two independent single-input single-output (SISO) parts.
However, in the field of closed-loop glucose control, it is a common prac-
tice to obtain a SISO insulin-glucose model for the design of feedback control
algorithms (see e.g. [14] and [15]). If a feedfoward controller is considered,
then another SISO meal-glucose model (representing the disturbance ef-
fect) is also identified. Considering the nonlinearity in the insulin-glucose
model proved to enhance the controller performance, while the insertion
of nonlinearity in formulating a feedforward control part would increase the
complexity, without significant improvement in the overall performance [16].
Furthermore, studying one branch is useful to get insight about the par-
tial behavior of the system. This choice provides us with a good benchmark,
linked to a relevant application, on which several nonlinear models can be
compared.
Therefore, in this paper the focus will only be on the simpler SISO case.
Figure 1 depicts the considered simplified glucoregulatory system and
the controller. In this particular example, the input to the system is the
insulin delivered to the patient, and the output is the glucose level. The aim
of the controller is then to automatically compute the required insulin dose
to keep the concentration of glucose in the blood within the desired range.
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Figure 1: Schematic representation of the considered simplified glucoregu-
latory system (S). A model-based controller (C) is needed to regulate the
level of glucose in the patient’s blood.
To be used for control purposes, the identified model should be: (1) as
accurate as possible, since large errors may cause serious damage to the
patient; (2) not too complex, to be able to easily implement the controller.
A first step in the identification procedure can be to build a good linear
model and check whether this description is sufficient to characterize the
system. Linear models are indeed easy to interpret, and quite simple to
obtain and to use. Moreover, several well-established techniques exist for
linear identification, both in the time- [12] and in the frequency domain [13].
In this work, the Best Linear Approximation (BLA) – introduced in more
details in the next subsection – is estimated and used as starting point for
all the nonlinear identification methods that will be presented.
2.1 Best Linear Approximation (BLA)
In the class G of all linear models, the BLA is defined to be optimal in least
square sense:
GˆBLA = arg min
G∈G
E{|y(t)−G(u(t))|2}
Here u(t) and y(t) are the input and output of the considered system [13].
As a result, a nonlinear system can be described as a linear system plus
a noise source representing all nonlinear distortions and noise contributions
that are not captured by the BLA.
To obtain a good linear description of the underlying nonlinear system,
first the Frequency Response Function (FRF) GˆBLA(jωk) at frequencies ωk is
estimated nonparametrically. This can be done in the frequency domain by
applying the Local Polynomial Method [17, 13], which allows one to remove
transient terms and to get an estimate of the sample variance σˆ2
GˆBLA
(jωk)
of the nonparametric BLA.
As a next step, a parametric transfer function GˆBLA(jωk,θ) is obtained
starting from the estimated FRF, e.g. using the ELiS toolbox [18]:
GˆBLA(jωk,θ) =
b0 + b1q
−1 + · · ·+ bnbq−nb
a0 + a1q−1 + · · ·+ anaq−na
(1)
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Figure 2: Nonlinearity level for an example of an insulin-glucose system.
The output spectrum (solid line) and the nonlinear distortions (bullets) are
shown, for two different excitation levels (black: high level, gray: low level)
[10].
where q−1 is the backward shift operator, and the parameter vector θ con-
tains all ai and bj values.
The sample variance σˆ2
GˆBLA
(jωk) estimated in the previous step can be
used as a weight term to define a weighted cost function in the optimization
routine as follows:
V (θ) =
F∑
k=1
∣∣∣GˆBLA(jωk)− GˆBLA(jωk,θ)∣∣∣2
σˆ2
GˆBLA
(jωk)
2.2 Linear vs. nonlinear modeling
Figure 2 shows the nonlinearity level of a typical example of an insulin-
glucose system [10]. On this occasion the input is a signal known as a random
phase multisine [13]. It is a periodic broadband signal designed with uniform
power over the bandwidth of interest but has several harmonics suppressed
to detect the level of nonlinearity [19]. More in details, a random phase
multisine with period length N is defined as follows:
uRPM (t) =
F∑
k=1
Ak cos (2pik
t
N
+ ϕk) (2)
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where F is the number of excited frequencies, and the phases ϕk are random
variables that are independent over the frequency and uniformly distributed
in the interval [0, 2pi). Two rms levels of a random phase multisine excitation
are considered to analyze the nonlinearity level of the system. For a low
input rms level the nonlinear contributions are about 30-40 dB lower than
the output spectrum (i.e. a linear model can give a satisfactory description
of the system behavior), but when a higher input rms level is considered the
nonlinearity level increases significantly. In practice, this means that relying
on a linear model would result in large error contributions that will affect
the performance of the controller, potentially exposing the patient to high
risks.
This motivates the application of advanced nonlinear modeling tech-
niques to solve the simplified SISO glucoregulatory system identification
problem.
In this paper two main classes of approaches are discussed: block-oriented
modeling and nonlinear state-space modeling. Some of the most recent ad-
vances within these two groups of methods will be presented in more details
in the next two sections, and will then be applied to the considered insulin-
glucose problem.
3 Block-oriented identification
In the recent years, there has been an increasing interest in block-oriented
nonlinear modeling [2]. Several classes of block-oriented models are obtained
by combining two basic block types in different ways: linear time-invariant
(LTI) blocks and static nonlinear blocks.
Due to the simplicity of block structures and the fact that they are
easy to interpret, block-oriented models are often used in practice. Many
identification methods have been proposed that address a specific model
class (Wiener, Hammerstein, Wiener-Hammerstein, and so on, see works
in [2] for some examples). In the following, two types of block-structured
models are discussed in more details: Wiener models and Wiener-Schetzen
models.
3.1 Wiener models
By connecting a linear block in series with a static nonlinearity one obtains
the class of Wiener models (Figure 3(a)), which has been successfully applied
to describe the input/output relationship of many nonlinear systems, see e.g.
[20, 21].
The identification algorithm for the Wiener structure consists of three
steps [22]:
1. Identification of the linear dynamic block by estimating the BLA. In
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(a)
(b)
Figure 3: (a) Wiener models. (b) Parallel Wiener models.
practice this is done by applying first the Local Polynomial Method
[17, 13] and then estimating a parametric linear model (as in Eq. (1))
starting from the nonparametric BLA. When a Gaussian input is used,
the dynamics estimated with the BLA are equal to the LTI block of
a Wiener system [13]. In particular, the BLA of a Wiener system is
given by:
GˆBLA(q) = αL(q) (3)
where the real coefficient α depends on the system and on the power
spectrum of the Gaussian input signal, and L(q) is the LTI block.
2. Identification of the static nonlinear block. By filtering the input signal
with the estimate of the linear block obtained in the previous step, the
input r(t) to the nonlinear block is known up to the scale factor α.
Note that knowledge of this scale factor is not required, as an arbitrary
nonzero gain can be exchanged between the linear and nonlinear block
without affecting the input/output behavior of the system. Hence the
static nonlinearity can be easily modeled. Here two different choices
for the nonlinearity are considered:
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• a polynomial representation:
y(t) =
d∑
k=0
βkr
k(t) (4)
Note that this formulation is linear in the parameters βk. This
makes it possible to initialize the nonlinear term by solving a least
squares problem in a fast and efficient way.
• a one-hidden-layer feedforward sigmoidal neural network [23]:
y(t) =
n∑
k=1
γk tanh(vkr(t) + wk) + c (5)
Here the parameters γk, vk, wk, c appear nonlinearly, therefore a
nonlinear optimization routine is needed to initialize a nonlinear
block with this structure.
3. Optimization of all parameters via a nonlinear least squares optimiza-
tion routine. This step is computationally the most expensive part of
the identification algorithm for Wiener models.
3.2 Wiener-Schetzen models
To increase the model flexibility, one can also decide to add a number of
different Wiener models in parallel, obtaining the class of parallel Wiener
models (Figure 3(b)). A subset of the parallel Wiener class is given by
Wiener-Schetzen models. Here, the linear dynamic blocks are rational or-
thonormal basis functions [24], and the nonlinearity is a multivariate poly-
nomial. In spite of its simple structure, this model class has proven to
approximate all fading memory open loop nonlinear systems with an arbi-
trarily high accuracy [25].
In this work, the Wiener-Schetzen model is estimated as follows [26]:
1. Determination of the orthonormal basis functions Li, i = 1, . . . ,m,
based on the poles of the parametric BLA. This is done, for each
branch, as follows:
Li(q) =
√
1− |pi|2
q − pi
i−1∏
j=1
1− p∗jq
q − pj (6)
where the pi’s are the poles of the parametric BLA.
2. Identification of the multivariate polynomial function (after filtering
the input signal u(t) through the different estimated linear blocks, to
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obtain the signals ri(t), i = 1, . . . ,m):
y(t) =
d∑
s=0
∑
k1+···+km=s
βk1,...,km
m∏
i=1
rkii (t) (7)
The parameters βk1,...,km of the nonlinear part are obtained by min-
imizing the mean square error between the modeled output and the
true output y(t), which is a problem that is linear in the parameters,
and that therefore can be solved easily and fast.
When no noise is present, the root mean square error on the modeled
output can be made arbitrary small by increasing the number of basis func-
tions in the linear part, at the cost of a significant increase in the number
of parameters of the model. In this way, there is no need to further opti-
mize the parameters with a nonlinear optimization routine. Note, however,
that the computational complexity increases combinatorially with the num-
ber of branches m, since the nonlinear term is formulated as a multivariate
polynomial.
4 Nonlinear state-space models
A different modeling approach to characterize the behavior of nonlinear
dynamic systems is the identification of nonlinear state-space models. These
are black-box models that are described by two equations: a state equation
(8), and an output equation (9):
x(t+ 1) = f(x(t),u(t)) (8)
y(t) = g(x(t),u(t)) (9)
where u(t) and y(t) are the input and output signal respectively, x(t) is
the state sequence that represents the memory of the system and is in general
unknown, and f(·) and g(·) are the nonlinear functions to be estimated.
Nonlinear state-space models are flexible model structures that represent
naturally system dynamics, they allow one to easily deal with multiple-input
multiple-output (MIMO) systems and have already been used to success-
fully describe a variety of systems [27, 28]. In contrast to the previous
model structures, nonlinear state-space models can also describe systems
with nonlinear feedback.
In this paper, two approaches are discussed, which differ in the choices
that are made to describe the nonlinear parts in the model, and in the
identification techniques that are developed to solve the modeling task: a
polynomial state-space model and a neural network-based state-space model.
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4.1 Polynomial Nonlinear State-Space (PNLSS) models
PNLSS models extend the classical linear state-space representation by ad-
ding polynomial terms, as in the following equations:
x(t+ 1) = Ax(t) +Bu(t) +Eζ(x(t),u(t)) (10)
y(t) = Cx(t) +Du(t) + Fη(x(t),u(t)) (11)
where A, B, C and D are the coefficient matrices characterizing the linear
part of the model, vectors ζ and η contain monomials in x(t) and u(t) (up
to a user-specified degree), and matrices E and F contain the coefficients
corresponding to these monomials.
The identification procedure for PNLSS models consists of the following
steps [4]:
1. Nonparametric estimation of the BLA.
2. Transformation of the nonparametric estimate into a parametric linear
model by means of the frequency domain subspace algorithm [29]. In
this way, an initial estimate of matrices A, B, C and D is obtained.
3. Nonlinear least squares optimization of the linear model parameters us-
ing the Levenberg-Marquardt algorithm [13], with the estimates from
the previous step as initial guesses for the optimization.
4. Estimation of the nonlinear model. The Levenberg-Marquardt algo-
rithm is used to minimize a weighted least squares cost function with
respect to all model parameters, i.e. matrices A, B, C and D for the
linear part, and matrices E and F for the nonlinear part. The inverted
noise covariance matrix is typically used as weighting factor. This op-
timization step is computationally very expensive. In particular, what
slows down significantly the computation is the recursive nature of the
Jacobian evaluation at each iteration of the optimization algorithm.
Computing the Jacobian (with respect to the parameters appearing in
the state equation (11)) is equivalent to calculating (in a recursive way)
the output of an alternative PNLSS model. This impacts strongly on
the total complexity of the identification algorithm.
PNLSS models have shown to be a very flexible structure capable of
describing a large number of nonlinear systems. However, when increasing
the nonlinear degree, the number of parameters grows combinatorially, hence
in practice the nonlinear degree should be chosen to be relatively low.
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4.2 Neural network-based state-space models
An alternative to model nonlinear systems within the state-space framework
is to consider other kinds of nonlinear functions, for example nonlinearities
coming from the statistical learning community, such as neural networks
[23], support vector machines [30, 31], etc.
Here the following formulation of the nonlinear state-space problem is
considered:
x(t+ 1) = f(x(t),u(t)) =
= Ax(t) +Bu(t) + fNL(x(t),u(t)) (12)
y(t) = g(x(t),u(t)) =
= Cx(t) +Du(t) + gNL(x(t),u(t)) (13)
where matrices A, B, C and D describe the linear part of the model and
fNL and gNL are the nonlinear terms. Notice that, as for the PNLSS case in
Eqs.(10-11), the separation between linear and nonlinear terms allows them
to be identified in two steps.
The approach discussed here is based on the idea of cutting the recursion
in the state equation (12), to obtain an approximate static version of the
general nonlinear dynamic problem [28]. Static regression methods can then
be easily applied to model separately the nonlinear terms fNL and gNL,
making the whole estimation procedure faster and more efficient.
More in details, the identification algorithm is as follows:
1. Estimation of the BLA to obtain an initial estimate of matrices A, B,
C and D.
2. Approximation of the unknown nonlinear state x(t) by solving a least
squares problem, expressed as the trade-off between data fit and linear
model fit, as follows [28]:
xˆ(t) = arg min
{x(t)}
∑
t
(y(t)− Cˆx(t)− Dˆu(t))2
+ λ
∑
t
(x(t+ 1)− Aˆx(t)− Bˆu(t))2
where the matrices Aˆ, Bˆ, Cˆ and Dˆ are the ones estimated in the previ-
ous step, and λ is a trade-off parameter that regulates the importance
of the two criteria. This step is computed efficiently, thanks to the
sparsity of the considered least squares problem.
Once an estimate xˆ(t) is obtained, it is possible to transform equation
(12) into a static problem, by simply substituting the obtained values
xˆ(t) at different time instants.
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3. Estimation of the nonlinear terms fNL and gNL as two independent
one-hidden-layer feedforward sigmoidal neural networks (expressed in
a similar form as Eq.(5)). In this way one obtains good initial values
for the model parameters. This step requires only a static estimation
of the nonlinear terms. However, the problem is nonlinear in the pa-
rameters, and therefore a nonlinear optimization routine is needed to
complete the initialization.
4. Optimization of all model parameters using the Levenberg-Marquardt
algorithm, after having reintroduced the dynamics in the general non-
linear state-space problem (12-13). This results again in a compu-
tationally very expensive step (as in the PNLSS case), due to the
recursiveness in the Jacobian calculation.
Notice that in practice, by tuning the number of sigmoid functions in
the neural networks, it is possible to obtain an accurate model characterized
by a reduced number of parameters.
5 The insulin-glucose modeling problem
In this and in the next section, the nonlinear identification methods de-
scribed above are applied to the problem of modeling the insulin-glucose
behavior for T1DM patients.
The Meal model [5] is employed here as a simulation model to generate
the data. To produce the input/output data for the insulin-glucose subsys-
tem, i.e. the branch of the glucoregulatory system on which we focus in this
study, the meal intake (the second input signal in the Meal model) is set
here equal to zero.
Note that the physical model is only used to reproduce the patient’s in-
put/output relationship for data generation purposes, while in the following
the simpler behavioral models presented in Sections 3 and 4 are used to
estimate the system input/output behavior, based on the generated data.
In this first example, the input signal u(t) in Figure 4(a) is used to excite
the system. It is a random phase multisine as in Eq. (2), with a sampling
time of 20 minutes and a period length of 2000 points. The corresponding
output signal y(t) is shown in Figure 4(b).
The random phase multisine excitation signal is chosen since it helps to
reveal and study the dynamics of the system, while a more realistic type of
signal will be considered later on in Section 6.3.
The multisine input signal is applied at 12 different operating points
of the system, ranging from 100 to 550 pmol/min, i.e. 12 different offset
levels of the input (i.e. basal insulin) are considered. At every operating
point two periods of the signal are available. Two datasets are generated
taking into account two different multisine rms levels: the first one used as
13
(a)
(b)
Figure 4: (a) Excitation signal: random phase multisine (one period) at one
operating point of the system. (b) Output signal, obtained by simulating
the Meal model with the excitation signal above as input.
estimation set, to build the models, and the second as validation set, to test
the performance of the models on previously unseen data.
Note that the large time scale of the signals considered in this example
is used only for the simulation and study of the different nonlinear models.
14
Figure 5: Magnitude response of the transfer function for 12 operating
points. Light gray to black line for operating points from 1 to 12.
6 Results
The results of the different methods are expressed in terms of the following
relative error criterion, calculated at each of the 12 operating points:
erel(%) =
‖y(t)− yˆ(t)‖
‖y(t)− y‖ · 100
where yˆ(t) is the modeled output, y is the mean of the output over time
at each operating point, and ‖·‖ is the Euclidean norm.
The number of model parameters is also important for the specific ap-
plication, since it gives an indication of the model complexity, which should
be kept low for control purposes.
6.1 Best Linear Approximation
The magnitude response of a third order transfer function (na = nb = 3 in
Eq. (1)) for the 12 operating points is shown in Figure 5.
It can be observed that there is some change in the amplitude and shape
of the linear models at different operating points, which is due to the non-
linear behavior of the system.
To illustrate the performance of the linear model, the BLA computed at
the 7th operating point is used to simulate the validation data across all the
operating points. The corresponding relative error of the BLA is reported
in Table 1.
The BLA performs very good only around operating point 7, and it fails
completely in the regions further away from it. Note that the relative error
15
Table 1: Results of the BLA computed at operating point 7 on the valida-
tion set, for the different operating points (o/p).
o/p 1 2 3 4 5 6 7 8 9 10 11 12
erel (%) 78.3 70.4 60.0 47.1 37.3 19.4 7.0 27.5 52.8 80.0 108.2 137.0
Table 2: Characteristics of the nonlinear models. Two types of nonlinear
functions are used: polynomials (poly) and tanh(·) sigmoid functions (tanh).
d represents the degree of the polynomials, while n is the number of neurons
in the hidden layer of the NN. For the NN-based NLSS, nf and ng are
the number of neurons used in the state and output equation respectively.
Remark: the linear part in the Wiener-Schetzen model consists of 10 parallel
branches.
Model BLA order Nonlinearity Section
Wiener 4 poly, d = 4 3.1
Wiener-NN 3 tanh, n = 4 3.1
Wiener-Schetzen 4 poly, d = 2 3.2
PNLSS 3 poly, d = 3 4.1
NN-NLSS 3 tanh, nf = 3 ng = 4 4.2
values larger than 100% at operating points 11 and 12 are due to the fact
that the linear model error is larger than the signal.
Similar conclusions can be drawn when the BLA at another operating
point is chosen. Therefore, it can be stated that a single LTI model is not
suited to describe the overall input/output behavior of the system.
The obtained BLA is then used as a first step in the identification meth-
ods presented in Sections 3 and 4 to build nonlinear models that describe
the glucoregulatory system in a more accurate way, at all operating points.
6.2 Nonlinear models
Table 2 summarizes the main features of the nonlinear models obtained by
applying the different methods on the insulin-glucose modeling problem (see
Section number in Table 2 for the details).
The obtained results are shown in Table 3. The performance of the
different nonlinear models is compared in terms of relative error on the
validation set and number of parameters. The BLA results are also reported,
as a reference.
A first observation that can be made is that the proposed nonlinear iden-
tification methods allow one to significantly improve the results obtained
with the BLA. In particular, the average relative error over the 12 operat-
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Table 3: Results of the nonlinear models: multisine excitation. The average
relative error over the 12 operating points on the validation set is reported,
together with the minimum and maximum relative error values (in brackets)
and the number of model parameters. As a comparison, also the results of
a third order BLA are shown.
Model Average erel (min – max) % # parameters
Wiener 21.1 (8.2 – 33.8) 15
Wiener-NN 14.6 (3.8 – 37.0) 21
Wiener-Schetzen 25.2 (2.2 – 46.1) 111
PNLSS 19.4 (8.9 – 44.9) 48
NN-NLSS 17.2 (7.2 – 30.8) 68
BLA 60.4 (7.0 – 137.0) 8
ing points is reduced approximately by a factor 3 for all nonlinear models.
Moreover, with the obtained nonlinear models it is possible to get low error
results at all operating points, which was not the case for the linear model.
A note on the number of parameters for the Wiener-Schetzen model:
the large value is due to the fact that the output of the obtained model
actually consists of a weighted sum of the outputs of three different nonlinear
submodels. This was necessary in order to build a single nonlinear model
characterized by good performance at all operating points.
Finally, a Wiener model can be as well described with a general NLSS
representation, as expressed in Eqs.(8-9). Following this theoretical reason-
ing, it may appear surprising to note that the results obtained with the
NN-NLSS approach are worse than for the Wiener-NN model. However,
it is worth remarking that the higher error values for the NN-NLSS model
are likely due to the presence of local minima issues during the nonlinear
optimization step.
This shows that it is important for the user to select a good model
structure. A good model structure is not necessarily a very general one,
but rather one that only has the complexity needed to describe the system
under study. The more local minima are introduced by a (more complex)
model structure, the higher the quality of the initial estimates needs to be
to yield a satisfactory model.
6.3 A more realistic case
To reproduce a realistic scenario, the input signal in Figure 6 is used as
excitation. It consists of a random phase multisine superimposed on a band-
limited pulse signal. The multisine component of the signal accounts for the
small variations of the insulin input, while the pulses represent the insulin
bolus injected at specific moments (e.g. meal-time, corrections for high
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Figure 6: Excitation signal: band-limited pulses combined with a random
phase multisine signal, at one operating point of the system.
Table 4: Results of the nonlinear models: band-limited pulses and multi-
sine excitation. The average relative error over the 12 operating points on
the validation set is reported, together with the minimum and maximum
relative error values (in brackets) and the number of model parameters. As
a comparison, also the results of a fourth order BLA are shown.
Model Average erel (min – max) % # parameters
Wiener 14.3 (6.5 – 23.6) 15
Wiener-NN 12.8 (4.2 – 27.4) 22
Wiener-Schetzen 11.9 (5.8 – 22.3) 135
BLA 54.1 (13.7 – 105.7) 9
glucose levels, and so on). This method of creating a band-limited pulse
signal and combining it with a multisine is a procedure that enhances a
realistic signal for the purpose of system identification [32].
This signal is again applied at 12 different operating points. Two periods
of the signal are available, each made of 40000 points. In this case, the
sampling time is equal to 1 minute.
The results obtained with the new dataset are summarized in Table 4.
Due to the very large amount of data in the new dataset, PNLSS and
NN-based NLSS models could not be obtained, since for these methods the
required computational time becomes prohibitive. The reason for this is the
very high computational complexity required for the nonlinear optimization
step for both methods. As already mentioned in Sections 4.1 and 4.2, the
calculation of the Jacobian is carried out in a recursive way at each iteration
of the Levenberg-Marquardt algorithm, and this results in a drastic increase
18
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Figure 7: Results of the Wiener-NN model: band-limited pulses and multi-
sine excitation. True output (solid black line) and modeled output (dashed
gray line) for operating points 1 and 7 are shown.
of the total computational time.
It can be observed that also in this example the nonlinear models yield
very good results: the average error values are four times smaller than the
error of the BLA.
In Figure 7, the true output and the modeled output for the Wiener-NN
are shown for two regions: operating point 1, for which the model performs
worst (highest error value: 27.4%), and operating point 7, for which the
model performs best (lowest error value: 4.2%).
The nonlinear model approximates very well the input/output behavior
of the system even at operating point 1, and at operating point 7 the modeled
output completely overlaps the true output.
7 Discussion
When comparing the different nonlinear identification methods that have
been applied to model the insulin-glucose system, the neural network non-
linearity seems to be more suited to describe the nonlinear behavior of the
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system than the polynomial function. This can be observed when comparing
the Wiener and Wiener-NN models on one hand, and the PNLSS and the
NN-based NLSS models on the other hand. Models containing sigmoidal
nonlinearities are characterized by lower average error and lower minimum
error values.
Note, however, that for the neural network nonlinearity a nonlinear op-
timization is required, while a simple least squares problem is solved when
using polynomials.
Wiener models are simple models that are quite parsimonious in terms of
number of parameters, while the NLSS and (especially) the Wiener-Schetzen
approaches result in general in more complex models, with a significantly
higher number of parameters.
Wiener-Schetzen models can yield very high accuracy (at specific oper-
ating points), although in the multisine excitation case their overall per-
formance is the worst. However, they obtain the best results in terms of
average error in the more realistic scenario, with the pulses and multisine
excitation signal.
The NLSS methods achieve low error results, but they show severe limi-
tations when the size of the dataset used for estimation becomes very large.
Moreover, they seem to be more sensitive to local minima problems.
In summary, when looking at both error values and number of param-
eters, the Wiener-NN approach seems to offer in both examples the best
trade-off between model accuracy and simplicity.
For the implementation of a model-based controller as a fundamental
block in the development of the artificial pancreas for T1DM patients,
Wiener models seem to represent a good option. The model to be cho-
sen for this specific application should in fact be very accurate to guarantee
that no damage is caused to the patient, and simple enough to make the
controller implementation easy.
Finally, the nonlinearity present in the model should be quite easy to
invert so that a linear controller can be used, which simplifies the over-
all control design problem. Both polynomial and sigmoidal functions can
therefore be employed in the static nonlinear block in the Wiener model.
As an example, the magnitude response of the linear block and the static
nonlinearity that characterize the obtained Wiener-NN model are shown in
Figure 8.
8 Conclusion
The objective of this work was the comparison of advanced nonlinear identi-
fication methods on a simplified glucoregulatory system modeling example.
Several block structures and nonlinear state-space models have been consid-
ered to tackle this problem, yielding a significant improvement in terms of
20
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Figure 8: Wiener-NN model: Magnitude response of the linear block (a)
and static nonlinearity (b).
accuracy when compared with linear dynamic models. The different meth-
ods have been compared on two identification examples, in which the in-
put/output data were generated to simulate the behavior of the insulin-
glucose subsystem. As a next step, the obtained nonlinear descriptions can
be employed to implement a model-based controller as a first step in the
development of the artificial pancreas for diabetes patients.
Acknowledgements
This work is sponsored by the Fund for Scientific Research (FWOVlaan-
deren), the Flemish Government (Methusalem Fund, METH1), the Belgian
Federal Government (IAP VI/4), the ERC Advanced Grant SNLSID, and
by the University of Girona through the BR-UdG research grant to A. Abu-
Rmileh.
References
[1] L. Ljung, “Perspectives on system identification,” Annual Reviews in
Control, vol. 34, pp. 1–12, 2010.
[2] F. Giri and E. W. Bai, Eds., Block-oriented Nonlinear System Identifi-
cation. Springer, 2010.
[3] V. Verdult, Nonlinear System Identification: A State-Space Approach.
PhD Thesis, University of Twente, 2002.
[4] J. Paduart, L. Lauwers, J. Swevers, K. Smolders, J. Schoukens, and
R. Pintelon, “Identification of nonlinear systems using polynomial non-
21
linear state space models,” Automatica, vol. 46, no. 4, pp. 647–656,
2010.
[5] C. Dalla Man, R. A. Rizza, and C. Cobelli, “Meal simulation model
of the glucose-insulin system,” IEEE Transactions on Biomedical En-
gineering, vol. 54, no. 10, pp. 1740–1749, 2007.
[6] R. Hovorka, V. Canonico, L. J. Chassin, U. Haueter, M. Massi-
Benedetti, M. Orsini Federici, T. R. Pieber, H. C. Schaller, L. Schaupp,
T. Vering, and M. E. Wilinska, “Nonlinear model predictive control of
glucose concentration in subjects with type 1 diabetes.” Physiol. Meas.,
vol. 25, no. 4, pp. 905–20, 2004.
[7] R. N. Bergman, Y. Z. Ider, C. R. Bowden, and C. Cobelli, “Quantitative
estimation of insulin sensitivity,” The American Journal of Physiology,
vol. 236, no. 6, pp. E667–77, Jun 1979.
[8] C. Cobelli, C. Dalla Man, G. Sparacino, L. Magni, G. De Nicolao, and
B. Kovatchev, “Diabetes: Models, signals, and control,” IEEE Reviews
in Biomedical Engineering, vol. 2, pp. 54–96, 2009.
[9] B. W. Bequette, “Challenges and recent progress in the development of
a closed-loop artificial pancreas,” Annual Reviews in Control, vol. 36,
no. 2, pp. 255–266, 2012.
[10] A. Abu-Rmileh and J. Schoukens, “Frequency domain analysis of non-
linear glucose simulation models,” in 8th IFAC Symposium on Biological
and Medical Systems, Budapest, Hungary, 2012, pp. 28–33.
[11] V. Cerone, D. Piga, D. Regruto, and S. Berehanu, “LPV identification
of the glucose-insulin dynamics in type I diabetes,” in 16th IFAC Sym-
posium on System Identification, Brussels, Belgium, 2012, pp. 559–564.
[12] L. Ljung, System Identification: Theory for the User (2nd ed.). Pren-
tice Hall, New Jersey, 1999.
[13] R. Pintelon and J. Schoukens, System Identification: A Frequency Do-
main Approach, 2nd ed. Wiley-IEEE Press, 2012.
[14] G. Marchetti, M. Barolo, L. Jovanovic, H. Zisser, and D. E. Seborg,
“A feedforward-feedback glucose control strategy for type 1 diabetes
mellitus,” Journal of Process Control, vol. 18, no. 2, pp. 149–162, 2008.
[15] K. van Heusden, E. Dassau, H. C. Zisser, D. E. Seborg, and F. J.
Doyle, “Control-relevant models for glucose control using a priori pa-
tient characteristics,” IEEE Transactions on Biomedical Engineering,
vol. 59, no. 7, pp. 1839–1849, 2012.
22
[16] A. Abu-Rmileh and W. Garcia-Gabin, “Wiener sliding-mode control
for artificial pancreas: a new nonlinear approach to glucose regulation,”
Computer Methods and Programs in Biomedicine, vol. 107, no. 2, pp.
327–340, 2012.
[17] R. Pintelon, J. Schoukens, G. Vandersteen, and K. Barbe´, “Estimation
of nonparametric noise and FRF models for multivariable systems -
Part I: Theory,” Mechanical Systems and Signal Processing, vol. 24,
no. 3, pp. 573–595, 2010.
[18] I. Kolla´r, Frequency Domain System Identificaton Toolbox for Matlab,
Gamax Ltd, Budapest, 2004-2009.
[19] C. Evans, D. Rees, and L. Jones, “Non-linear disturbance errors in
system identification using multisine test signals,” IEEE Transactions
on Instrumentation and Measurement, vol. 43, pp. 238–244, 1994.
[20] W. I. Hunter and M. J. Korenberg, “The identification of nonlinear
biological systems: Wiener and Hammerstein cascade models,” Biol.
Cybern., vol. 55, no. 2-3, pp. 135–144, 1986.
[21] Y. C. Zhu, “Distillation column identification for control using Wiener
model,” in American Control Conference, San Diego, USA, 1999, pp.
3462–3466.
[22] P. Crama and J. Schoukens, “Initial estimates of Wiener and Ham-
merstein systems using multisine excitation,” IEEE Transactions on
Instrumentation and Measurement, vol. 50, no. 6, pp. 1791–1795, 2001.
[23] T. Hastie, R. Tibshirani, and J. Friedman, The Elements of Statistical
Learning: Data Mining, Inference, and Prediction. Springer-Verlag,
2009.
[24] P. S. C. Heuberger, P. M. J. Van den Hof, and B. Wahlberg [Eds.],
Modelling and Identification with Rational Orthogonal Basis Functions.
London: Springer, 2005.
[25] S. Boyd and L. O. Chua, “Fading memory and the problem of approx-
imating nonlinear operators with Volterra series,” IEEE Transactions
on Circuits and Systems, vol. 32, pp. 1150–1161, 1985.
[26] K. Tiels and J. Schoukens, “Identifying a Wiener system using a vari-
ant of the Wiener G-Functionals,” in 50th IEEE Conference on De-
cision and Control and European Control Conference (CDC-ECC11),
Orlando, FL, USA, 2011, pp. 5780–5785.
[27] J. Paduart, Identification of Nonlinear Systems using Polynomial Non-
linear State Space Models. PhD Thesis, Vrije Universiteit Brussel,
2008.
23
[28] A. Marconato, J. Sjo¨berg, and J. Schoukens, “Initialization of nonlinear
state-space models applied to the Wiener-Hammerstein benchmark,”
Control Engineering Practice, vol. 20, no. 11, pp. 1126–1132, 2012.
[29] T. McKelvey, H. Akc¸ay, and L. Ljung, “Subspace-based multivariable
system identification from frequency-response data,” IEEE Transac-
tions on Automatic Control, vol. 41, no. 7, pp. 960–979, 1996.
[30] V. Vapnik, Statistical Learning Theory. Wiley, 1998.
[31] J. A. K. Suykens, T. Van Gestel, J. De Brabanter, B. De Moor, and
J. Vandewalle, Least Squares Support Vector Machines. World Scien-
tific, Singapore, 2002.
[32] W. D. Widanage, J. Stoev, A. Van Mulders, J. Schoukens, and G. Pinte,
“Non-linear system-identification of the filling phase of a wet-clutch
system,” Control Engineering Practice, vol. 19, no. 12, pp. 1506–1516,
2011.
24
