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Abstract
We prove that the nodes of a quadrature formula for a matrix weight with the highest
degree of precision must necessarily be the zeros of a certain orthonormal matrix polynomial
with respect to the matrix weight and the quadrature coefficients are then the coefficients in
the partial fraction decomposition of the ratio between the inverse of this orthonormal matrix
polynomial and the associated polynomial of the second kind. We also extend this result for
quadrature formulas with degree of precision one unit smaller than the highest possible. ©
2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
We call W a matrix weight supported on the real line if W is an N ×N matrix
of complex Borel measures on R satisfying that for any Borel set A ⊂ R the ma-
trix W(A) is positive semidefinite and the matrix integral
∫
tn dW(t) exists for any
nonnegative integer n. Assuming that for any matrix polynomial P with nonsingular
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leading coefficient the matrix
∫
P(t) dW(t)P ∗(t) is nonsingular, a sequence (Pn)n
of orthonormal matrix polynomials can be associated to the matrix weight W satis-
fying
∫
Pn(t) dW(t)P ∗m(t) = δn,mI , n,m ∈ N, Pn of degree n and with nonsingular
leading coefficient (this can be done by applying the Gram–Schmidt orthonormal-
izing process to the sequence tnI , n  0, as in the scalar case). Let us note that the
assumption that for any matrix polynomial P with nonsingular leading coefficient
the matrix
∫
P(t) dW(t)P ∗(t) is nonsingular is also necessary for the existence of an
orthonormal sequence of matrix polynomials (Pn)n (with respect to W), Pn of degree
n and with nonsingular leading coefficient: indeed, any polynomial P of degree n can
then be written in the form
P(t) = AnPn(t)+
n−1∑
k=0
AkPk(t).
It is clear that if P has nonsingular leading coefficient, then An is nonsingular, and
so ∫
P(t) dW(t)P ∗(t) = AnA∗n +
n−1∑
k=0
AkA
∗
k
is also nonsingular.
The sequence (Pn)n of orthonormal matrix polynomials satisfies a matrix three-
term recurrence relation
tPn(t) = An+1Pn+1(t)+ BnPn(t)+ A∗nPn−1(t), n  0, (1)
where the matricesAn are nonsingular, and Bn are Hermitian (we take P−1 = θ ; here
and in the rest of this paper, we write θ for the null matrix the dimension of which can
be determined from the context). This three-term recurrence relation characterizes
the orthonormality of a sequence of matrix polynomials with respect to a matrix
weight (see, for instance, [1] or [4]).
One of the most interesting applications of orthogonal matrix polynomials is to
construct quadrature formulas to approximate matrix integrals. A quadrature formula
with degree of precision n for a matrix weight W consists of numbers (real or com-
plex) xk, k = 1, . . . , m, called the nodes, and matrices Gk , k = 1, . . . , m, called the
quadrature coefficients, so that∫
P(t) dW(t) =
m∑
k=1
P (xk)Gk
for any matrix polynomial P of degree less than or equal to n. Let us notice that this
is equivalent to say∫
P(t) dW(t)Q∗(t) =
m∑
k=1
P(xk)GkQ
∗(xk)
for any matrix polynomials P,Q satisfying degr (P )+ degr (Q)  n. If P(z) is
a matrix polynomial, we denote by P ∗(z) the matrix polynomial obtained from
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P(z) by replacing each of its matrix coefficients by its Hermitian conjugate so that
[P(z)]∗ = P ∗(z¯).
First of all, for a fixed nonnegative integer l, we find a bound for the degree of
precision n for a quadrature formula for which
∑m
k=1 rank (Gk) = l.
Lemma 1.1. For a fixed nonnegative integer l, the degree of precision n for a quadr-
ature formula for which ∑mk=1 rank (Gk) = l cannot be greater than [2l/N] − 1 (as
usually [x] denotes the integer part of x).
Proof. Indeed, let us consider the linear space X = {(F1, . . . , Fm) : Fk ∈ CN×N },
and the equivalence relation defined by
(F1, . . . , Fm) ∼
(
F ′1, . . . , F ′m
)
if
(
Fk − F ′k
)
Gk = θ, k = 1, 2, . . . , m.
We write X/ ∼ for the quotient linear space defined by ∼ on X. From this definition
we get that
dim(X/ ∼) = N
m∑
k=1
rank (Gk).
We now consider the linear mapping defined by
T : P[n/2][x]−→X/ ∼
P −→(P (x1), P (x2), . . . , P (xm)),
where we denote by P[n/2][x] the linear space of matrix polynomials of degree less
than or equal to [n/2]. Then T is injective. Indeed, let P ∈ P[n/2][x], P /= θ . We
have to prove that there exists k, 1  k  m, such that P(xk)Gk /= θ . Taking into
account that the sequence of orthonormal matrix polynomials (Pk)k[n/2] forms a
basis of the linear space P[n/2][x], we can write P =∑[n/2]k=0 CkPk , where (Pk)k is
the sequence of orthonormal matrix polynomials with respect to W. Since P /= θ
then Ck /= θ for at least one k and, hence∫
P dWP ∗ =
[n/2]∑
k=0
CkC
∗
k /= θ.
By applying the quadrature formula (2 degr (P )  n),
θ /=
∫
P dWP ∗ =
m∑
k=1
P (xk)GkP
∗ (xk) ,
and we can deduce that there exists k, 1  k  m, such that P(xk)Gk /= θ . This
proves that T is injective. We then have
([n/2] + 1)N2 = dim (P[n/2][x])  dim (X/ ∼) = N m∑
k=1
rank (Gk) ,
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from where we can straighforwardly deduce that the degree of precision n cannot be
greater than [2l/N] − 1. 
When
∑m
k=1 rank (Gk) = nN , this bound is equal to 2n− 1. Quadrature formulas
with
∑m
k=1 rank (Gk) = nN and this highest degree of precision 2n− 1 have been
found by several authors: all these formulas have nodes at the zeros of Pn (the nth
orthonormal matrix polynomial with respect to W) but the authors have used different
approaches to find them. Indeed, Basu and Bose [2] have used the Gram–Schmidt
orthogonalization procedure applied to the eigenvectors of Pn associated to the zeros,
Sinap and van Assche [10] have used matrix polynomial interpolation, Durán and
López-Rodriguez [4] have used the matrix expression for det (Pn) and Durán [3] has
used the structural properties of (Pn)n; see also [9] for quadrature formulas with de-
gree of precision n− 1. A closed expression for the quadrature coefficients in these
formulas is only given in [3], where quadrature formulas with degree of precision
2n− 2 are also given. Such a closed expression for the quadrature coefficients has
been the key to prove asymptotic results for orthogonal matrix polynomials (see
[3,6–8]) or to study density questions for matrix moment problems (see [5]).
The quadrature formulas in [3] are the following:
Theorem 1.1 (3.2 of [3]). Let n be a nonnegative integer and let A be an N ×N
matrix satisfying AnA = A∗A∗n (An is the matrix coefficient in the three-term recur-
rence relation for (Pn)n, see (1)). We write xn,k, k = 1, . . . , m, for the different zeros
of the matrix polynomial Pn − APn−1 ordered in increasing size (then xn,k ∈ R and
n  m  nN) and n,k for the matrices
n,k= lk
(det(Pn(t)− APn−1(t)))(lk)(xn,k)
×(Adj (Pn(t)− APn−1(t)))(lk−1)(xn,k)
×(Qn(xn,k)− AQn−1(xn,k)), k = 1, . . . , m , (2)
where lk is the multiplicity of xn,k, and Qn are the associated polynomials of the
second kind defined by
Qn(z) =
∫
Pn(t)− Pn(z)
t − z dW(t). (3)
Then:
(1) For any polynomial P with degr(P )  2n− 2 the following formula holds:∫
P(t) dW(t) =
m∑
k=1
P
(
xn,k
)
n,k. (4)
(2) The matrices n,k are positive semidefinite of rank lk, k = 1, . . . , m.
Moreover [3, Theorem 3.1] for A = θ, (4) also holds for any polynomial P with
degr(P )  2n− 1.
A.J. Dura´n, E. Defez / Linear Algebra and its Applications 345 (2002) 71–84 75
Let us notice that the quadrature coefficients n,k (there is an irrelevant misprint
in the formula for n,k in [3] which has been put right in formula (2) here) are the co-
efficients in the partial fraction decomposition of (Pn(x)− APn−1(x))−1(Qn(x)−
AQn−1(x)), that is:
(Pn(x)− APn−1(x))−1(Qn(x)− AQn−1(x)) =
m∑
k=1
n,k
1
x − xn,k .
The aim of this paper is to prove the converse of Theorem 1.1, that is, we prove that
any quadrature formula with
∑m
k=1 rank (Gk) = nN and degree of precision 2n− 1
(the highest possible) or 2n− 2 has associated a matrix A (A = θ when the degree of
precision is 2n− 1) such that its nodes and its quadrature coefficients are those given
by the partial fraction decomposition of (Pn(x)− APn−1(x))−1(Qn(x)− AQn−1
(x)); the matrix A satisfies AnA = A∗A∗n only when the quadrature coefficients Gk
are Hermitian and the nodes xk are real, k = 1, . . . , m.
Theorem 1.2. Let xk ∈ C and Gk ∈ CN×N, k = 1, 2, . . . , m, be the nodes and the
quadrature coefficients of a quadrature formula for a matrix weight W with degree
of precision equal to 2n− 2, that is, we assume that∫
P(t) dW(t)Q∗(t) =
m∑
k=1
P (xk)GkQ
∗ (xk)
for any matrix polynomials P,Q with degr(P )+ degr(Q)  2n− 2.
If ∑mk=1 rank (Gk) = nN, then
(a) n  m  nN,
(b) xk, k = 1, . . . , m, are the different zeros of the matrix polynomial
P(t) = Pn(t)− APn−1(t),
each one with multiplicity rank (Gk), where A is the matrix
A =
m∑
k=1
Pn(xk)GkP
∗
n−1(xk). (5)
(c) Gk, k = 1, . . . , m, are given by
Gk= lk
(det(P (t)))(lk)(xk)
(Adj (P (t)))(lk−1)(xk)
×(Qn(xk)− AQn−1(xk)), k = 1, . . . , m, (6)
where lk = rank (Gk) = multiplicity of xk .
Moreover,
(d) The quadrature formula has the highest degree of precision 2n− 1 if and only if
A = θ .
(e) The quadrature weights Gk are Hermitian and the nodes xk ∈ R are real, k =
1, . . . , m, if and only if AnA = A∗A∗n.
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In Section 3, some examples will be given which show that:
• actually the quadrature weights need not be Hermitian or even, if they are
Hermitian, the nodes need not be real numbers.
• for a given matrix A the zeros of the matrix polynomial Pn(t)− APn−1(t) and
the matrices Gk given by (6) do not provide, in general, a quadrature formula for
the matrix weight W (Theorem 1.1 guarantees the existence of such a quadrature
formula under the assumption AnA = A∗A∗n).
Although all the quadrature formulas established in [2–4,10] have nodes at the
zeros of Pn, we did not know whether the quadrature coefficients coincide or not.
As a consequence of Theorem 1.2 we can deduce that the quadrature coefficients for
these quadrature formulas are actually the same and are given by (2) (for A = θ).
2. Proof of Theorem 1.2
This section will be devoted to prove Theorem 1.2.
We first prove (a).
Indeed, since 1  rank (Gk)  N , we have that
m 
m∑
k=1
rank (Gk)  mN.
Taking now into account that
∑m
k=1 rank (Gk) = nN , one gets n  m  nN . 
The key in the proof of Theorem 1.2 will be the following lemma which we prove
in an appendix at the end of the paper and which establishes the existence of a certain
interpolation matrix polynomial at the nodes of the quadrature formula.
Lemma 2.1. There exists a finite set X of complex numbers such that for any x ∈
C\X there exists a matrix polynomial Q (depending on x) with degree less than or
equal to n satisfying
Q(xk)Gk = θ, k = 1, . . . , m, and
Q(x) = I.
}
(7)
We now prove (b) of Theorem 1.2.
To do that we consider one of the interpolation matrix polynomials Q provided
by Lemma 2.1.
Taking into account that the sequence of orthonormal matrix polynomials (Pn)n
forms a basis of the linear space of matrix polynomials we can write
Q(t) =
n∑
i=0
CiPi(t),
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where
Ci =
∫
Q(t) dW(t)P ∗i (t).
If i < n− 1, using the quadrature formula and the interpolation conditions (7) we
have that
Ci =
∫
Q(t) dW(t)P ∗i (t) =
m∑
k=1
Q(xk)GkP
∗
i (xk) = θ.
So, we get the expansion
Q(t) = CnPn(t)+ Cn−1Pn−1(t).
We now prove that the matrix Cn is nonsingular. If det(Cn) = 0, then det(Q(t))
would be a nonnull polynomial (det(Q(x)) = 1) of degree less than nN.
Since Q(xk)Gk = θ we get from Lemma 2.2 of [4] that the multiplicity of xk (as
a zero of det(Q)) is greater than or equal to rank (Gk), but then
nN > degr (det(Q)) 
m∑
k=1
multiplicity(xk) 
m∑
k=1
rank (Gk) = nN,
which is a contradiction. Hence Cn is nonsingular. We now write
P(t) = Pn(t)+ (C−1n Cn−1)Pn−1(t).
Since this polynomial P also satisfies the interpolation conditions:
P(xk)Gk = θ, k = 1, . . . , m, (8)
we can now conclude that xk are the zeros of P(t) = Pn(t)− APn−1(t), A = −C−1n
Cn−1, each one with multiplicity equal to rank (Gk). We denote lk = rank (Gk) =
multiplicity(xk). 
To find the expression for the matrix A, we use the quadrature formula, the inter-
polation conditions (8) and that ∑mk=1 Pn−1(xk)GkP ∗n−1(xk) = I :
A = A
m∑
k=1
Pn−1(xk)GkP ∗n−1(xk)
= −
m∑
k=1
(
Pn(xk)− APn−1(xk)
)
GkP
∗
n−1(xk)+
m∑
k=1
Pn(xk)GkP
∗
n−1(xk)
=
m∑
k=1
Pn(xk)GkP
∗
n−1(xk).
To prove (c) we consider the matrix
Tk = lk
(det (P (t)))lk (xk)
(Adj (P (t)))(lk−1) (xk) ,
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and the matrix polynomial
T (t) = Tk P (t)− P(xk)
t − xk . (9)
Let us notice that T (xk) = TkP ′ (xk) and that from (2.7) of [3] TkP (xk) = θ . From
the definition of Qn (see (3)), we then have∫
T (t) dW(t) = Tk(Qn(xk)− AQn−1(xk)), (10)
and then, it is enough to prove that∫
T (t) dW(t) = Gk.
If we apply the quadrature formula and take into account that P(xi)Gi = θ and
TkP (xk) = θ , we find∫
T (t) dW(t)=
∫
Tk
P (t)− P(xk)
t − xk dW(t)
=
m∑
i=1
i /=k
Tk
P (xi)− P(xk)
xi − xk Gi + TkP
′(xk)Gk
=TkP ′(xk)Gk. (11)
Since xk is a zero of P of multiplicity lk , P(xk)Gk = θ and rank (Gk) = lk , we de-
duce from [3, Lemma 2.2] that (AdjP(t))(p)(xk) = θ for p = 0, . . . , lk − 2. Hence
differentiating the formula AdjP(t)P (t) = detP(t)I we deduce
(Adj (P (t)))(lk)P (t)+ lk(Adj (P (t)))(lk−1)P ′(t) = det(P (t))(lk)I.
Putting t = xk , we get
1
det(lk)(P (xk))
(Adj (P (t)))(lk)(xk)P (xk)+ TkP ′(xk) = I.
Multiplying from the right by Gk and taking into account that P(xk)Gk = θ we
obtain TkP ′(xk)Gk = Gk . Eq. (11) finally gives
∫
T (t) dW(t) = Gk .
We now prove (d). Indeed, if the quadrature formula has the highest degree of
precision 2n− 1, then (5) straightforwardly gives that A = θ . Conversely, if A = θ,
it is enough to apply [3, Theorem 3.1].
We now prove (e). If AnA = A∗A∗n, since the expressions given by (2) and (6)
coincide it is enough to apply Theorem 1.1.
Assume now that Gk are Hermitian and xk are real, k = 1, . . . , m. We consider
again the polynomial T (t) defined by (9). We have already proved that this polyno-
mial satisfies the interpolation conditions
T (xi)Gi = θ, i = k, i = 1, . . . , m, and
T (xk)Gk = Gk.
}
(12)
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T is a polynomial of degree n− 1, so T (t) =∑n−1j=0 CjPj (t), where
Cj =
∫
T (t) dW(t)P ∗j (t) =
m∑
i=1
T (xi)GiP
∗
j (xi) = GkP ∗j (xk);
that is,
T (t) =
n−1∑
j=0
GkP
∗
j (xk)Pj (t).
The definition of T (see (9)) then gives that
TkP (t) = Gk(t − xk)
n−1∑
j=0
P ∗j (xk)Pj (t),
where we have used that TkP (xk) = θ . Using formula (2.1) of [3] and the expression
of P(t) we get that
TkPn(t)− TkAPn−1(t) = GkP ∗n−1(xk)AnPn(t)−GkP ∗n (xk)A∗nPn−1(t).
Hence Tk = GkP ∗n−1(xk)An and TkA = GkP ∗n (xk)A∗n, which give
GkP
∗
n−1(xk)AnA = GkP ∗n (xk)A∗n.
Multiplying by Pn−1(xk) from the left and adding for k = 1, . . . , m, we get that
m∑
k=1
Pn−1(xk)GkP ∗n−1(xk)AnA =
m∑
k=1
Pn−1(xk)GkP ∗n (xk)A∗n.
Since Gk are Hermitian and xk are real, (5) and the quadrature formula give finally
that AnA = A∗A∗n. 
3. Examples
In this section, we show some examples.
1. This example will show that there exist quadrature formulas with
m∑
k=1
rank (Gk) = nN,
degree of precision equal to 2n− 2 and non-Hermitian quadrature coefficients, and
other with Hermitian quadrature coefficients but nonreal nodes.
We consider a matrix weight W for which B0 = B1 = I , A1 =
(
1 0
1 1
)
, and
P0(t) = I so that
P1(t) =
(
t − 1 0
1 − t t − 1
)
.
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Then any two matrices G1, G2, not necessarily Hermitian, satisfying rank (G1) =
rank (G2) = 1 and G1 +G2 = I , and any two different numbers x1, x2, not neces-
sarily real, provide a quadrature formula for W with degree of precision 0 = 2n− 2,
n = 1. For instance
G1 =
(
1 −1
0 0
)
, G2 =
(
0 1
0 1
)
, x1 = 1, x2 = 2.
According to (5) we have A =
(
0 1
0 0
)
. It can be easily checked that the zeros
of the matrix polynomial P1(t)− AP0(t) are then x1 = 1, x2 = 2 and G1, G2 can
be recovered using (6).
We can also take
G1 =
(
1 0
0 0
)
, G2 =
(
0 0
0 1
)
, x1 = 1, x2 = i.
According to (5) we have A =
(
0 0
0 i − 1
)
. Here, the quadrature coefficients G1
and G2 are Hermitian, but one of the zeros (x2 = i) is not real.
2. We now give an example showing that, in general, for a given matrix A the
zeros of the matrix polynomial Pn(t)− APn−1(t) and the matrices Gk given by (6)
do not provide a quadrature formula for the matrix weight W.
We consider a matrix weight W for which B0 = B1 = B2 = θ , A1 = I , A2 =(
1 0
1 1
)
, and P0(t) = I , so that
P1(t) = tI and P2(t) =
(
t2 − 1 0
1 − t2 t2 − 1
)
.
We now take A = 2iI . Then
P(t) = P2(t)− AP1(t) =
(
t2 − 2it − 1 0
1 − t2 t2 − 2it − 1
)
.
But detP(t) has only one zero t = i of multiplicity 4, which cannot generate any
quadrature formula as those considered in Theorem 1.2.
Appendix A
In this appendix we prove Lemma 2.1.
For each k, 1  k  m, we write vk,j , j = 1, . . . , lk , for a system of linearly in-
dependent columns of the matrix Gk .
We write
X = (v1,1 . . . v1,l1 v2,1 . . . v2,l2 . . . vm,1 . . . vm,lmI)
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(as in the rest of the paper, we write here I for the N ×N identity matrix) and
J = diag(x1, . . . , x1︸ ︷︷ ︸
l1
, x2, . . . , x2︸ ︷︷ ︸
l2
, . . . , xm, . . . , xm︸ ︷︷ ︸
lm
, x, . . . , x︸ ︷︷ ︸
N
).
Then, the polynomial Q(t) =∑ni=0 Citi satisfies the interpolation conditions (7) if
and only if the coefficients Ci , i = 0, . . . , n, satisfy
(C0 C1 · · ·Cn)


X
XJ
XJ 2
...
XJ n

 = (θ θ · · · θ I).
Hence, to prove the existence of the matrix interpolation polynomial is equivalent to
prove that the matrix
Cx =

v1,1 · · · v1,l1 v2,1 · · · v2,l2 · · · vm,1 · · · vm,lm I
x1v1,1 · · · x1v1,l1 x2v2,1 · · · x2v2,l2 · · · xmvm,1 · · · xmvm,lm xI
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
xn1 v1,1 · · · xn1 v1,l1 xn2 v2,1 · · · xn2 v2,l2 · · · xnmvm,1 · · · xnmvm,lm xnI


is nonsingular except for at most finitely many complex numbers x’s.
First of all, let us notice that since
(l1 + l2 + · · · + lm) =
m∑
k=1
rank (Gk) = nN,
the size of Cx is (n+ 1)N × (n+ 1)N .
We now proceed in several steps.
Step 1. Let us consider the matrices
Ax =


G1 x1G1 · · · xn1G1
G2 x2G2 · · · xn2G2
...
...
...
Gm xmGm · · · xnmGm
I xI · · · xnI

 ∈ C
(m+1)N×(n+1)N ,
Bx =


P0(x1) · · · P0(xm) θ
P1(x1) · · · P1(xm) θ
...
...
...
Pn−1(x1) · · · Pn−1(xm) θ
R(x, x1) · · · R(x, xm) −I

 ∈ C
(n+1)N×(m+1)N ,
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where
R (x, y) =
n−1∑
i=0
P ∗i (x)Pi(y).
Then
det (BxAx) /= 0,
except for finitely many complex numbers x’s. (Let us notice that the size of the matrix
BxAx is (n+ 1)N × (n+ 1)N .)
We first show that BxAx is an N ×N block upper triangular matrix. Taking into
account the definition of the matrices Ax and Bx , the (i, j)th block entry, i, j < n,
is given by
(BxAx)i,j =
m∑
k=1
Pi(xk)Gkx
j
k .
For j < i < n so that i + j < 2n− 2, we can use the quadrature formula to find that
(BxAx)i,j =
m∑
k=1
Pi(xk)Gkx
j
k =
∫
Pi(t) dW(t)xj = θ.
For j < i = n, taking into account that ∫ R(x, t) dW(t)S∗(t) = S∗(x) for any ma-
trix polynomial S of degree less than or equal to n− 1, we get
(BxAx)n,j =
m∑
k=1
R(x, xk)Gkx
j
k − xj I
=
∫
R(x, t) dW(t)xj − xj I = xj I − xj I = θ.
We now prove that the diagonal blocks of BxAx are nonsingular. If i < n, we use
again the quadrature formula to find
(BxAx)i,i=
m∑
k=1
Pi(xk)Gkx
i
k
=
∫
Pi(t) dW(t)xi = (∗i )−1,
where i is the leading coefficient of Pi which is nonsingular. For i = n, we get
(BxAx)n,n =
m∑
k=1
R(x, xk)Gkx
n
k − xnI.
We now consider the Fourier expansion of tnI ,
tnI =
n∑
i=0
P ∗i (t)C∗i . (A.1)
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Let us notice that P ∗n (t)C∗n is then monic. Using now the definition of R, the expan-
sion (A.1) and the quadrature formula, we get
(BxAx)n,n =
m∑
k=1
R(x, xk)Gkx
n
k − xnI
=
n−1∑
i=0
P ∗i (x)
m∑
k=1
Pi(xk)Gkx
n
k − xnI
=
n−2∑
i=0
P ∗i (x)
∫
Pi(t) dW(t)tn
+P ∗n−1(x)
m∑
k=1
Pn−1(xk)Gkxnk − xnI
=
n−2∑
i=0
P ∗i (x)C∗i −
n∑
i=0
P ∗i (x)C∗i + P ∗n−1(x)
m∑
k=1
Pn−1(xk)Gkxnk
= −P ∗n (x)C∗n + P ∗n−1(x)
[
m∑
k=1
Pn−1(xk)Gkxnk − C∗n−1
]
.
We write D =∑mk=1 Pn−1(xk)Gkxnk − C∗n−1. Then D does not depend on x (let us
notice that for a quadrature formula with degree of precision equal to 2n− 1 we have
D = θ).
Hence, since P ∗n (x)C∗n is a monic matrix polynomial of degree n and P ∗n−1(x)D
has degree less than or equal to n− 1 we have
det((BxAx)n,n)=det(−P ∗n (x)C∗n + P ∗n−1(x)D)
=(−1)NxnN + αnN−1xnN−1 + · · · + α0,
i.e., det((BxAx)n,n) is a scalar polynomial of degree nN in the variable x. So, if x is
not a root of this polynomial, we have that
det(BxAx) =
n∏
i=0
det(BxAx)i,i /= 0. 
Step 2. rank (Ax) = (n+ 1)N except for at most finitely many complex numbers x’s.
Indeed, we take a complex number x for which det(BxAx) /= 0. Then Ax has
maximun rank. Since the size of Ax is (m+ 1)N × (n+ 1)N and n  m we have
rank (Ax) = (n+ 1)N . 
Step 3. det (Cx) /= 0 except for at most finitely many complex numbers x’s.
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The matrix Cx is obtained from the matrix Atx by removing the columns of the
matrices G’s which are linear combinations of the vectors v’s. But, if a column of
Gi , say u, is a linear combination of vi,1, . . . , vi,li , then the column

u
xiu
...
xni u


of Atx is a linear combination of the columns

vi,1
xivi,1
...
xni vi,1

 · · ·


vi,li
xivi,li
...
xni vi,li


of Atx and hence, when we remove these columns of Atx to get Cx , we are only
removing columns which are linear combinations of the remainder columns; so, we
can conclude that rank (Ax) = rank (Cx).
Since rank (Ax) = (n+ 1)N and the size of Cx is (n+ 1)N × (n+ 1)N , we de-
duce that det(Cx) /= 0. 
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