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  (2 /32)
  ×
  0.88.
paradigm
  to
  phenotype
  behaviour
  in
  terms
  of
  subjective
  precision
in
  a
  normative
  setting
  and
  then
  show
  that
  this
  behavioural
  pheno-
type
  has
  neuronal
  correlates
  (see
  below).
  This
  involves
  expressing
free
  energy
  in
  terms
  of
  prediction
  errors
  and
  then
  associating
predictions
  and
  prediction
  errors
  with
  various
  neuronal
  popula-
tions
  in
  the
  cortical
  laminae
  –
  such
  that
  superﬁcial
  pyramidal
cells
  pass
  ascending
  prediction
  errors
  to
  higher
  hierarchical
  lev-
els
  and
  receive
  descending
  predictions
  from
  deep
  pyramidal
  cells
(Mumford,
 1992).
 In
 this
 setting,
 precision
 is
 thought
 to
 be
 encoded
by
  the
  postsynaptic
  gain
  of
  cells
  reporting
  prediction
  error;
  i.e.,
  the
gain
  of
  pyramidal
  cells
  sending
  forward
  connections
  in
  the
  brain
(Feldman
  and
  Friston,
  2010).
  This
  is
  important,
  because
  many
  psy-
chopathologies
  implicate
  neuromodulation
  and
  a
  putative
  failure
of
  postsynaptic
  gain
  control.
  In
  our
  previous
  paper
  (Adams
  et
  al.,
2012),
  we
  exploited
  this
  link
  to
  simulate
  the
  failures
  of
  active
inference
  during
  SPEM
  that
  are
  typical
  of
  schizophrenia
  –
  whose
pathophysiology
  is
  thought
  to
  involve
  abnormalities
  of
  dopami-
nergic
  and
  NMDA
  receptor
  function
  (Laruelle
  et
  al.,
  2003).
4.
  Conclusion
In
 summary,
 we
 have
 described
 a
 procedure
 to
 estimate
 (subjec-
tive)
 Bayesian
 beliefs
 that
 underlie
 oculomotor
 pursuit
 movements
–
  using
  an
  occlusion
  paradigm
  and
  dynamic
  causal
  modelling.
  The
beliefs
  in
  question
  here
  are
  formal
  Bayesian
  beliefs
  expressed
  in
terms
  of
  normative
  models
  of
  oculomotor
  pursuit.
  Although
  this
work
 is
 primarily
 a
 proof
 of
 principle
 –
 that
 it
 is
 possible
 to
 estimate
beliefs
 from
 non-invasive
 eye
 tracking
 data
 –
 its
 results
 speak
 to
 the
crucial
  role
  of
  precision
  or
  conﬁdence
  in
  nuancing
  the
  way
  that
  we
sample
  our
  world
  (Warren
  et
  al.,
  2012;
  Yang
  et
  al.,
  2012;
  Bogadhi
et
  al.,
  2013).
  Indeed,
  it
  was
  this
  aspect
  of
  perceptual
  inference
  that
we
  were
  interested
  in
  because–in
  the
  setting
  of
  predictive
  coding
–
  the
  suboptimal
  encoding
  of
  precision
  or
  uncertainty
  may
  under-
lie
  false
  inference
  in
  several
  neuropsychiatric
  syndromes
  (Adams
et
  al.,
  2013b).
From
  a
  technical
  point
  of
  view,
  this
  work
  introduces
  the
  appli-
cation
  of
  dynamic
  causal
  modelling
  to
  eye
  movement
  data.
  In
particular,
  it
  suggests
  that
  interesting
  questions
  can
  be
  addressed
to
  response
  averages
  –
  in
  exactly
  the
  same
  way
  that
  event
  related
potentials
  summarise
  average
  electrophysiological
  responses
  to
well-controlled
  experimental
  stimuli.
  In
  terms
  of
  modelling,
  we
have
  also
  shown
  that
  it
  is
  possible
  to
  use
  empirical
  data
  to
  inform
(invert)
  relatively
  sophisticated
  Bayesian
  or
  normative
  models
  of
behaviour.
  There
  are
  many
  carefully
  constructed
  and
  validated
descriptive
  SPEM
  models
  in
  the
  literature
  (e.g.
  Barnes,
  2008;
  Deno
et
  al.,
  1995;
  Krauzlis
  and
  Lisberger,
  1989;
  Krauzlis,
  2004;
  Lisberger,
2010;
 Robinson
 et
 al.,
 1986;
 Shibata
 et
 al.,
 2005):
 however,
 the
 gen-
erative
  model
  that
  we
  used
  is
  distinguished
  in
  the
  sense
  that
  it
  is
a
  special
  case
  of
  generic
  (predictive
  coding)
  models
  that
  conform
to
 normative
 (Bayesian)
 principles.
 We
 have
 previously
 shown
 that
formally
  similar
  generative
  models
  can
  reproduce
  both
  control
  and
schizophrenic
  subjects’
  pursuit
  of
  targets
  whose
  occlusion
  is
  either
expected
  or
  unexpected,
  and
  of
  targets
  that
  unpredictably
  change
direction
  (Adams
  et
  al.,
  2012).
  They
  can
  also
  reproduce
  the
  effects
of
  contrast
  (sensory
  precision)
  on
  pursuit,
  such
  that
  perceived
  lag
increases
  with
  contrast
  but
  true
  lag
  decreases,
  and
  the
  anticipatory
initiation
  of
  pursuit
  of
  a
  hemi-periodic
  target
  (Perrinet
  et
  al.,
  2014).
More
  generally,
  there
  are
  a
  whole
  series
  of
  publications
  using
  the
this
  active
  inference
  framework
  to
  study
  saccadic
  eye
  movements,
perceptual
 categorisation,
 omission
 related
 responses,
 handwriting
recognition,
  the
  mismatch
  negativity,
  sequential
  choice
  behaviour
and
  so
  on.
The
  idea
  of
  precision-weighted
  prediction
  error
  has
  important
commonalities
 with
 a
 ubiquitous
 construct
 in
 SPEM
 modelling:
 that
of
  pursuit
  velocity
  being
  driven
  by
  gain
  control
  of
  the
  mismatch
between
  eye
  and
  target
  velocity
  (Barnes,
  2008;
  Churchland
  and
Lisberger,
 2002).
 Indeed,
 Orban
 de
 Xivry
 et
 al.
 (2013)
 demonstrated
that
  two
  Kalman
  ﬁlters
  (using
  precision-weighted
  prediction
errors)
  can
  account
  for
  both
  visually
  guided
  and
  predictive
  eye
movements
 respectively.
 One
 fundamental
 difference
 between
 our
model
  and
  others
  is
  that
  our
  model
  uses
  predictive
  coding
  ratherR.A.
  Adams
  et
  al.
  /
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than
  optimal
  control,
  and
  therefore
  does
  not
  require
  efference
copies
  of
  motor
  commands–because
  predictions
  of
  eye
  and
  tar-
get
  dynamics
  (i.e.,
  corollary
  discharge)
  are
  generated
  directly
  by
the
  forward
  model
  (Friston,
  2011).
  In
  other
  words,
  the
  purpose
  of
efference
  copy
  in
  optimal
  control
  is
  to
  create
  corollary
  discharge
–
  i.e.
  predictions
  in
  sensory
  coordinates
  –
  but
  in
  predictive
  coding
these
  predictions
  are
  generated
  directly,
  so
  efference
  copy
  itself
  is
redundant.
  The
  cortical
  oculomotor
  system
  can
  therefore
  operate
entirely
  in
  visual,
  rather
  than
  motor,
  coordinates
  (Lee
  et
  al.,
  2013).
Another
  key
  difference
  is
  the
  explicit
  parameterisation
  of
  hier-
archical
  precision:
  in
  effect,
  the
  (attentional)
  gain
  control
  of
prediction
  error
  at
  every
  level
  of
  the
  cortical
  hierarchy,
  not
  just
  at
the
  level
  of
  eye
  movement
  generation.
  Having
  said
  this,
  it
  would
  be
entirely
  possible
  to
  compare
  the
  evidence
  of
  different
  generative
models
  based
  upon
  data
  of
  the
  sort
  analysed
  in
  this
  paper
  using
DCM
  and
  response
  averages.
  Here,
  we
  have
  focused
  on
  comparing
models
  with
  and
  without
  changes
  in
  precision;
  however,
  in
  princi-
ple,
  one
  can
  compare
  any
  model
  (of
  the
  same
  data)
  using
  Bayesian
model
  comparison.
From
  a
  neurobiological
  perspective,
  the
  results
  reported
  above
provide
  an
  important
  motivation
  for
  looking
  for
  the
  neuronal
  cor-
relates
  of
  precision
  updates
  in
  electrophysiological
  responses.
  In
particular,
  the
  changes
  in
  precision
  induced
  by
  changes
  in
  target
motion
  noise
  should
  –
  under
  predictive
  coding
  models
  of
  oculo-
motor
  pursuit
  –
  be
  mediated
  by
  changes
  in
  the
  gain
  of
  superﬁcial
pyramidal
 cells
 in
 the
 early
 visual
 and
 oculomotor
 system.
 Dynamic
causal
  modelling
  of
  event
  related
  potentials
  has
  already
  been
  used
to
 quantify
 these
 gain
 changes
 –
 in
 terms
 of
 neural
 mass
 models
 and
recurrent
  self-inhibition
  –
  using
  manipulations
  of
  visual
  precision
in
 terms
 of
 luminance
 contrast
 (Brown
 and
 Friston,
 2012).
 We
 hope
to
  use
  a
  similar
  approach
  to
  assess
  changes
  in
  recurrent
  (intrin-
sic)
 connectivity
 using
 the
 occlusion
 paradigm
 described
 above
 and
magnetoencephalography.
Clearly,
  it
  is
  difﬁcult
  to
  model
  the
  physiological
  details
  of
  pre-
dictive
 coding;
 however,
 recent
 efforts
 to
 reﬁne
 neurophysiological
models
 of
 canonical
 microcircuitry
 and
 hierarchical
 (extrinsic)
 con-
nections
  have
  tried
  to
  bring
  the
  underlying
  neuronal
  architectures
closer
  to
  those
  that
  would
  support
  predictive
  coding
  (Bastos
  et
  al.,
2012).
  In
  future
  work,
  we
  will
  use
  the
  results
  of
  the
  current
study
  to
  guide
  searches
  of
  neurophysiological
  models
  that
  explain
average
  electrophysiological
  responses
  to
  visual
  occlusion
  during
oculomotor
  pursuit.
  This
  represents
  a
  further
  step
  in
  validating
non-invasive
 measures
 of
 neuromodulatory
 gain
 control
 –
 engaged
during
  perceptual
  inference
  –
  that
  can
  be
  used
  in
  conditions
  like
schizophrenia.
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