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x TABELLENVERZEICHNIS
Kapitel 1
Einleitung
Im zwanzigsten Jahrhundert gab es eine Vielzahl wissenschaftlicher Entwicklungen in den ver-
schiedensten Bereichen und Disziplinen. Zwei wichtige Bereiche sind die Molekularbiologie
und die Mikrotechnologie. Ein Ho¨hepunkt fu¨r die Biologie war die Entdeckung der DNA-
Doppelhelix, die 1953 von James Watson und Francis Crick vero¨ffentlicht wurde [173]. Die
Kenntnis der molekularen Struktur des Stoffes, der die Gene, also die Erbanlagen, eines jeden
Lebewesen tra¨gt, ermo¨glichte die Entwicklung einer Vielzahl von Techniken zur Untersuchung
von Lebewesen, ihrer Gene, der Entwicklung eines Organismus aus einer Zelle, und der Verer-
bung und Evolution auf molekular- statt nur populationsgenetischer Ebene. Hierauf begru¨nden
sich auch die gegen Ende des Jahrhunderts entstandenen und auch heute noch wachsenden
Teildisziplinen der Genomics und der Proteomics, also der Untersuchung der Gesamtheit aller
Gene bzw. aller durch sie kodierten Proteine eines Organismus. Ein weiterer Ho¨hepunkt war
in diesem Bereich sicherlich die Vero¨ffentlichung des nahezu kompletten menschlichen Genoms
durch zwei unabha¨ngige Gruppen im Jahr 2001 [79, 168].
In der Technologie fand eine fortschreitende Miniaturisierung von Werkzeugen und Produk-
ten statt, bis in den Mikrometerbereich hinein. Diese Mikrotechnologie erlaubte nicht nur die
Konstruktion moderner Computer, was nicht zuletzt ein wachsende Bedeutung der Informatik
und letztendlich auch diese Arbeit zur Folge hat, sondern auch die Herstellung winziger Gera¨te
fu¨r den Einsatz in der Medizin, der Chemie, und wiederum auch der Molekularbiologie. Die
weitere Miniaturisierung in den Nanometerbereich hinein bietet jedoch einige Schwierigkeiten.
Fu¨r die Herstellung von Mikrochips ga¨ngige Verfahren wie die Photolithographie ließen sich nur
mit erheblichem Aufwand auf die Herstellung von Nanostrukturen u¨bertragen. Bei der Erstel-
lung von Konstrukten im Nanometerbereich durch Manipulation einzelner Moleku¨le oder gar
Atome stellen sich die Probleme der dicken Finger (die Manipulationswerkzeuge sind gro¨ßer
und gro¨ber als die Werkstoffe und Werkstu¨cke) und der klebrigen Finger (van-der-Waals-Kra¨fte
zwischen Werkzeug und Werkstu¨ck machen sich in diesem Maßstab bemerkbar).
Als ein Ausweg fu¨r die Nanotechnologie gelten daher selbstorganisierende Konstruktions-
methoden [22], insbesondere das molekulare Self-Assembly, also das selbstta¨tige Zusam-
menfu¨gen von Moleku¨len zu gro¨ßeren Strukturen. Weitere Aspekte der Selbstorganisation, wie
Selbsterhaltung und Entwicklung, werden hierbei nicht betrachtet [23]. Wu¨nschenswert sind
hierbei natu¨rlich Moleku¨le, bei denen einfach vorzunehmende A¨nderungen ihrer Eigenschaften
zur A¨nderung der Strukturen, die bei dem durch die Moleku¨leigenschaften definierten Self-
Assembly eingenommen werden, fu¨hren, die also eine Programmierbarkeit des Self-Assembly
erlauben. Die DNA ist ein solches Moleku¨l. Zwei DNA-Stra¨nge haben die Fa¨higkeit, sich spon-
tan zusammenzufu¨gen, wenn die Abfolgen der in ihnen enthaltenen Basen zueinander kom-
1
2 KAPITEL 1. EINLEITUNG
plementa¨r sind. Durch die Wahl der Basensequenzen kann man also vorherbestimmen, welche
Moleku¨le sich wie miteinander verbinden. Da DNA zudem leicht synthetisierbar ist und es aus
der Molekularbiologie viele Techniken zur Behandlung von DNA gibt, stellt sie sich unabha¨ngig
von ihrer biologischen Bedeutung als idealer Werkstoff fu¨r das programmierbare Self-Assembly
dar.
Leider gibt es in der Anwendung auch hier praktische Probleme, da die Hybridisierung,
also die Verbindung zweier komplementa¨rer DNA-Moleku¨le, ein stochastischer Prozeß ist. Das
bedeutet, daß nicht alle Moleku¨le einen Bindungspartner finden, daß bereits eingegangene
Bindungen sich wieder lo¨sen ko¨nnen, und daß auch Moleku¨le, die nur teilweise komplementa¨r
sind, Bindungen eingehen ko¨nnen. Um Wahrscheinlichkeiten fu¨r das Auftreten solcher Fehler
zu minimieren, also ein effizientes und spezifisches Self-Assembly zu ermo¨glichen und damit
die Determiniertheit der Programmierung zu erho¨hen, werden Verfahren zur Auswahl bzw.
zum Entwurf von geeigneten Basensequenzen beno¨tigt. Aufgrund der hohen Anzahl mo¨glicher
Sequenzen und der oft aufwendigen Berechnung ihrer Eigenschaften ist die Inanspruchnahme
computergestu¨tzter Verfahren unverzichtbar.
In der vorliegenden Arbeit soll genau hierzu ein Beitrag geliefert werden, indem ein Ver-
fahren zum computergestu¨tzten DNA-Sequenz-Design vorgestellt und untersucht wird. Die
Neigung zweier Moleku¨le zur Hybridisierung wird hierbei durch das Vorhandensein komple-
menta¨rer Subsequenzen fixer La¨nge modelliert. Die Anordnung solcher Subsequenzen in einem
Graphen erlaubt die Abbildung der Suche nach spezifisch hybridisierenden Sequenzen auf die
Suche nach knotendisjunkten Pfaden. Ein greedy Algorithmus realisiert nicht nur diese Su-
che, sondern la¨ßt sich auch auf die Beru¨cksichtigung einer Vielzahl von Moleku¨leigenschaften
erweitern.
In Kapitel 2 werden zuna¨chst die chemischen Grundlagen der DNA erla¨utert und einige
wichtige Techniken zu ihrer Behandlung vorgestellt. Besonders detailliert wird hierbei der
Hybridisierungsvorgang betrachtet. Die ga¨ngige Theorie zu dessen Ablauf sowie zur Stabilita¨t
der Verbindungen wird zusammengefaßt.
Kapitel 3 definiert das zu lo¨sende Problem des DNA-Sequenz-Design. Hierzu wird zuna¨chst
das Ziel, das programmierbare Self-Assembly, beschrieben. Die wichtigsten Anwendungsgebie-
te, also das DNA-Computing, die DNA-Nanotechnologie und die Suche nach PCR-Primern
und Microarray-Sonden werden vorgestellt und mit einer Auswahl von Beispielen illustriert.
Schließlich wird das DNA-Sequenz-Design-Problem selbst sowohl in allgemeiner als auch in
einer spezielleren Formulierung definiert.
Dem ersten Teilproblem des DNA-Sequenz-Design, der Modellierung der Hybridisierungs-
wahrscheinlichkeit, widmet sich Kapitel 4. Ein verbreitetes Modell bildet die A¨hnlichkeit einer
Sequenz zum Komplement einer zweiten Sequenz auf die Neigung der beiden zur Hybridisie-
rung ab. Gemessen wird diese A¨hnlichkeit mit Hilfe von Distanzmaßen fu¨r Zeichenketten. Eine
ganze Reihe dieser Maße werden vorgestellt und sowohl theoretisch als auch in einem Experi-
ment auf ihre Eignung zur Scha¨tzung der Hybridisierungsneigung u¨berpru¨ft. Außerdem werden
auch einige weitere Modellierungen erla¨utert, insbesondere die im in dieser Arbeit vorgestellten
Verfahren verwendete Einmaligkeit von Subsequenzen fixer La¨nge.
Das zweite Teilproblem des DNA-Sequenz-Design ist die Wahl eines Algorithmus, der Se-
quenzen sucht oder konstruiert, die gema¨ß dem im ersten Teilproblem gewa¨hlten Modell effi-
zient und spezifisch hybridisieren. Kapitel 5 gibt zuna¨chst einen U¨berblick u¨ber vero¨ffentlichte
Verfahren anderer Gruppen und diskutiert diese kurz.
Anschließend wird in Kapitel 6 der graphbasierte Algorithmus ausfu¨hrlich dargestellt und
seine Vor- und Nachteile diskutiert. Einige Programme, die auf diesem Algorithmus beruhen,
werden kurz vorgestellt.
3In Kapitel 7 wird eine Reihe von Experimenten beschrieben, in denen verschiedene Eigen-
schaften von Sequenzen, die mit dem hier vorgestellten Algorithmus erzeugt wurden, untersucht
werden. Die Gro¨ßen generierter Sequenzmengen fu¨r verschiedene Parameterwahlen werden mit
den theoretischen Maximalwerten verglichen und erzeugte Sequenzen werden auf ihre Nei-
gung zur Bildung von einzelstra¨ngigen Sekunda¨rstrukturen und Fehlhybridisierungen gepru¨ft.
Vero¨ffentlichte Sequenzmengen anderer Gruppen werden mit generierten Sequenzmengen bzgl.
mehrerer Gu¨tekriterien verglichen. Wa¨hrend alle diese Experimente in silico, also im Rechner
durchgefu¨hrt wurden, konnte in einem letzten Experiment die Gu¨te von erzeugten Sequenzen
auch in vitro, also in der biochemischen Anwendung, u¨berpru¨ft und mit der anderer, vero¨ffent-
lichter Sequenzen verglichen werden.
Anhand von vier Beispielen wird das Design von komplexeren DNA-Strukturen mit einem
der in dieser Arbeit vorgestellten Programme in Kapitel 8 demonstriert.
Abschließend werden die wichtigsten Ergebnisse in Kapitel 9 noch einmal zusammengefaßt
und einige offene Fragen und Anknu¨pfungspunkte fu¨r zuku¨nftige Forschung angesprochen.
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Kapitel 2
Chemische Grundlagen zu
Nukleinsa¨uren
2.1 Eigenschaften von DNA
Ein Desoxyribonucleinsa¨uremoleku¨l (deoxyribonucleic acid, DNA) ist eine Kette sogenannter
Nukleotide. Jedes Nukleotid besteht aus einem Fu¨nf-Kohlenstoff-Zucker (Desoxyribose), ei-
ner Purin- oder Pyrimidinbase, und einem Phosphatrest am 5′-Kohlenstoffatom des Zuckers.
Dieser Phosphatrest ist mit dem 3′-Kohlenstoffatom des na¨chsten Nukleotids in der Kette
verbunden. Die beiden Enden eines DNA-Strangs werden u¨blicherweise nach den freien Koh-
lenstoffatomen des ersten bzw. letzten Nukleotids als 5′-Ende und 3′-Ende bezeichnet. Die
Base eines Nukleotids ist entweder eine der beiden Purinbasen Adenin und Guanin oder ei-
ne der beiden Pyrimidinbasen Cytosin und Thymin. Diese Basen werden u¨blicherweise mit
ihren Anfangsbuchstaben abgeku¨rzt, so daß man einen DNA-Strang als Zeichenkette aus A,
C, G und T schreiben kann. Oft werden 5′- und 3′-Ende markiert (z. B. 5′-ACGTGACAG-3′, 3′-
GCTACAT-5′). Stra¨nge ohne eine solche Markierung sind per Konvention von links nach rechts
in 5′-3′-Richtung zu lesen. Wiederholungen von Basen oder Basenmustern werden oft durch
Angabe des Musters und der Anzahl der Wiederholungen abgeku¨rzt. So steht z. B. A5 fu¨r
AAAAA und (GCT)3 fu¨r GCTGCTGCT. Kurze DNA-Moleku¨le (< 100 Nukleotide (nt)) werden als
Oligonukleotide oder Oligomere bezeichnet, la¨ngere Moleku¨le als Polymere. Die ebenfalls in
der Natur vorkommende (und auch bei einigen der in dieser Arbeit vorgestellten Anwendun-
gen verwendete) Ribonucleinsa¨ure (RNA) unterscheidet sich von der DNA hauptsa¨chlich durch
ein anderes Zuckermoleku¨l, sowie durch die Verwendung der Base Uracil (Abk. U) anstelle von
Thymin.
Wa¨hrend die Zuckermoleku¨le einer Kette kovalent miteinander verbunden sind und so
das sogenannte Ru¨ckgrad (backbone) des DNA-Strangs bilden, ko¨nnen zwei Basen eine nicht-
kovalente Wasserstoffbru¨ckenbindung miteinander eingehen und ein Basenpaar bilden. Eine
solche Bindung findet normalerweise nur zwischen einer Adenin- und einer Thyminbase (u¨ber
zwei Wasserstoffbru¨cken) bzw. zwischen einer Cytosin- und einer Guaninbase (u¨ber drei Was-
serstoffbru¨cken) statt. Daher werden Adenin und Thymin (bzw. Cytosin und Guanin) auch als
komplementa¨r zueinander bezeichnet. Zwei DNA-Stra¨nge heißen zueinander komplementa¨r,
wenn die i-te Base des einen Strangs, in 5′-3′-Richtung gelesen, komplementa¨r zur i-ten Ba-
se des anderen Strangs, in 3′-5′-Richtung gelesen, ist (z. B. 5′-AGCG-3′ und 5′-CGCT-3′). Ein
Strang, der zu sich selbst komplementa¨r ist, heißt selbstkomplementa¨r (z. B. 5′-AAGCTT-3′).
Der Bezeichner einer DNA-Sequenz, die zu einer gegebenen Sequenz komplementa¨r ist, wird
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Abbildung 2.1: Verschiedene Formen der Hybridisierung. a) perfekter Duplex, b) Duplex mit
dangling Ends (auch sticky Ends genannt), c) Single Base Pair Mismatch, d) Single Base Bulge
Loop, e) Internal Loop, f) Hairpin Loop. Ein breiter Strich repra¨sentiert alle Wasserstoffbru¨cken
je eines Basenpaars, du¨nne Striche deuten den Verlauf des Backbone an.
in dieser Arbeit (wie ha¨ufig in der Literatur) durch einen Querstrich markiert, so ist z. B. die
Sequenz X komplementa¨r zur Sequenz X. Die Wasserstoffbru¨cken ko¨nnen leicht gelo¨st werden,
z. B. durch Erho¨hung der Temperatur. Dadurch schmilzt ein doppelstra¨ngiges DNA-Moleku¨l
(auch Duplex genannt) zu zwei einzelstra¨ngigen. Der umgekehrte Prozeß wird Hybridisierung
genannt . Zwei DNA-Stra¨nge mu¨ssen nicht perfekt komplementa¨r sein, um einen Duplex bilden
zu ko¨nnen. Es ist auch mo¨glich, daß nur Teilbereiche komplementa¨r sind und hybridisieren,
wa¨hrend andere Teile derselben Stra¨nge einzelstra¨ngig bleiben. Dies fu¨hrt zu verschiedenen
mo¨glichen Formen von Duplexen, die Fehlpaarungen (Mismatches), Ausbuchtungen (Bulges)
und Schleifen (Loops) enthalten ko¨nnen. Zusa¨tzlich zu diesen intermolekularen Hybridisie-
rungen ko¨nnen auch intramolekulare Basenpaarungen auftreten, bei denen verschiedene Be-
reiche ein und desselben Strangs, wenn sie zueinander komplementa¨r sind, hybridisieren und
sogenannte Haarnadelschleifen (Hairpin Loops) und andere einzelstra¨ngige Sekunda¨rstruktu-
ren bilden (Abb. 2.1). I. a. liegen Kombinationen dieser Hybridisierungsformen in Duplexen
und Sekunda¨rstrukturen eines Strangs vor. Einzelstra¨ngige DNA wird oft mit ssDNA (single
stranded DNA) bezeichnet, doppelstra¨ngige DNA mit dsDNA (double stranded DNA).
Es existieren viele Labortechniken zur Verarbeitung von DNA. Bestimmte Enzyme, Exonu-
kleasen, verdauen DNA-Moleku¨le, indem sie Nukleotid fu¨r Nukleotid von der Kette entfernen.
Eine bestimmte Exonuklease arbeitet normalerweise in eine bestimmte Richtung (5′-3′ oder
umgekehrt) und verdaut spezifisch nur einzel- oder nur doppelstra¨ngige DNA. Endonukleasen
zerschneiden einen DNA-Strang in zwei Moleku¨le durch Lo¨sen kovalenter Bindungen im Ru¨ck-
grad der DNA. Bei Restriktionsnukleasen geschieht dies in oder nahe einer enzymspezifischen
Erkennungssequenz, der Restriktionsschnittstelle. Ligase, ein weiteres Enzym, verbindet die
Ru¨ckgrade zweier DNA-Stra¨nge kovalent zu einem Strang (Abb. 2.2). DNA-Moleku¨le ko¨nnen
weiterhin per Gelelektrophorese nach ihrer La¨nge sortiert, oder ihre Basensequenz kann mittels
Sequenzierungstechniken ausgelesen werden. Zur Herstellung von DNA-Moleku¨len mit einer
bestimmten Basensequenz existieren Syntheseverfahren, die Oligomere bis zu einer La¨nge von
etwa 100 Basen in ausreichenden Mengen produzieren ko¨nnen.
DNA-Stra¨nge ko¨nnen mit einem bestimmten Enzym, der Polymerase, kopiert und mit der
sogenannten Polymerase-Kettenreaktion (Polymerase Chain Reaction, PCR) exponentiell ver-
vielfa¨ltigt werden. So ko¨nnen auch Moleku¨le in urspru¨nglich niedriger Konzentration durch
Amplifizierung in ausreichender Menge z. B. fu¨r weitere Analysetechniken zur Verfu¨gung ge-
stellt werden [63] (Abb. 2.3). Soll eine Sequenz X, die Subsequenz einer la¨ngeren Sequenz
wie einem Gen oder einer Gruppe von Genen sein kann, sowie deren Komplementa¨rsequenz
X (die beiden sogenannten Template-Sequenzen) amplifiziert werden, so beno¨tigt man zwei
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Abbildung 2.2: DNA-Operationen. Die Disoxyribose-Backbones sind in dieser Skizze durch
Linien angedeutet. a) Hybridisierung und Schmelzen. Zwei einzelstra¨ngige Moleku¨le mit kom-
plementa¨rer Basensequenz verbinden sich durch Bildung von Wasserstoffbru¨cken zu einem Du-
plex. Durch Erho¨hung der Temperatur lassen sich diese Verbindungen wieder lo¨sen, der Duplex
”schmilzt“ in zwei Einzelstra¨nge. b) Restriktion. Die Nuklease HindIII bindet an die selbst-
komplementa¨re Basensequenz AAGCTT eines DNA-Doppelstrangs und durchtrennt die kovalente
Verbindung in beiden Backbones jeweils zwischen den Adenin-Basen. c) Ligation. Ligase stellt
eine kovalente Bindung zwischen einem 3′- und einem 5′-Ende zweier DNA-Stra¨nge her. Um
die Effizienz dieser Operation zu erho¨hen, sorgt man oft durch Hybridisierung auf einen dritten
Strang dafu¨r, daß die beiden zu verbindenden Enden nahe beieinander sind. Ha¨ufig schließt
der Begriff Ligation die vorangehende Hybridisierung mit ein.
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Abbildung 2.3: Schema einer Polymerase-Kettenreaktion (PCR). Der zu amplifizierende Du-
plex wird in seine Einzelstra¨nge aufgeschmolzen, die als Templates dienen. An deren 3′-Enden
werden Primer hybridisiert (links). Das Polymerase-Enzym verla¨ngert die Primer basenweise in
3′-Richtung komplementa¨r zum Template (mitte). Die Verla¨ngerung endet, wenn der verla¨nger-
te Strang genauso lang ist wie das Template (links). Nun liegen zwei identische Duplexe vor,
die wieder aufgeschmolzen werden, es werden Primer hybridisiert usw.
kurze Oligomere (Primer), die jeweils komplementa¨r zu den Subsequenzen am 3′-Ende von
X und X sind, und daher in vitro mit diesen Enden hybridisieren. Das Polymerase-Enzym
verla¨ngert dann die Primer an ihrem jeweiligen 3′-Ende, indem sie fu¨r jede Base des Templates
die komplementa¨re Base an den Primer anfu¨gt. So wird Base fu¨r Base die Kopie erga¨nzt. Ist
die Verla¨ngerung abgeschlossen, so werden die neuentstandenen Duplexe wieder aufgeschmol-
zen, X und X liegen nun in verdoppelter Anzahl vor. Nun werden die Primer durch Abku¨hlen
wieder an die Templates hybridisiert und der Kopierzyklus beginnt von Neuem. Da jeder Zy-
klus die Anzahl der Stra¨nge verdoppelt, wa¨chst diese exponentiell mit der Anzahl der Zyklen,
zumindest in den ersten Zyklen (bei u¨blichen Protokollen gilt dies fu¨r 20 bis 30 Zyklen [63]).
DNA-Microarrays (oder DNA-Chips) sind Glastra¨ger, auf denen in regelma¨ßigen Absta¨nden
Vertiefungen, sog. Spots aufgebracht sind. In jedem dieser Spots sind viele Kopien einer
DNA-Sequenz an einem ihrer beiden Enden u¨ber ein Linkermoleku¨l mit der Glasoberfla¨che
verbunden. Diese Sequenzen heißen Sonden und werden komplementa¨r zu nachzuweisenden
Sequenzen, den Zielsequenzen, gewa¨hlt. Wird nun eine Lo¨sung mit DNA-Stra¨ngen auf den
Chip gegeben, hybridisieren die Zielsequenzen, sofern in der Lo¨sung vorhanden, mit den zu
ihnen komplementa¨ren Sonden. Wurden die in Lo¨sung befindlichen Moleku¨le vorher mit einem
Fluoreszenz-Farbstoff markiert, so leuchten unter einer UV-Lampe die Spots auf, an denen sich
viele Moleku¨le der Zielsequenz angelagert haben. Sonden, deren komplementa¨ren Zielsequen-
zen nicht in der Lo¨sung vorhanden waren, bleiben einzelstra¨ngig, die entsprechenden Spots
sind dunkel. U¨ber die Signalintensita¨t des Lichts lassen sich sogar die Konzentrationen, mit
denen verschiedene DNA-Moleku¨le in der Lo¨sung vorhanden sind, zumindest relativ zueinander
bestimmen. Neben dem Einsatz in bestimmten DNA-Computing-Modellen und in der Nano-
technologie (siehe na¨chstes Kapitel) werden Microarrays sehr stark in der Molekulargenetik
verwendet, z. B. fu¨r die Genexpressionsanalyse, also die Messung, wie stark ein bestimmtes
Gen in der Zelle abgelesen und sein Produkt (RNA, Protein) konzentriert sein wird.
Im Rechner werden meist Nukleotide zu Buchstaben und Oligo- und Polymere zu Zeichen-
ketten, genauer zu Wo¨rtern u¨ber dem Alphabet Σ = {A,C,G,T} abstrahiert. Eigenschaften
z. B. der ra¨umlichen Struktur oder der lokalen Ladungsverteilung werden ignoriert bzw. auf
ihre Auswirkung auf die Stabilita¨t eines Duplex reduziert und dazu implizit in den thermody-
namischen Parametern eines Hybridisierungsmodells erfaßt (siehe na¨chsten Abschnitt).
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2.2 Hybridisierung genauer betrachtet
Zu sagen, daß sich zwei komplementa¨re DNA-Stra¨nge treffen, hybridisieren und einen Duplex
bilden, ist eine starke Vereinfachung der Realita¨t, die einige Fehlerquellen bei Hybridisierungs-
prozessen ignoriert. Diese mu¨ssen aber beim DNA-Sequenz-Design beru¨cksichtigt werden, da-
her ist eine genauere Betrachtung des Prozesses notwendig.
Zuna¨chst ist die Hybridisierung von DNA-Moleku¨len ein stochastischer Prozeß, d. h. man
hat normalerweise nicht nur je ein Exemplar der beteiligten Sequenzen, sondern sehr viele Ko-
pien in Lo¨sung. Da diese z. B. in einem Reagenzglas nicht ra¨umlich sortiert sind, gibt es einen
gewissen Anteil von Moleku¨len, die keinen geeigneten Partner in ihrer Na¨he finden, mit dem
sie hybridisieren ko¨nnen, insbesondere wenn die meisten potentiellen Partner bereits in Duple-
xen gebunden sind. Desweiteren ist die Hybridisierung eine Reaktion, die prinzipiell in beide
Richtungen abla¨uft, d. h. ein gewisser Anteil der Duplexe schmilzt auch wieder in zwei Einzel-
stra¨nge. Abha¨ngig von Reaktionsbedingungen wie Temperatur, pH-Wert oder Konzentration
von Salzen pendelt sich die Reaktion auf einen Gleichgewichtszustand ein, bei dem ein Anteil
der DNA einstra¨ngig, der andere Anteil doppelstra¨ngig vorliegt, und in beide Richtungen glei-
cher Reaktionsumsatz erreicht ist, d. h. es werden ebensoviele Duplexe durch Hybridisierung
erzeugt wie durch Schmelzen zersto¨rt. Um eine mo¨glichst hohe Hybridisierungseffizienz zu er-
reichen, also einen mo¨glichst hohen Anteil an gepaarter DNA, muß man das Gleichgewicht
soweit wie mo¨glich zum gewu¨nschten Zustand verlagern. Dies kann durch geeignete Wahl der
Reaktionsbedingungen erfolgen, z. B. wird durch Abku¨hlen der Lo¨sung die Stabilita¨t der Du-
plexe erho¨ht, so daß nur noch sehr wenige Duplexe wieder schmelzen, der u¨berwiegende Anteil
der DNA also nach Erreichen des Gleichgewichts doppelstra¨ngig vorliegt.
Es befinden sich i. a. bei Anwendungen in interessanten Gro¨ßenordnungen nicht nur eine
Sequenz und ihr Komplement in Lo¨sung, sondern viele verschiedene Sequenzen. Da auch Mo-
leku¨le hybridisieren ko¨nnen, die nur teilweise komplementa¨r sind, konkurrieren diese Sequenzen
mit dem jeweils beabsichtigten, perfekt komplementa¨ren Partner einer Sequenz um Bindung.
Solche unbeabsichtigten Paarungen werden als Fehl- oder Kreuzhybridisierungen bezeichnet.
Starkes Abku¨hlen zur Verlagerung des Reaktionsgleichgewichts zum hybridisierten Zustand
erho¨ht auch die Stabilita¨t und damit die Auftrittswahrscheinlichkeit von Kreuzhybridisierun-
gen. Das Gleichgewicht kann also nicht beliebig weit verschoben werden. Die Vermeidung von
Kreuzhybridisierungen unter Maximierung der Effizienz ist eine Hauptaufgabe des Designs von
DNA-Sequenzen (siehe na¨chstes Kapitel).
Die Hybridisierung zweier DNA-Stra¨nge ist weiterhin natu¨rlich kein instantaner Prozeß, bei
dem im einen Moment noch zwei Einzelstra¨nge, im na¨chsten Moment schon ein Doppelstrang
vorliegt. Der tatsa¨chliche zeitliche Ablauf wird in zwei Phasen unterteilt, die Nukleations-
und die Wachstumsphase (Abb. 2.4). Zuna¨chst bilden zwei komplementa¨re Nukleotide ein
Basenpaar (Nukleation), anschließend schließen sich die Nachbarn dieser Nukleotide zu einem
Basenpaar zusammen, dann deren Nachbarn usw. (Wachstumsphase). Im ga¨ngigen Energiemo-
dell dieses Vorgangs ist fu¨r die Stabilita¨t des ersten Basenpaars (neben Reaktionsbedingungen
wie Temperatur und Salzkonzentration) die Anzahl der Wasserstoffbru¨cken entscheidend. Bei
den weiteren, in der Wachstumsphase hinzugefu¨gten Basenpaaren dagegen dominiert das so-
genannte stacking, d. h. das ra¨umliche Aufeinanderstapeln von benachbarten Basenpaare, so
daß diese zusammen die bekannte Doppelhelix bilden [34]. Die Bildung des ersten Basenpaars
ist energetisch eher ungu¨nstig, das erste Basenpaar also instabil. Erst das Stacking von zwei
weiteren Basenpaaren stabilisiert diesen Nukleus ausreichend, damit das weitere Wachstum des
Doppelstrangs spontan ablaufen kann [142]. Daher ist das Auftreten mehrerer Nukleationen
mit anschließenden parallel ablaufenden Wachstumsphasen bei kurzen DNA-Moleku¨len eher
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Abbildung 2.4: Zeitlicher Ablauf der Hybridisierung. Zuna¨chst bildet sich nur ein Basenpaar,
vorzugsweise ein G-C-Basenpaar (Nukleation). Anschließend bilden sich weitere Paare, vom
Nukleus ausgehend, wie ein sich schließender Reißverschluß (Wachstumsphase). Der Nukleus
muß sich nicht, wie hier dargestellt, am Ende des werdenden Duplex bilden.
unwahrscheinlich, bei la¨ngeren Sequenzen dagegen durchaus mo¨glich.
Zur vereinfachten Betrachtung von Hybridisierungen gibt es verschiedene Modelle [34]
(Abb. 2.5):
• Das aligned model betrachtet nur perfekte Duplexe. D. h. die Hybridisierung erfolgt
kontinuierlich und beide Stra¨nge sind in Phase, also nicht gegeneinander verschoben.
Dieses Modell ist nur fu¨r sehr kurze Oligonukleotide realistisch, bei denen Verschiebungen
mit hoher Wahrscheinlichkeit instabil sind.
• Bei staggering zipper model sind Verschiebungen der beiden Stra¨nge gegeneinander ent-
halten, es werden aber auch hier nur kontinuierliche Duplexbildungen betrachtet.
• Im allgemeinen Modell sind neben Verschiebungen auch nichtkontinuierliche Hybridisie-
rungen erlaubt.
• Das all-or-none model abstrahiert den zeitlichen Ablauf der Hybridisierung so weit, daß
nur zwei Zusta¨nde betrachtet werden: Alle Basenpaare sind gebildet oder beide Moleku¨le
liegen komplett einstra¨ngig vor. Auch dieses Modell ist nur fu¨r kurze Oligonukleoti-
de gu¨ltig, bei denen die Zwischenzusta¨nde als energetisch ungu¨nstig angesehen werden
ko¨nnen, die schnell wieder durch stacking des na¨chsten Basenpaars verlassen werden. Bei
la¨ngeren Sequenzen kann es durchaus dazu kommen, daß stabilere Teilsequenzen (reich
an G-C-Basenpaaren) hybridisieren, weniger stabile Bereiche aber einzelstra¨ngig bleiben.
Entsprechende U¨berlegungen und Modelle gelten natu¨rlich nicht nur fu¨r intermolekulare Hybri-
disierung zweier DNA-Stra¨nge, sondern auch fu¨r die intramolekulare Duplexbildung zwischen
Teilbereichen desselben Moleku¨ls bei der Bildung von einzelstra¨ngigen Sekunda¨rstrukturen.
2.3 Duplexstabilita¨t
Die Stabilita¨t eines Hybridisierungszustandes und davon abha¨ngig die Wahrscheinlichkeit, daß
eine Menge von Moleku¨len diesen Zustand einnimmt, wird in der Literatur u¨ber die freie Enthal-
pie sowie u¨ber die Schmelztemperatur gemessen. Die freie Enthalpie (auch Gibbs-Energie ge-
nannt), oder genauer die Differenz der freien Enthalpien ∆G beider Zusta¨nde einer Reaktion
(z. B. einstra¨ngig und doppelstra¨ngig), ist definiert als die Differenz aus Enthalpiedifferenz
und dem Produkt aus Temperatur und Entropiedifferenz: ∆G = ∆H − T∆S. Damit ist sie
ein Maß dafu¨r, wie spontan eine Reaktion abla¨uft. Es la¨ßt sich aus ihr auch berechnen, bei
welchem Konzentrationsverha¨ltnis von Produkten zu Edukten sich das Reaktionsgleichgewicht
einstellen wird, und damit eine Aussage treffen, wie stabil die Produkte sind. Fu¨r spontane
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Abbildung 2.5: Schematische Darstellung der Hybridisierungsmodelle (nach [34]). Gezeigt sind
die vier im Text beschriebenen Modelle aligned model, staggering zipper model, general model
und all-or-none model. In der Darstellung stehen die sta¨rkeren Linien fu¨r die Backbones, die
du¨nneren Linien fu¨r die Wasserstoffbru¨cken der Watson-Crick-Basenpaare.
Reaktionen ist ∆G negativ, je gro¨ßer der Betrag, desto sta¨rker ist das Reaktionsgleichgewicht
in Richtung Produkte verschoben, als desto stabiler ko¨nnen die Produkte also angesehen wer-
den. Da auch die Entropiedifferenz negativ ist, erkennt man an der Definition, daß ho¨here
Temperaturen ∆G erho¨hen, die Stabilita¨t eines Duplex also verringern.
Die Schmelztemperatur Tm einer Menge von DNA-Moleku¨len ist definiert als die Tem-
peratur, bei der 50 % der DNA einzelstra¨ngig vorliegt [92] (Abb. 2.6). Damit ist eine hohe
Schmelztemperatur ein Indiz fu¨r stabile Duplexe.
Sowohl ∆G als auch Tm ha¨ngen nicht nur von der Reaktionsumgebung ab, sondern auch
stark von der Basenzusammensetzung und -abfolge der DNA-Sequenz. Es existieren verschie-
dene Methoden, um die Schmelztemperatur von DNA zu berechnen, eine davon la¨ßt sich auch
fu¨r die Berechnung der freien Enthalpie verwenden.
Wallace-Regel Unter der Modellannahme, daß die Anzahl der Wasserstoffbru¨cken die
Schmelztemperatur bestimmt, ergibt sich aus Empirie fu¨r eine DNA-Sequenz die Abscha¨tzung
Tm = NAT · 2◦C +NGC · 4◦C, (2.1)
wobei NAT die Anzahl der A-T-Basenpaare und NGC die Anzahl der G-C-Basenpaare in der Se-
quenz ist [141]. Diese Formel ist nur fu¨r sehr kurze Sequenzen (≤ 20 nt) wenigstens anna¨hernd
gu¨ltig. Sowohl die sehr grob gescha¨tzten Parameter 2 und 4 als auch das Ignorieren des
Stackings im Modell fu¨hren bei la¨ngeren Sequenzen zu sehr großen Fehlern.
GC-Prozent-Formel Dieses Modell beruht ebenfalls auf einem linearen Zusammenhang
zwischen dem Anteil an G-C-Basenpaaren in der Sequenz und der Schmelztemperatur [44, 34].
Tm = 81.5 + 41 ·RGC − 600
l
(2.2)
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Abbildung 2.6: Skizze einer Schmelzkurve. Mit steigender Temperatur erho¨ht sich der Anteil
einzelstra¨ngiger DNA (ssDNA), da immer mehr Duplexe schmelzen. Die Schmelztemperatur
Tm ist die Temperatur, bei der 50 % der DNA als ssDNA vorliegt.
wobei l die Sequenzla¨nge und RGC = NGC/l der Anteil der G-C-Basenpaare an der gesamten
Sequenz ist. Diese Formel wird hauptsa¨chlich fu¨r la¨ngere Sequenzen (> 50 nt) verwendet. Im
World Wide Web verfu¨gbare Tm-Rechner verwenden auch ha¨ufig 500l als letzten Summanden
(z. B. [64]), was auch in [174] angegeben wird.
nearest-Neighbor-Modell Bei diesem Modell werden zuna¨chst Enthalpie und Entropie be-
rechnet, und aus diesen anschließend die Schmelztemperatur [33, 141]. Hierzu wird jedem Paar
von benachbarten Basenpaaren der Sequenz ein Einzelbeitrag zu Enthalpie und Entropie zu-
geordnet, abha¨ngig von den Basen in diesem Nachbarpaar. Die Summe der Einzelbeitra¨ge aller
(u¨berlappenden) Nachbarpaare in der Sequenz ergeben die Gesamtenthalpie bzw. -entropie,
ggf. erga¨nzt durch weitere Summanden fu¨r die Initiierung der Reaktion (Nukleation) und fu¨r
die Symmetrie (bei selbstkomplementa¨ren Sequenzen). In den verschiedenen vero¨ffentlichten
Instanzen dieses Modells finden sich nicht nur unterschiedliche Werte fu¨r die Einzelbeitra¨ge,
sondern evtl. auch weitere Summanden, z. B. fu¨r An- oder Abwesenheit von G-C-Basenpaaren
[33, 145]. Ein Versuch, mo¨glichst viele dieser Instanzen anzuna¨hern, ist das Unified Parameter
Set von SantaLucia et al. [7, 144], das als Beispiel in Tabelle 2.1 angegeben ist. Enthalpie und
Entropie der Hybridisierung z. B. der Sequenz GGATCC berechnet man mit diesem Parameter-
satz wie folgt:
∆H = 2 ·∆HinitGC +∆HGG/CC +∆HGA/CT +∆HAT/TA +∆HGA/CT +∆HGG/CC
= (2 · 0.1− 8.0− 8.2− 7.2− 8.2− 8.0) kcal/mol
= −39.4 kcal/mol
∆S = 2 ·∆SinitGC +∆Ssymm +∆SGG/CC +∆SGA/CT +∆SAT/TA +∆SGA/CT +∆SGG/CC
= (2 · (−2.8)− 1.4− 19.9− 22.2− 20.4− 22.2− 19.9) cal/K·mol
= −111.6 cal/K·mol
Da z. B. 5
′−GA−3′
3′−CT−5′ und
5′−TC−3′
3′−AG−5′ ununterscheidbar sind, tragen sie auch gleiche Beitra¨ge
zu den jeweiligen Summen bei. Durch diese Ununterscheidbarkeit reduzieren sich die 42 = 16
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∆H◦ ∆S◦ ∆G◦
(kcal/mol) (cal/K·mol) (kcal/mol)
AA/TT -7.9 -22.2 -1.00
AT/TA -7.2 -20.4 -0.88
TA/AT -7.2 -21.3 -0.58
CA/GT -8.5 -22.7 -1.45
GT/CA -8.4 -22.4 -1.44
CT/GA -7.8 -21.0 -1.28
GA/CT -8.2 -22.2 -1.30
CG/GC -10.6 -27.2 -2.17
GC/CG -9.8 -24.4 -2.24
GG/CC -8.0 -19.9 -1.84
init G-C 0.1 -2.8 0.98
init A-T 2.3 4.1 1.03
symm 0.0 -1.4 0.40
Tabelle 2.1: Summanden fu¨r das nearest-Neighbor-Modell aus dem Unified Parameter Set
[6, 144]. Angegeben sind die Parameter fu¨r die 10 unterscheidbaren Nachbarpaare (siehe Text),
fu¨r die Initiierung (Nukleation) der Hybridisierung bei terminalen G-C- bzw. A-T-Basenpaaren,
sowie fu¨r die Symmetrie von selbstkomplementa¨ren Sequenzen. Das Symbol ◦ kennzeichnet die
Standardbedingungen (Konzentrationen der Edukte und Produkte = 1 M), die als Modellan-
nahme in die Messung der Summanden geflossen sind.
mo¨glichen Nachbarpaare auf 10 unterscheidbare Summanden im Parametersatz (Tab. 2.1). Der
Summand fu¨r die Initiierung mit G-C-Basenpaaren an den Enden wird zweimal angewendet,
einmal fu¨r jedes Duplexende. Die Symmetrie (Selbstkomplementarita¨t) der Sequenz tra¨gt nichts
zur Enthalpie bei [34], daher fehlt dort ein entsprechender Summand.
Aus Enthalpie und Entropie la¨ßt sich nun die Schmelztemperatur berechnen.
Tm =
∆H
∆S +R · ln(c/f) − 273.15
◦C (2.3)
mit R = 1.987 cal/(K·mol) die Gaskonstante, c die Konzentration der DNA-Moleku¨le, f = 1
[145] oder f = 2 [34] fu¨r selbstkomplementa¨re Sequenzen, und f = 4 sonst.
Diese Berechnungsmethode wird fu¨r Sequenzen bis zu einer La¨nge von 70 nt als zuverla¨ssig
angesehen [159]. Das zugrunde liegende Modell orientiert sich stark am z. Z. als realistisch
betrachteten Hybridisierungsmodell. So stehen die Summanden fu¨r die Nachbarpaare fu¨r die
Enthalpie bzw. Entropie des jeweiligen Stacking-Vorgangs, d. h. fu¨r die ra¨umliche Anordnung
der beiden Basenpaare zu einem Helixabschnitt, wa¨hrend die Nukleation mit einem eigenen
Summanden beru¨cksichtigt wird.
A¨hnlich wie die Enthalpie und die Entropie la¨ßt sich in diesem Modell auch die Gibbs-
Energie ∆G berechnen (s. Tab. 2.1, letzte Spalte), die als ein zuverla¨ssigeres Maß fu¨r die
Duplexstabilita¨t als die Schmelztemperatur angesehen wird [34]. Ein weiterer Vorteil dieses
Modells ist die recht einfache Erweiterung z. B. auf Mismatches [6, 9, 10, 8, 128], Bulges
[161], dangling Ends [30] und internal Loops [186], die jeweils weitere Summanden beitragen.
Dadurch lassen sich z. B. auch Stabilita¨ten von einzelstra¨ngigen Sekunda¨rstrukturen berechnen
[74, 186].
14 KAPITEL 2. CHEMISCHE GRUNDLAGEN ZU NUKLEINSA¨UREN
Abha¨ngigkeit von Salzkonzentrationen Sowohl Tm als auch ∆G sind abha¨ngig von den
Konzentrationen, in denen verschiedene Salze in der Lo¨sung vorliegen, und auch vom pH-
Wert der Lo¨sung. Die angegebenen Parametersa¨tze sind fu¨r bestimmte Bedingungen experi-
mentell bestimmt worden, meist sind dies die Standardbedingungen [Na+] = 1 M und pH 7.
Um Tm bzw. ∆G fu¨r andere Bedingungen zu berechen, mu¨ssen Korrekturterme verwendet
werden. Z. B. werden zur Korrektur der Schmelztemperatur fu¨r andere Natriumkonzentratio-
nen +16.6 log[Na+] [34] fu¨r die GC-Prozent-Formel bzw. +12.5 log[Na+] [145] fu¨r das nearest-
Neighbor-Modell vorgeschlagen.
Gleichgewichtskonstanten, Partition Function In welche Richtung eine Reaktion bevor-
zugt verla¨uft, la¨ßt sich durch die Gleichgewichtskonstante K angeben, die das Verha¨ltnis von
Produktkonzentrationen zu Eduktkonzentrationen im Reaktionsgleichgewicht angibt (hier also
das Verha¨ltnis von doppelstra¨ngiger zu einzelstra¨ngiger DNA). Fu¨r die freie Enthalpiea¨nde-
rung der Hybridisierung von DNA gilt ∆G = −RT lnK, wobei R die Gaskonstante (s. o.) und
T die absolute Temperatur ist [34]. Umformung ergibt
K = e−∆G/RT . (2.4)
Beru¨cksichtigt man nicht nur die Konfigurationen ”komplett einzelstra¨ngig“ und ”komplett
doppelstra¨ngig“, sondern auch andere mo¨gliche Hybridisierungsformen, so lassen sich die
Gleichgewichtskonstanten aller Hybridisierungsreaktionen zur sog. Partition Function qc zu-
sammenfassen:
qc =
∑
i
Ki =
∑
i
e−∆Gi/RT (2.5)
wobei Ki die Gleichgewichtskonstante und ∆Gi die freie Enthalpie der i-ten Konfiguration
(Hybridisierungsform) ist. Je nach gewa¨hltem Hybridisierungsmodell (s. o.) a¨ndert sich auch
die Zahl der Summanden, die bei der Partition Function beru¨cksichtigt werden mu¨ssen.
Kapitel 3
Das DNA-Sequenz-Design-Problem
3.1 Das Ziel: Programmable Self-Assembly
Es gibt in der Natur viele Systeme, die zur Selbstorganisation fa¨hig sind[22], insbesondere auch
biologische und biomolekulare Systeme. So haben auch DNA-Moleku¨le die Fa¨higkeit, wenn sie
in Lo¨sung aufeinandertreffen, sich durch den Prozeß der Hybridisierung zu einem gro¨ßeren
Supramoleku¨l zu verbinden. Dieser Vorgang des spontanen Aufbaus wird als Self-Assembly
bezeichnet, und ist zunehmend fu¨r bottom-up-Konstruktionsprozesse wichtig.
Bei der DNA ha¨ngt die Neigung zur Hybridisierung weitgehend von der Basensequenz ab,
eine Eigenschaft, die sich leicht bei der Synthese von DNA-Stra¨ngen vorgeben la¨ßt. Somit
la¨ßt sich durch die Sequenzwahl in gewissem Maße vorherbestimmen, welche Moleku¨le sich
verbinden und welche nicht, das Self-Assembly wird dadurch programmierbar.
Die Einschra¨nkung ”in gewissem Maße“ begru¨ndet das Beta¨tigungsfeld des DNA-Sequenz-
Designs. Der Prozeß der Hybridisierung ist nicht perfekt vorhersagbar, geschweige denn voll-
kommen deterministisch programmierbar, sowohl weil heutige Modelle der Hybridisierung noch
unvollkommen sind, als auch weil die Hybridisierungsreaktion ein naturgema¨ß stochastischer
Vorgang ist. Ziel des Sequenz-Designs muß es also sein, das Self-Assembly mo¨glichst genau zu
programmieren, d. h. die Wahrscheinlichkeit fu¨r ein unbeabsichtigtes Verhalten der Moleku¨le
zu minimieren. Das DNA-Sequenz-Design besteht daher aus zwei Teilen:
1. die Wahl eines mo¨glichst realistischen Modells der Hybridisierung, das trotzdem eine
effiziente Berechnung / Abscha¨tzung / Einschra¨nkung der Hybridisierungswahrschein-
lichkeit fu¨r beliebige DNA-Moleku¨le erlaubt, und
2. ein Algorithmus, der mo¨glichst effizient DNA-Sequenzen findet, die im gewa¨hlten Modell
mit hoher Wahrscheinlichkeit das gewu¨nschte, und mit sehr kleiner Wahrscheinlichkeit
ein anderes Hybridisierungsverhalten zeigen.
Ggf. muß der Algorithmus auch weitere Anforderungen an die Sequenzen beru¨cksichtigen, wenn
die konkrete Anwendung, in der das Self-Assembly eingesetzt wird, dies erfordert (s. u.).
Solche Anwendungen fu¨r das DNA-Self-Assembly finden sich hauptsa¨chlich in den Bereichen
des DNA-Computing und der Nanotechnologie, aber auch in einfacher Form bei Labortechniken
wie der Polymerase-Kettenreaktion (PCR) und DNA-Microarrays.
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3.2 Anwendungen
3.2.1 DNA-Computing
Richard Feynman stellte bereits 1959 in seiner beru¨hmten Rede ”There’s plenty of room at
the bottom“ die Vision vor, Rechnerelemente wie logische Gatter auf die Gro¨ße von Moleku¨len
zu beschra¨nken, und erkannte auch bereits die hohe Informationsdichte von DNA und die
vielfa¨ltigen Funktionen von biologischen Moleku¨len. 1994 hat Leonard Adleman diese Aspekte
verbunden [2]. Er lo¨ste ein Hamilton-Pfad-Problem, also die Suche nach einem Pfad durch
einen Graphen, der jeden Knoten genau einmal besucht, indem er Knoten und Kanten so in
DNA-Stra¨nge kodierte, daß diese per Self-Assembly alle mo¨glichen Pfade durch den Graphen
bildeten, und sortierte anschließend mit normalen Labortechniken alle Pfade aus, die keine
Hamiltonpfade waren (s. u.). Die Vero¨ffentlichung dieses Experiments legte den Grundstein
fu¨r das rasch wachsende Forschungsgebiet des DNA-Computing. Grund fu¨r die Begeisterung
fu¨r dieses Thema war vor allem die hohe Parallelita¨t der Berechnung, insbesondere beim Self-
Assembly-Schritt, die sich bei Adleman durch das gleichzeitige Hybridisieren und Ligieren von
etwa 1014 Moleku¨len ergab. Als weiteren Vorteil nennt Adleman die Energieeffizienz der Be-
rechnung. Er hat ausgerechnet, daß fu¨r rund 2 · 1019 Operationen 1 Joule Energie umgesetzt
wird, wa¨hrend das theoretische Maximum bei etwa 34 · 1019 Operationen/Joule liegt. Außer-
dem erlaubt die Kodierung von Informationen in DNA-Moleku¨le eine Speicherdichte von ca.
1 Bit/nm3 [2].
Leider bleiben NP-vollsta¨ndige Probleme auch bei Verwendung von DNA NP-vollsta¨ndig.
Die Parallelisierung der Pfadkonstruktion erlaubt zwar einen Algorithmus, dessen Anzahl von
Rechenschritten nur linear mit der Eingabegro¨ße wa¨chst, dafu¨r wa¨chst der Bedarf an Spei-
cherplatz und Parallelprozessoren, hier also an DNA, exponentiell mit der Anzahl von Knoten
im Eingabegraph. Nach verschiedenen Scha¨tzungen wurde man zur Lo¨sung von Hamilton-
Pfad-Problemen mit dem Adleman-Protokoll fu¨r 23 Knoten bereits einige Kilogramm DNA
beno¨tigen, bei 70 Knoten (alternative Scha¨tzung: 200 Knoten) u¨bersteigt die Masse beno¨tig-
ter DNA die Erdmasse [107, 101, 106]. Weitere Kritik am DNA-Computing bezieht sich auf
die tatsa¨chliche Rechenzeit. Wa¨hrend der Ligationsschritt in Sekundenschnelle ablief, stand
Adleman insgesamt eine Woche im Labor, um das komplette Protokoll durchzufu¨hren, da die
nachfolgenden Arbeitsschritte sehr aufwendig von Hand durchgefu¨hrt werden mußten. Eine
a¨hnliche Argumentation bezieht sich auf die Energieeffizienz. Arbeitsschritte wie PCR oder
Gelelektrophorese beno¨tigen sehr viel Energie [107], was die Sparsamkeit der Hybridisierung
und Ligation zumindest zum Teil kompensiert. Außerdem sind der stochastische Charakter
vieler Techniken und die damit verbundenen Fehlerraten ein Problem. Dies betrifft nicht nur
Fehlhybridisierungen, sondern auch Mutationen beim Kopieren von DNA-Stra¨ngen mit Po-
lymerase, eine nicht-hundertprozentige Effizienz von Ligase-Enzymen usw. Zusammengefaßt
gesagt: ”Reliability, efficiency, and scalability are perhaps the three most burning issues for
molecular computing.“ (Max H. Garzon und Russell J. Deaton in [62])
Als Supercomputer zur Lo¨sung NP-vollsta¨ndiger Problem ist also auch ein DNA-Computer
ungeeignet, zumindest mit dem Ansatz ”Generiere zuerst alle Lo¨sungskandidaten, filtere dann
die Ungu¨ltigen heraus“. Da aber einige auf DNA basierende Rechnermodelle zumindest theo-
retisch berechnungs-universell sind (z. B. [177]), bleibt die Hoffnung, sinnvolle Berechnungen
mit DNA durchfu¨hren zu ko¨nnen, wenn vielleicht auch nur fu¨r bestimmte Anwendungsni-
schen [4, 3, 40]. Außerdem verspricht sich die wissenschaftliche Gemeinschaft durch den neuen
Blickwinkel und die Abbildung von Wechselwirkungen zwischen Moleku¨len auf Informations-
verarbeitung neue Erkenntnisse sowohl zur Natur von Berechnungen als auch zur Modellierung
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molekularbiologischer Systeme [3, 21, 24]. Ein theoretisches Rechenmodell, das sich aus U¨ber-
legungen zum DNA-Computing ergeben hat, ist das Membrane-Computing, bei dem durch
Membranen abgetrennte Zellbereiche Moleku¨le verarbeiten bzw. mit benachbarten Bereichen
austauschen [126]. Andere Erkenntnisse, insbesondere auch zum Design von geeigneten DNA-
Sequenzen, sind in die DNA-basierte Nanotechnologie eingeflossen (siehe weiter unten).
Im Folgenden sollen einige DNA-Computing-Modelle und -Experimente verschiedener For-
schungsgruppen vorgestellt werden. Diese Aufza¨hlung ist bei weitem nicht vollsta¨ndig, sondern
soll einen U¨berblick u¨ber das Spektrum dieses Forschungsgebiets geben und einige, besonders
wichtige oder interessante Ergebnisse vorstellen. Nicht zuletzt sollen auch Beispiele fu¨r An-
forderungen an das DNA-Sequenz-Design gegeben werden. Fu¨r alle Modelle und Anwendugen
sind Spezifita¨t sowie hohe und gleichma¨ßige Effizienz der Hybridisierungen wichtig, die meisten
Kodierungen von Bitvektoren erfordern außerdem die Beru¨cksichtigung von Konkatenationen
einzelner Sequenzen fu¨r die Sequenzuna¨hnlichkeit, bei manchen ergeben sich aber noch zusa¨tz-
liche Anforderungen.
Hamilton-Pfad Adleman suchte einen Hamilton-Pfad durch einen Graphen mit 7 Knoten
und 14 Kanten, in dem genau ein solcher Pfad existiert (Abb. 3.1a) [2]. Dazu kodierte er Kno-
ten und Kanten in 20-mere. Nennt man die 10-mere, aus denen die Sequenzen fu¨r zwei Knoten
v und w bestehen, vl und vr bzw. wl und wr, so besteht die Sequenz fu¨r die Kante v → w
aus den Komplementa¨rsequenzen zu wl und vr (Abb. 3.1b). Somit hybridisiert eine Kanten-
sequenz u¨berlappend mit den Sequenzen der beiden Knoten, die durch die Kante verbunden
werden, u¨ber ein La¨nge von jeweils 10 Nukleotiden. Das Hamilton-Pfad-Problem wurde nun
mit folgendem Protokoll gelo¨st:
• Herstellung aller Pfade: Alle Knoten- und Kantensequenzen wurden zusammengegossen,
durch Hybridisierung der u¨berlappenden Ha¨lften bildeten sich Supramoleku¨le, die Ab-
folgen von Knoten und der dazwischenliegenden Kanten enthalten, also Pfade abbilden.
Durch Ligation wurden die Lu¨cken im Zucker-Backbone zwischen benachbarten Knoten-
bzw. Kantensequenzen geschlossen. Durch eine genu¨gend hohe Anzahl verwendeter Mo-
leku¨le (hier ca. 1014) konnte angenommen werden, daß jeder mo¨gliche Pfad mindestens
einmal im Reagenzglas vertreten war.
• Verwerfen aller Pfade, die nicht mit v0 beginnen und bei v6 enden: Mit PCR unter
Verwendung der Sequenzen fu¨r v0 und v6 als Primer wurden Pfade zwischen diesen
beiden Knoten amplifiziert.
• Verwerfen aller Pfade, die nicht genau sieben Knoten enthalten: Durch Gelelektropho-
rese konnte Adleman die Sequenzen isolieren, die genau 140 Nukleotide lang waren (7
Knotensequenzen jeweils der La¨nge 20).
• Verwerfen aller Pfade, die nicht alle Knoten besuchen: Fu¨r jeden Knoten vi gab Ad-
leman mikroskopisch kleine magnetische Ku¨gelchen in die Lo¨sung, an der die Komple-
menta¨rsequenz des Knotens vi befestigt war. Nach Hybridisierung konnte er so mit einem
Magneten die Sequenzen extrahieren, die vi enthielten. Nach siebenfacher Iteration fu¨r
alle Knoten, wobei das Extrakt eines Schritts die Anfangsmenge fu¨r den na¨chsten Schritt
bildete, blieben im letzten Extrakt genau die Sequenzen u¨brig, die alle Knoten enthalten.
• Auslesen des Ergebnisses: Eine erneute PCR mit anschließender Gelelektrophorese zeigte,
ob noch Moleku¨le nach den Extraktionsschritten vorhanden waren. Falls ja, so erfu¨llen
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a) b)
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5’-ACGAGAGCGGCCTAGTGAAT-3’ 5’-AATATCAAAATGAGGGGTTA-3’
3’-GGATCACTTATTATAGTTTT-5’
Knoten v Knoten w
Kante v     w
5’-ACGAGAGCGGCCTAGTGAATAATATCAAAATGAGGGGTTA-3’
3’-GGATCACTTATTATAGTTTT-5’
Knoten v Knoten w
Kante v     w
Abbildung 3.1: Probleminstanz und Pfadkodierung aus [2]. a) Von Adleman untersuchter
Graph aus 7 Knoten und 14 Kanten. Der einzige Hamiltonpfad von v0 nach v6 folgt der
Knotennumerierung. b) Kodierung von Knoten und Kanten in 20-mere. Jeweils 10 Basen einer
Kantensequenz sind komplementa¨r zu 10 Basen jeder der beiden inzidenten Knotensequen-
zen, so daß sich durch Hybridisierung der u¨berlappenden Moleku¨le Ketten adjazenter Knoten
bilden.
diese die in den drei vorhergehenden Schritten u¨berpru¨ften Eigenschaften, kodieren also
Hamiltonpfade.
Tatsa¨chlich konnte Adleman DNA-Stra¨nge der richtigen La¨nge in der Ergebnislo¨sung nachwei-
sen, verzichtete aber auf eine U¨berpru¨fung (z. B. durch Sequenzierung), ob diese den korrekten
Pfad repra¨sentierten.
SAT Beim Erfu¨llungsproblem SAT ist ein Boolescher Term u¨ber Variablen x0 bis xn−1 in
Form einer Konjunktion von Klauseln gegeben. Jede Klausel ist wiederum eine Disjunktion von
Literalen, also von Variablen und Negationen von Variablen. Bei der Problemvariante k-SAT
besteht jede Klausel aus ho¨chstens k Literalen. Ein Beispiel fu¨r einen solchen Term wa¨re also
(x0 ∨¬x1)∧ (x1 ∨ x3 ∨¬x4)∧ (¬x2 ∨¬x3 ∨ x4). Gefragt ist, ob es eine Belegung der Variablen
x0 bis xn−1 mit Werten aus {0,1} gibt, so daß der gegebene Term 1 ergibt.
Lipton wa¨hlte zur Lo¨sung dieses Problems eine Kodierung fu¨r Bitvektoren, die spa¨ter auch
in Versuchen anderer Gruppen ha¨ufig zur Anwendung kam [102]. Hierzu konstruierte er einen
gerichteten Graph, der abwechselnd Knoten fu¨r Bitpositionsinformationen und Knoten fu¨r
die Bitbelegung (0 oder 1) enthielt (Abb. 3.2). Mit einer Abbildung von Pfaden auf DNA-
Sequenzen, wie sie von Adleman vorgestellt wurde, ko¨nnen so Bitvektoren einer bestimmten
La¨nge in DNA kodiert werden. Durch Hybridisierung und Ligation stellt man Bitvektoren mit
zufa¨lliger Verteilung von Nullen und Einsen her, eine La¨ngensortierung per Gelelektrophorese
erlaubt die Extraktion von Bitvektoren der La¨nge n. Auch hier sorgt eine genu¨gend große
Anzahl von Moleku¨len dafu¨r, daß nahezu sicher alle 2n mo¨glichen Belegungen der Variablen
x0 bis xn−1 anschließend vorhanden sind.
Um zu u¨berpru¨fen, ob eine dieser Belegungen den Term erfu¨llt, schlug Lipton ein Protokoll
aus Extraktions- und Vereinigungsoperationen vor, das er allerdings nicht in vitro implemen-
tierte. Pro Klausel werden fu¨r jedes in dieser Klausel vorkommende Literal die Sequenzen
extrahiert, deren zugeho¨riger Bitvektor dieses Literal erfu¨llt. Dies kann durch die von Adle-
man verwendeten magnetischen Kugeln realisiert werden, an die jeweils das Komplement der
Sequenzen befestigt sind, die das entsprechende Literal kodieren. Fu¨r ein k-SAT-Problem er-
geben sich so maximal k Reagenzgla¨ser mit verschiedenen Extrakten. Durch Zusammengießen
3.2. ANWENDUNGEN 19
...
X0=1
X0=0
X1=1
X1=0
Xn-1=1
Xn-1=0
A0
A1 A2 An
Abbildung 3.2: Bitvektorkodierung von Lipton [102]. Die mit Ai markierten Knoten ko¨nnen
als Bitpositionen verwendet werden, die mit xi = b, b ∈ {0, 1} markierten Knoten stellen die
Belegung der Variablen dar. Mit der Adlemanschen Abbildung von gerichteten Pfaden auf
DNA-Stra¨nge lassen sich also Bitvektoren in DNA kodieren.
der Inhalte dieser Gla¨ser wird die Disjunktion innerhalb der Klausel implementiert. Iteration
von Extraktion und Vereinigung u¨ber alle Klauseln, wobei jeweils aus der vereinigten Lo¨sung
des vorangegangenen Schritts extrahiert wird, stellt die Konjunktion der Klauseln dar. Ein
anschließender Test auf vorhandene Moleku¨le beantwortet die Frage auf die Erfu¨llbarkeit des
gegebenen Terms.
Sticker-Modell Eine andere Kodierung von Bitvektoren wird im Sticker-Modell verwendet
[139]. Hier ist ein sogenannter Speicherstrang in n Bereiche aufgeteilt, wobei jeder Bereich ein
Bit einer n-Bit-Zahl darstellt. Ist dieser Bereich einzelstra¨ngig, gilt dieses Bit als auf 0 gesetzt,
ist er doppelstra¨ngig, hat das Bit den Wert 1. Wa¨hrend das Setzen eines Bits auf 1 sich einfach
durch Hinzugabe und Hybridisierung des Komplements der entsprechenden Bitsubsequenz (des
sog. Stickers) realisieren la¨ßt, ist das Zuru¨cksetzen auf 0 schwieriger. Schmelzen durch Tempe-
raturerho¨hung wu¨rde alle Sticker ablo¨sen und somit alle Bits auf 0 setzen. Roweis et al. schlagen
die Verwendung von PNA strand invasion vor. PNA ist eine Nukleinsa¨ure mit einem Peptid-
statt eines Zucker-Ru¨ckgrads. Ein zu einem DNA-Strang komplementa¨res PNA-Moleku¨l bindet
stabiler an dieses als komplementa¨re DNA und kann sogar einen bereits hybridisierten DNA-
Strang verdra¨ngen. Zu einem Sticker komplementa¨re PNA kann also diesen Sticker spezifisch
vom Speicherstrang lo¨sen.
Weitere SAT-Lo¨sungen Trotz der von Anfang an (also seit 1994) bestehenden Skepsis ge-
genu¨ber der Anwendung von DNA-Computing zur Lo¨sung NP-vollsta¨ndiger Probleme wurden
eine ganze Reihe von Rechnermodellen und Protokollen genau hierfu¨r entwickelt. Insbesondere
das SAT-Problem erweist sich als besonders attraktive Benchmark-Anwendung.
Braich et al. schlagen eine Rechnerarchitektur vor, die dem Sticker-Modell a¨hnelt, verwen-
den aber die Lipton-Kodierung fu¨r Bitvektoren [31]. Damit konnten sie ein 3-SAT-Problem
mit 20 Variablen und 24 Klauseln lo¨sen. Dies ist die bisher gro¨ßte in vitro gelo¨ste Instanz eines
NP-vollsta¨ndigen Problems.
Oberfla¨chenbasiertes DNA-Computing wurde von Liu et al. zur Lo¨sung einer 3-SAT-
Probleminstanz mit vier Variablen und vier Klauseln eingesetzt [104]. Sie kodierten die 24
verschiedenen Variablenbelegungen in 16 verschiedene DNA-Sequenzen, die als Sonden auf ei-
nem DNA-Chip befestigt wurden. Fu¨r jede Klausel wurden die Komplementa¨rsequenzen der
Belegungen auf den Chip gegeben und mit den entsprechenden Sonden hybridisiert, die die
jeweilige Klausel erfu¨llen. Dann wurden einzelstra¨ngige Sonden durch Endonukleasenverdau
zersto¨rt, anschließend wurden die Duplexe wieder geschmolzen und die Komplementa¨rsequen-
zen vom Chip gewaschen. Iteration der Operationen Hybridisierung, Verdau, Schmelzen und
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Waschen u¨ber alle Klauseln realisierten die Konjunktion. Auch hier stellen Moleku¨le, die nach
allen Iterationen noch auf dem Chip vorhanden sind, die Lo¨sungen, also erfu¨llende Varia-
blenbelegungen, dar, und ko¨nnen z. B. mit PCR nachgewiesen und ausgelesen werden. Das
Sequenzdesign wu¨rde sich eigentlich auf die Suche nach einzelnen, spezifisch bindenden Se-
quenzen beschra¨nken, in [104] wurden die Sequenzen, die die Variablenbelegungen kodieren,
aber beidseitig von fixen Sequenzen flankiert, die als Priming Sites fu¨r die PCR dienten. Damit
muß hier auch die Konkatenation mit diesen fixen Teilsequenzen beachtet werden.
Zwar ha¨ngt die Anzahl der beno¨tigten Rechenschritte bei diesem Protokoll linear von der
Anzahl der Klauseln und Variablen pro Klausel ab, diese Rechnung ist jedoch leicht geschum-
melt, da der Hybridisierungsschritt tatsa¨chlich exponentielle Bearbeitungszeit beno¨tigt. Sollen
fu¨r eine Klausel alle Belegungen auf den Chip gegeben werden, die eine in dieser Klausel
vorkommende Variable mit einem bestimmten Wert belegen, so sind alle anderen Variablen
frei belegbar, es mu¨ssen fu¨r dieses eine Literal also 2n−1 verschiedene Belegungssequenzen
ausgewa¨hlt werden. Fu¨r alle Literale einer Klausel vervielfacht sich diese Anzahl (z. B. auf
1.75 · 2n−1 fu¨r 3-SAT [179]). Außerdem beinhaltet der Vorgang dieser Auswahl, die der An-
wender von Hand vornehmen muß, bereits einen Großteil der auszufu¨hrenden Rechnung, der
DNA-Chip dient weniger als Computer sondern eher als molekularer Notizzettel.
Abgesehen von dieser Schwa¨che des von Liu et al. vorgeschlagenen Protokolls ist der ober-
fla¨chenbasierte Ansatz an sich aber interessant, da er ein ho¨heres Maß an Kontrolle bietet als
der Ansatz im Reagenzglas. Die Kandidaten fu¨r eine Antwort auf das gestellte Problem be-
finden sich immer auf dem Chip und sind daher leichter von anderen, wa¨hrend der Rechnung
tempora¨r beno¨tigten Moleku¨len leichter zu unterscheiden als in Lo¨sung in einem Reagenzglas.
Wu verbesserte das oberfla¨chenbasierte Protokoll, indem er eine Lipton-a¨hnliche Kodierung
der Bitvektoren ohne die Bitpositionen vorschlug [179]. Statt der Zersto¨rung nicht-erfu¨llender
Belegungen durch Verdau sollen die Komplementa¨rsequenzen, die mit den erfu¨llenden Bele-
gungen hybridisieren, mit Fluoreszenzfarbstoff markiert und die Fluoreszenz doppelstra¨ngiger
Moleku¨le fu¨r jede Klausel auf einen Film aufgenommen werden. U¨bereinanderlegen aller be-
lichteten Filme erga¨be so fu¨r den Spot mit den Belegungen, die alle Klausel erfu¨llen, einen
transparenten Fleck, da alle Filme dort transparent seien. Fu¨r ein 3-SAT-Problem mu¨ßten so
pro Klausel nur drei Sequenzen ausgewa¨hlt werden. Allerdings beschra¨nkt sich der Autor auf
den Vorschlag, u¨ber eine Realisierung wird nicht berichtet.
Sakamoto et al. schlagen in [143] ebenfalls ein Protokoll zur Lo¨sung von SAT-Problemen
vor. Allerdings wird hierbei zuna¨chst der gegebene Term ausmultipliziert, so daß eine Disjunk-
tion von Monomen (Konjunktionen von Literalen) vorliegt. Das Ausmultiplizieren wird bereits
in vitro durch Ligation der entsprechenden Literalsequenzen durchgefu¨hrt. Fu¨r jedes Monom
wird hierbei durch Ligation eine Sequenz gebildet, die eine Konkatenation der im Monom ent-
haltenen Literale darstellt. Hierbei ist die Sequenz fu¨r ein Literal komplementa¨r zur Sequenz fu¨r
die Negation dieses Literals. Der gegebene Term ist genau dann erfu¨llt, wenn ein Monom exi-
stiert, in dem kein Literal zusammmen mit seiner Negation vorkommt. Sequenzen, die Monome
darstellen, in denen Literale und deren Negation vorkommen, enthalten also zueinander kom-
plementa¨re Teilsequenzen, die eine Hairpin-Loop bilden. Sortiert man alle Hairpin-Loops aus,
so bleiben die Moleku¨le zuru¨ck, die Variablenbelegungen darstellen, die alle Klauseln erfu¨llen.
SATte Springer Das Springerproblem besteht darin, mo¨glichst viele Springer so auf einem
Schachbrett anzuordnen, daß sich keine zwei Springer gegenseitig bedrohen. Faulhammer et
al. formulierten die sich ausschließenden Belegungen von Feldern mit Springern als Boolesche
Formel und bildeten so daß Springerproblem auf das SAT-Problem ab [52]. Sie beschra¨nkten
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die Probleminstanz auf ein Brett mit 3 × 3 Feldern und kodierten die Springerverteilung mit
9-Bit-Vektoren in Lipton-Kodierung, wobei eine 1 im i-ten Bit fu¨r einen Springer auf Feld
i steht. Auch hier wurden Lo¨sungskandidaten durch iteriertes Markieren und Verdauen von
Belegungen, die Klauseln nicht erfu¨llen, nach und nach eliminiert. Es blieben 31 Stellungen mit
einem bis fu¨nf Springern u¨brig, wovon eine Stellung illegal war. Diese war durch Punktmutation
und Auslassen einer Base beim Kopieren durch PCR entstanden.
Travelling Salesman Die Lo¨sung von Minimierungsproblemen gestaltet sich mit den bisher
vorgeschlagenen Rechnermodellen deutlich schwieriger als die Lo¨sung von Entscheidungspro-
blemen wie SAT. Zu beobachten ist dies z. B. bei der Erweiterung der Adleman-Kodierung fu¨r
Graphen mit gewichteten Kanten, wie sie von Shin et al. zur Lo¨sung des Travelling-Salesman-
Problems vorgeschlagen wird [154]. Hierbei wird ein Pfad durch einen gerichteten Graphen
gesucht, der jeden Knoten genau einmal besucht und eine minimale Summe von Kantengewich-
ten hat. Die Kantensequenzen sind hier la¨nger als bei Adleman. Zwischen die Teilsequenzen,
die zu den Sequenzen der inzidenten Knoten komplementa¨r sind, wird eine Gewichtsequenz
eingefu¨gt. Je kleiner das Gewicht der Kante ist, desto ho¨her ist dafu¨r der GC-Gehalt der Ge-
wichtssequenz. Dies fu¨hrt dazu, daß leichte Kanten eher und stabiler hybridisieren und somit
eher Pfade mit kleinen Gesamtgewichten ligiert werden. Das Funktionieren dieser Idee wurde
nicht in vitro, sondern durch eine Computersimulation gezeigt. Eine Schwa¨che dieses Proto-
kolls ist die sehr grobe Scha¨tzung der Hybridisierungsneigung durch den GC-Gehalt. Dies ließe
sich aber im Sequenzdesign problemlos durch ein realistischeres Maß wie die freie Enthalpie
ersetzen. Ein gro¨ßeres Problem stellt die endliche Auflo¨sung der darstellbaren Gewichte dar.
Die Anzahl verschiedener GC-Gehalte ist durch die Sequenzla¨nge beschra¨nkt. Aber auch die
Anzahl unterschiedlicher (erst recht die deutlich unterschiedlicher) freier Enthalpien ist nach
dem nearest-Neighbor-Modell stark beschra¨nkt. Schließlich bleibt noch das Problem, daß sub-
optimale Lo¨sungen nicht aussortiert werden, sondern sich nur die Wahrscheinlichkeit zu ihrer
Erzeugung im Hybridisierungs-/Ligationsschritt verringert. Dadurch du¨rften in der resultieren-
den Lo¨sung viele suboptimale Kandidaten vorliegen und ein gezieltes Auslesen des optimalen
Pfads erschweren.
Boolesche Algebra Fu¨r universelle Anwendungen eines DNA-Computers mo¨chte man nicht
nur Entscheidungs- und Optimierungsprobleme lo¨sen, sondern auch einfach nur rechnen, und
zwar sowohl mit der Booleschen als auch mit der Arithmetischen Algebra.
Su und Smith entwickelten eine DNA-Implementierung der Booleschen Funktion NOR, die
allein eine Basis der Booleschen Algebra bildet, d. h. auch alle anderen Booleschen Funktionen
sind nur durch Verwendung von NOR realisierbar [158]. Dafu¨r wurde ein oberfla¨chenbasierter
Ansatz mit einer Bitvektor-Kodierung, wie sie von Wu et al. (s. o.) verwendet wurde, einge-
setzt. Das Protokoll besteht aus der Markierung von Kandidatensequenzen durch Hybridisie-
rung mit Komplementen der vom auszuwertenden Term abha¨ngigen Literalsequenzen, Auswei-
ten der Doppelstra¨ngigkeit durch Polymerase bis zum freiliegenden (nicht an der Oberfla¨che
befestigten) Ende, und Ligation eines doppelstra¨ngigen Ergebnismoleku¨ls an die markierten
Kandidaten.
Eine Berechnung durch das Self-Assembly von DNA-”Kacheln“ schlagen Mao et al. aus
der Gruppe von Nadrian Seeman vor [109, 110]. Diese Kacheln, sogenannte Triple-Crossover-
Moleku¨le (TX-Kacheln) sind selbst bereits supramolekulare Konstrukte aus 3 DNA-Helices,
die durch mehrere Crossover-Punkte, an denen sie Einzelstra¨nge austauschen, verbunden sind
(Abb. 3.4). Desweiteren sind sie mit vier sticky Ends versehen, die das Self-Assembly ermo¨gli-
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chen. Die Helixla¨ngen der TX-Kacheln sind so gewa¨hlt, daß sich u¨ber die La¨nge einer ganzen
Kachel eine ganzzahlige Anzahl von Windungen ergibt, so daß die Kacheln nach dem Self-
Assembly in einer Ebene liegen. TX-Kacheln bieten viele Anwendungsmo¨glichkeiten, auch in
der Nanotechnologie (s. u.), hier kodieren sie Bits eines Bitvektoren so, daß durch das Self-
Assembly das kumulative XOR des Vektors berechnet wird. Aus derselben Gruppe stammen
TX-Kacheln, die sich zu einem A¨quivalent von NAND-Gatter-Schaltkreisen zusammenfu¨gen
[35]. Zusa¨tzliche sticky Ends, die aus der Ebene der TX-Kacheln herausragen, erlauben die
Anlagerung von weiteren Kacheln auf einer zweiten Ebene daru¨ber, die jeweils Ein- bzw. Aus-
gaben der NAND-Gatter repra¨sentieren.
Eine andere Simulation von NAND-Gattern beruht auf DNA-Moleku¨len, die sich frei in
Lo¨sung befinden [12]. Dabei beno¨tigt man fu¨r die Berechnung eines NAND-Gatters aber ne-
ben der Hybridisierung noch das Schneiden mit Restriktionsenzymen und die Sortierung der
Moleku¨le nach ihrer La¨nge durch Gelelektrophorese.
Arithmetische Berechnungen Eine Addition von Bitvektoren modellierten Guarnieri et
al. mit DNA [67]. Leider ist hierbei die Kodierung der Bits in Moleku¨le sehr aufwendig, zu-
dem haben die Ergebnismoleku¨le eine vo¨llig andere Form als die Eingabemoleku¨le, was die
Hintereinanderausfu¨hrung mehrerer Additionen verhindert.
Oliver schla¨gt in [124] eine Abbildung der Multiplikation Boolescher Matrizen auf Graphen
vor. Eine erste Schicht von Knoten repra¨sentiert dabei die Zeilenindizes der ersten Matrix,
eine zweite Schicht die Spaltenindizes der ersten und die Zeilenindizes der zweiten Matrix, eine
dritte Schicht schließlich die Spaltenindizes der zweiten Matrix. Gerichtete Kanten verlaufen
nur von Knoten einer Schicht zu Knoten der na¨chsten Schicht. Eine Kante fu¨hrt von Knoten
i der ersten Schicht zu Knoten j der zweiten Schicht genau dann, wenn in der ersten Matrix
in der i-ten Zeile und j-ten Spalte eine Eins steht. Entsprechendes gilt fu¨r Kanten von der
zweiten zur dritten Schicht und Einsen in der zweiten Matrix. In der Ergebnismatrix steht
damit genau dann eine Eins an Position (i, j), wenn es einen Pfad von Knoten i in der ersten
zu Knoten j in der dritten Schicht gibt. Die DNA-Moleku¨le repra¨sentieren hier die Kanten, die
zu den Eingabematrizen geho¨ren. Durch Self-Assembly verbinden sich diese zu Pfaden, die die
Ergebnismatrix definieren.
Steganographie DNA eignet sich alleine schon wegen seiner geringen Gro¨ße ideal fu¨r die
Steganographie, also die heimliche U¨bermittlung von Botschaften, die man in einer gro¨ßeren
Menge irrelevanter Informationen versteckt. Eine einfache Kodierung von Texten in DNA weist
jedem Zeichen einer Menge von bis zu 64 Buchstaben, Ziffern und Satzzeichen ein drei Basen
langes Codon1 zu [38, 134]. Ein Text wird so zeichenweise in eine Aneinanderreihung entspre-
chender Codons u¨bertragen. An beide Enden der so entstandenen Sequenz werden Primer-
Bindungsstellen angefu¨gt. Die DNA-Moleku¨le wurden synthetisiert und unter genomischer
DNA von Ratten oder Menschen versteckt. Nur ein Empfa¨nger, der die Primer-Sequenzen,
die hier als Schlu¨ssel dienen, kennt, kann den versteckten Text per PCR vom Hintergrund
der genomischen DNA unterscheiden und auslesen. In einer zweiten Stufe der Steganographie
wurde die DNA auf einen Punkt am Ende eines Satzes auf Papier aufgebracht, dieser Brief mit
der Post verschickt, die DNA wieder extrahiert und die geheime Nachricht (Ort und Zeitpunkt
des Angriffs auf die Normandie) ausgelesen.
1in Anlehnung an die dreibasigen Codons in Genen, die jeweils eine Aminosa¨ure des durch das Gen kodierten
Proteins definieren
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Da die Drei-Basen-Kodierung sehr anfa¨llig fu¨r Mutationen wa¨hrend der PCR-Amplifizierung
ist [134], und die Nachrichtmoleku¨le sich vielleicht doch durch strukturelle Merkmale von geno-
mischer DNA unterscheiden und sich so durch statistische Verfahren erkennen lassen, wa¨hlten
Leier et al. eine Kodierung der Zeichen als 8-Bit-Bina¨rvektoren, mit je einer Sequenz fu¨r 0
und 1, die aneinandergefu¨gt wurden [96] (fu¨r Details siehe Abschnitt 8.2). Auch hier ist der
Schlu¨ssel die Kenntnis der Priming Sites an den Enden der Sequenz, die unter vielen zufa¨lli-
gen 8-Bit-Sequenzen mit anderen Primerbindungsstellen versteckt werden. Nachrichtsequenz
und Hintergrund sind somit strukturell a¨hnlicher, die Verwendung von 20 Basen pro Bit bot
genu¨gend Redundanz, um weniger anfa¨llig gegenu¨ber Mutationen zu sein.
Evolutiona¨rer Algorithmus Ba¨ck et al. schlagen die Nutzung gerade solcher Mutationen
bei der Vervielfa¨ltigung von Sequenzen durch PCR als Variationsoperator fu¨r einen in vitro ab-
laufenden Evolutiona¨ren Algorithmus vor [19] (fu¨r eine kurze Beschreibung von Evolutiona¨ren
Algorithmen siehe auch Abschnitt 5.1). Die Selektion soll u¨ber a¨hnliche Filteroperationen wie
von Adleman verwendet realisiert werden, die Fitness-Bewertung kann z. B. la¨ngenabha¨ngig
mit Gelelektrophorese durchgefu¨hrt werden.
Automaten Einen kompletten Spielautomaten fu¨r das Spiel Tic-Tac-Toe konstruierten Sto-
janovic und Stefanovic [157]. Dazu formulierten sie die perfekte Strategie, mit der man nicht
verlieren kann, sondern immer mindestens ein Unentschieden erreicht, in Boolesche Terme.
Jeder Term gibt fu¨r eines der neun Felder an, ob dieses in Abha¨ngigkeit von den bisheri-
gen Spielzu¨gen des Gegners besetzt werden soll. Fu¨r die Auswertung dieser Terme wurden
Gatter-Moleku¨le, die aus der Kombination mehrerer Hairpin-Loops bestehen, entworfen. An-
dere DNA-Moleku¨le, die eine Kombination bisheriger Eingaben repra¨sentieren, die einen sol-
chen Term erfu¨llt, o¨ffnen durch Hybridisierung die Hairpin Loops, wodurch in Kombination
mit einem weiteren Reporter-Moleku¨l ein Leuchtsignal ausgelo¨st wird. Physikalisch besteht der
Automat aus neun Vertiefungen (die Felder), in denen die Gatter-Moleku¨le des zu dem jewei-
ligen Feld geho¨rigen Booleschen Terms in Lo¨sung enthalten sind. Der menschliche Gegner gibt
sein in DNA-Stra¨nge kodiertes zu markierendes Feld in alle neuen Vertiefungen, eine davon
leuchtet als Antwort auf und markiert so den Gegenzug des Automaten.
Eine Konstruktion beliebiger endlicher Automaten mit zwei Zusta¨nden und fu¨r ein Eingabe-
alphabet mit zwei Buchstaben stellten Benenson et al. vor [29, 27]. Dabei ist der Eingabestring
als doppelstra¨ngiges Moleku¨l kodiert, in dem die Sequenzen fu¨r die Zeichen des Strings anein-
ander gereiht sind. Ein sticky End kodiert sowohl das na¨chste Zeichen als auch den aktuellen
Zustand des Automaten. Ein entsprechendes doppelstra¨ngiges Zustandsu¨bergangsmoleku¨l kann
an diesem sticky End hybridisieren. Es entha¨lt die Erkennungssequenz fu¨r das Restriktionsen-
zym FokI sowie eine Sequenz von Basen, die als Abstandhalter zwischen der Erkennungssequenz
und dem sticky End dienen, und deren Anzahl vom jeweiligen Zustandsu¨bergang abha¨ngt. FokI
schneidet doppelstra¨ngige DNA nicht in der Erkennungssequenz, sondern dazu versetzt, so daß
das Eingabemoleku¨l abha¨ngig von der Anzahl der Abstandhalterbasen an einer neuen Stelle
geschnitten wird und das neue sticky End den neuen Zustand kodiert. Die Autoren haben als
Anwendung die Beeinflussung von Genexpression vorgeschlagen [28]
Neuronales Netz Mills hat eine DNA-Simulation eines Perzeptrons, also eines einfachen
Ku¨nstlichen Neuronalen Netzes mit zwei Schichten, vorgestellt [113]. Die Kodierung von Neu-
ronen und Axonen entspricht in etwa der von Knoten und Kanten eines Graphen bei Adleman.
Hybridisierung eines Neuronstrangs und eines Axonstrangs fu¨hrt zu Verla¨ngerung durch Po-
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lymerase und anschließende Freisetzung des Oligomers, das das Ausgabeneuron repra¨sentiert.
Aktivierungssta¨rken und Axongewichte werden auf die Konzentrationen der entsprechenden
DNA-Moleku¨le abgebildet. Als Anwendung wird die Diagnose aufgrund von Genexpression
vorgeschlagen, leider gibt der Autor keine Methode zum Training des Netzes an.
3.2.2 Nanotechnologie
Die Nanotechnologie bescha¨ftigt sich mit dem Entwurf von Konstruktionen im Nanometer-
bereich. Viele top-down-Konstruktionsmethoden, bei denen Werkzeuge verwendet werden, die
gro¨ßer sind als die herzustellenden Strukturen, sind in diesem Bereich unbrauchbar. Probleme
sind z. B. thick fingers (die Werkzeuge sind zu groß, um Nanostrukturen pra¨zise herstellen
zu ko¨nnen; die Herstellung von Nanowerkzeugen ist selbst ein nanotechnologisches Problem)
und sticky fingers (bei der Manipulation einzelner Atome oder Moleku¨le machen sich Van-der-
Waals-Kra¨fte zwischen Werkzeug und Material bemerkbar, die im makroskopischen Bereich
irrelevant sind).
Eine vielversprechende Alternative bieten daher bottom-up-Ansa¨tze, bei denen sich die
Bauteile selbstta¨tig oder mit Hilfe anderer nanoskopischer Moleku¨le zusammensetzen. Dank
der guten Erkennungseigenschaften ist DNA fu¨r dieses Self-Assembly sehr gut geeignet [175,
150, 114, 120].
DNA-Biotin-Streptavidin-Konjugate Außer mit dem jeweiligen Watson-Crick-Komple-
ment, also mit einem anderen Nukleinsa¨uremoleku¨l, kann DNA auch mit anderen Moleku¨len
wie z. B. Biotin verbunden werden. Biotin-modifizierte DNA wiederum kann ein Konjugat mit
Streptavidin bilden, das Bindungsstellen fu¨r drei weitere Biotin-Moleku¨le anbietet, die mit ei-
ner Vielzahl von Moleku¨len funktionalisiert werden ko¨nnen. Solche Funktionalisierungen und
deren Anwendungen werden in der Gruppe von Christof Niemeyer untersucht [123, 122]. Das
DNA-Self-Assembly kann dann genutzt werden, um z. B. die Biotin-Streptavidin-Konjugate
auf einem langen DNA-Strang aufzureihen, der aus Subsequenzen besteht, die jeweils komple-
menta¨r zu den an den Konjugaten befestigten DNA-Stra¨ngen sind [121].
DDI Eine weitere Anwendung des DNA-Self-Assembly ist die ebenfalls von der Niemeyer-
Gruppe entwickelte DNA-Directed Immobilization (DDI), bei der auf einem Microarray die
Oligomere befestigt sind, die zu denen der DNA-Biotin-Streptavidin-Konjugate komplementa¨r
sind, so daß die Streptavidin-Moleku¨le sowie ggf. daran befestigte andere Moleku¨le auf dem
Tra¨ger positioniert werden (Abb. 3.3). Vorteile dieser Methode gegenu¨ber anderen Immobi-
lisierungsverfahren sind hohe Effizienz, milde Reaktionsbedingungen, die eine hohe Aktivita¨t
der befestigten Proteine erlauben, Reversibilita¨t der Immobilisierung sowie ein relativ geringer
experimenteller Aufwand [172]. An das Streptavidin lassen sich z. B. Antiko¨rper binden, mit
denen sich dann die entsprechenden Antigene in einem sog. Immunoassay nachweisen lassen
[171].
Protein-Nachweis Eine andere Form des Protein-Arrays beruht auf dem Self-Assembly von
vierarmigen DNA-Junctions (Abb. 5.2) [182]. Die hier verwendeten Junctions haben im Unter-
schied zu den abgebildeten dort, wo ein Strang von einem Arm auf den na¨chsten wechselt, noch
eine Sequenz aus vier Thymin-Basen, die so einen nicht-hybridisierenden Bereich in der Mit-
te der Junction bilden. In diesem Bereich lassen sich ebenfalls Biotin-Streptavidin-Konjugate
befestigen. Je nach Entwurf der sticky Ends der Junction-Moleku¨le lassen sich lineare Ba¨nder
konstanter Breite oder fla¨chige Gitter per Self-Assembly konstruieren.
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Abbildung 3.3: Schema der DNA-Directed Immobilization (DDI) (aus [55]). Mit dem Fluo-
reszenzfarbstoff Cy5 versehene Streptavidin-Moleku¨le und Biotin-modifizierte DNA-Oligomere
bilden ein Konjugat, das sich durch Hybridisierung mit auf einem Tra¨ger befestigten Komple-
menta¨r-Stra¨ngen auf dem Tra¨ger positionieren und durch Fluoreszenz nachweisen la¨ßt.
Nam et al. setzen zum Nachweis von Proteinen Magnetische Mikropartikelsonden (MMP)
und Nanopartikelsonden (NP) ein [117]. Die MMP sind mit Antiko¨rpern bestu¨ckt, die NP
sowohl mit Antiko¨rpern als auch mit doppelstra¨ngigen DNA-Oligomeren, die als ”Bar-Code“
fu¨r das nachzuweisende Protein dienen. Liegt das Protein in der untersuchten Flu¨ssigkeit, z. B.
Blut, vor, so bindet es an den Antiko¨rpern eines MMP. Die an den NP befestigten Antiko¨rper
binden ihrerseits an das Protein. Mit einem Magneten la¨ßt sich dann der MMP-Protein-NP-
Komplex extrahieren, Schmelzen der Oligomere setzt dann die Stra¨nge der Bar-Codes frei.
Strukturen Die Arbeitsgruppe von Nadrian Seeman bescha¨ftigt sich mit der Konstrukti-
on verschiedenster DNA-Strukturen. Darunter fallen die bereits erwa¨hnten Junctions (Abb.
5.2), aus Junctions zusammengefu¨gte Gitter, ein Wu¨rfel mit Kanten aus DNA-Stra¨ngen, ein
angeschnittenes Oktaeder, Double- und Triple-Crossover-Kacheln (DX- und TX-Kacheln, s.
Abb. 3.4), Knoten und Borroma¨ische Ringe [149, 94]. Andere Gruppen berichten z. B. u¨ber
die Konstruktion eines Oktaeders [152], eines Tetraeders [66] und von Dendrimeren, in de-
nen Y-fo¨rmige Junctions zu regelma¨ßigen Formen verbunden sind [100]. Aus den Double- und
Triple-Crossover-Kacheln lassen sich DNA-Geru¨ste bilden, die z. B. u¨ber Biotin-Streptavidin-
Konjugate Gold-Nanopartikel regelma¨ßig anordnen [95, 99]. Die Gruppe von Gu¨nter von
Kiedrowski entwickelte Supramoleku¨le aus drei DNA-Oligomeren und einem chemischen Lin-
kermoleku¨l, das diese Oligomere zu einem ψ-fo¨rmigen Komplex (Trisoligos) verbindet [146]. Es
lassen sich Kopien dieser Trisoligos mit gleicher Konnektivita¨t herstellen [50] und Tetraeder
durch Self-Assembly entsprechend entworfener Trisoligos konstruieren [170].
DNA la¨ßt sich auch als Klebstoff verwenden, um Nanopartikel zu Aggregaten zu verbinden.
Dazu befestigt man an der einen Ha¨lfte der Nanopartikel bestimmte DNA-Oligomere, an der
anderen Ha¨lfte deren Komplemente. Self-Assembly fu¨hrt dann zur Bildung der Aggregate [115].
Hazarika et al. entwickelten diesen Ansatz zu einer reversiblen Aggregatbildung unter Ausnut-
zung des strand replacement weiter [72]. Hierzu werden an den Nanopartikeln zwei Sorten von
26 KAPITEL 3. DAS DNA-SEQUENZ-DESIGN-PROBLEM
Abbildung 3.4: Schematische Darstellung einer Double-Crossover- (DX, links, [148]) und einer
Triple-Crossover-Kachel (TX, rechts, [94]). Zwei bzw. drei Doppelstra¨nge sind durch Crossover-
Stellen, an denen sie Einzelstra¨nge austauschen, miteinander verbunden. In der Abbildung
stellen die sta¨rkeren Linien die Backbones und die du¨nneren Linien die Wasserstoffbru¨cken der
Basenpaare dar. Eine kompliziertere und realistischere Darstellung, die auch die Helizes zeigt,
findet sich in den zitierten Werken. Es gibt auch komplexer aufgebaute DX- und TX-Kacheln,
bei denen nicht alle Einzelstra¨nge wie hier von oben nach unten durch laufen, sondern z. B.
am Crossover-Punkt eine 180◦-Wende machen.
DNA-Oligomeren A und B befestigt. Eine dritte Sorte von DNA-Stra¨ngen C besteht aus der
Konkatenation der Komplemente von A und B, sowie einer weiteren kurzen Subsequenz D.
Der AB-Teil von C dient als Klebestreifen, der die Nanopartikel durch Hybridisierung mit
A und B verbindet. Gibt man nun C, den Komplementa¨rstrang zu C, hinzu, so kann dieser
zuna¨chst an D hybridisieren. Da ein Duplex aus C und C wegen der zusa¨tzlichen Basenpaare
energetisch gu¨nstiger ist als eine Verbindung nur von A, B und C, und das Branching, also
die gleichzeitige Bindung zweier Stra¨nge an C, zusa¨tzlich destabilisierend wirkt, verdra¨ngt C
A und B und bildet den Duplex mit C. Dadurch werden die Nanopartikel wieder voneinander
getrennt.
Nanowires Eine Anwendungsidee ist die Verwendung von DNA als elektrischer Leiter im
Nanometerbereich (sog. Nanowires). U¨ber die Leitfa¨higkeit herrscht in der Literatur allerdings
große Uneinigkeit. Dekker und Ratner geben in [46] einen U¨berblick u¨ber Experimente ver-
schiedener Forschungsgruppen zu diesem Thema. Diesen Experimenten zufolge ist DNA sowohl
Isolator als auch Halbleiter, Leiter und sogar Supraleiter. Diese erheblichen Unterschiede in
den experimentellen Resultaten liegen vermutlich in verschiedenen Einflu¨ssen durch La¨nge und
Zusammensetzung der DNA-Moleku¨le, Eigenschaften der Pufferlo¨sung oder sonstiger Versuch-
sumgebung oder die Befestigungsart an den Elektroden begru¨ndet. Nach Meinung der Autoren
sind DNA-Moleku¨le nur im Bereich von wenigen Nanometern als Leiter zu verwenden. U¨ber
so kurze Distanzen ko¨nnen das Tunneln von Elektronen und das sog. thermal hopping fu¨r
Ladungstransport sorgen. La¨ngere DNA-Stra¨nge sind aber als Isolatoren zu betrachten.
Vielversprechender im Hinblick auf die Herstellung von Nanowires ist das Bestu¨cken der
DNA-Moleku¨le mit Metall. Braun et al. befestigten zwei Oligomere an zwei Elektroden [32].
Anschließend ließen sie einen 16 µm langen DNA-Strang, dessen sticky Ends zu diesen Oli-
gomeren komplemena¨r waren, mit diesen hybridisieren. Schließlich wurden Silberionen an der
DNA angelagert, bis ein Nanodraht von 30-50 nm Durchmesser entstanden war, der ein nicht-
lineares Leitverhalten zeigte. Auch die aus vierarmigen Junctions konstruierten DNA-Ba¨nder
(s. o.) ko¨nnen mit Silber metallisiert werden und ergeben so Leiter mit Ohmschem Verhalten
[182]. An mit Silberionen bestu¨ckte DNA la¨ßt sich auch Gold anlagern. Keren et al. erzeugten
3.2. ANWENDUNGEN 27
so Ohmsche Nanodra¨hte aus Gold [89]. Durch Einlagerung von RecA-Proteinen in Abschnitte
der DNA ließen sich diese Bereiche vor der Silberanlagerung schu¨tzen, wodurch sie nicht-leitend
blieben. Einen Kupferdraht basierend auf einem DNA-Strang aus ku¨nstlichen Basen stellten
Tanaka et al. her [163]. Liu et al. haben ein Band aus zwei Sorten von Triple-Crossover-Kacheln
hergestellt, das sich zu einer Nanoro¨hre zusammenrollte [103]. Durch Metallisierung mit Silber
wurde auch aus ihr ein Ohmscher Leiter gemacht, mit einer ho¨heren Leitfa¨higkeit als die des
Silberdrahts von Braun et al.
Carbon-Nanotubes Carbon-Nanotubes (CNT) sind Ro¨hren mit Durchmessern im Nano-
meterbereich, die aus einem zusammengerollten Gitter aus Kohlenstoffatomen bestehen. Je
nach Art des Zusammenrollens haben CNT Leiter- oder Halbleitereigenschaften, und sind daher
ein interessanter Baustoff fu¨r die Nanoelektronik. Keren et al. verwendeten das oben erwa¨hn-
te DNA-RecA-Filament, um einen Feldeffekt-Transistor herzustellen [88]. Hierzu wurde eine
CNT mit einem Anti-RecA-Streptavidin-Komplex am Filament befestigt, parallel zum DNA-
Strang verlaufend. Nach der Metallisierung dienten die mit Gold versehenen DNA-Abschnitte
als Source und Drain, das Silizium-Substrat, auf das das Konstrukt aufgebracht wurde, diente
als Gate. Eine alternative Befestigungsmethode von CNT an DNA mit Hilfe von PNA, einer
Nukleinsa¨ure mit Peptid-Backbone, demonstrierten Williams et al. [176]. Zheng et al. zeigten,
daß sich DNA ohne Hilfsmoleku¨le zur Verbindung mit CNT spiralfo¨rmig um eine CNT winden
kann [185].
DNA-Maschinen Durch A¨nderung ihrer Konformation kann DNA auch mechanische Arbeit
verrichten, erlaubt also die Konstruktion von Nanomaschinen. Ein einfaches Beispiel fu¨r eine
solche Konformationsa¨nderung ist der B-Z-U¨bergang. Bei der normalerweise vorkommenden
B-Form der DNA ist die Doppelhelix rechtsherum gewunden. Unter hohen Ionenkonzentra-
tionen kann ein DNA-Strang, der abwechselnd aus Purin- und Pyrimidinbasen besteht, die
linksherum gewundene Z-Form einnehmen. Mao et al. haben mit einer solchen DNA (CG10)
zwei DX-Kacheln verbunden und konnten diese durch den U¨bergang von der B- zur Z-Form
um dreieinhalb Umdrehungen gegeneinander drehen [111]. Eine andere Form des reversiblen
U¨bergangs zwischen zwei Moleku¨lkonformationen demonstrierten Yan et al. mit Paranemic-
Crossover- und Juxtapose-Crossover-Kacheln (PX und JX) [183]. Diese bestehen a¨hnlich wie
DX-Kacheln aus zwei Stra¨ngen, die u¨ber drei (PX) bzw. zwei (JX) Crossover-Stellen mit-
einander verbunden sind. Durch Hinzugeben von DNA-Moleku¨len, die komplementa¨r zu den
Stra¨ngen sind, die im PX-Moleku¨l das mittlere Crossover bildet, werden diese Stra¨nge per
Strand-Replacement (s. o.) entfernt. Ersetzt man sie durch Stra¨nge, die an den einzelstra¨ngig
gewordenen Bereichen hybridisieren, ohne einen Crossover-Punkt zu bilden, so erha¨lt man eine
JX-Kachel. Durch das Fehlen dieses Crossovers ist die untere Ha¨lfte der Kachel gegenu¨ber der
oberen Ha¨lfte um 180◦ verdreht, um eine Achse parallel zu den Helixachsen. Auch diese neuen
Stra¨nge lassen sich durch Strand-Replacement wieder entfernen, wodurch die Reversibilita¨t
gegeben ist.
Ebenfalls mit Hilfe von Strand-Replacement betrieben Yurke et al. eine DNA-Pinzette
[184]. Die eigentliche Pinzette ist ein doppelstra¨ngiges DNA-Moleku¨l mit sticky Ends an beiden
Enden (Abb. 3.5). Ein Strang, der sowohl zu den sticky-Ends komplementa¨re Bereiche als auch
einen weiteren U¨berhang hat, schließt die Pinzette durch Hybridisierung. Strand-Replacement
mit dem Komplement dieses Strangs, das am U¨berhang angreifen kann, lo¨st den Strang von
den sticky Ends und o¨ffnet die Pinzette wieder. Mit einer a¨hnlichen Technik, aber einer leicht
abgewandelten Architektur konstruierte dieselbe Gruppe auch ein scherenfo¨rmiges Moleku¨l
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Abbildung 3.5: Schematische Darstellung der DNA-Pinzette aus [184]. In der Abbildung stel-
len die sta¨rkeren Linien die Backbones und die du¨nneren Linien die Wasserstoffbru¨cken der
Basenpaare dar. Links ist die geo¨ffnete Konformation dargestellt. Durch Hybridisierung der
sticky Ends mit einem komplementa¨ren Einzelstrang wird die Pinzette geschlossen (rechts).
Ein U¨berhang dieses Stranges erlaubt Strand-Replacement durch Hybridisierung mit seinem
vollsta¨ndigen Komplement, wodurch die Pinzette wieder geo¨ffnet wird.
Abbildung 3.6: Schematische Darstellung der DNA-Schere aus [116]. Die Darstellung entspricht
der der DNA-Pinzette in Abbildung 3.5. Hier wurde an die ”Scharnierstelle“ der Pinzette ein
nahezu spiegelgleiches Moleku¨l angeha¨ngt, allerdings ohne sticky Ends. Das Schließen bzw.
O¨ffnen der rechten Pinzette fu¨hrt durch mechanische Starrheit der Helices ebenfalls zu einem
Schließen bzw. O¨ffnen der linken Pinzette.
[116] (Abb. 3.6).
Reif stellt in [133] wandernde und rollende DNA-Moleku¨le vor, die eine bidirektionale Be-
wegung auf einem bestimmten DNA-”Untergrund“ ausfu¨hren ko¨nnen, leider ist aber bisher
nur eine zufa¨llige und keine orientierte Bewegung mo¨glich.
Guanin-reiche DNA-Stra¨nge ko¨nnen unter bestimmten Bedingung anstatt einer Duplex-
eine Quadruplex-Struktur bilden, also eine Verbindung aus vier Stra¨ngen eingehen. Alberti et
al. nutzten dies zum Bau einer Verku¨rzungs-Ausdehnungs-Maschine [5]. Sie verwendeten ein
Guanin-reiches Moleku¨l, das sich als Einzelstrang zu einer kompakten Quadruplex-Struktur
faltet. Hybridisierung mit dem Komplement ergibt einen gestreckten Duplex. Durch Strand-
Replacement ist auch dieser Vorgang reversibel. Eine medizinische Anwendung dieser Kon-
struktion als Protein-Shuttle schlagen Dittmer, Reuter und Simmel vor [48]. Sie konnten in
der Quadruplex-Struktur ein Thrombin-Moleku¨l binden, das beim U¨bergang in die Duplex-
Form freigesetzt wurde.
Markierung Als Informationstra¨ger in Nanometer-Gro¨ße eignet sich DNA auch zur Mar-
kierung verschiedener Materialien, z. B. zur Produktverfolgung oder zur Fa¨lschungssicherung.
Rauhe et al. demonstrierten mit einer 8-Bit-Kodierung (s. o. unter Steganographie, und Ab-
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schnitt 8.2) die Markierung von Motoro¨l, Farbe und Papier sowie die erfolgreiche Extraktion der
Moleku¨le aus diesen Stoffen mit anschließendem Auslesen der gespeicherten Information [132].
Dieses Verfahren la¨ßt sich sinnvoll mit oben genannter Steganographie-Methode erga¨nzen.
3.2.3 PCR und Microarrays
Um einen effizienten und fehlerfreien Ablauf der PCR (s. Abschnitt 2.1) zu ermo¨glichen, mu¨ssen
die Primer sorgfa¨ltig gewa¨hlt werden. Da die Verla¨ngerung bei einer Temperatur ablaufen muß,
die fu¨r die Polymerase gu¨nstig ist, muß die Schmelztemperatur der Primer deutlich u¨ber dieser
liegen, um eine stabile Hybridisierung zu gewa¨hrleisten. Ha¨ufig wird die PCR eingesetzt, um
eine spezifische Sequenz aus einer sehr großen Sequenzmenge zu amplifizieren. Dann mu¨ssen die
Primer sehr spezifisch hybridisieren und du¨rfen nicht auch an anderen Sequenzen der gegebenen
Menge binden, so daß diese verla¨ngert wu¨rden. Weiterhin du¨rfen die beiden Primer keinen
Duplex bilden und auch jeweils fu¨r sich keine Sekunda¨rstrukturen ausbilden.
Auch bei DNA-Microarrays sind die Vermeidung sowohl von Sekunda¨rstrukturen der Son-
den als auch von Kreuzhybridisierungen zwischen den Zielsequenzen und zwischen Sonden und
falschen Zielsequenzen wichtig, ebenso eine mo¨glichst hohe und gleichma¨ßige Hybridisierungs-
effizienz, damit die Signalsta¨rke tatsa¨chlich mit der Konzentration der Zielsequenzen korreliert.
3.3 Problemdefinition
Ausgehend von den Anforderungen des Self-Assembly und dessen Anwendungsgebiete an die
DNA-Moleku¨le kann das DNA-Sequenz-Design-Problem zuna¨chst sehr allgemein formuliert
werden:
Definition 1 Gegeben sei eine Liste L = (l1, l2, . . . , ln) von Sequenzla¨ngen, eine Menge
P = {{(is, ip), (js, jp)}, is, js ≤ n, ip ≤ lis , jp ≤ ljs} von Zweiermengen, deren Elemente wie-
derum Paare aus Sequenz- und Positionsindices sind, sowie ein Hybridisierungsmodell, daß
eine Vorhersage von Hybridisierungswahrscheinlichkeiten basierend auf den Basenabfolgen der
Sequenzen erlaubt. Dann lautet das DNA-Sequenz-Design-Problem (DSD): Finde n Sequen-
zen Si ∈ {A,C,G, T}li , i = 1, . . . , n, so daß die dadurch definierten DNA-Moleku¨le in vitro
mit mo¨glichst hoher Wahrscheinlichkeit gema¨ß dem Hybridisierungsmodell so hybridisieren,
daß anschließend fu¨r jedes Element {(is, ip), (js, jp)} ∈ P die ip-te Base der is-ten Sequenz
mit der jp-ten Base der js-ten Sequenz ein Basenpaar bildet, und es mit mo¨glichst kleiner
Wahrscheinlichkeit weitere Basenpaare gibt, die nicht in P enthalten sind.
Diese Definition ist tatsa¨chlich nicht die allgemeinst mo¨gliche, man kann auch noch auf die
Festlegung der Sequenzla¨ngen verzichten, um z. B. bei der Suche nach Sequenzen einer be-
stimmten Schmelztemperatur eine gro¨ßere Auswahl zu haben. Dieses ist bisher jedoch nur sehr
selten der Fall, in der u¨berwiegenden Anzahl der Fa¨lle ist die Definition anwendbar.
Diese Definition erlaubt beliebige Strukturen, die die DNA-Moleku¨le annehmen sollen. Ist
tatsa¨chlich eine komplexe (d. h. u¨ber den linearen Fall hinausgehende) Struktur beabsich-
tigt, so heißt das Problem auch Struktur-Design-Problem. Ist die gewu¨nschte Struktur die
Sekunda¨rstruktur eines einzelnen Stranges, wird das DSD-Problem fu¨r diese Fa¨lle auch als In-
verse Secondary Structure Problem bezeichnet2. Fu¨r viele DNA-Computing-Protokolle sowie
fu¨r Microarray-Anwendungen reduziert sich das DSD-Problem allerdings auf die Suche nach
einer Menge von Oligomeren, die perfekte Duplexe bilden sollen.
2Das
”
originale“, also nicht-inverse Secondary Structure Problem stellt die Suche nach einer Struktur dar,
die ein DNA- oder RNA-Moleku¨l mit vorgegebener Sequenz in vitro einnimmt.
30 KAPITEL 3. DAS DNA-SEQUENZ-DESIGN-PROBLEM
Definition 2 Gegeben sei eine Anzahl n von zu findenden Sequenzen der La¨nge l. Dann ist
das DNA-Word-Design-Problem (DWD): Finde n Wo¨rter Si ∈ {A,C,G, T}l, so daß die da-
durch definierten DNA-Moleku¨le in vitro mit mo¨glichst hoher Wahrscheinlichkeit gema¨ß dem
Hybridisierungsmodell zu perfekten Duplexen mit ihren Komplementa¨rsequenzen hybridisieren,
und es nur mit mo¨glichst kleiner Wahrscheinlichkeit andere Verbindungen gibt.
Konkrete Probleminstanzen definieren i. a. auch die Anforderungen an die Spezifita¨t der
Hybridisierung genauer. Weiterhin ergeben sich fu¨r konkrete Anwendungen weitere Anforde-
rungen an die zu suchenden Sequenzen. Folgende Liste entha¨lt eine Aufstellung der u¨blichen
Anforderungen. Sie ist vermutlich nicht vollsta¨ndig, da neue Anwendungen auch neue Bedin-
gungen erfordern ko¨nnen. Ebenfalls wird eine konkrete Anwendung i. a. nur eine Teilmenge
dieser Anforderungen an die Sequenzen stellen.
• Die Moleku¨le sollen spezifisch hybridisieren. Dies ist die wichtigste Anforderung. Sie kann
in verschiedenen Formen konkretisiert werden:
– Kein DNA-Wort soll mit einem anderen Wort hybridisieren.
– Kein DNA-Wort soll mit dem Komplement eines anderen Wortes hybridisieren.
– Kein DNA-Wort soll eine Sekunda¨rstruktur wie Hairpin Loops, Bulges usw. bilden
(oder zumindest keine andere als die beabsichtigte)
– Kein DNA-Wort soll mit der Konkatenation zweier Wo¨rter hybridisieren.
– Kein DNA-Wort soll mit der Konkatenation der Komplemente zweier Wo¨rter hy-
bridisieren.
– Keine Konkatenation zweier DNA-Wo¨rter soll eine Sekunda¨rstruktur bilden (oder
keine andere als die beabsichtigte)
• Die Moleku¨le sollen mit mo¨glichst hoher Effizienz hybridisieren. D. h. mo¨glichst viele
der Moleku¨le sollen die geplanten Hybridisierungen auch eingehen, das Reaktionsgleich-
gewicht soll also mo¨glichst weit in Richtung des hybridisierten Zustands verschoben sein.
• Beim Einsatz mehrerer Sequenzen sollen alle mit gleicher Effizienz hybridisieren. Dies
kann z. B. erforderlich sein, um eine Gleichverteilung der Wahrscheinlichkeiten bei einer
zufa¨lligen Erzeugung von Lo¨sungskandidaten im DNA-Computing zu erzielen, um beim
Self-Assembly von gro¨ßeren Strukturen ein gleichma¨ßiges Wachstum zu erreichen, oder
um bei DNA-Microarrays zur Genexpressionsanalyse sicherzustellen, daß die gemessene
Signalsta¨rke tatsa¨chlich von der Konzentration der zu untersuchenden RNA in der Zelle
abha¨ngt, und nicht von der Basenkomposition der Sonden.
• Alle Sequenzen sollen eine mo¨glichst a¨hnliche Schmelztemperatur haben (oder eine, die
einer vorgegebenen Schmelztemperatur mo¨glichst nahe kommt).
• Alle Sequenzen sollen eine mo¨glichst a¨hnliche Stabilita¨t, gemessen durch die freie Enthal-
pie, besitzen (oder eine, die einer vorgegebenen freien Enthalpie mo¨glichst nahe kommt).
• Alle Sequenzen sollen einen mo¨glichst a¨hnlichen GC-Gehalt haben (oder einen, die einem
vorgegebenen GC-Gehalt mo¨glichst nahe kommt).
• Zwei oder mehrere Mengen von Hybridisierungen von (Teil-)Sequenzen sollen unter-
schiedlich stabil sein (gemessen durch Schmelztemperatur oder freie Enthalpie), mit
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bestimmten Mindestabsta¨nden der Stabilita¨ten. Dies kann fu¨r ein stufenweises Self-
Assembly sinnvoll sein, bei dem in der ersten Stufe eingegangene Bindungen sich in
der zweiten Stufe nicht wieder lo¨sen sollen.
• Die Sequenzen sollen bestimmte Subsequenzen (z. B. Restriktionsschnittstellen, Bin-
dungsstellen fu¨r Proteine, eine GC-Wiederholung zur Ausbildung von Z-DNA) enthalten.
Dies legt i. a. auch die Positionierung dieser Subsequenzen fest, dementsprechend du¨rfen
diese nirgendwo anders auftauchen.
• Bestimmte Sequenzen du¨rfen keinesfalls als Subsequenzen auftauchen. Dies ko¨nnen
ebenfalls Restriktionsschnittstellen oder Proteinbindungsstellen sein, aber auch Ein-
schra¨nkungen wie maximal zwei aufeinanderfolgende Guaninbasen zur Vermeidung von
Vierfachstra¨ngen, G-G-Basenpaaren [160, 151], und starken Abweichungen von Stabi-
lita¨ts- und Schmelztemperaturvorhersagen mit dem nearest-Neighbor-Modell [33, 145].
• Die Auswahl der Basen kann an bestimmten Positionen oder global fu¨r alle Sequenzen
eingeschra¨nkt werden. So wird gelegentlich auf dem Alphabet {A,C,T} gearbeitet, um
die Wahrscheinlichkeit von Hairpin Loops zu verringern [52, 127]. Ebenso kann das Aus-
fransen (fraying) von Sequenzen, also das O¨ffnen eines Duplex an den Enden verhindert
werden, indem als erstes und letztes Basenpaar je ein G-C-Basenpaar verwendet wird,
das stabiler ist als ein A-T-Basenpaar.
• Die zu findenden Sequenzen du¨rfen keine Hybridisierungsneigung zu vorgegebenen Se-
quenzen aufzeigen, z. B. wenn eine bestehende Bibliothek erweitert werden soll.
Die Vielzahl unterschiedlicher Probleminstanzen la¨ßt vermuten, daß es gema¨ß dem No-
Free-Lunch-Theorem [178] keinen allgemeinen Sequenz-Design-Algorithmus gibt, der fu¨r alle
Anwendungen gleich gut (oder u¨berhaupt) geeignet ist. Aber zumindest tauchen einige der
wichtigen Anforderungen immer wieder auf, diesen sollte ein halbwegs flexibel einsetzbares
Design-Tool also mindestens gerecht werden ko¨nnen.
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Kapitel 4
Modellierung der
Hybridisierungswahrscheinlichkeit
Zur Modellierung der Hybridisierungswahrscheinlichkeiten gibt es verschiedene Ansa¨tze. Viele
beruhen nur auf der reinen Basensequenz als Zeichenkette, ohne auf biochemische Details zu
achten. Andere schließen mehr thermodynamische Details der Hybridisierung ein. I. a. sind
Erstere leichter zu berechnen als Letztere. Eine andere Unterscheidung der Modelle ist die in
paarweise und mengenweise Maße. Wa¨hrend Erstere explizit die Hybridisierung zwischen zwei
Moleku¨len modellieren, dienen Letztere eher als Gu¨temaß fu¨r eine Sequenzmenge, wobei die
Kardinalita¨t dieser Menge natu¨rlich auch 2 oder sogar nur 1 betragen kann.
4.1 Distanzmaße als Maße fu¨r die Hybridisierungswahrschein-
lichkeit
4.1.1 Motivation
Um eines der wichtigsten Teilziele des DSD-Problems, die Vermeidung von Kreuzhybridisie-
rungen, zu realisieren, sollte ein Entwurfsalgorithmus die Wahrscheinlichkeit fu¨r eine solche
Kreuzhybridisierung in Abha¨ngigkeit der beteiligten Nukleotidsequenzen berechnen oder zu-
mindest gut scha¨tzen ko¨nnen. Nicht nur, weil sich DNA-Moleku¨le im Rechner einfach als Zei-
chenketten darstellen lassen, bieten sich Distanzmaße fu¨r die Una¨hnlichkeit von Zeichenketten
fu¨r diese Scha¨tzung an. Es ist auch biochemisch durchaus motiviert, da eine DNA-Sequenz X
eine tendentiell ho¨here Neigung zur Hybridisierung mit einer anderen Sequenz Y zeigt, wenn
X dem Watson-Crick-Komplement von Y a¨hnlich ist. Sa¨mtliche solcher Distanzmaße abstra-
hieren aber verschieden stark von den tatsa¨chlichen chemischen Vorga¨ngen in vitro, und bieten
damit unterschiedlich realistische Scha¨tzungen fu¨r die Hybridisierungswahrscheinlichkeit.
In diesem Kapitel werden zuna¨chst einige gebra¨uchliche Distanzmaße vorgestellt und Pro-
bleme bei ihrer Anwendung als Hybridisierungswahrscheinlichkeitsmaß diskutiert. Im zweiten
Teil wird in einem in silico Experiment verglichen, wie sehr die Abscha¨tzungen untereinan-
der und gegenu¨ber dem (vermutlich) realistischsten Maß korrelieren. Folgende Schreibweisen
werden verwendet: Wenn X = x1 x2 . . . xlX eine Zeichenkette u¨ber einem Alphabet Σ ist, so
ist xi das Zeichen, das in X an i- ter Position steht, und lX die La¨nge von X. Die Watson-
Crick-komplementa¨re Sequenz zu einer DNA-Sequenz X wird mit X bezeichnet. Die Funktion
σk(X) liefert die Verschiebung von X um k Stellen: (σk(X))i = xi+k, k ∈ Z. Die Verschiebung
kann nach rechts oder links erfolgen, die Indizes ko¨nnen also auch negativ werden. Mit Lu¨cken
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werden sowohl Bulges als auch internal Loops bezeichnet, bei denen die beiden einzelstra¨ngigen
Abschnitte verschieden lang sind.
4.1.2 Distanzmaße
Hamming-Distanz Die Hamming-Distanz H(X,Y ) zwischen zwei Zeichenketten X und Y
ist die Anzahl der Zeichenpositionen i, an denen xi 6= yi gilt. Urspru¨nglich wurde die aus der
Kodierungstheorie stammende Hamming-Distanz fu¨r gleich lange Ketten definiert, sie la¨ßt sich
aber fu¨r verschieden lange Ketten verallgemeinern, indem man z. B. die u¨berza¨hligen Zeichen
der la¨ngeren Kette als Unterschiede wertet und ihre Anzahl zur Hamming-Distanz addiert [61].
H-Maß, H-Distanz Garzon et al. haben H-Maß (H-measure) und H-Distanz (H-distance)
als DNA-Computing-geeignete Erweiterung der Hamming-Distanz entwickelt [61, 129]. Das
H-Maß h(X,Y ) ist definiert durch
h(X,Y ) = min
−n<k<n
{|k|+H(X,σk(Y ))}, (4.1)
wobei H die Hamming-Distanz des doppelstra¨ngigen Teils der Verschiebung ist, also u¨ber die
Indizes i mit 1 ≤ i ≤ lX und k ≤ i ≤ lY + k. Die Sequenz X wird also immer mit dem Kom-
plement von Y verglichen, dafu¨r wird Selbsta¨hnlichkeit nicht beru¨cksichtigt, d.h. insbesondere
hat eine Sequenz einen Abstand gro¨ßer 0 zu sich selbst, außer sie ist selbstkomplementa¨r.
Da das H-Maß somit keine Metrik darstellt, wurde es von Garzon et al. zur H-Distanz er-
weitert1. Diese wird nicht zwischen einzelnen Sequenzen gemessen, sondern zwischen Sequenz-
klassen (sog. projective oligos, oder Poligos), die jeweils eine Sequenz und ihr Watson-Crick-
Komplement umfassen, also die beiden Sequenzen, die genau das H-Maß 0 zueinander haben.
Selbstkomplementa¨re Sequenzen bilden Klassen der Kardinalita¨t 1. Die H-Distanz zwischen
zwei Poligos PX und PY ist dann definiert durch
HD(PX,PY ) = min
X∈PX,
Y ∈PY
{h(X,Y )}. (4.2)
Die H-Distanz zwischen zwei Sequenzen la¨ßt sich leicht durch die H-Distanz zwischen den
entsprechenden Poligos darstellen.
HM Eine weitere Variante der Hamming-Distanz wird in [93] beschrieben. Dieses sehr spezi-
elle Maß dient in erster Linie dem Vergleich von DNA-Codewo¨rtern mit Konkatenationen aus
Wo¨rtern. Es ist fu¨r zwei Sequenzen X und Y definiert durch:
HM (X,Y ) =
{
min{H(X,Z)|Z Teilwort von Y der La¨nge lX}, falls lX ≤ lY ,
lX , falls lX > lY .
(4.3)
Homologie Um eines der Probleme der nb-Uniqueness (s. Abschnitt 4.3.1) bei schlechtem
Verha¨ltnis von Sequenz- zu Basisstrangla¨nge kompensieren zu ko¨nnen, wurde ein Distanzmaß
namens Homologie entworfen und implementiert [53]. Es ist definiert als das Verha¨ltnis
Hom(X,Y ) = max{match(X,σk(Y ))}/l, (4.4)
1In [129] wird verwirrenderweise H-measure mit h-distance bezeichnet.
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aacgctt--gact
-acg-ttaaggc-
Abbildung 4.1: Beispiel fu¨r ein Alignment zweier DNA-Sequenzen. Lu¨cken sind mit einem -
markiert. An drittletzter Position befindet sich ein Mismatch.
wobei match die Anzahl der gleichen Basen xi = yi+k za¨hlt, und l = max(lX , lY ) die La¨nge
der la¨ngeren Sequenz ist. Eine Homologie von 1 bedeutet also Identita¨t der Sequenzen, zwei
Sequenzen mit Homologie 0 haben keine Base gemeinsam. Eine Distanz sollte umso gro¨ßer
sein, je una¨hnlicher die Sequenzen sind, also bietet sich als Distanzmaß eher 1−Hom(X,Y )
an.
Edit-Distanz Die Edit-Distanz E(X,Y ), auch als Levenshtein-Distanz bekannt, gibt den
Aufwand wieder, den es kostet, eine Zeichenkette in eine andere zu u¨berfu¨hren [69]. Gegeben
sind die Operationen Insert, mit der genau ein Zeichen in X eingefu¨gt wird, Delete, die genau
ein Zeichen ausX entfernt, und Replace, die ein Zeichen inX durch ein Zeichen in Y ersetzt. Die
Edit-Distanz zwischen beiden Zeichenketten ist dann die minimale Anzahl dieser Operationen,
die no¨tig ist, um X in Y zu transformieren. Z. B. ist E(wespe, wiese) = 2, da man mindestens
ein i nach dem w einfu¨gen und das p entfernen muß.
Globales Alignment Beim Alignment (dt.: Anordnung, Ausrichtung) zweier (oder mehre-
rer) Sequenzen versucht man, diese so parallel anzuordnen, daß a¨hnliche Subsequenzen neben-
einander zu liegen kommen. Hierbei sind neben Verschiebungen auch Lu¨cken und Fehlpaarun-
gen erlaubt (Abb. 4.1). Der Zusatz ”global“ betont, dass die kompletten Sequenzen verglichen
werden, und nicht nur Subsequenzen, wie es beim in der Bioinformatik ebenfalls gebra¨uchlichen
lokalen Alignment der Fall ist.
Ein verbreiteter Algorithmus zur Berechnung globaler Alignments wurde von Needleman
und Wunsch entwickelt [118] (u¨bersichtlicher beschrieben in [49]). Es sei ein Bewertungssy-
stem gegeben, das z. B. jede Gegenu¨berstellung von gleichen oder ungleichen Basen oder auch
das Einfu¨gen von Lu¨cken auf bestimmte Werte abbildet. Der Algorithmus zur Berechnung ei-
nes bezu¨glich dieses Bewertungssystems optimalen (maximal bewerteten) Alignments zweier
Sequenzen X und Y berechnet eine Matrix F , wobei F (i, j) den Wert des optimalen Align-
ments der Teilsequenzen x1 . . . xi und y1 . . . yj ist. F (i, j) la¨ßt sich rekursiv definieren. Es sei
F (0, 0) = 0. Fu¨r beliebige Indizes i und j gibt es drei Mo¨glichkeiten, ku¨rzere optimale Align-
ments um eine Position zu verla¨ngern:
• xi wird yi gegenu¨bergestellt, dann ist F (i, j) = F (i− 1, j − 1) + s(xi, yi),
• xi steht einer Lu¨cke gegenu¨ber, dann ist F (i, j) = F (i− 1, j)− d,
• yj steht einer Lu¨cke gegenu¨ber, dann ist F (i, j) = F (i, j − 1)− d,
wobei s die Bewertungsfunktion fu¨r die Gegenu¨berstellung von Basen ist und d ein Strafterm
fu¨r Lu¨cken. Fu¨r ein optimales Alignment wird der gro¨ßte dieser drei Werte gewa¨hlt. Nachdem
iterativ alle F (i, j) berechnet wurden, liefert F (lX , lY ) den Wert des kompletten Alignments.
Die Bewertung eines globalen Alignments ist nicht direkt als Distanzmaß geeignet, da i. a.
a¨hnliche Sequenzen (also mit geringer Distanz) eine ho¨here Bewertung bekommen, und je
nach Bewertungssystem auch negative Bewertungen mo¨glich sind. Sie la¨ßt sich aber leicht in
ein Distanzmaß wandeln, z. B. indem man sie von einer maximal mo¨glichen Bewertung (fu¨r
identische Sequenzen) subtrahiert.
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Smith und Waterman entwickelten aus dem globalen Alignment das lokale Alignment,
das zur Suche nach a¨hnlichen Subsequenzen angewandt wird [155]. Da hier nur komplette
Sequenzen verglichen werden sollen, wird dieses Maß nicht na¨her betrachtet.
L-Tupel-basierte Distanzmaße Eine Reihe von Distanzmaßen verwenden kein Alignment
der Sequenzen, sondern beruhen auf der Ha¨ufigkeit, mit der Subsequenzen einer festen La¨nge L
(L-Tupel) in den zu vergleichenden Sequenzen vorkommen [169]. Hierzu wird fu¨r jede Sequenz
X ein Vektor cXL = (c
X
L,1, ..., c
X
L,K) berechnet, wobei K = |Σ|L die Anzahl aller mo¨glichen L-
Tupel ist, und cXL,i angibt, wie oft der i-te aller mo¨glichen L-Tupel in X vorkommt. Fu¨r einige
Distanzmaße wird auch der Vektor der Frequenzen fXL verwendet, wobei f
X
L,i = c
X
L,i/(lX−L+1).
Ein naheliegendes Maß fu¨r die Distanz zwischen zwei Sequenzen X und Y ist dann der
Euklidische Abstand zwischen den entsprechenden Ha¨ufigkeitsvektoren
dEL (X,Y ) = (c
X
L − cYL )T · (cXL − cYL ) =
K∑
i=1
(cXL,i − cYL,i)2 (4.5)
Um die Abha¨ngigkeit der Distanz von der Tupella¨nge L abzuschwa¨chen, kann man die Distan-
zen u¨ber verschiedene Werte von L kumulieren. Außerdem ko¨nnen die verschiedenen L-Tupel
je nach Ziel der Anwendung mit Gewichten ρi gewichtet werden.
d2(X,Y ) =
u∑
L=l
K∑
i=1
ρi(cXL,i − cYL,i)2 (4.6)
Der Euklidische Abstand la¨ßt sich standardisieren, indem man die Differenz in jeder Dimen-
sion (also fu¨r jedes L-Tupel) durch die Varianz sii der Frequenz des i-ten L-Tupels in einer
Zufallssequenz der La¨nge lX teilt [181]2.
dSEL (X,Y ) =
K∑
i=1
(cXL,i − cYL,i)2
sii
, wobei
sii = l · 4−L − 4−2L(l2 − (l − L+ 1)(l − L)) +
L−1∑
k=1
(l − k)4−kQL−k,mit
l = lX − L+ 1 und Qj =
{
1 falls(z1, . . . , zj) = (zL−j+1, . . . , zL),
0 sonst
und Z = (z1, . . . , zL) ist das i-te L-Tupel.
(4.7)
Auch dieses Maß la¨ßt sich natu¨rlich kumulieren.
dSE∗(X,Y ) =
u∑
L=l
K∑
i=1
dSEL (X,Y ) (4.8)
Einige vielleicht nicht ganz so naheliegende Distanzmaße sind der lineare Korrelationkoeffizient
der Frequenzvektoren
dLCCL (X,Y ) =
K
∑K
i=1 f
X
L,i · fYL,i −
∑K
i=1 f
X
L,i ·
∑K
i=1 f
Y
L,i[
K
∑K
i=1(f
X
L,i)2 − (
∑K
i=1 f
X
L,i)2
]1/2 · [K∑Ki=1(fYL,i)2 − (∑Ki=1 fYL,i)2]1/2 , (4.9)
2Vinga und Almeida zitieren in [169] die Gleichung fu¨r dSE fehlerhaft aus [181]
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ABBABAABBAABABBA → A · B · BA · BAA · BBAA · BABB · A
Abbildung 4.2: Beispiel fu¨r eine minimale Zerlegung einer Sequenz zur Bestimmung der Lempel-
Ziv-Komplexita¨t. Sowohl A als auch B sind zuna¨chst neue Subsequenzen. Das zweite B kann
durch Kopieren entstehen, BA ist wieder eine neue Subsequenz, usw. Die gezeigte Sequenz hat
also eine Lempel-Ziv-Komplexita¨t von 7.
der auch erst durch Umrechnung z. B. durch 1− dLCC ein wirkliches Distanzmaß wird, sowie
zwei Metriken, die auf dem Winkel zwischen den Ha¨ufigkeitsvektoren beruhen:
dcosL (X,Y ) = θXY ,mit cos(θXY ) =
∑K
i=1 c
X
L,i · cYL,i√∑K
i=1(c
X
L,i)2 ·
√∑K
i=1(c
Y
L,i)2
(4.10)
dEvolL (X,Y ) = − ln[(1 + cos θXY )/2] (4.11)
Vinga und Almeida stellen noch weitere L-Tupel-basierte Distanzmaße vor, die hier nicht
na¨her betrachtet werden, da sie auch nicht im experimentellen Vergleich untersucht wurden.
So erfordert die sog. Mahalanobis-Distanz die Berechnung der Inversen der Kovarianz-Matrix
der beiden Sequenzen, was recht schwierig ist, da die Kovarianz-Matrix nahezu singula¨r ist
[169]. Bei der Berechnung der Kullback-Leiber-Diskrepanz wird durch die Frequenzen geteilt,
zur Vermeidung einer Division durch Null mu¨ssen die Frequenzen also um einen nicht na¨her
bestimmten Betrag verschoben werden. Ein auf der Kolmogorov-Komplexita¨t der Sequenzen
basierendes Maß ist vom theoretischen Ansatz her interessant und vielversprechend, allerdings
ist es nicht trivial, die Kolmogorov-Komplexita¨t zu berechnen bzw. anzuna¨hern. Ein Versuch
in dieser Richtung wird im na¨chsten Abschnitt beschrieben.
Komplexita¨tsbasierte Distanzmaße Die Kolmogorov-Komplexita¨t einer Sequenz ist die
La¨nge des ku¨rzesten Programms, das diese Sequenz erzeugt und terminiert. Leider ist diese
La¨nge prinzipiell nicht berechenbar (da sonst das Halteproblem lo¨sbar wa¨re), man kann aber
recht gute obere Schranken abscha¨tzen, indem man die Sequenz komprimiert und die La¨nge
der komprimierten Sequenz plus die La¨nge des Dekomprimierers angibt.
Eine verbreitete Methode zur Komprimierung ist der Lempel-Ziv-Algorithmus, der z. B.
auch im Programm gzip verwendet wird. Lempel und Ziv entwickelten auch ein auf diesem
Algorithmus basierendes Komplexita¨tsmaß [97]. Als einfache Operationen zur Erzeugung einer
Sequenz erlauben sie das (bei Bedarf u¨berlappende) Anha¨ngen von bereits verwendeten Sub-
sequenzen sowie das Verla¨ngern einer solchen Subsequenz um ein Zeichen zu einer bisher noch
nicht verwendeten Subsequenz. Die Lempel-Ziv-Komplexita¨t gibt im Wesentlichen die minima-
le Anzahl der Operationen letzteren Typs an, die sich mit einem recht einfachen Algorithmus
berechnen la¨ßt (fu¨r ein Beispiel s. Abb. 4.2). Die genaue Definition ist recht umfangreich, daher
verweise ich interessierte Leser auf [97].
Otu und Sayood haben mehrere Distanzmaße vorgeschlagen, die auf der Lempel-Ziv-
Komplexita¨t von Sequenzen beruhen. Motiviert sind diese durch folgende U¨berlegung: Wenn
zwei Sequenzen X und Y sehr a¨hnlich sind, so werden sie viele Subsequenzen gemeinsam ha-
ben. Die Komplexita¨t der Konkatenation XY (oder Y X) beider Sequenzen du¨rfte also nicht
viel ho¨her sein als die der einzelnen Sequenzen, da die zweite Ha¨lfte von XY weitgehend durch
Kopieren der Subsequenzen aus X herstellbar ist und nur wenige neue, in X nicht vorhandene
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Subsequenzen verwendet werden mu¨ssen. Die hier betrachteten Maße sind
d(X,Y ) = max{c(XY )− c(X), c(Y X)− c(Y )} (4.12)
d∗(X,Y ) =
d(X,Y )
max{c(X), c(Y )} (4.13)
d1(X,Y ) = c(XY )− c(X) + c(Y X)− c(Y ) (4.14)
d∗1(X,Y ) =
d1(X,Y )
c(XY )
(4.15)
d∗∗1 =
d1(X,Y )
1
2(c(XY ) + c(Y X))
(4.16)
wobei c(X) die Lempel-Ziv-Komplexita¨t der Sequenz X, und XY die Konkatenation der Se-
quenzen X und Y ist. Alle fu¨nf Maße sind Metriken. Da d und d1 stark la¨ngenabha¨ngig sind
und d∗1 nicht symmetrisch ist, werden diese Maße im experimentellen Vergleich (s. u.) nicht
beru¨cksichtigt.
Freie Enthalpie Ein thermodynamisch detailliertes Maß ist die freien Enthalpie eines Du-
plex (s. Abschnitt 2.3). Bei einem allgemeinen Hybridisierungsmodell, das auch Mismatches,
Bulges und Loops zula¨ßt, kann Dynamic Programming a¨hnlich wie beim globalen Alignment,
aber unter Verwendung thermodynamischer Bewertungen gema¨ß eines um Bulges usw. erwei-
terten nearest-Neighbor-Modells, zur Berechnung des stabilsten Duplex, also dem mit der nied-
rigsten freien Enthalpie, eingesetzt werden. Ein solcher DP-Ansatz wird bisher hauptsa¨chlich
zur Vorhersage von einzelstra¨ngigen Sekunda¨rstrukturen verwendet [75, 186], seit kurzer Zeit
gibt es auch eine Erweiterung dieses Verfahrens auf Duplexe [112]. Wie man die Sekunda¨rstruk-
turvorhersage zur Scha¨tzung der Duplexstabilita¨t einsetzen kann, wird im na¨chsten Abschnitt
beim experimentellen Vergleich beschrieben.
4.1.3 Theoretische Diskussion
Da die meisten Distanzmaße urspru¨nglich die A¨hnlichkeit zweier Strings messen sollen, beru¨ck-
sichtigen sie (mit Ausnahme der speziell fu¨r das DNA-Computing entwickelten Maße H-Maß
und H-Distanz) keine Watson-Crick-Komplementarita¨t. Zur Messung der Hybridisierungswahr-
scheinlichkeit zweier Sequenzen X und Y muß man also bei diesen Maßen X mit Y , also dem
Komplement von Y , vergleichen.
Die Sequenzvergleichsmaße ignorieren verschiedene Aspekte der Hybridisierung. So erlaubt
die Hamming-Distanz weder Verschiebungen der beiden Sequenzen gegeneinander noch Lu¨cken,
wie sie z. B. durch Bulge Loops entstehen. H-Maß und H-Distanz beru¨cksichtigen zumindest
Verschiebungen, aber keine Lu¨cken. Diese beiden Maße sind auch nur fu¨r den relativen Vergleich
von Sequenzen gleicher La¨nge sinnvoll, da die La¨nge von dangling Ends zum Abstand beitra¨gt.
D. h., daß ein perfekter Duplex der La¨nge n mit dem H-Maß die Entfernung 0 bekommt, dieser
Duplex mit zwei dangling Ends jeweils der La¨nge m aber die Entfernung m, obwohl beide
Duplexe a¨hnlich stabil sein sollten. 3
Nur eine sehr eingeschra¨nkte Art von Verschiebungen fließt in HM ein, und zwar nur solche,
bei denen die ku¨rzere Sequenz nicht u¨ber die la¨ngere hinaus ragt. Dieses Maß, das auch keine
Lu¨cken modelliert, scheint also auch nur fu¨r den sehr speziellen Zweck brauchbar zu sein, fu¨r den
3Tatsa¨chlich ist hier der Duplex mit dem gro¨ßeren Abstand wahrscheinlich sogar stabiler, da dangling Ends
eher stabilisierend wirken [30]
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es entwickelt wurde, na¨mlich den Vergleich eines Wortes mit der Konkatenation zweier gleich
langer Wo¨rter. Insbesondere ist das Maß auch nicht symmetrisch, wenn die beiden Sequenzen
verschieden lang sind.
Die Homologie bzw. 1−Hom(X,Y ) ist ein normalisiertes Maß, d. h. zwei beliebig una¨hnliche
Sequenzen haben immer einen Abstand von ho¨chstens 1, unabha¨ngig von der La¨nge. Dies ist
thermodynamisch nicht sehr realistisch, die Homologie ist also auch eher fu¨r den Vergleich von
Sequenzpaaren gleicher La¨nge geeignet.
Die Edit-Distanz beinhaltet sowohl Verschiebungen als auch Lu¨cken, jedoch spiegeln die
Kosten fu¨r die drei Operationen nur ma¨ßig die Thermodynamik der Hybridisierung wieder. So
wu¨rden z. B. dangling Ends oder Bulge Loops mit Kosten bewertet, die der Anzahl der Basen
im dangling End oder in der Loop entspricht, da jede dieser Basen eingefu¨gt bzw. entfernt
werden muß. Thermodynamisch exaktere Modelle gehen aber davon aus, daß der Einfluß von
Schlaufen etwa logarithmisch von der La¨nge abha¨ngt [34]. Außerdem hat auch hier, wie beim
H-Maß, die Vergro¨ßerung des Abstandes durch dangling Ends zur Folge, daß der Vergleich
verschieden langer Sequenzen zu unrealistischen Ergebnissen fu¨hrt.
Ein a¨hnliches Problem stellt sich auch beim globalen Alignment, fu¨r das ein geeignetes
Bewertungssystem vorgegeben werden muß. Qualitativ ist klar, dass gleiche Basen xi und yj
belohnt, unterschiedliche Basen sowie Lu¨cken dagegen bestraft werden sollten, eine quantitative
Festlegung ist aber nicht trivial. Ebenfalls gelten die fu¨r die Edit-Distanz gemachten Aussagen
bzgl. der Schleifenla¨ngen und dangling Ends auch fu¨r das globale Alignment.
Alle diese Maße za¨hlen nur unterschiedliche bzw. gleiche Zeichen, bewerten aber nicht,
ob gleiche (bzw. komplementa¨re) Zeichen zusammenha¨ngen. So haben zwei Sequenzen X =
GGGGGGGG und Y = GGGGAAAA die Hamming-Distanz H(X,Y ) = 4, und X zu einer weiteren
Sequenz Z = GAGAGAGA die gleiche Distanz H(X,Z) = 4 = H(X,Y ). Wa¨hrend aber in einem
Duplex aus X und Y = TTTTCCCC die vier aufeinanderfolgenden G-C-Basenpaare recht stabil
hybridisieren ko¨nnen, wa¨re ein Duplex aus X und Z = TCTCTCTC a¨ußert instabil, da die
vereinzelten G-C-Basenpaare nur Nukleationen, aber kein Stacking benachbarter Basenpaare
ermo¨glichen.
Die verschiedenen L-Tupel-basierten Distanzmaße sind nicht fu¨r die Erzeugung oder Ana-
lyse von spezifisch hybridisierenden Oligos entwickelt worden, sondern fu¨r verschiedene An-
wendungen der Bioinformatik wie z. B. die Klassifikation von Proteinen anhand ihrer Ami-
nosa¨uresequenz oder die Erstellung von phylogenetischen Ba¨umen [169]. Dementsprechend
sollen sie auch keine Hybridisierungswahrscheinlichkeiten oder thermodynamische Stabilita¨ten
modellieren, sondern z. B. bei den phylogenetischen Ba¨umen evolutiona¨re Vera¨nderungen im
Genom. Da in diesen Anwendungen zudem eher lange Sequenzen, also DNA-Polymere, unter-
sucht werden, sind diese Maße vermutlich nur bedingt fu¨r das DNA-Sequenz-Design geeignet.
Weiterhin stellt die Beschra¨nkung auf Tupel einer bestimmten La¨nge L gerade bei den nicht-
kumulativen Maßen eine ku¨nstliche Rasterung dar, die i. a. nicht durch die zu modellierenden
natu¨rlichen Vorga¨nge motiviert ist. Außerdem steht auch hier der Anwender vor der Qual
der Parameterwahl. Es ist a priori nicht ersichtlich, welches L fu¨r eine bestimmte Anwen-
dung am besten geeignet ist. Auch die auf der Lempel-Ziv-Komplexita¨t basierenden Maße
sind vermutlich eher fu¨r la¨ngere Sequenzen geeignet. Zur Anwendung kommen sie z. B. in
BLAST-Algorithmen4, um heuristisch sehr una¨hnliche Sequenzpaare auszuschließen und sich
rechenzeitintensive Alignments zu sparen. Allerdings beruht auch die Wahrscheinlichkeit fu¨r
die Hybridisierung zweier DNA-Stra¨nge X und Y auf gemeinsamen Subsequenzen zwischen X
4BLAST-Algorithmen umfassen eine Familie von Sequenz-Alignment-Algorithmen, die zur Suche a¨hnlicher
Sequenzen in genomischen und proteomischen Datenbanken verwendet werden
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und Y , daher erscheint die Verwendung von Tupeln durchaus realistisch. Ein solches gemein-
sames Tupel stellt eine Nukleation plus mehrere Stackings von Basenpaaren dar, bildet also
den Hybridisierungsprozeß ab. Gerade fu¨r kurze Tupel bleibt aber auch genu¨gend Flexibilita¨t
bezu¨glich der Beru¨cksichtigung von Lu¨cken.
Alle diese Distanzmaße lassen sich in Entwurfsalgorithmen zur Bewertung vorliegender
Sequenzen verwenden, z. B. als Zielfunktion eines Optimierungsverfahrens oder als Filter in
einem Suchprozeß. Es la¨ßt sich aus ihnen jedoch nur schwer ein Sequenzentwurfsalgorithmus
entwickeln, der bereits bei der Erzeugung der Sequenzen ein Mindestmaß an Una¨hnlichkeit
garantiert.
4.2 Experimenteller Vergleich
4.2.1 Versuchsu¨berblick
Die verschiedenen Distanzmaße wurden auf ihre Eignung als Wahrscheinlichkeitsmaß fu¨r die
Hybridisierung der verglichenen Sequenzen untersucht. Als Referenz wurde die minimale freie
Enthalpie verwendet, der damit unterstellt wird, der chemischen Realita¨t am na¨chsten zu
kommen. Zufallssequenzen wurden mit einer Reihe von Distanzmaßen verglichen und die
berechneten Distanzen auf Korrelation mit der minimalen freien Enthalpie gepru¨ft. Um die
La¨ngenabha¨ngigkeit einer solchen Korrelation zu u¨berpru¨fen, wurde der Versuch fu¨r Sequenz-
mengen mit unterschiedlichen Sequenzla¨ngen durchgefu¨hrt. Einige Maße setzen voraus, daß
die zu vergleichenden Sequenzen gleich lang sind. Um die Auswirkungen der Nichtbeachtung
dieser Voraussetzung zu untersuchen, wurden auch Sequenzen mit paarweise unterschiedlicher
La¨nge verglichen.
Zu erwarten wa¨re im Idealfall ein Verha¨ltnis wie in Abbildung 4.3 angedeutet. Hat eine
Sequenz nur eine geringe Distanz zum Watson-Crick-Komplement einer anderen Sequenz, so
sollten sie sehr stabil, also mit niedriger freier Enthalpie hybridisieren. Je una¨hnlicher die
Sequenzen werden, desto instabiler sollte ein Duplex aus ihnen und desto ho¨her sollte die freie
Enthalpie des Duplex sein. Man kann natu¨rlich nur eine tendentielle A¨hnlichkeit zu Abbildung
4.3 erwarten, und nicht eine Linie, die genau gleich aussieht.
Desweiteren wurde die Korrelation der verschiedenen Distanzmaße untereinander betrach-
tet. Dies liefert zwar keine direkten Erkenntnisse zur Modellierung der Hybridisierungswahr-
scheinlichkeit, kann aber die Analyse der Art, wie konkrete Distanzen zustande kommen, weiter
erhellen.
4.2.2 Material und Methoden
Zufallssequenzen Es wurden 8 Mengen von Zufallssequenzen jeweils der La¨nge 8, 10, 15,
20, 25, 30, 50 und 10–30 Nukleotide (nt) erzeugt. In der letzten Menge wurde die La¨nge jeder
Sequenz gleichverteilt zufa¨llig zwischen 10 und 30 nt gewa¨hlt. Jede Menge entha¨lt 1000 Se-
quenzen, die in 500 Paare eingeteilt wurden, so daß pro Menge und Distanzmaß 500 Messungen
vorliegen.
Distanzmaße Untersucht wurden die Distanzmaße Hamming, H-Maß, H-Distanz, Homo-
logie, Edit-Distanz, globales Alignment, die Lempel-Ziv-Komplexita¨tsbasierten Maße d∗ und
d∗∗1 , sowie die L-Tupel-basierten Maße dEL , d
2, dSEL , d
SE∗, dLCCL , d
Cos
L und d
Evol
L . Letztere wur-
den fu¨r die Tupella¨ngen L = 4, 5 und 6 gemessen, die kumulativen Maße d2 und dSE∗ wurden
u¨ber diese drei La¨ngen summiert. Bei der Berechnung von d2 waren alle Gewichte ρi = 1.
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∆G
Distanz
Abbildung 4.3: Erwarteter Zusammenhang von Distanz und freier Enthalpie. Hat eine Se-
quenz eine Distanz von 0 zum Komplement einer anderen Sequenz, so sollten die beiden einen
perfekten Duplex bilden, der die ho¨chste Stabilita¨t und damit die kleinste freie Enthalpie auf-
weist. Mit zunehmender Distanz sollte die Duplexstabilita¨t abnehmen, bis ab einer kritischen
Una¨hnlichkeit keine Hybridisierung mehr stattfindet.
Die globalen Alignments wurden mit drei verschiedenen Parameterisierungen (s, d) berechnet,
wobei s die Bewertung fu¨r komplementa¨re Basenpaare und d die Bewertung fu¨r Mismatches
und Lu¨cken ist. Die gewa¨hlten Parameterisierungen waren (1,−2), (1,−1) und (2,−1). Um
die Distanz als Hybridisierungswahrscheinlichkeit interpretieren zu ko¨nnen, wurden fu¨r ein
Paar von Sequenzen X und Y die Distanzen zwischen X und Y gemessen, nur H-Maß und
H-Distanz wurden zwischen X und Y gemessen, da das Watson-Crick-Komplement in diesen
beiden Maßen bereits beru¨cksichtigt wird.
freie Enthalpie Die Stabilita¨t einer Hybridisierung zweier DNA-Sequenzen wird durch ih-
re freie Enthalpie ∆G gemessen. Berechnet wurde diese mit dem Program RNAfold aus dem
Vienna RNA Package von Hofacker et al. [75]. RNAfold dient eigentlich zur Vorhersage von
einzelstra¨ngigen Sekunda¨rstrukturen fu¨r RNA-Sequenzen, la¨ßt sich aber zur Berechnung der
Duplexstabilita¨t zweier Sequenzen zweckentfremden. Hierzu verbindet man die beiden Sequen-
zen u¨ber eine Linkersequenz aus Nukleotiden, die keine Paarungen eingehen ko¨nnen. Dies
signalisiert man RNAfold durch die Verwendung ”ungu¨ltiger“ Buchstaben fu¨r diese Basen,
z. B. N. Eine Hairpin-Loop mit minimaler freien Enthalpie, deren Stamm der Duplex aus den
beiden Sequenzen ist, kann dann als Anna¨herung des wahrscheinlichsten Duplex verwendet
werden (Abb. 4.4).
Da die beiden Basen vor und nach der Linkersequenz nicht unbedingt ein komplementa¨res
Basenpaar bilden, es also im Duplex terminal Mismatches oder dangling Ends ga¨be, kann die
eigentliche Schleife der Hairpin Loop unterschiedlich lang sein. Dies beeinflußt auch die Stabi-
lita¨t der Sekunda¨rstruktur. Um den Einfluß einzelner zusa¨tzlicher Basen in der Schleife gering
zu halten, muß die Linkersequenz genu¨gend lang sein. Da die La¨ngenunterschied logarithmisch
in die Energiedifferenz eingeht (Gl. 4.17), kann man diesen Einfluß bei Linkern der La¨nge 16
oder la¨nger vernachla¨ssigen [1], da er kleiner ist als der vermutliche Fehler der ∆G-Berechnung.
∆Gloop(l +∆l)−∆Gloop(l) = 32RT ln(1 + ∆l/l) (4.17)
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Abbildung 4.4: Berechnung des stabilsten Duplex mit RNAfold. Die beiden Sequenzen (oben)
werden, durch eine Linkersequenz verbunden, zu einer Sequenz zusammengesetzt. Außerdem
wird RNAfold als Randbedingung u¨bergeben, daß die Einzelsequenzen keine Sekunda¨rstruktu-
ren bilden, sondern nur Basenpaarungen zwischen Basen beider Sequenzen betrachtet werden
sollen (Mitte). RNAfold berechnet dann die Hybridisierung minimaler freier Enthalpie (unten).
Im Bild ist T(hymin) durch U(racil) ersetzt, da RNAfold die Sequenzen als RNA betrachtet,
und nicht als DNA.
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Die ∆G-Werte sind also gegenu¨ber den ”echten“ Werten fu¨r eine reine Duplex-Hybridisierung
verfa¨lscht, aber alle um etwa den gleichen Betrag, sie sind also untereinander und mit den
Distanzmaßen vergleichbar.
Die Distanzmaße ko¨nnen nur Unterschiede bzw. A¨hnlichkeiten zwischen den beiden Se-
quenzen erfassen, nicht aber A¨hnlichkeiten zwischen verschiedenen Bereichen ein und derselben
Sequenz. Daher durfte RNAfold keine Sekunda¨rstrukturen innerhalb einer der beiden Sequen-
zen berechnen, Basenpaare mußten also je eine Base aus jeder Sequenz beinhalten. Dies wurde
durch die Angabe entsprechender Randbedingungen in der Eingabedatei fu¨r RNAfold erreicht
(Abb. 4.4).
Leider stehen fu¨r die herunterladbare Version von RNAfold nur thermodynamische Parame-
ter fu¨r RNA zur Verfu¨gung. Ein Parametersatz fu¨r DNA ist nur mit demWebserver verwendbar
[74], was aber einen wesentlich ho¨heren zeitlichen Aufwand fu¨r den Versuch bedeutet ha¨tte.
Außerdem erlaubt der Webserver nicht die Eingabe der o. g. Randbedingungen. Da zudem
die Distanzmaße von den thermodynamischen Details von RNA genauso abstrahieren wie von
denen von DNA, sollten die Ergebnisse dieses Experiments u¨bertragbar sein.
Die freie Enthalpie einer Hybridisierungsreaktion ist temperaturabha¨ngig. Hier wurde eine
Temperatur von 25 ◦C vorgegeben, da dies zum Einen eine realistische Raumtemperatur ist,
zum Anderen bei der Standardeinstellung von 37 ◦C viele der kurzen Sequenzpaare gar nicht
hybridisierten und somit nicht vergleichbar waren (Vorversuche, Daten hier nicht enthalten).
RNAfold la¨ßt normalerweise die bei RNA mo¨glichen GU-Basenpaare zu. Um die Vergleichbar-
keit mit DNA zu ermo¨glichen, bei der keine GT-Basenpaare vorkommen, muß RNAfold diese
Paarung verboten werden.
Insgesamt ergibt sich der folgende Aufruf von RNAfold:
RNAfold -noGU -T 25 -C < sequences.txt > out.txt
Korrelationskoeffizient U¨ber jede der acht Sequenzmengen wurde fu¨r jedes Paar aus Di-
stanzmaß und freier Enthalpie sowie auch fu¨r die Distanzmaße untereinander der Korrela-
tionskoeffizient berechnet. Der Korrelationskoeffizient einer Meßreihe mit den Wertepaaren
(x1, y1), . . . , (xn, yn) ist definiert durch
r =
sxy
sxsy
=
∑n
i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2
∑n
i=1(yi − y)2
(4.18)
Dabei sind sx, sy die Standardabweichungen und x, y die Mittelwerte der beiden Meßreihen
(x1, . . . , xn) und (y1, . . . , yn), sowie sxy die Kovarianz der Meßreihe der Wertepaare.
Der Korrelationskoeffizient r ist ein Maß fu¨r die Sta¨rke und Richtung des linearen Zusam-
menhangs der Werte zweier Meßreihen. Es gilt −1 ≤ r ≤ 1. Ein Korrelationskoeffizient nahe 1
oder −1 bedeutet einen starken linearen Zusammenhang zwischen den beiden Reihen, ist er da-
gegen nahe 0, so besteht kein Zusammenhang. Nach den Voru¨berlegungen ist nicht unbedingt
ein linearer Zusammenhang zwischen Distanzmaßen und freier Enthalpie zu erwarten, da aber
viele Maße eine konstante Abnahme der Hybridisierungswahrscheinlichkeit pro Unterschied in
den Sequenzen postulieren, ist die Verwendung des linearen Korrelationskoeffizienten durchaus
motiviert.
4.2.3 Ergebnisse
Tabellen mit sa¨mtlichen Korrelationskoeffizienten zwischen den Meßreihen sind im Anhang zu
finden. Hier sollen nur interessante Teilbereiche betrachtet werden.
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La¨nge 8 10 15 20 25 30 50 Mittel StdAbw 10 – 30
Hamming 0.10 0.24 0.23 0.06 0.06 0.18 0.15 0.15 0.08 -0.29
H-Maß 0.43 0.44 0.43 0.36 0.31 0.29 0.27 0.36 0.07 -0.25
H-Distanz 0.33 0.27 0.23 0.22 0.21 0.14 0.19 0.23 0.06 -0.27
Homologie -0.43 -0.44 -0.43 -0.36 -0.31 -0.29 -0.27 -0.36 0.07 -0.24
Edit-Distanz 0.32 0.34 0.40 0.32 0.28 0.36 0.47 0.36 0.06 -0.19
NW (1, -2) -0.35 -0.35 -0.42 -0.35 -0.31 -0.39 -0.49 -0.38 0.06 -0.09
NW (1, -1) -0.35 -0.36 -0.43 -0.36 -0.33 -0.41 -0.50 -0.39 0.06 -0.35
NW (2, -1) -0.36 -0.36 -0.43 -0.36 -0.34 -0.42 -0.50 -0.40 0.06 -0.57
d∗ 0.29 0.21 0.43 0.35 0.33 0.20 0.28 0.30 0.08 0.20
d∗∗1 0.27 0.25 0.49 0.34 0.36 0.23 0.30 0.32 0.09 0.21
dE4 0.42 0.42 0.38 0.37 0.39 0.41 0.35 0.39 0.03 -0.37
dE5 0.34 0.28 0.33 0.26 0.33 0.35 0.25 0.31 0.04 -0.47
dE6 0.15 0.27 0.20 0.27 0.26 0.17 0.22 0.05 -0.52
d2(4, 6) 0.42 0.39 0.45 0.44 0.40 0.42 0.38 0.41 0.03 -0.27
dSE4 0.44 0.47 0.41 0.38 0.40 0.40 0.34 0.41 0.04 0.13
dSE5 0.33 0.31 0.36 0.26 0.35 0.33 0.24 0.31 0.05 0.08
dSE6 0.16 0.29 0.20 0.27 0.25 0.17 0.22 0.05 0.05
dSE∗(4, 6) 0.47 0.34 0.38 0.31 0.37 0.35 0.26 0.35 0.07 0.06
dLCC4 -0.50 -0.57 -0.57 -0.52 -0.52 -0.46 -0.46 -0.51 0.05 -0.39
dLCC5 -0.38 -0.38 -0.50 -0.44 -0.44 -0.38 -0.34 -0.41 0.05 -0.32
dLCC6 -0.21 -0.41 -0.33 -0.36 -0.23 -0.28 -0.30 0.08 -0.19
dcos4 0.50 0.57 0.57 0.52 0.52 0.47 0.45 0.51 0.05 0.50
dcos5 0.38 0.38 0.50 0.44 0.44 0.38 0.34 0.41 0.05 0.38
dcos6 0.21 0.41 0.33 0.36 0.23 0.28 0.30 0.08 0.22
dEvol4 0.5 0.57 0.56 0.52 0.52 0.46 0.46 0.51 0.04 0.51
dEvol5 0.38 0.38 0.49 0.43 0.44 0.38 0.34 0.41 0.05 0.39
dEvol6 0.21 0.41 0.33 0.36 0.23 0.28 0.30 0.08 0.22
Tabelle 4.1: Korrelationskoeffizienten der Distanzmaße mit der freien Enthalpie ∆G25 u¨ber die
acht Sequenzmengen sowie Mittelwert und Standardabweichung u¨ber die sieben Mengen mit
konstanter Sequenzla¨nge. Bei den freien Feldern in der Spalte zu Sequenzla¨nge 8 konnte kein
Korrelationskoeffizient berechnet werden, weil die Varianz der Distanzmessungen gleich Null
war. Bei den mit dem Algorithmus von Needleman-Wunsch (NW) berechneten Alignments sind
in Klammern die Belohnung fu¨r Watson-Crick-Basenpaare sowie die Strafe fu¨r Mismatches und
Lu¨cken angegeben.
Distanzmaße vs. freie Enthalpie Tabelle 4.1 zeigt die Korrelation der Distanzmaße mit
der freien Enthalpie ∆G u¨ber alle 8 Mengen. Sa¨mtliche Maße korrelieren nur schwach mit der
freien Enthalpie. Der maximale Korrelationskoeffizient ist 0.57 (erreicht fu¨r dCos4 und d
Evol
4 bei
den 10-meren sowie fu¨r dCos4 bei den 15-meren), der minimale −0.57 (erreicht fu¨r dLCC4 fu¨r
10- und 15-mere). Die Korrelationskoeffizienten fu¨r Homologie, die globalen Alignments und
die dLCC-Varianten sind negativ, weil sie nicht wie in Abschnitt 4.1 beschrieben zu wirkli-
chen Distanzmaßen umgerechnet wurden, und daher gro¨ßere A¨hnlichkeit mit ho¨heren Werten
bemessen. Hier wa¨ren also Korrelationskoeffizienten nahe −1 ideal.
Die Hamming-Distanz zeigt eine nur sehr geringe Korrelation (durchschnittlicher Korrela-
tionskoeffizient u¨ber die ersten sieben Sequenzmengen von 0.15 ± einer Standardabweichung
von 0.08), H-Maß und Homologie eine deutlich ho¨here (0.36 bzw. −0.36 ± 0.07), wa¨hrend die
H-Distanz dazwischen liegt (0.23 ± 0.06). Die Edit-Distanz und die drei Varianten der globalen
Alignments sind vergleichbar mit H-Maß und Homologie (0.36 ± 0.06, −0.38 ± 0.06, −0.39 ±
0.06, −0.40 ± 0.06). Die komplexita¨tsbasierten Maße schneiden etwas schlechter ab (0.30 ±
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0.08 und 0.32 ± 0.09). Die Betra¨ge der Korrelationskoeffizienten der L-Tupel-basierten Maße
decken im Mittel den Bereich von 0.22 ± 0.05 bis 0.51 ± 0.05 ab. Bei allen fu¨nf Maßen fu¨r ein
fixes L sank die Korrelation mit wachsender Tupella¨nge. Die euklidischen bzw. standardisierten
euklidischen Maße korrelieren schwa¨cher als die anderen L-Tupel-Maße. Die beiden kumulier-
ten Maße d2 und dSE∗ sind vergleichbar mit den besten Einzelmaßen, die sie kumulieren (dE(4)
und dSE(4)).
Fu¨r die 6-Tupel-Maße angewandt auf 8-mere (die freien Felder in Tabelle 4.1) ließen sich
keine Korrelationkoeffizienten berechnen, da die Varianzen dieser Distanzmaße gleich Null wa-
ren, d. h. alle 500 Messungen einer Distanz ergaben denselben Wert. Tabelle 4.2, die auflistet,
wieviele verschiedene Distanzen pro Maß und Sequenzmenge gemessen wurden, zeigt, daß die
meisten L-Tupel-Maße (außer den standardisierten euklidischen) fu¨r kurze Sequenzen nur wenig
verschiedene Distanzen messen. Bei Hamming, H-Maß, H-Distanz, Homology und Edit-Distanz
gilt dies nicht nur fu¨r kurze sondern auch fu¨r la¨ngere Sequenzen.
Dies ist ein Grund fu¨r die insgesamt schwache Korrelation. Wie Tabelle 4.2 und Abbildung
4.5 zeigen, korrespondiert jeder Wert eines dieser Distanzmaße mit vielen freien Enthalpien.
Allerdings kann dies nicht der alleinige Grund sein, da die Anzahl unterschiedlicher Distanzen
bei den meisten Maßen mit der Sequenzla¨nge zunimmt, die Korrelation aber nicht sta¨rker
wird. Zudem wurde die sta¨rkste Korrelation (z. B. dcos4 angewandt auf 10-mere) mit gerade
mal 7 verschiedenen Werten erlangt, die schwa¨chste (Hamming angewandt auf 25-mere) mit
13. Zumindest sind die Korrelationskoeffizienten fu¨r diese Fa¨lle als nicht sehr aussagekra¨ftig
zu betrachten.
H-Maß und H-Distanz Tabelle 4.3 zeigt die Korrelationskoeffizienten zwischen der
Hamming-Distanz, dem H-Maß, der H-Distanz und der Homologie untereinander. Der Kor-
relationskoeffizient zwischen der H-Distanz und dem H-Maß ist deutlich kleiner als 1 (0.55
– 0.65). Erst beim Vergleich von Sequenzen verschiedener La¨nge (Spalte 10–30-mere) ist die
Korrelation sta¨rker. Eine a¨hnlich starke Korrelation besteht zwischen Hamming-Distanz und
H-Maß fu¨r die 10- bis 30-mere. H-Maß und Homologie korrelieren fu¨r den Vergleich gleichlan-
ger Sequenzen mit r = −1, nur beim Vergleich von Sequenzen verschiedener La¨nge wird die
Korrelation schwa¨cher (r = −0.62).
Edit-Distanz und globales Alignment Alle drei Varianten des globalen Alignments und
die Edit-Distanz (die eigentlich auch ein Spezialfall des globalen Alignments ist, s. o.) korre-
lieren untereinander fu¨r die Vergleiche gleichlanger Sequenzen sehr stark (0.87 ≤ |r| ≤ 0.99, s.
Tab. 4.4). Beim Vergleich unterschiedlich langer Sequenzen zeigt sich sowohl weiterhin starke
(Edit-Distanz gegen NW(1,-2), r = −0.90) als auch deutlich schwa¨chere Korrelation (Edit-
Distanz gegen NW(2,-1), r = −0.19). Die Korrelation des H-Maßes mit den vier Alignment-
Varianten sinkt mit zunehmender Sequenzla¨nge von r ≈ 0.7 fu¨r 8-mere auf r ≈ 0.5 fu¨r 50-mere.
Beim Vergleich von Sequenzen unterschiedlicher La¨nge zeigt sich auch hier eine breite Spanne
von Korrelationskoeffizienten (von −0.04 gegen NW(2,-1) bis 0.92 gegen Edit-Distanz).
Komplexita¨tsbasierte Maße Die beiden auf der Lempel-Ziv-Komplexita¨t beruhenden Ma-
ße d∗ und d∗∗1 korrelieren auf allen acht Mengen recht stark mit im Mittel r = 0.86±0.02 (Tab.
4.5).
L-Tupel-basierte Maße Die L-Tupel-basierten Distanzmaße korrelieren untereinander
recht gut, in fast allen Fa¨llen gilt |r| ≥ 0.5 (Daten aus Platzgru¨nden hier nicht wiederholt,
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La¨nge 8 10 15 20 25 30 50 10–30
Hamming 7 8 10 11 13 14 20 23
H-Maß 6 6 7 7 8 8 12 22
H-Distanz 5 5 8 8 8 10 11 22
Homologie 6 6 7 7 8 8 12 86
Edit-Distanz 7 9 9 9 11 10 12 18
NW (1, -2) 16 20 23 25 28 29 35 35
NW (1, -1) 11 14 17 18 19 19 24 23
NW (2, -1) 15 18 22 25 27 28 33 31
d∗ 8 11 16 15 17 18 22 31
d∗∗1 24 25 35 35 44 43 50 70
dE4 7 9 12 13 17 21 32 48
dE5 3 6 8 8 11 14 18 43
dE6 1 3 6 6 7 9 10 42
d2(4, 6) 28 34 50 64 75 95 135 195
dSE4 68 118 251 344 405 454 488 491
dSE5 19 100 225 299 400 440 469 492
dSE6 1 26 154 233 306 369 454 498
dSE∗(4, 6) 474 414 455 471 485 487 488 499
dLCC4 9 12 30 46 91 137 340 454
dLCC5 3 6 10 16 25 35 97 330
dLCC6 1 3 6 8 9 14 24 257
dcos4 6 7 20 36 75 117 338 215
dcos5 2 3 5 11 17 24 83 80
dcos6 1 2 3 6 6 9 17 25
dEvol4 6 7 20 36 75 117 339 215
dEvol5 2 3 5 11 17 24 83 80
dEvol6 1 2 3 6 6 9 17 25
∆G25 172 239 364 408 431 425 459 403
Tabelle 4.2: Anzahl verschiedener Meßergebnisse bei jeweils 500 Messungen.
La¨nge 8 10 15 20 25 30 50 10–30
Hamming vs. H-Maß 0.42 0.40 0.26 0.25 0.24 0.35 0.20 0.91
Hamming vs. H-Distanz 0.20 0.22 0.15 0.07 0.14 0.23 0.10 0.91
Hamming vs. Homologie -0.42 -0.40 -0.26 -0.25 -0.24 -0.35 -0.20 -0.44
H-Maß vs. H-Distanz 0.55 0.59 0.60 0.55 0.60 0.63 0.65 0.98
H-Maß vs. Homologie -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -0.62
H-Distanz vs. Homologie -0.55 -0.59 -0.60 -0.55 -0.60 -0.63 -0.65 -0.56
Tabelle 4.3: Korrelationskoeffizienten der Maße Hamming-Distanz, H-Maß, H-Distanz und Ho-
mologie untereinander.
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Abbildung 4.5: Scatter- und Boxplots der Messungen mit den zwei schwa¨chsten und zwei der
sta¨rksten Korrelationen. Von oben nach unten: Hamming-Distanz u¨ber 20-mere und u¨ber 25-
mere (r = 0.06), dcos4 u¨ber 10-mere und u¨ber 15-mere (r = 0.57)
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8-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1) 25-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1)
H-Maß 0.69 -0.72 -0.72 -0.71 H-Maß 0.50 -0.50 -0.50 -0.49
Edit-Dist. -0.97 -0.94 -0.89 Edit-Dist. -0.97 -0.93 -0.89
NW(1,-2) 0.99 0.97 NW(1,-2) 0.99 0.96
NW(1,-1) 0.99 NW(1,-1) 0.99
10-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1) 30-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1)
H-Maß 0.67 -0.71 -0.71 -0.71 H-Maß 0.58 -0.55 -0.54 -0.52
Edit-Dist. -0.97 -0.94 -0.90 Edit-Dist. -0.97 -0.93 -0.88
NW(1,-2) 0.99 0.97 NW(1,-2) 0.99 0.96
NW(1,-1) 0.99 NW(1,-1) 0.99
15-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1) 50-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1)
H-Maß 0.57 -0.59 -0.58 -0.57 H-Maß 0.49 -0.50 -0.48 -0.47
Edit-Dist. -0.97 -0.92 -0.87 Edit-Dist. -0.96 -0.92 -0.88
NW(1,-2) 0.99 0.96 NW(1,-2) 0.99 0.96
NW(1,-1) 0.99 NW(1,-1) 0.99
20-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1) 10-30-mere Edit-Dist. NW(1,-2) NW(1,-1) NW(2,-1)
H-Maß 0.57 -0.59 -0.59 -0.59 H-Maß 0.92 -0.77 -0.48 -0.04
Edit-Dist. -0.97 -0.94 -0.89 Edit-Dist. -0.90 -0.64 -0.19
NW(1,-2) 0.99 0.96 NW(1,-2) 0.91 0.59
NW(1,-1) 0.99 NW(1,-1) 0.87
Tabelle 4.4: Korrelationskoeffizienten der Maße H-Maß, Edit-Distanz und globalem Alignment
untereinander. Bei den mit dem Algorithmus von Needleman-Wunsch (NW) berechneten Align-
ments sind in Klammern die Belohnung fu¨r Watson-Crick-Basenpaare sowie die Strafe fu¨r
Mismatches und Lu¨cken angegeben.
La¨nge 8-mere 10-mere 15-mere 20-mere 25-mere 30-mere 50-mere 10-30-mere
r 0.86 0.86 0.88 0.87 0.86 0.87 0.83 0.82
Tabelle 4.5: Korrelationskoeffizienten der beiden komplexita¨tsbasierten Distanzmaße d∗ und
d∗∗1 untereinander.
siehe Tabelle im Anhang). Insbesondere korrelieren Maße mit gleicher Tupella¨nge besonders
stark.
Paare unterschiedlich langer Sequenzen Fu¨r die Hamming-Distanz, H-Maß und H-
Distanz sinkt die Korrelation mit der freien Enthalpie u¨ber die Menge der 10- bis 30-mere
ins Negative (auf jeweils r = −0.29, r = −0.25 und r = −0.27, s. Tab. 4.3). Diese Maße korre-
lieren fu¨r diese Menge untereinander sehr stark (r ≥ 0.89, s. Anhang). Bei der Korrelation der
Edit-Distanz und der drei globalen Alignments mit der freien Enthalpie zeigen sich sowohl Ver-
besserungen als auch Verschlechterungen gegenu¨ber den Mengen mit fixer Sequenzla¨nge. Auch
die Korrelation dieser Maße untereinander zeigt nun eine gro¨ßere Breite, sie geht von r = −0.19
(Edit-Distanz vs. NW(2,-1)) bis r = 0.91 (NW(1,-2) vs. NW(1,-1)). Die komplexita¨tsbasierten
Maße korrelieren nun nur etwas schwa¨cher mit der freien Enthalpie. Bei den L-Tupel-basierten
Maßen schlagen die Korrelationen der euklidischen Distanzen ins Negative um, die standardi-
sierten euklidischen Distanzen verschlechtern sich stark, bleiben aber knapp positiv, wa¨hrend
dLCCL , d
cos
L und d
Evol
L nur etwas schwa¨chere Korrelation mit der freien Enthalpie zeigen.
4.2.4 Diskussion
Distanzmaße vs. freie Enthalpie Da fu¨r viele Distanzmaße pro Menge von 500 Messungen
nur viel weniger als 500 verschiedene Distanzwerte gemessen wurden (Tab. 4.2), sind die ent-
sprechenden Korrelationskoeffizienten mit Vorsicht zu betrachten. Trotz der vielen Messungen
ist die Anzahl der Freiheitsgrade in der entsprechenden Meßreihe nur klein, der Korrelati-
onskoeffizient also nur bedingt verla¨ßlich. Dies zeigt aber auch ein grundsa¨tzliches Problem
dieser Distanzmaße. Eine große Menge unterschiedlicher Sequenzpaare mit sehr unterschied-
lichen Duplexstabilita¨ten werden auf dieselbe Distanz abgebildet (Abb. 4.5). Wenn man die
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Bereiche der freien Enthalpie betrachtet, die auf jeweils einen Distanzwert abgebildet wer-
den, so sieht man, daß diese Bereiche sich weitgehend u¨berschneiden, eine auch nur halbwegs
eindeutige Zuordnung von freier Enthalpie zu Distanz ist also nicht mo¨glich. Diese Distanz-
maße abstrahieren also zu stark von der chemischen Realita¨t und erscheinen als Maß fu¨r die
Hybridisierungswahrscheinlichkeit ungeeignet.
Bei einigen Distanzmaßen steigt die Anzahl unterschiedlicher gemessener Distanzwerte mit
der Sequenzla¨nge (Tab. 4.2), so daß die Korrelationskoeffizienten zumindest fu¨r la¨ngere Se-
quenzen als aussagekra¨ftig anzusehen sind. Diese besta¨tigen in etwa die Korrelationskoeffizi-
enten, die bei kurzen Sequenzen gemessen wurde (s. z. B. dSE6 ). Die Distanzmaße, die recht
gut abschneiden, also mit einem Korrelationskoeffizient von ca. 0.5 (dies sind dLCC4 , d
cos
4 und
dEvol4 ), zeigen auch im Scatter- bzw. Boxplot eine Tendenz (Abb. 4.5), die dem erwarteten
Zusammenhang (Abb. 4.3) zumindest grob entspricht. Sie sind somit fu¨r eine Grobsortierung
von Sequenzkandidaten im Sequenzdesign verwendbar, modellieren die Hybridisierungswahr-
scheinlichkeit aber auch nur sehr ungenau.
Es entspricht der theoretischen U¨berlegung, daß die Hamming-Distanz die geringste Kor-
relation mit der freien Enthalpie zeigt, da sie keinerlei Freiheit bei der Ausrichtung der bei-
den Sequenzen zueinander gewa¨hrt. La¨ßt man Verschiebungen der Sequenzen gegeneinander
zu (s. H-Maß und Homologie), so verbessert sich die Korrelation deutlich, was ebenfalls der
theoretischen Betrachtung entspricht. Interessanterweise fu¨hrt die Hinzunahme von Lu¨cken (s.
Edit-Distanz und globale Alignments) im Mittel u¨ber alle sieben Mengen zu keiner weiteren
Verbesserung, obwohl dies eine realistischere Modellierung der Hybridisierung zweier Sequen-
zen erlaubt. Genauer betrachtet ist die Korrelation von Edit-Distanz und globalem Alignment
bei langen Sequenzen (30- und 50-mere) aber durchaus ho¨her als die von H-Maß und Homolo-
gie, bei kurzen Sequenzen dagegen geringer. Da eine Lu¨cke im Wesentlichen eine Verschiebung
von Teilsequenzen gegeneinander zur Folge hat, ist dies auch anschaulich nachvollziehbar, da
bei kurzen Sequenzen eine Verschiebung von Teilsequenzen keinen allzu großen Unterschied
gegenu¨ber der Verschiebung der gesamten Sequenzen macht, wa¨hrend die Verschiebung von
Teilsequenzen bei langen Sequenzen die Vielfalt der mo¨glichen Anordnungen stark erho¨ht. Dies
zeigt sich auch in der Korrelation zwischen dem H-Maß und der Edit-Distanz bzw. dem glo-
balen Alignment, die mit zunehmender Sequenzla¨nge schwa¨cher wird (|r| ≈ 0.7 fu¨r 8-mere,
|r| ≈ 0.5 fu¨r 50-mere, Tab. 4.4). Daß die H-Distanz schwa¨chere Korrelation zeigt als das H-
Maß, liegt an der Einfu¨hrung der Poligos. Diese hat zur Folge, daß die H-Distanz mal den
Abstand zu einer Sequenz und mal zu deren Komplement mißt, wa¨hrend das H-Maß immer
den Abstand zum Komplement mißt, wie es die Modellierung der Hybridisierung erfordert.
Die komplexita¨tsbasierten und die L-Tupel-basierten Distanzmaße sind in der Modellie-
rung insofern weiter vom Hybridisierungsprozeß entfernt als die bisher betrachteten Maße,
als daß sie kein Alignment, also keine Anordnung der beiden Sequenzen zueinander, betrach-
ten. Dennoch sind die Korrelationskoeffizienten z. T. mit denen der Alignment-basierten Maße
vergleichbar. Die Abnahme der Korrelation der L-Tupel-Maße mit wachsendem L zeigt, daß
die Beru¨cksichtigung kurzer Teilsequenzen wichtiger ist als die la¨ngerer Teilsequenzen. Dies
ist nachvollziehbar, da z. B. eine gemeinsame Subsequenz der La¨nge 6 sich auch als drei ge-
meinsame Subsequenzen der La¨nge 4 a¨ußern, umgekehrt aber eine gemeinsame Subsequenz
der La¨nge 4 in den 6-Tupel-Maßen ignoriert wird. Maße mit ku¨rzeren Tupeln sind also sen-
sibler gegenu¨ber ku¨rzeren Abschnitten, die hybridisieren ko¨nnten. Besonders ungeeignet sind
Statistiken u¨ber Tupel, die nicht viel ku¨rzer sind als die zu vergleichenden Sequenzen (s. die
6-Tupel-Maße angewandt auf 8-mere). Hierbei entha¨lt jede Sequenz nur sehr wenige Tupel (in
diesem Fall je drei) von vielen mo¨glichen (hier 46 = 4096), daher ist die Wahrscheinlichkeit,
daß u¨berhaupt zwei Sequenzen mindestens ein Tupel gemeinsam haben, gering, die c-Vektoren
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sind also mit hoher Wahrscheinlichkeit gleich lang und stehen zueinander orthogonal. Daher
ist auch keine Varianz der Distanzen zu erwarten.
Gibt man die Tupella¨nge nicht vor, sondern la¨ßt Tupel unterschiedlicher La¨nge zu, welche
der Algorithmus selbst findet, wie dies bei den Lempel-Ziv-basierten Maßen der Fall ist, so
scheint dies keinen Vorteil gegenu¨ber der Statistik u¨ber kurze Tupel fester La¨nge zu bringen.
Dies ko¨nnte daran liegen, daß gemeinsame Subsequenzen unabha¨ngig von ihrer La¨nge bewertet
werden, obwohl mit der La¨nge die Stabilita¨t der Hybridisierung wa¨chst.
H-Maß und H-Distanz Die eher schwache Korrelation zwischen H-Maß und H-Distanz re-
sultiert aus dem oben angefu¨hrten Grund fu¨r die unterschiedliche Korrelation beider Maße zur
freien Enthalpie. Die sta¨rkere Korrelation, die beim Vergleich von Sequenzen unterschiedlicher
La¨nge zu beobachten ist, resultiert aus der Dominanz der langen ungepaarten Subsequenzen
an den Enden der la¨ngeren Sequenz. Die tatsa¨chliche A¨hnlichkeit der ku¨rzeren Sequenz mit
einem Teil der la¨ngeren verliert also an Gewicht. Damit spielt es auch eine geringere Rolle,
welche der beiden Sequenzen eines Polimers die H-Distanz bestimmt. Der gleiche Grund er-
kla¨rt die starke Korrelation zwischen Hamming-Distanz und H-Maß fu¨r die 10- bis 30-mere.
Die starke Korrelation von H-Maß und Homologie ist nicht u¨berraschend, da die Homologie ein
la¨ngennormalisiertes H-Maß ist. Beim Vergleich von Sequenzen unterschiedlicher La¨nge nimmt
diese Korrelation ab, da die Homologie unabha¨ngig von der Sequenzla¨nge nie gro¨ßer als 1 wird,
wa¨hrend la¨ngere dangling Ends zu einem ho¨heren H-Maß fu¨hren.
Edit-Distanz und globales Alignment Die starke Korrelation zwischen den vier
Alignment-Varianten (incl. der Edit-Distanz) ist durchaus nicht selbstversta¨ndlich. Die ver-
schiedenen Parameterisierungen fu¨hren nicht nur zu unterschiedlichen Bewertungen gleicher
Alignments, sondern i. a. auch zu unterschiedlichen optimalen Alignments. Die hier untersuch-
ten Unterschiede der Parameter sind aber anscheinend zu gering, um sich in den Ergebnissen
bemerkbar zu machen.
Die sinkende Korrelation des H-Maßes mit den Alignment-Varianten bei wachsender Se-
quenzla¨nge resultiert aus der zunehmenden Bedeutung von Lu¨cken im Alignment (s. o.). Die
sehr großen Unterschiede in den Korrelationen der fu¨nf Maße untereinander fu¨r die Menge der
10- bis 30-mere beruhen auf den unterschiedlichen Bewertungen von Matches gegenu¨ber Mis-
matches und Lu¨cken. H-Maß, Edit-Distanz und NW(1,-2) bestrafen Mismatches und Lu¨cken
sta¨rker als sie Matches belohnen, daher korrelieren sie noch recht stark untereinander. Bei
NW(2,-1) ist es genau umgekehrt, die Matches wirken sich sta¨rker auf die Distanz aus, daher
ist die Korrelation mit den anderen Maßen nur gering.
Komplexita¨tsbasierte Maße Die durchgehend starke Korrelation der beiden komplexita¨ts-
basierten Distanzmaße ist nicht u¨berraschend, da die eigentliche A¨hnlichkeitsmessung bei der
Berechnung der Komplexita¨ten der Sequenzen und ihrer Konkatenationen geschieht, welche
von den beiden Maßen dann nur noch unterschiedlich zu je einer Zahl akkumuliert werden.
L-Tupel-basierte Maße A¨hnlich wie bei den komplexita¨tsbasierten Maßen ist auch bei
den L-Tupel-basierten Maßen bei gleicher Tupella¨nge L die eigentliche A¨hnlichkeitsmessung,
na¨mlich die Erhebung der L-Tupelha¨ufigkeiten bzw. -frequenzen, fu¨r alle Maße gleich und wird
nur mit verschiedenen Methoden zu einer Zahl zusammengefaßt. Die starke Korrelation ist hier
also zu erwarten gewesen. Auch Maße verschiedener Tupella¨ngen zeigen noch einen deutlichen
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Zusammenhang, da sich ein la¨ngerer gemeinsamer Tupel im Maß mit gro¨ßerem L auch als
Anzahl ku¨rzerer gemeinsamer Tupel im Maß mit kleinerer Tupella¨nge zeigt.
Paare unterschiedlich langer Sequenzen Die starke Korrelation zwischen Hamming-
Distanz, H-Maß und H-Distanz fu¨r die Menge der 10- bis 30-mere resultiert aus dem Einfluß
der dangling Ends, die bei diesen Maßen gleich stark bestraft werden. Dieser Einfluß dominiert
bei diesen Sequenzla¨ngen sogar die Unterschiede zwischen einer Sequenz und deren Komple-
ment, die beim Vergleich gleich langer Sequenzen zu einer deutlich schwa¨cheren Korrelation
zwischen H-Maß und H-Distanz fu¨hrt. Die unterschiedlichen La¨ngen nicht nur innerhalb ei-
nes Paares, sondern auch zwischen verschiedenen Sequenzpaaren, erkla¨ren auch die schlechtere
Korrelation gegenu¨ber der freien Enthalpie. Ein la¨ngeres Sequenzpaar hat mehr Mo¨glichkeiten
fu¨r Mismatches und ungepaarte Basen, wird also in der Erwartung mit einer ho¨heren Distanz
bewertet werden, da die ebenfalls ha¨ufiger werdenden Matches nicht belohnt werden, also nicht
in die Distanz eingehen. Gleichzeitig sind Hybridisierungen la¨ngerer Moleku¨le aber tendenti-
ell stabiler, was kleinere Werte fu¨r die freie Enthalpie bedeutet. Fu¨r die Modellierung der
Hybridisierung unterschiedlich langer Sequenzen sind diese Maße also vo¨llig ungeeignet.
Diese U¨berlegung wird durch die vier Alignment-Varianten (incl. Edit-Distanz) gestu¨tzt.
Auch hier verschlechtert sich die Korrelation bei den Maßen, die Mismatches und Lu¨cken
sta¨rker betonen als Matches (Edit-Distanz und NW(1,-2)), wa¨hrend sie sich bei gleicher Ge-
wichtung nicht stark vera¨ndert (NW(1,-1)) und bei sta¨rkerer Betonung der Matches sogar
etwas besser wird (NW(2,-1)).
Die leichte Verschlechterung der Korrelation der letzten drei L-Tupel-basierten Maße mit
der freien Enthalpie beruht auf einem gewissen Mindestabstand, mit dem unterschiedlich lange
Sequenzen auf jeden Fall bewertet werden, da sie aus unterschiedlich vielen L-Tupeln beste-
hen. A¨hnliches gilt fu¨r die komplexita¨tsbasierten Maße. Die negativen Korrelationen bei den
euklidischen Distanzmaßen begru¨nden sich a¨hnlich wie oben. Je la¨nger die Sequenzen sind,
desto kleiner die zu erwartende freie Enthalpie, desto mehr Dimensionen gibt es aber auch fu¨r
die c-Vektoren, sich zu unterscheiden, wodurch der Abstand gro¨ßer wird. Die standardisierte
euklidische Distanz kann diesen Effekt zum Teil abfangen, da mit wachsender Sequenzla¨nge
auch die Varianz, durch die geteilt wird, zunimmt.
Fazit Die Hamming-Distanz ist zur Abscha¨tzung der Hybridisierungswahrscheinlichkeit
vo¨llig ungeeignet. Ihre Erweiterungen H-Maß und Homologie sind wesentlich realistischer,
leiden aber auch wesentlich unter der Abbildung vieler verschiedener freier Enthalpien auf
sehr wenige Distanzen. Die Beru¨cksichtigung von Lu¨cken, wie bei Edit-Distanz und globalem
Alignment, bringt nur bei la¨ngeren Sequenzen Vorteile. Die Alignment-freien, auf Subsequenz-
statistiken beruhenden Distanzmaße sind bei kurzer Subsequenzla¨nge zumindest fu¨r eine grobe
Sortierung geeignet, was die im na¨chsten Kapitel ausgefu¨hrte Verwendung der nb-Uniqueness
fu¨r den in dieser Arbeit vorgestellten Sequenz-Design-Algorithmus motiviert. Bei Alignment-
basierten Maßen sollten Matches mindestens ebenso stark gewichtet in die Distanz eingehen wie
Mismatches und Lu¨cken. Dangling Ends sollten, wenn u¨berhaupt, nur la¨ngenunabha¨ngig in die
Distanz einfließen. Fu¨r die Modellierung der Hybridisierung von Sequenzen unterschiedlicher
La¨nge sind die meisten untersuchten Maße noch weniger geeignet als fu¨r Sequenzen gleicher
La¨nge.
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4.3 Eigenschaften von Sequenzmengen
Da man im allgemeinen gro¨ßere Mengen von Sequenzen generieren mo¨chte, ist es auch sinn-
voll, Eigenschaften zu betrachten, die nicht paarweise gemessen werden, sondern sich auf eine
beliebig große Sequenzmenge beziehen. Dies ko¨nnen sowohl Kumulationen von paarweisen
Eigenschaften sein (Energielu¨cke, Computational Incoherence), als auch direkt sequenzmen-
genbezogene Eigenschaften (nb-Uniqueness).
4.3.1 Einmaligkeit von Subsequenzen
Um zu vermeiden, daß Teilbereiche von DNA-Moleku¨len hybridisieren, sollten nicht nur die
kompletten Sequenzen, sondern auch schon Subsequenzen nicht komplementa¨r sein. Dies mo-
tiviert die Definition der nb-Uniqueness [147, 54].
Definition 3 Eine Menge M ⊂ Σ∗,Σ = {A, C, G, T}, von DNA-Sequenzen heißt nb-unique fu¨r
ein nb ∈ IN, wenn fu¨r alle Sequenzen X ∈M gilt: Ist Y ∈ Σ∗ Subsequenz von X mit LY = nb,
so folgt
a) Es gibt keine Subsequenz Z der La¨nge nb einer beliebigen Sequenz aus M mit Z = Y .
b) Es gibt keine Subsequenz Z der La¨nge nb einer beliebigen Sequenz aus M mit Z = Y .
Voraussetzung a) verhindert, daß sich zwei Sequenzen bereits in Teilen zu a¨hnlich sind, und
so von einer dritten, zu einer der beiden komplementa¨ren Sequenz ”verwechselt“ werden. Vor-
aussetzung b) dient der Vermeidung von abschnittsweisen Hybridisierungen zweier Sequenzen.
Je nach beabsichtigter Anwendung (und damit je nach konkreter Instanz des DNA-Sequenz-
Design-Problems, siehe Abschnitt 3.3), kann es sinnvoll sein, nur a) oder nur b) zu fordern.
Die ”beliebige Sequenz“ aus der Definition schließt insbesondere auch die Sequenz X selbst
mit ein.
Offensichtlich ist fu¨r die Vermeidung von Kreuzhybridisierungen nb zu minimieren. Insbe-
sondere sollte nb aber deutlich kleiner als die La¨nge der kompletten Sequenzen sein, um eine
genu¨gend große Una¨hnlichkeit garantieren zu ko¨nnen. Betrachtet man z. B. die Sequenzen
X = ACGTGAGTGCA und Y = TGCACGCACGT, so ist die Menge M = {X,Y } wegen des A-G-
Mismatches in der Mitte 6-unique, der Duplex ACGTGAGTGCA
TGCACGCACGT
ist aber nicht viel weniger stabil als
der entsprechende perfekte Duplex ohne Mismatch. Allgemein haben zwei nb-unique Sequenzen
der La¨nge ns schlechtestenfalls
⌊
ns
nb
⌋
Mismatches.
Ein wesentlicher Vorteil der nb-Uniqueness ist die Existenz von Algorithmen zur systema-
tischen Konstruktion von Sequenzmengen mit dieser Eigenschaft (siehe na¨chstes Kapitel).
4.3.2 Erweiterung auf Konkatenationen
In vielen Anwendungen werden DNA-Sequenzen aneinandergeha¨ngt, so daß la¨ngere Sequen-
zen entstehen. Zur theoretischen Erfassung von Sequenzuna¨hnlichkeit von Konkatenationen
wurden in [86, 77, 80] verschiedene Begriffe definiert und untersucht, u. a.:
• complement-compliant : Das Komplement einer Sequenz aus M kommt nicht als Subse-
quenz einer anderen Sequenz aus M vor.
• comma-free: Keine Sequenz aus M ist Subsequenz einer Konkatenation zweier beliebiger
Sequenzen aus M .
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• complement-free: Das Komplement einer Sequenz ausM ist nicht Subsequenz einer Kon-
katenation zweier beliebiger Sequenzen aus M .
• complement-subword compliant : Das Komplement einer Subsequenz der La¨nge k einer
Sequenz aus M kommt nicht als Subsequenz in derselben Sequenz vor.
• complement-k-code: Das Komplement einer Subsequenz der La¨nge k einer Sequenz aus
M ist Subwort keiner Sequenz aus M .
Bisher liegen nur wenige grundlegende theoretische Erkenntnisse zu Sprachen mit diesen Eigen-
schaften vor, z. B. daß sie fu¨r regula¨re Sprachen entscheidbar, fu¨r kontext-freie Sprachen aber
bereits unentscheidbar sind [77], und daß diese Eigenschaften i. a. nicht u¨ber die Konkatenation
abgeschlossen sind [80]. Einige Methoden zur systematischen Konstruktion von Sequenzmen-
gen wurden vorgeschlagen [77, 87], es ist jedoch fraglich, wie sinnvoll deren Anwendung in der
Praxis ist (siehe na¨chstes Kapitel).
4.3.3 Thermodynamische Eigenschaften
Ein einfaches, aber rechenintensives Maß fu¨r die Erfassung des Stabilita¨tsunterschieds zwischen
erwu¨nschter und unerwu¨nschter Hybridisierung ist die Energielu¨cke [1]. Sei ΣB die Menge der
freien Enthalpien ∆GB der beabsichtigten und ΣI die Menge der freien Enthalpien ∆GI der
fehlerhaften Hybridisierungen. Dann ist die Energielu¨cke
δF = min
∆GB∈ΣB,
∆GI∈ΣI
(∆GI −∆GB) (4.19)
die Differenz der freien Enthalpien der stabilsten unerwu¨nschten und der instabilsten beabsich-
tigten Hybridisierung. Es werden also nur die schlechtesten Vertreter beider Gruppen betrach-
tet, die Verteilung der Stabilita¨ten aller anderen Hybridisierungen wird nicht beru¨cksichtigt.
Zur Vermeidung von Fehlhybridisierungen ist diese Lu¨cke natu¨rlich zu maximieren.
Die Gleichgewichtszusta¨nde sa¨mtlicher mo¨glicher Hybridisierungsformen werden bei der
Computational Incoherence ξ beru¨cksichtigt [135]. Diese gibt das Mengenverha¨ltnis von fehler-
haft hybridisierten Moleku¨len zu allen hybridisierten Moleku¨len im Gleichgewichtspunkt der
Reaktion an. Seien C0i und C
0
j die Startkonzentrationen der Sequenzen i und j, Z
i,j
e die Summe
der Gleichgewichtskonstanten fu¨r alle unerwu¨nschten Konfigurationen zwischen den Sequenzen
i und j, und Zi,jc die Partition Function fu¨r alle Konfigurationen zwischen den Sequenzen i
und j. Dann ist die Computational Incoherence
ξ =
∑
i,j≥iC
0
i C
0
jZ
i,j
e∑
i,j≥iC
0
i C
0
jZ
i,j
c
. (4.20)
Die Berechnung von ξ vereinfacht sich z. B. unter Annahme des staggering Zipper-Modells,
wie es in [135] fu¨r kurze Oligos vorgeschlagen wird. Sind die Anfangskonzentrationen aller
beteiligten DNA-Moleku¨le gleich, vereinfacht sich die Berechnung weiter zu
ξ =
∑
i,j≥i Z
i,j
e∑
i,j≥i Z
i,j
c
. (4.21)
Beide thermodynamische Eigenschaften sind theoretisch fundiert und, abha¨ngig vom
gewa¨hlten Modell zur Berechnung der freien Enthalpien und Gleichgewichtskonstanten, ver-
mutlich realistischer als die Subsequenz-basierten. Beide sind aber nur zur Bewertung einer
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bereits vorliegenden Sequenzmenge geeignet, es gibt (bisher) keinen Algorithmus, der die Ein-
haltung vorgegebener Grenzen bzgl. dieser Eigenschaften per Konstruktion garantiert, und es
scheint schwierig, einen solchen Algorithmus zu entwerfen.
Kapitel 5
Sequenz-Design-Algorithmen
anderer Gruppen
Im Verlauf des letzten Jahrzehnts haben im wesentlichen zwei Forschungsbereiche die Entwick-
lung von DNA-Sequenz-Design-Algorithmen und -Programmen motiviert und vorangetrieben.
Das Sequenz-Design-Problem wurde schon fru¨h als ein zentrales Problem des DNA-Computing
erkannt, um die Fehlerrate der in vitro-Berechnungen zu minimieren. Die Genomforschung da-
gegen verlangte nach zuverla¨ssigen PCR-Primern und Sonden fu¨r Microarrays. Fu¨r beide Be-
reiche sind eine Reihe von Designprogrammen entstanden, die sowohl allgemeine Suchverfahren
wie Evolutiona¨re Algorithmen als auch speziell fu¨r das Sequenzdesign entwickelte Algorithmen
verwenden.
5.1 Typen von Algorithmen
Einige generelle Suchalgorithmen werden ha¨ufiger fu¨r das Sequenzdesign verwendet und sollen
zuna¨chst allgemein beschrieben werden.
Der Begriff Evolutiona¨rer Algorithmus (EA) bezeichnet eine Klasse von Such- und Opti-
mierungsverfahren, die wichtige Mechanismen der natu¨rlichen Evolution imitieren, um Lo¨sun-
gen fu¨r ein gegebenes Problem zu ”evolvieren“ [20, 18]. Dabei verwendet man eine Menge
von Lo¨sungskandidaten (eine Population von Individuen). Diese ko¨nnen sich vermehren, d. h.
Kopien von sich selbst erzeugen, wobei die Nachkommen durch zufa¨llige Mutationen (punktu-
elle Vera¨nderungen der Lo¨sung) sowie durch Rekombination (Austausch von ”Teillo¨sungen“)
vera¨ndert werden. Eine Fitness-Funktion bewertet die Eignung der Kandidaten als Lo¨sung fu¨r
das gegebene Problem, eine auf dieser Fitness basierende Selektion sorgt dafu¨r, daß die besse-
ren Lo¨sungskandidaten u¨berleben und weitere Nachkommen produzieren, wa¨hrend die schlech-
teren aussterben, also aus der Population entfernt werden. EA werden in vielen Anwendungen
aus verschiedenen Gebieten erfolgreich eingesetzt. Fu¨r das DWD stellt jedes Individuum eine
Menge von Sequenzen dar. Hier wird sehr ha¨ufig eine bestimmte EA-Variante angewandt, Ge-
netische Algorithmen (GA). Bei einem GA sind die Individuen Bitstrings, was der Kodierung
von DNA-Sequenzen entgegenkommt, da man jede Base mit 2 Bit darstellen kann.
Simulated Annealing (SA) ist ein EA-a¨hnliches Verfahren, bei der nur ein Individuum mit
einem Nachkommen verglichen wird, meist das bessere und gelegentlich (zufa¨llig) das schlech-
tere Individuum u¨bernommen wird und die Sta¨rke der Vera¨nderungen durch die Mutation u¨ber
die Laufzeit abnimmt.
Bei einem Adaptive Walk wird eine meist zufa¨llig gewa¨hlte Initiallo¨sung immer wieder mu-
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tiert, hier also z. B. eine Sequenz aus der Menge durch eine andere, zufa¨llig erzeugte ersetzt.
Ist die mutierte Lo¨sung besser als die alte bzgl. eines Fitnesskriteriums, so wird sie als ak-
tuelle Lo¨sung u¨bernommen, anderenfalls wird die alte Lo¨sung beibehalten. Dieser Zyklus aus
Mutation und Selektion wird in einer festgelegten Anzahl wiederholt.
Eine stochastische lokale Suche ist a¨hnlich wie ein Adaptive Walk, allerdings wird bei der
Selektion mit einer gewissen Wahrscheinlichkeit die schlechtere Lo¨sung beibehalten. Dies soll
die fru¨hzeitige Konvergenz gegen lokale Minima verhindern.
5.2 DNA-Word-Design
Adleman wa¨hlte die von ihm im ersten DNA-Computing-Experiment verwendeten DNA-
Sequenzen rein zufa¨llig aus [2]. Da die Menge aller Sequenzen einer bestimmten La¨nge sehr
groß ist, ist die Wahrscheinlichkeit, daß bei der Auswahl nur sehr weniger Sequenzen diese sehr
unterschiedlich sind, vermutlich hoch. Allerdings gibt es bislang keine Untersuchungen zu die-
ser Wahrscheinlichkeit, und selbst bei kleinen Wahrscheinlichkeiten fu¨r eine schlechte Auswahl
kann der Anwender Pech haben.
Eine zufa¨llige Suche nach Sequenzen fu¨hren auch Arita et al. durch, u¨berpru¨fen aber die Se-
quenzen auf bestimmte Eigenschaften (Vorkommen von Restriktionsschnittstellen, GC-Gehalt,
Hamming-Distanz aller Sequenzpaare, Vorkommen von TTT oder AAA und starke Komplemen-
tarita¨t an den 3′-Enden), und verwerfen ungeeignete Sequenzen [17]. Somit ist wenigstens ein
durch die Schwellenwerte der Kriterienbewertungen, ab denen eine Sequenz verworfen wird,
definiertes Mindestmaß an Qualita¨t garantiert, jedoch kann die Laufzeit beliebig lang werden.
Durch Wahl eines geeigneten Graphen la¨ßt sich das DWD auf das Independend Set Pro-
blem abbilden, also der Suche nach einer (mo¨glichst großen) Menge von Knoten, die nicht
durch Kanten miteinander verbunden sind [43]. In diesem Graph entsprechen die Knoten Oli-
gomeren einer bestimmten La¨nge, eine Kante zwischen zwei Knoten bedeutet eine Neigung
der beiden verbundenen Oligomere zur Hybridisierung. Diese wird anhand der minimalen frei-
en Enthalpie eines Duplex aus beiden Sequenzen gescha¨tzt, die mit Hilfe von Dynamischer
Programmierung und thermodynamischen Parametern des nearest-Neighbor-Modells berech-
net wird. U¨berschreitet diese freie Enthalpie einen Schwellenwert, so wird eine Kante gesetzt.
Zur Suche nach Independend Sets schlagen Deaton et al. einen greedy Algorithmus vor, der
solange (zufa¨llig gewa¨hlte) Knoten zur Ergebnismenge hinzufu¨gt, bis kein weiterer Knoten
mehr unabha¨ngig, also mit keinem Knoten der Menge u¨ber eine Kante verbunden, wa¨re. Fu¨r
das DWD-Problem haben die Autoren eine große Menge von Zufallssequenzen erzeugt, aus
diesen wie beschrieben einen Graph konstruiert und mit dem greedy Algorithmus eine Menge
von kreuzhybridisierungsfreien Sequenzen gesammelt. Da das Independend Set Problem NP-
vollsta¨ndig ist, wurde durch die Abbildung auch gezeigt, daß das DWD (zumindest in der in
diesem Artikel verwandten Formulierung) ebenfalls NP-vollsta¨ndig ist. Von der Abbildung auf
einen Graphen abgesehen fu¨hrt der Algorithmus auch nur Filtern von Zufallssequenzen durch.
Eine ebenfalls zufallsbasierte Suche wird von Faulhammer et al. eingesetzt, um geeigne-
te RNA-Sequenzen fu¨r die Darstellung von Bitvektoren mit der Lipton-Kodierung ([102], s.
Abschnitt 3.2.1) zu finden [52]. In allen 210 mo¨glichen Konkatenationen soll es ho¨chstens 5
identische Basen in beliebigen Fenstern von 20 Basen La¨nge geben, kein Komplement einer
Subsequenz der La¨nge 7 oder la¨nger soll vorkommen, es werden keine Guanin-Basen verwen-
det, und die Schmelztemperatur soll bei 45 ◦C liegen. Das Programm PERMUTE startet mit
Zufallssequenzen u¨ber {A,C,U} und mutiert diese durch Neuauswu¨rfeln einzelner Basen solan-
ge, bis alle Kriterien erfu¨llt sind. Nicht nur kann dies schlechtestenfalls endlos dauern, auch die
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sta¨ndigen U¨berpru¨fungen der Kriterien sind sehr rechenaufwendig.
Rose et al. haben in einem Genetischen Algorithmus (GA) die Computational Incoherence
als Fitness verwendet [136, 137]. Deren Berechnung basiert auf einem erweiterten staggering
Zipper-Modell (s. Abschnitt 2.2), das auch Single Base Mismatches und Single Base Bulges
beru¨cksichtigt. Ebenfalls einen GA, aber den Logarithmus der Computational Incoherence als
Fitness mit dem einfachen staggering Zipper-Modell verwenden Garzon et al. in ihrer Software
Edna [59].
Ein GA, der Sequenzmengen auf die Einhaltung von nb-Uniqueness (s. Abschnitt 4.3.1)
optimiert, kam bei Ruben et al. zum Einsatz [140]. Individuen werden bzgl. ihrer Fitness be-
straft, wenn Subsequenzen bestimmter La¨nge mehrfach vorkommen oder Komplemente von
Subsequenzen ebenfalls vorkommen. Varianten beru¨cksichtigen auch die U¨bergangsbereiche
bei Konkatenation der Sequenzen oder beschra¨nken die Auswahl der Basen auf {A,C,T}. Au-
ßerdem ko¨nnen die Sequenzen mit Hilfe des Vienna RNA Package, einem Programmpaket zur
Sekunda¨rstrukturvorhersage [75], auf Sekunda¨rstrukturen untersucht und diese bei der Fitness
beru¨cksichtigt werden.
Deaton et al. messen die Fitness in ihrem GA, indem sie za¨hlen, wieviele Paare von Se-
quenzen der zu optimierenden Menge eine Kreuzhybridisierung ermo¨glichen [44, 45]. Diese
wiederum wird bei Unterschreiten einer Hamming-Distanz-Schwelle angenommen.
Eine gewichtete Summe aus Bewertungen der Kriterien Vorkommen von Restriktions-
schnittstellen, GC-Gehalt, Hamming-Distanz aller Sequenzpaare, Vorkommen von TTT oder
AAA und starke Komplementarita¨t an den 3′-Enden dient als Fitness fu¨r einen GA von Arita
et al. [17].
Simulated Annealing (SA) wurde von Tanaka et al. eingesetzt [162]. Als Kriterien dienten
Bewertungen der Sequenzen bezu¨glich des H-Maßes der Sequenzen zueinander und zu den
Komplementa¨rsequenzen, der Selbstkomplementarita¨t von Sequenzen, der Abweichung von
GC-Gehalt und Schmelztemperatur von einem vorgegebenen Wert, dem Aufeinanderfolgen
identischer Basen sowie des Vorliegens komplementa¨rer Subsequenzen an den 3′-Enden (falls
die Sequenzen mit Polymerase verla¨ngert werden sollen). Diese Bewertungen wurden als ge-
wichtete Summe zu einem Fitness-Wert zusammengesetzt. Einen EA mit den gleichen Be-
wertungskriterien verwenden Shin et al., ebenfalls mit einer gewichteten Summe als Fitness
[153], und Kim et al., diese allerdings mit einer nicht-dominierten Sortierung der Individuen
[90]. Letztere realisiert eine Suche nach pareto-optimalen Lo¨sungen, also Lo¨sungen, die man
bzgl. keines einzelnen Optimierungskriteriums mehr verbessern kann, ohne sie gleichzeitig bzgl.
mindestens eines anderen Kriteriums zu verschlechtern. Im Idealfall bietet der EA nach Termi-
nierung eine Menge sehr unterschiedlicher pareto-optimaler Lo¨sungskandidaten an, die jeweils
besser bzgl. verschiedener Kritierien sind, so daß der Benutzer unter diesen auswa¨hlen kann,
je nachdem, welche Kriterien ihm wichtiger erscheinen.
Die Evolutiona¨ren Algorithmen scheinen ein erfolgreiches Werkzeug zum DNA-Word-
Design darzustellen. Insbesondere die mehrkriteriellen Algorithmen sind interessant, da man
die Sequenzen fu¨r viele Anwendungen auf mehr als nur eine Anforderung hin optimieren muß.
Hierbei ist die Suche nach Lo¨sungen auf der Pareto-Front nu¨tzlicher als der Einsatz einer ge-
wichteten Summe als Fitness, da der Benutzer nach der Optimierung sehen kann, welche Lo¨sung
welches Kriterium wie gut erfu¨llt und danach eine geeignete Sequenzmenge auswa¨hlen kann.
Die gewichtete Summe erfordert a priori die Festlegung der Gewichte, ohne daß der Benutzer
wirklich abscha¨tzen kann, wie sich rein numerische Unterschiede der einzelnen Kriterienbe-
wertungen in Qualita¨tsunterschieden wiederspiegeln, insbesondere bei sehr unterschiedlichen
Kriterien. Ein Problem der EA ist, daß jede im Verlauf der Evolution auftauchende Sequenz-
menge bewertet werden muß, d. h. sa¨mtliche relevanten Kriterien mu¨ssen immer wieder fu¨r
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jede Menge neu berechnet werden. Dies kann bzgl. der Rechenzeit sehr teuer sein, so ist z. B.
die U¨berpru¨fung der nb-Uniqueness bei Ruben et al. sehr aufwendig [140]. Generell wa¨re es
wu¨nschenswert, gerade die Einhaltung der paar- bzw. mengenweisen Kriterien bereits in der
Konstruktionsmethode zu erzwingen.
Mit einem stochastischen lokalen Suchalgorithmus haben Tulpan et al. die Anzahl der Ver-
letzungen vorgegebener Beschra¨nkungen minimiert [165, 166]. Diese betreffen die Hamming-
Distanz der Sequenzen untereinander und zu ihren Komplementen, den GC-Gehalt, die
Schmelztemperatur, die freie Enthalpie sowie das Vorkommen verbotener Subsequenzen. Bei
der Suche wird immer wieder zufa¨llig eine Sequenz ausgewa¨hlt, die mindestens eine der Be-
schra¨nkungen verletzt, und von dieser alle Mutationen erzeugt, die sich um genau eine Base
von der gewa¨hlten Sequenz unterscheiden. Die gewa¨hlte Sequenz wird durch den Mutanten mit
der geringsten Anzahl an Beschra¨nkungsverletzungen ersetzt, mit einer gewissen Wahrschein-
lichkeit erfolgt die Ersetzung durch einen zufa¨llig gewa¨hlten Mutanten.
Mit einem Adaptive Walk haben Penchovsky und Ackermann eine Bibliothek von 24 26-
meren erzeugt [127]. Sie starten mit einer Zufallsmenge, wa¨hlen dann in jedem Zyklus eine
Sequenz zufa¨llig aus, erzeugen eine weitere Sequenz zufa¨llig, und u¨bernehmen die bessere der
beiden wieder in die Menge, wa¨hrend die schlechtere verworfen wird. Kriterien fu¨r die Gu¨te der
Sequenzen sind Subsequenzen aus unmittelbar aufeinanderfolgenden identischen Basen (sollen
nicht la¨nger als 3 Basen sein), Vorliegen von mehr als zwei aufeinanderfolgenden Cytosin-
Basen an den Enden, eine mo¨glichst gleichma¨ßige Schmelztemperatur, sowie eine mo¨glichst
große Energielu¨cke zwischen geplanten und unerwu¨nschten Hybridisierungen. Gepru¨ft werden
dabei auch sa¨mtliche mo¨glichen Konkatenationen von Sequenzen. Ackermann und Gast haben
einen Adaptive Walk mit der Energielu¨cke, also die Differenz zwischen der freien Enthalpie der
instabilsten gewu¨nschten und der der stabilsten unerwu¨nschten Hybridisierung, als Gu¨temaß
eingesetzt, um 24 16-mere zu optimieren [1].
Adaptive Walk und stochastische lokale Suche sind als sehr einfache Varianten von EA
sicherlich auch fu¨r das DWD nu¨tzliche Algorithmenklassen, da aber nur ein Lo¨sungskandidat
nach und nach verbessert wird, ist der explorierte Teil des Lo¨sungsraums eher klein, die Ge-
fahr einer Konvergenz gegen ein suboptimales lokales Optimum ist also ho¨her als bei EA mit
gro¨ßeren Populationen.
DeBruijn-Sequenzen sind zyklische Sequenzen u¨ber einem beliebigen Alphabet Σ, in de-
nen jede mo¨gliche Subsequenz einer bestimmten La¨nge k genau einmal vorkommt [41]. Smith
schla¨gt eine Erweiterung dieser Idee vor, so daß das Komplement einer vorkommenden Subse-
quenz nicht auch in der DeBruijn-Sequenz vorkommt [156]. Anschließend mu¨ßte man nur noch
Sequenzen gewu¨nschter La¨nge aus der modifizierten DeBruijn-Sequenz ausschneiden. Leider
gibt Smith keinen Algorithmus zur Erzeugung solcher modifizierter DeBruijn-Sequenzen an.
Denkbar wa¨re es, z. B. eine der Methoden aus [131] anzupassen und zu verwenden. Eine sehr
einfache Methode beginnt mit einer Subsequenz der La¨nge k und fu¨gt das jeweils gro¨ßte Sym-
bol an, so daß der neuentstandene Suffix der La¨nge k noch nicht in der Sequenz vorkommt
(”das gro¨ßte Symbol“ heißt hierbei das Symbol an der ho¨chsten Position gema¨ß einer beliebi-
gen Sortierung aller Symbole des Alphabets). Dies wird iteriert, bis alle mo¨glichen Sequenzen
der La¨nge k als Subsequenz vorkommen, und somit eine DeBruijn-Sequenz generiert wurde.
Durch Hinzufu¨gen von Backtracking und der Wahl des jeweils na¨chstkleineren Symbols lassen
sich mit diesem Verfahren alle mo¨glichen DeBruijn-Sequenzen aufza¨hlen. Ein anderen Algo-
rithmus verwendet einen Graph, dessen Knoten mit allen mo¨glichen Sequenzen der La¨nge k−1
markiert sind. Eine gerichtete Kante von einem Knoten v zu einem Knoten w ist mit Symbol
s ∈ Σ markiert, wenn sich die Markierung von w aus Anha¨ngen von s an den Suffix von v der
La¨nge k − 2 ergibt. Z. B. fu¨hrt eine mit C markierte Kante vom Knoten mit der Markierung
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ACGT zum Knoten mit der Markierung CGTC. Da jeder Knoten genau |Σ| eingehende und eben-
so viele ausgehende Kanten hat, existiert mindestens ein Eulerpfad (ein Pfad, der jede Kante
genau einmal durchla¨uft) dieses Graphen. Verfolgt man einen solchen Eulerpfad und notiert
nacheinander die Kantenmarkierungen, so ergibt sich eine DeBruijn-Sequenz.
Die nur einmalige Verwendung von Subsequenzen einer bestimmten La¨nge wird auch in
der in dieser Arbeit vorgestellten Design-Methode verwendet, ebenfalls a¨hnelt der graphba-
sierte Algorithmus dem hier benutzten (s. na¨chsten Abschnitt). Allerdings ist bei dem oben
beschriebenen Algorithmus zur Erzeugung von DeBruijn-Sequenzen nicht klar, wie die von
Smith vorgeschlagene Modifikation bzgl. der Komplemente der Subsequenzen mit den Euler-
pfaden in Einklang gebracht werden kann. Entsteht bei einem Schritt, der durch den Graph
gemacht wird, der k-Suffix X, so muß die Kante an anderer Stelle des Graphen, die dort
bei Durchlauf den k-Suffix X entstehen lassen wu¨rde, ”gesperrt“ werden, so daß X nicht in
derselben modifizierten DeBruijn-Sequenz vorkommen kann wie X. Dadurch wird aber ein
Eulerpfad zerrissen und kann nicht bis zum Ende verfolgt werden. Es ist auch nicht ersicht-
lich, ob ein Eulerpfad unter Ausschluß der jeweils ”komplementa¨ren“ Kanten u¨berhaupt noch
existiert. Desweiteren ist nicht offensichtlich, wie weitere Sequenzeigenschaften wie z. B. die
Schmelztemperatur beru¨cksichtigt werden ko¨nnen.
Baum beschreibt in [25] ebenfalls eine Methode zur Erzeugung nb-uniquer Sequenzmengen,
bei der eine Sequenz immer weiter verla¨ngert wird, die Auswahl der Basen zur Verla¨ngerung
dabei aber eingeschra¨nkt werden. Sowohl diese Einschra¨nkungen als auch die U¨berlegungen,
die zu diesen Einschra¨nkungen fu¨hren, sind recht kompliziert, erlauben ein Sequenzentwurf von
Hand in Form einer Knobelei, es ist jedoch nicht ersichtlich, wie die U¨berlegungen und die sich
daraus ergebende Entwurfsmethode automatisiert werden ko¨nnen.
Fu¨r universelle DNA-Microarrays verwenden Gerry et al. ”Zip-Code-Sequenzen“, die als
Verla¨ngerung an den eigentlichen Sonden ha¨ngen, so daß auf dem Microarray die Komple-
menta¨rsequenzen der Zip-Codes aufgebracht werden ko¨nnen [65]. Damit ko¨nnen die Microar-
rays fu¨r die Untersuchung beliebiger Sequenzen verwendet werden, es mu¨ssen nur jeweils neue
Sonden, verla¨ngert um die Zip-Codes, hergestellt werden. Das Problem der Sondensuche ent-
spricht dem bei normalen Microarrays, das spa¨ter behandelt wird, die Suche nach geeigneten
Zip-Codes entspricht aber dem Word-Design-Problem. Die Autoren erstellen durch Filtern
zuna¨chst eine Menge von Tetrameren (Sequenzen der La¨nge 4), so daß alle Tetramere minde-
stens einen Hamming-Abstand von 2 zueinander haben. Die Komplemente von in der Men-
ge vorhandenen Tetrameren werden ausgeschlossen, ebenso selbstkomplementa¨re Tetramere.
Jeweils sechs Tetramere werden anschließend (nicht-u¨berlappend) aneinandergeha¨ngt, wobei
zwei so entstehende 24-mere sich um mindestens drei Tetramere unterscheiden. Somit ist ein
Hamming-Abstand von mindestens 6 zwischen zwei beliebigen Zip-Codes gewa¨hrleistet, der
Hamming-Mindestabstand der einzelnen Tetramere sorgt fu¨r eine gewisse Verteilung der Mis-
matches u¨ber die Sequenz. Im schlechtesten Fall liegen aber die drei zugelassenen gleichen
Tetramere zweier Zip-Codes direkt hintereinander und fu¨hren so zu identischen Subsequenzen
der La¨nge 12, also der halben Sequenzla¨nge. Außerdem sind die Zip-Codes und deren Komple-
mente auf dem Microarray nur so lange wiederverwendbar, wie die eigentlichen Sonden bzw.
die nachzuweisenden Zielsequenzen nicht mit ihnen interferieren.
Die Template-Map-Methode beruht auf der klassischen Kodierungstheorie, genauer auf
bina¨ren, fehlerkorrigierenden Codes [57]. Anstelle von DNA-Sequenzen erzeugt man zuna¨chst
eine (relativ kleine) Menge von Bitstrings einer bestimmten La¨nge l, die sogenannten Templa-
tes. Diese Menge wird z. B. so konstruiert, daß alle Strings einen Mindestabstand zueinander
bzgl. der Hamming-Distanz oder einem fu¨r Bitstrings angepaßten H-Maß haben. Ein fehlerkor-
rigierender Code mit Bitstrings der La¨nge l, die den gleichen Mindestabstand zueinander haben,
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Template 00110110
Map 10100101
Sequenz TAGCAGCT
Abbildung 5.1: Beispiel fu¨r eine DNA-Sequenz, die aus einem Template- und einer Map-
Bitstring erzeugt wird. Die Bits im Template legen fest, ob ein C-G- oder ein A-T-Basenpaar
an die entsprechende Stelle kommen soll, die Bits in der Map bestimmen, ob jeweils die erste
(C oder A) oder die zweite (G oder T) Base gewa¨hlt wird.
dient als Menge der Maps. Durch Abbildung aller mo¨glichen Paare aus Template und Map auf
eine DNA-Sequenz erha¨lt man eine Sequenzmenge, deren Gro¨ße das Produkt der Gro¨ßen von
Template- und Map-Menge ist. Bei dieser Abbildung legt z. B. fu¨r eine Position i das i-te Bit
des Templates fest, ob an Position i der DNA-Sequenz ein C-G- oder ein A-T-Basenpaar stehen
soll, wa¨hrend das i-te Map-Bit bestimmt, ob die erste (also C bzw. A) oder die zweite Base
(also G bzw. T) gewa¨hlt wird (Abb. 5.1). Dabei bleibt die minimale Hamming-Distanz unter
dieser Abbildung erhalten. Damit teilt sich das DNA-Word-Design-Problem in zwei Teilpro-
bleme, na¨mlich die Suche nach geeigneten Template- und Map-Mengen, wobei beide Mengen
aber kleiner sind als die gesuchte DNA-Sequenz-Menge. Wa¨hrend man die fehlerkorrigierenden
Codes der Map-Mengen mit Methoden der klassischen Kodierungstheorie konstruieren kann,
bleibt das Designproblem fu¨r Templates bestehen. In bisherigen Vero¨ffentlichungen wurde die-
se mit vollsta¨ndiger Aufza¨hlung und Filtern gefunden, was fu¨r die sehr kleine Anzahl und die
geringe La¨nge (≤ 30 Basen) der dort gesuchten Sequenzen noch akzeptablen Aufwand bedeutet
[16, 105]. Ben-Dor et al. konstruieren Templates aus DeBruijn-Sequenzen u¨ber dem Alphabet
{S,W}, wobei S fu¨r ein G-C- und W fu¨r ein A-T-Basenpaar steht [26].
Arita hat mit zwei Templates und einem fehlerkorrigierenden Code mit 56 Bitstrings 112
Sequenzen der La¨nge 12 erzeugt, die mindestens vier Mismatches untereinander und zu ihren
Komplementen, auch bzgl. aller Verschiebungen und Konkatenationen haben [15]. Mit Tem-
plates, die nach Voru¨berlegungen, wie sie auszusehen haben, von Hand entworfen wurden,
erzeugten Frutos et al. 108 8-mere, die mindestens 4 Mismatches untereinander und gegenu¨ber
ihren Komplementen haben, fu¨r das oberfla¨chenbasierte DNA-Computing [57]. Li et al. demon-
strierten die Erzeugung von Sequenzen der La¨nge 4k mit jeweils mindestens 2k Mismatches
untereinander fu¨r k = 2, 3, 4, 5. Garzon et al. stellen eine auf einem Tensor-Produkt basierende
Methode vor, um sogar mehr Sequenzen als das Produkt der Anzahlen von Templates und
Maps erzeugen zu ko¨nnen [60]. Die Template-Map-Methode kann auch verwendet werden, um
eine bond-free1 Sequenzmenge zu erzeugen [87].
Die Template-Map-Methode vereinfacht das DWD Problem, indem es die Gro¨ße der Pro-
bleminstanz reduziert, da man aus zwei kleinen Sequenzmenge eine wesentlich gro¨ßere erzeu-
gen kann, unter Beibehaltung einer Mindest-Hamming-Distanz. Es bleibt offen, wie gut sich
andere Kriterien, z. B. andere Distanzmaße, in dieser Strategie realisieren lassen. Außerdem
bleibt das Problem der Suche nach geeigneten Templates bestehen, es ist durch die reduzierte
Gro¨ße vielleicht einfacher geworden, aber noch nicht gelo¨st. Das im vorhergehenden Kapitel
durchgefu¨hrte Experiment hat zudem gezeigt, daß die Hamming-Distanz zur Abbildung der
Hybridisierungsneigung eher ungeeignet ist.
Es gibt eine Reihe von Vorschla¨gen zu Methoden, mit denen man theoretisch beliebig große
1Die Eigenschaft bond-free ist verwandt mit comma-free und complement-free (s. Abschnitt 4.3.2) und bezieht
sich auf einen minimalen Hammingabstand zwischen Subsequenzen bestimmter La¨nge.
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Sequenzmengen erzeugen kann, die complement-free sind oder a¨hnliche Eigenschaften erfu¨llen
(s. Abschnitt 4.3.2) [77, 87, 81, 80], allerdings sind diese Methoden noch nicht in der Praxis er-
probt worden. Außerdem enthalten gro¨ßere Sequenzmengen natu¨rlich auch la¨ngere Sequenzen,
und es ist abzusehen, daß ab einer gewissen La¨nge die Eigenschaft ”complement-free“ und de-
ren Verwandte nicht ausreichen werden, um Kreuzhybridisierungen bzw. Sekunda¨rstrukturen
zu vermeiden.
Phan und Garzon haben einen Shuﬄe-Operator ® definiert, mit dem sie Wortmengen
erzeugen ko¨nnen [129]. Seien x1, x2, . . . , xk Sequenzen der La¨nge m, dann ist x1® . . . ® xk =
x11 . . . xk1x12 . . . xk2 . . . x1m . . . xkm, wobei xij die j-te Base der Sequenz xi ist. Der DWD-
Algorithmus erzeugt zuna¨chst die Menge Sm aller DNA-Sequenzen der La¨nge m. Dann wird
fu¨r jede Sequenz aus Sm ihr Komplement aus Sm entfernt. Schließlich sei S = {x1® . . . ® xτ :
∀xi ∈ Sm und xi 6= xj falls i 6= j}. Dann entha¨lt S Sequenzen der La¨nge n = τm, die paarweise
ein H-Maß von mindestens τ zueinander haben. In einer Variante la¨ßt man nur Sequenzen mit
dem GC-Gehalt w in die Menge Sm. Damit haben die Sequenzen in S einen GC-Gehalt von
τw. Weitere Anforderungen an die Sequenzen mu¨ßten vermutlich durch Filtern der Sequenzen
aus S implementiert werden.
Vollsta¨ndige Aufza¨hlung wurde von Hartemink et al. verwendet, um eine Sequenzmenge
fu¨r eine spezielle Anwendung, die ”programmierte Mutagenese“, bei der sich die Sequenzen
nur geringfu¨gig unterscheiden mu¨ssen, zu finden [71]. Ein von Hand entworfenes Muster von
Mismatches, die die Sequenzen haben sollten, wurde vorgegeben, was die Anzahl der zu unter-
suchenden Sequenzmengen stark einschra¨nkt. Gefiltert wurde nach Kriterien wie Schmelztem-
peratur, Unterschiede in der Schmelztemperatur, maximale Stabilita¨t von Hairpin Loops und
Kreuzhybridisierungen.
Mit Hilfe eines Eulergraphen finden Pancoska et al. zu einer gegebenen Sequenz eine Menge
von Sequenzen mit gleicher Schmelztemperatur [125]. Der Graph entha¨lt vier mit A, C, G und
T markierte Knoten. Die Eingabesequenz wird durchlaufen, fu¨r jedes Nachbarpaar von Basen
wird eine gerichtete Kante von dem Knoten, der mit der ersten Base des Paars markiert ist,
zum Knoten, der mit der zweiten Base markiert ist, eingefu¨gt. Schließlich wird eine solche
Kante auch fu¨r das Paar aus der letzten und der ersten Base der Eingabesequenz eingefu¨gt.
Man kann leicht nachvollziehen, das der Graph einen Eulergraph bildet, da ein Durchlaufen der
Kanten in der gleichen Reihenfolge, in der sie eingefu¨gt wurden, einen Eulerpfad bildet. Findet
man nun sa¨mtliche anderen Eulerpfade, so bestehen diese aus den selben Kanten, die diesen
Pfaden entsprechenden DNA-Sequenzen (die Knotenmarkierungen in der Reihenfolge, in der
sie besucht werden) bestehen also aus den selben Nachbarpaaren von Basen und haben somit
nach dem nearest-Neighbor-Modell dieselbe Schmelztemperatur. Leider du¨rften auch viele der
so gefundenen Sequenzen sehr a¨hnlich sein, fu¨r eine tatsa¨chliche Anwendung mu¨ssen diese also
zuna¨chst noch auf Kreuzhybridisierungen untersucht und selektiert werden.
Eine in vitro-Methode zur Suche nach kreuzhybridisierungsfreien Sequenzen wurde von
Deaton et al. vorgeschlagen [42]. Zuna¨chst befinden sich im Reagenzglas zufa¨llige Sequenzen,
die an beiden Enden mit vorgegebenen Primerbindungsstellen verla¨ngert wurden. Die Idee be-
steht darin, daß kreuzhybridisierungsfreie Moleku¨le einzelstra¨ngig bleiben und man sie daher
mit PCR (s. Abschnitt 2.1) amplifizieren kann, wa¨hrend DNA-Stra¨nge, die Kreuzhybridisie-
rungen eingehen, zumindest teilweise doppelstra¨ngig vorliegen und somit die Herstellung von
Kopien durch die Polymerase verhindern. Hauptsa¨chliches Problem dieses Ansatzes ist das
Vorliegen von Sequenzen, die perfekt komplementa¨r zu den kreuzhybridisierungsfreien Sequen-
zen sind, nach dem ersten Kopierzyklus. Um zu verhindern, daß diese Duplexe bilden und die
kreuzhybridisierungsfreien Sequenzen nicht weiter amplifiziert werden ko¨nnen, muß die Reak-
tion bei einer so hohen Temperatur stattfinden, daß Kreuzhybridisierungen anderer Sequenzen
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Abbildung 5.2: Beispiele fu¨r 3- und 4-armige DNA-Junctions. Die Linien deuten die Backbones
an. Die Basen dienen nur zur Skizzierung und stellen keinen Entwurfsvorschlag dar.
erst recht unwahrscheinlich werden, und diese somit auch fu¨r die Amplifizierung zur Verfu¨gung
stehen.
5.3 Struktur-Design
Auf der nb-Uniqueness beruht SEQUIN, ein Programm von Nadrian Seeman [147]. Dieses
Programm dient zur Suche nach Sequenzen, die 3- und 4-armige Junctions bilden (Abb. 5.2).
Es la¨ßt zum Einen das Hinzufu¨gen einzelner Basen zur zu konstruierenden Sequenz von Hand
zu, und zeigt fu¨r jede hinzugekommene Base die Verletzungen der nb-Uniqueness an. Zum
Anderen fu¨gt ein semi-automatischer Modus kurze Sequenzstu¨cke ein, woraufhin der Benutzer
diese besta¨tigen oder wiederum von Hand a¨ndern kann. Verletzungen der nb-Uniqueness werden
angezeigt, aber zugelassen. Weitere Anforderungen an die Sequenzen, wie fixe Subsequenzen,
ein bestimmter GC-Gehalt usw., sind prinzipiell mo¨glich, mu¨ssen aber durch den Benutzer im
Designprozeß realisiert werden.
Im Vienna RNA Package [75] finden sich nicht nur Programme zur Vorhersage und zum
Vergleich, sondern auch zum Design von Sekunda¨rstrukturen. RNAinverse findet zu einer vor-
gegebenen Sekunda¨rstruktur eine RNA-Sequenz, die sich zu dieser Struktur falten wird. Der
Algorithmus beruht auf einem Adaptive Walk, bei dem Basen, die noch nicht die gewu¨nschte
Rolle in der Struktur einnehmen, zufa¨llig mutiert werden, und diese Mutation u¨bernommen
wird, wenn fu¨r die mutierte Sequenz eine Struktur vorhergesagt wird, die der Zielstruktur
a¨hnlicher ist als die der Sequenz vor der Mutation. Da fu¨r jede Bewertung der Vorhersagealgo-
rithmus aufgerufen werden muß, der auch in effizienter Implementierung noch eine Rechenzeit
von Θ(n3) beno¨tigt, wobei n die Sequenzla¨nge ist, verwenden Hofacker et al. eine strukturel-
le Dekomposition, bei der die Zielstruktur in kleiner Teilstrukturen zerlegt und fu¨r diese der
Design-Algorithmus rekursiv aufgerufen wird. Sind geeignete Sequenzen fu¨r die Teilstrukturen
gefunden worden, so werden sie wieder zusammengesetzt und per Vorhersage u¨berpru¨ft, ob
sich die zusammengesetzte Sequenz auch zur zusammengesetzten Struktur faltet. Ggf. mu¨ssen
einzelne Teilstrukturen dann neu entworfen werden.
Andronescu et al. verwenden ebenfalls strukturelle Dekomposition und die fold-Funktion
aus dem Vienna RNA Package fu¨r das gleiche Problem [13, 14], allerdings setzen sie eine stocha-
stische lokale Suche statt eines Adaptive Walk ein, d. h. mit einer gewissen Wahrscheinlichkeit
werden auch Mutationen, die zu schlechteren Strukturen fu¨hren, u¨bernommen. Weitere Ver-
besserungen an der Dekomposition (Aufteilung in mo¨glichst gleich große Teilstrukturen zur
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Verringerung der Rekursionstiefe) und der Initialisierung der Sequenz erho¨hen zum Einen die
Ausbeute an gelo¨sten Probleminstanzen und verringern zum Anderen die Rechenzeit, vergli-
chen mit RNAinverse aus dem Vienna RNA Package [14].
Die beiden zuletzt genannten Algorithmen beziehen sich nur auf das Design von Se-
kunda¨rstrukturen einzelstra¨ngiger Moleku¨le, eine Erweiterung auf beliebige Strukturen aus
mehreren Stra¨ngen sollte jedoch mo¨glich sein. Erforderlich wa¨re dafu¨r allerdings ein entspre-
chender Vorhersagealgorithmus, den es bisher nicht gibt. Ebenfalls einfach zu implementie-
ren sein du¨rften weitere Kriterien wie fixe Subsequenzen, verbotene Subsequenzen, die Ein-
schra¨nkung der Basenauswahl usw.
5.4 Primer- und Microarray-Design
Es gibt zwei wesentliche Unterschiede bei der Suche nach PCR-Primern und Microarray-Sonden
gegenu¨ber der Erzeugung von DNA-Wo¨rtern fu¨r das DNA-Computing. Erstens sollen sowohl
Primer als auch Sonden an bestimmte Gene (oder andere bestimmte, bereits vorgegebene Se-
quenzen) hybridisieren, daher ist die Menge der Kandidaten fu¨r die Primer und Sonden von
vornherein stark eingeschra¨nkt und entspricht der Menge von Subsequenzen z. B. des zu identi-
fizierenden Gens, wobei die La¨nge der Subsequenzen meist stark beschra¨nkt ist. Zweitens gibt
es eine i. a. sehr große Bibliothek von Sequenzen (andere Gene, intergenomische Sequenzen),
mit denen die Primer bzw. Sonden nicht hybridisieren sollen. Fu¨r viele Organismen umfassen
diese Bibliotheken mehrere Milliarden Basenpaare.
Die erstgenannte Eigenschaft legt einen grundlegenden Suchalgorithmus nahe, der auch
tatsa¨chlich meist angewandt wird: Ein Fenster bestimmter Gro¨ße la¨uft u¨ber die Kandidaten-
sequenz (z. B. das Gen), die in diesem Fenster liegende Subsequenz wird auf ihre Eignung als
Primer bzw. Sonde u¨berpru¨ft.
Primer-/Sonden-Kandidaten werden meist auf die folgenden Eigenschaften getestet:
a) keine Sekunda¨rstrukturen der einzelnen Sequenzen
b) keine Hybridisierung der beiden Primer eines Paars
c) ggf. keine Hybridisierung zwischen Primern aus verschiedenen Paaren (fu¨r PCR) oder
zwischen verschiedenen Zielsequenzen (fu¨r Microarrays)
d) gleiche Hybridisierungseffizienz beider Primer eines Paars oder mehrerer Zielsequenzen
e) Schmelztemperaturen nahe einer vorgegebenen Temperatur
f) keine Hybridisierung mit Sequenzen der Bibliothek der anderen Gene und intergenomi-
scher Sequenzen, bei Microarray zumindest nicht mit anderen Sonden
g) kein Ausfransen am 3′-Ende von Primern, da hier die Polymerase zur Verla¨ngerung an-
greifen ko¨nnen muß.
Eigenschaften a) und b) (und ggf. c)) werden u¨ber die Hamming-Distanz [130], Alignment
mit Dynamic Programming [85], oder thermodynamischen Vorhersageprogrammen wie mfold
[167, 138] gemessen, d) anhand der Schmelztemperatur oder des GC-Gehalts abgescha¨tzt [130,
85], f) mit Alignment oder Alignment-basierten Programmen wie BLAST (z. B. [98, 138,
119]), nur selten mit einem thermodynamischen Modell [78, 84, 138] u¨berpru¨ft, und g) durch
Verwendung von G-C-Basenpaaren am 3′-Ende sichergestellt [37, 180]. Oft beru¨cksichtigen
Primer-Designprogramme nur eine echte Teilmenge dieser Eigenschaften.
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Die Auswahl von geeigneten Primern erfolgt meist, indem Kandidaten verworfen werden,
die bestimmte Schwellenwerte der gemessenen Eigenschaften u¨berschreiten (z. B. [37]). Alter-
nativ werden die Primer gewa¨hlt, deren Eigenschaftsvektor die geringste Distanz zu einem vom
Benutzer vorgegebenen Zielvektor hat [85].
Wu et al. verwenden einen Genetischen Algorithmus ([180]), bei dem die Individuen aus
den Startpositionen und La¨ngen der beiden Primer bestehen. Fu¨r die Fitness werden die Ei-
genschaften ggf. binarisiert, indem sie auf Verletzung von Beschra¨nkungen getestet werden,
anschließend wird eine gewichtete Summe der Eigenschaftsbits gebildet. Ebenfalls eine ge-
wichtete Summe, allerdings fu¨r nichtbina¨re Eigenschaftsbewertungen und in einem Simulated
Annealing-Algorithmus, wurde von Hoover und Lubkowski gewa¨hlt [76].
Tobler et al. untersuchten die Eignung von Methoden des Maschinellen Lernens zur Vor-
auswahl von Sondenkandidaten [164]. Die Aufgabe bestand darin, fu¨r einen 24-mer aus einem
Gen vorherzusagen, ob dessen Signalintensita¨t im Drittel der sta¨rksten Intensita¨ten u¨ber alle
mo¨glichen Sonden dieses Gens liegt. Na¨ıve Bayes und Ku¨nstliche Neuronale Netze erwiesen
tatsa¨chlich als nu¨tzlich, Decision Tree Induction und einfaches Ranking nach der Schmelztem-
peratur dagegen nicht.
Li und Stormo setzen zusa¨tzlich zu oben genannten Eigenschaften und Methoden suffix
arrays und sequence landscapes, zwei Datenstrukturen zur Erfassung des Vorkommens von
Subsequenzen, ein, um Sonden zu finden, deren Subsequenzen mo¨glichst selten im Genom
außerhalb des zu untersuchenden Gens vorkommen [98]. Einen a¨hnlichen Ansatz mit suffix
trees verfolgen Emrich et al. [51].
Anstatt ein Fenster vorgegebener La¨nge u¨ber die Zielsequenz zu schieben, kann man auch
fu¨r jede Startposition die Primer- bzw. Sonden-La¨nge ermitteln, fu¨r die die Schmelztemperatur
einer vorgegebenen am na¨chsten ist [78, 73].
Ansa¨tze zur Erzeugung von universellen Microarrays, bei denen die eigentlichen Sonden an
sogenannte Tags oder Zip-Codes angeha¨ngt und deren Komplementa¨rsequenzen (Anti-Tags)
auf dem Chip fixiert sind, fallen unter das Word-Design-Problem und werden dort behandelt
(s. o.).
Kapitel 6
Ein graphbasierter
Sequenz-Design-Algorithmus
6.1 Der Basisstrang-Graph
Der in [53] erstmals erstellte und im Rahmen dieser Arbeit weiterentwickelte und untersuchte
Designalgorithmus erzwingt bereits bei der Konstruktion der Sequenzen die Einhaltung der nb-
Uniqueness. Dementsprechend werden DNA-Sequenzen nicht als aus einzelnen Basen, sondern
aus sich u¨berlappenden Subsequenzen einer fixen La¨nge nb (den sog. Basisstra¨ngen) bestehend
betrachtet (Abb. 6.1).
Zur Sequenzgenerierung werden die Basisstra¨nge in einem Graph Gbs angeordnet, der
dem Graph zur Erzeugung von DeBruijn-Sequenzen a¨hnelt (s. Abschnitt 5.2). Sei Sbs =
{A,C,G,T}nb die Menge aller mo¨glichen Basisstra¨nge der La¨nge nb. Dann gibt es fu¨r jeden
Basisstrang x ∈ Sbs einen mit x markierten Knoten in Gbs. Zwischen zwei Knoten mit den
Markierungen x = x1x2 . . . xnb und y = y1y2 . . . ynb existiert eine gerichtete, mit der Base
b ∈ {A,C,G,T} markierte Kante genau dann, wenn x2 . . . xnb = y1 . . . ynb−1 und ynb = b gilt,
wenn also x und y zwei aufeinanderfolgende, u¨berlappende Basisstra¨nge in einer la¨ngeren Se-
quenz sein ko¨nnen und y mit b endet (Abb. 6.2).
Damit la¨ßt sich eine Sequenz der La¨nge ns auf einen Pfad aus ns − nb + 1 Knoten durch
Gbs abbilden, wobei die Folge der Knotenmarkierungen entlang des Pfads der Folge der u¨ber-
lappenden Subsequenzen in der Sequenz entsprechen. Durch diese Abbildung wird das DWD
zur Suche nach einer Menge von Pfaden durch Gbs. Die nb-Uniqueness erfordert, daß keine
Subsequenz der La¨nge nb mehr als einmal in der Sequenzmenge vorkommt, also beschra¨nkt
sich die Suche auf Pfade, die keine gemeinsamen Knoten haben. Desweiteren folgt aus der
nb-Uniqueness auch, daß fu¨r jede in der Menge vorhandene Subsequenz der La¨nge nb deren
acgccctca
acgccc
cgccct
gccctc
ccctca
Abbildung 6.1: Aufbau einer Sequenz aus Basisstra¨ngen. Vier Basisstra¨nge der La¨nge nb = 6
bilden u¨berlappend eine Gesamtsequenz der La¨nge ns = 9.
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acgcgc
cgcgca
cgcgcc
cgcgcg
cgcgct
gcgcta
gcgctc
gcgctg
gcgctt
= acgcgctc
Abbildung 6.2: Ausschnitt aus dem Basisstrang-Graph Gbs fu¨r nb = 6. Jeder Knoten hat
genau vier Vorga¨nger und vier Nachfolger. Die Nachfolger-Beziehung zwischen zwei Knoten
entspricht dem u¨berlappenden Aufeinanderfolgen der entsprechenden Basisstra¨nge in einer
la¨ngeren Sequenz. Ein Pfad durch den Graph definiert somit eine DNA-Sequenz. Als Beispiel
ist hier der Pfad fu¨r die Sequenz acgcgctc hervorgehoben. Der Basisstrang cgcgcg ist selbst-
komplementa¨r und wird fu¨r die Sequenzsuche als verboten markiert. Der U¨bersicht halber
wurden die Pfeilspitzen weggelassen, die Kanten sind von links nach rechts gerichtet.
Komplement nicht auch in der Sequenzmenge vorkommen darf, daher du¨rfen auch die mit
diesen Komplementen markierten Knoten nicht in den Pfaden vorkommen. Konsequenterweise
scheiden Knoten, die mit selbstkomplementa¨ren Basisstra¨ngen markiert sind, von vornherein
aus.
6.2 Ein greedy Algorithmus
Zur Suche nach einer Menge von knotendisjunkten Pfaden durch den Graph Gbs la¨ßt sich ein
einfacher greedy Algorithmus mit Backtracking verwenden [53]. Er wa¨hlt zufa¨llige Startknoten
und von dort ausgehend iterierend zufa¨llig einen Nachfolgeknoten, der nicht die nb-Uniqueness
verletzt, bis entweder ein Pfad gewu¨nschter La¨nge vollsta¨ndig ist, oder es keinen geeigneten
Nachfolgeknoten mehr gibt. In letzterem Fall wird Backtracking angewandt, um einen anderen
Pfad zu finden. Fu¨hrt das Backtracking auf den Startknoten zuru¨ck, ohne daß dieser noch
geeignete, noch nicht probierte Nachfolgeknoten hat, wird ein neuer Startknoten gezogen. Nach
Vollendung eines Pfades wird die zu ihm korrespondierende DNA-Sequenz zur Ausgabemenge
hinzugefu¨gt und ebenfalls ein neuer Startknoten gezogen.
Der Einfachheit halber werden im Folgenden Knoten und die Basisstra¨nge, mit denen sie
markiert sind, sprachlich nicht unterschieden.
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Algorithmus 1
Eingabe: Sequenzla¨nge ns, Basisstrangla¨nge nb
Ausgabe: Menge von DNA-Sequenzen der La¨nge ns, die nb-unique ist.
1. Erzeuge den Graph Gbs aller Basisstra¨nge ∈ Sbs der La¨nge nb.
2. Setze die Menge der potentiellen Startknoten Vstart = Sbs.
3. Markiere alle Knoten, die mit selbstkomplementa¨ren Basisstra¨ngen markiert sind, als
verboten. Entferne diese Knoten aus Vstart.
4. Markiere alle Knoten als unbenutzt.
5. Solange Vstart 6= ∅:
(a) Ziehe zufa¨llig einen Knoten x ∈ Vstart und entferne x aus Vstart.
(b) Setze den aktuellen Pfad gleich x.
(c) Markiere sowohl x als auch x als benutzt.
(d) Setze i = 1.
(e) Solange i < ns − nb + 1:
• Wa¨hle zufa¨llig einen Nachfolgeknoten y von x, der weder benutzt noch verboten
ist, und fu¨r den die Kante (x, y) nicht als probiert markiert ist.
• Wenn einen solchen Knoten gibt:
– Markiere y und y als benutzt.
– Verla¨ngere den aktuellen Pfad um y.
– Setze i = i+ 1, x = y.
• Wenn es keinen solchen Knoten mehr gibt:
– Markiere x und x als unbenutzt.
– Falls i = 1⇒ breche innere Schleife ab.
– Sonst sei u der direkte Vorga¨nger von x im aktuellen Pfad.
∗ Markiere die Kante (u, x) als probiert.
∗ Lo¨sche alle ”probiert“-Markierungen auf von x ausgehenden Kanten.∗ Entferne x aus dem aktuellen Pfad.
∗ Setze i = i− 1 und x = u.
(f) Falls i = ns − nb + 1:
• Entferne alle Knoten des aktuellen Pfades und deren Komplemente aus Vstart.
• Konstruiere die dem aktuellen Pfad entsprechende DNA-Sequenz und fu¨ge sie
zur Ausgabemenge hinzu.
In jeder Iteration der a¨ußeren Schleife wird ein Pfad gesucht. Die innere Schleife implemen-
tiert die eigentliche Pfadsuche inkl. Backtracking. Die ”probiert“-Markierungen stellen sicher,
daß beim Backtracking ein bereits untersuchter Nachfolger nicht erneut gewa¨hlt wird. In der
angegeben Form erzeugt der Algorithmus soviele Sequenzen, wie er finden kann. Natu¨rlich la¨ßt
er sich leicht mit einem Za¨hler und einer geeigneten Schleifenbedingung so a¨ndern, daß er nur
eine maximale Anzahl von Sequenzen sucht.
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6.3 Erweiterungen
Neben der nb-Uniqueness gibt es eine Reihe weiterer Anforderungen an die Sequenzen, die
ebenfalls implementiert wurden.
kompatible Sequenzen Eine bereits vorhandene Sequenzmenge, die die nb-Uniqueness
erfu¨llt, kann unter Beibehaltung dieser Eigenschaft erweitert werden. Hierzu werden die vor-
gegebenen Sequenzen in ihre Basisstra¨nge zerlegt und diese im Graph als verboten markiert.
Sind vorgegebene Sequenzen ku¨rzer als nb, so mu¨ssen sie fu¨r die Erhaltung der nb-Uniqueness
nicht weiter beachtet werden [53].
verbotene Subsequenzen Fu¨r Sequenzen, die nicht als echte Subsequenz vorkommen
du¨rfen, wu¨rde es genu¨gen, zu u¨berpru¨fen, ob so eine Sequenz je komplett vorkommt. Um
auch eine A¨hnlichkeit zu ihnen zu vermeiden, werden sie aber a¨hnlich behandelt wie eine
zu erweiternde Sequenzmenge. Zusa¨tzlich werden fu¨r verbotene Sequenzen, die ku¨rzer als nb
sind, alle Basisstra¨nge, die solche Sequenzen als Subsequenzen enthalten, ebenfalls als verboten
markiert.
Basenwiederholungen Ein Sonderfall von verbotenen Subsequenzen sind kontinuierliche
Wiederholungen ein und derselben Base. Hier wird die aufeinanderfolgende Verwendung sol-
cher Basen wa¨hrend der Pfadsuche mitgeza¨hlt, bei Erreichen eines vom Benutzer vorgegebenen
Schwellenwertes wird die bisher wiederholte Base von der Auswahl der Kante zum Nachfolge-
knoten ausgeschlossen. Auf diese Weise lassen sich nicht nur Wiederholungen einzelner Basen,
sondern auch Abfolgen von Basen einer Teilmenge von {A,C,G,T} verbieten. Fu¨r diese Teil-
mengen verwendet man die IUPAC-Notation [39] (s. Tabelle 6.1). Ein Verbot von SSS schließt
also die Subsequenzen CCC, CCG, CGC, CGG, GCC, GCG, GGC und GGG aus.
fixe Subsequenzen Einzelne Basen oder ganze Subsequenzen der zu erzeugenden Sequenzen
ko¨nnen vorgegeben werden. Fu¨r diese Basen werden im Suchalgorithmus die entsprechenden
Nachfolger nicht zufa¨llig gewa¨hlt, sondern es wird jeweils die der vorgegebenen Base entspre-
chenden Kante verfolgt. Auch die fixen Subsequenzen lassen sich in der IUPAC-Notation (Tab.
6.1) angeben, so daß die Nachfolgerauswahl auf mehr als einen Knoten eingeschra¨nkt werden
kann. Haben fixierte Subsequenzen ein La¨nge von nb oder la¨nger, werden ihre Basisstra¨nge
extrahiert und sowohl sie als auch ihre Komplemente als benutzt markiert. Durchla¨uft die
Pfadsuche diese Subsequenzen fu¨r die vorgegebene Sequenz und Position, wird die ”benutzt“-
Markierung dieser Basisstra¨nge ignoriert, sie wird nur beru¨cksichtigt, wenn die Basisstra¨nge
an anderer Stelle in der Pfadsuche zur Auswahl stu¨nden.
GC-Gehalt, Schmelztemperatur, freie Enthalpie Eigenschaften, die komplette Sequen-
zen betreffen, wie GC-Gehalt, Schmelztemperatur [53] und freie Enthalpie, lassen sich nicht
im Verlauf der Sequenzkonstruktion beru¨cksichtigen, sondern erst nach Vervollsta¨ndigung der
Sequenz pru¨fen. Verletzt die neuentstandene Sequenz dabei vom Benutzer vorgegeben Ein-
schra¨nkungen, so wird ebenfalls Backtracking eingeleitet und eine neue Sequenz gesucht. Um
nicht nur z. B. einen GC-Gehalt von 50 % zu erhalten, sondern auch eine gleichma¨ßige Vertei-
lung der A-T- und G-C-Basenpaare u¨ber die Sequenz, kann auch der GC-Gehalt der Basisstra¨nge
eingeschra¨nkt werden, so daß z. B. jeder Basisstrang selbst einen GC-Gehalt von 50 % hat.
Basisstra¨nge, die gegen eine solche Einschra¨nkung verstoßen, werden als verboten markiert.
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Symbol Basen Erkla¨rung
A A Adenin
C C Cytosin
G G Guanin
T T Thymin
R G oder A Purine
Y T oder C Pyrimidine
M A oder C Amino
K G oder T Keto
S G oder C strong (starke Bindung, 3 H-Bru¨cken)
W A oder T weak (schwache Bindung, 2 H-Bru¨cken)
H A oder C oder T nicht G (H folgt im Alphabet auf G)
B C oder G oder T nicht A
V A oder C oder G nicht T (bei RNA: nicht U)
D A oder G oder T nicht C
N A oder C oder G oder T any base
Tabelle 6.1: Nomenklatur fu¨r nicht vollsta¨ndig spezifizierte Basen nach dem Vorschlag der
IUPAC-IUB. Angegeben sind jeweils das in der Sequenz zu verwendende Symbol, die Basen,
fu¨r die dieses Symbol stehen kann, sowie eine kurze Begru¨ndung fu¨r die Wahl des jeweiligen
Symbols [39].
Homologie und andere Maße Da es in ungu¨nstigen Fa¨llen trotz nb-Uniqueness zu ho-
her Sequenza¨hnlichkeit kommen kann (s. Abschnitt 4.3.1), hat der Benutzer die Mo¨glichkeit,
diese A¨hnlichkeit bzgl. eines Distanzmaßes zu beschra¨nken. Implementiert wurde dies fu¨r die
Homologie (s. Abschnitt 4.1), die Erweiterung auf weitere Distanzmaße la¨ßt sich sehr einfach
realisieren. Nach Vervollsta¨ndigung einer Sequenz wird deren Distanz zu allen anderen bereits
gefundenen Sequenzen berechnet. Verletzt diese die vorgegebene Einschra¨nkung, wird wieder-
um Backtracking ausgelo¨st [53].
Konkatenationen Werden die DNA-Sequenzen im Anwendungsprotokoll aneinandergeha¨ngt,
so ist es natu¨rlich wu¨nschenswert, daß auch die resultierenden, la¨ngeren Sequenzen noch die
nb-Uniqueness erfu¨llen. Leider la¨ßt sich aber aus der nb-Uniqueness der Einzelsequenzen nicht
auf die der zusammengesetzten schließen. Bei Konkatenation zweier Sequenzen ”entstehen“
nb − 1 neue Subsequenzen der La¨nge nb, die zu beru¨cksichtigen sind (Abb. 6.3) [53].
Die Abbildung der Sequenzkonstruktion auf die Pfadsuche bietet hierfu¨r eine recht einfache
Lo¨sung. Wenn der Benutzer angibt, daß zwei Sequenzen aneinandergeha¨ngt werden sollen, so
wird zuna¨chst die erste Sequenz durch normale Pfadsuche erzeugt, anschließend wird dieser
Pfad um ns Knoten verla¨ngert und somit die zweite Sequenz erzeugt, wobei die ersten nb − 1
Knoten dieser Verla¨ngerung den Basisstra¨ngen des U¨bergangsbereichs entsprechen.
I. a. ist es mo¨glich, daß eine solche Erzeugungsreihenfolge der Sequenzen nicht offensichtlich
ist. Sollen z. B. zwei Sequenzen X und Y in der Anwendung zu XYX konkateniert werden,
so wu¨rde die oben beschriebene Verla¨ngerung von X zu Y zwar den XY -U¨bergang beru¨ck-
sichtigen, nicht aber den Y X-U¨bergang. Analog problematisch wa¨re die Verla¨ngerung von Y
zu X. Um sa¨mtliche U¨bergangsbereiche beru¨cksichtigen zu ko¨nnen, muß zuna¨chst der Benut-
zer oder eine anwendungsspezifische, dem Suchalgorithmus u¨bergeordnete Routine eine sinn-
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acgcatcgagctaggttacgcta
agct
gcta
ctag
acgcatcgagc taggttacgcta
Abbildung 6.3: Konkatenation zweier Sequenzen. Fu¨r nb = 4 entsteht bei der Konkatenation
zweier Sequenzen ein U¨bergangsbereich, der aus 3 Basisstra¨ngen besteht. Hier verletzt die
Konkatenation die nb-Uniqueness, da agct selbstkomplementa¨r ist und gcta bereits als letzter
Basisstrang der rechten Sequenz vorkommt.
volle Generierungsreihenfolge auswa¨hlen. Dann werden zuna¨chst die in dieser Reihenfolge zu
verla¨ngernden Sequenzen erzeugt. Anschließend wird fu¨r die Verla¨ngerungen ein ”Rahmen“
aus Basisstra¨ngen vorgegeben (Abb. 6.4). Im XYX-Beispiel besteht dieser Rahmen aus dem
letzten bzw. ersten Basisstrang von X. Fu¨r die Generierung von Y dient anstatt eines zufa¨llig
gewa¨hlten Knotens der letzte Basisstrang von X als Startknoten. Wurden XY -U¨bergang und
Y selbst durch Pfadsuche konstruiert, so la¨uft die Pfadsuche fu¨r den Y X-U¨bergang weiter,
wobei die Nachfolgersuche hierbei wie beim Einbau fixer Subsequenzen durch die Basen des
ersten Basisstranges vonX determiniert ist. Wird dabei ein Basisstrang erreicht, der als benutzt
oder verboten markiert ist, wird Backtracking ausgelo¨st. Anderenfalls endet das Pfadwachstum
nb − 1 Knoten nach Vollendung von Y , was der La¨nge des U¨bergangsbereichs entspricht.
Weiterhin muß beru¨cksichtigt werden, daß es fu¨r eine Sequenz ggf. mehrere Konkaten-
ationspartner geben kann. Dies gilt sowohl fu¨r Verla¨ngerungen als auch fu¨r zu verla¨ngernde
Sequenzen, und fu¨r 3′- wie 5′-Ende. Z. B. sollen die Sequenzen X,Y,A,B,C,D und E generiert
werden, und zwar zuerst X und Y , dann A,B,C,D und E. Dann ko¨nnen die Konkatenatio-
nen XA,XB,XC vorgesehen sein, ebenso AX,BX,CX, oder AX,AY , oder XA,Y A. Daher
mu¨ssen sowohl am Anfang als auch am Ende der Verla¨ngerungen verzweigende bzw. zusam-
menlaufende Pfade gesucht werden ko¨nnen.
Fu¨r die KonkatenationenXA,XB,XC,XD undXE z. B. wa¨re es naheliegend, einfach fu¨nf
Verla¨ngerungen von X zu suchen, ausgehend vom letzten Basisstrang von X. Allerdings hat
der entsprechende Knoten in Gbs nur vier direkte Nachfolger, spa¨testens nach der Erzeugung
der vierten Verla¨ngerung sind diese alle als benutzt markiert, die Suche nach einer fu¨nften
Verla¨ngerung muß also scheitern.
Will man die Konkatenationsmo¨glichkeiten nicht auf eine maximal vierfache Verzweigung
beschra¨nken, was viele Anwendungen unmo¨glich machen wu¨rde, so muß man an dieser Stelle
also die mehrfache Verwendung von Basisstra¨ngen zulassen. Allerdings muß, um das Ausmaß
der Verletzung der nb-Uniqueness zu minimieren, sichergestellt werden, daß das mehrfache
Vorkommen der betroffenen Basisstra¨nge wirklich nur auf die jeweilige Verzweigung beschra¨nkt
ist.
Erreicht wird dies durch eine parallele Pfadsuche fu¨r alle Verla¨ngerungen. Dazu werden
sa¨mtliche Rahmensequenzen (also Konkatenationsnachbarn in 5′- und in 3′-Richtung) aller
Verla¨ngerungen gesammelt. Fu¨r jedes Paar aus zu generierender Sequenz und 5′-Nachbar wird
zuna¨chst ein eigener Pfad angelegt, der jeweils mit dem letzten Basisstrang des 5′-Nachbarn
initialisiert wird (Abb. 6.5). Nun werden diese Pfade parallel verla¨ngert, d. h. in jedem Schritt
der Pfadsuche werden alle Pfade um einen Knoten verla¨ngert. Dabei wird zuna¨chst fu¨r jeden
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acgtgcat..........ggcttacg
acgtgcata.........ggcttacg
acgtgcatac........ggcttacg
acgtgcatacc.......ggcttacg
acgtgcatacccctgattggcttacg
acgtgcatacccctgattggcttacg
acgtgcatacccctgattggcttacg
acgtgcatacccctgattggcttacg
.
.
.
Abbildung 6.4: Behandlung von Konkatenationen. Die 5′- und 3′-Nachbarn der zu suchenden
Sequenz bilden einen Rahmen, der durch die Pfadsuche aufgefu¨llt wird. Die Punkte stehen
fu¨r die zu findenden Basen der Verla¨ngerung. Als Startknoten wird der letzte Basisstrang des
5′-Nachbars gewa¨hlt (hier fu¨r nb = 4). Der Pfad wird verla¨ngert, bis die mittlere Sequenz (fett
hervorgehoben) vollsta¨ndig ist, anschließend werden noch die nb−1 Basisstra¨nge des U¨bergangs
zum 3′-Nachbarn u¨berpru¨ft.
Pfad je ein Nachfolgeknoten gesucht. Pfade, die zu ein und derselben zu generierenden Sequenz
zusammenlaufen sollen, folgen dabei Kanten mit derselben Markierung. Ist ein Nachfolgekno-
ten in einem Pfad als benutzt markiert, so wird u¨berpru¨ft, ob diese Verwendung in diesem
Schritt bei einer Verzweigung oder einem Zusammenlaufen von Pfaden geschieht, unter denen
auch der aktuell betrachtete Pfad ist. Ist dies der Fall (und sind solche Mehrfachverwendun-
gen nach Vorgabe des Benutzers erlaubt), so wird der Nachfolgeknoten trotz der ”benutzt“-
Markierung zugelassen. Wird ein Nachfolgeknoten in einem Pfad verworfen, der mit anderen
zu einer gemeinsamen Verla¨ngerung zusammenla¨uft, so ko¨nnen auch in diesen anderen Pfaden
die Nachfolger mit derselben Kantenmarkierung nicht gewa¨hlt werden. Wird Backtracking fu¨r
einen Pfad ausgelo¨st, so wird es parallel fu¨r alle Pfade, die zur selben Verla¨ngerung geho¨ren,
durchgefu¨hrt, alle anderen Pfade werden solange ”eingefroren“, also nicht weiter verla¨ngert
oder verku¨rzt, bis die im Backtracking neu gesuchten Pfade wieder die gleiche La¨nge erreicht
haben wie die eingefrorenen.
Seien z. B. die Sequenzen Xi, i = 1, . . . , 5 bereits generiert und enden fu¨r nb = 4 mit den
Basisstra¨ngen xi1xi2xi3xi4, die Verla¨ngerungen Vj , j = 1, . . . , 5 werden noch gesucht, wobei
die Konkatenationen X1V1, X2V1, X3V1, X4V1, X5V1, X1V2, X1V3, X1V4, X1V5 vorkommen sol-
len. Dann gibt es neun Pfade, fu¨nf davon werden mit dem Basisstrang x11x12x13x14 initialisiert.
Wird im ersten Schritt sowohl fu¨r V1 als auch fu¨r V5 als erste Base b ∈ {A,C,G,T} gewa¨hlt,
so erreichen beide Pfade den Knoten x12x13x14b. Da diese Mehrfachverwendung in einer Ver-
zweigung auftritt, kann (und sollte) sie toleriert werden. Werden in den ersten drei Schritten
fu¨r V1 die Basen b1, b2, b3 gewa¨hlt und sei z. B. x24 = x44, so wu¨rde im dritten Schritt fu¨r die
Pfade X2V1 und X4V1 derselbe Basisstrang x24b1b2b3 gewa¨hlt. Da diese Pfade zu derselben
Verla¨ngerung V1 zusammenlaufen, ist auch das tolerierbar. Wa¨re eine solche Mehrfachverwen-
dung nicht erlaubt (was sinnvoll ist, wenn weniger als fu¨nf Pfade zusammenlaufen), so wu¨rde
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Konkatenationen:
AX
BX
CX
XB
XC
XD
BY
CY
DY
YC
YD
YE
A
B
C
B
C
D
X
B
C
D
C
D
E
Y
start
Abbildung 6.5: Parallele Pfadverla¨ngerung. Die Sequenzen A bis E sind gegeben, X und Y
noch zu erzeugen. Fu¨r jede zu suchende Verla¨ngerung gibt es soviele Pfade wie Konkatena-
tionsnachbarn auf einer Seite. Alle Pfade werden mit dem letzten Basisstrang des jeweiligen
5′-Nachbarn als Startknoten initialisiert. Das mehrfache Auftauchen der Sequenzen B und C
als 5′-Nachbarn bedeutet, daß sich die zugeho¨rigen Pfade verzweigen, ggf. muß hier also die
Mehrfachverwendung von Basisstra¨ngen erlaubt werden.
paralleles Backtracking fu¨r die Pfade XiV1, i = 1, . . . , 5, die ja in jedem Schritt gleichen Kan-
tenmarkierungen folgen mu¨ssen, ausgelo¨st, wa¨hrend die Pfade X1Vj , j = 2, . . . , 5 eingefroren
werden, bis die erstgenannten Pfade wieder bis zum dritten Schritt verla¨ngert sind. Fu¨r ein
konkretes Beispiel siehe Abbildung 6.6.
Sind die U¨bergangsbereiche fu¨r alle Konkatenationen erzeugt, werden die Verla¨ngerungen
weiterhin parallel generiert. Bei den U¨berga¨ngen zu den 3′-Nachbarn der Verla¨ngerungen wer-
den analoge U¨berpru¨fungen vorgenommen. Sollen die Verla¨ngerungen verschieden lang sein, so
werden sie bis zum jeweils letzten Basisstrang, der noch komplett in der Verla¨ngerung liegt,
erzeugt und dann ggf. eingefroren, bis auch die la¨ngeren Sequenzen komplett sind. Erst dann
werden die 3′-U¨berga¨nge wieder fu¨r alle Pfade gesucht.
Strukturen Der Algorithmus la¨ßt sich nicht nur fu¨r die Suche nach DNA-Wo¨rtern verwen-
den, sondern auch fu¨r das Struktur-Design-Problem. Der Benutzer oder eine u¨bergeordnete
Programm-Routine zerlegt dazu die gewu¨nschte Struktur in lineare Abschnitte, die dann als
Wo¨rter generiert werden ko¨nnen. Abschnitte, die in der Zielstruktur benachbart sind, werden
wie oben beschrieben als Konkatenationen behandelt. Eine solche Erweiterung das Algorithmus
fu¨r das Struktur-Design ist der DNA-Sequence-Compiler (s. Abschnitt 6.5.3).
Beim durch diese Software unterstu¨tzen Entwurf von Junctions ist eine besondere Form der
Nachbarschaft zu beachten. Betrachtet man ein 3-armiges Moleku¨l, das in einzelne Sequenzen
aufgeteilt ist wie in Abbildung 6.7 dargestellt, erkennt man, daß die Armsequenzen in der
Mitte der Junction benachbart sind. Allerdings trifft hier jeweils das 5′-Ende von Armi auf
das 3′-Ende von Armi−1, also das Komplement des 5′-Endes von Armi−1. Daher wird bei der
Wahl der Startknoten fu¨r die Armsequenzen zusa¨tzlich u¨berpru¨ft, ob die Konkatenation jeweils
aus Startknoten eines Arms und Komplement des Startknotens eines benachbarten Arms die
nb-Uniqueness verletzt.
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ttacccgttc..........
cgcccttcaa..........
gtcatctcac..........
cgcccttcaa..........
gtcatctcac..........
ttaggctctt..........
a)
ttacccgttcc.........
cgcccttcaac.........
gtcatctcacc.........
cgcccttcaac.........
gtcatctcacc.........
ttaggctcttc.........
b)
ttacccgttcc.........
cgcccttcaac.........
gtcatctcacc.........
cgcccttcaat.........
gtcatctcact.........
ttaggctcttt.........
c)
ttacccgttcca........
cgcccttcaaca........
gtcatctcacca........
cgcccttcaatc........
gtcatctcactc........
ttaggctctttc........
d)
ttacccgttccat.......
cgcccttcaacat.......
gtcatctcaccat.......
cgcccttcaatcg.......
gtcatctcactcg.......
ttaggctctttcg.......
e)
ttacccgttccatt......
cgcccttcaacatt......
gtcatctcaccatt......
cgcccttcaatcgg......
gtcatctcactcgg......
ttaggctctttcgg......
f)
A
B
C
B
C
D
X
Y
A
B
C
B
C
D
X
Y
A
B
C
B
C
D
X
Y
A
B
C
B
C
D
X
Y
A
B
C
B
C
D
X
Y
A
B
C
B
C
D
X
Y
Abbildung 6.6: Erzeugung des U¨bergangs von den 5′-Nachbarn zu den Verla¨ngerungen fu¨r
nb = 4. a) Startsituation wie in Abbildung 6.5. Die Punkte markieren noch zu suchende
Basen, die vertikale gestrichelte Linie die Schnittstelle zwischen 5′-Nachbar und Verla¨ngerung,
der Rahmen die aktuell betrachteten Basisstra¨nge. b) 1. Schritt: Wu¨rden sowohl X als auch
Y mit c anfangen, so wa¨re beim CY -U¨bergang der Basisstrang cacc bereits benutzt. Der
Algorithmus wu¨rde feststellen, daß die andere Verwendung dieses Basisstrangs im gleichen
Schritt im CX-U¨bergang liegt, also in der von C ausgehenden Verzweigung. Diese Verletzung
der nb-Uniqueness ko¨nnte also toleriert werden. (Gleiches gilt fu¨r den Basisstrang caac in
BX und BY .) Allerdings ist auch cttc bereits markiert, und zwar schon als Basisstrang in
B. Dieses mehrfache Vorkommen kann also nicht toleriert werden, fu¨r Y wird ein anderer
Nachfolger gesucht. c) Alternativer 1. Schritt: X und Y fangen mit verschiedenen Basen an,
alle Basisstra¨nge werden hier zum ersten Mal verwendet. d) 2. Schritt: Auch hier ist alles in
Ordnung. e) 3. Schritt: Im CX-U¨bergang ist der Basisstrang ccat bereits als benutzt markiert.
Da die zweite Verwendung im AX-U¨bergang liegt, also im Zusammenlaufen der Pfade zu X,
und im selben Schritt erfolgt ist, kann dies erlaubt werden. f) 4. Schritt: Die U¨berga¨nge sind
komplett, ab jetzt liegen die Basisstra¨nge komplett in den Verla¨ngerungen. Diese ko¨nnen also
weiter generiert werden, ohne auf Verzweigungen achten zu mu¨ssen. Ein analoges Vorgehen
wie hier beschrieben findet dann wieder bei den U¨berga¨ngen zu den 3′-Nachbarn statt.
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Abbildung 6.7: 3-armige Junction mit Sequenzidentifikatoren. Jeder Arm ist in eine doppel-
stra¨ngige Hauptsequenz und ein einzelstra¨ngiges sticky End aufgeteilt. Die Arme stoßen am
Kreuzungspunkt mit ihren 5′-Enden aneinander.
6.4 Diskussion
Bei Betrachtung des Algorithmus ergeben sich die folgenden wichtigen Aspekte, sowohl positive
als auch negative.
Erzwungene Una¨hnlichkeit Der Algorithmus erzwingt eine wichtige Eigenschaft zur
Una¨hnlichkeit der Sequenzen, die nb-Uniqueness, bei der Konstruktion der Sequenzen, anstatt
z. B. Zufallssequenzen zu filtern, bis eine solche Eigenschaft erfu¨llt ist.
Leichte Erweiterung auf neue Anforderungen Er ist leicht auch fu¨r weitere Anforderun-
gen an die Sequenzen erweiterbar. Diese ko¨nnen entweder durch Verbieten von Basisstra¨ngen
implementiert werden (verbotene Sequenzen, GC-Gehalt der Basisstra¨nge), oder durch Pru¨fen
und ggf. Auslo¨sen von Backtracking nach Vollendung einer Sequenz (Schmelztemperatur, GC-
Gehalt, Homologie). Letzteres entspricht zwar wiederum dem o. g. Filtern von Sequenzen,
allerdings haben diese durch die nb-Uniqueness bereits eine gewisse Grundqualita¨t.
Eingeschra¨nktes Verwerfen von Sequenzen Der hier gewa¨hlte Weg hat einen Vor-
teil gegenu¨ber den (modifizierten) DeBruijn-Sequenzen. Verletzt eine Sequenz z. B. die Ein-
schra¨nkung der Schmelztemperatur, so wird diese nicht komplett verworfen, sondern zuna¨chst
repariert. Auch wenn das Backtracking doch zu einem Verwerfen der kompletten Sequenz (also
dem Verwerfen des Startknotens) gefu¨hrt hat, wird nur diese einzelne Sequenz verworfen, nicht
die ganze Menge. Bei den DeBruijn-Sequenzen bzw. den Algorithmen zur Erzeugung dieser ist
es nicht offensichtlich, ob ein solches Reparieren von Teilen der DeBruijn-Sequenzen mo¨glich
ist. I. a. muß bei den Algorithmen, die nicht mit Backtracking arbeiten, die ganze DeBruijn-
Sequenz verworfen werden, auch wenn Teilsequenzen sich bereits als geeignete DNA-Wo¨rter
herausgestellt haben.
Automatische Suche Die Sequenzgenerierung la¨uft automatisch ab, es ist keine Interak-
tion wa¨hrend des Suchvorgangs no¨tig wie bei SEQUIN, das ebenfalls die nb-Uniqueness von
Sequenzen implementiert ([147], s. o.).
Erweiterung auf Strukturdesign Die nb-Uniqueness la¨ßt sich leicht auf die Konkatena-
tion von Sequenzen erweitern. Dadurch la¨ßt sich der Algorithmus auch fu¨r das Design von
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Strukturen verwenden.
Sequenzausbeute Der greedy Algorithmus erzielt eine Ausbeute an Sequenzen, die nahe an
das theoretische Maximum unter Bewahrung der nb-Uniqueness herankommt. Fu¨r eine na¨here
Betrachtung siehe Abschnitt 7.1.
Hohe Abstraktion Die nb-Uniqueness abstrahiert die Neigung zur (Kreuz-)Hybridisierung
auf das Vorkommen von gleichen bzw. komplementa¨ren Subsequenzen fixer La¨nge. Dies ist
eine starke Abstraktion, da tatsa¨chlich unterschiedliche Subsequenzen gleicher La¨nge eine un-
terschiedliche Neigung zur Hybridisierung haben. Allerdings gibt es zahlreiche Hinweise darauf,
daß die nb-Uniqueness ein sinnvolles Instrument zur Vermeidung von Fehlhybridisierungen ist.
Dirks et al. haben in [47] die nb-Uniqueness (im Artikel unter dem Namen Sequence-Symmetry-
Minimization) mit anderen Kriterien (Minimierung der freie Enthalpie der Zielstruktur und
Zielstruktur ist die Struktur mit der minimalen freien Enthalpie) fu¨r das Design einer ein-
zelstra¨ngigen Sekunda¨rstruktur verglichen und festgestellt, daß die nb-Uniqueness und das
minimale-freie-Enthalpie-Kriterium geeigneter sind als die Minimierung der freien Enthalpie
und auch deutlich besser als die zufa¨llige Sequenzsuche. Die Gruppe von Nadrian Seeman
entwirft und baut seit Jahren erfolgreich komplexe DNA-Strukturen unter Beachtung der nb-
Uniqueness, und erzielt damit auch in vitro hervorragende Ergebnisse. Nicht zuletzt zeigt
ein im Rahmen dieser Arbeit durchgefu¨hrtes Experiment, daß die Einschra¨nkung der Basis-
strangla¨nge nb zu einer Vergro¨ßerung der Energielu¨cke und damit zu einer Verbesserung der
Spezifita¨t der Hybridisierung fu¨hrt (s. Abschnitt 7.3). Auch theoretisch ist die Verwendung
von Subsequenzen durchaus motiviert, da sie eine Nukleation sowie mehrere Stackings von
Basenpaaren darstellen, also den Hybridisierungsprozeß realistisch abbilden, aber gerade fu¨r
kurze Subsequenzen auch genu¨gend Flexibilita¨t zur Beru¨cksichtigung von Lu¨cken bieten.
Kleiner Hamming Ein wesentlicher Kritikpunkt an der nb-Uniqueness ist die Mo¨glichkeit,
doch sehr a¨hnliche Sequenzen zu erzeugen. So sind z. B. die Sequenzen
ACGTGAGTGCA und
TGCACGCACGT
wegen des A-G-Mismatches in der Mitte 6-unique, ein Duplex aus den beiden wa¨re aber nicht
viel weniger stabil als ein perfekt komplementa¨rer Duplex. Zum Einen ist aber die Wahr-
scheinlichkeit, daß zwei Sequenzen, die sich oder ihrem Komplement so a¨hnlich sind, in einer
Menge gemeinsam auftauchen, recht gering. Ist eine Sequenz der La¨nge ns gegeben, so ist die
Wahrscheinlichkeit, daß eine weitere Sequenz, die mit der ersten die nb-Uniqueness erfu¨llt, den
Hamming-Abstand 1 von der ersten hat,
p(H = 1) =
3
4ns
, (6.1)
da es insgesamt 4ns Sequenzen gibt, alle Basen außer der mittleren festgelegt sind, und es
fu¨r die mittlere Base drei Mo¨glichkeiten gibt, ein Mismatch zu erzeugen. Verallgemeinert man
diese Argumentation auf einen Hamming-Abstand von k, so ergibt sich die Wahrscheinlichkeit
p(H = k) =
3k
4ns
. (6.2)
Fu¨r einige beispielhafte Belegungen von nb, ns und k sind diese Wahrscheinlichkeiten in Tabelle
6.2 aufgefu¨hrt und zeigen, daß sie recht gering sind.
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nb 4 5 6 7 8 9 10
ns 7 9 11 13 15 17 19
p(H = 1) 1.83 · 10−4 1.14 · 10−5 7.15 · 10−7 4.47 · 10−8 2.79 · 10−9 1.75 · 10−10 1.09 · 10−11
p(H = 2) 5.49 · 10−4 3.43 · 10−5 2.15 · 10−6 1.34 · 10−7 8.38 · 10−9 5.24 · 10−10 3.27 · 10−11
p(H = 3) 1.65 · 10−3 1.03 · 10−4 6.44 · 10−6 4.02 · 10−7 2.51 · 10−8 1.57 · 10−9 9.82 · 10−11
Tabelle 6.2: Wahrscheinlichkeiten, daß zwei Sequenzen der La¨nge ns = 2nb − 1 den Hamming-
Abstand H = 1, 2, 3, haben.
Zum Anderen gilt diese Betrachtung fu¨r ns = 2nb − 1. Es ist jedoch klar, daß nb so klein
wie mo¨glich gewa¨hlt werden sollte, insbesondere deutlich kleiner als ns, um eine ausreichende
Una¨hnlichkeit der Sequenzen zu gewa¨hrleisten. Ein gro¨ßerer Unterschied zwischen nb und ns
verringert aber auch die Wahrscheinlichkeit fu¨r das Auftreten der hohen A¨hnlichkeit zusa¨tzlich.
Dieses Problem stellt sich also im Wesentlichen nur bei ungeschickter Wahl der Parameter, darf
aber aufgrund der positiven Wahrscheinlichkeit nicht vo¨llig ignoriert werden.
Sekunda¨rstrukturen Ein weiterer ha¨ufig gea¨ußerter Kritikpunkt an der nb-Uniqueness be-
trifft die Vermeidung einzelstra¨ngiger Sekunda¨rstrukturen, die angeblich nicht gegeben sei. Dies
ist bereits theoretisch nicht korrekt, da die nb-Uniqueness nicht nur inter- sondern auch intra-
molekular gilt. Ist ein Basisstrang also Subsequenz eines DNA-Strangs, so darf natu¨rlich weder
er noch sein Komplement noch einmal in derselben Sequenz auftauchen. Also sollten auch
verschiedene Bereiche ein und derselben Sequenz untereinander genu¨gend nicht-komplementa¨r
sein, um die Bildung von einzelstra¨ngigen Sekunda¨rstrukturen unwahrscheinlich zu machen.
Untersuchungen mit in silico durchgefu¨hrten Experimenten, bei denen Sekunda¨rstrukturen
generierter Sequenzen vorhergesagt wurden, zeigen, daß die gefundenen Strukturen im Mittel
nur relativ geringe Stabilita¨t aufweisen (s. Abschnitt 7.2). Allerdings zeigen die Ergebnisse
auch, daß die durchschnittliche Stabilita¨t der Sekunda¨rstrukturen nur fu¨r sehr kleine nb gerin-
ger ist als die von fu¨r Zufallssequenzen vorhergesagten Strukturen.
Laufzeit Die gro¨ßte Schwa¨che des greedy Algorithmus ist seine Laufzeit. Zwar werden im
best case fu¨r die Erzeugung einer Sequenz der La¨nge ns mit Basisstrangla¨nge nb nur ns−nb+1
Schritte beno¨tigt, da in diesem Fall immer der erste getestete Knoten verfu¨gbar ist. Der worst
case sieht aber leider wesentlich schlechter aus. In einem solchen Szenario wird immer erst
die vollsta¨ndige Sequenz betrachtet und dann z. B. wegen Verletzung der Einschra¨nkung der
Schmelztemperatur verworfen. Betrachtet man zuna¨chst die innere Schleife, also die Pfadsu-
che von einem Startknoten aus, so bleiben durch die Festlegung des Startknotens fu¨r einen
Pfad noch ns − nb Knoten zu suchen. Ist diese Suche erfolglos, so wird durch das Back-
tracking schlimmstenfalls fu¨r jeden verfolgten Zweig der vollsta¨ndige Pfad durchlaufen. Das
Backtracking spannt also einen vollsta¨ndigen Baum1 der Nachfolgerknoten auf. Da es fu¨r jede
Verzweigung des Baums vier mo¨gliche Nachfolger gibt, werden maximal 4ns−nb Knoten durch-
laufen, bevor die Pfadsuche von diesem Startknoten aus als gescheitert betrachtet wird. Da
es 4nb mo¨gliche Startknoten in Gbs gibt, ergibt sich mit der a¨ußeren Schleife eine worst-case-
Laufzeit von 4nb ·4ns−nb = 4ns . Dies entspricht der Laufzeit der vollsta¨ndigen Aufza¨hlung aller
Sequenzen der La¨nge ns, ist also tatsa¨chlich als a¨ußerst schlecht zu beurteilen.
1In diesem gedachten Baum ko¨nnen Knoten des Graphen mehrfach vorkommen, da sie u¨ber verschiedene
Pfade vom Startknoten aus erreichbar sein ko¨nnen. Der Baum ist also kein Teilgraph von Gbs, sondern dient
nur der Veranschaulichung des Laufzeitverhaltens.
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I. a. erzeugt man nicht nur eine Sequenz, sondern mehrere, und mit jeder fertigen Se-
quenz sinkt die Wahrscheinlichkeit, noch eine weitere zu finden, die ebenfalls die gestellten
Anforderungen erfu¨llt. Hier kann es also durchaus sinnvoll sein, eine zu lange Suche abzu-
brechen, die bisher gefundenen Sequenzen zu verwerfen und mit einem neuen Startwert fu¨r
den Zufallszahlengenerator neu zu beginnen. Dabei hofft man, daß die neuen Instanzen der
Sequenzen, die man bereits gefunden hatte, vielleicht eher eine weitere Sequenz zulassen, z. B.
durch eine gu¨nstigere Zerteilung des Graphen. Damit verzichtet man allerdings auf oben ge-
nannten Vorteil gegenu¨ber den DeBruijn-Sequenzen. Erste, sehr subjektive Erfahrungen mit
der Generierung von Sequenzen unter verschiedenen Einschra¨nkungen von Eigenschaften deu-
ten an, daß erfolgreiche Suchen meist relativ schnell beendet sind, wa¨hrend lang andauernde
Suchen meistens in erfolglosen vollsta¨ndigen Aufza¨hlungen enden. Es bleibt zu untersuchen,
ob dieser Eindruck tatsa¨chlich stimmt. Eine theoretische Analyse ist allerdings aufgrund der
vielen verschiedenen Einschra¨nkungen, die gemacht werden ko¨nnen, sehr schwierig. Eine em-
pirische Untersuchung wa¨re nur fu¨r sehr kleine nb durchfu¨hrbar, da man mehrfach tatsa¨chlich
vollsta¨ndige Aufza¨hlungen durchfu¨hren mu¨ßte. Eine Heuristik, die nach einer gewissen Laufzeit
bzw. einer bestimmten, von nb und ns abha¨ngigen Anzahl von Schritten die Suche abbricht
bietet sich aber als Gegenstand weiterer Untersuchung und Entwicklung an.
Eine Verbesserung der Laufzeit durch etablierte effiziente Graph-Algorithmen ist zumin-
dest zur Zeit nicht in Aussicht. Die Suche nach einer mo¨glichst großen Menge knotendisjunkter
Pfade, also das maximum fixed-length disjoint paths problem ist fu¨r interessante Pfadla¨ngen
NP-vollsta¨ndig [58]. Schlimmer noch, fu¨r nah verwandte Probleme wurde gezeigt, das es NP-
schwer ist, eine optimale Lo¨sung gut zu approximieren [108, 68]. Gute Approximationsalgorith-
men gibt es nur fu¨r planare Graphen [91], jedoch ist Gbs fu¨r nb ≥ 2 nicht planar. Es wu¨rden
zudem praktische Fragen offen bleiben. So beinhalten die erwa¨hnten Probleme vorgegebene
Start- und Endknoten der Pfade, was hier nur fu¨r die Verla¨ngerung existierender Pfade zu
Konkatenation von Sequenzen der Fall ist. Fu¨r das allgemeinene DWD-Problem bliebe die
Frage nach einer sinnvollen Wahl dieser ausgezeichneten Knoten. Ebenfalls unberu¨cksichtigt
bleibt bei den Standardproblemen, daß wa¨hrend der Pfadkonstruktion die Knoten, deren Ba-
sisstra¨nge komplementa¨r zu den verwendeten sind, ebenfalls als benutzt markiert werden. Diese
zusa¨tzliche, dynamische Randbedingung ko¨nnte die Gu¨te von Approximationsalgorithmen wei-
ter verschlechtern oder ihre Effizienz beeintra¨chtigen.
6.5 Software
Die Software-Sammlung CANADA (Computer Aided Nucleic Acid Design pAckage) entha¨lt
unter anderem zwei Designprogramme, die auf dem Graph-Algorithmus beruhen: Den DNA-
Sequence-Generator (DSG) fu¨r das DNA-Word-Design-Problem und den DNA-Sequence-
Compiler (DSC) fu¨r eine Klasse von Struktur-Design-Problemen. Beide Programme gibt es
sowohl mit einer graphischen Benutzeroberfla¨che als auch Konsolen-basiert. Wa¨hrend bei Er-
steren die Eingaben u¨ber Dialogfenster gemacht werden, geschieht dies bei Letzteren mit Hilfe
der Sequenzbeschreibungssprache DeLaNA.
6.5.1 DeLaNA
Als Format fu¨r Ein- und Ausgabedateien der Programme in CANADA wurde die Beschrei-
bungssprache DeLaNA (Description Language for Nucleic Acid molecules) entworfen. In die-
ser werden Sequenzen als Objekte beschrieben, die bestimmte Eigenschaften haben. In Ein-
gabedateien dient die Festlegung dieser Eigenschaften als Beschra¨nkung des Suchraums (Abb.
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// File:           diss_example.dln
// Author:         Udo Feldkamp
// Last Change:    14.01.2005
// Comment:        sample input file for dsg
SEQUENCE x0 {
length = 15;
gc_ratio = [0.4;0.6]; }
SEQUENCETYPE mytype {
gc_ratio = 0.5;
length = 10; }
mytype x1, x2, x3; 
mytype x4 {
Tm = [59;61];
length = 20; }
POOL mypool {
sequences = x0, x1, x2, x3, x4;
n_uniqueness = 6; 
Na_conc = .05;
sample_conc = 2e-7;
Formamide_conc = 0; }
Abbildung 6.8: Beispiel einer DeLaNA-Eingabedatei. Zeilen, die mit // beginnen, sind Kom-
mentarzeilen und werden ignoriert. Die Sequenz x0 soll die in geschweiften Klammern angege-
benen Eigenschaften (eine La¨nge von 15 und einen GC-Gehalt zwischen 40 und 60 % ) haben.
Die Sequenzen x1, x2, x3 sollen alle die Eigenschaften des Prototyps mytype haben. x4 ist
vom gleichen Sequenztyp, soll also auch einen GC-Gehalt von 50 % haben, allerdings ist die
La¨nge gea¨ndert und eine Einschra¨nkung der Schmelztemperatur Tm hinzugefu¨gt worden. Das
Objekt mypool beschreibt die Eigenschaften der ganzen Sequenzmenge (s. Text).
6.8), in Ausgabedateien sind die tatsa¨chlichen (vom Rechner prognostizierten) Eigenschaften
angegeben (Abb. 6.9).
Die Definition eines Sequenzobjekts besteht aus dem Schlu¨sselwort SEQUENCE, einem oder
mehreren Objektidentifikatoren, und in geschweiften Klammern die Festlegung der Eigenschaf-
ten. Solche Sequenzeigenschaften sind die La¨nge, der GC-Gehalt, die Schmelztemperatur und
freie Enthalpie eines perfekten Duplex aus dieser Sequenz und ihrem Komplement, oder ei-
ne vorgegebene Sequenzmaske in IUPAC-Notation (Tab. 6.1), die mit konkreten Basen aus
{A,C,G,T} gefu¨llt werden soll. Falls eine Menge von Sequenzen mit gleichen Eigenschaften be-
schrieben werden sollen, kann ein Sequenztyp mit diesen Eigenschaften definiert werden. Die
Sequenzen mu¨ssen dann nur noch als zu diesem Typ geho¨rig deklariert werden. Bei der De-
finition einzelner Sequenzen eines Typs ko¨nnen auch Eigenschaften des Typs ”u¨berschrieben“
werden, so ko¨nnen auch Sequenzen, die sich in vielen, aber nicht allen Eigenschaften gleichen,
einfach beschrieben werden.
Ein weiterer Objekttyp sind die Pools, also Sequenzmengen. Deren wichtigste Eigenschaft
ist zuna¨chst die Liste der Sequenzen (genauer: der Identifikatoren der Sequenzobjekte), die
zu dieser Menge geho¨ren. Weitere Eigenschaften sind die Basisstrangla¨nge nb, Grenzwerte fu¨r
Hamming-Distanz, H-Maß oder Homologie, sowie Methode, thermodynamische Parameter und
Reaktionsbedingungen fu¨r die Berechnung von Schmelztemperatur und freier Enthalpie. Fu¨r
die Generierung von Konkatenationen mit Verzweigungen gibt es als weitere Eigenschaft eine
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// File name: diss_example_out.dln
// Created by CANADA v0.1.1
SEQUENCE x0 {
NA_type = DNA;
length = 15;
GC_ratio = 0.6;
Tm = 55.2532;
seq_mask = "gatctagcgtgcgag";
}
SEQUENCETYPE mytype {
NA_type = DNA;
length = 10;
GC_ratio = 0.5;
Tm = [0;100];
seq_mask = "";
}
SEQUENCE x1 {
NA_type = DNA;
length = 10;
GC_ratio = 0.5;
Tm = 28.4599;
seq_mask = "tgcatgtgtc";
}
SEQUENCE x2 {
NA_type = DNA;
length = 10;
GC_ratio = 0.5;
Tm = 31.1799;
seq_mask = "ttgttgcagc";
}
SEQUENCE x3 {
NA_type = DNA;
length = 10;
GC_ratio = 0.5;
Tm = 29.9473;
seq_mask = "agacctttcg";
}
SEQUENCE x4 {
NA_type = DNA;
length = 20;
GC_ratio = 0.5;
Tm = 60.6904;
seq_mask = "attaagtattccagcccgcg";
}
POOL mypool {
sequences = x0,
x1,
x2,
x3,
x4;
n_uniqueness = 6;
Hamming = 0;
H_distance = 0;
sample_conc = 2e-007;
Na_conc = 0.05;
formamide_conc = 0;
}
Abbildung 6.9: Ausgabedatei, die DSG zur Eingabedatei von Abbildung 6.8 erzeugt hat.
Hier wird jede erzeugte Sequenz einzeln mit ihren Eigenschaften aufgefu¨hrt. Die Eigenschaft
seq mask, die bei der Eingabe der Einschra¨nkung der Basenauswahl an bestimmten Positionen
der Sequenz dient, entha¨lt hier jeweils die fertige Sequenz.
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Abbildung 6.10: DNA-Stab, 3-armige und 4-armige DNA-Junction. Sa¨mtliche Arme sind mit
sticky Ends versehen. Die Abbildung soll nur die Form der Moleku¨le zeigen, die Basen sind
willku¨rlich gewa¨hlt und hoch unspezifisch.
Grenze, fu¨r wieviele Schritte von Beginn der Verzweigung an die Mehrfachverwendung von
Basisstra¨ngen erlaubt sein soll. Der Benutzer kann mehrere Pool-Objekte definieren, wenn
z. B. verschiedene Sequenzmengen eine unterschiedliche Una¨hnlichkeit der Sequenzen haben
sollen.
Fu¨r den Entwurf von DNA-Sequenzen, die bestimmte Strukturen bilden sollen, sind einige
Makros definiert. Diese werden auch als Objekte definiert, enthalten aber mehrere Sequenzen,
die zu einem Baustein der Struktur geho¨ren. Bisher sind drei Typen von Bausteinen definiert:
doppelstra¨ngige, lineare Sta¨be mit sticky Ends, sowie 3- und 4-armige Junctions, deren Arme
ebenfalls mit sticky Ends versehen werden ko¨nnen (Abb. 6.10).
Die Elemente eines Makros sind Sequenzobjekte, deren Eigenschaften entweder innerhalb
dieses Makros definiert werden, oder die als normales Sequenzobjekt außerhalb des Makros
definiert und im Makro nur noch mit dem Objektnamen referenziert werden (Abb. 6.11).
Letzteres bietet die Mo¨glichkeit, eine Sequenz als Teil mehrerer Bausteine zu verwenden. Ein
Stab besteht aus einer Kernsequenz (dem doppelstra¨ngigen Teil) und den beiden sticky Ends,
eine Junction aus den drei bzw. vier doppelstra¨ngigen Armen und ebensovielen sticky Ends.
6.5.2 DNA-Sequence-Generator
Der DNA-Sequence-Generator (DSG) dient zur Erzeugung einer Menge von DNA-Wo¨rtern. Als
Eigenschaften ko¨nnen außer der Basisstrangla¨nge nb Grenzen fu¨r den GC-Gehalt kompletter
Sequenzen und von Basisstra¨ngen sowie fu¨r die Schmelztemperatur und die freie Enthalpie
vorgegeben werden. Weitere Optionen in der Version mit graphischer Benutzeroberfla¨che (Abb.
6.12) sind das Verbot der Teilsequenzen GGG (zur Vermeidung von Quadruplexen und G-G-
Basenpaaren) sowie ATG, GTG und TTG (die bei Verwendung der Sequenz in Organismen zu
Startcodons u¨bersetzt wu¨rden, die eine Interpretation der nachfolgenden Sequenz als Gen zur
Folge haben ko¨nnten). Außerdem la¨ßt sich die Auswahl des ersten und letzten Basenpaars
auf G-C-Basenpaare einschra¨nken, um ein Ausfransen (Fraying) der Duplexe zu vermeiden.
Der Generator kann nicht nur Sequenzen komplett de novo erzeugen, sondern auch teilweise
vorgegebene Sequenzen vervollsta¨ndigen.
Die Variante mit graphischer Benutzeroberfla¨che zeigt die generierten Sequenzen und ihre
wichtigsten Eigenschaften im Hauptfenster an (Abb. 6.13). A¨ndert man Methode, Parameter-
satz oder Reaktionsbedingungen fu¨r die Berechnung der Schmelztemperatur, so werden die
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SEQUENCETYPE Terminal {
length = 20;
Tm = [55;65]; }
SEQUENCETYPE Variable {
length = 10;
GC_ratio = 0.5; }
Terminal x, y, z;
Variable A, B, C;
MACRO_ROD r {
left_sticky_end.length = 10;
left_sticky_end.GC_ratio = 0.6;
core_sequence = x;
right_sticky_end.length = 10;  
right_sticky_end.GC_ratio = 0.4;  }
MACRO_3WAYJUNCTION j1 {
arm1 = x;
arm2 = y;
arm3 = z;
sticky_end1 = A;
sticky_end2 = B;
sticky_end3 = C;  }
POOL p {
N_uniqueness = 6;
Violation_tolerance = 0;
Sample_conc = 2e-7;
Na_conc = 0.05;
Tm_method = NNSantaLucia; }
Abbildung 6.11: Beispiel fu¨r eine DeLaNA-Eingabedatei mit Macros fu¨r Strukturbausteine. Das
Schlu¨sselwort MACRO ROD kennzeichnet einen DNA-Stab, MACRO 3WAYJUNCTION eine 3-armige
DNA-Junction. Die Eigenschaften der einzelnen Sequenzen in den Makros ko¨nnen innerhalb
der Makrodefinition festgelegt werden, wie bei left sticky end in Makro r, oder es werden
vorher definierte Sequenzobjekte durch ihren Identifikator referenziert, wie im Makro j1. Das
letztere Vorgehen erlaubt die Mehrfachverwendung von Sequenzen, wie bei Sequenz x.
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Abbildung 6.12: Dialogfenster zum Einstellen der Eingabeparameter fu¨r DSG.
Angaben im Hauptfenster dementsprechend aktualisiert. Das Programm la¨ßt sich daher auch
als Schmelztemperaturrechner fu¨r Sequenzmengen zweckentfremden.
6.5.3 DNA-Sequence-Compiler
Die Bezeichnung ”Compiler“ bezieht sich auf die Programmierung des programmable Self-
Assembly. Der Benutzer definiert (programmiert) die Strukturen, die sich durch Self-Assembly
bilden sollen, in einer ho¨heren Sprache, der Compiler u¨bersetzt diese in ”Maschinenanwei-
sungen“, also in DNA-Moleku¨le, die in vitro der Programmierung folgen. Die ho¨here Sprache
ist bei der Konsolen-basierten Variante DeLaNA, bei der a¨lteren Version mit graphischer Be-
nutzeroberfla¨che besteht sie aus Regeln einer regula¨ren Grammatik. Diese Regeln haben die
Form A → xB, wobei A und B Variablen sind und x ein Terminalsymbol. Bei den DNA-
Sta¨ben, auf deren Entwurf die a¨ltere Version beschra¨nkt ist, entspricht die Kernsequenz dem
Terminalsymbol, die sticky Ends stellen die Variablen dar. So wie durch wiederholte Variablen-
ersetzung durch Anwendung der Grammatik-Regeln Terminalsymbole sukzessive aneinander
geha¨ngt werden, so fu¨hren die sticky Ends zur Aneinanderreihung der Sta¨be, wobei die Kern-
sequenzen allerdings durch die (doppelstra¨ngig gewordenen) sticky-End-Bereiche voneinander
getrennt bleiben. Fu¨r ein Beispiel hierzu siehe Abschnitt 8.1.
Die neuere, Konsolen-basierte Version des Compilers erlaubt auch den Entwurf von 3- und
4-armigen Junctions. Da sich diese nicht mehr auf Regeln einer regula¨ren Grammatik abbilden
lassen, wurden entsprechende Makros fu¨r DeLaNA definiert (s. o.).
Der Compiler erzeugt zuna¨chst die Kernsequenzen von Sta¨ben und die Armsequenzen der
Junctions, wobei bei letzteren die Auswahl der Startknoten wie in Abschnitt 6.3. beschrieben
modifiziert wurde. Anschließend werden die sticky Ends generiert, indem die jeweils benach-
barten Kern- und Armsequenzen verla¨ngert werden.
Beispiele fu¨r mit dem Compiler erzeugte Sequenzen fu¨r das Strukturdesign sind in Kapitel
8 zu finden.
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Abbildung 6.13: Hauptfenster von DSG. Gezeigt werden die erzeugten Sequenzen sowie ihre
Eigenschaften.
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Kapitel 7
Experimente zum
DNA-Sequence-Generator
Die folgenden Experimente dienen dazu, die Gu¨te der DNA-Sequenzen zu u¨berpru¨fen, die mit
dem DNA-Sequence-Generator generiert wurden. Die meisten Experimente sind in silico, d. h.
im Rechner durchgefu¨hrt worden. Daher basieren die Aussagen zur Gu¨te der Sequenzen nur
auf Modellen, aufgrund derer bestimmte Moleku¨leigenschaften prognostiziert werden. In den
meisten Fa¨llen wurde mit der Berechnung der freien Enthalpie von Hybridisierungsreaktionen
aber ein Modell gewa¨hlt, das z. Z. als am realistischsten angesehen wird.
Schließlich wird auch ein erstes in vitro durchgefu¨hrtes Experiment vorgestellt. Es pru¨ft
die tatsa¨chliche Gu¨te einer kleinen Stichprobe von entworfenen Sequenzen.
7.1 Gro¨ße der erzeugten Sequenzmengen
7.1.1 Einleitung
Um gro¨ßtmo¨gliche Una¨hnlichkeit zwischen den generierten Sequenzen zu erzielen, sollte beim
Sequenzdesign, das auf der nb-Uniqueness basiert, ein mo¨glichst kleiner Wert fu¨r nb gewa¨hlt
werden. Allerdings beschra¨nkt ein konkretes nb die Anzahl der Sequenzen, die ohne Verletzung
der nb-Uniqueness erzeugt werden ko¨nnen [53]. Die Anzahl Nbs von Basisstra¨ngen der La¨nge
nb ist
Nbs = 4nb . (7.1)
Da fu¨r jeden verwendeten Basisstrang dessen Komplement ausgeschlossen wird, darf nur die
Ha¨lfte der Nbs Basisstra¨nge in den generierten Sequenzen vorkommen. Ist nb gerade, so mu¨ssen
außerdem die selbstkomplementa¨ren Basisstra¨nge ausgeschlossen werden. Es gibt keine selbst-
komplementa¨ren Basisstra¨nge ungerader La¨nge, da die mittlere Base nicht komplementa¨r zu
sich selbst sein kann. Fu¨r die Anzahl Nuseful der Basissequenzen, die tatsa¨chlich verwendet
werden ko¨nnen, ergibt sich somit
Nuseful =
{
Nbs−4nb/2
2 falls nb gerade,
Nbs
2 sonst.
(7.2)
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Da eine Sequenz der La¨nge ns aus ns − nb + 1 Basisstra¨ngen besteht, gilt fu¨r die Anzahl Nseq
der Sequenzen, die sich erzeugen lassen
Nseq =
⌊
Nuseful
ns − nb + 1
⌋
. (7.3)
Diese Anzahl ist eine obere Schranke, es lassen sich also maximal Nseq Sequenzen erzeugen.
Tatsa¨chlich zerschneiden die gefundenen Pfade den Graphen derart, daß oft einzelne Basis-
stra¨nge ungenutzt bleiben, die keinen vollsta¨ndigen Pfad mehr bilden ko¨nnen, da sie nicht
direkt verbunden sind.
Dieses Experiment soll ermitteln, wie groß dieser ”Verschnitt“ an nicht mehr zu verwen-
denden Basisstra¨ngen ist, wie nahe also die Gro¨ßen der erzeugten Sequenzmengen an die er-
rechneten maximalen Gro¨ßen herankommen.
7.1.2 Material und Methoden
Fu¨r alle Basisstrangla¨ngen nb ∈ {4, 5, 6, 7} und alle Sequenzla¨ngen ns ∈ {10, . . . , 40} wurden
mit dem DNA-Sequence-Generator je 10 Sequenzmengen generiert und deren Gro¨ße gemittelt.
Es wurden keine zusa¨tzlichen Einschra¨nkungen bzgl. der Sequenzeigenschaften gemacht.
Um die Auswirkungen der Beschra¨nkungen von Sequenzeigenschaften zu messen, wurden
fu¨r nb = 4 und ns = 10 fu¨r die Beschra¨nkung des GC-Gehalts auf 0.0, 0.1, . . . , 0.9 und
1.0 je zehn Sequenzmengen generiert und deren Gro¨ße gemessen. Gleiches wurde fu¨r die Ein-
schra¨nkung der Schmelztemperatur auf 0–20, 20–24, 24–28, 28–32, 32–36, 36–40 und 40–100 ◦C
durchgefu¨hrt.
7.1.3 Ergebnisse und Diskussion
Tabelle 7.1 zeigt die durchschnittlichen Gro¨ßen der Sequenzmengen u¨ber zehn Versuche, die
theoretische obere Schranke fu¨r die Gro¨ße und den prozentualen Anteil ersterer an letzterer. In
den meisten untersuchten Fa¨llen werden 80 bis 90 % der maximal mo¨glichen Sequenzen gefun-
den. Da wie oben ausgefu¨hrt dieses Maximum eher zu hoch gescha¨tzt ist, kann die Ausbeute als
zufriedenstellend angesehen werden. Eine Untersuchung der Topologie der Basisstranggraphen
wa¨re no¨tig, um nachzuweisen, ob die maximale Anzahl u¨berhaupt erreicht werden kann, oder
ob die gefundenen Pfade fu¨r bestimmte Belegungen von nb und ns den Graphen zwangsla¨ufig
so zerschneiden, daß eine Mindestanzahl nicht mehr zu verwendender Basisstra¨nge u¨brigbleibt.
Leider ist eine solche topologische Untersuchung nicht einfach. Interessant wa¨re sie auch im
Zusammenhang mit der in Abschnitt 5.2 diskutierten Frage, ob Eulerpfade u¨berhaupt noch
mo¨glich sind, wenn man selbstkomplementa¨re Knoten sowie solche, die zu verwendeten Basis-
stra¨ngen komplementa¨r sind, ausschließt.
Die Stichprobengro¨ße wurde mit jeweils zehn Sequenzmengen recht klein gewa¨hlt, um die
Rechenzeit zu beschra¨nken. Fu¨r einzelne (nb, ns)-Paare wurden weitere Sequenzmengen erzeugt
(fu¨r Stichprobengro¨ßen von 20, 50 bzw. 100), die die hier gezeigten Mittelwerte besta¨tigen
(Daten hier nicht gezeigt). Zudem zeigte sich, daß die Sequenzmengengro¨ße recht stabil ist,
sie schwankt u¨ber mehrere Versuche nur um wenige Sequenzen (Abb. 7.1). Aufgrund dieser
Stabilita¨t kann eine Stichprobengro¨ße von 10 als ausreichend angesehen werden.
Die hier erzeugten Sequenzen wurden bei der Generierung in ihren Eigenschaften nicht ein-
geschra¨nkt. Beschra¨nkungen wie verbotene Subsequenzen wu¨rden zusa¨tzliche Basisstra¨nge von
der Pfadsuche ausschließen, die Sequenzausbeute also verringern. Bei anderen Beschra¨nkun-
gen, die Eigenschaften kompletter Sequenzen wie die Schmelztemperatur oder den GC-Gehalt
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betreffen, ist eine solche Auswirkung nicht derart offensichtlich. Sequenzen, die diese Ein-
schra¨nkungen erfu¨llen, bilden zwar eine Teilmenge A aller Sequenzen der La¨nge ns, eine nb-
unique Menge ist selbst aber auch nur eine recht kleine Teilmenge B ⊂ {A,C,G,T}ns . Gilt
|A| À |B|, ist die gleichzeitige Erfu¨llung von nb-uniqueness und der anderen Sequenzeigen-
schaften ohne Verlust an Sequenzausbeute durchaus denkbar.
Wie Abbildung 7.2 zeigt, verringert eine solche Beschra¨nkung tatsa¨chlich nicht automatisch
die Sequenzausbeute. La¨ßt man nur Sequenzen mit einem GC-Gehalt von 50 % zu, ergibt sich
praktisch kein Verlust (13 Sequenzen im Mittel gegenu¨ber 13.2 ohne Beschra¨nkung). Hierbei
muß kein Basisstrang von der Verwendung ausgeschlossen werden, da fu¨r jeden Basisstrang
mit einem GC-Gehalt von r % ein Basisstrang mit einem GC-Gehalt von 100− r % existiert,
der somit den GC-Gehalt der gesamten Sequenz wieder auf 50 % ausgleichen kann. Wird der
GC-Gehalt dagegen z. B. auf 0 % beschra¨nkt, so werden alle Basisstra¨nge von der Verwendung
ausgeschlossen, die mindestens eine Guanin- oder Cytosin-Base enthalten.
Bei der Schmelztemperatur gibt es einen Maximalbereich bei 28 – 32 ◦C (12.9 Sequenzen im
Mittel). Dieser Bereich ist vermutlich auch fu¨r Zufallssequenzen gleicher La¨nge der wahrschein-
lichste, da fu¨r die mit dem Graphalgorithmus generierten Sequenzen eine Gleichverteilung der
nearest-Neighbor-Paare angenommen werden kann.
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Abbildung 7.1: Histogramm der Gro¨ßen von 100 generierten Sequenzmengen mit nb = 6 und
ns = 20. Gezeigt wird fu¨r jede Anzahl von Sequenzen in einer Menge die Anzahl der gefundenen
Mengen, die genau so viele Sequenzen enthalten. Mehr als die Ha¨lfte der Mengen enthalten
111 oder 112 Sequenzen, drei Viertel enthalten 110 – 112 Sequenzen.
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nb 4 5 6 7
ns
10 13.2 von 17 (77.6%) 70.6 von 85 (83.1%) 327.8 von 403 (81.3%) 1693.7 von 2048 (82.7%)
11 11.9 von 15 (79.3%) 59.8 von 73 (81.9%) 274.5 von 336 (81.7%) 1353.2 von 1638 (82.6%)
12 10.4 von 13 (80.0%) 53.1 von 64 (83.0%) 233.5 von 288 (81.1%) 1129.6 von 1365 (82.8%)
13 9.3 von 12 (77.5%) 47.1 von 56 (84.1%) 206.3 von 252 (81.9%) 969.9 von 1170 (82.9%)
14 8.4 von 10 (84.0%) 42.5 von 51 (83.3%) 184.0 von 224 (82.1%) 849.9 von 1024 (83.0%)
15 8.1 von 10 (81.0%) 38.6 von 46 (83.9%) 165.4 von 201 (82.3%) 757.8 von 910 (83.3%)
16 7.3 von 9 (81.1%) 35.6 von 42 (84.8%) 150.5 von 183 (82.2%) 682.1 von 819 (83.3%)
17 6.8 von 8 (85.0%) 33.0 von 39 (84.6%) 138.5 von 168 (82.4%) 623.4 von 744 (83.8%)
18 6.1 von 8 (76.3%) 30.7 von 36 (85.3%) 127.3 von 155 (82.1%) 573.3 von 682 (84.1%)
19 5.8 von 7 (82.9%) 28.4 von 34 (83.5%) 118.4 von 144 (82.2%) 531.1 von 630 (84.3%)
20 5.6 von 7 (80.0%) 26.6 von 32 (83.1%) 111.4 von 134 (83.1%) 494.8 von 585 (84.6%)
21 5.1 von 6 (85.0%) 25.1 von 30 (83.7%) 103.6 von 126 (82.2%) 463.0 von 546 (84.8%)
22 5.0 von 6 (83.3%) 24.1 von 28 (86.1%) 97.7 von 118 (82.8%) 433.5 von 512 (84.7%)
23 4.9 von 6 (81.7%) 22.3 von 26 (85.8%) 92.9 von 112 (82.9%) 409.6 von 481 (85.2%)
24 4.2 von 5 (84.0%) 21.7 von 25 (86.8%) 88.6 von 106 (83.6%) 387.6 von 455 (85.2%)
25 4.0 von 5 (80.0%) 20.8 von 24 (86.7%) 84.5 von 100 (84.5%) 367.4 von 431 (85.2%)
26 4.0 von 5 (80.0%) 19.8 von 23 (86.1%) 80.1 von 96 (83.4%) 350.8 von 409 (85.8%)
27 4.0 von 5 (80.0%) 19.0 von 22 (86.4%) 76.6 von 91 (84.2%) 334.1 von 390 (85.7%)
28 3.7 von 4 (92.5%) 18.2 von 21 (86.7%) 73.7 von 87 (84.7%) 320.3 von 372 (86.1%)
29 3.4 von 4 (85.0%) 17.4 von 20 (87.0%) 70.5 von 84 (83.9%) 307.1 von 356 (86.3%)
30 3.3 von 4 (82.5%) 16.9 von 19 (88.9%) 67.8 von 80 (84.8%) 294.0 von 341 (86.2%)
31 3.0 von 4 (75.0%) 16.4 von 18 (91.1%) 65.4 von 77 (84.9%) 283.4 von 327 (86.7%)
32 3.0 von 4 (75.0%) 15.7 von 18 (87.2%) 62.8 von 74 (84.9%) 272.5 von 315 (86.5%)
33 3.0 von 4 (75.0%) 15.0 von 17 (88.2%) 60.6 von 72 (84.2%) 262.8 von 303 (86.7%)
34 3.0 von 3 (100.0%) 14.9 von 17 (87.6%) 58.8 von 69 (85.2%) 253.4 von 292 (86.8%)
35 2.8 von 3 (93.3%) 14.2 von 16 (88.8%) 56.6 von 67 (84.5%) 245.1 von 282 (86.9%)
36 3.0 von 3 (100.0%) 13.9 von 16 (86.9%) 54.7 von 65 (84.2%) 237.7 von 273 (87.1%)
37 2.9 von 3 (96.7%) 13.3 von 15 (88.7%) 53.0 von 63 (84.1%) 230.0 von 264 (87.1%)
38 2.9 von 3 (96.7%) 12.8 von 15 (85.3%) 51.7 von 61 (84.8%) 223.0 von 256 (87.1%)
39 2.4 von 3 (80.0%) 12.5 von 14 (89.3%) 50.1 von 59 (84.9%) 217.1 von 248 (87.5%)
40 2.0 von 3 (66.7%) 12.2 von 14 (87.1%) 48.2 von 57 (84.6%) 211.1 von 240 (88.0%)
Tabelle 7.1: Gro¨ße generierter Sequenzmengen. Fu¨r jedes Paar von Basisstrangla¨nge nb und
Sequenzla¨nge ns sind im Format ”X von Y (Z %)“ die durchschnittliche Anzahl gefundener
Sequenzen pro generierter Sequenzmenge, gemittelt u¨ber zehn Versuche (X), die maximale
Sequenzmengengro¨ße (Y ), und der prozentuale Anteil von X an Y (Z) angegeben.
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Abbildung 7.2: Sequenzmengengro¨ßen bei Einschra¨nkung von Sequenzeigenschaften. Angege-
ben ist fu¨r jede Einschra¨nkung der Mittelwert N u¨ber 10 Mengen mit nb = 4 und ns = 10,
sowie die Ausbeute ohne Einschra¨nkung und das theoretische Maximum (aus Tab. 7.1). a)
Einschra¨nkung des GC-Gehalts. b) Einschra¨nkung der Schmelztemperatur Tm.
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7.2 Sekunda¨rstrukturen erzeugter Sequenzen
7.2.1 Einleitung
Eine ha¨ufig gea¨ußerte Kritik an der Anwendung der nb-Uniqueness ist die Behauptung, daß
einzelstra¨ngige Sekunda¨rstrukturen nicht vermieden werden. Theoretisch mu¨ßte aber, so wie
eine geringe Hybridisierungsneigung zwischen zwei verschiedenen Sequenzen durch die nb-
Uniqueness erzielt wird, auch ein Mangel an Hybridisierungsneigung zwischen verschiedenen
Bereichen einer Sequenz vorliegen. Kommt ein Basisstrang X in einer Sequenz vor, kann sein
Komplement X nicht in einem anderen Bereich dieser Sequenz auftauchen. Aber natu¨rlich
wa¨chst die Gefahr von Sekunda¨rstrukturbildungen mit wachsender Basisstrangla¨nge nb. In
diesem Experiment soll untersucht werden, wie groß die Neigung zur Bildung einzelstra¨ngiger
Sekunda¨rstrukturen fu¨r verschiedene Werte von nb tatsa¨chlich ist.
7.2.2 Material und Methoden
Aus den Basisstrangla¨ngen nb ∈ {4, 5, 6, 7, 8, 9, 10} und den Sequenzla¨ngen ns ∈ {8, 10, 12, 16,
20, 25, 30, 50, 100} wurden alle (nb, ns)-Paare gebildet, fu¨r die nb < ns gilt. Fu¨r jedes Paar wur-
den 1000 Sequenzen mit dem DNA-Sequence-Generator erzeugt, die jeweils fu¨r sich betrachtet
die nb-Uniqueness erfu¨llen. Außerdem wurde fu¨r jedes ns eine Menge von je 1000 Zufallsse-
quenzen erzeugt. Zusa¨tzlich wurden fu¨r jedes ns drei Sequenzen von Hand konstruiert, die
stabile Sekunda¨rstrukturen, genauer gesagt Hairpin Loops mit mo¨glichst vielen Basenpaaren
verschiedener Stabilita¨t, bilden sollten. Die jeweils erste konstruierte Sequenz besteht nur aus
Wiederholungen von AT-Dinukleotiden, da AT und TA die Nachbarpaare sind, die im Parame-
tersatz fu¨r das nearest-Neighbor-Modell von [144] die geringsten Beitra¨ge zur freien Enthalpie
liefern. Fu¨r diese Sequenz sollte sich eine Hairpin Loop bilden, bei der fast alle Basen der ersten
Ha¨lfte mit fast allen Basen der zweiten Ha¨lfte hybridisieren. Ausgenommen sind mindestens
drei Basen, die die eigentliche Schleife bilden. Entsprechend besteht die zweite Sequenz nur
aus GC-Dinukleotiden, da GC und CG die ho¨chsten Summanden fu¨r die freien Enthalpie liefern.
Die dritte Sequenz sollte ebenfalls eine Hairpin Loop ausbilden, bei der der doppelstra¨ngige
Stamm aber nur etwa ein Viertel der gesamten Sequenzla¨nge einnimmt. Dieser Stamm besteht
auch aus GC-Wiederholungen, wa¨hrend die Schleife nur A entha¨lt.
Fu¨r jede der 68027 Sequenzen wurden mit dem Programm RNAstructure, einer Windows-
Variante von mfold ([112, 186]), ihre Sekunda¨rstruktur vorhergesagt. RNAstructure berechnet
dabei nicht nur die Struktur mit minimaler freier Enthalpie, sondern auch weitere, weniger
stabile Strukturen. Es wurden jeweils die freien Enthalpien ∆Gi aller Strukturen berechnet, fu¨r
die ∆Gi < 0 gilt, wobei i ein Index u¨ber alle berechneten Strukturen der untersuchten Sequenz
ist. Als Parametersatz fu¨r das nearest-Neighbor-Modell wurden die Resultate fu¨r DNA aus
[144] eingesetzt. Die Berechnungen beziehen sich auf eine Reaktionstemperatur von 37 ◦C und
eine Na+-Konzentration von 1 M. Das Programm wurde mit
RNAstructure /fold -s fold me.seq -c out.ct -d
aufgerufen, wobei fold me.seq der Name einer Eingabedatei mit der zu faltenden Sequenz ist,
out.ct der Name der Ausgabedatei mit den freien Enthalpien, und der Schalter -d angibt,
daß es sich um DNA (und nicht um RNA) handelt.
Aus den freien Enthalpien ∆Gi der Sekunda¨rstrukturen einer Sequenz wurde die Partition
Function qc =
∑
i e
−∆Gi/RT gebildet (s. Abschnitt 2.3). Fu¨r handlichere Werte und um sich
wieder im Bereich der freien Enthalpien zu bewegen, wurde aus der Partition Function die
Ensemble-Energie ∆GEE = − log(qc) · RT berechnet. Die Ensemble-Energie stellt ein reali-
stischeres kumuliertes Maß fu¨r die Neigung zu Sekunda¨rstrukturen dar als z. B. die Summe
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der einzelnen freien Enthalpien
∑
i∆Gi, da mehrere verschiedene Konformationen auch unter-
einander konkurrieren, eine Verdoppelung der Anzahl mo¨glicher Sekunda¨rstrukturen a¨hnlicher
Stabilita¨t also nicht zu einer Verdopplung der Summe der Konzentrationen von Moleku¨len
fu¨hrt, die diese Konformationen annehmen.
7.2.3 Ergebnisse und Diskussion
In Tabelle 7.2 sind fu¨r jedes (nb, ns)-Paar sowie fu¨r die Zufallssequenzen Mittelwerte, Standard-
abweichungen und Minima der Ensemble-Energien, sowie die Anzahl von Sequenzen, fu¨r die
Sekunda¨rstrukturen vorhergesagt wurden, angegeben. Zusa¨tzlich sind Ensemble-Energien fu¨r
die von Hand konstruierten Hairpin Loops angefu¨gt, um zu verdeutlichen, in welchen Werte-
bereichen wirklich stabile Sekunda¨rstrukturen zu finden sind. Boxplots, die jeweils Maximum,
oberes Quartil, Median, unteres Quartil und Minimum der Ensemble-Energien zeigen, veran-
schaulichen diese Werte fu¨r die gro¨ßten vier Sequenzla¨ngen (Abb. 7.3 bis 7.6).
Fu¨r kurze Sequenzen (ns = 8 bis ns = 25) wurden nur wenige Sekunda¨rstrukturen gefun-
den. Da diese Eintra¨ge eine Ensemble-Energie von 0.0 zugewiesen bekommen, tragen sie nicht
zum Mittelwert bei, wohl aber zur Standardabweichung, die daher gro¨ßer ist als der Mittel-
wert. Ein Trend, der ab ns = 16 zu erkennen ist, zeigt den Einfluß der Basisstrangla¨nge auf die
Stabilita¨t der Sekunda¨rstrukturen. Fu¨r nb = 4 und nb = 5, bei la¨ngeren Sequenzen auch fu¨r
nb = 6, sind die Mittelwerte niedriger als fu¨r la¨ngere Basisstra¨nge. Mit wachsendem nb nimmt
auch die mittlere Ensemble-Energie zu, jedoch ergeben sich ab nb = 7 keine nennenswerten
A¨nderungen mehr. Die Mittelwerte scheinen sich dem der Zufallssequenzen anzuna¨hern, fu¨r
nb = 10 sind sie von diesen nicht mehr zu unterscheiden. Die Einschra¨nkung der Stabilita¨t
einzelstra¨ngiger Sekunda¨rstrukturen ist also nur fu¨r sehr kurze Basisstrangla¨ngen im Mittel
besser als bei reinen Zufallssequenzen. Eine Beschra¨nkung auf nb = 4 oder nb = 5 schra¨nkt
aber auch die Anzahl der erzeugbaren Sequenzen stark ein. Ob sich gro¨ßere Anzahlen von Se-
quenzen mit a¨hnlich geringer Stabilita¨t u¨berhaupt finden lassen ko¨nnen, mu¨ßte eine a¨hnliche
Untersuchung wie die hier gemachte zeigen, aber mit vollsta¨ndiger Aufza¨hlung aller mo¨glichen
Sequenzen pro La¨nge, was aber aufgrund der immensen Rechenzeit, die dafu¨r notwendig wa¨re,
nicht durchfu¨hrbar ist.
Tabelle 7.2 und die Boxplots in Abb. 7.3 bis 7.6 zeigen auch, daß mit wachsender Ba-
sisstrangla¨nge die gemessenen minimalen Ensemble-Energien tendentiell kleiner werden, also
stabilere Konformationen gefunden wurden. Eine Lockerung der nb-Uniqueness durch gro¨ßeres
nb erlaubt also gro¨ßere Ausreißer nach unten. Die relativ gleichbleibenden unteren Quarti-
le in den Boxplots zeigen, daß es sich tatsa¨chlich nur um Ausreißer handelt, nicht um eine
Verschiebung aller Werte unterhalb des Medians zu kleineren Energien hin.
Sowohl fu¨r die mit DSG als auch fu¨r die zufa¨llig erzeugten Sequenzen werden im Mittel
Sekunda¨rstrukturen mit wesentlich geringeren Stabilita¨t als fu¨r die von Hand konstruierten
Sequenzen vorhergesagt. Fu¨r sehr kurze Sequenzla¨ngen ist auch hier aufgrund der geringen
Anzahl gefundener Faltungen kein sinnvoller Vergleich mo¨glich. Ab ns = 16 zeigt sich aber,
daß dieser Unterschied mit wachsender Sequenzla¨nge ebenfalls zunimmt. Betrachtet man statt
der Mittelwerte die Minima, zeigt sich ein etwas anderes Bild. Fu¨r kurze Sequenzen (bis ns
= 25) gibt es Ausreißer, deren Ensemble-Energie niedriger liegt als die der beiden weniger
stabilen konstruierten Sequenzen (AT und GAC in Tab. 7.2). Bei ns = 30 sind die Werte etwa
vergleichbar groß, bei ns = 50 liegen die Minima noch in der Na¨he der Ergebnisse fu¨r die insta-
bilste konstruierte Sequenz (AT), unter den generierten Sequenzen der La¨nge ns = 100 finden
sich nur noch instabilere Ausreißer. Bei geringen Sequenzla¨ngen sollte man also an die Generie-
rung (mit DSG oder einem Zufallssequenzgenerator) einen Sortier- oder Filterschritt anfu¨gen,
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ns = 8 4 5 6 7 Z AT GC GAC
Mittelwert 0.00 0.00 0.00 -0.01 -0.01 0.00 0.00 0.00
St.Abw. 0.04 0.07 0.07 0.11 0.12
Minimum -1.30 -1.70 -2.30 -2.30 -3.20
Anzahl 1 2 1 3 2
ns = 10 4 5 6 7 8 9 Z AT GC GAC
Mittelwert -0.02 -0.02 -0.02 -0.02 -0.02 -0.02 -0.02 0.00 -1.60 0.00
St.Abw. 0.17 0.15 0.10 0.14 0.14 0.15 0.13
Minimum -2.90 -2.50 -1.40 -1.40 -2.20 -2.30 -1.90
Anzahl 37 32 38 41 31 39 36
ns = 12 4 5 6 7 8 9 10 Z AT GC GAC
Mittelwert -0.07 -0.08 -0.08 -0.09 -0.07 -0.07 -0.07 -0.08 0.00 -3.60 -1.20
St.Abw. 0.28 0.35 0.33 0.33 0.27 0.30 0.31 0.32
Minimum -2.50 -4.40 -3.70 -2.70 -2.70 -3.60 -3.40 -3.80
Anzahl 96 91 109 108 104 102 100 112
ns = 16 4 5 6 7 8 9 10 Z AT GC GAC
Mittelwert -0.18 -0.28 -0.29 -0.28 -0.30 -0.32 -0.30 -0.31 -0.60 - 8.00 -3.00
St.Abw. 0.47 0.61 0.66 0.64 0.69 0.76 0.68 0.67
Minimum -4.40 -4.10 -4.50 -4.20 -6.60 -7.80 -4.20 -4.00
Anzahl 235 275 289 285 282 292 291 286
ns = 20 4 5 6 7 8 9 10 Z AT GC GAC
Mittelwert -0.35 -0.53 -0.58 -0.58 -0.61 -0.55 -0.57 -0.57 -2.00 -12.40 -5.40
St.Abw. 0.64 0.86 0.94 0.93 1.02 0.92 0.95 0.94
Minimum -3.80 -5.20 -6.30 -7.60 -7.30 -7.70 -6.70 -7.40
Anzahl 406 436 462 482 479 466 451 450
ns = 25 4 5 6 7 8 9 10 Z AT GC GAC
Mittelwert -0.70 -0.93 -1.05 -1.07 -1.13 -1.06 -1.09 -1.04 -3.80 -17.60 -6.90
St.Abw. 0.89 1.07 1.24 1.31 1.34 1.28 1.28 1.22
Minimum -5.90 -6.00 -6.90 -7.00 -6.90 -8.90 -7.40 -9.80
Anzahl 607 665 675 663 689 666 688 673
ns = 30 4 5 6 7 8 9 10 Z AT GC GAC
Mittelwert -1.01 -1.47 -1.48 -1.56 -1.62 -1.55 -1.65 -1.63 -5.60 -23.60 -9.10
St.Abw. 1.03 1.38 1.37 1.57 1.54 1.55 1.62 1.54
Minimum -5.60 -7.50 -7.50 -11.20 -8.30 -10.80 -11.30 -9.90
Anzahl 733 795 800 798 801 817 820 804
ns = 50 4 5 6 7 8 9 10 Z AT GC GAC
Mittelwert -2.54 -3.39 -3.77 -3.96 -3.97 -3.94 -4.05 -4.03 -12.64 -45.60 -18.70
St.Abw. 1.42 1.72 1.96 2.10 2.20 2.12 2.21 2.18
Minimum -8.34 -9.75 -10.48 -11.50 -16.80 -12.21 -13.06 -14.00
Anzahl 975 986 986 986 983 984 986 989
ns = 100 4 5 6 7 8 9 10 Z AT GC GAC
Mittelwert -6.78 -9.04 -10.09 -10.46 -10.47 -10.61 -10.65 -10.71 -30.08 -100.40 -46.80
St.Abw. 1.78 2.54 2.88 3.22 2.98 3.17 3.18 3.12
Minimum -14.04 -18.90 -19.77 -25.33 -21.09 -24.41 -21.40 -22.28
Anzahl 1000 1000 1000 1000 1000 1000 1000 1000
Tabelle 7.2: Ensemble-Energien der vorhergesagten Sekunda¨rstrukturen. Jede Tabelle entha¨lt
die Ergebnisse fu¨r eine Sequenzla¨nge ns ∈ {8, 10, 12, 16, 20, 25, 30, 50, 100}, u¨ber jeweils variie-
rende Basisstrangla¨nge nb und die Zufallssequenzen (Z). Angegeben sind Mittelwert, Standard-
abweichung und Minimum der Ensemble-Energien ∆GEE in kcal/mol, sowie die Anzahl der
Sequenzen, fu¨r die mindestens eine Sekunda¨rstruktur vorhergesagt wurde (von 1000). In den
drei ganz rechten Spalten sind die Ensemble-Energien der konstruierten stabilen Sequenzen
angegeben, die nur aus AT-Binucleotiden bestehen (AT), nur aus GC-Binucleotiden (GC), und
aus einem GC-Stamm mit einer A-Schleife (GAC). In diesen Spalten wurde jeweils nur ein Wert
gemessen, daher sind weder Standardabweichung noch Minimum angegeben.
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der die Ausreißer, also Sequenzen mit vorhergesagten Sekunda¨rstrukturen hoher Stabilita¨t,
verwirft.
7.3 Kreuzhybridisierung erzeugter Sequenzen
7.3.1 Einleitung
Das Modell zur Vermeidung von Kreuzhybridisierungen, das im in dieser Arbeit vorgestellten
Algorithmus zur Anwendung kommt, also die nb-Uniqueness, ist rein Zeichenketten-orientiert,
abstrahiert also stark von thermodynamisch detaillierten Modellen der Hybridisierung. Die
Hoffnung ist, daß durch eine genu¨gend starke qualitative Einschra¨nkung der Sequenza¨hnlichkeit
auch eine quantitative Einschra¨nkung der Stabilita¨t von Kreuzhybridisierungen erzielt wird
(siehe auch die theoretische Diskussion in Kapitel 4).
In diesem Experiment soll untersucht werden, wie realistisch diese Hoffnung ist. Dazu wer-
den die Stabilita¨tsunterschiede von erwu¨nschten und unerwu¨nschten Hybridisierungen fu¨r Se-
quenzmengen, die mit verschiedenen Parametern erzeugt wurden, gemessen und verglichen.
7.3.2 Material und Methoden
Fu¨r die Basisstrangla¨ngen nb ∈ {4, 5, 6, 7} und die Sequenzla¨ngen ns ∈ {8, 10, 12, 16, 20, 25, 30,
50, 100} wurden je 10 Sequenzmengen mit dem DNA-Sequence-Generator erzeugt. Es wur-
den keine weiteren Einschra¨nkungen der Sequenzeigenschaften vorgenommen. Zum Vergleich
wurden außerdem fu¨r jede Sequenzla¨nge 10 Mengen mit Zufallssequenzen generiert. Da die Be-
rechnung der beiden hier verwendeten Gu¨temaße fu¨r Sequenzmengen sehr rechenzeitintensiv
sind, wurden die Gro¨ßen der untersuchten Mengen auf 150 Sequenzen beschra¨nkt.
Fu¨r jede Sequenzmenge wurden zwei Werte gemessen. Die Energielu¨cke δF ist die Differenz
der freien Enthalpien der stabilsten unerwu¨nschten und der instabilsten beabsichtigten Hybri-
disierung [1] (s. Abschnitt 4.3.3). Außerdem wurde eine Mittelwert-Variante δFA gemessen.
Fu¨r diese werden zuna¨chst sowohl fu¨r die Menge der erwu¨nschten als auch fu¨r die Menge der
unerwu¨nschten Hybridisierungen jeweils der Mittelwert der freien Enthalpien berechnet, und
anschließend die Differenz dieser beiden Mittelwerte gebildet. Als erwu¨nschte Duplexe galten
die Paarungen von Sequenzen X mit ihrem perfekten Komplement X, als unerwu¨nscht Hybri-
disierungen sowohl zwischen zwei Sequenzen X und Y der Menge, wobei auch X = Y gelten
kann, und zwischen X und Y mit X 6= Y . Die minimale freie Enthalpie fu¨r einen Duplex wurde
wie in Abschnitt 4.2.2 beschrieben berechnet. Die beiden Sequenzen des Duplex wurden mit
einer 16 Basen langen Linkersequenz zu einem Einzelstrang verbunden, anschließend wurde
mit dem Programm RNAfold aus dem Vienna RNA Package [75] die Sekunda¨rstruktur mit
minimaler freier Enthalpie berechnet. Fu¨r eine ausfu¨hrlichere Beschreibung und Diskussion
dieser Methode siehe Abschnitt 4.2.2. Hier wurden allerdings die Berechnungen fu¨r eine Reak-
tionstemperatur von 37 ◦C durchgefu¨hrt, der Aufruf von RNAfold lautete hier also:
RNAfold -noGU -T 37 -C < sequences.txt > out.txt
Fu¨r jedes (nb, ns)-Paar und bei den Zufallssequenzen fu¨r jedes ns wurden die gemessenen Werte
von δF und δFA u¨ber die jeweils zehn Sequenzmengen gemittelt.
7.3.3 Ergebnisse und Diskussion
In Tabelle 7.3 sind die Ergebnisse, also die Mittelwerte und Standardabweichungen von δF
und δFA u¨ber je 10 Sequenzmengen zusammengefaßt. Fu¨r alle Sequenzla¨ngen ns ist eine Ver-
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Abbildung 7.3: Boxplot der Ensemble-Energien ∆GEE fu¨r die Sequenzla¨nge ns = 25, u¨ber alle
Basisstrangla¨ngen nb und die Zufallssequenzen (Z).
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Abbildung 7.4: Boxplot der Ensemble-Energien ∆GEE fu¨r die Sequenzla¨nge ns = 30, u¨ber alle
Basisstrangla¨ngen nb und die Zufallssequenzen (Z).
7.3. KREUZHYBRIDISIERUNG ERZEUGTER SEQUENZEN 95
-18.00
-16.00
-14.00
-12.00
-10.00
-8.00
-6.00
-4.00
-2.00
0.00
4 5 6 7 8 9 10 Z
n_b
D
e
l t a
G
_
E E
 
( k c
a
l / m
o
l )
Abbildung 7.5: Boxplot der Ensemble-Energien ∆GEE fu¨r die Sequenzla¨nge ns = 50, u¨ber alle
Basisstrangla¨ngen nb und die Zufallssequenzen (Z).
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Abbildung 7.6: Boxplot der Ensemble-Energien ∆GEE fu¨r die Sequenzla¨nge ns = 100, u¨ber
alle Basisstrangla¨ngen nb und die Zufallssequenzen (Z).
96 KAPITEL 7. EXPERIMENTE ZUM DNA-SEQUENCE-GENERATOR
ringerung der Energielu¨cke δF mit wachsender Basisstrangla¨nge nb zu erkennen (Abb. 7.7).
Es besta¨tigt sich also, daß eine Einschra¨nkung der Sequenza¨hnlichkeit mit der nb-Uniqueness
zumindest bei kleinen nb zu einer Erho¨hung der Spezifita¨t der Hybridisierung fu¨hrt. Fu¨r die
meisten Sequenzla¨ngen sind die Energielu¨cken der 7-uniquen Mengen a¨hnlich denen der Zu-
fallsmengen. Anscheinend bringt nur eine Einschra¨nkung von nb ≤ 6 eine Verbesserung der
Spezifita¨t gegenu¨ber den Zufallssequenzen. Ob die mit DSG erzeugten Mengen weniger Aus-
reißer nach unten, also Mengen mit geringer Energielu¨cke aufweisen als Zufallsmengen, kann
mit einem Stichprobenumfang von 10 Mengen nicht beantwortet werden, ist aber untersuchens-
wert.
Fu¨r mehrere (nb,ns)-Kombinationen sind die Energielu¨cken sogar negativ, d. h. es gibt
Kreuzhybridisierungen, die stabiler sind als die gewu¨nschten Duplexe. Dies ist fu¨r 8-mere mit
beliebigem nb der Fall, aber auch noch fu¨r ns = 20 und nb = 7. Insgesamt zeigt sich, daß mit
wachsender Sequenzla¨nge ns auch die Basisstrangla¨nge nb gro¨ßer wird, ab der die Energielu¨cke
negativ wird. Entscheidend fu¨r die Vermeidung von Kreuzhybridisierung ist also nicht alleine
die Wahl eines kleinen nb, sondern die Beru¨cksichtigung eines geeigneten Verha¨ltnissen von ns
zu nb.
Die Mittelwert-Variante der Energielu¨cke δFA ist fu¨r ein festes ns u¨ber alle Werte von nb
und auch fu¨r die Zufallssequenzen gleich, die geringen Unterschiede der Mittelwerte liegen in-
nerhalb der Standardabweichungen. Im Mittel sind die Stabilita¨ten sowohl der erwu¨nschten als
auch der unerwu¨nschten Hybridisierungen unabha¨ngig von der Basisstrangla¨nge, die gro¨ßeren
Energielu¨cken δF bei kleineren Werten von nb mu¨ssen also daraus resultieren, daß die einzel-
nen freien Enthalpien der Sequenzpaare na¨her beieinander liegen. Es ist unwahrscheinlich, daß
ein solches Zusammenru¨cken unter den erwu¨nschten Hybridisierungen geschieht, da es keinen
ersichtlichen Grund gibt, warum eine Verku¨rzung der Basisstrangla¨nge alleine zu stabileren
Sequenzen fu¨hren sollte. Eine Verkleinerung der Streubreite der Kreuzhybridisierungen bei
gleichbleibendem Mittelwert bedeutet aber, daß nicht nur extrem stabile, sondern auch extrem
instabile Kreuzhybridisierungen verhindert werden. Eine genauere Ursachenanalyse wu¨rde eine
Untersuchung der entsprechenden extrem stabil bzw. instabil kreuzhybridisierenden Sequenz-
paare erfordern.
7.4 Vergleich mit vero¨ffentlichten Bibliotheken
7.4.1 Einleitung
Um die Qualita¨t der Ausgabe des Graphalgorithmus mit der anderer Algorithmen zu ver-
gleichen, wurden einige vero¨ffentlichte Sequenzbibliotheken gewa¨hlt, mit dem DNA-Sequence-
Generator Mengen gleicher Gro¨ße erzeugt, und mehrere Eigenschaften jeweils beider Mengen
gemessen [54].
7.4.2 Material und Methoden
Fu¨r jede Sequenzbibliothek aus der Literatur wurde mit dem DNA-Sequence-Generator eine
Menge mit gleich vielen Sequenzen gleicher La¨nge erzeugt. Dabei wurden die Sequenzeigen-
schaften wie unten angegeben beschra¨nkt. Gemessen wurden die minimale La¨nge einzigartiger
Subsequenzen nb (entsprechend der nb-Uniqueness), die paarweise Homologie sowohl zwischen
den Sequenzen als auch zwischen Sequenzen und den Komplementen der anderen Sequenzen (s.
Abschnitt 4.1), die Energielu¨cke (s. Abschnitt 4.3.3), sowie die Schmelztemperatur. Die Ener-
gielu¨cke δF wurde nicht nur, wie von Ackermann und Gast definiert, als Differenz der freien
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δF δFA
ns = 8 4 5 6 7 Z 4 5 6 7 Z
Mittelwert -1.10 -6.70 -8.35 -10.69 -9.51 7.59 7.53 7.50 7.50 7.52
St.Abw. 1.60 1.61 0.67 0.89 1.66 0.18 0.07 0.10 0.17 0.12
δF δFA
ns = 10 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 3.03 -4.27 -6.85 -7.75 -9.50 11.85 11.64 11.53 11.61 11.66
St.Abw. 1.12 1.89 1.92 1.28 1.61 0.24 0.14 0.13 0.14 0.20
δF δFA
ns = 12 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 5.17 -3.20 -6.39 -5.83 -8.51 15.85 15.70 15.61 15.54 15.57
St.Abw. 1.48 2.36 2.31 1.59 2.93 0.34 0.22 0.19 0.19 0.23
δF δFA
ns = 16 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 9.44 3.68 -1.93 -3.43 -4.37 23.52 23.59 23.29 23.29 23.40
St.Abw. 3.01 2.32 1.43 2.19 2.56 0.48 0.13 0.10 0.17 0.15
δF δFA
ns = 20 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 21.38 12.01 2.09 -0.13 -0.56 31.87 31.11 30.88 30.82 30.85
St.Abw. 2.99 2.98 3.55 2.24 3.41 0.60 0.21 0.10 0.19 0.24
δF δFA
ns = 25 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 29.61 19.89 9.82 7.56 5.19 41.38 40.55 40.28 40.00 40.06
St.Abw. 3.73 1.69 2.47 2.03 2.98 1.09 0.25 0.14 0.29 0.20
δF δFA
ns = 30 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 39.71 25.60 20.17 13.80 9.53 50.50 49.88 49.40 49.25 49.12
St.Abw. 4.03 4.87 2.91 3.17 4.24 1.17 0.22 0.14 0.13 0.22
δF δFA
ns = 50 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 79.25 64.04 47.29 38.55 37.31 89.03 87.12 85.78 85.44 85.37
St.Abw. 6.77 4.59 4.48 2.10 4.77 2.27 0.41 0.24 0.20 0.30
δF δFA
ns = 100 4 5 6 7 Z 4 5 6 7 Z
Mittelwert 182.02 149.10 135.26 116.64 117.06 182.02 178.41 176.48 175.54 175.37
St.Abw. 7.50 10.65 9.21 5.15 5.79 7.50 1.40 0.56 0.19 0.58
Tabelle 7.3: Energielu¨cke fu¨r Sequenzmengen mit verschiedenen Parametern. Jede Teiltabelle
zeigt die Ergebnisse fu¨r eine Sequenzla¨nge ns ∈ {8, 10, 12, 16, 20, 25, 30, 50, 100}. Fu¨r jedes ns
wurden Sequenzmengen mit nb ∈ {4, 5, 6, 7} sowie eine Menge mit Zufallssequenzen (Z) un-
tersucht. Angegeben sind Mittelwerte und Standardabweichungen fu¨r Energielu¨cke δF (links)
und der Mittelwert-Variante δFA (rechts) jeweils u¨ber 10 Mengen.
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Abbildung 7.7: Vergleich der Energielu¨cken. Fu¨r die Sequenzla¨ngen ns ∈ {8, 12, 20, 30, 50, 100}
sind die Mittelwerte der Energielu¨cken δF in Abha¨ngigkeit der Basisstrangla¨nge nb angegeben.
Z kennzeichnet die Zufallsmengen. Man sieht deutlich die Verschlechterung der Energielu¨cke
mit wachsendem nb. Ungu¨nstige Verha¨ltnisse von ns zu nb fu¨hren außerdem zu negativen
Energielu¨cken.
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Enthalpien von instabilster gewu¨nschter und stabilster unerwu¨nschter Hybridisierung gemes-
sen [1], sondern auch in einer Mittelwert-Variante δFA. Fu¨r diese werden zuna¨chst sowohl fu¨r
die Menge der erwu¨nschten als auch fu¨r die Menge der unerwu¨nschten Hybridisierungen jeweils
der Mittelwert der freien Enthalpien berechnet, und anschließend die Differenz dieser beiden
Mittelwerte gebildet. Das Vorgehen bei der Berechnung der freien Enthalpien war dasselbe
wie beim Experiment zu Kreuzhybridisierungen in erzeugten Sequenzmengen (s. Abschnitt
7.3). Sa¨mtliche Schmelztemperaturen wurden nach dem nearest-Neighbor-Modell mit Parame-
tern der SantaLucia-Gruppe [145] und fu¨r eine DNA-Konzentration von 2 · 10−7 M und eine
Na+-Konzentration von 0.05 M berechnet.
Fu¨r genauere Beschreibungen der Generierungsalgorithmen aus der Literatur siehe Kapitel
5. Die Sequenzen selbst sind unter ”Ergebnisse und Diskussion“ angegeben.
Neun 15-mere und drei 20-mere von Arita et al. Diese Sequenzen wurden mit einem
Genetischen Algorithmus gefunden, der Hamming-Distanz, Basenwiederholung, GC-Gehalt,
falsche Positionierung von Restriktionsschnittstellen und Hybridisierung am 3′-Ende beru¨ck-
sichtigt [17].
Zur Erzeugung einer Konkurrenzmenge wurden folgende Anforderungen an den DNA-
Sequence-Generator gestellt:
• nb = 5
• fu¨r die 20-mere ein GC-Gehalt von 50 %, fu¨r die 15-mere zwischen 50 und 54 % (wegen
der ungeraden Sequenzla¨nge ist ein GC-Gehalt von genau 50 % nicht mo¨glich)
• fu¨r die 20-mere eine Schmelztemperatur zwischen 62 und 63 ◦C, fu¨r die 15-mere zwischen
49 und 52 ◦C
• keine Subsequenz aus drei oder mehr aufeinanderfolgenden Guanin-Basen
• eine maximale Homologie von 0.5
Sieben 20-mere von Deaton et al. Auch diese Bibliothek wurde mit einem GA erzeugt
[45]. Hierbei sollten mo¨glichst wenige Sequenzpaare eine bestimmte Hamming-Distanz unter-
schreiten.
Zur Erzeugung einer Konkurrenzmenge wurden folgende Anforderungen an den DNA-
Sequence-Generator gestellt:
• nb = 5
• ein GC-Gehalt von 50 %
• eine Schmelztemperatur zwischen 58 und 60 ◦C
• keine Subsequenz aus drei oder mehr aufeinanderfolgenden Guanin-Basen
• eine maximale Homologie von 0.35
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Zwanzig 15-mere von Faulhammer et al. Diese Sequenzen wurden mit dem Programm
PERMUTE solange zufa¨llig mutiert, bis sie mehrere Anforderungen erfu¨llten: Zwei 20 Ba-
sen lange Subsequenzen beliebiger Konkatenationen1 mu¨ssen sich um mindestens 15 Basen
unterscheiden, eine Subsequenz der La¨nge 7 darf nicht zusammen mit ihrem Komplement
vorkommen, die Schmelztemperaturen sollten nahe bei 45 ◦C liegen [52].
Zur Erzeugung einer Konkurrenzmenge wurden folgende Anforderungen an den DNA-
Sequence-Generator gestellt:
• nb = 5
• ein GC-Gehalt von 40 %
• eine Schmelztemperatur zwischen 44 und 46 ◦C
• keine Subsequenz aus drei oder mehr aufeinanderfolgenden Guanin-Basen
• eine maximale Homologie von 0.5
Sieben 20-mere von Shin et al. Auch hier wurde ein Evolutiona¨rer Algorithmus ver-
wendet, der verschiedene auf dem H-Maß basierende Una¨hnlichkeitsbewertungen, GC-Gehalt,
Schmelztemperatur, Selbstkomplementarita¨t und kontinuierliche Basenwiederholungen als Fit-
ness verwendet [153].
Zur Erzeugung einer Konkurrenzmenge wurden folgende Anforderungen an den DNA-
Sequence-Generator gestellt:
• nb = 5
• ein GC-Gehalt von 50 %
• eine Schmelztemperatur zwischen 60 und 62 ◦C
• keine Subsequenz aus drei oder mehr aufeinanderfolgenden Guanin-Basen
• eine maximale Homologie von 0.4
Vierzehn 20-mere von Tanaka et al. Mit a¨hnlichen Fitnesskriterien wie bei Shin et al.,
aber durch Simulated Annealing wurde diese Sequenzmenge erzeugt [162].
Zur Erzeugung einer Konkurrenzmenge wurden folgende Anforderungen an den DNA-
Sequence-Generator gestellt:
• nb = 5
• ein GC-Gehalt von 50 %
• eine Schmelztemperatur zwischen 59 und 62 ◦C
• keine Subsequenz aus drei oder mehr aufeinanderfolgenden Guanin-Basen
• eine maximale Homologie von 0.4
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Arita et al. DSG
Sequenzen ccgtcttcttctgct aaagccgtcgtttcc
ttccctccctctctt ttgtggtactctgcg
cgtcctcctcttgtt tattagatggccgcc
ccccttcttgtcctt ctagctcctttgtcg
tgcccctcttgttct gcattgtagtggctg
ctcctcttccttgct ggcatatagcgtgac
cttctcccttcctct gttattgcgacctcg
ccttccttccctctt agtcatggaccaacg
tccccttgtgtgtgt gaacggttaccgatc
gagagagaggccccctatcc aaagacgtgtgaagtgcgct
gaagagaagggcacccctcc gacgaaagttcagcagcgaa
gtggtgttgcgtcccttccc tgttaaaatcaggctcgcgc
nb 10 5
Homologie 0.00 bis 0.73 0.27 bis 0.47
0.38 (± 0.19) 0.39 (± 0.06)
δF (kcal/mol) 2.60 12.2
δFA (kcal/mol) 24.09 23.62
Tm (◦C) (15-mere) 49.29 bis 52.79 49.29 bis 51.76
50.61 (± 1.12) 50.63 (± 0.85)
Tm (◦C) (20-mere) 62.56 bis 62.72 62.08 bis 62.56
62.61 (± 0.13) 62.34 (± 0.24)
Tabelle 7.4: Vergleich der Arita-Bibliothek [17] mit einer mit DSG erzeugten Bibliothek. Ge-
zeigt werden die Sequenzen, die minimale La¨nge einzigartiger Subsequenzen nb, sowie Homo-
logie, Energielu¨cke δF , deren Mittelwert-Variante δFA und Schmelztemperatur Tm. In den
Feldern fu¨r Homologie und Tm stehen in der ersten Reihe Minimal- und Maximalwert in der
jeweiligen Sequenzmenge, in der zweiten Durchschnitt und Standardabweichung. Die Schmelz-
temperatur wurde jeweils fu¨r die beiden Teilmengen der 15- und der 20-mere getrennt gemittelt.
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7.4.3 Ergebnisse und Diskussion
Vergleich mit Arita et al. Bemerkenswert ist an der Arita-Menge der sehr kleine Bereich
der Schmelztemperaturen, der erreicht wurde (Tab. 7.4), obwohl der GA nur auf einen mo¨glichst
gleichen GC-Gehalt der Sequenzen hin optimiert, also ein eigentlich nur sehr ungenaues Modell
fu¨r die Schmelztemperatur verwendet. Allerdings bestehen die 15-mere hauptsa¨chlich aus Cy-
tosin und Thymin, es werden also nur wenige nearest-Neighbor-Paare immer wieder verwendet,
was die A¨hnlichkeit der Schmelztemperaturen, die nach dem nearest-Neighbor-Modell berech-
net wurden, erkla¨rt. Gleiches gilt fu¨r die untereinander sehr a¨hnlich aussehenden 20-mere.
Der DSG erzielt mit expliziter Einschra¨nkung der Schmelztemperatur eine a¨hnlich schmale
Bandbreite. Allerdings sind diese Sequenzen nicht nur dem Augenschein nach bereits wesentlich
una¨hnlicher als die Arita-Sequenzen, auch die Messungen besta¨tigen diesen Eindruck. Insbe-
sondere ist die minimale La¨nge einmaliger Subsequenzen nb fu¨r die Arita-Menge wesentlich
ho¨her als fu¨r die DSG-Menge. Nicht nur kommt der 9-mer cctcttgtt zweimal vor (zweite und
vierte Sequenz), was bei 15-meren schon zu einer hohen Verwechslungsgefahr fu¨hren kann, es
gibt 17 7-mere, die als Subsequenz doppelt vorkommen.
Der Unterschied in der Sequenza¨hnlichkeit zeigt sich auch in der Homologie. Zwar sind die
Durchschnittswerte fast gleich, aber in der Arita-Menge schwankt die paarweise Homologie sehr
stark. Die Paare mit ”perfekter Una¨hnlichkeit“ (Homologie = 0.0) ergeben sich dadurch, daß
in einigen 15-meren weder Adenin noch Guanin vorkommt, deren Komplemente also nur aus
Adenin und Guanin bestehen. Da bei der Homologiemessung auch mit den Komplementa¨rse-
quenzen verglichen wurde, kann bei einem solchen Sequenzpaar keine Base u¨bereinstimmen.
Die Betrachtung der A¨hnlichkeit der 15-mere unter sich, also ohne die Komplemente, ergibt
sehr hohe Homologien, insbesondere auch das Maximum von 0.73. Die DSG-Menge zeigt eine
viel schmalere Bandbreite von Homologien, da die erzwungene nb-Uniqueness zu eine Una¨hn-
lichkeit sowohl der Sequenzen untereinander als auch gegenu¨ber ihren Komplementen fu¨hrt.
Auch die Energielu¨cke spiegelt die mangelnde Sequenzuna¨hnlichkeit der Arita-Menge wie-
der. Wa¨hrend die Mittelwerte von erwu¨nschten und unerwu¨nschten Hybridisierungen in beiden
Mengen jeweils gleich weit voneinander entfernt liegen, zeigen die δF -Werte einen deutlichen
Unterschied. Die instabilste erwu¨nschte Konformation ist in der Arita-Menge also kaum stabiler
als die stabilste unerwu¨nschte.
Vergleich mit Deaton et al. Mit einer minimalen La¨nge einzigartiger Subsequenzen von
nb = 9 ist die Sequenza¨hnlichkeit in der Deaton-Menge deutlich ho¨her als in der DSG-Menge
(Tab. 7.5). Immerhin fu¨nf 6-mere und drei 7-mere kommen doppelt vor. Die durchschnitt-
liche Homologie bei beiden Mengen ist a¨hnlich. Wa¨hrend aber in der DSG-Menge fast alle
Sequenzpaare eine Homologie von 0.35 besitzen, gibt es in der Deaton-Menge mehr Ausreißer.
Ein a¨hnliches Bild zeigen die Energielu¨cken. Wa¨hrend fu¨r die Mittelwert-Variante bei bei-
den Mengen etwa gleiche Werte gemessen wurden, ist δF gegenu¨ber der DSG-Menge nahezu
halbiert.
Die Schmelztemperaturen fallen bei der DSG-Menge in einen wesentlich kleineren Bereich
als bei der Deaton-Menge. Dies ist nicht u¨berraschend, da die Schmelztemperatur bei der
Erzeugung der Deaton-Menge u¨berhaupt nicht beachtet wurde, nicht einmal in Form des GC-
Gehalts.
1die Konkatenationen enthalten dabei noch kurze Spacer-Sequenzen, die hier nicht betrachtet werden.
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Deaton et al. DSG
Sequenzen cttgtgaccgcttctgggga aaagccgtcgtttaaggacc
cattggcggcgcgtaggctt accattttggaggtggaacg
atagagtggatagttctggg tatatcgtagagccacacgc
gatggtgcttagagaagtgg tccgcgtactgataatcctc
tgtatctcgttttaacatcc atatgcttaggcacggttgg
gaaaaaggaccaaaagagag tctcgtgaattggtctggac
ttgtaagcctactgcgtgac ttactcatctctgtgacgcc
nb 9 5
Homologie 0.25 bis 0.50 0.25 bis 0.35
0.35 (± 0.07) 0.34 (± 0.03)
δF (kcal/mol) 12.84 22.73
δFA (kcal/mol) 30.78 30.94
Tm (◦C) 52.67 bis 68.91 58.34 bis 59.86
59.21 (± 5.57) 59.18 (± 0.61)
Tabelle 7.5: Vergleich der Deaton-Bibliothek [45] mit einer mit DSG erzeugten Bibliothek. Das
Format entspricht dem von Tabelle 7.4.
Vergleich mit Faulhammer et al. Die minimale La¨nge einzigartiger Subsequenzen nb ist
auch in der Faulhammer-Menge ho¨her als in der dazu konkurrierenden DSG-Menge (Tab. 7.6).
Es gibt zwar nur einen doppelt auftauchenden 7-mer (tttctcc), aber 17 doppelt und zwei drei-
fach vorkommende 6-mere, sowie drei selbstkomplementa¨re 6-mere. Dies verletzt offensichtlich
das Designkriterium, daß innerhalb eines 20-Basen-Fensters u¨ber Konkatenationen mindestens
15 Mismatches bestehen mu¨ssen. Bzgl. der durchschnittlichen Homologie sind sich beide Men-
gen a¨hnlich, jedoch ist auch hier die Schwankung in der vorgegebenen Bibliothek gro¨ßer als in
der mit DSG erzeugten.
Diese hohen Sequenza¨hnlichkeiten in der Faulhammer-Menge schlagen sich auch in den
Energielu¨cken nieder. Die Mittelwert-Varianten sind vergleichbar gut, die Extremwert-Lu¨cke
δF ist dagegen fu¨r die Faulhammer-Menge nicht nur schlechter als fu¨r die DSG-Menge, sie
ist sogar negativ. D. h. die stabilste unerwu¨nschte Konformation ist stabiler als die instabil-
ste erwu¨nschte. Eine genauere Analyse zeigt, daß die stabilste Fehlhybridisierung (∆G37 =
−11.17 kcal/mol) zwischen der achten und dem Komplement der dritten Sequenz prognosti-
ziert wurde (Abb. 7.8), wa¨hrend der instabilste erwu¨nschte Duplex aus der zwanzigsten Sequenz
und ihrem Komplement besteht. Dessen geringe Stabilita¨t wird schon durch den geringen GC-
Gehalt angedeutet. Faulhammer et al. berichten im Artikel auch von Problemen, die zu einer
falschen Lo¨sung gefu¨hrt haben, fu¨hren diese aber auf Deletionen und Punktmutationen nach
Klonierung zuru¨ck.
Daß die Sequenzen der Faulhammer-Menge hier eine durchschnittliche Schmelztemperatur
von 42 ◦C haben anstatt wie vom Suchalgorithmus beabsichtigt 45 ◦C, liegt vermutlich an
verschiedenen Parametern zur Berechnung der Schmelztemperaturen (in der Vero¨ffentlichung
finden sich dazu leider keine Angaben). Davon abgesehen zeigen die Schmelztemperaturen
breitere Schwankungen als in der DSG-Menge.
Vergleich mit Shin et al. Die Shin-Bibliothek zeigt eine nur etwas gro¨ßere minimale La¨nge
einzigartiger Subsequenzen als die entsprechende DSG-Menge (Tab. 7.7). Es gibt nur einen
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Faulhammer et al. DSG
Sequenzen ctcttactcaattct aaagccgtcaaatac
catatcaacatctta tacctttttgtctcg
atcctccacttcaca taagtatatcgtgcc
ttaaaatcttccctc agtgacactagcatt
ctatttctccacacc aagctattgattggc
gcttcaaacaattcc cttctctcacctata
aactctcaaattcaa ttacagcgttttacc
ctaacctttacttca ggcaagaggaataat
cattccttatcccac tggtaggccatttaa
caccctttctcctct cacttgagtacaaca
tcctcacattactta ggatgtccttgttta
acttcctttatatcc gcgaaaattaactcc
ttataacaaacatcc gtctgagctgataaa
acataaccctcttca acaggcgtatctaat
accttactttccata gatccggttactaaa
gtacattctccctac atgaggcagtcttta
cataatcttatattc tgcgactatgttatg
ataatcacatacttc acctgactcgtaata
tccaccaactaccta accaaaccatgatga
ttttaaatttcacaa gtaccgttgaattgt
nb 8 5
Homologie 0.13 bis 0.67 0.20 bis 0.47
0.39 (± 0.10) 0.39 (± 0.06)
δF (kcal/mol) -0.18 9.89
δFA (kcal/mol) 17.78 19.37
Tm (◦C) 33.44 bis 40.00 44.01 bis 46.00
42.00 (± 4.12) 45.25 (± 0.59)
Tabelle 7.6: Vergleich der Faulhammer-Bibliothek [52] mit einer mit DSG erzeugten Bibliothek.
Das Format entspricht dem von Tab. 7.4.
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Abbildung 7.8: Stabilste unerwu¨nschte Konformation der Faulhammer-Bibliothek mit ∆G37 =
-11.17 kcal/mol. Die N bezeichnen die nichthybridisierenden Basen der Linkersequenz. Außer-
dem ist T(hymin) durch U(racil) ersetzt, da RNAfold die Sequenzen als RNA betrachtet, nicht
als DNA.
Shin et al. DSG
Sequenzen aggcgagtatggggtatatc aaagccgtcgtttaaggagc
cctgtcaacattgacgctca tagtcgcgtgatttggaagg
ttatgattccactggcgctc tacgtctcgaactgatagcg
atcgtactcatggtccctac cttcgtgtcggccatcatat
cgctccatccttgatcgttt tcatgttggcaccgtatgca
cttcgctgctgataacctca ggttcttacgctctactgca
gagttagatgtcacgtcacg ttacacttgaagctggctcg
nb 7 5
Homologie 0.25 bis 0.55 0.30 bis 0.40
0.37 (± 0.06) 0.37 (± 0.04)
δF (kcal/mol) 23.93 23.23
δFA (kcal/mol) 31.43 30.46
Tm (◦C) 56.95 bis 62.08 60.30 bis 61.08
59.76 (± 2.00) 60.79 (± 0.24)
Tabelle 7.7: Vergleich der Shin-Bibliothek [153] mit einer mit DSG erzeugten Bibliothek. Das
Format entspricht dem von Tab. 7.4.
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Tanaka et al. DSG
Sequenzen cgagacatcgtgcatatcgt aaagccgtcgtttaaggagc
tatagcacgagtgcgcgtat tagtcgcgtgatttggaagg
gatctacgatcatgagagcg tacgtctcgaactgatagcc
tctgtactgctgactcgagt gctgtctttcgtcaataccg
cgagtagtcacacgatgaga tgatcttgtaaaggccaggc
agatgatcagcagcgacact tgcagaaaaactatgccgcc
tgtgctcgtctctgcatact ctgaacggaatctagtagcg
agacgagtcgtacagtacag tacgatacttggcgagccat
atgtacgtgagatgcagcag gcgcggacaattcattggtt
atcactactcgctcgtcact aatcgcagtacagatggtgg
tcagagatactcacgtcacg gtctacggttctcttacgct
gacagagctatcagctactg cttaggcaggtgccacatat
gctgacatagagtgcgatac ggatgaccagagcacttcaa
acatcgacactactacgcac ccgcaatccggtgaaattag
nb 9 5
Homologie 0.25 bis 0.45 0.25 bis 0.40
0.38 (± 0.05) 0.36 (± 0.04)
δF (kcal/mol) 14.96 19.32
δFA (kcal/mol) 29.16 30.74
Tm (◦C) 58.82 bis 62.81 59.34 bis 61.69
60.62 (± 1.18) 60.33 (± 0.73)
Tabelle 7.8: Vergleich der Tanaka-Bibliothek [162] mit einer mit DSG erzeugten Bibliothek.
Das Format entspricht dem von Tab. 7.4.
doppelt vorkommenden 6-mer sowie einen dreifach und sieben doppelt vorkommende 5-mere.
Auch der Unterschied in der Homologie ist zwischen beiden Mengen recht gering, es zeigen sich
aber auch hier wieder gro¨ßere Schwankungen bei der vorgegebenen Menge.
Die Energielu¨cken sind bei beiden Mengen etwa gleich groß. Die Schmelztemperaturen
liegen bei der DSG-Menge in einem deutlich engeren Bereich, dessen Breite ist jedoch auch bei
der Shin-Menge bereits akzeptabel.
Vergleich mit Tanaka et al. Mit nb = 9 zeigt die Tanaka-Menge eine deutlich gro¨ßere
minimale La¨nge einzigartiger Subsequenzen als die DSG-Menge (Tab. 7.8). Sie entha¨lt zwei
doppelt vorkommende 8-mere und einen selbstkomplementa¨ren 8-mer sowie 13 doppelt vor-
kommende 7-mere. Dafu¨r ist die Homologie bei beiden Mengen a¨hnlich, auch in der Gro¨ße der
Schwankungen.
Die Energielu¨cke δF ist bei der Tanaka-Menge deutlich kleiner als bei der DSG-Menge,
wa¨hrend die Mittelwert-Variante in beiden Fa¨llen etwa gleich ist. Die Schmelztemperaturen
zeigen wiederum bei der DSG-Menge eine geringere Streuung, diese ist aber auch bei der
Tanaka-Bibliothek akzeptabel.
Fazit Wie der Vergleich zeigt, kann der DNA-Sequence-Generator Sequenzmengen erzeugen,
die nicht nur mit anderen, vero¨ffentlichten Mengen vergleichbar sind, sondern die oft sogar
besser sind, sowohl bzgl. der Sequenzuna¨hnlichkeit als auch bzgl. der Schmelztemperatur. Bei
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den meisten Mengen gelang die Generierung einer ausreichenden Anzahl von Sequenzen un-
ter den angegebenen Einschra¨nkungen der Eigenschaften bereits im ersten Versuch, fu¨r keine
Menge mußten mehr als drei Versuche unternommen werden. Außerdem wurden auch die Ein-
schra¨nkungen nicht erst nach Analyse der vero¨ffentlichten Bibliotheken gewa¨hlt, um diese auf
jeden Fall zu schlagen, sondern es wurde versucht, eine mo¨glichst gute Menge zu erzeugen, und
erst diese anschließend mit der vero¨ffentlichten verglichen.
Sta¨rkste Konkurrenz fu¨r den graphbasierten Algorithmus sind die evolutiona¨ren Verfahren,
die viele verschiedene Eigenschaften als Fitness-Kriterien beru¨cksichtigen.
Desweiteren suggerieren die Ergebnisse, daß eine gro¨ßere Basisstrangla¨nge nb mit einer
geringeren Energielu¨cke δF , also einem kleineren Sto¨rabstand zwischen erwu¨nschter und un-
erwu¨nschter Hybridisierung, korrespondiert.
7.5 Erstellung einer Oligomer-Bibliothek fu¨r die DDI
7.5.1 Einleitung
Ein wichtiges Werkzeug zur Untersuchung der Funktion von Proteinen sind Protein-
Microarrays. Die direkte Immobilisierung der Proteine auf dem Tra¨ger ist problematisch, da
u. a. die Funktionalita¨t der Proteine auf der Oberfla¨che eingeschra¨nkt wird. Bei der DNA-
Directed Immobilization (DDI) werden die Proteine mit DNA-Oligomeren verbunden, die kom-
plementa¨r zu Sonden auf einem DNA-Microarray sind. Durch die Hybridisierung der DNA-
Moleku¨le werden die Proteine immobilisiert, ohne daß sie mit der Oberfla¨che in Beru¨hrung
kommen mu¨ssen (s. Abschnitt 3.2.2). Hierfu¨r ist es erforderlich, daß die Oligomere spezifisch
sowie mit hoher und fu¨r alle Oligomere gleicher Effizienz hybridisieren. Die gleiche Problem-
stellung ergibt sich natu¨rlich auch fu¨r andere Anwendungen fu¨r DNA-Microarrays, wie z. B.
dem oberfla¨chenbasierten DNA-Computing (s. Abschnitt 3.2.1).
In diesem Experiment, durchgefu¨hrt in Zusammenarbeit mit der Arbeitsgruppe von Prof.
Niemeyer am Fachbereich Chemie der Universita¨t Dortmund. wurde eine Sequenz-Bibliothek
fu¨r die DDI generiert und ihre Qualita¨t in vitro u¨berpru¨ft [55]. Zum Vergleich wurde eine
vero¨ffentlichte Bibliothek einer anderen Gruppe ebenfalls getestet.
7.5.2 Material und Methoden
Zum Vergleich wurde die Bibliothek aus 14 20-meren von Tanaka et al. [162] gewa¨hlt, da diese
im theoretischen Vergleich sehr gut abgeschnitten hatte (s. Abschnitt 7.4). Die Sequenzen von
Shin et al. sind zwar nach den dabei untersuchten Kriterien noch besser, allerdings ist die
Bibliothek mit nur sieben Sequenzen zu klein.
Mit dem DNA-Sequence-Generator wurde eine Menge von 14 22-meren mit folgenden Ei-
genschaften erzeugt:
• Die Basisstrangla¨nge betra¨gt nb = 5
• Der GC-Gehalt wurde auf 50 % beschra¨nkt.
• Die Schmelztemperatur wurde auf 62 bis 64 ◦C beschra¨nkt.
• Nicht mehr als zwei Guanin-Basen du¨rfen unmittelbar aufeinander folgen.
Die Schmelztemperaturen wurden nach dem nearest-Neighbor-Modell mit den Parametern
der SantaLucia-Gruppe [145] fu¨r eine DNA-Konzentration von 2 · 10−7 M und eine Na+-
Konzentration von 0.05 M berechnet.
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Name Sequenz ∆Gss25 ∆G
ss
37 Tm ∆G
pm
37
(kcal/mol) (kcal/mol) (◦C) (kcal/mol)
F1 CCTGCGTCGTTTAAGGAAGTAC -0.45 0.00 62.2 -26.96
F2 CAGCCAAGATTCTTTTACCGCC 0.00 0.00 63.1 -27.16
F3 CCATCATGTGTGCCGAGATATG 0.00 0.00 62.6 -26.29
F4 CTTCTCCTAACTGCACGGAATG -0.25 0.00 63.0 -26.50
F5 GGTCCGGTCATAAAGCGATAAG -0.52 0.00 62.2 -26.61
F6 GTCCTCGCCTAGTGTTTCATTG 0.00 0.00 62.2 -26.77
F7 GGATCTGGCGCATAGACAATTC -0.23 0.00 62.7 -26.93
F8 CACGTCACTGTTAATCCGAAGC -0.14 0.00 62.7 -27.36
F9 GTGGAAAGTGGCAATCGTGAAG -0.24 0.00 62.4 -27.41
F10 GGACGAATACAAAGGCTACACG 0.00 0.00 62.1 -26.89
F11 CAAGGTCTGCTTGATTTGGAGG -2.82 -1.70 62.2 -26.55
F12 GTTTTGAACGTAGTAGAGCCGG -0.79 -0.30 62.2 -26.96
F13 GTAGGTGTCGGTGCGAAATTAG -1.20 -0.40 62.1 -26.89
F14 CTAGAACCGTTACGAGTTTGCG -1.44 0.00 63.5 -27.28
Tabelle 7.9: Oligomer-Sequenzen der F-Bibliothek, generiert mit dem DNA-Sequence-
Generator. Gezeigt werden die Sequenzen in 5′ → 3′-Richtung, die minimale freie Enthalpie
von Sekunda¨rstrukturen gema¨ß Vorhersage mit RNAfold fu¨r 25 ◦C (∆Gss25) und 37 ◦C (∆Gss37).
Schmelztemperatur (Tm) und freie Enthalpie der perfekten Duplexe ∆G
pm
37 wurden nach dem
nearest-Neighbor-Modell mit Parametern von SantaLucia et al. berechnet [145]. Die ersten
zehn Sequenzen wurden fu¨r die in vitro-Untersuchung ausgewa¨hlt.
Um die Gefahr von einzelstra¨ngigen Sekunda¨rstrukturen zu minimieren, wurden fu¨r alle 14
Sequenzen Sekunda¨rstrukturen mit Hilfe des RNAfold Webservers vorhergesagt, der auch ther-
modynamische Parameter fu¨r DNA zur Verfu¨gung stellt [74]. Die zehn Sequenzen F1 bis F10,
deren vorhergesagten Sekunda¨rstrukturen die geringste Stabilita¨t fu¨r 25 ◦C besitzen, bilden
die endgu¨ltige F-Bibliothek. Diese Oligos zeigen praktisch keine Sekunda¨rstrukturen fu¨r 37 ◦C
(Tab. 7.9). Dieselbe Auswahl wurde fu¨r die Sequenzen der Tanaka-Menge durchgefu¨hrt (Tab.
7.10), so daß die T-Bibliothek die 10 Oligomere T1 bis T10 mit den instabilsten vorhergesagten
Sekunda¨rstrukturen entha¨lt. Zum Suchalgorithmus fu¨r die Tanaka-Menge siehe Kapitel 5, fu¨r
eine theoretische Analyse in silico siehe Abschnitt 7.4.
Fu¨r die in vitro-Analyse, die von der Niemeyer-Gruppe durchgefu¨hrt wurde, wurden
die Komplemente der ausgewa¨hlten Oligos (cF1 bis cF10 und cT1 bis cT10) auf einem
Glastra¨ger befestigt. An die Oligomere F1 bis F10 und T1 bis T10 wurden Streptavidin-
Moleku¨le angeha¨ngt, um deren Einfluß auf die Hybridisierung bei der DDI zu beru¨cksichti-
gen. Die Streptavidin-Moleku¨le waren außerdem mit dem Fluoreszenz-Farbstoff Cy5 markiert,
um die Hybridisierungseffizienz durch Lichtintensita¨t messen zu ko¨nnen. Anschließend wur-
den die Oligomer-Streptavidin-Konjugate auf das Microarray gegeben und so Hybridisierung
ermo¨glicht. Schließlich wurden Fluoreszenzintensita¨ten gemessen. Fu¨r biochemische Details
dieses Protokolls verweise ich auf [55].
7.5.3 Ergebnisse und Diskussion
Die Signalintensita¨ten fu¨r beide Bibliotheken sind in den Tabellen 7.11 und 7.12 zusammenge-
faßt und in Abbildung 7.9 veranschaulicht. Die Angaben sind in ”arbitrary units“(a.u.) gemes-
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Name Sequenz ∆Gss25 ∆G
ss
37 Tm ∆G
pm
37
(kcal/mol) (kcal/mol) (◦C) (kcal/mol)
T1 CGAGACATCGTGCATATCGT -1.84 -1.00 61.8 -24.95
T2 TCTGTACTGCTGACTCGAGT 0.00 0.00 60.5 -24.25
T3 CGAGTAGTCACACGATGAGA -1.42 -0.40 60.3 -23.93
T4 AGATGATCAGCAGCGACACT 0.00 0.00 62.1 -25.15
T5 TGTGCTCGTCTCTGCATACT -1.68 -0.70 61.6 -24.59
T6 AGACGAGTCGTACAGTACAG -1.41 -0.60 58.8 -23.92
T7 ATGTACGTGAGATGCAGCAG 0.00 0.00 60.9 -24.48
T8 ATCACTACTCGCTCGTCACT 0.00 0.00 61.0 -24.93
T9 GCTGACATAGAGTGCGATAC -0.35 0.00 59.6 -23.78
T10 ACATCGACACTACTACGCAC -0.46 0.00 59.0 -24.53
T11 TATAGCACGAGTGCGCGTAT -2.93 -2.20 62.8 -24.98
T12 GATCTACGATCATGAGAGCG -2.76 -1.90 60.6 -23.86
T13 TCAGAGATACTCACGTCACG -1.78 -1.10 59.5 -23.93
T14 GACAGAGCTATCAGCTACTG -4.47 -2.60 60.0 -23.01
Tabelle 7.10: Oligomer-Sequenzen der T-Bibliothek, aus der Vero¨ffentlichung von Tanaka et al.
entnommen [162]. Es gilt die Beschreibung zu Tabelle 7.9.
sen und beziehen sich auf eine Normierung durch das DNA-Microarray-Lesegera¨t. Wie man an
den Intensita¨ten der perfekten Duplex-Hybridisierungen (F1 mit cF1 usw.) erkennen kann, er-
zielte die F-Bibliothek mit einer durchschnittlichen Intensita¨t von 29849 ± 8395 a.u. wesentlich
sta¨rkere Signale als die T-Bibliothek mit 4727 ± 3550 a.u. Relativ gesehen sind dies Abwei-
chungen von ±28% (F1− F10) bzw. ±75% (T1− T10). Insbesondere zeigen die T-Sequenzen
eine maximale Abweichung von 156%, bei den F-Sequenzen betra¨gt diese nur 52%. Es ist nicht
klar, warum die T-Bibliothek viel schwa¨chere Signale zeigt als die F-Bibliothek, obwohl die
berechneten Schmelztemperaturen sehr a¨hnlich sind.
Um die Kreuzhybridisierung der Oligonukleotid-Streptavidin-Konjugate mit Sonden zu un-
tersuchen, die nicht das jeweilige perfekte Komplement sind, wurde auf Basis der Werte in
den Tabellen 7.11 und 7.12 ein Schwellenwert von 15 % der maximalen Signalintensita¨t eines
perfekten Duplex festgelegt, ab dem ein Signal als Kreuzhybridisierung angesehen wird. Dies
entspricht 3019 a.u. bei der F-Bibliothek und 79 a.u. bei der T-Bibliothek. Signale unterhalb
dieser Intensita¨tsschwelle gelten als Hintergrundrauschen, d. h. Signale durch Moleku¨le, die
sich ohne Hybridisierung auf der Oberfla¨che des Microarrays angelagert haben. Mit diesem
Schwellenwert zeigt die T-Bibliothek fu¨nf Kreuzhybridisierungen, die F-Bibliothek dagegen
keine.
Die starken Schwankungen der Hybridisierungseffizienz in der T-Bibliothek lassen sich nicht
durch die Schmelztemperaturen erkla¨ren, da diese hier a¨hnlich nah beieinander liegen (±1.13
◦C) wie in der F-Bibliothek (±0.36 ◦C). Schmelztemperaturen scheinen also nur ein schwaches
Maß fu¨r die Hybridisierungseffizienz zu sein, was sich auch mit Erkenntnissen in der Literatur
deckt [34]. Deutlichere Unterschiede zwischen den Bibliotheken sind zum Einen die wesent-
lich gro¨ßere Basisstrangla¨nge fu¨r nb-Uniqueness in der T-Bibliothek (9 gegenu¨ber 5 in der F-
Bibliothek), zum Anderen die kleinere Energielu¨cke (14.96 kcal/mol gegenu¨ber 19.32 kcal/mol)
zwischen stabilster unerwu¨nschter und instabilster erwu¨nschter Hybridisierung. Auch wenn
diese erste in vitro-Pru¨fung nicht umfangreich genug ist, um wirklich sichere Schlu¨sse ziehen
zu ko¨nnen, gibt das Ergebnis doch Grund zur Annahme, daß das fu¨r den DNA-Sequence-
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F1 F2 F3 F4 F5 F6 F7 F8 F9 F10
cF10 56 110 68 70 110 111 73 91 60 22655
cF9 58 61 84 72 64 82 142 73 20124 469
cF8 57 180 115 132 293 591 249 25847 59 57
cF7 56 77 1722 1545 176 117 20459 66 59 59
cF6 56 171 75 59 101 45428 65 195 66 57
cF5 58 115 89 113 33477 80 198 65 59 62
cF4 58 89 110 43646 1703 72 2328 62 54 58
cF3 58 326 30814 76 62 82 128 396 58 56
cF2 71 28430 144 57 59 89 62 60 219 79
cF1 27605 203 203 356 243 277 161 690 63 59
Tabelle 7.11: Fluoreszenzsignal-Intensita¨ten des DDI-Experiments mit der F-Bibliothek des
DNA-Sequence-Generators. Die Intensita¨ten der perfekten Duplexe sind fett gedruckt. Es zeigt
sich keine Kreuzhybridisierung bei einem Schwellenwert von 15 % der niedrigsten Intensita¨t
eines perfekten Duplex (= 3019 a.u.).
T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
cT10 42 47 44 1092 51 44 49 70 1326 4174
cT9 43 48 47 59 54 45 51 59 5087 73
cT8 45 47 45 57 52 51 52 525 56 58
cT7 50 51 100 64 52 52 3360 46 57 68
cT6 45 46 50 54 88 4506 58 40 48 56
cT5 41 44 45 57 1522 44 48 45 60 52
cT4 45 49 51 12128 54 48 59 50 63 79
cT3 52 49 604 62 55 49 53 60 59 67
cT2 75 5881 52 65 56 53 58 47 56 75
cT1 9483 105 56 64 57 53 62 45 53 66
Tabelle 7.12: Fluoreszenzsignal-Intensita¨ten des DDI-Experiments mit der T-Bibliothek aus
[162]. Die Intensita¨ten der perfekten Duplexe sind fett gedruckt. Es zeigt sich eine sta¨rke-
re Abweichung unter diesen Intensita¨ten als in der F-Bibliothek. Außerdem sind fu¨r einen
Schwellenwert von 15 % der niedrigsten Intensita¨t eines perfekten Duplex (= 79 a.u.) mehrere
Kreuzhybridisierungen zu beobachten (unterstrichen)
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Abbildung 7.9: Hybridisierungssignale aus dem DDI-Experiment mit der F-Bibliothek des
DNA-Sequence-Generators (A) und der T-Bibliothek aus [162] (B). Gezeigt werden die
Fluoreszenzsignal-Intensita¨ten nach Hybridisierung der Oligomer-Streptavidin-Cy5-Konjugate.
Die F-Bibliothek in (A) zeigt ho¨here und homogenere Signalintensita¨ten als die T-Bibliothek
in (B).
Generator gewa¨hlte Konzept der Sequenzuna¨hnlichkeit, die nb-Uniqueness, einen realistischen
Ansatz zur Vermeidung von Kreuzhybridisierungen darstellt.
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Kapitel 8
Demonstrationen des
DNA-Sequence-Compilers
Die folgenden vier Experimente dienen der beispielhaften Demonstration, welche Strukturen
bzw. Bausteine fu¨r Strukturen man mit dem DNA-Sequence-Compiler entwerfen kann.
8.1 Ein DNA-Zufallszahlengenerator
8.1.1 Einleitung
Ein physikalischer Zufallszahlengenerator mit hoher Ausbeute soll konstruiert werden [53].
Dazu werden Nullen und Einsen in doppelstra¨ngige DNA-Moleku¨le mit sticky Ends codiert,
die dann in vitro zu Bitstrings beliebiger La¨nge hybridisieren.
8.1.2 Material und Methoden
Fu¨r die Sequenzgenerierung wurde die a¨ltere Version des DNA-Sequence-Compilers verwen-
det, der nur lineare doppelstra¨ngige DNA-Sta¨be entwerfen kann und als Eingabe regula¨re
Grammatiken verwendet. Die Produktionsregeln der Grammatik fu¨r den Zufallszahlengenera-
tor sind P = {S → sA,A → 0A,A → 1A,A → e}. Die Moleku¨le, die diese Regeln repra¨sen-
tieren, sowie Beispiele fu¨r hybridisierte Supramoleku¨le werden in Abbildung 8.1 gezeigt1. Die
Sequenzen s und e bilden dabei immer Anfang und Ende eines Supramoleku¨ls. Sie dienen als
Primer-Bindungsstellen fu¨r die PCR zum Auslesen der Bina¨rzahlen. Vor der Sequenz s wird die
Schnittstelle fu¨r das Restriktionsenzym HindIII (AAGCTT, wird im oberen wie unteren Strang
zwischen den Adenin-Basen geschnitten) angefu¨gt, nach der Sequenz e die Schnittstelle fu¨r
das Enzym BamHI (GGATCC, wird zwischen den Guaninen geschnitten). Diese Schnittstellen
du¨rfen in den zu erzeugenden Sequenzen nicht vorkommen und dienen in der Anwendung dazu,
ein Supramoleku¨l in die Plasmid-DNA eines Bakteriums zu klonieren, um es zu isolieren. Fu¨r
biochemische Details zum Auslesen der Moleku¨le verweise ich auf [132].
Das sticky End A wurde als 10-mer entworfen, sollte fu¨r sich 4-unique sein, einen GC-
Gehalt von 50 % haben und nicht mehr als zwei aufeinanderfolgende Guanin-Basen enthalten.
Die Kernsequenzen s, e, 0 und 1 haben die La¨nge 20, eine Basisstrangla¨nge von 6, einen GC-
Gehalt von 50 %, eine Schmelztemperatur zwischen 50 und 51 ◦C, und enthalten ebenfalls
1Fu¨r das Startsymbol S wird keine Sequenz erzeugt
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Abbildung 8.1: Self-assembly von Zufallszahlen (aus [132]). Oben: Die Regeln der regula¨ren
Grammatik werden durch doppelstra¨ngige Moleku¨le mit sticky Ends repra¨sentiert, wobei der
doppelstra¨ngige Teil ein Terminal und jedes sticky End eine Variable darstellt. Unten: Durch
Hybridisierung der sticky Ends bilden sich lange dsDNA-Moleku¨le, die zufa¨llige Bina¨rzahlen
verschiedener La¨nge darstellen.
Name Sequenz Tm (◦C)
A aaatcgtcgg 8.4
s acggcctatactagctctac 50.5
0 tacagagtccggtttggtga 50.8
1 cagatcgagtgtatgaggag 50.1
e ataacctcgttggaccacct 50.4
Tabelle 8.1: DNA-Sequenzen fu¨r den Zufallszahlengenerator. Angegeben sind die Sequenzen
fu¨r das sticky End und die Kernsequenzen mit ihrer Schmelztemperatur Tm.
keine Guanin-Folgen der La¨nge 3 oder la¨nger. Die Schmelztemperaturen der sticky Ends wur-
den nach der Wallace-Regel, die der Kernsequenzen nach dem nearest-Neighbor-Modell mit
Parametern der Sugimoto-Gruppe [159] fu¨r eine DNA-Konzentration von 2 · 10−7 M und eine
Na+-Konzentration von 0.05 M berechnet.
8.1.3 Ergebnisse und Diskussion
Die generierten Sequenzen sind in Tabelle 8.1 aufgelistet und die daraus zu bildenden DNA-
Sta¨be in Abbildung 8.2 zu sehen. Da nur sehr wenige Sequenzen gebraucht wurden, konnten
die Eigenschaften sehr stark eingeschra¨nkt werden. Eine Erzeugung der Sequenzen mit den an-
gegebenen Beschra¨nkungen war bereits beim zweiten Versuch (mit verschiedenen Startwerten
des Pseudozufallszahlengenerators) erfolgreich.
Tatsa¨chlich werden die erzeugten Supramoleku¨le nicht beliebig lang werden, sondern mit
wachsender La¨nge werden immer weniger Bitketten dieser La¨nge in vitro vorhanden sein [132].
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S -> sA
agcttacggcctatactagctctac
atgccggatatgatcgagatgtttagcagcc
A -> 0A
aaatcgtcggtacagagtccggtttggtga
atgtctcaggccaaaccacttttagcagcc
A -> 1A
aaatcgtcggcagatcgagtgtatgaggag
gtctagctcacatactcctctttagcagcc
A -> e
aaatcgtcggataacctcgttggaccacctg
tattggagcaacctggtggacctag
Abbildung 8.2: DNA-Stabmoleku¨le fu¨r den Zufallszahlengenerator. Gezeigt werden die DNA-
Stabmoleku¨le, die die Regeln der Eingabegrammatik repra¨sentieren. Am 5′-Ende von s und e
sind die Klonierstellen so angefu¨gt, wie sie von den Restriktionsenzymen geschnitten wu¨rden.
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Abbildung 8.3: Self-assembly von 4-Byte-Bina¨rzahlen (aus [132]). a) Die Regeln der regula¨ren
Grammatik werden durch doppelstra¨ngige Moleku¨le mit sticky Ends repra¨sentiert, wobei der
doppelstra¨ngige Teil ein Terminal und jedes sticky End eine Variable darstellt. b) Durch Hy-
bridisierung der sticky Ends bilden sich lange dsDNA-Moleku¨le, die zufa¨llige Bina¨rzahlen der
La¨nge 8 Bit darstellen. Durch die verschiedenen Priming Sites s0 bis s3 lassen sich 4 Byte
unterscheiden.
8.2 Eine 32-Bit-Datenstruktur
8.2.1 Einleitung
Um nicht Zufallszahlen beliebiger, sondern definierter La¨nge zu erzeugen, beno¨tigt man meh-
rere verschiedene sticky Ends. Ein sticky End liegt dabei immer zwischen den beiden gleichen
Bitpositionen. So lassen sich z. B. Moleku¨le fu¨r 8-Bit-Supramoleku¨le definieren. Variiert man
dann noch die Priming-Site, kann man Datenstrukturen mit mehreren Bytes herstellen. Hier
werden Sequenzen fu¨r eine 4-Byte-Datenstruktur erzeugt (Abb. 8.3) [53].
8.2.2 Material und Methoden
Auch hier wurde die a¨ltere, auf regula¨ren Grammatiken beruhende Version des DNA-Sequence-
Compilers verwendet. Die Produktionsregeln fu¨r die 32-Bit-Datenstruktur sind
P = {S → s0A, S → s1A, S → s2A, S → s3A,
A→ 0B, A→ 1B, B → 0C, B → 1C,
C → 0D, C → 1D, D → 0E, D → 1E,
E → 0F, E → 1F, F → 0G, F → 1G,
G→ 0H, G→ 1H, H → 0I, H → 1I,
I → e}
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Die sticky Ends A,B, . . . , I definieren die Reihenfolge, in der die Stabmoleku¨le zusammen-
gefu¨gt werden. Auch hier dienen die Sequenzen s und e als Priming-Sites fu¨r die PCR und sind
mit Restriktionsschnittstellen fu¨r die Klonierung versehen (s. Abschnitt 8.1).
Wie bei den Zufallszahlen beliebiger La¨nge haben die sticky Ends die La¨nge 10, die Kernse-
quenzen die La¨nge 20. Die sticky Ends sind unter sich 4-unique, die Menge aller Sequenzen ist
6-unique. Fu¨r alle Sequenzen ist der GC-Gehalt auf 50 % beschra¨nkt, fu¨r die Kernsequenzen
darf außerdem die Schmelztemperatur nur zwischen 50 und 51 ◦C liegen. Damit die doppel-
stra¨ngigen Kernsequenzen der Stabmoleku¨le nicht an ihren Enden ausfransen, mußte an 5′-
und 3′-Ende jeweils ein G-C-Basenpaar eingesetzt werden. Da sich die Pfade der Kernsequen-
zen bei Konkatenation mit den sticky Ends stark verzweigen mu¨ssen, wurde die kontrollierte
Mehrfachverwendung von Basisstra¨ngen in den gesamten U¨bergangsbereichen erlaubt (s. Ab-
schnitt 6.3). Die Schmelztemperaturen der sticky Ends wurden nach der Wallace-Regel, die
der Kernsequenzen nach dem nearest-Neighbor-Modell mit Parametern der Sugimoto-Gruppe
[159] fu¨r eine DNA-Konzentration von 2 · 10−7 M und eine Na+-Konzentration von 0.05 M
berechnet.
8.2.3 Ergebnisse und Diskussion
Die gefundenen Sequenzen werden in Tabelle 8.2, die Stabmoleku¨le in Abbildung 8.4 gezeigt.
Die Beschra¨nkungen der Sequenzeigenschaften sind sehr restriktiv, insbesondere die Schmelz-
temperaturen liegen in einem sehr schmalen Bereich. Daher wurden 5 Versuche mit verschie-
denen Initialisierungen des Pseudozufallszahlengenerators beno¨tigt, um diese Sequenzen er-
folgreich generieren zu ko¨nnen. Relativ großzu¨gig ist der Bereich fu¨r die erlaubten Mehrfach-
verwendungen gewa¨hlt, mit 5 Schritten von der eigentlichen Verzweigung aus werden diese
Verletzungen der nb-Uniqueness im gesamten U¨bergangsbereich zwischen zwei konkatenierten
Sequenzen toleriert. Eine Verku¨rzung dieses Bereichs war nur mo¨glich, wenn andere Restriktio-
nen gelockert wurden, z. B. die Schmelztemperaturen oder die Einschra¨nkung der Basenpaaren
an den Sequenzenden zur Verhinderung des Ausfransens. Prinzipiell wurde aber ein erfolgrei-
cher Sequenzentwurf auch bei starker Verzweigung der Pfade demonstriert.
Die Verwendung von k verschieden Priming-Sites s0, . . . , sk−1 erlaubt die Herstellung einer
k-Byte Datenstruktur, ohne eine k-fache Menge an sticky Ends generieren zu mu¨ssen. Zum
Auslesen des i-ten Byte wird fu¨r die PCR die Primer si eingesetzt, jedes Byte ist also einzeln
adressierbar.
8.3 Bausteine fu¨r ein DNA-Band
8.3.1 Einleitung
Um auch die Erzeugung von komplexeren Strukturen zu demonstrieren, sollen vierarmige Junc-
tions als Bausteine fu¨r ein DNA-Band a¨hnlich wie in [182] generiert werden.
8.3.2 Material und Methoden
Zur Generierung wurde die neuere Variante des DNA-Sequence-Compilers verwendet. Fu¨r das
Self-Assembly eines DNA-Bands werden zwei Typen von vierarmigen Junctions beno¨tigt (Abb.
8.5). Alle Arme sind 20 Basenpaare lang (ohne sticky Ends) und sind mit 8 Basen langen sticky
Ends versehen. Die Arme, die nach dem Self-Assembly außen liegen werden, besitzen keine
sticky Ends. Die Schmelztemperatur der Armsequenzen ist auf 55-57 ◦C eingeschra¨nkt, der
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S -> s0A S -> s1A
agcttcaacacatggagttacacgc agcttgaaaaaattggactcggggc
agttgtgtacctcaatgtgcggcctttgtag acttttttaacctgagccccggcctttgtag
S -> s2A S -> s3A
agcttgctcctagaagtctacaagc agcttcttctgccatacaactaggc
acgaggatcttcagatgttcggcctttgtag agaagacggtatgttgatccggcctttgtag
A -> 0B A -> 1B
cggaaacatcggatttggcaacaacctgag cggaaacatccaaccaggattaagccatgc
cctaaaccgttgttggactcgaaaatcggg gttggtcctaattcggtacggaaaatcggg
B -> 0C B -> 1C
cttttagcccggatttggcaacaacctgag cttttagccccaaccaggattaagccatgc
cctaaaccgttgttggactccctctaatgg gttggtcctaattcggtacgcctctaatgg
C -> 0D C -> 1D
ggagattaccggatttggcaacaacctgag ggagattacccaaccaggattaagccatgc
cctaaaccgttgttggactcggcgtttatc gttggtcctaattcggtacgggcgtttatc
D -> 0E D -> 1E
ccgcaaatagggatttggcaacaacctgag ccgcaaatagcaaccaggattaagccatgc
cctaaaccgttgttggactcgtctcgtatg gttggtcctaattcggtacggtctcgtatg
E -> 0F E -> 1F
cagagcatacggatttggcaacaacctgag cagagcataccaaccaggattaagccatgc
cctaaaccgttgttggactcgcatcttgac gttggtcctaattcggtacggcatcttgac
F -> 0G F -> 1G
cgtagaactgggatttggcaacaacctgag cgtagaactgcaaccaggattaagccatgc
cctaaaccgttgttggactcctgccaatag gttggtcctaattcggtacgctgccaatag
G -> 0H G -> 1H
gacggttatcggatttggcaacaacctgag gacggttatccaaccaggattaagccatgc
cctaaaccgttgttggactcgacttcactg gttggtcctaattcggtacggacttcactg
H -> 0I H -> 1I
ctgaagtgacggatttggcaacaacctgag ctgaagtgaccaaccaggattaagccatgc
cctaaaccgttgttggactccagaacacag gttggtcctaattcggtacgcagaacacag
I -> e
gtcttgtgtccttgtttaatacaggggcgcg
gaacaaattatgtccccgcgcctag
Abbildung 8.4: DNA-Stabmoleku¨le fu¨r die 32-Bit-Datenstruktur. Am 5′-Ende von s0, s1, s2,
s3 und e sind die Klonierstellen so angefu¨gt, wie sie von den Restriktionsenzymen geschnitten
wu¨rden.
8.4. BAUSTEINE FU¨R EINEN DNA-WU¨RFEL 119
Name Sequenz Tm (◦C)
A cggaaacatc 8.4
B cttttagccc 8.4
C ggagattacc 8.4
D ccgcaaatag 8.4
E cagagcatac 8.4
F cgtagaactg 8.4
G gacggttatc 8.4
H ctgaagtgac 8.4
I gtcttgtgtc 8.4
s0 caacacatggagttacacgc 50.2
s1 gaaaaaattggactcggggc 50.2
s2 gctcctagaagtctacaagc 50.1
s3 cttctgccatacaactaggc 50.3
0 ggatttggcaacaacctgag 50.0
1 caaccaggattaagccatgc 50.6
e cttgtttaatacaggggcgc 50.9
Tabelle 8.2: DNA-Sequenzen fu¨r die 32-Bit-Datenstruktur. Angegeben sind die Sequenzen fu¨r
die sticky Ends und die Kernsequenzen mit ihrer Schmelztemperatur Tm.
GC-Gehalt der sticky Ends auf 50 %. Die Menge aller Sequenzen soll 5-unique sein. Die Tm-
Berechnungen verwenden das nearest-Neighbor-Modell mit den Parametern von SantaLucia et
al. [145] und gelten fu¨r eine DNA-Konzentration von 2 · 10−7 M und eine Na+-Konzentration
von 0.05 M. Die DeLaNA-Eingabedatei ist in Abbildung 8.6 gezeigt.
8.3.3 Ergebnisse und Diskussion
Abbildung 8.7 zeigt die DeLaNA-Beschreibung der gefundenen Sequenzen, Abbildung 8.8 eine
schematische Darstellung der so erzeugten vierarmigen Junctions. Dieses recht kleine Beispiel
ist tatsa¨chlich keine wirkliche Herausforderung an den DNA-Sequence-Compiler (bereits der
zweite Generierungsversuch war erfolgreich), die Ausgaben sind aber u¨bersichtlich genug, um
hier als Beispiel dargestellt werden zu ko¨nnen. Ein gro¨ßeres Beispiel findet sich im na¨chsten
Abschnitt.
8.4 Bausteine fu¨r einen DNA-Wu¨rfel
8.4.1 Einleitung
In diesem etwas umfangreicheren Beispiel fu¨r den Entwurf komplexer Strukturen sollen dreiar-
mige Junctions generiert werden, die sich per Self-Assembly zu einem wu¨rfelfo¨rmigen Geru¨st
verbinden ko¨nnen.
8.4.2 Material und Methoden
Jede zu generierende dreiarmige Junction repra¨sentiert eine der acht Ecken des Wu¨rfels. Die
Arme dienen somit als Wu¨rfelkanten, genauer als halbe Kanten, die in der Mitte per sticky
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Abbildung 8.5: Junctions fu¨r ein zweireihiges DNA-Band. Oben sind die beiden Typen von vier-
armigen Junctions dargestellt. Das linke Moleku¨l wird durch die sticky Ends A und A beim
Self-Assembly zur unteren Reihe verbunden, das rechte durch B und B zur oberen Reihe. Die
beiden Reihen werden durch die sticky Ends C und C aneinandergefu¨gt. Nach außen hin gibt es
keine sticky Ends. Die Armsequenzen a, b, c und d werden in beiden Junctions verwendet, um
Sequenzen zu sparen. Ein getrenntes Assembly beider Junctiontypen vor dem Zusammenfu¨hren
zur Banderzeugung sollte Hybridisierungen zwischen Armsequenzen verschiedener Junctionty-
pen verhindern. Unten ist ein Abschnitt eines bereits zusammengefu¨gten Bands mit Angabe
der sticky Ends skizziert.
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SEQUENCETYPE arm {
length = 20;
GC_ratio = [0;1];
Tm = [55;57]; }
SEQUENCETYPE se {
length = 8;
GC_ratio = 0.5; }
arm a, b, c, d;
se A, B, C;
se blunt {
length = 0; }
MACRO_4WAYJUNCTION j1 {
arm1 = a;
arm2 = b;
arm3 = c;
arm4 = d;
sticky_end1 = A;
sticky_end2 = C;
sticky_end3 = A;
orientation3 = 1;
sticky_end4 = blunt;
}
MACRO_4WAYJUNCTION j2 {
arm1 = a;
arm2 = b;
arm3 = c;
arm4 = d;
sticky_end1 = B;
sticky_end2 = blunt;
sticky_end3 = B;
orientation3 = 1;
sticky_end4 = C;
orientation4 = 1;
}
POOL p {
N_uniqueness = 5;
Violation_tolerance = 0;
Sample_conc = 2e-7;
Na_conc = 0.05;
Tm_method = NNSantaLucia;
}
Abbildung 8.6: DeLaNA-Eingabedatei fu¨r das DNA-Band. Das sticky End blunt mit der La¨nge
Null dient nur der Vollsta¨ndigkeit der Beschreibung. Die orientation-Eintra¨ge geben an, ob
ein sticky End aus der eigentlichen Sequenz oder deren Komplement bestehen soll. Eine 1 fu¨hrt
zur Komplementbildung (vergleiche Abb. 8.5), fehlende Angaben werden als 0 gelesen.
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// File name: ribbon_out.dln
// Created by CANADA v0.1.1
SEQUENCETYPE arm {
NA_type = DNA;
length = 20;
GC_ratio = [0;1];
Tm = [55;57];
seq_mask = "";
}
SEQUENCETYPE se {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = [0;100];
seq_mask = "";
}
SEQUENCE a {
NA_type = DNA;
length = 20;
GC_ratio = 0.55;
Tm = 55.5875;
seq_mask = "cagatagcgatggctttgcc";
}
SEQUENCE b {
NA_type = DNA;
length = 20;
GC_ratio = 0.55;
Tm = 55.9435;
seq_mask = "ttaccggcacctggatacac";
}
SEQUENCE c {
NA_type = DNA;
length = 20;
GC_ratio = 0.55;
Tm = 56.5951;
seq_mask = "gtggtgagcggaggctaaaa";
}
SEQuENCE d {
NA_type = DNA;
length = 20;
GC_ratio = 0.55;
Tm = 56.747;
seq_mask = "aatacggtccttccgggtag";
}
SEQUENCE A {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 4.88809;
seq_mask = "tatgcgag";
}
SEQUENCE B {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 10.1763;
seq_mask = "cgtttgtc";
}
SEQUENCE C {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 7.43886;
seq_mask = "tgccaatc";
}
SEQUENCE blunt {
NA_type = DNA;
length = 0;
GC_ratio = 0;
Tm = 0;
seq_mask = "";
}
MACRO_4WAYJUNCTION j1 {
Sticky_end1 = A;
Orientation1 = 0;
Sticky_end2 = C;
Orientation2 = 0;
Sticky_end3 = A;
Orientation3 = 1;
Sticky_end4 = blunt;
Orientation4 = 0;
Arm1 = a;
Arm2 = b;
Arm3 = c;
Arm4 = d;
}
MACRO_4WAYJUNCTION j2 {
Sticky_end1 = B;
Orientation1 = 0;
Sticky_end2 = blunt;
Orientation2 = 0;
Sticky_end3 = B;
Orientation3 = 1;
Sticky_end4 = C;
Orientation4 = 1;
Arm1 = a;
Arm2 = b;
Arm3 = c;
Arm4 = d;
}
POOL p {
sequences = ;
n_uniqueness = 5;
Hamming = 0;
H_distance = 0;
sample_conc = 2e-007;
Na_conc = 0.05;
formamide_conc = 0;
}
Abbildung 8.7: DeLaNA-Ausgabedatei des DNA-Bands. Es sind sa¨mtliche Sequenzen mit ihren
Eigenschaften einzeln aufgefu¨hrt.
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Abbildung 8.8: Generierte vierarmige Junctions fu¨r das DNA-Band. Hier sind die Sequenzen
aus Abbildung 8.7 gema¨ß der Definition der Junction-Makros angeordnet.
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MACRO_3WAYJUNCTION j1 {
arm1 = a1;
arm2 = b1;
arm3 = c1;
sticky_end1 = A;
sticky_end2 = B;
sticky_end3 = C;
}
MACRO_3WAYJUNCTION j2 {
arm1 = b2;
arm2 = k1;
arm3 = d1;
sticky_end1 = B;
orientation1 = 1;
sticky_end2 = K;
sticky_end3 = D;
}
Abbildung 8.9: Skizze des DNA-Wu¨rfels und Beispiele fu¨r Junctions. Der Wu¨rfel besteht aus
acht dreiarmigen Junctions j1 bis j8, die die Ecken repra¨sentieren. Jeder Arm einer Junction
stellt eine halbe Kante dar, die sticky Ends dienen dazu, diese Kantenha¨lften zu verbinden.
Im Wu¨rfel links oben sind zwei Ecken und die dazu inzidenten Kanten mit Identifikatoren
markiert. Rechts oben sind die beiden entsprechenden Junctions schematisch dargestellt. Die
Kante B des Wu¨rfels teilt sich auf in die Armsequenzen b1 von j1 und b2 von j2 sowie das
sticky End B. Unten sind die DeLaNA-Beschreibungen der beiden Junctions angegeben. Der
Eintrag orientation1 = 1 gibt an, daß dieses sticky End das Komplement der Sequenz B ist.
End mit der anderen Ha¨lfte der Kante (dem entsprechenden Arm der benachbarten Junction)
hybridisieren sollen (s. Abb. 8.9).
Zur Generierung der Sequenzen wird auch hier die neuere Version des DNA-Sequence-
Compilers verwendet. Die Armsequenzen sind 11 Basenpaare lang, die sticky Ends haben die
La¨nge 8, so daß nach Hybridisierung jede Kante des Wu¨rfels 30 Basenpaare lang ist, was ge-
nau drei Umdrehungen der Doppelhelix entspricht. Die Schmelztemperatur der Armsequenzen
ist auf 25-30 ◦C eingeschra¨nkt, der GC-Gehalt der sticky Ends auf 50 %. Die Menge aller
Sequenzen soll 6-unique sein. Die Tm-Berechnungen verwenden das nearest-Neighbor-Modell
mit den Parametern von SantaLucia et al. [145] und gelten fu¨r eine DNA-Konzentration von
2·10−7 M und eine Na+-Konzentration von 0.05 M. Auf eine vollsta¨ndige Angabe der DeLaNA-
Eingabedatei wird hier aus Platzgru¨nden verzichtet, sie ist im Anhang zu finden.
8.4.3 Ergebnisse und Diskussion
Auch die DeLaNA-Ausgabedatei und die erzeugten Junctions werden nicht hier, sondern im
Anhang gezeigt. Tabelle 8.3 listet die generierten Sequenzen auf.
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linker Arm sticky End rechter Arm
ID Sequenz ID Sequenz ID Sequenz
a1 cgtcgatgcta A ctcccttt a2 tgtagccaaac
b1 tactatcgcgt B tcgacttc b2 tgacgaaatgc
c1 gaccgtcctat C attctccg c2 caagacaagcc
d1 cgagcaggtta D gaaatcgc d2 caaggggcata
e1 ttacctcagcc E ccaccatt e2 gcctccgaata
f1 agagatgagcg F cacccata f2 gaactccacga
g1 ttaaactgccg G ccgtatgt g2 gggattaaggc
h1 ctaattgcgcc H cgctaatg h2 tgattgcttgc
i1 ccgttctctag I gagtctct i2 caccggctata
j1 attccgagtga J gctatcac j2 gcgcgtaatag
k1 cgaactgggta K gtattccc k2 gcgtagagttg
l1 ggacatgcttc L tcagagca l2 aggagatacgt
Tabelle 8.3: Generierte Sequenzen fu¨r den DNA-Wu¨rfel. In jeder Zeile sind die drei Sequenzen
angegeben, die zusammen eine der zwo¨lf Kanten des Wu¨rfels bilden. Links und rechts befinden
sich die Arme der beiden Junctions, die durch die Kante verbunden werden, in der Mitte das
sticky End.
Diese 36 Sequenzen zu generieren war bereits deutlich schwieriger als beim im letzten
Abschnitt beschriebenen Beispiel. Von 50 Versuchen, die Sequenzen zu erzeugen, waren nur
5 erfolgreich. Die 45 erfolglos beendeten Versuche scheiterten alle bereits an der Suche nach
Startknoten fu¨r die Armsequenzen. Obwohl jeder Arm nur zwei Nachbarsequenzen hat, mit
denen er in der Mitte der Junction zusammenkommt, scheint die Beachtung der nb-Uniqueness
in diesen verzweigenden Sequenzu¨berga¨ngen eine starke Einschra¨nkung darzustellen.
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Kapitel 9
Zusammenfassung und Ausblick
Der Entwurf von Nukleinsa¨uresequenzen ist sowohl fu¨r das DNA-Computing als auch fu¨r die
Verwendung von DNA-Self-Assembly in der Nanotechnolgie wichtig, aber auch in allta¨glichen
Labortechniken wie der Polymerasekettenreaktion oder DNA-Microarrays. Ziel des Entwurfs
ist dabei die Programmierung des Self-Assembly, d. h. die Sequenzen sollen derart gewa¨hlt wer-
den, daß in vitro die gewu¨nschten Hybridisierungen stattfinden, aber auch nur diese. Neben
verschiedenen anwendungsabha¨ngigen Anforderungen an die Sequenzen und ihre Eigenschaften
ist das wichtigste Designziel daher eine spezifische Hybridisierung, bei der die gewu¨nschten Hy-
bridisierungen stabil sind und mit hoher Wahrscheinlichkeit und Ausbeute geschehen, wa¨hrend
alle unerwu¨nschten Formen der Hybridisierung unwahrscheinlich und instabil sind. Aufgrund
der großen Anzahl mo¨glicher Sequenzkandidaten sowie der zum Teil aufwendigen Berechnung
der Eigenschaften von Sequenzen und Sequenzmengen ist die Unterstu¨tzung durch den Com-
puter unerla¨ßlich.
Eine Entwurfsstrategie besteht im Wesentlichen aus zwei Teilen, einem Modell fu¨r die Hy-
bridisierungswahrscheinlichkeit von DNA-Moleku¨len in Abha¨ngigkeit von ihrer Basensequenz,
und einem Algorithmus, der Sequenzen konstruiert oder auswa¨hlt, die nach diesem Modell
spezifisch hybridisieren. Eine gerade fu¨r Informatiker naheliegende Modellierung der Hybri-
disierungsneigung ist die Sequenza¨hnlichkeit, die man mit verschiedenen Distanzmaßen fu¨r
Zeichenketten messen kann. Wie in dieser Arbeit gezeigt wurde, korrelieren die verschiedenen
Distanzmaße eher schlecht mit einem thermodynamisch detaillierten, theoretisch begru¨ndeten,
und daher als realistisch angenommenen Modell, dem nearest-Neighbor-Modell. Da Distanz-
maße paarweise berechnet werden, ist die Bewertung einer ganzen Sequenzmenge auch sehr
rechenintensiv.
Die in dieser Arbeit vorgestellte Entwurfsstrategie verwendet als Modell der Hybridisie-
rungsneigung eine Sequenzmengeneigenschaft, die nb-Uniqueness. Diese beruht auf der Einma-
ligkeit von Subsequenzen der La¨nge nb, wobei auch Komplementa¨rsequenzen vorkommender
Subsequenzen ausgeschlossen werden. Die Methode zur Sequenzgenerierung beruht auf einem
Graphen der Subsequenzen. Ein greedy Algorithmus sucht knotendisjunkte Pfade durch diesen
Graphen, die einer Menge von Sequenzen entsprechen, die die nb-Uniqueness erfu¨llen.
Dieser Algorithmus erzwingt bereits bei der Konstruktion der Sequenzen die wichtigste
Eigenschaft, eben die nb-Uniqueness, anstatt beliebige Sequenzen zu erzeugen und ggf. wie-
der zu verwerfen. Weitere Einschra¨nkungen von Sequenzeigenschaften wie Schmelztemperatur,
fixe oder verboten Subsequenzen, oder Homologie lassen sich einfach zusa¨tzlich implementie-
ren. Will man nicht nur eine Menge einzelner Sequenzen generieren, sondern sollen die DNA-
Moleku¨le in der Anwendung Konkatenationen und komplexere Strukturen bilden, so la¨ßt sich
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der Algorithmus auch fu¨r diese Problemstellungen erweitern. Die gro¨ßte Schwa¨che der Algorith-
mus liegt in seiner worst-case-Rechenzeit, die der einer vollsta¨ndigen Enumeration entspricht.
Basierend auf diesem Algorithmus ist Software fu¨r das DNA-Sequenzdesign entwickelt
worden. Fu¨r die Generierung von Mengen einzelner Sequenzen ist dies der DNA-Sequence-
Generator, wa¨hrend der DNA-Sequence-Compiler dem Entwurf von Sequenzen fu¨r verschiede-
ne Strukturen dient.
Untersuchungen haben gezeigt, daß die Ausbeute des Algorithmus dem theoretischen Maxi-
mum recht nahe kommt. Ebenfalls gezeigt wurde, daß die Einschra¨nkung der Sequenza¨hnlich-
keit durch die nb-Uniqueness tatsa¨chlich Auswirkungen auf die Spezifita¨t der Hybridisierung
hat, und daß sie auch Einfluß auf die Neigung der DNA-Moleku¨le zur Bildung einzelstra¨ngiger
Sekunda¨rstrukturen hat. Hierbei ist es allerdings wichtig, die La¨nge einmaliger Subsequenzen
nb so klein wie mo¨glich zu wa¨hlen, insbesondere deutlich kleiner als die La¨nge der Gesamtse-
quenzen. Ein Vergleich mit vero¨ffentlichten Sequenzbibliotheken demonstrierte, daß der in die-
ser Arbeit vorgestellte Algorithmus anderen Sequenzdesignverfahren u¨berlegen bzw. zumindest
ebenbu¨rtig ist. Schließlich konnte die Gu¨te von Sequenzen, die mit der auf diesem Algorithmus
basierenden Software generiert wurden, auch in vitro nachgewiesen werden.
Allerdings bleibt noch Raum fu¨r weitere Untersuchungen und Entwicklungen. Insbesondere
der greedy Algorithmus zur Pfadsuche kann sicherlich verbessert werden. Die Laufzeit ko¨nnte
verbessert werden, wenn eine Heuristik fru¨h genug aussichtslosen Sequenzgenerierungsversu-
che erkennen und abbrechen wu¨rde. Hierzu wa¨ren sowohl experimentelle Untersuchungen zu
Laufzeit und Erfolgswahrscheinlichkeit no¨tig als auch die Entwicklung einer solchen Heuri-
stik, die auf den Ergebnissen der Experimente beruht. Denkbar wa¨re auch ein umfangreiche
Untersuchung der Eignung von anderen, graphentheoretisch fundierten Verfahrens zur Suche
knotendisjunkter Pfade fu¨r das Sequenzdesign. Z. B. wa¨re es untersuchenswert, inwieweit sich
Eulerpfade auch unter Ausschluß der Komplemente von Basisstra¨ngen verwenden lassen, oder
wie die tatsa¨chliche Gu¨te von Approximationsalgorithmen zum maximum disjoint paths pro-
blem bei Anwendung auf den Basisstranggraph ist. Eine andere interessante Erweiterung des
Algorithmus wa¨re das Einbinden zusa¨tzlicher Information, na¨mlich der Una¨hnlichkeit der Ba-
sistra¨nge untereinander, so daß wenn mo¨glich nicht nur verschiedene, sondern auch mo¨glichst
una¨hnliche Basisstra¨nge in den Sequenzen vorkommen. Ebenfalls vorstellbar ist die Beru¨ck-
sichtigung von thermodynamischen Daten bereits wa¨hrend der Konstruktion einer Sequenz,
ein solcher Algorithmus stellt z. Z. noch eine große Herausforderung dar.
Der DNA-Sequence-Compiler kann bisher nur einige wenige einfache Strukturen entwerfen.
Die Erweiterung dieses Programms auf komplexere Strukturen ist gerade fu¨r die Verwendung
in der Nanotechnologie a¨ußerst wichtig. Double und Triple-Crossover-Kacheln z. B. bilden
durch Self-Assembly fla¨chige Strukturen und bieten eine aussichtsreiche Methode zum Na-
nogeru¨stbau. Ultimatives Ziel ist hier die Fa¨higkeit des Programms, beliebige Strukturen zu
entwerfen. Erforderlich wa¨re dafu¨r, daß das Programm solche Strukturen in Einzelsequenzen
zerlegt und selbsta¨ndig eine sinnvolle Reihenfolge wa¨hlt, in der diese zu generieren sind.
Auch wenn das nearest-Neighbor-Modell aus den genannten Gru¨nden als das z. Z. reali-
stischste gilt, so ist es doch nur ein Modell. Weitere Untersuchungen in vitro sind dringend
notwendig, vor allem auch mit gro¨ßeren Sequenzmengen, die unter verschiedenen Gesichts-
punkten und mit verschiedenen Hybridisierungsmodellen und Algorithmen entworfen wurden.
Leider sind solche Untersuchungen sehr kostenaufwendig. Um Experimente wirklich im gro¨ße-
ren Maßstab durchfu¨hren zu ko¨nnen, mu¨ßte die Synthetisierung von DNA-Moleku¨len deutlich
preiswerter werden.
Ku¨nstliche Nukleinsa¨uren wie PNA und LNA werden zunehmend in molekularbiologischen
Verfahren verwendet und sind auch fu¨r die Nanotechnologie attraktiv. Fu¨r diese gibt es aber
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noch keine systematischen Untersuchungen zur Abha¨ngigkeit der Hybridisierungsstabilita¨t von
der Basensequenz, so daß das nearest-Neighbor-Modell fu¨r diese Moleku¨le bisher nicht ange-
wendet werden kann.
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Anhang A
Tabellen zum Distanzmaßvergleich
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156 ANHANG A. TABELLEN ZUM DISTANZMASSVERGLEICH
Anhang B
Ein-/Ausgabedateien fu¨r den
DNA-Wu¨rfel
SEQUENCETYPE arm {
length = 11;
GC_ratio = [0;1];
Tm = [25;30]; }
SEQUENCETYPE se {
length = 8;
GC_ratio = 0.5; }
arm a1, a2, b1, b2, c1, c2, d1, d2,   
e1, e2, f1, f2, g1, g2, h1, h2, 
i1, i2, k1, k2, l1, l2, m1, m2;
se A, B, C, D, E, F, G, H, I, K, 
L, M;
MACRO_3WAYJUNCTION j1 {
arm1 = a1;
arm2 = b1;
arm3 = c1;
sticky_end1 = A;
sticky_end2 = B;
sticky_end3 = C;
}
MACRO_3WAYJUNCTION j2 {
arm1 = b2;
arm2 = m1;
arm3 = d1;
sticky_end1 = B;
orientation1 = 1;
sticky_end2 = M;
sticky_end3 = D;
}
MACRO_3WAYJUNCTION j3 {
arm1 = d2;
arm2 = k1;
arm3 = e1;
sticky_end1 = D;
orientation1 = 1;
sticky_end2 = K;
sticky_end3 = E;
}
MACRO_3WAYJUNCTION j4 {
arm1 = c2;
arm2 = e2;
arm3 = f1;
sticky_end1 = C;
orientation1 = 1;
sticky_end2 = E;
orientation2 = 1;
sticky_end3 = F;
}
MACRO_3WAYJUNCTION j5 {
arm1 = g1;
arm2 = f2;
arm3 = i1;
sticky_end1 = G;
sticky_end2 = F;
orientation2 = 1;
sticky_end3 = I;
}
MACRO_3WAYJUNCTION j6 {
arm1 = a2;
arm2 = g2;
arm3 = l1;
sticky_end1 = A;
orientation1 = 1;
sticky_end2 = G;
orientation2 = 1;
sticky_end3 = L;
}
MACRO_3WAYJUNCTION j7 {
arm1 = l2;
arm2 = h1;
arm3 = m2;
sticky_end1 = L;
orientation1 = 1;
sticky_end2 = H;
sticky_end3 = M;
orientation3 = 1;
}
MACRO_3WAYJUNCTION j8 {
arm1 = i2;
arm2 = k2;
arm3 = h2;
sticky_end1 = I;
orientation1 = 1;
sticky_end2 = K;
orientation2 = 1;
sticky_end3 = H;
orientation3 = 1;
}
POOL p {
N_uniqueness = 6;
Violation_tolerance = 0;
Sample_conc = 2e-7;
Na_conc = 0.05;
Tm_method = NNSantaLucia;
}
Abbildung B.1: Eingabedatei fu¨r den DNA-Wu¨rfel aus Abschnitt 8.4. In der Beschreibungs-
sprache DeLaNA werden die acht Junctions, ihre Arme und die sticky Ends definiert. Sticky
Ends mit orientation = 1 sind komplementa¨r zur angegebenen Sequenz.
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// File name: cube_out.dln
// Created by CANADA v0.1.1
SEQUENCETYPE arm {
NA_type = DNA;
length = 11;
GC_ratio = [0;1];
Tm = [25;30];
seq_mask = "";
}
SEQUENCETYPE se {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = [0;100];
seq_mask = "";
}
SEQUENCE a1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 29.0136;
seq_mask = "cgtcgatgcta";
}
SEQUENCE a2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.454545;
Tm = 25.3599;
seq_mask = "tgtagccaaac";
}
SEQUENCE b1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.454545;
Tm = 25.8801;
seq_mask = "tactatcgcgt";
}
SEQUENCE b2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.454545;
Tm = 27.7208;
seq_mask = "tgacgaaatgc";
}
SEQUENCE c1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 28.3784;
seq_mask = "gaccgtcctat";
}
SEQUENCE c2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 29.0611;
seq_mask = "caagacaagcc";
}
SEQUENCE d1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 28.4493;
seq_mask = "cgagcaggtta";
}
SEQUENCE d2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 27.4005;
seq_mask = "caaggggcata";
}
SEQUENCE e1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 27.3757;
seq_mask = "ttacctcagcc";
}
SEQUENCE e2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 28.3505;
seq_mask = "gcctccgaata";
}
SEQUENCE f1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 28.6692;
seq_mask = "agagatgagcg";
}
SEQUENCE f2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 29.705;
seq_mask = "gaactccacga";
}
Abbildung B.2: Ausgabedatei fu¨r den DNA-Wu¨rfel aus Abschnitt 8.4. In der Beschreibungs-
sprache DeLaNA werden die vom DNA-Sequence-Compiler gefundenen Sequenzen mit ihren
Eigenschaften angegeben. Die Darstellung der Datei wird in den Abbildungen B.3 bis B.5
fortgesetzt.
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SEQUENCE g1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.454545;
Tm = 26.7616;
seq_mask = "ttaaactgccg";
}
SEQUENCE g2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 27.4892;
seq_mask = "gggattaaggc";
}
SEQUENCE h1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 29.9132;
seq_mask = "ctaattgcgcc";
}
SEQUENCE h2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.454545;
Tm = 26.8849;
seq_mask = "tgattgcttgc";
}
SEQUENCE i1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 25.4282;
seq_mask = "ccgttctctag";
}
SEQUENCE i2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 26.592;
seq_mask = "caccggctata";
}
SEQUENCE k1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.454545;
Tm = 26.5671;
seq_mask = "attccgagtga";
}
SEQUENCE k2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 29.1065;
seq_mask = "gcgcgtaatag";
}
SEQUENCE l1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 28.3467;
seq_mask = "cgaactgggta";
}
SEQUENCE l2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 28.2432;
seq_mask = "gcgtagagttg";
}
SEQUENCE m1 {
NA_type = DNA;
length = 11;
GC_ratio = 0.545455;
Tm = 28.6148;
seq_mask = "ggacatgcttc";
}
SEQUENCE m2 {
NA_type = DNA;
length = 11;
GC_ratio = 0.454545;
Tm = 25.1696;
seq_mask = "aggagatacgt";
}
Abbildung B.3: Ausgabedatei fu¨r den DNA-Wu¨rfel aus Abschnitt 8.4 (Fortsetzung von Abbil-
dung B.2).
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SEQUENCE A {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 4.93989;
seq_mask = "ctcccttt";
}
SEQUENCE B {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 7.29005;
seq_mask = "tcgacttc";
}
SEQUENCE C {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 6.95945;
seq_mask = "attctccg";
}
SEQUENCE D {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 10.381;
seq_mask = "gaaatcgc";
}
SEQUENCE E {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 6.85551;
seq_mask = "ccaccatt";
}
SEQUENCE F {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 1.01721;
seq_mask = "cacccata";
}
SEQUENCE G {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 6.75561;
seq_mask = "ccgtatgt";
}
SEQUENCE H {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 5.5678;
seq_mask = "cgctaatg";
}
SEQUENCE I {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 2.12562;
seq_mask = "gagtctct";
}
SEQUENCE K {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 2.9053;
seq_mask = "gctatcac";
}
SEQUENCE L {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 1.93717;
seq_mask = "gtattccc";
}
SEQUENCE M {
NA_type = DNA;
length = 8;
GC_ratio = 0.5;
Tm = 4.82968;
seq_mask = "tcagagca";
}
MACRO_3WAYJUNCTION j1 {
Sticky_end1 = A;
Orientation1 = 0;
Sticky_end2 = B;
Orientation2 = 0;
Sticky_end3 = C;
Orientation3 = 0;
Arm1 = a1;
Arm2 = b1;
Arm3 = c1;
}
Abbildung B.4: Ausgabedatei fu¨r den DNA-Wu¨rfel aus Abschnitt 8.4 (Fortsetzung von Abbil-
dung B.3).
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MACRO_3WAYJUNCTION j2 {
Sticky_end1 = B;
Orientation1 = 1;
Sticky_end2 = M;
Orientation2 = 0;
Sticky_end3 = D;
Orientation3 = 0;
Arm1 = b2;
Arm2 = m1;
Arm3 = d1;
}
MACRO_3WAYJUNCTION j3 {
Sticky_end1 = D;
Orientation1 = 1;
Sticky_end2 = K;
Orientation2 = 0;
Sticky_end3 = E;
Orientation3 = 0;
Arm1 = d2;
Arm2 = k1;
Arm3 = e1;
}
MACRO_3WAYJUNCTION j4 {
Sticky_end1 = C;
Orientation1 = 1;
Sticky_end2 = E;
Orientation2 = 1;
Sticky_end3 = F;
Orientation3 = 0;
Arm1 = c2;
Arm2 = e2;
Arm3 = f1;
}
MACRO_3WAYJUNCTION j5 {
Sticky_end1 = G;
Orientation1 = 0;
Sticky_end2 = F;
Orientation2 = 1;
Sticky_end3 = I;
Orientation3 = 0;
Arm1 = g1;
Arm2 = f2;
Arm3 = i1;
}
MACRO_3WAYJUNCTION j6 {
Sticky_end1 = A;
Orientation1 = 1;
Sticky_end2 = G;
Orientation2 = 1;
Sticky_end3 = L;
Orientation3 = 0;
Arm1 = a2;
Arm2 = g2;
Arm3 = l1;
}
MACRO_3WAYJUNCTION j7 {
Sticky_end1 = L;
Orientation1 = 1;
Sticky_end2 = H;
Orientation2 = 0;
Sticky_end3 = M;
Orientation3 = 1;
Arm1 = l2;
Arm2 = h1;
Arm3 = m2;
}
MACRO_3WAYJUNCTION j8 {
Sticky_end1 = I;
Orientation1 = 1;
Sticky_end2 = K;
Orientation2 = 1;
Sticky_end3 = H;
Orientation3 = 1;
Arm1 = i2;
Arm2 = k2;
Arm3 = h2;
}
POOL p {
sequences = ;
n_uniqueness = 6;
Hamming = 0;
H_distance = 0;
sample_conc = 2e-007;
Na_conc = 0.05;
formamide_conc = 0;
}
Abbildung B.5: Ausgabedatei fu¨r den DNA-Wu¨rfel aus Abschnitt 8.4 (Fortsetzung von Abbil-
dung B.4).
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j1
aaagggagtagcatcgacg--tactatcgcgt
atcgtagctgc  atgatagcgcaagctgaag
cg
ta
gc
gc
cg
at
gc
gc
at
ta
at
t
a
a
g
a
g
g
c
j2
tcgacttcgcatttcgtca--ggacatgcttc
cgtaaagcagt  cctgtacgaagagtctcgt
gc
cg
ta
cg
gc
ta
cg
cg
at
at
ta
c
t
t
t
a
g
c
g
j3
gaaatcgctatgccccttg--attccgagtga
atacggggaac  taaggctcactcgatagtg
at
at
ta
gc
gc
at
gc
ta
cg
gc
gc
g
g
t
g
g
t
a
a
j4
attctccgggcttgtcttg--gcctccgaata
ccgaacagaac  cggaggcttatttaccacc
ta
cg
ta
cg
ta
at
cg
ta
cg
gc
cg
g
t
g
g
g
t
a
t
Abbildung B.6: Junctions fu¨r den DNA-Wu¨rfel aus Abschnitt 8.4. Die gezeigten dreiarmigen
Junctions bilden die Ecken des Wu¨rfels und sind aus den Armsequenzen und sticky Ends aus
den Abbildungen B.2 bis B.4 zusammengesetzt. Die Striche -- in der jeweils oberen Sequenz
markieren, daß dies ein durchgehender Strang ist. Die Darstellung wird in Abbildung B.7
fortgesetzt.
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j5
acatacggcggcagtttaa--gaactccacga
gccgtcaaatt  cttgaggtgctatacccac
gc
gc
cg
at
at
gc
at
gc
at
ta
cg
c
t
c
a
g
a
g
a
j6
ctccctttgtttggctaca--gggattaaggc
caaaccgatgt  ccctaattccgtgtatgcc
gc
cg
ta
ta
gc
at
cg
cg
cg
at
ta
c
a
t
a
a
g
g
g
j7
gtattccccaactctacgc--ctaattgcgcc
gttgagatgcg  gattaacgcgggcgattac
ta
cg
cg
ta
cg
ta
at
ta
gc
cg
at
a
c
g
a
g
a
c
t
j8
gagtctcttatagccggtg--gcgcgtaatag
atatcggccac  cgcgcattatccactatcg
at
cg
ta
at
at
cg
gc
at
at
cg
gc
g
t
a
a
t
c
g
c
Abbildung B.7: Junctions fu¨r den DNA-Wu¨rfel aus Abschnitt 8.4 (Fortsetzung von Abbildung
B.6).
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