Let t ≥ 1 be an integer and let A be a family of subsets of {1, 2, . . . n} every two of which intersect in at least t elements. Identifying the sets with their characteristic vectors in {0, 1} n we study the maximal measure of such a family under a non uniform product measure. We prove, for a certain range of parameters, that the t-intersecting families of maximal measure are the families of all sets containing t fixed elements, and that the extremal examples are not only unique, but also stable: any t-intersecting family that is close to attaining the maximal measure must in fact be close in structure to a genuine maximum family. This is stated precisely in Theorem 1.6.
Introduction

History and philosophy
In this paper we touch upon some fundamental questions in extremal set theory. Our focus is on families of subsets of {1, . . . , n} where we identify them with points in the space {0, 1} n endowed with a product measure. Analytical methods used in this setting allow us to study the measure of such families and the distance between their characteristic functions. This in turn allows us to deduce that the optimal families under certain combinatorial conditions are stable: a family whose size is close to that of the optimal one must also be similar to it in structure . The spectral methods we use are by no means new in this setting, and similar approaches appear e.g. in [24] [5], [25] (and many others). Indeed, in [26] Wilson proves a result that is intimately related to ours, and a close comparison of our proof with his reveals many similarities. Another closely related work, whose method we generalize, is [21] which we also use as a didactic building block.
One of the differences between the current work and those cited above is that we have at our disposal some relatively new results from the field of analysis of Boolean functions. Stability results such as [18] and its generalization [22] that we use show that Boolean functions with Fourier transform concentrated on low frequencies essentially depend on few variables, which translates back precisely to the type of combinatorial conclusions that we are interested in. To this end we focus on the product measure setting rather than on the more traditional problems concerning families of sets with a fixed size. This theme appears in several recent papers and manuscripts [2] , [6] , [8] . It seems that these analytical questions which appear in the study of Boolean functions are quite natural. Besides being rich in mathematical structure they turn out to be extremely useful in theoretical computer science, see, e.g., [9] , [23] , to mention just two examples from a multitude.
Another novel element in our proof is doing the linear algebra not only over the reals but also over certain polynomial rings. This approach arose from the need to find a t-nilpotent element, an element X such that X = 0 but X t = 0, which naturally leads one away from fields and into the realm of rings. This method seems like a useful bookkeeping device that hopefully can be applied to other related problems. Nonetheless it is in place to remark that the specific ring related calculations can be circumvented, as pointed out to me by Ryan O'Donnell [private communication].
Notation
We begin with some notation: Let [n] = {1, 2, . . . , n}. We will call a set A ⊆ [n] with |A| = k a k-set. The family of all k-subsets of [n] will be denoted by 
Intersecting families
The typical setting of a fundamental question in extremal set theory deals with a family of k-subsets of [n] given some combinatorial information on their intersections. The most classical example is the Erdős-Ko-Rado theorem [10] :
. Furthermore, if k < n/2 then equality is attained if and only if A is a principal family defined by some {i}.
It has been recognized (see, e.g., [16] ) that it is quite natural to consider weighted versions of such theorems, where rather than concentrating on subsets of {0, 1, . . . , n} of a given size one considers general families of subsets of [n] with a given intersection pattern, and studies their measure under the product measure µ p on {0, 1} n . For example the measuretheoretic analogue of the EKR theorem is the following theorem (first proven perhaps in [11] Theorem 1.2 is quite easy to prove, and there exist quite a few (nonisomorphic) proofs of it, e.g. [16] , [17] , [7] . However, in this paper we approach such product-measure theorems via spectral analysis. One of the nice features of the analytical approach is that it provides adequate tools to study L 2 -approximations of functions, yielding uniqueness and stability results concerning extremal families. The following is, then, a strengthening of Theorem 1.2.
Theorem 1.3 Let 0 < p < 1/2 and let A ⊂ {0, 1}
n be an intersecting family. Then
Remark: For any small constant ε the function c(p) given by our proof is bounded for p ∈ [ε, 1/2 − ε], but it explodes as p approaches 0 or 1/2. This behavior in the vicinity of p = 1/2 is inevitable since the theorem is false for p = 1/2, as shown, e.g., by A = {A : |A| > n/2}. However the theorem can be extended, by different techniques, to a meaningful statement for small values of p. This is done in a paper in preparation [6] . One of the proofs of Theorem 1.2 (or rather, of its generalization to 2-intersecting families) appears in a paper of Dinur and Safra, [9] , where they observe that it follows from the classical EKR theorem using an asymptotic approach and some Chernoff concentration results. In this paper we wish to make deductions in the opposite direction. Although it is not clear whether Theorem 1.2 directly implies EKR we are able to use Theorem 1.3 and deduce the following stability result in the As one may guess c(ζ) behaves nicely as long as ζ is bounded away from 0. For k = o(n) [6] offers an even stronger statement -it turns out that for k n = o(1) every intersecting family is close to being contained in a dictatorship.
The stability corollaries that we prove in this paper, set in the usual combinatorial setting of
[n] k , seem to be quite hard to prove using elementary combinatorial reasoning (meaning that the author is not aware of any such proofs.) It is interesting to compare Corollary 1.4 to the HiltonMilner Theorem, [20] , that bounds the size of an intersecting family that is not a principal family. Neither of the results implies the other despite the fact that they basically deal with similar situations. Likewise there are several results of Frankl and Füredi (also related to Corollary 1.7) concerning maximal intersecting families when one restricts the number of sets any given element can belong to, see e.g. [13] , [19] , [15] .
t-intersecting families for t > 1.
The first natural question generalizing the EKR theorem appears already in the original EKR paper, and it is that of bounding the maximal size of a t-intersecting family of k-sets for t > 1. Erdős, Ko and Rado proved that for every pair of positive integers 1 ≤ t ≤ k there exists n 0 such that for
, with equality if and only if A is a principal family defined by some t-set. In this paper we prefer changing the order of the parameters and asking, for a fixed n and t, how the size and structure of the extremal t-intersecting families of k-sets depend on k. This extensively studied question has been satisfactorily answered for families of k-sets as we shall see shortly. Our main goal in the current paper is to prove the corresponding product measure analogues including uniqueness and stability, and deduce stability corollaries for the k-set setting. Our success will be, however, limited to a certain initial segment of values of k.
Let us now add some new notation: for fixed integers n, k, t, r let
and let
Obviously I(n, k, t, r) is a t-intersecting family, and a natural candidate to be the maximal one. Indeed, Frankl ([12] ) conjectured in 1978 that for every n and k
It turned out, historically, that the easiest cases to settle were those when the extremum is attained for r = 0, i.e. by a principal family defined by some t-set. A relatively simple calculation shows that |I(n, k, t, r)| is maximal for r = 0 when k − t + 1 < n t+1
. In [12] Frankl proved that for t ≥ 15 and for this range of k the maximum is indeed attained by principal families, and this was later extended to all values of t by Wilson in [26] . Frankl and Füredi made further progress towards settling the general question in [14] . Finally, in 1997 Ahlswede and Khachatrian presented their "complete intersection theorem", proving Frankl's conjecture (1). Dinur and Safra deduced in [9] the product measure analogue of the Ahlswede-Khachatrian theorem. Note that both Theorem 1.6 and Corollary 1.7 deal with t ≥ 1 so they cover the case t = 1, i.e. Theorem 1.3 and Corollary 1.4. We make these separate statements because, for didactic reasons, we will prove them separately.
Theorem 1.5 ([9])
Let 0 < p < 1/2, let 1 ≤ t and let A ⊆ {0, 1} n be a t- intersecting family. Then µ p (A) ≤ max r µ p ({x : t+2r i=1 x i ≥ t + r}
Structure of the paper
The rest of the paper is organized as follows. Section 2 is the heart of the paper, and is broken into the following subsections: in 2.1 we present a proof of an old result of Hoffman. The reason we begin with this result is that it contains some of the key ingredients of our proof and, we believe, will help to provide a soft introduction to the spectral approach. In 2.2 we introduce the necessary changes in Hoffman's proof in order to deduce item 1 of Theorem 1.3. In 2.3 we upgrade our technique to deal with the case t > 1 and prove item 1 of Theorem 1.6. In 2.4 we prove the uniqueness and stability of the t-umvirates as stated in items 2 and 3 of Theorem 1.6. In Section 3 we deduce the stability statement for k-uniform t-intersecting families, Corollary 1.7. Finally in Section 4 we state some conjectures and suggestions as to extending the results of this paper.
Optimality, uniqueness and stability of t-umvirates
In this section we prove Theorems 1.3 and 1.6. Our idea is to generalize Hoffman's proof [21] from 1970 to the weighted case. We begin by recalling Hoffman's approach, as we believe that it sheds some light on our proof.
Hoffman's bound on independent sets
Let G = (V, E) be an r-regular graph, and let µ denote the uniform measure on V (G). This induces the usual inner product between functions on V (G), and allows us to define |f
Denote byᾱ(G) the measure of the largest independent set in G. Let A be the adjacency matrix of G i.e.
Remark:
We refrain from substituting λ 1 = r into the statement of the theorem in order to stress its similarity with later results in this paper. Proof: Let α =ᾱ(G), let I ⊂ V (G) be a maximal independent set and let
Since A is a symmetric real matrix it is diagonalizable by an orthonormal basis. Let U 1 , U 2 , . . . U m be a complete orthonormal set of eigenvectors of A with eigenvalues λ 1 , . . . , λ m . We normalize the vectors U i to be orthonormal as functions on V (G) with the inner product defined by µ, (and not as vectors in R m .) Furthermore, since G is r-regular, we can take U 1 to be the vector (1, 1, . . . , 1) and λ 1 = r. Let f = a i U i be the expansion of f according to this basis. Note that
and from Parseval's formula we have
Next note that the fact that I is independent translates to the fact that
This is because whenever f i = f j = 1 then A i,j = 0. Expanding (4) using the expansion of f by eigenvectors we have
Putting (2), (3) and (5) together we get
Noticing that λ min < 0 (because λ i = T r(A) = 0) we rearrange and get the desired bound on α.
Adapting Hoffman's proof to intersecting families
We now proceed to manipulate Hoffman's proof to yield item 1 of Theorem 1.3. We defer the proof of items 2 and 3 to Section 2.4.
We remind the reader that we identify the subsets of be the adjacency matrix of this graph, the disjointness matrix of {0, 1} n . It will be essential for us to order the rows and columns of D (and the vertices of the disjointness graph) so as to reveal its product structure. We choose the reverse lexicological order, from (0, 0 . . . , 0) to (1, 1, . . . , 1). Trying to adapt Hoffman's proof to this graph presents us with several issues.
• To begin with, one would like to know precisely what the eigenvectors and eigenvalues of D are.
• The graph in question is not regular, and therefore the vector
is not an eigenvector of D. This distinguished eigenvector played a central role in Hoffman's proof.
• The eigenvectors of the disjointness matrix are orthogonal with respect to the uniform measure on {0, 1} n , but we are interested in a different product measure.
We will see that the first issue is not hard to resolve due to the fact that D (n) is a tensor power of a 2 × 2 matrix. Furthermore, as we will discover shortly, there is a joint answer that addresses the other two issues simultaneously.
The key observation is that in Hoffman's proof, when using the relation f Af tr = 0, we did not really need the fact that A i,j = 1 when {i, j} is an edge of G, but only that A i,j = 0 when {i, j} is a non-edge. The proof would work just as well if we replaced A by a pseudo-adjacency matrix of G, one where non-edges correspond to 0 entries with no restriction on the entries corresponding to edges. We therefore can safely replace D , that we will define shortly, which is a pseudo-disjointness matrix for {0, 1} n , i.e. A S,T = 0 whenever S and T have non-empty intersection. If we choose A wisely we can then take care of the other two concerns.
Let us begin with the case n = 1. We are looking for a matrix of the type
Solving a set of linear equations produces the matrix 
and for any S ⊆ [n] let χ S = i∈S χ {i} . The tensor structure of {0, 1} n implies that the functions {χ S } S⊆ [n] form an orthonormal basis for the space of functions on {0, 1} n with the inner product induced by µ p , a fact that we will use shortly. This is, in fact, the skew version of the Walsh-Fourier basis which consists of the characters of Z n 2 that form an orthonormal basis in the case p = 1/2. In spirit of the discrete Fourier analysis of the p = 1/2 case we will write the expansion of functions according to this basis as
be the n-fold tensor of A (1) with itself. The following lemma summarizes the relevant information we need about A. 
A is a pseudo-disjointness matrix for {0, 1}
n .
Proof:
1. This is a direct consequence of the fact that A is the n-fold tensor product of A (1) .
Proof by induction on n:
For n = 1 the claim holds, the only non empty intersection is of {1} with itself, and the corresponding entry is indeed 0. Assume next that the claim holds for n − 1. Note that
(where the factor A (1) actually corresponds to the element n, so we index its rows and columns by ∅ and {n}).
Assume that S ∩ T = ∅. Then either n ∈ (S ∩ T ), in which case A 
|S|
is attained for |S| = 1, so we finally have
Rearranging we get α ≤ p as desired.
t-intersecting families for t ≥ 1; Using polynomial rings
We now turn to prove item 1 of theorem 1.6. Wishing to continue the momentum we have gathered in the previous section let us first have a look at B = B (n)
, the 2-disjointness matrix of {0, 1} n , defined by
Consider, e.g. the case n = 3 where the columns and rows are indexed by
Studying this matrix raises the worrying observation that it does not seem to be the tensor of smaller matrices as in the 1-intersecting case. To understand the reason for the difference let us return to Formula 7:
When we are only interested in the question whether T and S have non empty intersection then a simple yes/no answer of the corresponding question for the pairs {S \ {n}, T \ {n}} and {S ∩ {n}, T ∩ {n}} suffices to determine the answer for the pair {S, T }. However in the case where we are interested in the more delicate information, the size of S ∩ T , we need the matrix B (n) to store this information for future generations (i.e. B (n+1) ), so it seems that a 0-1 matrix is not subtle enough for this job. The way to remedy this is to substitute a formal variable X for 0 in the basic intersection matrix A (1) . Define
be the n-fold tensor of M (1) with itself. Now the matrix for {0, 1} 3 looks like this:
Studying the 2×2 blocks in M (3) the tensor structure and the combinatorial meaning emerge, and for general n it is not hard to prove the following.
Claim 2.3 If
The proof of the claim is immediate, using induction and formula (7). Furthermore, the same proof easily generalizes to pseudo-intersection matrices: Still trying to adhere to the proof of the previous section we define the pseudo adjacency matrix D (1) over R[X] as follows.
was designed to once again have the eigenvectors 1 1 and
which we denoted as χ ∅ and χ {1} . The corresponding eigenvalues are now the ring elements 1 and
be the n-fold tensor product of D (1) with itself we now have a matrix that encodes the intersection information of {0, 1} n , with the eigenvectors {χ S } S⊆ [n] . However, we now face two new issues that we must address before proceeding with the proof. The first is that what we really need is a pseudo t-disjointness matrix for {0, 1} n , a matrix D where D S,T = 0 whenever |S ∩ T | ≥ t. The second is the more complicated nature of the new eigenvalues -the eigenvalue corresponding to χ S is now a ring element, the
Recalling that the previous bounds we had involved the minimal eigenvalue we see that the current proof will be slightly more delicate.
Here is how we address these issues: first, we will work over the ring R immediately becomes a pseudo t-disjointness matrix. Next, we write the eigenvalue λ S in the following way:
Note that the relation X t = 0 is the reason that m ranges from 0 only up to t − 1. We now are in shape to reconstruct the proof from the previous section in our setting. which we interpret as an equality between two polynomials. Comparing coefficients on both sides we get t equalities. For every 0 ≤ m ≤ t − 1 we have
Now, let Q(s) be any polynomial of degree t − 1. Due to the fact that the linear space of polynomials in the variable s of degree at most t − 1 is spanned by { s m } t−1 m=0 we can take a linear combination of the t equalities that are embodied in (8) and get
Plugging in the value off (∅) we get
where the minimum is taken over all positive integers s.
Now it is time to use some reverse engineering. We are trying to prove that the extremal function f is a t-umvirate, and accordingly that α ≤ p t . Equation (9) will imply that bound if we can find Q(s) such that Q(0) = 1 and such that the minimal value that 
Q(x) > 0 for all x ≥ t.
Q(t
has precisely t + 1 roots (counting multiplicity), and all of them are in the interval [1, t + 2).
Q(x) <
Item (1) in the claim implies that using Q in (9) is indeed valid. Item (2) will imply that we need only to check the value of Q(s) for odd integers s > t, and item (5) implies that for all such values F (s) > M. Items 3 and 4 will help to imply item 5.
Proof of Claim 2.6:
Using the extrapolation form of Q(x) we get
Q(0) M = t k=1 j =k 0 − j k − j d k = t k=1 t!(−1) t ( −1 k ) (k − 1)!(t − k)!(−1) t−k d k = t k=1 t k (−d) k = −[(1 − d) t − 1] = 1 − 1 p t = M −1 .
Following the sign pattern of Q(s)
for s = 1, 2, . . . t we see that Q changes signs t − 1 times, hence all its roots are in the interval [1, t] so Q(x) must be positive for all x > t.
We want to show that
. As in item 1
So, the inequality holds whenever ) is negative at x = 2, 4, . . . , t−1 (because Q(x) is) and also at x = t + 2 (because of item 3) we conclude that in addition to the root at x = 1 the equation has two roots (or a double root) in each of the intervals (2, 4), (4, 6) . . . (t − 3, t − 1) and two more roots in (t − 1, t + 2).
By item 4 we know that
) has a constant sign on [t + 2, ∞), and by item 3 this sign is negative.
This completes the proof of Claim 2.6, of Lemma 2.5 and hence of Theorem 1.6.
Uniqueness and stability
In this subsection we prove items 2 and 3 of Theorem 1.6, the uniqueness and stability of the extremal intersecting families. Both the proof of the uniqueness and of the stability will follow the same two stages. Let f be the characteristic function of a t-intersecting family A ⊆ {0, 1} n . For uniqueness we will show that if E [f ] = p t then the support off (S) is concentrated on sets S with |S| ≤ t, and then deduce that f is a t-umvirate. For stability we will show that if E [f ] = p t − o(1) then almost all of the weight of f 2 (S) is concentrated on sets S with |S| ≤ t, and then deduce that f is close to a t-umvirate.
First, if necessary we can, without loss of generality, enlarge A to be a monotone increasing family, a fact that we will use later. Recall that we proved in the previous section, in Lemma 2.5 that for any p < 1 t+1
we can
where the minimum is over the positive integers and is attained for s = 1, 2, . . . , t and for no other values of s. Furthermore, since this minimum is negative and F (s) → 0 as s grows we have a "spectral gap", and we can write min{F (s) : s > t, s is an integer} = m + δ
for some δ > 0. Now, let f = f (S)χ S be the characteristic function of a t-intersecting
, and that
. Assume that this last sum breaks up as follows for some τ ≥ 0:
We now return to Equation (9), substituting Q(0) = 1 and utilizing (10) and (11).
As long as τ is small enough that m + τ δ < 0 this simplifies to
For τ = 0 this gives α ≤ p t as before. Fixing m and δ our bound
is a continuous decreasing function of τ near τ = 0. This implies that if α is close to p t then τ is close to 0. In other words the closer µ p (A) is to p t , the less of the weight of f 2 (S) comes from sets S with |S| > t. More formally
)τ and let δ be defined as in equation (10) . Then
•
Proof: Both claims follow easily from the fact that
Theorem 1.6 is easily implied by Lemma 2.7 in conjunction with Lemma 2.8 below. Recall that we may assume without loss of generality that A is monotone increasing. Lemma 2.8 Let 0 < p < 1/2 and let t ≥ 1 be an integer. Let f : {0, 1} n → {0, 1} be a monotone increasing function.
If |S|>tf
Remark: For t=1, our base case, this lemma is precisely the main result of [18] : a Boolean function with almost all its Fourier weight on its linear part must be close to constant or close to a dictatorship. However for t > 1 the assumption that f is monotone and of expectation p t is essential, else the lemma is easily seen to be false. Proof: The Proof of item 1 involves double induction which explains why the statement seems slightly stronger than what we really need, making the induction hypothesis stronger. The proof of item 2 relies on a deep theorem of Kindler and Safra [22] .
• Proof of 1: We proceed by double induction on t and n. We will begin by proving the claim for t = 1, and then assuming the claim for n − 1 and all t we will prove it by induction on t for n. Note that the claim holds trivially for t > n since
, and this expansion is unique it follows that there is at most 1 index i for which a i = 0, else a non-zero term of the form a i a j χ {i,j} would appear in
. Hence f (x) depends on at most one coordinate, so either f ≡ 0 or f ≡ 1 or f (x) = x i , i.e. f is a dictatorship.
Next, assume the claim for n − 1 and all values of t and proceed by induction on t for n. We have already proved the case t = 1, so assume t > 1 and that we know the claim for n and t − 1. For y ∈ {0, 1} n−1 let f 0 (y) = f (y, 0) and f 1 (y) = f (y, 1). The following facts are easy to verify.
1. f 0 and f 1 are monotone.
For
with equality if and only if f (x) does not depend on x n . . Using the assumption that f 0 ≡ 0 we deduce that for S ⊆ [n − 1]
hence the only possible sets T ⊆ [n] of size t for whichf (T ) = 0 are those for which n ∈ T and furthermore, using item 2,f 1 (S) = 0 not only for for |S| > t but also for |S| = t. So by induction on t we deduce that either f 1 ≡ 0 which implies f ≡ 0 or f 1 is a (t − 1)-umvirate and f is a t-umvirate.
• Proof of 2: Here we rely on Theorem 3 in the yet unpublished paper [22] . We present a slightly simplified version of it. This innocuous theorem is the engine that drives our whole stability approach. It belongs to the same genre as the main results in [18] (which deals with the case t = 1) and [4] which finds the strongest possible tradeoff between the rate of decay off and f 's dependence on few coordinates. The common theme to these theorems is that if the Fourier transform of a Boolean function has very little weight on the high coefficients there is a simple explanation for that, and it is that the function essentially depends on few coordinates. The extra strength of this particular theorem is that once ε, the weight of f 2 (S) on sets S with |S| > t, is sufficiently small then the number of coordinates defining the approximating function g does not have to grow in order to get an approximation proportional to ε. It will be clear in what follows that this is essential for us in deducing that f not only depends on few coordinates, but is actually close to a tumvirate.
Clearly we will be done if we show that for the function f in the statement of Lemma 2.8 applying the Kindler-Safra theorem yields a function g which is a t-umvirate. 
Note that, by the definition of J + K , γ > 0 and that by item 1 in Lemma 2.8 δ > 0. Next assume that ε < ε 0 is small enough so that ( √ c +
1)
2 ε < γ and cε < δ. Applying the theorem to our f yields a function g. We claim that g ∈ J
K . Therefore g must be a t-umvirate as desired. This completes the proof of Lemma 2.8 which together with Lemma 2.7 immediately imply Theorem 1.6.
Stability in the case of k-uniform t-intersecting
families when
In this section we prove Corollary 1.7, which includes Corollary 1.4 as a special case. Throughout the proof we will assume that k is sufficiently large, e.g. √ k 1/ε, and the o(1) notation will be with respect to k tending to infinity. We are applying here the converse of the nice approach of "going to infinity and back" which appears in [9] and [16] . There one wishes to prove a statement on A ⊆ {0, 1} . Our strategy will be to consider the upset generated by A, and to study it under the measure µ p for some p slightly larger than k n . If we choose p appropriately then the measure of the upset will be close to p t and it will therefore be close to a t-umvirate B . Then we will project B back down to the kth level and show that A \ B is small. Let A ↑ be the upset generated by A,
We have
which implies by a simple counting argument that for any m > k
Let = k + 4 log ε k and let p = n . Then
We claim that A ↑ is close to a t-umvirate under µ p . Note that A ↑ is tintersecting because A is. Theorem 1.6 will therefore imply that there exists a t-umvirate B such that
provided we prove the following.
(Note that from item 1 in Theorem 1.6 we know that
which by (13) is
By (14) this is 
We claim that B ∩ 
. . x t ) = (y 1 , . . . , y t )}.
We want to show that for y = (1, 1, . . . , 1) the intersection of A with C y is not too large, i.e. ε. Since we treat p and t as constants µ p (C y ) is constant too, and we are done.
Open Problems
There are many different intersection theorems and conjectures that seem to be natural candidates for attack via the methods of this paper. However, rather than list them all we will restrict ourselves to the most immediate generalizations of Theorem 1.6 and Corollary 1.7. We would like to study uniqueness and stability statements for t-intersecting families of maximal size when the answer is not a t-umvirate. Recall that the Ahlswede-Khachatrian theorem states that for k < n/2 the unique maximum t-intersecting families of k-sets are the families of type
The natural conjecture generalizing Corollary 1.7 is that these examples are also stable. Let t ≥ 1 be an integer and let 0 < ζ < 1/2. Then there is either a unique value of r or two consecutive values that asymptotically maximize the value of |I(n, ζn , t, r)|. We will say that ζ is non singular for t if there is only one such value of r and in that case we denote it by r * (ζ, t). For singular ζ let r * and r * + 1 be the two extremal values of r. (Here O(ε) hides a constant that depends on t and ζ but not on n.) In the spirit of Section 3 it is clear that one way to prove this conjecture is by proving the corresponding statement in the product measure setting. The reader may ask herself at this point why the proof of Theorem 1.6 does not easily generalize to prove this conjecture. The reason is that, in a sense, we enjoyed a stroke of luck in the proof of the case where the extremal family is a t-umvirate. Going back to Equation (9) the proof boils down to solving a certain linear programming problem. The solution tells us something about the Fourier coefficients of the optimal function. As long as p ≤ it turns out that the optimal solution can be realized by a Boolean function. However for other values of p the optimal Boolean function is not a global optimum under our constraints. As we mentioned in the introduction this was also the pre-Ahlswede-Khachatrian state of affairs, where the problem was settled first for principal families. We hope to see similar progress on this front too.
