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We study the charge-density dynamics within the two-dimensional extended Hubbard model in the
presence of long-range Coulomb interaction across the metal-insulator transition point. To take into
account strong correlations we start from self-consistent extended dynamical mean-field theory and
include nonlocal dynamical vertex corrections through a ladder approximation to the polarization
operator. This is necessary to fulfill charge conservation and to describe plasmons in the correlated
state. The calculated plasmon spectra are qualitatively different from those in the random-phase
approximation: they exhibit a spectral density transfer and a renormalized dispersion with enhanced
deviation from the canonical
√
q behavior. Both features are reminiscent of interaction induced
changes found in single-electron spectra of strongly correlated systems.
PACS numbers: 71.45.Gm, 71.30.+h, 71.27.+a
Substantial progress has been made in recent years,
both theoretically and experimentally, in the study of
the electronic structure of strongly correlated systems [1].
Such systems combine atomiclike features, such as the
formation of local moments and multiplets, with the
Bloch character of states of itinerant electrons. This
requires a development of special tools for their treat-
ment [2]. The introduction of the dynamical mean-field
theory (DMFT) [3, 4] was a crucial step forward since
it provides a natural interpolation between atomic and
band limits. In DMFT, all local correlation effects are
taken into account via a frequency-dependent local self-
energy. Key phenomena described by DMFT are the
spectral weight transfer, i.e., the formation of Hubbard
bands [5, 6], the band renormalization and the asso-
ciated mass enhancement, as well as the Mott transi-
tion [1, 4]. Since its introduction, DMFT has been ex-
tended in various ways to describe the impact of the non-
local (intersite) correlations on the electronic structure.
Examples include the quantum cluster approaches [7]
and the diagrammatic extensions of DMFT, such as the
DΓA [8], dual fermion [9] and one-particle irreducible ap-
proach [10].
Our knowledge of the collective excitations in strongly
correlated systems, on the other hand, has not pro-
gressed as much. It is known that plasmons are de-
scribed by the Lindhardt dielectric function within the
random phase approximation (RPA) [11–13]. The RPA,
however, is not applicable to correlated systems since
plasmons are considered as a superposition of electron-
hole pairs of bare electrons with unrenormalized energy
spectrum. The simplest approach to correlated electrons
is the GW approximation. GW self-energies are ob-
tained from a Ψ functional written in terms of the bosonic
and fermionic Green’s functions [14]. The self-consistent
second-order variation of the functional is needed to cal-
culate the plasmon excitation spectra and is equivalent to
the solution of the Bethe-Salpeter equation [15]. Because
of its simple perturbative nature, it does not capture
the Mott transition. Early works on extended DMFT
(EDMFT) [16–20] aimed at simultaneously accounting
for screening due to long-range (in particular Coulomb)
interaction and Mott physics. The effect of screening is
taken into account through a local retarded interaction.
Including the lowest-order nonlocal diagram corrections
yields the so-called EDMFT+GW approach [21–24].
The charge-density dynamics is encoded in the lattice
charge susceptibility XE(q), where E and q denote en-
ergy and momentum, respectively. In terms of the polar-
ization operator Π, we can write it in the form XE(q) =
[ΠE(q)
−1 + V (q)]−1, where V (q) is the Coulomb poten-
tial. The dispersion of the collective charge excitations is
determined by the poles of the charge susceptibility, i.e.,
by the equation
1 + V (q)ΠE(q) = 0. (1)
The standard RPA analysis is based on the fact that, in
the long-wavelength limit, the polarization operator be-
haves as ΠE(q) ∼ q2/E2. This property is a consequence
of gauge invariance and local charge conservation (for a
recent discussion, see Refs. [25, 26]). In two dimensions
(2D), the potential decays as V (q) ∼ 1/q, which leads
to the “classical” ωp(q) ∝ √q behavior of the plasmon
dispersion with proportionality factor
√
2pie2n/m, with
n being the carrier density, e and m the charge and mass
of the electron.
In EDMFT, both the single-particle self-energy Σ and
the polarization operator Π are supposed to be local.
While the former assumption yields a description of
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2strong correlation physics a` la DMFT, the latter there-
fore leads to unphysical behavior of the collective charge
excitations and to a divergence of the excitation energy in
the long-wavelength limit [26]. In Ref. 25, the dual boson
approach has been introduced as a diagrammatic exten-
sion of EDMFT. It allows us to restore the momentum
dependence of the polarization operator through a lad-
der summation of diagrams. This scheme includes vertex
corrections beyond the EDMFT+GW approximation. It
is a minimal conserving approximation for correlated sys-
tems, similar to the RPA being the minimal theory for
the Fermi gas. In this Letter, we employ this approach
to study the charge excitations in two-dimensional cor-
related systems with long-range Coulomb interaction.
We proceed with the prototypical model of a strongly
correlated system, the (extended) Hubbard model [5, 6,
27, 28]
H = −t
∑
ij
c†iσcjσ +
1
2
∑
q
V (q)ρqρ−q, (2)
on the two-dimensional square lattice with the charge
susceptibility Xω(q) = 〈ρρ〉ωq. In the above, c†iσ and ciσ
denote the creation and annihilation of an electron on
lattice site i with spin σ =↑, ↓ and ρi = c†i↑ci↑+ c†i↓ci↓−1
describes the deviation of the density at site i from its
average value 1 for the half-filled case that we consider.
t is the hopping parameter.
The long-range Coulomb interaction V (q) has the form
U + V0/|q| for |q| > 0 [29], where V0 is the strength
of the bare or effective screened interaction. Correlated
adatom systems on semiconductor surfaces [30] and the
plasmonics of graphene [31, 32] provide beautiful exam-
ples of real phenomena which may be described within
this model. The momentum dependent part corresponds
to the asymptotic behavior of the Coulomb interaction
in two dimensions for distances considerably larger than
the interatomic distance and will result in a plasmonic
branch [11–13]. For such distances, the long-range in-
teraction is screened by the substrate and the potential
strength is given by V0 = 2pie
2/κ, where κ is the dielectric
constant of the substrate [30]. At short distances, screen-
ing effects of the substrate are often negligible. We there-
fore add a variable interaction U to the local part which
yields an effective local interaction U∗ = U +
∑
q V0/|q|.
In our calculations, we choose 4t = 1 as the energy
unit and work at fixed temperature T = 0.02 and V0 = 2,
while varying the parameter U∗ = U + 1.1. In each case,
we start from a standard, self-consistent EDMFT calcu-
lation. A hybridization expansion continuous-time quan-
tum Monte Carlo solver [33, 34] with improved estima-
tors [35] is used to compute the imaginary-time correla-
tion functions of the impurity model without approxima-
tion. In the final impurity solver step, we additionally
compute the (reducible) impurity vertex function γνν′ω
in the charge channel, where ν(ω) are fermionic (bosonic)
Matsubara frequencies. The polarization operator is rep-
resented in the form [25] Π−1ω (q) = [χω+χωΠ˜ω(q)χω]
−1−
a)
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Figure 1. a) Polarization correction diagram for Π˜ and b)
renormalized triangular electron-boson vertex Λ (shaded tri-
angle) in the dual boson approximation. The shaded square
denotes the renormalized two-particle vertex Γ.
Uω, where χω denotes the local charge susceptibility. The
retarded interaction Uω, which is the same as in EDMFT,
describes the mean field screening of the local interac-
tion. It contains the local part U∗ of the interaction and
is treated on the level of the impurity model.
The dual bosonic self-energy Π˜ in turn is given by
[cf. Fig. 1 a)] Π˜ω(q) =
∑
νσ λν+ω,−ωX˜
0
νω(q)Λνω(q) (in
EDMFT, it is identically zero). Here X˜0 denotes the
nonlocal part of the bubble. The vertex corrections in
the dual boson approach enter through the renormal-
ized triangular vertex [Fig. 1 b)]: Λνω(q) = λνω +∑
ν′ Γνν′ω(q)X˜
0
ν′ω(q)λν′ω, where Γνν′ω(q) denotes the
lattice vertex function in the particle-hole charge channel,
which is obtained through the dual Bethe-Salpeter equa-
tion [25]. The Bethe-Salpeter equation generates ladder
diagrams, which describe the repeated particle-hole scat-
tering processes that give rise to the long-wavelength col-
lective excitations.
In Fig. 2 we show the EDMFT local density of states
(DOS) for the extended Hubbard model for three qualita-
tively different cases: For weak interaction U∗, the DOS
exhibits a single quasiparticle peak at the Fermi level.
As the interaction is increased, the peak is renormalized,
as spectral weight is moved to incoherent excitations at
a higher energy. This leads to the formation of Hubbard
bands at energies E ∼ ±U∗/2. Above a critical U∗c ∼ 2.4,
the system undergoes a first-order Mott transition [1, 4].
The Hubbard bands persist in the Mott phase.
We now turn to the discussion of the results for the col-
lective excitations. First, we verify in our numerical data
that the polarization behaves as q2/(iω)2 for any finite
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Figure 2. Finite temperature local density of states of the
two-dimensional Hubbard model with long-range Coulomb
interaction calculated within EDMFT. The local interaction
U∗ moves spectral weight from the quasiparticle peak at the
Fermi energy to the Hubbard bands at E ∼ ±U∗/2. For
sufficiently large U∗, the system is a Mott insulator.
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Figure 3. Inverse dielectric function − Im −1E (q) of the 2D
Hubbard model with long-range Coulomb interaction for dif-
ferent values of the effective local interaction U∗ across the
Mott transition. The spectra show a transition from itinerant
to localized behavior. The interaction causes a spectral weight
transfer as well as a renormalization of the long-wavelength
plasmon dispersion. The dispersion relation ωp(q)
2 = αV0q
is shown in white.
Matsubara frequency ωm > 0 and small momenta [26].
We hence expect that an RPA-type analysis according to
(1) still holds. In Fig. 3 we plot the inverse of the di-
electric function E(q) = 1 +V (q)ΠE(q) as a function of
real energy obtained by a stochastic analytical continua-
tion procedure [36]. Despite the appearance of artifacts,
the main qualitative features discussed here are robust.
This quantity can be measured via angular resolved elec-
tron energy loss spectroscopy (EELS) [12, 13]. We find
that at U∗ = 1.1, the overall behavior is reminiscent
of the RPA. It can be understood within an itinerant
electron picture. In the proximity of the Γ point, the
spectrum exhibits a single plasmon branch whose energy
vanishes in the long-wavelength limit. We further see a
rather well-defined but broadened excitation throughout
the Brillouin zone with a wide continuum of particle-hole
excitations below. The energy scales are determined by
the hopping rather than the interaction, just as one would
expect from a simple convolution of weakly renormalized
Green’s functions: The dominant contribution at the M-
point stems from the k-points connected by M for which
the single-particle dispersion tk is extremal, correspond-
ing to a large density of states. The energy difference is
tM− tΓ = 2. At the X-point, tX− tΓ = tM− tX = 1. The
energy scales are indeed found to be independent of U∗
in this regime.
At U∗ = 2.1, the picture has changed drastically. The
excitations of the particle-hole continuum are suppressed.
More strikingly, the dispersion is split into two branches
except for small wave vectors. The maximum energy of
both branches is found at the M-point, where they are
separated by a gap. The maximum of the lower branch
is consistent with a value of U∗/2, while the latter is lo-
cated at E ∼ U∗. These features appear concomitantly
with the Hubbard bands in the density of states of Fig. 2.
One can interpret the lower branch to originate mainly
from particle-hole excitations for which the electron is ex-
cited from the Hubbard band to the quasiparticle-peak
(or vice versa), whereas the upper branch stems from ex-
citations between the Hubbard bands [37]. Similar split-
ting has also been observed in EDMFT+GW calculations
for the extended Hubbard model with short-range inter-
action [23, 24]. It is further apparent that the low en-
ergy, long wavelength excitations are renormalized in the
vicinity of the Γ point. This is expected for excitations
from within the quasiparticle peak. We will discuss this
feature in more detail below. The renormalization near
the Γ point and the splitting into two branches at the M
point are signs of a crossover from delocalized electrons
in the metallic phase to the local physics in the insulating
phase. At small energy scales electrons are characterized
by their quasimomentum k and the Landau picture of
interacting quasiparticles is valid at long wavelengths, so
there is a plasmon branch in the metal. At larger energy
scales, the whole density of states is relevant, including
the Hubbard bands. Physically, the latter reflects atom-
iclike, localized features of strongly correlated electrons.
Figure 3 finally shows the inverse dielectric function
in the Mott insulator at U∗ = 2.6. In this state, a two-
particle excitation corresponds to a creation of a doublon
and a holon, which costs an energy U∗. Such an excita-
tion is expected to be highly localized. As a result, we
see a weakly dispersing branch at an energy E ∼ U∗.
The low-energy plasmon mode has disappeared together
with the quasiparticle peak.
Similar to the single-particle spectra of correlated sys-
tems, we observe a spectral weight transfer in the plas-
mon spectra. This is clearly illustrated in Fig. 4, where
we show the inverse dielectric function for fixed momen-
tum. The respective values of U∗ are indicated, showing
 0
 0.5
 1
 1.5
 0  1  2  3
E
ǫ−
1
E
(q
=
π
,π
)
U∗ = 1.1
U∗ = 2.1
U∗ = 2.6
U∗
U∗/2
U∗
Figure 4. A cross section of the EELS (− Im −1) of Fig. 3
at the M point, q = (pi, pi). The interaction causes a transfer
of spectral density. The arrows indicate the typical energy
scales U∗ and U∗/2.
4that the spectral weight transfer is indeed associated with
this energy scale.
The interaction also has significant impact on the
plasmon dispersion. In graphene or in other systems
with nonparabolic energy bands, there is a rescaling of
the plasmon spectrum [38]. Evidence for a correlation-
induced departure from the
√
q behavior at finite q has
been reported in Ref. [39]. Fermi liquid theory allows
a renormalization of the plasmon dispersion in systems
with broken Galilean invariance, but can only provide
predictions in the long wavelength limit. We now illus-
trate how the interaction renormalizes the dispersion for
finite wave vectors.
At small q the polarization operator is, to lowest order,
proportional to (q/E)2: ΠE(q) = −α(q/E)2 + . . . (see
Appendix for additional details). The plasmon dispersion
can then be expressed using Eq. (1):
ω2p(q) = αV0q + . . . . (3)
We find that the effect of the interaction is to sig-
nificantly lower the value of α and thus has two main
effects: First, the value of the plasma frequency ω0(q)
is renormalized: For the RPA with U∗ = 1.1 and the
dual boson results with U∗ = 1.1 and U∗ = 2.1, we
find αRPA ≈ 0.2, αU∗=1.1 = 0.16 ± 0.02 and αU∗=2.1 ≈
0.07± 0.03, respectively. Compared to RPA, the plasma
frequency is hence renormalized for small q by a factor√
αU∗=1.1/αRPA ∼ 0.9 and hence reduced by 10% by the
dynamical vertex corrections included beyond the RPA.
Comparing the cases U∗ = 1.1 (U = 0) and U∗ = 2.1
(U = 1) we obtain
√
αU∗=2.1/αU∗=1.1 ∼ 0.66, a de-
crease by more than 30% induced by on-site correla-
tions. We find that while the plasma frequency de-
creases as the Mott transition is approached, the renor-
malization does not scale with the quasiparticle weight
Z = (1−dRe Σω/dω)−1 [26], contrary to what one might
naively expect for particle-hole excitations within the
quasiparticle peak. This implies that plasmons are con-
siderably affected by the incoherent (nonquasiparticle)
properties of the system. This is consistent with the ob-
servation that the spectrum in the middle panel of Fig. 3
cannot be described in terms of a simple convolution of
renormalized Green’s functions. Because of the internal
summation over all fermionic frequencies in the particle-
hole bubble that appears between the scattering events
in the Bethe-Salpeter equation, the quasiparticles and
holes probe the entire energy spectrum. The collective
excitations are hence influenced by the high energy scales
(Hubbard bands). Second, the interaction enhances the
deviation from the ωp(q) ∼ √q dispersion. This can be
seen in Fig. 5, where we plot the plasmon dispersion (3)
(solid lines) [40] together with the pure ω2p = αV0q form.
The interaction clearly causes the dispersion to depart
from the
√
q behavior at significantly smaller wave vec-
tors.
We expect the spectral weight transfer and the disper-
sion renormalization to be general features of plasmons in
strongly correlated systems. The spectral density trans-
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Figure 5. Renormalization of the plasmon dispersion at long
wavelengths for two values of U∗. The symbols denote the
dispersion obtained by analytical continuation. The dashed
lines correspond to a pure square root behavior ω20(q) = αV0q.
The interaction reduces the plasmon energy and causes a de-
parture from the ω2p(q) ∼ q behavior at smaller wave vectors.
fer leads to qualitative differences in the EELS below and
above Uc. For the particular case of the unfrustrated
half-filled Hubbard model on the square lattice, strong
antiferromagnetic correlations can also be taken into ac-
count, as they lead to a pseudogap [41] and may open
the gap at any finite U for T → 0 [42]. These effects may
alter our results at low temperatures. Plasmons with en-
ergies larger than the gap can, however, be expected to
be unaffected by the antiferromagnetism.
In summary, we have studied the evolution of the col-
lective charge excitations across the Mott metal-insulator
transition. By means of a ladder diagram summation, we
included local as well as nonlocal vertex corrections to
the polarization within the dual boson approach. This is
essential to fulfill the requirement of local charge conser-
vation, thus providing the q2/ω2 behavior of the polar-
ization operator in the long wavelength limit. It allows
us to describe the collective excitations in the correlated
state. We have shown that an RPA-type analysis of the
long wavelength excitations remains valid in the corre-
lated regime. The dispersion of these long wavelength
excitations is however strongly renormalized by the inter-
action. The renormalization is found not to scale with the
quasiparticle weight, showing that plasmons are affected
by incoherent properties in an essential way. Strong cor-
relations further lead to a spectral weight transfer of the
plasmonic modes, which cannot be described within the
RPA. Spectral weight transfer and dispersion renormal-
ization provoke an association of the analogous phenom-
ena observed in single-particle spectra of strongly corre-
lated systems. Theoretical and experimental studies of
plasmons in correlated materials, for example focusing
on the mutual interplay between charge and spin degrees
of freedom like in spintronics or multiferroics, are po-
tentially relevant for applications. It would further be
very interesting to measure these effects in angular re-
solved electron energy loss spectroscopy [43] or inelastic
x-ray scattering spectroscopy [44] of correlated surface
systems.
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VI
In this supplement we will
• Explain the dual boson computational scheme.
• Study the polarization operator in the limit q → 0.
• Explain how to obtain the plasmon dispersion.
Appendix A: Dual Boson method
The dual boson approach is based on a seperation of a many-body lattice problem into local and non-local parts.
For a derivation of the approach, we refer the reader to Ref. 25. For a recent discussion, see also Refs. 26 and 46.
Here we will briefly summarize how the polarization operator and susceptibility are calculated.
As in DMFT and EDMFT, the dual boson method is based on the self-consistent solution of an impurity problem.
This impurity problem is described by a hybridization function ∆ν and a frequency-dependent interaction Uω:
Simp[c
∗, c] =−
∑
νσ
c∗νσ[iν + µ−∆ν ]cνσ +
1
2
∑
ω
Uωρωρ−ω, (S1)
In the summations over the bosonic and fermionic Matsubara frequencies ω, ν (or quasimomenta), we implicitly
assume a normalization by the inverse temperature (or number of k points). The functions ∆ν and Uω are chosen in
such a way that the impurity (fermionic and bosonic) Green’s functions and the local Green’s functions of the lattice
model are identical. The self-consistency procedure is identical to EDMFT (see [24] for a recent discussion).
The impurity problem is solved numerically exactly using a continuous-time Quantum Monte Carlo solver [33]
that can treat the frequency-dependent charge-charge interaction [24]. We use a modified version of the open source
implementation presented in Ref. 34 with improved estimators for the impurity vertex functions [35]. The impurity
solver determines the impurity Green’s function gν , susceptibility χω, fermion-fermion vertex γ and fermion-boson
vertex λ, which all enter the dual perturbation theory. The fermionic impurity Green’s function gνn is determined on
fermionic Matsubara frequencies νn = (2n+ 1)pi/β with n ∈ [0, . . . 255], the susceptibility χωm on bosonic Matsubara
frequencies ωm = 2mpi/β with m ∈ [0, . . . 127] and the vertices γνnνn′ωm , λνnωm are determined for m ∈ [0, . . . 127],
n, n′ ∈ [−64, . . . 63]. We only consider the paramagnetic case, so spin labels have been omitted.
From the impurity problem, we determine the nonlocal Green’s function G˜ν(k) = Gν(k) − gν , where Gν(k) =[
g−1ν + (∆ν − tk)
]−1
is the usual (E)DMFT lattice Green’s function. Then the nonlocal part of the bubble X˜0νω(q) =
−∑k G˜ν(k)G˜ν+ω(k+q) is calculated and used to invert the Bethe-Salpeter equation (BSE) to obtain the renormalized
vertex Γ: [Γ−1ω (q)]νν′ = [γ
−1
ω ]νν′ − X˜0νω(q)δνν′ . The BSE generates repeated particle-hole scattering processes to all
orders, which is necessary for a correct description of collective excitations [26]. In the summations over the bosonic
and fermionic Matsubara frequencies ω, ν (or quasimomenta), we implicitly assume a normalization by the inverse
temperature (or number of k points).
The dual polarization [see Fig. 1a). of the main text] is then given by
Π˜ω(q) =
∑
νσ
λν+ω,−ωX˜0νω(q)λνω
+
∑
νν′σσ′
λν+ω,−ωX˜0νω(q)Γνν′ω(q)X˜
0
ν′ω(q)λν′ω. (S2)
Here the renormalized triangular vertex [see Fig. 1b) of the main text] Λνω(q) = λνω +
∑
ν′ Γνν′ω(q)X˜
0
ν′ω(q)λν′ω has
been inserted.
Computational efficiency can be improved by noting that the procedure is diagonal in ω and q. The calculation
is hence parallelized over ω and Γω(q) is stored for only one q at a time. We performed calculations on a discrete
128 × 128 lattice with periodic boundary conditions, employing lattice symmetries and Fast Fourier Transforms to
reduce the computational cost.
Finally, the physical polarization Πω(q) is determined from the dual polarization Π˜ω(q), using the relation [25]
Π−1ω (q) = [χω + χωΠ˜ω(q)χω]
−1 − Uω. (S3)
For q = 0, charge conservation requires Π˜ω(q)χω = −1, which can be used to control the accuracy of a simulation.
When too few fermionic frequencies are used in (S2), Π˜ω(q)χω deviates from −1. Statistical noise in the impurity
quantities (especially in γνν′ω) shows up as noise in the relation Π˜ω(q)χω = −1.
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Figure S1. The long-wavelength behavior of the polarization Πω(q). The symbols denote Πω(q) on Matsubara frequencies,
the lines show fits to the form −α(q/ω)2, with the same α for fixed interaction: αU∗=1.1 = 0.16 (left) and αU∗=2.1 = 0.07
(right). The momenta lie on the first part of the path Γ = (0, 0) X = (pi, 0), i.e. qy = 0.
Appendix B: Long-wavelength behavior of the polarization operator
Charge conservation requires that ΠE(q)→ 0 for q→ 0 and E > 0 [25, 26]. We confirm this in our simulations. The
lattice symmetry implies that ΠE(q) is even in q, so ΠE(q) ∝ q2 for fixed E and small q. In RPA, the polarization
is given by the Lindhardt function which in the long wavelength limit and for small q/E behaves as q2/E2. In the
correlated case, the polarization exhibits the same discontinuity at q = ω = 0 as the Lindhardt bubble and we assume
that for small q = |q| and small q/E, the polarization operator has the form ΠE(q) = −α(q/E)2. with α > 0. The
plasmon dispersion ωp(q) is determined by 1 + V (q)ΠE=ωp(q)(q) = 0, or ωp(q)
2 = αV (q)q2. In two dimensions,
we have V (q) = U + V0/q so that to leading order in q, we recover the
√
q behavior of the plasmon dispersion:
ωp(q) ≈
√
αV0q.
That the polarization indeed exhibits this behavior is shown in Fig. S1, where we show fits of the polarization
operator to the form Πω(q) = −α(q/iω)2. We note that ladder diagrams at all orders contribute to the long wavelength
behavior. One can further see that for small frequencies the range of momentum values for which this approximation
holds is smaller, since q/E should be small. Since we lack the necessary momentum resolution in this range, we fit
the polarization on intermediate (m ≈ 10) bosonic Matsubara frequencies.
The value of α is reduced by increasing the interaction (αU∗=1.1 ≈ 0.16 and αU∗=2.1 ≈ 0.07). Deviations from the
asymptotic behavior also become important already for smaller q in the case U∗ = 2.1. These same two effects are
visible in the inverse dielectric function (see main text).
Appendix C: Analytical continuation and plasmon dispersion
We obtain the polarization operator, susceptibility and inverse dielectric function on Matsubara frequencies ωn. To
analyze the spectrum, it is necessary to continue these quantities to real energies. However, the quantities contain
two main sources of error: statistical noise from the impurity quantities and finite frequency cutoffs in the internal
summation (see also A). Since analytical continuation is inherently unstable, care is needed in the procedure. These
problems are most severe at small q, where the diagrammatic corrections are most relevant and in the strongly
correlated regime, where where a large frequency range is needed to capture all relevant energy scales.
We have used both Pade´ and stochastic analytical continuation methods. We perform the analytical continuation of
the susceptibility from Matsubara frequency to real energy for each q-point separately and then calculate the inverse
dielectric function on the real axis.
The stochastic analytical continuation which was used to obtain the results of Figure 3, exhibits some artifacts.
Some spectral weight appears at the edge, i.e. at the cutoff-energy (this is not visible in the plot). Another artifact
is that the spectral weight corresponding to the particle-hole continuum for U∗ = 1.1 comes out irregular as can be
seen in Figure 4. For U∗ = 2.1, one can see a peak at E = 0.1, the width of which is restricted to a single point. In
the insulating U∗ = 2.6 spectrum, there is some spectral weight at E ≈ 0.7 − 0.8, which is a factor 20 less intense
than the main peak. On physical grounds we do not expect transitions with this energy in the insulator and consider
this small amount of spectral weight to be an artifact. The artifacts can be distinguished from the physical features,
because the latter are robust when changing a control parameter (the real cutoff frequency in this case), while the
former change their shape or position.
At small q and in the metallic phase, the inverse dielectric function − Im −1E (q) has a low energy plasmon mode.
The dispersion of this plasmon mode can be obtained by finding, for every fixed q, the energy E where − Im −1E (q)
[or, equivalently, the susceptibility ImXE(q)] has a maximum. In our experience, the most stable way to do this is by
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using Pade´ approximants [40], with a different number of Matsubara frequencies NPade´ω = [30 . . . 60], determine the
dispersion for each NPade´ω and finally take the average. This reduces the effect of high frequency noise. This results in
the dispersion shown as points in figure 5. It is consistent with the dispersion obtained from fitting the polarization
on Matsubara data (see B) and with the maximum of the spectral weight of the spectral function in figure 3, which
was obtained using stochastic analytical continuation.
