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The competition of magnetic exchange interactions and tunneling underlies many complex quan-
tum phenomena observed in real materials. We study non-equilibrium magnetization dynamics in an
extended 2D system by loading effective spin-1/2 bosons into a spin-dependent optical lattice, and we
use the lattice to separately control the resonance conditions for tunneling and superexchange. After
preparing a non-equilibrium anti-ferromagnetically ordered state, we observe relaxation dynamics
governed by two well-separated rates, which scale with the underlying Hamiltonian parameters as-
sociated with superexchange and tunneling. Remarkably, with tunneling off-resonantly suppressed,
we are able to observe superexchange dominated dynamics over two orders of magnitude in mag-
netic coupling strength, despite the presence of vacancies. In this regime, the measured timescales
are in agreement with simple theoretical estimates, but the detailed dynamics of this 2D, strongly
correlated, and far-from-equilibrium quantum system remain out of reach of current computational
techniques.
The interplay of spin and motion underlies some of
the most intriguing and poorly understood behaviors in
many-body quantum systems [1]. A well known example
is the onset of superconductivity in cuprate compounds
when mobile holes are introduced into an otherwise insu-
lating 2D quantum magnet [2]; understanding this behav-
ior is particularly challenging because the dimensionality
is low enough to support strong quantum correlations,
but high enough to prohibit numerical solution. Ultra-
cold atoms in optical lattices realize tunable, idealized
models of such behavior, and can naturally operate in a
regime where the quantum motion (tunneling) of parti-
cles and magnetic interactions (superexchange) explicitly
compete [3, 4].
For ultracold atoms in equilibrium, the extremely small
energy scale associated with superexchange interactions
makes the observation of magnetism challenging, and
short-range antiferromagnetic correlations resulting from
superexchange have only recently been observed [5, 6].
Out of equilibrium, superexchange-dominated dynamics
has been demonstrated in isolated pairs of atoms [7], in
1D systems with single atom spin impurities [8], and re-
cently in the decay of spin-density waves [9]. However,
the perturbative origin of superexchange in these systems
requires that it be weak compared to tunneling, and thus
the manifestation of superexchange requires extremely
low motional entropy. Dipolar gases [10] and ultracold
polar molecules [11] in lattices provide a promising route
toward achieving large (non-perturbative) magnetic in-
teractions [12], but, technical limitations in these sys-
tems currently complicate the simultaneous observation
of motional and spin-exchange effects.
Here, we study the magnetization dynamics of effec-
tive spin-1/2 bosons in a 2D optical lattice following a
global quench from an initially antiferromagnetically or-
dered state [13]. The dynamics we observe is governed by
a bosonic t-J model [14, 15]. Utilizing a checkerboard op-
tical lattice, we continuously tune the magnetization dy-
namics from a tunneling-dominated regime into a regime
where superexchange is dominant, even at relatively high
motional entropies. This experiment bridges the gap be-
tween experiments studying the non-equilibrium behav-
ior of systems with exclusively motional [16–20] or spin
degrees [21, 22] of freedom, demonstrating the requisite
control to explore the intriguing intermediate territory
in which they compete. In addition, the techniques we
demonstrate lay the groundwork for adiabatic prepara-
tion of low entropy spin states relevant for studies of equi-
librium quantum magnetism [23, 24].
Our experiment uses two hyperfine spin states (de-
noted by ↑, ↓) of ultracold 87Rb atoms trapped in a dy-
namically controlled, 2D checkerboard optical lattice[25]
comprised of two sub lattices A and B (Fig. 1a). For
most experimental conditions presented here, our system
is well described by a Bose-Hubbard model[3] character-
ized by a nearest neighbor tunneling energy J , and an on-
site interaction energy U > 0. In addition, we use the lat-
tice to apply an energy offset ∆σ = ∆+δσ between the A
and B sub-lattices, consisting of a spin-independent part
∆ and a spin-dependent part δσ acting as a staggered
magnetic field (σ ∈ {↑, ↓})[26]. All of these parameters
can be dynamically controlled, which we exploit to pre-
pare initial states with 2D anti-ferromagnetic order and
to observe the resulting dynamics following a quench to
different values of J , U , ∆, and δσ.
At unit filling, for U  J and ∆σ = 0, double oc-
cupation at each site is allowed only virtually and the
Bose-Hubbard model can be mapped onto a ferromag-
netic Heisenberg model[4, 27] with a nearest neighbor
magnetic interaction strength Jex that is second order
in the tunneling energy. In the presence of hole impuri-
ties, first order tunneling (with the much larger energy
scale J) must be included, which significantly modifies
the dynamics even at low hole concentrations[9]. The
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FIG. 1. Tunable exchange processes. (A) Schematic of terms in the underlying Bose-Hubbard Hamiltonian: onsite
interaction energy between two atoms U , tunneling J , and sub lattice offset, ∆. (B) Second order magnetic coupling processes
arising from exchange between occupied nearest neighbor sites (Jex) or hole-mediated exchange associated with hopping of a
hole within one sub-lattice (V+ and V−). These couplings dominate the magnetization dynamics when tunneling is suppressed
by tuning |∆|  J .
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FIG. 2. Schematic of experimental sequence. (A) Spin/sub lattice mapping: Atoms in |↑〉 (red) or |↓〉 (blue) occupy
either the A or B sub-lattice (shown on the left). Applying a spin dependent addressing offset to the B sub-lattice spectroscop-
ically resolves the A and B sub-lattices (colored lines correspond to the potentials and energy levels seen by different hyperfine
states). The |A, ↑〉 and |A, ↓〉 populations are microwave transferred to two different hyperfine states (yellow and green respec-
tively), and the four mapped populations are measured by absorption imaging after Stern-Gerlach separation (shown on the
right). (B) Initial lattice loading: A spin-polarized |↑〉 unit filled Mott insulator. (C) Microwave state preparation: B sites
are microwave transferred from |↑〉 to |↓〉 using similar techniques to those employed for the state readout shown in (A). (D)
Time evolution: After the lattice is quenched to a specific configuration, the sub-lattice/spin populations are measured as a
function of time (including the non-participating mF = 0 hyperfine state shown in gray).
offset ∆σ provides the flexibility to tune the relative im-
portance of first order tunneling and second order su-
perexchange processes. For example, below unit filling,
if |U −∆|  J and δσ, the Bose-Hubbard model can be
mapped onto a bosonic t-J model (a J-Jex model in our
notation, since t represents time) with a staggered energy
offset:
H = −J
∑
〈i,j〉,σ
a†iσajσ −
∑
j∈A,σ
∆σa
†
jσajσ (1)
−Jex
∑
〈i,j〉
Si · Sj −
∑
〈i,j,k〉,σσ′
Vj
(
a†iστσσ′akσ′
)
· Sj .
The local spin operators are defined as Si =
1
2
∑
σσ′ a
†
iστσσ′aiσ′ , where aiσ (a
†
iσ) annihilates (creates)
a hardcore boson of spin σ on site i, and τ is a vector of
Pauli matrices. The notation 〈i, j〉 indicates the sum over
i and j is restricted to nearest neighbors, and 〈i, j, k〉 in-
dicates the sum is restricted to sites i, j, k such that i 6= k
are both nearest neighbors of j. The superexchange en-
ergy Jex = 4J
2U/(U2 −∆2) (Fig. 1b) can be either fer-
romagnetic (U > ∆) or anti-ferromagnetic (U < ∆)[7].
The last term describes hole-mediated exchange between
sub lattices where an atom on site k interacts via su-
perexchange with an atom on site j, while simultaneously
hopping to site i (Fig. 1b). Here Vj = V± ≡ J2/(U ±∆),
where −(+) applies when j ∈ A(B). In writing Eqn. 1 we
3have ignored second-order processes[28, 29] that conserve
sub-lattice magnetization [30]. When |∆| . J , first order
tunneling is resonant and dominates over hole mediated
exchange. For |∆|  J , however, first order tunneling
is effectively suppressed, in which case the frequently ig-
nored Vj term plays an important role in hole motion and
must be included. Similarly, superexchange is resonant
when |δσ| . Jex, but is suppressed when |δσ|  Jex. The
values of J , U , ∆, and δσ are determined from an exper-
imentally calibrated model of the lattice [30]. Inhomo-
geneity in the system, arising e.g. from trap curvature,
primarily enters via inhomogeneities in the parameters
∆ and δσ.
The experiments begin with . 12 × 103 87Rb atoms
loaded into a square 3D optical lattice with one atom
per site [30], initially spin polarized in the state |↑〉 .
We use the hyperfine states |↑〉 ≡ |F =1,mF =−1〉 and
|↓〉 ≡ |1,+1〉 to represent the pseudo-spin-1/2 system.
The 3D lattice is comprised of a vertical lattice along
z which confines the atoms to an array of independent
2D planes, along with the dynamic 2D checkerboard lat-
tice in the x-y plane. The vertical lattice depth is typi-
cally Vz = 35 ER, held constant throughout the experi-
ment, and the 2D lattice depth is initially Vxy = 30 ER
with no staggered offset, ∆σ = 0 (The recoil energy
ER = h
2/(2mλ2), ER/h = 3.47 kHz, where m is the
mass of 87Rb and λ = 813 nm). The atoms occupy
roughly 13-15 2D planes, with the central plane contain-
ing 800-1100 atoms. The ratio of surface lattice sites to
total lattice sites of the trapped cloud is ≈15 % and sets
a zero temperature lower bound for the number of sites
with neighboring holes. Based on spectroscopic measure-
ments and assuming a thermal distribution [30], we esti-
mate the hole density averaged over the entire cloud to
be about 25 %, and the hole density at the center of the
cloud to be about 7 %.
To measure the spin population independently on each
sub-lattice, we map the four spin-spatial states |A ↑〉 ,
|A ↓〉 , |B ↑〉 and |B ↓〉 on to four distinct Zeeman states
(Fig. 2a): By applying a large state-dependent offset δσ
to all B sites we transfer the spectroscopically resolved
A-site atoms to two additional readout hyperfine states,
|A ↑〉 → |2,−2〉 and |A ↓〉 → |2,+2〉 [26]. The four nor-
malized populations Pα,σ (α ∈ {A, B}) are measured
with absorption imaging after Stern-Gerlach separation
in a magnetic field gradient.
To perform the experiment, we start with a spin po-
larized configuration (Fig. 2b), and construct an initial
state with staggered magnetization by applying the ad-
dressing offset δσ and transferring the B-site atoms to
|↓〉 (Fig. 2c). After returning δσ to zero we initiate dy-
namics by quenching to a given configuration with lattice
depth Vxy and offsets ∆ and δσ (Fig. 2d). The ramp time
for the quench of 200 µs was chosen to be fast with re-
spect to subsequent dynamics but slow enough to avoid
band excitation. After a variable hold time, we freeze
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FIG. 3. Identification and control of tunneling (A) De-
cay of magnetization at a lattice depth of 15 ER for different
offsets ∆/h of 1000 Hz (green), 300 Hz (blue), and -50 Hz
(red). The inset shows the short time evolution, with two
timescales (τf ≈ 2 ms and τs ≈ 50 ms), both visible in the
∆/h= 300 Hz (blue) trace. The solid lines are double expo-
nential fits. The vertical gray line indicates the fixed decay
time at which the data in b) was taken. (B) Magnetization
Ms (filled circles) and sub lattice population PA−B (open cir-
cles) as a function of ∆ at a fixed wait time of 5 ms & τf
after the quench. The fast magnetization decay is resonant
at ∆ = 0 and ∆ = U , while sub-lattice transport occurs near
∆ = U . The vertical gray band represents the calculated
U with an uncertainty due to parameter extraction from the
two band model [30]. (C) The fast time scale, τf , vs. calcu-
lated tunneling time scale h/J for different lattice depths and
∆. J . The solid line is τf = (h/J)/20, and the gray band
represents the uncertainty in the location of the 2D superfluid-
insulator transition reported in Ref.[31]. (error bars represent
the 1 standard deviation statistical uncertainties from fitting).
4the dynamics by raising Vxy to 30 ER and read out the
populations Pα,σ, from which we determine the staggered
magnetization Ms and the sub lattice population differ-
ence PA−B :
Ms(t) ≡ PA,↑(t) + PB,↓(t)− PA,↓(t)− PB,↑(t),
PA−B(t) ≡ PA,↑(t) + PA,↓(t)− PB,↑(t)− PB,↓(t). (2)
The exchange terms in Eqn. 1 conserve PA−B , while the
first order tunneling does not, allowing for population
transport between sub lattices. We also monitor the to-
tal spin imbalance P↑−↓ and the mF=0 population to
quantify unwanted spin-changing processes that drive the
atoms out of the spin-1/2 manifold containing |↑〉 and
|↓〉 . We measure the time for depopulation of the spin-
1/2 manifold to be greater than 6 s and the atom number
lifetime in the lattice to be greater than 3 s.
For the lattice parameters studied in this paper, the
magnetization dynamics is well described by exponential
decay, with decay time scales ranging between 0.5 ms
and 500 ms. Example decay curves are shown in Fig. 3a
for a lattice depth Vxy = 15 ER and different offsets ∆.
For some Vxy and ∆ the exponential decay clearly occurs
on two well separated time scales (Fig. 3a inset): a fast
time scale, τf , which dominates the behavior in shallow
lattices when ∆ ≈ 0 or ∆ ≈ U , and a slow time scale,
τs, which dominates the behavior in deep lattices with
larger offset, |∆|  U, J .
To investigate the faster time scale, we measure Ms
and PA−B at a fixed decay time for different ∆, as shown
in Fig. 3b for Vxy =15 ER. The 5 ms decay time (in-
dicated by the vertical line in Fig. 3a) was chosen so
that nearly all of the fast decay but little of the slow
decay occurred. The fast magnetization decay reveals
resonant features at ∆ = 0 and U , where the decay rate
at ∆ = 0 is twice as fast as at ∆ = U . In addition,
PA−B shows sub-lattice transport from B to A sites at
∆ = U , indicative of resonant first order tunneling. At
∆ ≈ 0 the demagnetizing sub lattice transport B → A
and A→ B are balanced. We theoretically estimate the
expected width of the ∆ = U resonance in PA−B to be
5J/h = 110 Hz [30], which is significantly narrower than
the 500 Hz width that we observe experimentally, sug-
gesting inhomogeneous broadening. We note however,
that the observed broadening is beyond what is expected
from the measured trap curvature, and is inconsistent
with estimates of light shift inhomogeneity from spectro-
scopic measurements [30]. A residual δσ could account
for the width.
The measured decay times τf for a range of lattice
depths are plotted against the calculated tunneling time
h/J in Fig. 3a, showing a decay rate linear in J/h, with
h/(Jτf ) = 20(2). This slope is comparable to a simple
theoretical estimate taking only resonant tunneling into
account, which predicts h/(Jτf ) ≈ 2pi
√
2z ≈ 18, with
z = 4 the lattice coordination number. Given the rela-
tively large average hole density near the surface of the
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FIG. 4. Resonant superexchange (A) Magnetiza-
tion (filled circles) and sub lattice population difference (open
circles) at a fixed wait time of 70 ms vs. spin dependent en-
ergy offset δσ for Vxy = 9.4 ER and ∆/h = 4.3 kHz. The
initial and final states of the second order processes are res-
onant (δσ=0), increasing the magnetization decay. The inset
lattice potentials show the sign change of δσ across resonance
for a fixed offset ∆ > U . (B) Measured slow decay time τs
vs. calculated superexchange time h/Jex: The filled purple,
red, blue, yellow, and green markers represent lattice depths
of 14.7, 13.2, 11.3, 9.4, and 7.5 ER respectively. Inset: mea-
sured slow decay rate vs applied staggered offset ∆. The
decay time scale, τs, collapses with h/Jex over roughly two
orders of magnitude in Jex. The black line is a perturbative
estimate of the scaling, which was checked in small systems
by comparing to exact diagonalization averaged over hole-
induced disorder [30]. The gray line is a fit to a saturated
linear dependence of τs on h/Jex (see text).
cloud, the agreement with a non-interacting estimate is
not surprising, though we would expect interactions to
reduce the decay rate.
To investigate the slow dynamics, we measure the mag-
netization decay time τs for ∆ > U , where first order
tunneling was negligible and superexchange should dom-
inate the dynamics. To determine the dependence of τs
on the spin-dependent staggered offset δσ, we measure
the remaining staggered magnetization Ms and popula-
tion difference PA−B after a fixed wait time ≈ τs, as
shown in Fig. 4a for a lattice depth 9.4 ER and offset
5∆/h=4.3 kHz. As expected for superexchange dynam-
ics, the magnetization decay is resonant in δσ. The full
width at half maximum of the Lorentzian fit to the reso-
nance is 126(14) Hz, considerably narrower than the ob-
served tunneling resonances shown in Fig. 3b, and is most
likely dominated by inhomogeneous broadening (second
order exchange processes are sensitive to inhomogeneity
in both ∆ and δσ). Figure 4a also shows that there is
negligible sub-lattice transport associated with the de-
magnetization resonance. We note that at these values
of ∆, the ground state of the system would have all atoms
on the lower sub-lattice, and the conservation of PA−B
indicates that the spin dynamics occurs within a meta-
stable manifold with respect to population.
Figure 4b shows the measured resonant decay times
τs vs. calculated h/Jex for different Vxy and ∆, with
δσ = 0 and ∆ chosen to be larger than U but con-
siderably less than the next excited band. The decay
time τs scales with h/Jex over two orders of magnitude
in Jex. The solid gray line through the data is a fit to
the expected linear dependence, including a constant rate
Γ0 needed to capture the apparent saturation of τs at
large h/Jex: τs = (AJex/h+ Γ0)
−1, with A = 7.8(4) and
Γ−10 = 0.57(2) s. A quantitative calculation of the decay
rate in 2D, including the effects of holes, is extremely
challenging. However, the existence of a single energy
scale contributing to the demagnetization in this regime
justifies (at a qualitative level) a short-time perturbative
treatment, from which we extract A ≈ 2pi√z/2 ≈ 9, in
agreement with the experimentally measured value [30].
Surprisingly, this result is largely independent of the hole
density, which can be attributed to the approximate can-
cellation of two competing effects of holes: they decrease
the rate of superexchange dynamics, but simultaneously
open new demagnetization channels through the final
term in Eqn. (1). The empirically determined time scale
Γ−10 is shorter than the spin depumping and number life-
times, and may be related to the non-zero relaxation pro-
cesses observed outside the δσ = 0 resonance in Fig. 4a.
The mechanism for this off-resonant decay is not clear,
but since the initial and final states differ in energy by
significantly more than Jex it must arise from energy-
nonconserving processes such as noise assisted relaxation
or doublon production[20]. Corrections to Jex due to ex-
cited band virtual processes[8], which we estimate to be
of order 10-20 % at the largest ∆ and smallest Vxy shown
in Fig. 4(b), may partially explain the observed satura-
tion.
The scaling and resonant behavior of the fast and slow
relaxation processes clearly reveal their origin as first-
order tunneling and superexchange, respectively. For
∆  J , our experiment realizes an unusual situation in
which tunneling is only active within a given sub-lattice
and is comparable in strength to the superexchange cou-
pling. Both of these features—which are crucial to our
ability to observe superexchange dominated dynamics—
may have interesting implications for the relaxation of
a doped antiferromagnetic state, potentially enabling a
pre-thermalization scenario in which the spins can equili-
brate in approximate isolation from the (typically higher
entropy) motional degrees of freedom. For smaller but
non-zero ∆, the ability to observe both tunneling and
superexchange, often simultaneously and at experimen-
tally accessible entropies, opens exciting opportunities
to explore the non-equilibrium competition of spin and
motion. Understanding the detailed dynamics of this
strongly-correlated, 2D quantum system is a formidable
challenge, which may require the development of new the-
oretical techniques.
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6SUPPLEMENTARY MATERIAL
EXPERIMENTAL SEQUENCE AND METHODS
All experiments begin with a 87Rb BEC with no dis-
cernible thermal fraction in the |F = 1,mF = −1〉 inter-
nal Zeeman state, optically trapped with trap frequen-
cies {νx, νy, νz} = {12, 40, 100} Hz. Control of the atom
number, independent of trap parameters, is achieved by
microwave removal of a fraction of atoms before the fi-
nal stage of cooling. The BEC is then adiabatically
loaded into a deep (≈ 30 Er) 3D λ/2-spaced lattice with
λ =813 nm, by loading the vertical lattice in 200 ms
and the 2D lattice in 100 ms, starting 100 ms after be-
ginning the vertical lattice ramp. The absence of dou-
bly occupied sites is verified by number resolved mi-
crowave spectroscopy [32] of the magnetically insensi-
tive |1,−1〉 → |2, 1〉 clock-transition near 0.323 mT using
80 ms pulses.
Spectroscopic estimates of the total average trap in-
homogeneity were made by measuring the broadening of
the clock transition and the state-dependent addressing
transition (|1,−1〉 → |2,−2〉). These measurements indi-
cate scalar and vector light shift inhomogeneity over the
≈ 10 µm atom cloud is less than a percent of the total
shift, about 800 Hz and 250 Hz respectively. Since ∆ and
δσ are only sensitive to light shift differences on the small
length scale of λ/2, we expect the inhomogeneity in A-
B offsets to be substantially smaller than the measured
globally averaged inhomogeneity.
We measure the average number of holes through-
out the atom cloud by performing number resolved
microwave spectroscopy [32] after merging neighboring
pairs of sites into one site. Any pair of sites that contains
a hole is counted as having one atom, and comparing the
merged two-atom signal to the merged one-atom signal
gives a measure of the average hole density. We esti-
mate the central hole density by assuming a Fermi-Dirac
distribution in the harmonic trap (under the assumption
that there are no doubly occupied sites and the system is
in thermal equilibrium) having a chemical potential and
temperature that matches the measured number and av-
erage merged one atom fraction.
TIGHT BINDING PARAMETERS
The tight binding parameters U , J , ∆ and δσ are de-
termined from an experimentally calibrated model of the
2D lattice potential. The details of the checkerboard op-
tical lattice are described in Ref. [25], and we only give a
brief description here relevant for extracting tight binding
parameters. The lattice is generated from a single laser
beam folded to produce four interfering beams propagat-
ing along the x and y directions, resulting in a position-
dependent total field
~Elatt(x, y) = (E1eˆ1e
−ikx + E2eˆ2e−iky + (3)
E3eˆ3e
iky + E4eˆ4e
ikx),
where k = 2pi/λ, λ = 813 nm is the wavelength of the
lattice light, and Ei are the single beam field ampli-
tudes. The orientation and phase of the complex unit
vectors eˆi are controlled with electro-optic modulators
(EOMs). The local intensity Ilatt = c0| ~Elatt|2 and cir-
cular polarization i( ~E∗latt × ~Elatt) give rise to a scalar
light shift potential Vlatt(x, y) and effective Zeeman field
~Beff(x, y) respectively [33]. The lattice can be tuned
between a square lattice with λ/2 periodicity along x
and y, and a square lattice with λ/
√
2 periodicity along
x + y and x − y. The spin-dependent lattice potential
is calibrated for our geometry using the measured trans-
mission losses, the calibrated polarization responses of
the EOMs (including hysteresis), the measured devia-
tion from orthogonality of the beams along x and y,
microwave spectroscopy [26], diffraction phase winding
measurements [25, 34] and pulsed diffraction to calibrate
the depth [35]. The input field is calibrated in terms
of the measured lattice depth E1 = (1/2)
√
(Vxy/ER),
where the lattice depth in recoil units Vxy/ER is deter-
mined for the configuration of a square λ/2 lattice.
The full lattice potential, including imperfections, is
used in the calculation of Bose-Hubbard parameters de-
scribed below, but the approach we take is simplest to
describe without lattice imperfections. In the absence
of transmission losses or birefringence (Ei = Exy), the
scalar part can be written as
Vlatt(x, y) = V‖(θ1) (cos 2kx+ cos 2ky) +
V⊥(θ1) [cos (kx− θ2) + cos ky]2 . (4)
Here θ1 and θ2 are controlled by two separate EOM’s,
and V‖(θ1) = Vxy(1/2) cos2 θ1 and V⊥(θ1) = Vxy sin2 θ1
are parameterized by Vxy determined when θ1 = 0. (For
θ1 = pi/2, the total lattice depth would be 4Vxy.) In the
limit of small θ1, V⊥  V‖. If in addition θ2 = 0 or pi, the
lattice can be described as a square lattice of spacing λ/2
with a staggered offset ∆ ≈ 4Vxy sin2 θ1 (Fig. 5a). We use
experimentally measured values of ∆ under different con-
ditions to calibrate the lattice model and the dependence
of ∆ on {Vxy, θ1, θ2}. The effective field ~Beff(x, y) lies in
the xy plane and is similarly controlled by θ1 and θ2. In
the presence of a large bias field ~B0  ~Beft, the total
spin-dependent staggered offset δσ ∝ | ~B0 + ~Beff | depends
on the relative angle between ~B0 and ~Beff :
∣∣∣ ~B0 + ~Beff(x, y)∣∣∣ ≈ ∣∣∣ ~B0∣∣∣+ ~Beff(x, y) ·
 ~B0∣∣∣ ~B0∣∣∣
 . (5)
We control the size of the spin-dependent shift δσ by
changing the orientation of ~B0 with respect to the lattice,
7FIG. 5. (a) The 2D optical lattice potential used for dynamics
experiments, showing a unit cell outlined in black. (b) Typical
example of the lowest two bands of the lattice (in the limit
∆ J) in the first Brillouin zone, which is reciprocal to the
unit cell drawn in (a). (c) Lattice sites divided into two sub
lattices, and examples of the matrix elements entering the
tight-binding model used to calculate the band structure in
Eq. (6).
so that δσ ≈ 0 when ~B0 ⊥ ~Beff . Microwave spectroscopy
is used to calibrate δσ as a function of {Vxy, θ1, θ2, ~B0}.
The tunneling parameter J is extracted from band
structure calculations based on the full lattice potential.
Except in the limit when θ1 = 0, the potential is not sep-
arable in Cartesian coordinates and the band structure
calculations must be carried out in 2D. The primitive
unit cell of our lattice, shown in Fig. 5a, is spanned by
primitive vectors 1 and 2 of length a = λ/
√
2. A typ-
ical example of the lowest two bands, E−(q) and E+(q)
(where q = {q1, q2} has components conjugate to 1 and
2), is shown in Fig. 5b. In order to determine the inter-
sublattice tunneling matrix elements, we first calculate
the lowest two bands of a suitable two-band tight-binding
model analytically.
In the limit ∆  J , the bandwidth contribution to
either of the lowest two bands from the direct hopping J
can be estimated perturbatively as ∼ J2/∆, which scales
with Vxy similarly to the next-nearest-neighbor tunneling
amplitudes directly connecting sites of the A(B) sublat-
tice, denoted JnnA(B) (Fig. 5c). As a result, an accurate
tight binding model must include JnnA and J
nn
B , in which
case we find tight binding bands
E±(q : ∆, J, JnnA , JnnB ) = ∆/2
− 2(JnnA + JnnB ) cos q1a cos q2a
± ((∆/2− 2(JnnA − JnnB ) cos q1a cos q2a)2
+ 4J2
(
1 + cos q1a+ cos q2a+ cos q1a cos q2a
)
)1/2. (6)
We extract the dependence of J on {Vxy, θ1, θ2} by fit-
ting E±(q : ∆, J, JnnA , JnnB ) to the numerically calculated
E±(q, Vxy, θ1, θ2). With the next-nearest-neighbor tun-
nelings included, the fits typically produce a Brillouin
zone averaged fractional error in the band energies on
the order of 10−3. Under almost all conditions in the pa-
per, the extracted J is essentially independent of ∆ and
can be determined from the ∆ = 0 lattice with equiv-
alent depth Vxy. The interaction energy U is given by
U = g
∫
d3r |φ(r)|4 where g = 4pi~2as/m, as is the s-wave
scattering length, m is mass of 87Rb, and φ(r) is the lo-
calized Wannier function on a lattice site. Assuming φ is
a gaussian wave function (appropriate for a harmonic ex-
pansion of the lattice site), U = g/((2pi)3/2axayaz) where
ax,y,z are the harmonic oscillator lengths associated with
the local lattice site curvature. The anharmonicity on
a lattice site in a square ∆ = 0 lattice can be approxi-
mately accounted for by using a Gaussian wave function
with a modified width of ax = (λ/2pi)/
√√
Vxy − 1/2.
A calculation of Jex that takes into account the ∆ 6= 0
impact on U deviates by less than 6 % from the ∆ = 0
value over the range of ∆ considered here, and we use
the simple ∆ = 0 analytical expression for U described
above.
SUPEREXCHANGE TIMESCALE ESTIMATES
When |U − ∆|  J , (and assuming that δσ  ∆),
double occupancies are forbidden and the Bose-Hubbard
model can be mapped onto a bosonic t-J model with a
sub-lattice detuning,
H = −J
∑
〈i,j〉,σ
a†iσajσ −
∑
j∈A,σ
∆σa
†
jσajσ
− Jex
∑
〈i,j〉
Si · Sj −
∑
〈i,j,k〉,σσ′
Vj
(
a†iστσσ′akσ′
)
· Sj
− 3
2
∑
〈i,j,k〉,σ
Vja
†
iσakσnj . (7)
Here
Jex =
4J2U
U2 −∆2 Vj =
J2
U − κj∆ , (8)
and κj = +1 or κj = −1 depending on whether j is
contained in the A or B sub lattice, respectively. For
all of the data in Fig. 4 of the manuscript, ∆  J . As
a result, terms which change the sub lattice population
(i.e. the remaining hopping processes which move a single
atom between two adjacent and otherwise empty lattice
sites) can also be integrated out at second order in the
small parameter J/∆, yielding
H = −Jex
∑
〈i,j〉
Si · Sj −
∑
〈i,j,k〉,σσ′
V˜j
(
a†iστσσ′akσ′
)
· Sj
− 3
2
∑
〈i,j,k〉,σ
V˜ja
†
iσakσnj +
∑
〈i,j,k〉,σ
J2
κj∆
a†iσakσ. (9)
Here V˜j = J
2/(U − κj∆) + J2/(κj∆) is modified from
the previously defined Vj to account for second order hole
motion consistent with the hardcore constraint. We note
that the first two terms couple states with different sub
lattice magnetization, while the second two do not.
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FIG. 6. (a) Demagnitezation dynamics from a unit-filled Nee´l
state. The blue solid line is from exact diagonalization of a 4×
4 plaquette with periodic boundary conditions, and the blue
dotted line is a fit to an exponential e−γt. The red solid line
is from perturbation theory, and the red dotted line is once
again a fit to an exponential (this procedure gives the slope
of the gray line plotted in Fig. 4b). (b) Demagnetization rate
calculated at second-order in short-time perturbation theory,
as a function of density. The blue shaded region reflects a
range of the ratio 1 < ∆/U < 5, which encompasses all data
points shown in Fig. 4 of the manuscript, while the black-
dashed line shows the superexchange time-scale at unit filling.
A priori, for a finite hole density (i.e. when the de-
magnetization channel associated with the second term
in Eq. (9) is active), the demagnetization rate at short
times does not need to scale with Jex. However, we find
that over a broad range of densities, the short-time de-
magnetization rate does indeed scale with Jex to a good
approximation, as we now show. Because the initial state
is an eigenstate of the staggered magnetization operator
Mˆs = 2
(∑
j∈A
Szj −
∑
j∈B
Szj
)
/N, (10)
with N the total number of atoms, the initial decay of
the magnetization must be quadratic in time. Defining
Ms(t) = 〈ψ(t)|Mˆs|ψ(t)〉, we can choose to expand the
magnetization as Ms(t) = exp[−m2t2 +O(t3)], where
m2 =
1
2
〈[H, [H, Mˆs]]〉/~2. (11)
Working to second order, we then extract a time-scale by
fitting e−m2t
2
to an exponential e−γt, giving γ ≈ √m2.
This approximation is only expected to give a qualita-
tive estimate of the decay time scale, valid under the
assumption that a significant portion of the decay occurs
at or below the timescale ~/Jex. However, this estimate
is fairly accurate when compared to exact diagonalization
results for a superexchange model on a 4 × 4 plaquette
(see Fig. 6a).
Under the assumption that holes are distributed ran-
domly, extensive but straightforward algebra leads to
γ ≈ 1
~
√
nz
2
× J2ex + 2n(1− n)z(z − 1)×
(
(V˜+)2 + (V˜−)2
)
,
(12)
where n is the density, z = 4 is the lattice coordination
number, and V˜+(V˜−) is equal to V˜j when j is contained
in the B(A) sub lattice. This result is plotted (in units of
Jex/h) for a range of values of U/∆ in Fig. 6b, where we
see that for a broad range of densities (n & 0.3) the rate
is in good quantitative agreement with the one extracted
at unit filling
(
γ ≈ (Jex/~)
√
z/2, dashed line
)
, where
Jex is the only relevant energy scale in the Hamiltonian.
THE ∆ = U POPULATION IMBALANCE
RESONANCE
When U  J and the staggered offset is near ∆ = U ,
all dynamics occurs within the subspace where the A sub
lattice has either one or two atoms on each site, while ev-
ery site of the B sub lattice has either one or zero atoms.
If, for simplicity, we ignore the spin degrees of freedom,
and consider doubly occupied A sites to be particles and
singly occupied A sites to be holes, the density degrees
of freedom map onto hardcore spinless bosons hopping
with strength J ,
Hres = −J
∑
〈i,j〉
b†i bj + ∆˜
∑
j∈A
b†jbj . (13)
Here the operator b(b†) annihilates(creates) a hardcore
boson, the sub lattice detuning is related to the actu-
ally staggered offset by ∆˜ = U −∆, and the initial state
contains a single boson on every site of the B sub lat-
tice and none on the A sub lattice. Note that the tun-
neling energy for the hardcore bosons in this model is
ambiguous up to a factor of
√
2, since the matrix ele-
ment for an atom to hop from the B to the A sub lat-
tice depends on whether the “hole” on the A sub lattice
has the same spin as the hopping particle. Assuming a
translationally invariant lattice with N sites, the aver-
age hardcore boson density on the A(B) sub lattice is
given by n˜A(B) = (2/N )
∑
j∈A(B)〈b†jbj〉. The tilde in
n˜A(B) indicates that these are not the densities of the
physical atoms, which we denote by nA and nB , and are
related by nA = n˜A + 1 and nB = n˜B . At unit filling
(nA + nB = 2), the experimentally-measured population
difference, PA−B(t) = 12 [nA(t)−nB(t)], can be expressed
as PA−B(t) = 1 − nB(t) = 1 − n˜B(t). As described
above, the initial state in the hardcore boson picture has
n˜B(0) = 1, and hence PA−B(0) = 0. The steady-state
(at ∆˜ = 0, i.e. on resonance) must have n˜A = n˜B = 1/2,
and hence PA−B = 1/2.
The steady-state population imbalance is given by
P ssA−B(∆˜) = 1 − n˜B for t  ~/J , and we would like
to know how P ssA−B(∆˜) depends on the sub lattice de-
tuning ∆˜ (this is what is measured experimentally (blue
data points) in Fig. 3(b) of the manuscript). A sim-
ple estimate can be obtained by just relaxing the hard-
core constraint, in which case the problem becomes non-
interacting. We can then obtain n˜B(t) by solving the
dynamics of a single atom starting on the B sub lattice.
Working in quasi-momentum space, the single-particle
eigenstates in a staggered lattice can be obtained by di-
9agonalizing the matrix
H(q) =
(
∆˜/2 ε(q)
ε(q) −∆˜/2
)
, (14)
where ε(q) = 2J(cos qxa + cos qya) is the single-particle
spectrum at zero detuning. Our initial state is evenly
distributed across the Brillouin zone, but at every q it
will be decomposed differently onto the eigenvectors of
the above matrix. Obtaining n˜B(t) simply requires solv-
ing a standard off-resonant Rabi problem at each q, with
generalized Rabi frequency Ω(q) =
√
∆˜2 + 4ε(q)2. In-
tegrating such solutions over the first Brillouin zone, we
obtain
n˜B(t) =
1
Abz
∫
bz
d2q
Ω(q)2 + 2ε(q)2 (cos Ω(q)t− 1)
Ω(q)2
,
(15)
where Abz is the first Brillouin zone area. The size of the
time-dependent term in this integral decreases at large t
as 1/
√
t (as can be seen from a stationary phase approxi-
mation), and so only the time-independent piece survives
at long time, giving
P ssA−B(∆˜) =
1
Abz
∫
bz
d2q
2ε(q)2
Ω(q)2
. (16)
Taking the integral numerically, we find that the full-
width at half-max of this resonance is approximately 5J ,
which is significantly narrower than the experimentally
measured feature.
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