Introduction
In this paper we study a class of fully nonlinear second-order elliptic equations of the form
defined in a domain of R n . Here D 2 u denotes the Hessian of the function u. We assume that F is a Lipschitz function defined on an open set D ⊂ S 2 (R n ) of the space of n × n symmetric matrices satisfying the uniform ellipticity condition, i.e. there exists a constant C = C(F ) ≥ 1 (called an ellipticity constant ) such that
for any non-negative definite symmetric matrix N ; if F ∈ C 1 (D) then this condition is equivalent to
Here, u ij denotes the partial derivative ∂ 2 u/∂x i ∂x j . A function u is called a classical solution of (1) if u ∈ C 2 (Ω) and u satisfies (1). Actually, any classical solution of (1) is a smooth (C α+3 ) solution, provided that F is a smooth (C α ) function of its arguments.
For a matrix S ∈ S 2 (R n ) we denote by λ(S) = {λ i : λ 1 ≤ ... ≤ λ n } ∈ R n the (ordered) set of eigenvalues of the matrix S. Equation (1) is called a Hessian equation ([T1] , [T2] cf. [CNS] ) if the function F (S) depends only on the eigenvalues λ(S) of the matrix S, i.e., if
for some function f on R n invariant under permutations of the coordinates. In other words the equation (1) is called Hessian if it is invariant under the action of the group O(n) on S 2 (R n ):
If we assume that the function F (S) is defined for any symmetric matrix S, i.e., D = S 2 (R n ) the Hessian invariance relation (3) implies the following:
(a) F is a smooth (real-analytic) function of its arguments if and only if f is a smooth (real-analytic) function.
(b) Inequalities (2) are equivalent to the inequalities
.., n, for some positive constant C 0 .
(c) F is a concave function if and only if f is concave [Ba, CNS] .
Well known examples of the Hessian equations are Laplace, Monge-Ampère, Bellman and Special Lagrangian equations.
Consider the Dirichlet problem
where Ω ⊂ R n is a bounded domain with smooth boundary ∂Ω and ϕ is a continuous function on ∂Ω.
We are interested in the problem of existence and regularity of solutions to Dirichlet problem (4) for Hessian equations. Dirichlet problem (4) has always a unique viscosity (weak) solution for fully nonlinear elliptic equations (not necessarily Hessian equations). The viscosity solutions satisfy the equation (1) in a weak sense, and the best known interior regularity ( [C] , [CC] , cf. [T3] ) for them is C 1+ǫ for some ǫ > 0. For more details see [CC] , [CIL] . Until recently it remained unclear whether non-smooth viscosity solutions exist. In [NV1] we proved the existence of viscosity solutions to the fully nonlinear elliptic equations which are not classical in dimension 12. Moreover, we proved in [NV2] , that in 24-dimensional space the optimal interior regularity of viscosity solutions of fully nonlinear elliptic equations is no more than C 2−δ . Both papers [NV1, NV2] use the function w = Re(q 1 q 2 q 3 ) |x| , where q i ∈ H, i = 1, 2, 3, are Hamiltonian quaternions, x ∈ H 3 = R 12 which is a viscosity solution in R 12 of a uniformly elliptic equation (1) with a smooth F . The proofs use some remarkable algebraic identities verified by (the spectrum of the Hessian of) the function w. One notes also that the example by HarveyLawson-Osserman [LO] , [HL] of a Lipshitz non-analytic solution to the associator (minimal surface) equation is closely connected to this function. Moreover a suitable version of an octonion analogue of w is closely connected to the associative calibration; its modifications are connected to the coassociative and Caley calibrations [HL] . In our opinion these connections deserve a further study.
The main goal of this paper is to show that the same function w is a solution to a Hessian equation. Moreover the following theorem holds Theorem 1.1 shows that the second derivatives of viscosity solutions of Hessian equations (1) can blow up in an interior point of the domain and that the optimal interior regularity of the viscosity solutions of Hessian equations is no more than C 1+ε , thus showing the optimality of the result by Caffarelli [C,CC] on the interior C 1,α -regularity of viscosity solutions of fully nonlinear equations. Our construction provides a Lipschitz functional F in Theorem 1.1. Using a more complicated argument one can make F smooth; we will return to this question elsewhere. However, if we drop the invariance condition (3) we get Corollary 1.1. For any δ, 0 ≤ δ < 1 the function w/|x| δ is a viscosity solution to a uniformly elliptic (not necessarily Hessian) equation
Ball B in Theorem 1.1 can not be substituted by the whole space R 12 . In fact, for any 0 < α < 2 there are no homogeneous order α solutions to the fully nonlinear elliptic equation (1) defined in R n \ {0}, [NY] ; the essence of the difference with the local problem is that in the case of homogeneous solution defined in R n \ {0} one deals simultaneously with two singularities of the solution: one at the origin and another at the infinity. In the local problem the structure of singularities of solutions is quite different, even in dimension 2, the function u = |x| Due to Krylov-Evans regularity theory for elliptic equations (1) with convex F all viscosity solutions are smooth [E, K] . For the Special Lagrangian equation it follows from the main result of [JX] that there is no nontrivial homogeneous order 2 solution. Nonexistence for the Special Lagrangian equation of homogeneous solutions of order α = 2 follows from [NY] .
We study also the possible singularity of solutions of Hessian equations defined in a neighborhood of a point. We prove the following general result: Theorem 1.2. Let u be a viscosity solution of a uniformly elliptic Hessian equation in a punctured ball
, where ǫ > 0 depends on the ellipticity constant of the equation, and l is a linear function.
As an immediate consequence of the theorem we have
Let u be a homogeneous order α, 0 < α < 1 solution of a uniformly elliptic Hessian equation in a punctured ball
The question on the minimal dimension n for which there exist nontrivial homogeneous order 2 solutions of (1) remains open. We notice that from the result of Alexsandrov [A] it follows that any homogeneous order 2 solution of the equation (1) in R 3 with a real analytic F should be a quadratic polynomial. For a smooth and less regular F similar results in the dimension 3 can be found in [HNY] .
The rest of the paper is organized as follows: in Section 2 we give a sufficient condition for validity of Theorem 1.1, we verify it in Section 3 for δ = 0 and then in Section 4 for any 1 > δ ≥ 0. Section 5 is devoted to a proof of Theorem 1.2.
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Ellipticity
Let w be a homogeneous function of order 2−δ, 0 ≤ δ < 1, defined on a unit ball B = B 1 ⊂ R n and smooth in B \ {0}. Then the Hessian of w is homogeneous of order (−δ). Define the map
We say that a set
Let S n be the group of permutations of {1, ..., n}. For any σ ∈ S n , we denote by T σ the linear transformation of R n given by x i → x σ(i) , i = 1, ..., n.
Lemma 2.1. Assume that Proof . Let us choose in the space R n an orthogonal coordinate system
We represent the boundary of the cone K as the graph of a Lipschitz function s = e(z), with e(0) = 0, function e is smooth outside the origin:
e(z) = inf{c : (z + cs) ∈ K}.
Set m = π M ). We prove that M is a graph of a Lipschitz function on m,
Since e(0) = 0, g(z) := s is single-valued. Also
The function g has an extension g from the set m to R n−1 such that g is a Lipschitz function and the graph of g satisfies the K-cone condition. One can define such extension g simply by the formula
To show that this formula works let (z,g(z)), (ẑ,g(ẑ) ) lie in the graphg. We must show −e(z −ẑ) ≤g(z) −g(ẑ) ≤ e(z −ẑ).
for some w ∈ m. Thus
, as e(·) is convex, homogenous. Similarlỹ
Let us set
Since the level surface of the function f ′ satisfies K-cone condition it follows that ∇f ∈ K * a. e. where K * is the adjoint cone to K. Moreover the function w satisfies the equation
Then f is a Lipschitz function invariant under the action of the group S n and satisfies the equation
We show now that w is a viscosity solution of (1) on the whole ball B.
Assume first that δ = 0. Let p(x), x ∈ B be a quadratic form such that p ≤ w on B. We choose any quadratic form p ′ (x) such that p ≤ p ′ ≤ w and there is a point
. This implies that w is a viscosity solution of (1) in B (see Proposition 2.4 in [CC] ).
If 0 < δ < 1 then for any smooth function p in B the function w − p changes sign in any neighborhood of 0. Hence, by the same proposition in [CC] , it follows that w is a viscosity solution of (1) in B.
Non-classical solution
This section is devoted to a proof of Theorem 1.1 in the case of δ = 0 i.e. for a non-classical, but not singular, solution.
We define the cubic form P which is used to construct our non-classical and singular solutions. Let X = (r, s, t) ∈ R 12 be a variable vector with r, s, and t ∈ R 4 . For any t = (t 0 , t 1 , t 2 , t 3 ) ∈ R 4 we denote by qt = t 0 +t 1 ·i+t 2 ·j+t 3 ·k ∈ H (Hamilton quaternions).
Define the cubic form P = P (X) = P (r, s, t) as follows
and denote
Note that by definition one has
In particular for X ∈ S . For a ∈ R 12 − {0}
we denote by H(a) the Hessian D 2 w(a).
We need the following property of the eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ λ n of real symmetric matrices of order n: Property 3.1. Let A, B be two real symmetric matrices with the eigenvalues
This is a classical result by Hermann Weyl [We] , cf. [Fu] , p. 211.
We will use this result in the form which follows (replace B by −B in Property 3.1):
Let A, B be two real symmetric matrices with the eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ λ n and λ
Proof of Proposition 3.1. We consider only the case Tr(A − B) = 15(P (b) − P (a)) ≥ 0, the proof in the other case being symmetric. Since Tr(A − B) = Λ 1 + Λ 2 + . . . + Λ 12 ≥ 0 one gets 11Λ 1 ≥ −Λ 12 . On the other hand,
which finishes the proof.
To prove Main Lemma we need two lemmas which constitute our principal technical tool. We postpone their proof until the end of the section.
Then the characteristic polynomial of the matrix A := H(a) is given by
where
Lemma 3.3. Let a = (r, s, t) ∈ S 11 1 , A = H(a). Let µ 1 ≥ µ 2 ≥ µ 3 be the roots of P 1 (T ), ν 1 ≥ ν 2 ≥ . . . ≥ ν 6 be the roots of P 2 (T ). Then
Proof of Corollary. By Lemmas 3.1 and 3.2 λ 6 = λ 7 = µ 2 . One easily verifies that Q 1 (X) := P 1 (X −W ) = X 3 −X +2W. If we set X = 2 cos(β)/ √ 3, 3 √ 3W = cos(α) we get cos(3β) = cos(α) which implies
Proof of Main Lemma 3.1. Let W = P (a), W ′ = P (b) and W − W ′ ≥ 0. By Property 3.1.
Since cos
Proof of Lemma 3.2. Note that the function w is invariant under the action of the group Sp 1 × Sp 1 × Sp 1 by conjugation on each factor, i.e.
for g 1 , g 2 , g 3 ∈ Sp 1 = {q ∈ H : |q| = 1}, and hence the spectrum Sp(H(a)) is invariant under this action as well.
Applying this action one can suppose that r 2 = r 3 = s 2 = s 3 = t 2 = t 3 = 0, i.e. that (r, s, t) ∈ C 3 ⊂ H 3 . In this case the matrix A = H(a) becomes a block matrix
is the Hessian of the function w 6 (a ′ ) = P 6 (a ′
, and M 6 is the following matrix:
A direct calculation shows that the characteristic polynomial of
is given by
(one uses that |a| 2 = |a ′ | 2 = |r| 2 + |s| 2 + |t| 2 = 1) which gives the formula for the first factor. To caculate the characteristic polynomial of A 6 one notes an action of the group
This action permits to suppose that s 1 = t 1 = 0, s ′ , t ′ ∈ R + and thus s ′ = s 0 = m, t ′ = t 0 = n, W = P (r, s, t) = r 0 mn. In this case a direct calculation gives for A 6 = (N ij ): Applying MAPLE one gets the characteristic polynomial P 2 (T ). Note that the caracteristic polynomial Q 2 (X) = P 2 (X − W ) of A 6 + W · I 6 equals {m ≥ 0, n ≥ 0}.
Proof of Lemma 3.3. Let µ
; be the roots of Q 1 (X) and Q 2 (X), respectively. We have to show that
One notes that µ
. Therefore we can suppose w.r.g. that W ≥ 0. For n = 0 we have W = mnr 0 = 0 and
, and the inequalities take place. Symmetrically this is true for m = 0 as well. We can suppose thus that m = 0, n = 0.
We suppose then that r 2 0 + m 2 + n 2 = 1; without loss one supposes also (m, n, r 0 ) ∈ B Then we consider the resultant R = R(m, n, r 0 ) of the polynomials Q 2 (X) and X 3 − X + 2W ; a brute force (MAPLE) calculations give
since the condition W 2 = 1/27 implies r 2 0 + m 2 + n 2 = 1. For any (m, n, r 0 ) ∈ B 3 1 R 3 + there is a line segment joining it to the triple (1/2, 1/2, 1/2), the set B 3 1 R 3 + being convex. The value of R(m, n, r 0 ) on the whole segment is strictly negative and thus the order of the roots at (m, n, r 0 ) is the same as at (1/2, 1/2, 1/2) which finishes the proof of the inequalities for r 2 0 + m 2 + n 2 = 1. Let finally m 2 + n 2 + r 2 0 = 1. Then easy brute force calculations show that
Thus by continuity we get λ 1 = λ 2 = λ 3 = µ 1 , λ 6 = λ 7 = µ 2 , λ 10 = λ 11 = λ 12 = µ 3 which is sufficient to conclude.
Remark 3.2. We use extensively MAPLE calculations in Sections 3 and 4. These calculations concern algebraic identities, do not use any approximation and are thus completely rigorous. Besides, all of them need only few seconds on a modest laptop.
Proposition 3.1 and Lemma 2.1 give a proof of Theorem 1.1 in the case of δ = 0 . Indeed, we set K to be the dual cone K := K * λ where
with n = 12, λ = 26. Then Proposition 3.1 gives the K−cone condition in Lemma 2.1 on T σ0 Λ(B) for σ 0 = id ∈ S 12 which implies the same condition on the whole M = σ∈Sn T σ Λ(B) as well. 
Singular solutions
In this section we prove Theorem 1.1 for any δ ∈ [0, 1) . For this it is sufficient to show by Lemma 2.1 that the ellipticity condition (the K−cone condition) valid for the function w remains to hold for the function w δ (X) := w(X)|X| −δ . For a ∈ R 12 − {0} we denote by H δ (a) the Hessian D 2 w δ (a). The following result is sufficient to prove Theorem 1.1:
Proof. We can suppose without loss that |a| ≤ |b|, moreover, by homogeneity we can suppose that a ∈ S 
(resp.,μ 1 (δ) ≥μ 2 (δ) ≥μ 3 (δ) ) be the roots of the polynomial
(resp. of the polynomial
Then for any K > 0 verifying |K − 1| + |W − W | = 0 one has
Proof of Lemma 4.1. In the proof we will repeatedly use the following elementary fact:
If W =W , K = 1 there is nothing to prove. If K = 1 one can suppose that W >W ; we have
Therefore, one can take ε = (1 − δ)/(5 + δ) in this case. We can suppose then W >W , K = 1. Using the relations
we can suppose without loss that K < 1.
We distinguish then three cases corresponding to different signs of W − KW . If W − KW = 0 then one can take ε = 1/2 since
we get
and one can take ε = (2 + (3 + 3δ))
which gives again ε = (1 − δ)/(5 + δ).
Let finallyW < 0, W < 0. Then the same inequality holds since the function
, 0] and f (0) = (1 − δ).
This result can be applied to our situation thanks to the following formulas generalizing those of Section 3; the proofs remain essentially the same as for Lemma 3.2 (i.e. more or less brute force calculation together with invariance properties of w).
Lemma 4.2. Let δ ∈ [0, 1) and let a = (r, s, t) ∈ S 11 1 ; define
Then the characteristic polynomial of the matrix
A MAPLE calculation gives then for the resultant
Denote by W 0 (δ) ∈ (0, 1/3 √ 3] the unique positive root of R(W, δ). Recall that the set Φ(S 11 ) of possible triples Φ(a) = (r 0 , m, n) : r 0 = r 0 (a), m = m(a), n = n(a) for a ∈ S 11 1 is a quarterB ++ := B 1 {m ≥ 0, n ≥ 0} of the closed unit ball B = B 1 ⊂ V ; recall also that W (a) = r 0 mn. Let B + (δ) (resp. B − (δ), B 0 (δ)) be the subset of (r 0 , m, n) ∈ Φ(S 11 ) where Let a ∈ S 11 1 , let λ 1 (δ, a) ≥ λ 2 (δ, a) ≥ . . . ≥ λ 12 (δ, a) be the eigenvalues of D 2 w δ (a) and let µ 1 (δ, a) ≥ µ 2 (δ, a) ≥ µ 3 (δ, a) be the roots of (iii) is implied by (ii) and, moreover one can suppose without loss that Φ(a) = (r 0 , m, n) ∈ R 
Elementary calculations show that for a = a − one has W = W (a) = ε 3 ,
which finishes the proof of the lemma (note that 
and thus
which finishes the proof of the proposition.
To deduce Corollary 1.1 we need the map
where Q = S 2 (R 12 ) denotes the space of quadratic forms on R 12 . The following result is sufficient to conclude using Proposition 4.1 and Lemma 2. 
for suitable vectors e, f as in the proof of Proposition 2 in [NV1, Section 4] . It follows that
Singular solutions with cusp
Let P be a linear elliptic operator of the form
defined in a half-ball B + = {x ∈ B ⊂ R n , x 1 > 0}, a ij ∈ L ∞ (B + ) and satisfying the inequalities
Let z ∈ C 2 (B + ) and P z = 0 in B + , z = 0 on L, where L = {x ∈ B, x 1 = 0}. Assume that z < 1 in B + . Then it is well known, [GT] , that |∇z(0)| ≤ K, where constant K depends on the ellipticity constant C.
Lemma 5.1. The following inequality holds with positive constants K, ǫ depending on the ellipticity constant C:
where dz is the differential of the function z.
The lemma follows directly from P. Bauman's boundary Harnack inequality, [B] .
Proof of Theorem 1.2. We may assume w.r.g. that F (0) = 0, otherwise instead of the function u we consider the function u + c|x| 2 with a suitable constant c. Let |y| = |y ′ | = r < 1. Choose in R n an orthonormal coordinate system y 1 , ..., y n , such that y 1 = (y − y ′ )/|y − y ′ |. Set u ′ (y 1 , ..., y n ) = u 0 (−y 1 , ..., y n ),
Since F (u ′ ) = 0 we get P v = 0 in B. Moreover Hence h has no local minimums and since h > 0 we get h ′ > 0, h ′′ < 0 for sufficiently small r. Therefore h is a monotone, concave function for small r.
For any 0 < r < 1 there exists a point x 0 , |x 0 | = r such that u 0 (x 0 ) = h(r) and since h − u 0 ≤ 0 the quadratic part of the function u 0 − h is non-negatively defined. Hence from the uniform ellipticity condition for F we get the inequality
−|x|h
′′ /h ′ > δ, on an interval (0, a) for some a > 0, where δ depends on the ellipticity constant. From the last inequality it follows that h(r) > r 1−δ on (0, a). Since we can redefine h on (a, 1) as a monotone, concave function, the theorem is proved.
