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C. Boutilier and V. Becher, Abduction as belief revision 
We propose a model of abduction based on the revision of the epistemic state of an agent. Explanations must 
be sufficient o induce belief in the sentence to be explained (for instance, some observation), or ensure its 
consistency with other beliefs, in a manner that adequately accounts for factual and hypothetical sentences. Our 
model will generate xplanations that nonmonotonically predict an observation, thus generalizing most current 
accounts, which require some deductive relationship between explanation and observation. It also provides 
a natural preference ordering on explanations, defined in terms of normality or plausibility. To illustrate the 
generality of our approach, we reconstruct two of the key paradigms for model-based iagnosis, abductive 
and consistency-based diagnosis, within our framework. This reconstruction provides an alternative semantics 
for both and extends these systems to accommodate our predictive xplanations and semantic preferences on 
explanations. It also illustrates how more general information can be incorporated in a principled manner. 
V.R. Lesser, S.H. Nawab and F.I. Klassner, IPUS: an architecture for the integrated 
processing and understanding of signals 
The Integrated Processing and Understanding of Signals (IPUS) architecture is presented as a framework that 
exploits formal signal processing models to structure the bidirectional interaction between front-end signal 
processing and signal understanding processes. This architecture is appropriate for complex environments, 
which are characterized by variable signal-to-noise ratios, unpredictable source behaviors, and the simultaneous 
occurrence of objects whose signal signatures can distort each other. A key aspect of this architecture is that 
front-end signal processing is dynamically modifiable in response to scenario changes and to the need to 
reanalyze ambiguous or distorted ata. The architecture tightly integrates the search for the appropriate front- 
end signal processing configuration with the search for plausible interpretations. In our opinion, this dual 
search, informed by formal signal processing theory, is a necessary component of perceptual systems that 
must interact with complex environments. To explain this architecture in detail, we discuss examples of its 
use in an implemented system for acoustic signal interpretation. 
A. Shimaya, Interpreting non-3-D line drawings 
This paper shows how to create a small number of natural interpretations for non-3-D line drawings. If all 
constraints are removed, there is an infinite number of possible interpretations. However, humans instinctively 
create a limited number of interpretations. In order to obtain these interpretations, it is first necessary to check 
whether the line drawing requires figural completion. To ensure that natural figuml completion is carried out, 
restrictions on figural completion, possible completion paths, and an actual process for completing figures are 
Elsevier Science B.V. 
528 Forthcoming Papers/Artificial Intelligence 76 (1995) 527-528 
introduced. Next, constraints are introduced to reduce the number of interpretations. These include constraints 
concerning line elements, duplication, connectedness, inclusiveness, cIosure, good figures, and line sharing. 
The results of a psychological experiment show that the proposed method can create a small number of natural 
interpretations that correspond to human visual perception fairly well. 
&A. Simon, Artificial intelligence: an empirical science 
My initial tasks in this paper are, first, to delimit the boundaries of artificial intelligence, then, to justify 
calling it a science: is AI science, or is it engineering, or some combination of these? After arguing that it is 
(at least) a science, I will consider how it is best pursued: in particular, the respective roles for experiment 
and theory in developing AI. 
I will rely more on history than on speculation, for our actual experience in advancing the field has much 
to tell us about how we can continue and accelerate that advance. Many of my examples will be drawn from 
work with which I have been associated, for I can speak with greater confidence about what motivated that 
work and its methods (and about its defects) than I can about he work of others. My goal, however, is not 
to give you a trip through istory, but to make definite proposals for our future priorities, using history, where 
relevant, as evidence for my views. 
E! Dasgnpta, P.P. Chakrabarti and S.C. DeSarkar, A correction to “Agent searching 
in a tree and the optimality of interative deeping” (Research Note) 
J. Batali, Book Review of The Rediscovery of the Mind (John R. Searle) 
G. Pinkas, Reasoning, nonmonotonicity and learning in connection&t networks that 
capture propositional knowledge 
M. Kaminski, A comparative study of open default theories 
M. Shanahan, A circnmscriptive calculus of events 
P.M. Dung, On the acceptability of arguments and its fundamental role in non- 
monotonic reasoning, logic programming and N-persons games 
V. Akman, Book Review of Formalizing Common Sense: Papers by John McCarthy 
E Ginnchiglia, An epistemological science of common sense (Book Review) 
