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Abstract
Robot Learning from Demonstration (LfD) is a research area that focuses on how
robots can learn new skills by observing how people perform various activities. As
humans, we have a remarkable ability to imitate other human’s behaviors and adapt
to new situations. Endowing robots with these critical capabilities is a significant but
very challenging problem considering the complexity and variation of human activities
in highly dynamic environments.
This research focuses on how robots can learn new skills by interpreting human
activities, adapting the learned skills to new situations, and naturally interacting with
humans. This dissertation begins with a discussion of challenges in each of these three
problems. A new unified representation approach is introduced to enable robots to
simultaneously interpret the high-level semantic meanings and generalize the low-level
trajectories of a broad range of human activities. An adaptive framework based on
feature space decomposition is then presented for robots to not only reproduce skills,
but also autonomously and e ciently adjust the learned skills to new environments
that are significantly di↵erent from demonstrations. To achieve natural Human Robot
Interaction (HRI), this dissertation presents a Recurrent Neural Network based deep
perceptual control approach, which is capable of integrating multi-modal perception
sequences with actions for robots to interact with humans in long-term tasks.
Overall, by combining the above approaches, an autonomous system is created for
robots to acquire important skills that can be applied to human-centered applications.
Finally, this dissertation concludes with a discussion of future directions that could
vi
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The goal of this dissertation is to enable robots to more easily and e ciently
acquire skills that can be directly applied to facilitate human daily lives in social
environments. In the traditional robot programming process, human experts plan in
advance all the possible situations that the robot may have, and code a controller
to make the robot respond to these situations. This process has been widely used
in industrial applications such as robots in automotive production lines. However,
for robots used in applications that are human-centered such as daily assistance,
disabled care, and public security, the traditional method does not apply due to the
many situations that cannot be foreseen and programmed beforehand. Additionally,
Image	via	Manaenergy	
(a) Traditional Robot Programming
Image	via	rethinkrobo0cs.com	
(b) Learning from Demonstration
Figure 1.1: An illustration of the traditional robot programming method and robot
LfD.
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it requires considerable expertise and e↵ort from humans, which heavily restricts
the wide application of robots in our daily lives. In contrast, robot Learning from
Demonstration (LfD) is a data-driven methodology for robots to acquire skills by
observing how a human performs tasks. From the human’s perspective, LfD provides
a user-friendly way to program robots, which can more easily extend and adapt the
robot’s capabilities to new situations, even for users without programming ability.
From the robot’s perspective, LfD facilitates the learning process by o↵ering a set
of good examples and performing actions in a human-like way that is critical for
human-centered applications. An illustration of the di↵erence between traditional
robot programming and LfD is shown in Fig. 1.1. In traditional robot programming,
a human expert analyzes the situations the robot might have, and programs the
robot to handle these situations by writing code. In contrast, in LfD, the human
kinematically teaches the robot how to perform tasks without the requirement of
writing code, and the robot generalizes skills from the demonstrations.
A large number of sophisticated LfD methods have focused on endowing robots
with the ability to learn low-level task trajectories (Argall et al. (2009); Billard et al.
(2008)). However, one important fact that has been ignored is that robots perform
tasks in human-centered scenarios, as shown in Fig. 1.2, which are far beyond the
scope of low-level trajectory learning. Therefore, it is critical for robots to have
a comprehensive capability to understand, adapt to, and interact with humans in
highly-dynamic human-centered environments. In the remainder of this section,
the problem to be addressed in this dissertation is first formalized, followed by a
discussion of the challenges and the proposed approaches. Lastly, the contributions
of the dissertation are summarized.
1.1 Problem Statement
This dissertation focuses on the interpretation of human activities, skill adaptation
for new situations, and human-robot interaction learning, using a Learning from
2
(a) Children education (b) Daily assistance
(c) Disablility care (d) Security
Figure 1.2: Robots perform real-world tasks in human-centered scenarios (e.g.,
understanding human activities, using human tools, interacting with humans, and
working in a human surrounded environment).
Demonstration approach. An overview of the research topics is presented in Fig. 1.3.
The objective of human activity interpretation is to not only generalize low-level task
trajectories, but also to recognize high-level action labels of a large range of human
activities. Skill adaptation addresses the problem of autonomously learning adaptive
skills for new environments that are significantly di↵erent from the demonstrations.
The objective of human-robot interaction learning is to enable robots to directly
derive actions from perceptions and achieve natural interactions with humans. The
ultimate goal of this dissertation is to endow robots with the ability to autonomously,


























Figure 1.3: An overview of research focus. Given human demonstrations, this research
focuses on how a robot interprets human activities to learn new skills, adapts to new
situations in perceived environments, and interacts with humans to achieve high-level
applications such as human-robot teaming.
1.2 Challenges
Major challenges in addressing the human-centered robot learning problem are:
• Availability of demonstration data: Traditional LfD methods require great
human e↵orts to collect human demonstration data. Building LfD datasets
becomes tedious and expensive, which makes it even more di cult for robots
to learn a large number of human activities from demonstration.
• Complexity of human appearance and activity: Human appearance can vary
due to the di↵erent heights, sizes, shapes, and observation angles of the human
body. In addition, di↵erent humans perform the same activity with di↵erent
preferences, resulting in variations of speed and pose in the demonstrations.
• Curse of Dimensionality for autonomous adaptation learning: Human-centered
environments are highly dynamic and involve many unpredictable objects and
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situations, resulting in a high dimensional state space. Meanwhile, robots,
especially humanoid robots, have many Degrees of Freedom, resulting in a high
dimensional action space, making the Curse of Dimensionality even worse.
• Complexity of human interactive behaviors: Besides the complexity of individ-
ual human activity, in a HRI scenario humans continuously perform a wide range
of interactive activities. It is challenging to e ciently learn multiple interactive
patterns and precisely capture transitions between activities.
• Time constraints: Implementations for practical robot learning approaches have
spatial and temporal constraints. The robots are expected to perceive, interpret,
adapt to, and interact with humans promptly and naturally in a human-like
way. Additionally, the implementations must satisfy the limited computational
resources in real robotic systems.
1.3 Proposed Approaches
This dissertation separately addresses the problems of a robot jointly learning both
low-level and high-level information from human demonstrations, autonomously
learning how to adapt to new situations, and e ciently learning to interact with
humans. The approaches are summarized as follows:
• Human Activity Interpretation (Chapter 4): This dissertation proposes
a unified representation to enable robots to simultaneously learn high level
semantic meanings and low level motion trajectories of human activities in large-
scale 3D human skeletal data. First, a shared skeleton model is introduced to
extract the common joints from human and robot embodiments. Second, a
subject-independent inverse kinematics model is developed to derive joint angle
sequences from 3D human skeletal data and map them to the robot’s joint
space. Then, the mapped sequences are learned by probabilistic models (e.g.,
Gaussian Mixture Models (GMM) or Hidden Markov Models (HMM)). A set of
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model parameters are used to construct a compact representation. Finally, the
unified representation is fed into classifiers (such as a Support Vector Machine)
to recognize action labels; Gaussian Mixture Regression is also used to learn
motion trajectories.
• Autonomous Skill Adaptation (Chapter 5): This research proposes a
novel Feature Space Decomposition (FSD) approach to e↵ectively address
the robot adaptation problem, which is directly applicable to the learning
framework based on LfD and Reinforcement Learning (RL). The proposed FSD
method decomposes the high-dimensional original features extracted from the
demonstration data into principal and non-principal feature space. Then, the
non-principal features are used to form a new low-dimensional search space
for autonomous robot adaptation based on RL, which is initialized using a
generalized trajectory represented by a Gaussian Mixture Model that is learned
from the principal features. Additionally, a scalability constraint is introduced
to guarantee that optimal solutions can be found in the new non-principal space,
if they exist in the original feature space.
• Human-Robot Interaction Learning (Chapter 6): This research proposes
a Recurrent Neural Network (RNN) based multi-modality-merging encoder-
decoder (EM3D) framework to directly predict actions from multi-modal sensory
inputs (e.g., visual and kinematic signals) for HRI learning. The proposed
network turns the input sequence of each modality into a vector with a multi-
layer encoder, then merges the vectors to hierarchically learn a relation between
modalities. Finally, a multi-layer decoder maps the summary vector into the
robot’s joint space to predict an action that brings the robot to the next state.
6
1.4 Contributions
The contributions of this dissertation are as follows:
• This dissertation proposes the use of large-scale, publicly available 3D human
skeletal data to address the demonstration data availability issue in the LfD
methodology. An e cient incremental learning approach is also proposed to
enable a robot to learn from challenging, highly variable data. Together, this
innovation has the potential to significantly reduce human e↵ort for collecting
large-scale demonstration data for robot training.
• This dissertation identifies the important human activity unified learning
(HAUL) problem, which can simultaneously interpret human actions and
reproduce the motions, and proposes a novel unified learning approach based
on human representation that enables a robot to address this problem in real
time. This research bridges the gap between human activity recognition and
robot LfD.
• This dissertation introduces a new perspective of autonomous robot adaptation
within the LfD and Reinforcement Learning (RL) framework, which is learning
from outside the restricted latent space. This perspective can be especially
beneficial for new situations that are caused by significant changes of the
environment when solutions may not exist in the latent space.
• This dissertation proposes a simple, yet e↵ective FSD approach to realize the
proposed perspective for robot adaptation. This method is e↵ective since it can
be scaled to the entire feature space and is thus guaranteed to find an optimal
solution even when it does not exist in the latent space. When new situations
are caused by significant environment changes, FSD-based RL approaches can
usually find solutions more quickly.
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• This dissertation proposes a novel Recurrent Neural Network (RNN) based
EM3D framework to integrate perception with action to model the direct
feedback loop to perform natural human-robot interactions. The proposed
integration by RNN provides a new and e↵ective way for robots to directly
derive actions by perceptions, in contrast to the traditional way of perception-
planning-action.
• This dissertation proposes a new multi-modal merging architecture in EM3D
to hierarchically learn the relationship of di↵erent modality inputs; this
architecture achieves better learning performance (i.e., a closer trajectory
approximation), compared with the Encoder-Decoder network.
• This dissertation introduces Long-short Term Memory (LSTM) to EM3D, which
allows long-term interaction learning by encoding multiple interactive tasks
with one network and capturing transitions between interactive patterns, thus
avoiding segmentation and recognition in the long-term task learning.
1.5 Guide to the Dissertation
The remainder of the dissertation is organized as follows. Chapter 2 overviews the
robotic systems used in the experiments to evaluate the performance of the proposed
approaches. Chapter 3 presents a review of related work and compares prior works to
the approaches proposed in this dissertation. Chapter 4 discusses the proposed robot
unified learning framework for human activity interpretation. Autonomous learning
of adaptive skills in new environments is presented in Chapter 5. Chapter 6 proposes
a novel Recurrent Neural Network based learning approach that enables robots to
directly derive actions from perceptions to interact with humans. Lastly, Chapter 7




This chapter presents the robotic systems used in this research. Because this
dissertation focuses on robot learning for human-centered applications, humanoid
robots are used: the Meka Robotics M3 robot and the Aldebaran Nao robot.
The Meka M3 robot is a custom-designed wheel-based humanoid robot (Fig. 2.1),
equipped with a comprehensive vision system on its head with 2-DOF, 2 Lavalier
3.5mm unidirectional microphones and integrated speakers, a torso on a prismatic
lift mounted on a Meka B1 omnidirectional base; two Meka A2 series 7 degree of
freedom (DOF) elastic arms with 6-DOF force torque sensors; and two Meka H3
series 5-DOF (three fingers and one 2-DOF thumb) hands. The vision system in
the sensor head includes two PrimeSense (v1.08 short-range and v1.09 long-range)
cameras, one Point Grey Flea3 8.8 MP color USB 3.0 camera with a wide angle low
distortion lens, and one Point Grey Bumblebee XB3 1394 stereo camera.
The Meka robot relies on 3 computers for operation: a client PC to load the
Robot Operating System (ROS)1 core and client control code, an on-board PC for
real-time motion functionality of the base, arms, hands, and lift; and another on-board
PC dedicated to vision and audio perception. The software embedded in Meka is a
ROS-based library, including motion planning and manipulation, vision, and speech
1http://www.ros.org
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(Reardon (2016)). The components used in this research are the vision, manipulation,
and Forward Kinematics (FK) packages in the Meka-ROS library.
• The vision component on the the robot’s head detects and tracks humans using
OpenNI2.
• The manipulation component commands joint chain movements by given joint
angles, end-e↵ector translations and orientations, etc. It also records robot
states such as temperature, joint angle, and torque force.
• The FK component estimates the end-e↵ector translations and orientations by
given joint angles in a joint chain.
Figure 2.1: Meka Robotics M3 wheel-based humanoid robot and sensor head.
A customized Webots3 simulator is adopted to model, program, and simulate the
Meka robot, before executing any actions in the robot’s hardware. Rviz4 is used to
visualize the robot when the robot actually executes the real-time actions.
The Nao robot used in this research is a humanoid robot with 25 degrees of freedom






the head, four microphones, two sonar rangefinders in the torso, two infrared emitters
and receivers, an inertial board, nine tactile sensors, and eight pressure sensors in the
end-e↵ectors.
The software used in this research is NaoQi6 for perception and manipulation, and
Choregraphe7 for visualization. A Nao Forward Kinematics toolbox8 is also adopted
for simulation purposes. Inverse Kinematics software was developed to derive joint
angles from given joint positions; more details can be found in Chapter 4.







A wide variety of recent robotics research has focused on developing robot LfD
(sometimes called Programming by Demonstration (PbD) or imitation learning1).
Generally, the fundamental problem in LfD can be formulated as a set of generic
questions (Billard et al. (2008)):
• What to imitate,
• How to imitate,
• When to imitate, and
• Who to imitate.
This dissertation discusses approaches tackling the What and How to imitate
problems. The former problem can be formulated as a regression problem of encoding
human demonstration and tackled by a large body of previous LfD works reviewed
in Section 3.1. While LfD provides an optimal guide for the robot to learn new
skills, it also limits the learning space due to the quality and quantity of human
demonstrations. Therefore, besides explicitly detailing the solution to a problem
in the demonstration environments, the capability for autonomous robots to adapt







































Figure 3.1: A categorization of learning approaches in LfD.
beyond the learned demonstrations is also critical, as discussed in Section 3.2.
Section 3.3 reviews data gathering techniques in LfD and human representations. To
address the how to imitate problem, Section 3.4 discusses the embodiment mapping
of transferring skills from human embodiments to the robot’s joint space. Finally,
Section 3.5 presents state-of-the-art methods using a Recurrent Neural Network in
Human-Robot Interaction (HRI) learning. An overview of the reviewed literature is
illustrated in Fig. 3.1. Note that each block represents a topic in LfD; some works
are related to more than one topic in this dissertation.
3.1 Mapping Function Approximation
The LfD problem can be formulated in di↵erent levels of task representations.
The high-level approach addresses LfD by decomposing and encoding a task into
a sequence of pre-defined, symbolically described actions, and then reproducing a
sequence of actions by a planner, as reported in Nicolescu and Mataric (2003); Argall
et al. (2008); Jakel et al. (2012); Konidaris et al. (2012); and Cubek et al. (2015).
However, such high-level approaches rely on pre-defined knowledge that requires sub-
task segmentation, and is thus less e cient. This dissertation focuses on the low-level
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motion trajectory modeling tackled by regression approaches, which are discussed in
the rest of this section.
3.1.1 Statistical Modeling
A widely used methodology in LfD is based on probabilistic models that describe
motions as probability density functions in the feature space. Calinon et al.
(2007) applied the temporal Gaussian Mixture Model (GMM) to encode a set of
demonstrated trajectories, then retrieved a smooth generalized trajectory and the
associated variabilities by Gaussian Mixture Regression (GMR), which is a robust
method adaptable to small perturbations. This dissertation proposes unified learning
also adopts GMM as one of the skill encoding methods. Chatzis et al. (2012) propose
a quantum-statistical approach for robot learning with GMM, in which the temporal
information is encoded by a quantum transition matrix as the counterpart of state
transition in HMM. Aleotti and Caselli (2006) built a time-dependent model to
estimate the trajectories by exploiting variants along the spline decomposition. An
advantage of representing the explicit time precedence across the motion segments is
that these methods can precisely reproduce task trajectories. However, the explicit
temporal-spatial dependencies rely on alignment and scaling techniques, such as
Dynamic Time Warping (DTW) (Myers and Rabiner (1981)), to handle the temporal
and spatial variation. DTW is considered to be a weaker method than HMM, but
is robust and simple, since it avoids the complexity of HMM-GMM models (Calinon
et al. (2006)). Therefore, DTW is adopted for data preprocessing in this dissertation,
as described in Section 5.2.2. When the task contains repeated motions that are
performed at various times in di↵erent human demonstrations, this type of method
requires motion segmentation before modeling motion trajectories. Moreover, the
explicit encoding of time is less e cient in learning periodic motions containing
crossings.
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As an alternative, HMM based probabilistic approaches eliminate the explicit time
dependency by statistically encapsulating sequential information. HMM has been
reported by Rabiner (1989) as a robust approach for encoding and abstracting noisy
temporal sequences in speech recognition. Billard and Calinon (2006) successfully
applied HMM to encode the spatial and temporal variabilities of human motion
across various demonstrations. Kulić et al. (2007) applied the factorial HMM for
sequentially training the Markov chains and modeling the intrinsic dynamics of the
motion. The clustering algorithm classifies the newly observed motion patterns into
a tree structure incrementally, so that human motions are encoded in the robot’s skill
hierarchy. Inamura et al. (2003) propose the Mimesis Model using HMM as a double
stochastic process described by transition probabilities and output probabilities to
encode, recognize, and retrieve generalized motions in human activities. Asfour
et al. (2008) propose a similar approach that segments trajectories into a set of
common key points and then retrieves the generalized trajectories through spline
fitting. Vakanski et al. (2012) extended Asfour et al. (2008)’s work by introducing
the concept of null key points, which ensures that all of the key points from the entire
set of demonstrations are considered for reproduction. A drawback of these HMM-
based methods is that they discretize motion trajectories. Calinon and Billard (2005)
and Nehaniv and Dautenhahn (2007) address this problem by using interpolation
techniques. In contrast, the GMM/GMR methods discussed previously are capable
of generalizing a smooth version of the demonstration trajectories without the
requirement of interpolation. Other disadvantages of these HMM-based methods
are that they require a large number of states to reproduce the trajectory, and the
smoothing procedure diminishes some important features like peaks in the motion.
For large-scale datasets containing many instances for one human activity, explicit
time dependency is less e cient because one motion might be repeated many di↵erent
times, resulting in very di↵erent numbers of states for explicit temporal encoding.




Dynamical Systems (DS) represent a motion as a set of di↵erential equations, and have
been advocated as a powerful tool for robot motion modeling due to their robustness
to dynamical changes in the environment. Ijspeert et al. (2002) propose Dynamic
Movement Primitives (DMP) as a motor representation based on dynamical systems
for encoding trajectories, and apply non-parametric regression to shape the attractor
landscapes according to the demonstrated trajectories. Khansari-Zadeh and Billard
(2011) propose the Stable Estimator of Dynamical Systems (SEDS) to modulate the
DS using trajectories encoded by a GMM. To learn the parameters of nonlinear
functions in a dynamical system, Atkeson et al. (1997) propose Locally Weighted
Regression (LWR) to learn the parameters of the DS, which is a memory-based
method combining the simplicity of linear least squares regression and the flexibility of
nonlinear regression. Vijayakumar et al. (2005) extended this approach to the Locally
Weighted Projection Regression (LWPR) to improve the learning e ciency in high
dimensional spaces. Compared with GMM-based approaches, LWPR works better
for problems with high dimensional space. To reduce the high computational cost in
traditional regression methods like Gaussian Processes Regression (GPR) (Rasmussen
and Williams (2005)) and Support Vector Regression (SVR) (Schölkopf and Smola
(2002)), Nguyen-Tuong et al. (2009) propose a local Gaussian process (LGP) method
to approximate the standard GPR that can be applied for large sample sizes and
online learning. While LGP achieves a more accurate performance than LWPR and
is close to the performance of GPR and SVR, it is also much faster than GPR and
SVR. Schneider and Ertel (2010) extended Nguyen-Tuong et al. (2009)’s work by
introducing the heteroscedasticity in the standard Gaussian Process (GP) to extract
the task constraints, and then retrieve smooth and continuous trajectories generalized
over multiple demonstrations with the objective of reducing the computational cost
as well as handling the GP prediction variances. However, these approaches have a
significant limitation, in that they cannot generalize across undemonstrated states;
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in contrast, the statistical modeling methods discussed in Section 3.1.1 derive the
regression function from a joint density model that is capable of handling the missing
data. Additionally, since DS approaches need to keep all data points for online
learning, they are not suitable for learning the large-scale human activity datasets
discussed in this dissertation. Particularly, Calinon et al. (2010) compares the HMM-
based approach with the GMM-based and DS approaches and reports that the
accuracy and smoothness of HMM is as good as DS, and that HMM is better at
encoding several motions in the same model. HMM also outperforms DS since it can
deal with the partial demonstrations that cannot be handled by DS.
3.1.3 Neural Networks
Ito et al. (2006) apply Recurrent Neural Networks with parametric bias (RNNPB) to
batch learn a set of sensory-motor sequences obtained through direct human teaching;
the robot then attempts to generate suitable behaviors according to the predicted
incoming sensory sequences. This approach su↵ers from large memory requirements;
additionally, the bias can result in forgetting previously-learned motions. Hilgetag
et al. (2000) and Fuster (2001) reported that a functional hierarchy is widely observed
in information processing in biological neural systems, which can be presented as
the principal that complex behaviors are generated in a compositional way by self-
organizing simpler primitives. Inspired by this observation, Yamashita and Tani
(2008) introduce multiple timescale neurons into a dynamic neural network to segment
the continuous sequences of behavior into low-level primitives such as touch/lift/move;
these primitives are then sequentially combined to form the new high-level sequences,
enabling the robot to construct a functional hierarchy of behaviors. However, these
RNN-based approaches can fail when the training sequences are non-deterministic or
noisy because of accumulated errors that corrupt the learning processes. To address
this problem, Namikawa et al. (2013) propose a continuous-time RNN (CTRNN)
model that can predict the variance of the observable variables at each time step; this
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variance is an inverse weighting factor for the prediction error that can be back-
propagated during the learning process. Murata et al. (2013) extend this work
by proposing a stochastic CTRNN (S-CTRNN) approach to reproduce stochastic
properties hidden in fluctuating training data by estimating the mean and the variance
in both numerical and robot experiments. The S-CTRNN method was also applied
to autonomously switch between top-down intention-based proactive behavior and
bottom-up sensory-guided reactive behavior, as reported by Murata et al. (2014).
According to Bengio (2009), the Deep Neural Network - a regression method
using hierarchical neural network representations - is capable of directly learning
representative features without the need for hand-engineering, as reported by Girshick
et al. (2014) and Le (2013) for visual recognition, by Mohamed et al. (2012) for audio
recognition, and by Collobert et al. (2011) for natural language processing. Flash and
Hochner (2005) suggest that human motions are composed by a library of elementary
building blocks (motion templates). Motivated by this observation, deep networks are
used to learn motion templates from raw data and then used to construct complex
human motions. RBM approaches such as the Temporal RBM (TRBM) proposed by
Sutskever and Hinton (2007) and the conditional RBM (cRBM) proposed by Taylor
et al. (2006), are successful generative models for analyzing and synthesizing human
activities. By adding a second layer, Sutskever et al. (2009) extends the cRBM to the
Recurrent TRBM, and Taylor and Hinton (2009) extends the cRBM to the factored
conditional RBM (fcRBM); both achieved better modeling and smoother transitions
between di↵erent human motion styles. The drawback is that these general-purpose
models have a high cost for approximation sampling.
Deep networks are also applied to other robotics research fields and show powerful
learning capabilities. Yang et al. (2015) developed a system to learn manipulation
actions by enabling a robot to learn from observing unconstrained videos, using CNN
based visual perception. Punjani and Abbeel (2015) propose a Rectified-Linear Unit
(ReLU) Network to learn the system dynamics model from the recorded state-action
trajectories in expert demonstrations. Experimental results of learning maneuvers in
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a real helicopter showed that the Deep Learning approach achieves a better prediction
error as compared with the other state-of-the-art dynamic models.
3.1.4 Comparison of online and o✏ine approaches
A key distinction between the aforementioned three types of methods is whether the
mapping function approximation occurs at run time (online), or prior to run time
(o✏ine).
The DS and NN approaches in Sections 3.1.2 and 3.1.3 approximate mapping
functions prior to run time, and are not required to evaluate pre-defined parameters,
in contrast to the statistical approaches in Section 3.1.1. In DS approaches, the
function approximations occur when an observation point is presented, or when the
observed data is converted to representations and presented. By online modifying
a few parameters (e.g., the attractor coordinates), the DS can generate similar
trajectories. This is an important advantage to reusing models to learn new tasks.
Additionally, DS are robust to small perturbations. Although the online approaches
are fast, they need to keep all of the training data (i.e., cost of extra computation and
generalization prior to execution). Particularly, the NN approaches can su↵er from
“forgetting” mappings so that they cannot handle online policy updates.
3.2 Adaptation Learning
When robots operate in real-world, dynamic environments, the adaptation capability
is essential to allowing robots to handle new scenarios they never experienced in the
training phase. Within the LfD framework, adaptation can be learned by incorpo-
rating additional human assistants to help the robot explore new environments, as
presented in Section 3.2.1. However, because human e↵ort is expensive, learning an
autonomous adaptation policy is often more desired, as discussed in Section 3.2.2.
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3.2.1 Human-Assisted Incremental Learning
A natural way for the robot to adapt its learned knowledge to new situations is for it
to be provided with more human demonstrations. Calinon and Billard (2007) propose
an approach to let a human teacher kinematically correct the robot’s behaviors when
the robot is performing the learned skills. The newly observed data is incrementally
incorporated into the existing model to train a new model, without re-computing the
old data, thus avoiding the low e ciency of the batch training problem in incremental
learning. Kronander et al. (2015) developed a method that locally reshapes an
existing, stable, nonlinear autonomous DS by providing corrective demonstrations
to the robots in the new environments. Gams et al. (2014) introduced an approach
to partially adapt the periodic DMP trajectories to new environment constraints, by
allowing a human tutor to teach the robot how to modify the trajectory to achieve
the desired robot behavior. Besides providing the robot with additional kinematic
demonstrations, Pardowitz et al. (2007) used speech comments to highlight the steps
of the teaching that were most important, to modify the robot’s behavior so that it
can adapt to new environments.
Asking a human teacher to provide additional help to the robot (via kinematic
corrections, vocal commands, etc.) could be tedious and annoying to the human.
Therefore, the main drawback of such incremental learning approaches is the extra
e↵ort made by human teachers. To address this problem, an autonomous learning
method is desired that allows the robot to self-explore the new environment and
learn the appropriate adaptation. This dissertation uses an autonomous adaptation
learning approach, instead of requiring more human demonstrations to be provided.
3.2.2 Reinforcement Learning
In LfD, since the small set of human demonstrations only covers limited learning
situations and additional human assistance is expensive, robots must be able to
autonomously adapt to unseen situations when a state with no prior demonstrations
20
is encountered. Reinforcement Learning provides a solution to deal with this problem,
by allowing a robot to update its knowledge through autonomous interaction with the
environment (Sutton and Barto (1998)). Moreover, prior knowledge obtained from
demonstrations can be used to initialize policies, models, or a predefined structure
of the task, which significantly speeds up the learning process compared with pure
trial-and-error methods. However, when applying RL to robot learning, it often
su↵ers from the curse of dimensionality (i.e., learning in the high-dimensional state
and action space in robots with a high DoF) (Kober et al. (2013)). To address this
critical issue, several solutions are proposed, as outlined in the rest of this subsection.
Policy Search
Policy search is a subfield in reinforcement learning that deals with the high
dimensionality problem, with a focus on finding good parameters for a given policy.
Di↵erent from value-based methods, policy search directly operates in the parameter
space and avoids learning a value function, thus allowing for scaling RL into high-
dimensional continuous action space (Deisenroth et al. (2013)).
Peters and Schaal (2008) interpret motor control as motor primitives to generate
parameterized control policies for reinforcement learning, and then apply policy
gradient methods to learn the parameterized motor primitives. After comparing
di↵erent policy gradient learning methods, Episodic Natural Actor-Critic gradient
is found to achieve the best performance. Inspired by this work, Guenter et al.
(2007) combined skills learned during demonstrations with those acquired from a
natural actor-critic RL module to enable trajectory adaptability that is controlled
by a dynamic system. Kober and Peters (2010) propose a motor primitive approach
that initializes the policy using human demonstrations, then self-improves policies
by weighting exploration. This work was extended by Kober et al. (2011), who
modulated the elementary movement through meta-parameters of its representation
and propose a RL algorithm based on a kernelized version of the reward-weighted
regression to adjust robot movements to new situations. Calinon et al. (2012)
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propose a EM-based reinforcement learning approach, which not only learned the
trajectory but also refined the varying sti↵ness parameters simultaneously in the
training phase to learn compliant skills. Building an accurate dynamical model when
the robot interacts with a real-world environment might be complex and di cult,
especially for large, continuous problems. Levine and Abbeel (2014) addressed
this problem by proposing a guided policy search method that initializes the skills
with demonstrations, and then iteratively refits local linear models to optimize
trajectory distributions; this enabled learning under unknown dynamics. Gräve
et al. (2010) propose a framework combining additional human demonstrations with
RL as two alternative control flows for skill learning and improvement. When the
robot encounters a new situation, the planned action is estimated by GPR as a
scalar reward, then the robot can select an adequate learning method based on this
knowledge. In the case of insu cient knowledge about the actions, the robot acquires
additional human demonstrations; otherwise, it uses RL to improve its actions. Even
though policy search is a well-studied method, this dissertation chooses to use a more
intuitive and yet e cient approach to tackle the dimensionality problem.
Dimension Reduction
Besides tackling the curse of dimensionality with the policy searching strategies,
an appropriate representation is particularly attractive when it can create a lower-
dimensional state space or action space with smart discretization. Dimension
Reduction (DR) is such a promising method that can project the original high-
dimensional learning space to a more compact latent space to speed up the
learning process. Calinon and Billard (2005) report that by applying DR methods
like Principle Component Analysis (PCA) and Independent Component Analysis
(ICA) in robot learning, it reduced the noise in the demonstration data so that
robustness can be achieved. Bitzer et al. (2010) propose dimension reduction to
automatically determine abstractions from demonstration data so that the learner
only searches in the reduced latent space. Shon et al. (2005) suggest scaled
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Gaussian Process Latent Variable Models (SGPLVMs) to map human and robot
motion from a high-dimensional space to a low-dimensional latent variable space
to find the mapping between human and robot DoFs. Cobo et al. (2014) present
the automatic decomposition and abstraction from demonstration algorithm, which
divides a sequential decision process into sub-tasks and extracts the most relevant
features in each subtask. In contrast to the methods exploring adaptation policies in
the latent spaces, Zhang et al. (2015a) proposes a framework dividing the entire
feature space into principal and non-principal spaces; robot adaptation is then
performed using non-principal features that are less restricted by the training process
and contain more variations. More details are discussed in Chapter 5.
3.3 Human Activity Interpretation
The way of gathering demonstration data varies across approaches, which has a
fundamental impact on LfD, as reviewed in Section 3.3.1. Given the recorded raw
data, good representations yield better learning e ciency. The data interpretation
methods are discussed in Section 3.3.2.
3.3.1 Human Demonstration Data Collecting
In LfD, there are three typical ways to collect human demonstrations. First, kinematic
teaching is the most popular way to show the robot how to perform a task. It
acquires the demonstration data with the human holding and moving the robot’s
body parts (Calinon et al. (2007); Kober and Peters (2010)), which is intuitive in
teaching, but di cult to demonstrate high speed motions(Kober and Peters (2010)),
or even impossible if high DoFs are involved (e.g., for whole body motions such as
walking).
A second approach is by directly demonstrating how humans perform activities
and recording the human activity data using sensors such as RGB-D cameras and
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optical flow sensors. In the past two decades, a large body of human motion data
gathering has been dedicated to motion capture (MoCap) systems (Müller et al.
(2007)), which can track and record human motions at high spatial and temporal
resolutions. MoCap systems extract sparse human motion information in two ways:
(1) by attaching a small number of active or passive markers on human body, which
can be detected by an optical system, and (2) by directly measuring human motions
via inertial sensors attached to the human body. Due to the high resolution and
accuracy of MoCap systems, the captured data is especially suitable for studying the
dynamics of human motion, as reported by Ofli et al. (2013). However, the high cost
of the acquisition systems and tedious preparation needed to collect data significantly
limits the usefulness of MoCap.
Recently, the development of perception systems equipped with structured-light
sensors or color-depth cameras has attracted significant attention, since they make
human activity datasets cheap and easily available (Wang et al. (2012); Müller et al.
(2007)). Microsoft (2010) manufactured the Kinect sensors with the corresponding
SDK, which is adopted by Shotton et al. (2011) to interpret human skeletal data
with 20 joints. Similar cameras like PrimeSense, manufactured by Asus (2010), have
equivalent functionalities. The Robot Operating System (ROS) proposed by Quigley
et al. (2009) adopted OpenNI to estimate human body skeletons with 15 joints; this
approach has been widely used in robotic platforms for human detection, recognition,
and tracking.
Between these two types of data gathering is the teleoperation method, in which
a human remotely commands a robot using a controller, or by moving corresponding
human body parts while the human is wearing motion detection sensors (Ijspeert
et al. (2002); Koenemann et al. (2014)). This method requires great human expertise
in remote controlling, and the robot execution is often slow, and thus building a
dataset becomes tedious and expensive. The teleoperation data collection approach
is less e cient than kinematic teaching, and more tedious than direct demonstration;
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therefore, this dissertation focuses on the other two methods. Descriptions about the
datasets used in this dissertation are presented in each chapter.
The robot learning approaches in this dissertation directly work on the skeletal
data that are estimated using the above technologies (i.e., OpenNI, Kinect SDK,
and MoCap), with an emphasis on leveraging large-scale 3D human activity data as
the implicit demonstrations from which the robots learn. In this dissertation, the
kinematic teaching method is also adopted for gathering a small dataset, but with
the emphasis of learning autonomous adaptation.
3.3.2 3D Human Activity Representation
Several methods for 3D human activity representation have been proposed in the
recent years. Previous works that 1) use a 3D centroid trajectory to describe the
human activity with a point (Brdiczka et al. (2009)), 2) represent global human
activities with local features ((Zhang and Parker (2011)), or 3) extract human
silhouettes (Veeraraghavan et al. (2005); Zhang et al. (2013)) do not suit the context
of robot learning because the representations cannot be easily transferred to the
robot. Due to the similarity between the human skeleton and the humanoid robot’s
embodiment, the approaches based on a 3D human model, e.g., a 3D human skeleton
model (Wang et al. (2012); Ellis et al. (2013); Seidenari et al. (2013)), naturally
fit the scope of robot imitation learning. Sequence of the Most Informative Joints
(SMIJ) Ofli et al. (2014) represents human actions with the most informative joints
in the human skeleton to interpret the physical meaning of di↵erent activities. The
trajectories of a 3D human skeleton are also described by a Histogram of Oriented
Displacements (HOD) of three 2D projections in each joint for the purpose of action
recognition (Gowayyed et al. (2013)). Even though these skeleton-based approaches
yield good performance in activity classification, the discretization of the entire
trajectory with a histogram loses certain details (e.g., order of motions) in the
trajectories, and is thus unable to reproduce motion trajectories. This dissertation
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tackles the human activity interpretation problem by proposing a skeleton-based
unified representation to describe the temporal-spatial relation in human activities,
which can also be applied to learn the motion trajectories.
3.4 Mapping Human Activity to Robot Embodi-
ment
Due to the significant geometrical, kinematic, and dynamic di↵erences between robots
and humans, the correspondence problem (Nehaniv and Dautenhahn (2002)) arises;
this problem is part of the how to imitate problem in LfD and this dissertation. Some
approaches (e.g., kinematic teaching discussed in Section 3.3.1) bypass this problem
by directly performing human demonstrations in the robot’s joint space. However, it
is di cult to conduct such demonstrations for a complex task involving high DoFs,
or requiring high dynamics. For instance, it is almost impossible for the robot to
learn walking from kinematic teaching. Consequently, a large body of tasks can
only be learned through mapping the observed human demonstrations to the robot’s
embodiment.
3.4.1 Goal-directed Mapping
Inverse kinematics (IK) refers to determining a robot’s joint parameters given the
position and orientation of the end-e↵ector. Given the transformation of the end
e↵ector, IK solvers proposed by Tevatia and Schaal (2000) generate vectors of joint
angles that can bring the end e↵ector to the desired transformation relative to the
the base frame (e.g., usually the torso). Pastor et al. (2009) represent a movement
trajectory in end-e↵ector space, then apply resolved motion rate inverse kinematics
to map learned features (i.e., end-e↵ector position and gripper orientation) onto the
robot’s joint space. Asfour and Dillmann (2003) formulated the correspondence
problem in a robot arm based on the decomposition of the workspace and on the
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analytical description of the redundancy of the arm. While this approach can achieve
accurate and computationally e cient solutions, it is not suitable for gesture (also
referred to as action) imitation because no restriction is applied to the elbow, so that
its position can be di↵erent from the demonstrations. Pitt et al. (2008) and Nunez
et al. (2012) also propose IK approaches to tackle the correspondence problem, but
with the similar problem of not considering constraints for the elbow position. Jakel
et al. (2012) collected motion data of the human hand with a tactile glove, then applied
Rosenbrock optimization (Shang and Qiu (2006)) to align the transformed hypercube
in human hand workspace to the robot hand workspace, with position constraints
restricting the motion of a finger coordinate frame. With the focus of learning on
the e↵ects of the hand and finger motions on objects, instead of the motion itself,
this method tackles the correspondence problem explicitly by relaxing constraints
for the fingers and human hands. Consequently, these goal-directed approaches are
straightforward but do not constrain the position of any points of the robot body
other than the end e↵ectors, thus making them infeasible in gesture learning. Due to
the above reasons, this research does not make use of the goal-directed method for
human-robot mapping.
3.4.2 Trajectory-directed Mapping
To mimic human gestures, trajectory-directed approaches are proposed, which can
directly generate the desired trajectory of each joint for action imitation. Al-Faiz
and Shanta (2005) presented a joint position constrained IK model to map human
skeleton movements captured by a Kinect to two upper limb arms. Grimes et al.
(2006) restricted the IK skeletal model of humans to the same DoFs as the robot, to
a↵ord a trivial mapping (adjusting only for zero position and sign) between the two
kinematic spaces.
Chalodhorn et al. (2007) present an approach to learn humanoid robot walking,
by first transforming the human joints’ Cartesian positions to the robot’s joint angles
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using IK routines, then projecting the joint angles to a low-dimensional subspace
to match human motion by an optimization method, and finally re-projecting the
optimized trajectories back to the robot’s joint space. Instead of learning an optimized
model, Koenemann et al. (2014) used IK to generate joint angles according to the
given positions of end e↵ectors and the center of mass (CoM), and then directly
modified the joint angles to match the human’s CoM position and ensure stability.
Trajectory-directed approaches are promising in learning the most challenging whole-
body activities such as walking, but the robot may not be able to approximate certain
human gestures in a reasonable way, due to the limited operation space. However,
this drawback can be ignored since the operation space limitation also exists in other
mapping approaches. This dissertation adopts the trajectory-directed mapping for
robots to interpret and mimic human activities.
3.5 Physical Human Robot Interaction
HRI research can be categorized into cognitive HRI (cHRI) and physical HRI (pHRI)
(Siciliano and Khatib (2016)), in which cHRI focuses on social-cognitive interactions
such as eye contact and emotional expression performed by robot’s body motions,
and pHRI focuses on learning physical factors (e.g., sensing, actuation, modeling
control) in HRI. This dissertation addresses the trajectory learning problem in pHRI.
First, previous LfD approaches of learning interactive trajectories in human-robot
cooperative tasks are reviewed, then approaches using deep neural networks to
integrate visual inputs with actions in a manipulation task are discussed. Finally, this
dissertation reviews existing methods using RNN to learn trajectories from human
demonstrations. Note that approaches discussed in this section are di↵erent from the
NN approaches reviewed in Section 3.1.3 in that this section focuses on the learning
of interactions with objects and/or humans, while the previously reviewed works do
not include interaction learning.
28
LfD has been widely adopted in single agent imitation learning scenarios (Argall
et al. (2009); Calinon et al. (2007); Ijspeert et al. (2013); Kober and Peters (2010)) and
has now become popular in the pHRI trajectory learning scenario. Amor et al. (2014)
generalize Dynamic Motor Primitives (Ijspeert et al. (2013)) to Interactive Primitives
(IPs) to capture the correlation of the joint physical movements of the robot and its
human partner. After a robot learns IPs from demonstration data, it can generate
similar joint activities when interacting with the human. By extending the concept
of IPs with GMM models, Ewerton et al. (2015) teaches robots to cooperate with
human teammates to accomplish multiple tasks sequentially. Interaction primitives
are learned in an action-reaction mechanism proposed by Lee et al. (2010). The
robot performs a pre-learned motion pattern and observes how the human partner
reacts to it; it then recognizes the human’s action and encodes the interaction
patterns. A comprehensive library including motion and interaction primitives are
encoded by periodic continuous HMMs and discrete HMMs, respectively. In Ikemoto
et al. (2012), GMMs are used to model the adaptation of the timing of switching
between di↵erent interaction phases in the human-assisted robot standing-up and
walking tasks. Di↵erent from these works that model human and robot motions
and interactions as explicit subtasks (i.e., primitives and phases), the proposed work
implicitly and jointly encodes them, without the requirement of semantic labels.
More recently, deep neural networks have achieved superior performance in many
domains such as image recognition, natural language processing, and recommendation
systems, and more attention has been drawn to the robotics domain. Deep
Visuomotor Policies are proposed by Levine et al. (2016a) to map raw observations
directly to robot motor commands in robot manipulation tasks. Convolutional Neural
Networks (CNN) are used to extract 2D feature points in raw images, which are
then concatenated with the robot’s joint configuration and passed through three fully
connected layers to generate the torques. Similar to Levine et al. (2016a), Finn and
Levine (2016) also uses Reinforcement Learning (RL) as a method to avoid human
e↵ort. However, RL is inapplicable to human-involved interaction learning because of
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the extensive number of trials needed to train the robot. Levine et al. (2016b) collects
large-scale robot manipulation data using 14 robots in parallel. A grasp prediction
network takes images and motor commands as inputs, and outputs the grasping
success probability to predict whether the given task-space motion will succeed. These
works only consider the current configuration of the robots and environments, without
considering the historical information. To address this problem, a Recurrent Neural
Network (RNN) is adopted in manipulation tasks (Rahmatizadeh et al. (2016)).
Long short-term memory (LSTM) (Hochreiter and Schmidhuber (1997)) and Gated
Recurrent Unit (GRU) (Cho et al. (2014)) architectures are applied to capture the
temporal dependencies in human demonstrations, which allows the robot to even
recover from failure. This dissertation adopts a LSTM-based architecture to directly




Human Activity Interpretation for
Robot Unified Learning
4.1 Introduction
The ability to automatically understand and imitate human actions is essential for
intelligent robots to learn from people and to e↵ectively assist and interact with
humans in many human-centered robotics domains, including home assistance, service
robotics, and search and rescue. Although human action recognition (Aggarwal and
Xia (2014); Zhang et al. (2014)) and robot imitation learning (Billard et al. (2008))
have been widely studied for many years in robotics research, these two problems
have been addressed independently using separate representations of the human.
The critical problem of simultaneous learning of human action labels and motion
trajectories has not been previously well studied. This problem is named as human
action unified learning (HAUL) in this dissertation, as illustrated in Fig. 4.1. In this
chapter, a novel unified representation based approach is proposed to address this
problem1.


















(b) The proposed framework.
Figure 4.1: Motivations of this work: traditional robot learning methodologies treat
human behavior understanding and imitation learning as two separate problems, using
di↵erent datasets and representations. In addition, previous research on imitation
learning generally requires significant human e↵orts to collect demonstration data.
This research introduces a novel unified learning approach based on compact human
representation that can enable a humanoid robot to simultaneously learn both action
labels and motion trajectories. To reduce human e↵ort, this research proposes the
use of large-scale whole-body 3D human skeletal data available on the Internet to
construct the representation and realize unified robot learning.
Previous methods of activity recognition allow robots to understand the semantics
of human behaviors by representing the spatial information of global human activities
using local features, silhouettes, or even a point (Ofli et al. (2014); Gowayyed et al.
(2013); Rahmani et al. (2014)), and by encoding the temporal information using
histograms (Gowayyed et al. (2013); Rahmani et al. (2014)); however, all these
representations are inapplicable for reproducing their motion trajectories. Methods
of imitation learning (Calinon et al. (2007); Inamura et al. (2003)) address the
trajectory learning problem by providing a robot with human demonstrations, which
are regarded as an initial guideline for performing human-like tasks. However,
such approaches usually learn low-level trajectories for a single activity, without the
capability of understanding the semantic meanings of di↵erent human activities. A
unified learning of both high-level semantic meanings and low-level motion trajectories
will enable an intelligent robot to simultaneously interpret human actions and learn
how to reproduce the actions.
Traditional imitation learning approaches collect data by manually moving the
robot’s body to perform activities and record data from the robot’s sensors (Billard
et al. (2008)). Such a dataset gathering method is often time-consuming and requires




































































































































































































































































































































































Figure 4.2: Framework of unified robot learning of action labels and motion
trajectories, based on the proposed representation, from large-scale 3D human skeletal
data. After accessing the large-scale, online datasets, a robot learns by 1) extracting
features from the skeletal data that can project human activities onto its own
embodiment, 2) encoding activity trajectories of each feature using probabilistic
models to compactly represent human activities, 3) recognizing action labels by
feeding the representation to a classifier, and 4) reproducing generalized motion
trajectories of each activity using regression. Finally, the robot associates the learned
action labels with motion trajectories to accomplish the unified learning.
demonstrated by the human (Calinon et al. (2007); Inamura et al. (2003)), making
them inapplicable for teaching robots a large number of activities. In addition,
since the size of the demonstration data is usually small (e.g., human teaches an
activity with 4-7 demonstrations (Calinon et al. (2007))), fault tolerance cannot be
guaranteed. As a result, the performance of robot imitation learning is inherently
limited by the availability and quality of the demonstration data.
In recent decades, 3D sensors, including color-depth cameras, render a cheap
acquirement of whole-body human motion data. The datasets cover a wide range
of human daily activities; a large amount of demonstrations of each activity can be
collected due to the easy way of performing demonstrations (e.g., tens to hundreds
of activities, and hundreds to thousands of instances in total (Ofli et al. (2013)).
Accordingly, the gathered data are considerably larger than what the traditional
imitation learning methods can provide. Such datasets naturally become good
resources for robot imitation learning. However, using existing large-scale 3D human
activity datasets to teach robots human activities has several challenges. First,
substantial variations are inherently contained within an activity, especially when
performed by di↵erent humans. Even the demonstrations performed by the same
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subject vary in speeds and poses. These variations make it di cult to generalize
motion trajectories from large-scale human activity data. Moreover, the recorded
activity data can be defective and ambiguous (e.g., self-occlusion can occur in human
performances, reducing the quality of the recorded data). Third, to e↵ectively
assist and interact with people, a robot must perform activity recognition and
trajectory reproduction in real time, which makes most of the state-of-the-art activity
recognition methods less applicable in robotics applications.
To address the HAUL problem and the aforementioned challenges, this research
proposes a novel unified learning approach based on the representation of humans that
bridges the gap between human action understanding and robot imitation learning,
as Fig. 4.2 shows. The proposed approach first projects human skeletons onto the
humanoid robot’s embodiment using a subject-independent inverse kinematics model.
Then, the spatial-temporal patterns of human activities are encoded using a compact
set of Gaussian Mixture Models (GMMs). The proposed unified representation can be
directly used by a robot to identify human activities and reproduce them in real time.
To reason about the meanings of human activities, the proposed representation can
be combined with a classification method such as the Support Vector Machine (SVM).
To reproduce and imitate the activities, the same representation can be directly used
with Gaussian Mixture Regression (GMR) to generate the motion trajectories. Note
that given the human skeletal data, the proposed approach learns motion trajectories
(i.e., imitates the pose sequence) without interacting with real objects to accomplish
the tasks.
The key contributions of this research are twofold:
1. This research identifies the important HAUL problem and proposes a novel
unified learning approach based on human representation that enables a robot
to simultaneously interpret human actions and reproduce the motions to address
the HAUL problem in real time. The approach bridges the gap between human
activity recognition and robot imitation learning.
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2. This research proposes to adopt large-scale publicly available 3D human skeletal
data to address the demonstration data availability issue in the imitation
learning methodology. An e cient incremental learning approach is also
implemented to enable a robot to learn from the challenging, highly variable
data. Together, this innovation has the potential to significantly reduce human
e↵orts on collecting large-scale demonstration data for robot training.
The rest of this chapter is structured as follows. Section 4.2 discusses the new
approach in detail. Results of empirical studies are presented in Section 4.3. Section
4.4 discusses the characteristics of the proposed approach, and Section 4.5 concludes
the chapter.
4.2 Unified Robot Learning
To address the HAUL problem, this dissertation develops a novel unified robot learn-
ing framework, with an ultimate goal of allowing robots to e ciently learn from large-
scale human activity datasets, which also tackles the problem of expensive human
demonstrations in robot imitation learning. This section begins the discussion by
developing a geometric mapping between a human skeleton and a robot embodiment,
which also extracts the key features of human activities. Then, the new representation
approach is presented to e ciently encode the human activities. The constructed
representation is then fed into classifiers to learn the semantic meaning of human
activities. Finally, by learning the representation with an incremental training model,
the generalized motion trajectories of human activities are reproduced by robots.
4.2.1 Feature Extraction
Acquisition of the 3D human skeletal data can be achieved by various techniques, such
as the MoCap systems and Kinect sensors. However, these 3D perception systems
yield di↵erent human skeleton models, as Fig. 4.3(a) and 4.3(b) present. In addition,
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Figure 4.3: Examples of skeletal kinematic human body models obtained from
di↵erent 3D perception technologies. Skeleton data acquired from Microsoft Kinect
contains 20 joints as shown in (a), and 31 joints from a MoCap system in (b). NAO
robot has fewer joints than a human, as (c) shows. By using the joints in common
(red dots), a shared model is built in (d).
humanoid robots usually have di↵erent embodiments (in terms of joints, DoFs, etc)
than the human skeleton, such as the NAO robot in Fig. 4.3(c). To consistently
process the 3D human skeletal data acquired by di↵erent perception systems and
smoothly transfer them to the robot’s embodiment, the proposed approach extracts
the common joints in the human skeleton and robot skeleton to build a shared skeleton
model, as Fig. 4.3(d) shows.
A naive feature to describe human skeletal actions is a time series collection of
3D positions (i.e., 3D trajectories of the human’s body parts). However, this feature
does not scale with various camera views, and is inherently linked to a specific human
subject’s skeleton scale. To better describe the skeletal actions, sequential joint angles
are derived from the shared skeleton model to depict human actions so that the actions
are invariant to the absolute body position, the initial body orientations, the scale of
human skeleton, and the camera view.
To map the human activities performed by the shared skeleton model to the
robot’s joint space, a basic inverse kinematics model is developed, addressing the
correspondence problem (Nehaniv and Dautenhahn (2002)). The 3D positions of
human joints are used to compute the joint angles, which are then used to control













vneck rshoulder · vrshoulder relbow














vrshoulder relbow · vrelbow rwrist
||vrshoulder relbow|| ||vrelbow rwrist||
◆
(4.1)
Given the positions of the human’s neck, right shoulder, and right elbow, vectors
vneck rshoulder and vrshoulder relbow can be constructed, and the joint angles of RShoul-
derPitch (⇠1) and RShoulderRoll (⇠2) are then obtained. When the position of wrist
is known, the configurations of the elbow are resolvable by computing the RElbowRoll
(⇠3) and RElbowYaw (⇠4). Similarly, RHipRoll (⇠5), RHipPitch (⇠6), and RKneePitch












vtorso rhip · vrhip rknee




vrhip rknee · vrknee rankle
||vrhip rknee|| ||vrknee rknee||
◆
(4.2)
As a consequence, the joint angles are used as the extracted features to depict the
human skeleton configuration, and the human actions can be described by the change
of joint angles. Additionally, since the change of a joint angle is independent of the
scale and position of human body, as well as the location and view of perception
systems, the proposed method is also invariant to these factors, making it suitable
for highly variable large-scale datasets.
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4.2.2 Unified Representation Construction
In large-scale datasets, spatial and temporal variations are common when multiple
subjects perform activities for multiple times in di↵erent environments. In this
research, Dynamic Time Warping (DTW), which has has been shown to be a
robust and computationally e cient method (Calinon et al. (2007)), is employed
to align the temporal di↵erence. By integrating the aligned temporal information
with the spatial information, a data point in an activity sequence can be defined
as ⇠ni = {⇠t,i, ⇠s,i}, i = 1, ..., L, n = 1, ..., N , where ⇠t,i corresponds to the temporal
information, ⇠s,i represents the spatial information, L is the length of the sequence,
and N is the number of extracted features. The superscript n is omitted for the sake
of simplicity in the rest of this section.
To extract the key characteristics of a human activity, mixture modeling is applied












(⇠i   µk)T⌃ 1k (⇠i   µk)} (4.4)
The Expectation Maximization (EM) method (Bishop (2006)) is used to obtain
the maximum likelihood estimation of parameters in the GMM.
Then, the temporal information is used as queries for each GMM to derive











For a human activity labeled as m, the n-th feature is compactly encoded by the
learned GMM model  mn, as the blue block in Fig. 4.4 shows. Then, models of all
features are concatenated as a compact representation to describe one class of human
activity, as the highlighted red block in Fig. 4.4 presents. Note that one class of human
activity may contain multiple instances performed by several subjects and di↵erent
activities may have di↵erent numbers of instances. Usually, the optimal number of
Gaussian components K is decided by the Bayesian Information Criterion (BIC)
(Schwarz (1978)) method to balance the fitness of the model and the complexity of
training. In this research, since the same length of input vectors are needed the SVM,
a fixed number of K components for each GMM is experimentally selected.
feature 1feature 2 … feature N
action 1  
















































Figure 4.4: Matrix of the proposed representations of human activities. Each feature
of one human activity is encoded by a GMM (  in the blue block). The encoded
features are then combined to construct the representation of one category of human
activity (red block). The superscript of   indicates the index of instances.
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4.2.3 Action Semantics Learning
After the dynamics of human activities are captured by the unified representation,
the input vectors for an SVM classifier proposed by Chang and Lin (2011) are built
accordingly. Given an instance of one human activity (e.g., one row in Fig. 4.4), this
approach uses the µk, k = {1, ..., K} of each spatial dimension ⇠n, n = {1, 2, ..., N}
and the temporal dimension t as the input vector to the SVM. Consequently, the
length of an input vector is 2⇥K⇥N+1 (label), where K is the number of Gaussian
components and N is the number of features.
Given a large amount of training instances in the large-scale datasets (e.g., p
instances performed by s subjects and labeled with M classes of activities), there
are multiple ways to create the input vectors from the encoded GMMs for the SVM
classification. In this research, two modes to generate the vectors are proposed:
1) The individual mode takes each instance individually by building p compact
representations, and associating each representation with the corresponding action
label to generate a vector; in the individual mode, p vectors are created for SVM
training; and 2) The batch mode combines instances from the same subject to obtain
s representations for one class of action, leading to s⇥M vectors in the SVM.
4.2.4 Motion Trajectory Learning
To learn the motion trajectory of human activities, a single trajectory is generalized
from the learned GMM. Given the temporal information ⇠t, the conditional expecta-
tion ⇠̂s,k and estimated conditional covariance ⌃̂s,k are given by:
⇠̂s,k =µs,k + ⌃st,k(⌃t,k)
 1(⇠t   µt,k)
⌃̂s,k =⌃s,k   ⌃st,k(⌃t,k) 1⌃ts,k
(4.6)






Combining Eqs. (4.6) and (4.7), the conditional expectation of ⇠s and the








Consequently, the spatial information ⇠s and the associated covariance matrix are
derived by the time information ⇠t . Note that the generalized result is not the average
or part of the dataset, but rather the inherent characteristics implied in the observed
activities.
To achieve a good generalization in motion trajectory learning and real time
performance, an incremental approach (Calinon and Billard (2007)) is adopted to
gradually add each instance to existing models without re-computing the preceding
data.
4.3 Experiments
To demonstrate the e↵ectiveness of this approach, experiments using the NAO
physical humanoid robot are conducted. In this section, the experimental setup is
first discussed. Then, the action label learning and the motion trajectory learning
performance of the proposed approach are evaluated on two challenging large-
scale human activity datasets. Finally, generalization of the learning results are
quantitatively evaluated.
4.3.1 Implementation
The proposed approach is implemented using a mixture of Matlab and Python
programming on a Mac OS X machine with an i5 2.5G CPU and 6GB memory,
and evaluated on the MSR Daily Activity 3D dataset (Wang et al. (2012)). This
dataset is a most widely used benchmark in human activity recognition tasks. It
contains color-depth and skeleton information of 16 activity categories: (1) drink, (2)
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Figure 4.5: Illustrative examples from the MSR Daily Activity 3D dataset.
eat, (3) read book, (4) call cellphone, (5) write on a paper, (6) use laptop, (7) use
vacuum cleaner, (8) cheer up, (9) sit still, (10) toss paper, (11) play game, (12) lie
down on sofa, (13) walk, (14) play guitar, (15) stand up, and (16) sit down. Each
activity is performed by 10 subjects in various o ce environments, leading to 320
data instances. This research uses 192 instances for training and 128 instances for
testing. Fig. 4.5 shows color and depth frames illustrative examples of each activity
from the dataset.
The second dataset used to evaluate the proposed approach is the HDM05 dataset
(Müller et al. (2007)) captured by a Motion Capture system. It has more than
70 activities in 10-50 realizations executed by five subjects generating roughly 1500
instances. This research uses 11 activities similar to settings in Ofli et al. (2014):
(1) deposit floor, (2) elbow to knee, (3) grab high, (4) hop both legs, (5) jog, (6) kick
forward, (7) lie down floor, (8) rotate both arms backward, (9) sneak, (10) squat,
and (11) throw basketball performed by 5 subjects. In this research, 189 instances
performed by 3 subjects are used for training and 99 instances from 2 subjects are
used for testing.
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4.3.2 Action Label Learning
The unified representation’s performance is investigated in the action label learning
tasks. Experimental results in Tables 4.1 and 4.2 indicate a classification accuracy of
72.81% for the MSR Daily Activity 3D dataset and 93.44% for the HDM05 dataset.
The higher performance on HDM05 implies that the way of recording human activities
has a considerable e↵ect on the classification performance. Because the MoCap
perception system (HDM05 dataset) uses inertial and/or optical sensors attached
to human bodies, it can estimate the human skeletons more accurately than the
Kinect system (MSR Daily Activity 3D dataset) using the RGB camera and the
infrared depth sensor. Therefore, the proposed approach achieves better performance
for the HDM05 dataset, and is yet robust for more challenging datasets like MSR
Daily Activity 3D. A greater number of GMMs are also tested, and it is found that
when the number is too large (e.g., K > 20) the performance decreases, since a large
input vector may contain trivial details that are distracting for the SVM; more GMMs
also leads to a longer learning time. For the datasets used in this research, K  20
generally achieves a good performance, as shown in Tables 4.1 and 4.2.
Table 4.1: Learning accuracy of action label in the MSR Activity Daily 3D dataset.
# of Gaussians 5 10 15 20
Individual mode 68.13% 66.56% 65.78% 65.00%
Batch mode 70.94% 72.81% 67.19% 69.69%
Table 4.2: Learning accuracy of action label in HDM05 dataset.
# of Gaussians 5 10 15 20
Individual mode 92.93 % 91.92 % 93.44 % 90.91%
Batch mode 86.36 % 84.09 % 80.68 % 84.09%
To demonstrate that the proposed representation is capable of learning human
activities with large variations, experimental results of combining instances from the
same subjects are also investigated, as Fig. 4.6 shows. The raw signals in the MSR
Daily Activity 3D dataset contain substantial variations as shown in Fig. 4.6(a).
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Then, the highly variable raw trajectories are encoded by models with consistent
parameters (i.e., similar sequences of green dots and ellipses in each row in Fig. 4.6(b)-
4.6(d)). This observation illustrates the proposed method’s representation potential
for human activities in large-scale datasets.
To show the unified representation’s action label learning performance, a com-
parison between the proposed approach with state-of-the-art skeleton-based repre-
sentations is conducted in human activity recognition tasks, as presented in Table
4.3 and Table 4.4. These results show that the proposed approach outperforms most
works except our previous work of Bio-inspired Predictive Orientation Decomposition
(BIPOD) (Zhang and Parker (2015)). Compared with the prior works using joint





























































































































































































































































































































































































































































































































































































































































Figure 4.6: (a) Raw signals of human right arm (joints ⇠1 ⇠ ⇠4) trajectories of the
cheer up activity in the MSR dataset, performed by 6 subjects. (b-d) Compact
representations of the raw signals from subjects 2, 4, and 6. (e) Raw signals of
human right arm (joints ⇠1 ⇠ ⇠4) trajectories of the write on a paper activity in the
MSR dataset, performed by 6 subjects. (f-h) Compact representations of the raw
signals from subjects 1, 2, and 3.
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positions (Wang et al. (2012); Ellis et al. (2013); Seidenari et al. (2013); Liu
and Cao (2012); López-Mendez et al. (2012)) to describe human activities, the
proposed method employs joint angles that are view-, position-, scale-, and subject-
independent, so that the e↵ect of configurations of the perception system and subjects
are eliminated. Compared with the histogram approach (Ofli et al. (2014)) that
ignores the order of actions, mixture modeling adopted by the proposed approach
is capable of capturing the temporal information in human activity, leading to a
better performance for reversal activity separation, such as stand up and sit down
in Fig. 4.7(a). Moreover, only the discriminative joints in the shared model are
used and the other joints are abandoned (e.g., fingers and feet in Fig. 4.3(d)) to
describe the human activities, since the motions of these joints are either redundant
or cannot be accurately estimated by the perception systems, which leads to a more
compact and accurate representation. Generally, these advantages of the proposed
approach cause it to outperform most of the skeleton-based representations. The
Table 4.3: Comparison of recognition accuracy with previous skeleton-based
representations on the MSR Daily Activity 3D dataset.
Skeleton-based representations Accuracy
Dynamic Temporal Warping Wang et al. (2012) 54.0%
Distinctive Canonical Poses Ellis et al. (2013) 65.7%
Actionlet Ensemble (3D pose only) Wang et al. (2012) 68.0%
Relative Position of Joints Seidenari et al. (2013) 70.0%
Bio-inspired Predict. Orient. Decomp. Zhang and Parker (2015) 79.7%
Proposed representation 72.8%
Table 4.4: Comparison of recognition accuracy with previous skeleton-based
representations on the HDM05 dataset.
Skeleton-based representations Accuracy
Trifocal tensor of joint positions Liu and Cao (2012) 80.86%
Sequence of Most Informative Joints Ofli et al. (2014) 84.40%
Subtensor of joint positions Liu and Cao (2012) 85.71%
Relevant Joint Positions López-Mendez et al. (2012) 92.20%
Bio-inspired Predict. Orient. Decomp. Zhang and Parker (2015) 96.70%
Proposed representation 93.44%
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BIPOD approach deploying angles between temporally adjacent motion vectors has a
higher classification accuracy, but it can only be used for human activity recognition
(and not for robot imitation learning); the proposed approach is capable of learning
action labels and motion trajectories simultaneously.
It is observed that activities involving lower body movements have a better
recognition accuracy (e.g., lie down, walk, stand up, sit down, hop both legs, lie
down floor, squat), while activities involving upper body movements (e.g., read book,
write on paper, use laptop) are di cult to distinguish, as Fig. 4.7(a) and Fig. 4.7(b)
demonstrate. A possible explanation is that the upper body activities not only have
similar motion trajectories (e.g., horizontal hand movements) but also a relatively
small range of motion, which makes them di cult to separate. On the other hand,
the lower body activities have opposite characteristics in terms of motion trajectory
and range of motion, which usually results in higher recognition accuracy.
4.3.3 Motion Trajectory Learning
To evaluate the e↵ectiveness of learning motion trajectories, this research uses a
3D NAO robot simulator in Choregraphe software. The learned robot joint angle
sequences are plugged into the simulator to enable the robot to perform all 27
activities. Fig. 4.8(a) shows two upper body activities and two lower body activities
from the MSR Daily Activity 3D dataset learned by the proposed approach. For
the write on paper activity containing trivial movements of the right or left hand,
the robot can still reproduce the motion trajectory correctly. Experimental results
with a real robot are shown in Fig. 4.8(b). It is observed that the robot reproduces
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Figure 4.7: Confusion Matrices. Each column represents the instances in a predicted
class, while each row is the instances in the ground truth category. Warmer colors
denote better accuracy.
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(a) Simulated robot (b) Real robot
Figure 4.8: Robot reproduces four activities (top to bottom: cheer up, lie to sofa,
walking, writing) learned from MSR Daily Activity 3D dataset. An accompanying
video is available at http://web.eecs.utk.edu/~czhang24/videos/uni.mp4.
4.3.4 Evaluation
Besides evaluating the approach’s classification accuracy on benchmark datasets and
the e↵ectiveness of reproducing motion trajectories on physical robots, this research
also studies two important metrics that measure how well it performs.
Generalization
To quantitatively evaluate the motion trajectory learning performance of the unifed
representation, this research introduces the metric of generalization, which indicates
the capability to generalize well on unseen data. The likelihood of learned models
are measured as the indication of generalization level. For visualization purposes,
inverse log-likelihood is used as shown in Fig. 4.9, where lower values indicate better
performance.
Each activity in Fig. 4.9 is composed of 12 instances. The index of the model






































































Figure 4.9: Evolution of the inverse log-likelihood averaged on all features,











































































































HDM05MSR Daily Activity 3D
Figure 4.10: Average inverse log-likelihoods.
data composed by instances {1, 2, ...,m}). It is observed that the generalization
performance can be improved by learning more training data (i.e., inverse log-
likelihood value decreases as data size increases). When the data size is extremely
limited (e.g., only instance 1 is used for training (data = 1)), the generalization
is poor (high inverse log-likelihood of model = 1 for unseen data = 2, 3, ..., 12).
By incrementally learning more data, the inverse log-likelihood decreases and finally
converges to a low value, which indicates that the data are well represented by the
unified representation. It is also observed that the inverse log-likelihood decreases
quickly. For all four activities in Fig. 4.9, model = 3 achieves a low inverse log-
likelihood value not only for the training set data = 1, 2, 3, but also for the unseen
data = 4, 5, ..., 12, which further validates that the proposed representation has a
superior generalization capability in motion trajectory learning.
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The overall generalization performance is presented in Fig. 4.10. Both datasets
have a low inverse log-likelihood value. It is observed that the variations of HDM05
are smaller than MSR Daily Activity 3D. A plausible explanation is that the Kinect
sensors are less accurate in estimating human skeletons.
Computational Cost
The real-time performance of the proposed method is evaluated by classifying
action labels and regressing generalized trajectories on unseen data. Note that
the representation building process is o↵-line, while the action label testing and
incremental motion trajectory learning are online. Results in Fig. 4.11 indicate that
for all model configurations, the proposed method can recognize an activity within
150 milliseconds, making it applicable to real-time onboard robotics applications. It
is also observed that the time cost increases as the number of Gaussians increases,
because a larger number of Gaussians leads to more complex representations, and
accordingly a longer running time.
The real-time performance of the motion trajectory learning is presented in
Fig. 4.12. For most activities, the method achieves less than 1 second running time.
It is observed that cheer up in MSR Daily Activity 3D and squat in HDM05 have
the best real-time performance. A plausible explanation is that when subjects are
performing these activities, they follow more strict constraints, making instances of
these two classes more consistent, and resulting in a lower convergence time for the EM
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Figure 4.11: Average running time for action label classification (milliseconds).
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algorithm. The computation time of activities in both datasets has highly variable
results as presented by the error bars (black lines). Indeed, the GMM encoding
procedure depends on the random initialization of k means, so that it may have a
















































































































Figure 4.12: Average running time for incremental motion trajectory learning.
4.4 Discussion
This research addresses the HAUL problem at the representational level and illustrates
the learning results using data with high variations in large-scale human activity
datasets. The proposed approach possesses several desirable characteristics. By
computing joint angles from the shared model, the proposed representation is
invariant to the variations of human body shape, scale, perception system view,
and position. By employing DTW and GMM modeling, the proposed approach can
generalize the spatial-temporal characteristics from the highly varied data, which is
applicable to the large-scale datasets.
On the other hand, the learning performance is inherently limited by the modeling
method adopted in this research. For the action label learning purpose, the number of
GMMs is fixed and empirically selected, which a↵ects the motion trajectory learning
since the spatial-temporal relations in di↵erent activities may require various numbers
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of GMMs. In addition, because GMM explicitly encodes time in the model, it is less
e cient in periodic activity learning. These limitations can be leveraged by using
approaches like Hidden Markov Models or Dynamic Motion Primitives. The proposed
approach learns motion trajectories of activities, but is not aimed to accomplish the
tasks by interacting with objects (e.g., learn the lie on sofa trajectory, without lying
on a real sofa). In future potential work, task constraints could be introduced into
the learning framework to enable the robot to interact with objects and accomplish
the tasks.
4.5 Conclusion
A novel unified learning approach based on compact human representations is
introduced to solve the critical HAUL problem, which allows a robot to simultaneously
learn semantic meanings and motion trajectories of human actions. The proposed
representation encodes the spatio-temporal information of human activities based
on the compact parameter sets of GMMs. A SVM model is employed with the
proposed representation to recognize human actions, while the same representation is
also used to reproduce the action motions based on GMR. To reduce human e↵orts
on demonstration data collection, this research propose to utilize publicly accessible
3D human skeletal datasets, which are also relatively large-scale for robot LfD. The
variations in the datasets are robustly addressed using a new incremental learning
method. Experiments on human action recognition are performed using publicly
available datasets. Recognition methods using the proposed representation obtain an
average accuracy of 72.81% and 93.44% over the MSR Daily Activity 3D and HDM05
datasets, respectively. The recognized activities are also imitated and reproduced
using both simulated and real humanoid robots, through combining GMR with
the unified representation. Empirical studies show the proposed approach obtains




Autonomous Skill Adaptation by
Feature Space Decomposition
5.1 Introduction
When robots operate in real-world, dynamic environments, they must have the critical
capability of adapting the learned knowledge to new scenarios never experienced in
the training phase. Particularly, in PbD (Billard et al. (2008)), which enables a
robot to learn a task by building a state-action mapping from human demonstrations,
adaptability to unseen situations is a crucial research problem that must be addressed
when the robot encounters a state with no prior demonstrations (Argall et al. (2009)).
RL is a widely used methodology to deal with this problem, which allows a robot
to update its knowledge through autonomously interacting with the environment
(Guenter et al. (2007); Kober and Peters (2010)). However, RL often su↵ers from the
curse of dimensionality when applied on robots with high Degrees of Freedom (DoF)
(Guenter et al. (2007); Kober and Peters (2010); Kober et al. (2013)). Dimension
Reduction (DR) (Kober et al. (2013); Bitzer et al. (2010); Cobo et al. (2014)) is usually
applied to tackle this issue by projecting the original high-dimensional learning space
to a low-dimensional latent space. However, there is no theoretical guarantee that the
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(a) (b) (c)
Figure 5.1: A motivating example of robot adaptation. To teach a writing task,
a human instructor physically moves the arm of the NAO robot (Fig. 5.1(a)).
The sequence of robot body configurations (e.g., joint angles) are recorded as
demonstrations for robot learning, which are encoded as features in the latent space.
In an unchanged environment (Fig. 5.1(b)), the robot can successfully perform the
task using the learned knowledge. In new environments (e.g., a lifted and/or tilted
table top as in Fig. 5.1(c)), robot adaptation is necessary. (An accompanying
video demonstrates robot adaptation on two tasks using the proposed approach:
https://youtu.be/W10DbmLhadI.)
optimal policy lies in the latent space (Bitzer et al. (2010)). In extreme cases, such
approaches may not be able to find any solution, when all policies, including sub-
optimal ones, fall outside the latent space (Bitzer et al. (2010); Cobo et al. (2014)).
In this chapter, a novel approach combining PbD and RL is proposed to address this
problem 1.
Fig. 5.1 demonstrates a motivating example of a writing task performed by a NAO
robot. When a human instructor teaches the robot by physically moving its arm,
sensory data, such as absolute joint angles and end-e↵ector positions with respect
to the robot torso, are recorded. However, information related to the environment,
such as the setup of the table (Fig. 5.1(b)), is usually not explicitly provided and/or
is often ignored by human instructors. In this scenario, the robot only learns from
its own configurations (e.g., joint positions) within a specific environment that is
not well represented. When PbD and RL are applied to learn the writing task, the
1This work has previously appeared in Zhang et al. (2015a).
54
Figure 5.2: Overview of the complete robot adaptation system, with the new FSD
approach highlighted in red.
latent space is tuned and optimized to include features that are most suitable for the
(unrepresented) training environment. In other words, the latent space is restricted
by the environment during training, which typically cannot be fully represented.
When the NAO robot encounters new situations (e.g., lifted or tilted table top as
illustrated in Fig. 5.1(c)), the learned knowledge is no longer directly applicable
and robot adaptation is required. Traditional RL techniques (Bitzer et al. (2010);
Cobo et al. (2014)) only explore the latent space, which is optimized for the specific
environment during the training phase and typically contains fewer variations. As a
result, the adaptation approaches based on the latent feature space can be ine↵ective,
since optimal solutions for new environments may not exist in the restricted latent
space that is intentionally optimized for the training environment.
In this chapter, a novel Feature Space Decomposition (FSD) approach is proposed.
The FSD is directly applicable to the PbD and RL learning framework to e↵ectively
address the autonomous robot adaptation problem. The proposed FSD approach
divides all features from human demonstration data into two categories: principal
and non-principal. Principal features are the ones optimized to represent the human
demonstration data in the environment during training, which are equivalent to
the features forming the latent space in traditional RL approaches. Non-principal
features encode the information that is not optimized for the training environments,
which usually contains more variations and is less restricted by the training process.
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Fig. 5.2 illustrates how the FSD method can be directly applied in the PbD and RL
learning framework to construct a complete autonomous robot adaptation system.
Similar to traditional PbD approaches, the principal features are employed to train
a Gaussian Mixture Model (GMM), and then reprojected onto the original feature
space to obtain a generalized trajectory, which is applied to initialize RL for robot
adaptation. Di↵erent from previous RL approaches (Bitzer et al. (2010); Cobo et al.
(2014)) that typically use the latent space only to discover solutions for new situations,
the adaptation system explores the non-principal feature space, which is less restricted
by the training process and has more variations.
The contributions are twofold. First, this research introduces a new perspective
of autonomous robot adaptation within the PbD and RL learning framework (i.e.,
learning from outside the restricted latent space). This perspective can be especially
beneficial if new situations are caused by significant changes of the environment
when solutions may not exist in the latent space (which is optimized for training
environments). Second, this research proposes a simple yet e↵ective FSD approach
to realize the proposed perspective for robot adaptation. The method is e↵ective
since it can be scaled to the entire feature space and thus is guaranteed to find an
optimal solution even when it does not exist in the latent space. When new situations
are caused by significant environment changes, FSD-based RL approaches can usually
find solutions more quickly.
The remainder of the research is organized as follows. The feature space
decomposition approach is proposed in Section 5.2. Experimental results are
presented in Section 5.3. Section 5.4 discusses possible future work. Finally,
conclusions of this chapter are drawn in Section 5.5.
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5.2 Feature Space Decomposition
and Robot Adaptation
This section discusses the proposed FSD approach that encodes the demonstration
data using principal and non-principal features. The principal features are applied
to learn GMMs to reproduce initial solutions for robot adaptation based on RL.
The non-principal features define a space that the robot needs to explore using RL
techniques to find solutions for an unseen environment. The schematic overview of
the proposed method is illustrated in Fig. 5.2. Table 5.2.1 presents major notations
used in this chapter.
5.2.1 Feature Decomposition
Let {x1, x2, ..., xD} denote the features in the original data space O. PCA, which has
been proven to be e↵ective for decomposing human motion data (Calinon and Billard
(2005)), is used to project x to the latent space L.
Table 5.1: Notation used throughout this work
Variable Notation
O Original full feature space
S Non-principal feature space
L Principal/latent feature space
x Features in O
⇠ Features in L
D Dimensionality of O
n Dimensionality of S
p First p features in the latent space L
K Number of Gaussian components
T1 Threshold to decide dimensions of L
T2 Threshold to decide dimensions of S
To decompose principal and non-principal features, x is centered to x̄ by
subtracting the means from each feature xi, i = {1, 2, ...D}; then, the covariance
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matrix C, eigenvectors wj and associated eigenvalues  j are calculated by:
C = E(x̄x̄T )
Cwj =  jwj
(5.1)
where  j denotes the importance of the corresponding component wj, j = {1, 2, ...D},
and wj = {wj
m
},m = {1, 2, ...D} is the weight vector used to rotate the original
feature set {x1, x2, ..., xD} into a projected space that is encoded by the new feature











By accumulating the sorted eigenvalues { 1, 2, ..., p}, the corresponding eigen-
components {w1, w2, ..., wp} are obtained, which contain information above a given
threshold T1 (i.e., T1 = 95%) where p refers to the first p components covering at
least 95% of the data’s spread:
Pp
j=1  j > 95%.
The new feature set {⇠1, ⇠2, . . . , ⇠p} contains the principal features in the latent
space L constructed by {w1, w2, ..., wp}. The principal features encode the main
information conveyed by human demonstrations and are used in GMM training (see
next section) to obtain an initial solution for RL to adapt robot motions.
In order to extract the non-principal features, the magnitude of contribution
(MoC) of each original feature x to the principal components is evaluated through
calculating the length of x in the latent space. Since the eigenvalue represents the
significance of each component, x’s projection in each basis is rescaled and the multi-











Then, the ranking ofM is sorted to extract a compact set of {xi} that least contributes
to the latent space. This new set of features is referred to as the non-principal features
that convey the least relevant information of the demonstrations, and thus are less
restricted by the training process and contain large variations. The non-principal
features are employed to define the action space of RL for robot adaptation.
It is noteworthy that the size of the non-principal feature set is decided by a
tunable threshold T2, so that the proposed FSD approach is scalable and guaranteed
to find optimal solutions if they exist. The FSD solution is formulated as a proposition
followed by a sketched mathematical proof, as follows:
Proposition 1. If an optimal solution ⇡ exists in the original full feature space O :=
{x1, x2, ...xD}, it must exist in the non-principal feature space S := {xk1 , xk2 , ..., xkn},
where n  D is the dimensionality determined by the FSD approach.
Proof. (Sketch) Sort the features in the original full space O according to their MoC
values to obtain a ranked original feature space Os = {xsk1 , xsk2 , ..., xsD}. Search the








> T2, which is obtained by the FSD approach. If ⇡
exists in S, then the proposition holds. If ⇡ does not exist in S, then increase T2
to form a new non-principal space Snew that includes more features (nnew features),
and start a new search in Snew. If no optimal solution is found, repeat the process
until nnew = D. In this case, Snew = {xk1 , xk2 , ..., xknew
n
} = {xsk1 , xsk2 , ..., xsD}, that is
Snew=Os. If the optimal solution ⇡ exists in O, it exists in Os, since Os is the same
space with ranked features. Thus, ⇡ also exists in the non-principal space Snew, and
the proposition holds.
Intuitively, the proposition shows that the size of the non-principal feature space
S is adjustable, and the search space can be scaled to the entire original full feature
space. As long as the threshold T2 is less than 100%, S is smaller than the original
D-dimensional feature space O. In the worst case, all features need to be selected to
guarantee that the optimal solution can be found, if it exists. Generally, the search
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space can be exponentially reduced by limiting the dimensions, so FSD can usually
find solutions more quickly.
In the complete robot adaptation system as illustrated in Fig. 5.2, after the
principal and non-principal feature spaces are decomposed, the principal features
are used by GMMs to learn an initial solution that can work well in unchanged
environments; the non-principal features are employed by RL approaches to e↵ectively
perform robot adaptation based on the initial solution.
5.2.2 Skill Encoding
Temporal variations are common when a human performs multiple demonstrations for
the robot. Dynamic Time Warping (DTW) is used to address these time variations,
which has been validated to be a robust and computationally e cient temporal
alignment method (Calinon et al. (2007)). In addition to the spatial information
recorded during demonstration, each data point includes a time stamp. Accordingly,
a projected, temporally aligned data point can be represented by ⇠i = {⇠t, ⇠s}, where
⇠t is the temporal value and ⇠s is the spatial value in the principal feature space.
To extract the localized features from di↵erent segments of the task, mixture
modeling is applied to encode the projected temporally aligned data, which is a
widely used method for density approximation. The dataset is modeled by a mixture
of K Gaussians, with the probability density function presented in Eq. 4.3 and Eq.
4.4
The EM method (Bishop (2006)) is used to obtain the maximum likelihood
estimation of parameters in the GMM. The number of Gaussians K is determined
by the BIC (Schwarz (1978)) approach to balance the model fitness and the training
complexity.
For each GMM, the temporal components are used as queries. The spatial
components (joint angles) can be derived from the mean and covariance matrix of
the Gaussians, as shown in Eq. 4.5.
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Given ⇠t, the conditional expectation ⇠̂s,k and the estimated conditional covariance
⌃̂s,k can be obtained by Eq. 4.6 and Eq. 4.7. Finally, at each time step ⇠t, the
space information ⇠s and the associated covariance matrix for each joint can be
regressed according to Eq. 4.8. It is noteworthy that the obtained trajectory is
the generalization, instead of the average or part of the raw data.
5.2.3 Reinforcement Learning
To allow robots to find solutions when the learned knowledge does not directly apply
in the new environment, a RL module based on the non-principal features is used to
perform autonomous robot adaptation. Since the state space and the action space in
this problem are both continuous, the Gradient-Descent SARSA( ) algorithm (Sutton
and Barto (1998)) is applied to find the satisfactory policy. The general objective of
RL is to find an optimal policy that maximizes:
Q⇡(s, a) = E⇡
( 1X
t=0
 trt|s0 = s, a0 = a
)
(5.4)
where Q⇡(s, a) is the expected return accumulated by the agent when following the
policy ⇡ starting from the initial state-action pair (s0, a0), s 2 Rn is the continuous
state, and a 2 RD is the continuous action.   denotes a discount factor and rt denotes
the reward at time t, which is the distance between the target state s⇤ and the actual
robot state: rt =  ||s⇤   st||. For tasks in this research, the target state is decided
by the specific domain. For instance, in the writing task, the goal is to obtain a
trajectory whose height is decided by the given plane.
The action-value function Q(s, a) is represented using a parameterized functional
form with the parameter ✓t:
Q(s, a) = ⌃i2F (a)✓(i) (5.5)
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where F (a) is the set of features present in s, a. When the linear tile coding method
(Sutton and Barto (1998)) is used, the gradient-descent update for action-value
prediction is:
✓t+1 = ✓t + ↵ tet (5.6)
where
 t = rt+1 +  Qt(st+1, at+1) Qt(st, at)




with e0 = 0 and  t denotes the time step.
5.3 Experimental Results
To demonstrate the e↵ectiveness of the proposed approach, experiments using the
NAO physical humanoid robot are conducted, and a kinematic demonstration dataset
with two daily tasks (i.e., drinking and writing) is collected. This section first
discusses the setups of the experiments. Then, the robot writing task is investigated
to evaluate the performance of the proposed approach when facing new environments.
In addition, experimental results on the robot drinking task are discussed to further
evaluate the FSD approach. Finally, comparisons with baseline methods are presented
to validate the e↵ectiveness of the proposed method.
5.3.1 Experimental Setup
The robot used in the experiments is a NAO humanoid robot. With the robot torso
and legs set to a constant position to support the robot’s sitting posture and an object
(either a marker or a cup) firmly attached to its hand, the NAO robot only uses the
right arm to perform tasks. In the demonstration, a human expert moves the robot
arm to the desired posture with sensors recording the joint angles, and then repeats
the procedure for the next gesture. For each experiment, the task is demonstrated
four times, and each time the human varies the moving speed, the robot’s initial
62














Figure 5.3: Estimation of the number of principal components
end-e↵ector position, and the moving trajectories. Each demonstration lasts around
10 seconds, generating 100⇠200 data points. The Forward Kinematic Model of the
NAO robot (Kofinas (2013)) is adopted to compute the end-e↵ector positions in the
function of the joint angles.
5.3.2 Experiments on Robot Writing Tasks
Feature Space Decomposition
When movements are demonstrated to the NAO robot, the FSD approach separates
the features (i.e., joint angles) encoded in the observed data into principal and non-
principal features. Fig. 5.3 shows that if it is desired to encode 95% of the information
in the original feature space (i.e., T1 = 95%), the top three principal components are
su cient. This experiment quantitatively inspects the features that contribute the
least to the latent feature space by analyzing their MoC values, as shown in Table 5.2.
After sorting the MoC values of the original features, their ranking in ascending order
is {Mx1 ,Mx5 ,Mx2 ,Mx3 ,Mx4}. The threshold T2 is empirically set to 25% to filter the
least important features. It is observed that S := {x1, x5} satisfies Mx1 +Mx5 < T2
and Mx1 + Mx5 + Mx2 > T2, so that x1 and x5 are selected to represent the non-
principal feature space. These features are applied to construct the new action space
for RL to adapt robot motions in new environments.
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For each feature x, if it has k DoFs (i.e., k sets of angles) then the dimension
of the action space is kn, where n is the number of features in the action space.
In this experiment, the original feature space O := {x1, x2, x3, x4, x5} defines a k5-
dimensional action space given that the NAO’s arm has 5 joints, while the non-
principal features S := {x1, x5} obtained by the FSD approach construct an action
space with only k3 dimensions. As a result, the proposed method reduces the action
states exponentially by reducing n, which accordingly enables the FSD-based RL
approaches to find optimal solutions more quickly in most cases. Meanwhile, the
FSD approach is e↵ective because it can be scaled to the entire original feature space
and is thus guaranteed to find an optimal solution if it exists in the original feature
space.
Generalization and Robot Adaptation
After the principal features are extracted, they are encoded by GMMs to generate the
regression results. By reprojecting the regression results back onto the original space,
the joint movements are generated, as illustrated in Fig. 5.4 where the variability and
expected trajectory are represented by the ellipses and centers of GMMs, respectively.
Features with low variability across demonstrations can be interpreted as more
relevant to the task than features with high variability, which is consistent with
Fig. 5.5 that x2, x3, x4 are more relevant than x1 and x5. In addition, the jerky
and noisy data in demonstrations (short lines above the writing plane) is smoothed
as shown by the generalized trajectory in Fig. 5.4.
The generalized trajectory captures the important features of the writing task,
so it is fed into RL as an initial policy. For the writing task, the parameters of
Table 5.2: MoC values of the original features.
MoC (M) x1 x2 x3 x4 x5
Writing task 0.86% 22.10% 23.01% 35.97% 18.05%
Drinking task 27.53% 6.20% 23.16% 22.09% 21.02%
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Figure 5.4: (a) GMM encoding in the principal/latent space. (b) Generalized writing
trajectory (red line) and four demonstrated trajectories (thin lines). (c) GMMs
reprojected onto the original feature space.
the Gradient Descent SARSA( ) are given, with the probability of random action
✏ = 0.1, the step size ↵ = 0.5, the trace decay parameter   = 0.9, and the discount
rate   = 0.9. After learning for less than 5000 episodes, the robot successfully finds
the policy to adapt to the new writing plane which is lower than the plane during
demonstrations, as illustrated in Fig. 5.6. By controlling the continuous velocity of
each joint, the angle of robot joints at each time are decided. Results show that only
the height of the hand (z direction) is changed to adapt to the new plane, while the
trajectories in the x-y plane are preserved. This validates that the proposed FSD
approach is able to capture the important features of the task, and enables the robot
to adapt to di↵erent planes.
Additional experiments are conducted to further validate the e↵ectiveness of the





























Figure 5.5: Data and original features in the latent space represented by three
principal features.
Fig. 5.7. The two trajectories (0m/0 , 0.02m/25 ) in Fig. 5.7(a) illustrate that even
though the robot is trained in just one plane parallel to the demonstration plane,
the robot can accomplish the task in di↵erent unseen situations such as tilted planes.
When the robot successfully writes in the desired plane without failure (colliding with
the plane that prevents smooth writing, being trapped in a small area preventing
completion of the writing trajectory, or losing touch with the plane), the solution
is considered to be found so that the robot is able to accomplish the task. The
number of trials to find the solution is illustrated in Fig. 5.7(b). Several exemplary
snapshots are shown in Fig. 5.8 to illustrate that the NAO robot is able to adapt to
unseen changes of the environment. This experiment indicates that by learning from
outside the restricted latent space, the FSD approach implements the new perspective
that enables more e↵ective autonomous robot adaptation following the PbD and RL
framework.
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Figure 5.6: A new trajectory (blue) is learned by RL to adapt to the new plane
(height =  0.025m); the corresponding marker trajectory (black) is also shown.
Generalized hand trajectory (red) and the marker trajectory (green) in the standard
situation (height = 0.04m) are presented for comparison. The small blue arrows
between the hand trajectories and the marker trajectories represent the marker’s
orientation. Time series in each dimension are shown in the second row.
5.3.3 Experiments on Robot Drinking Tasks
Feature Space Decomposition
The FSD approach’s performance is further evaluated on the robot drinking task.
In this experiment, a human instructor demonstrates a drinking task four times by
moving the robot’s right arm, as shown in Fig. 5.11. The trajectory passes through
three points: the start point, the destination point (the robot’s mouth), and the end
point, as highlighted in Fig. 5.9(a). Using the proposed FSD approach, the original
feature space is decomposed. Then, the principal features are encoded using GMMs
to generate a generalized trajectory. The features are ranked as {x2, x5, x4, x3, x1}, as
shown in Table 5.2, according to their MoC values. Similar to the robot writing task,
the threshold T2 = 25% is used to filter the least important features. Since feature
x2 contributes less than 20%, and Mx2 < T2 and Mx2 + Mx5 > T2 are satisfied, the
non-principal feature space S := {x2} is selected by the FDS approach. Accordingly,
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0.03m / 18 °
0.04m / 25 °
(b)
Figure 5.7: (a) Testing results of writing task in the parallel and tilted planes.
(b) Average number and standard deviation of trials needed to find solutions for 6



























































Figure 5.8: Human demonstrations and experimental results of robot adaptation in
















































Figure 5.9: (a) The generalized drinking trajectory is shown by the red line, while
the thin lines represent the demonstrated trajectories. The generalized trajectory
starts from an initial point represented by the red dot, passes the robot’s mouth at
the green triangle, and ends at the yellow cross. (b) Testing results of the drinking
task with a new obstacle in the environment. The obstacle is placed on the path of
the generalized trajectory (red); the adapted trajectory (blue) avoids the obstacle by
passing to the side along with moving toward the target).
that each feature has k DoFs. Since the number of non-principal features in space
S depends on T2, by increasing T2, the size of S can be enlarged. Thus, the FSD
approach guarantees that the RL methods can find optimal solutions. In addition,
because the search of optimal solutions typically starts with a small non-principal
feature space, the approach can usually find the solutions more quickly.
Generalization and Robot Adaptation
To evaluate the performance of the entire robot adaptation system, the whole
trajectory is equally divided into 200 segments, and assigned four di↵erent locations:
L1: segment 40-50, L2: segment 50-60, L3: segment 60-90, and L4: 90-100. In the RL
training, a 2cm width obstacle is placed in L1 along the trajectory. The robot takes
around 5000 episodes to successfully learn the policy of avoiding the obstacle. To
validate the learned solution in di↵erent situations, the obstacle is moved to L2⇠L4
(i.e., the black box (L2) as depicted in Fig. 5.9(b)). The generated trajectory (the
blue line in 5.9(b)) shows that the robot adapts to the environment and is able avoid
69
Figure 5.10: Average number and standard deviation of trials needed to converge to
solutions for 2 di↵erent obstacles in 3 locations (x axis represents location/obstacle
size).
the obstacle smoothly. Fig. 5.10 illustrates the number of trials to find a satisfactory
solution for six di↵erent testing situations, using the same RL parameters as in the
writing experiment.
In Fig. 5.11, experimental results before and after applying RL methods are
intuitively compared in the second and third rows. Results without using RL show
that the robot runs into the obstacle placed along the GMM generalized trajectory, as
shown by the images in the green rectangle. Results after applying RL, as shown by
the images in the red rectangle in Fig. 5.11, demonstrate that the robot successfully
bypasses the obstacle by its side and finishes the task by bringing the cup to its
mouth.
5.3.4 Comparison with Baseline Methods
Additional empirical studies are conducted to compare the new FSD approach with
two baseline robot adaptation methods:
• Adaptation method based on the original feature space: This baseline





































































Figure 5.11: Human demonstrations and experimental results of robot adaptation
with and without applying RL in unseen environments in the robot drinking tasks.
(Head motion is pre-computed.)
O = {x1, x2, ..., xD} (Guenter et al. (2007)). The dimensionality of this space
is kD given that each feature has k DoFs.
• Adaptation method using the principal feature space: This baseline
approach uses the principal features (i.e., in the latent space) to represent the
demonstration data (Bitzer et al. (2010)), which is the set L = O S with kD n
dimensions.
It is observed from Fig. 5.12 and 5.13 that the baseline method based on the
original full feature space does not converge within 104 trials, while the other two
approaches based on the non-principal and principal feature spaces converge, meaning
that the reward value does not change much with the increase of the number of trials.
This shows that methods based on the original feature space are not e cient, and
usually cannot find a solution within a reasonable period of time, as in the robot
writing and drinking tasks. A plausible explanation is that this baseline method
su↵ers from the curse of dimensionality, which demonstrates the need of an approach
(e.g., the proposed FSD algorithm) that can allow robots to search solutions in a























Non−prin. feat space (T2=25%)
Prin. feature space
All feature space
Figure 5.12: Accumulated rewards versus the number of trials in the robot writing
task. Red line: the proposed FSD approach; Blue line: baseline method based on the
principal feature space; Green line: baseline method using all features.





















Non−prin. feat space (T2=25%)
Non−prin. feat space (T2=35%)
Prin. feature space
All feature space
Figure 5.13: Accumulated rewards versus the number of trials in the robot drinking
task. Red and black lines: the FSD approach; Blue line: baseline method based on
the principal feature space; Green line: baseline method using all features.
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Fig. 5.12 and 5.13 also show that although both the FSD approach based on the
non-principal features and the baseline method using the principal features (i.e., in
the latent space) converge, the converged accumulated reward of the proposed method
is greater than that of the baseline method (e.g., red lines versus blue lines in the
figures). This phenomenon demonstrates that the FSD-based adaptation approach
is more e↵ective than the conventional methods based on the principal/latent space,
since it is able to find solutions with better rewards. In some tasks (e.g., in the robot
drinking task), the baseline approach based on the conventional latent feature space
may not be able to find an optimal solution (although it can converge), as shown by
the converged smaller reward value. On the other hand, if an optimal solution exists
in the original feature space, the FSD-based approach is able to find it due to its
scalability to the full feature space.
In addition, comparing to the baseline approach using the principal/latent feature
space in Fig. 5.12 and 5.13, it is observed that the proposed FSD-based algorithm
achieves better e ciency by converging to an optimal solution more quickly in both
robot writing and drinking tasks (while the baseline method using all original features
fails to converge within 104 trails). A plausible explanation is that the principal
feature space is optimized and thus restricted by the training environments, while
the non-principal feature space usually contains more variations and can have a
better chance of including solutions for new situations that are di↵erent from the
environments during the training process. It is also observed that in Fig. 5.13, the
larger T2 (35%) results in a longer convergence time, because a larger search space
is created for RL training, suggesting that selecting a small threshold yields better
learning performance.
5.4 Discussion
In potential future work, information of the training environments relevant to human
demonstrations could be incorporated into the FSD-based robot adaptation method.
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Although this information has the potential to provide valuable cues to estimate the
environment changes, it may also aggravate the curse of dimensionality issue. Thus,
more sophisticated approaches need to be developed to tackle this interesting but more
challenging problem. Another promising direction for future research is to validate
the applicability of the FSD-based robot adaptation approach in more complicated
tasks (e.g., daily assistance such as cooking) using more powerful humanoid robots
(e.g., Meka robots).
5.5 Conclusion
A novel Feature Space Decomposition (FSD) approach is proposed in this chapter,
within the PbD and RL learning methodology, to enable robots to e↵ectively adapt
to environment changes. By computing the magnitude of contribution of each
feature, the FSD method divides the original feature space into non-principal and
principal feature spaces. The principal features are encoded by GMMs to generalize
a solution as the initial policy of RL. Then, the RL action space is constructed
based on the non-principal features obtained by the FSD approach, which guarantees
that an optimal solution (if it exists) can be found for robot adaptation to new
environments. Experiments using physical robots are performed on the robot writing
and drinking tasks. Results have validated that the FSD approach enables more
e↵ective autonomous robot adaptation than the conventional techniques based on
the latent feature space. In addition, the FSD-based robot adaptation approach can




Learning by Integration of
Perception and Action
6.1 Introduction
The ability to appropriately respond to motions of human partners is essential
for autonomous robots to cooperate with humans in many human-centered robotic
applications, including service robotics, home assistance, and elderly and disability
care. Typically, robots follow the sense-plan-act (SPA) paradigm Brooks (1999) to
perform actions in many robotics domains such as navigation and manipulation.
Following the SPA, the robot first senses the environment, then plans the next step
according to the received sensory inputs, and finally executes the plan. The high
variety, complexity, and agility of human activities, however, makes it very hard to
program a robot to precisely foresee many possible human motions and promptly
take interactive actions. To achieve a natural interactive behavior with humans, the
loop between perception and action needs to be fast, but the SPA paradigm has an





Figure 6.1: A robot needs to perceive the human partner’s behavior and react
promptly to enable natural interaction, especially when the human partner’s behavior
involves long-term and complex activities. For example, in a hand-shaking task, the
robot perceives the human’s motion via its vision system, evaluates its own state, and
derives the next action in order to perform interactions with the human.
Interactions (HRI). Additionally, in human-human interactions, humans primarily
rely on sensory feedback with little advance planning (Levine et al. (2016b)).
A type of sense-act type paradigm which can directly coupling actions with
sensing becomes appealing. However, developing a sense-action approach for HRI is a
very challenging problem, due to the di culty of directly incorporating multi-modal
sensory inputs (e.g., vision, force, speech) with a feedback controller. To tackle this
problem, Siciliano and Khatib (2016) proposed visual servoing to perform continuous
feedback control on visual features. But such features are usually hand-selected,
and the robotic systems need prior calibration to determine the spatial relationship
between the robot’s body parts and the camera, which makes it less appealing. A
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large body of work in LfD (Billard et al. (2008)) focuses on allowing robots to imitate
human behaviors by sensing environments and deriving actions without planning,
which can be easily extended to the HRI domain. Interaction Primitive (IP) (Amor
et al. (2014); Ewerton et al. (2015)) is such an approach allowing robots to engage
in joint physical activities with a human partner by learning interactive motor skills.
The main disadvantages of this approach are that an important parameter (i.e., the
number of clusters) needs to be pre-defined, and it only considers a single modality
input (e.g., images or motions).
In a typical HRI scenario, since humans often continuously perform di↵erent
activities, robots need to cooperate with multiple patterns in long-term interaction.
A large body of work interprets human activities using explicit labels (Zhang et al.
(2015b); Gowayyed et al. (2013); Ofli et al. (2014); Rahmani et al. (2014)), which
requires the robot to first segment the observed human activities and then recognize
each segment; however, in real-world situations, human long-term behaviors are
usually highly varied and complex. For example, humans can perform phone-talking,
walking, and eating activities simultaneously. Thus, it is di cult to explicitly
segment and annotate the continuous human activities with a sequence of semantically
meaningful labels. Additionally, humans are not thought to have such explicit labels
in mind when interacting with each other. Moreover, the segmentation often requires
a relatively long observation of human activities, which is not a↵ordable for a robot
that needs to react to human motions without full observation.
This research introduces a Recurrent Neural Network (RNN) based EM3D
approach to address the above challenges. The main contributions of this work are:
1. This research proposes a novel encoder-multi-modality-merging-decoder (EM3D)
approach to integrate perception with action to model the direct feedback loop
for performing natural interactions, in contrast to the traditional way of SPA.
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2. This research proposes a new multi-modal merging architecture to encode
di↵erent sensory inputs in HRI, which achieves better learning performance (i.e.,
a closer trajectory approximation) compared with the baseline RNN network.
3. This research introduces Long-short Term Memory (LSTM) to learn HRI, which
allows robots to learn multiple interactive patterns in long-term HRI tasks with
only one controller, and capture transitions between interactive patterns which
avoids the requirement of segmentation.
The remainder of this chapter is organized as follows. Section 6.2 presents the
proposed approach in detail. Experimental results are presented in Section 6.3. Then,
Section 6.4 discusses the advantages of the proposed approach. Finally, Section 6.5
concludes the chapter.
6.2 Proposed Approach
This section introduces details of the proposed approach, beginning with a discussion
of the representation of the multi-modal sensory inputs and outputs, followed by an
introduction of a LSTM Encoder-decoder architecture with a multi-modal merging
layer. Finally, the parameter selection for the proposed network is presented.
6.2.1 Trajectory Representation
This research represents the human state at time step t as Ht = [H1t , H
2
t , ..., H
m
t ],
where m is the number of joints in the human skeleton, and each joint is described
by the distance between the joint frame and a reference robot frame in the Cartesian
space. Similarly, the robot’s state at time step t is represented by a joint angle vector
Rt = [R1t , R
2
t , ..., R
n






































































































































Figure 6.2: The proposed (unrolled) network contains an encoder (E) layer with two
separate encoders to take human and robot state as inputs, followed by a multi-
modality merging (M3) layer to merge visual information in human motions, and
kinematic information in robot motions. Then, the integrated information is fed into
a multi-layer decoder (D) to be translated into the robot control signal.
motion and robot motions can be represented as follows:
Hin = [Ht s, ..., Ht 1, Ht]
Rin = [Rt s, ..., Rt 1, Rt]
(6.1)
where s+1 is the length of observation in time steps, as shown in Fig. 6.2. Note that
the sequences of the human states are described by Cartesian distances (e.g., meters),
while the sequences of the robot states are described by joint angles (radians), thus
making the input sequences multi-modality signals. Given the observed sequences
Hin and Rin, the algorithm is expected to model a prediction of a sequence of robot
states for the next s0 steps:
























Figure 6.3: A LSTM cell takes the current frame (i.e., time step) and hidden values
from last step and outputs a new hidden state.
Comparing the current robot state Rt with the predicted state Rt+1, an action
(i.e., change of joint angles) can be derived:
at = Rt+1  Rt (6.3)
Consequently, by learning a mapping from the input sequence [Hin, Rin] to the
output sequence Rout, perceptions with actions can be directly integrated. In addition,
traditional planning based HRI methods only focus on interpreting human motions,
while in the proposed approach both human and robot motions are considered.
6.2.2 EM3D Networks
This research proposes a novel LSTM (Hochreiter and Schmidhuber (1997)) based
EM3D network. As Fig. 6.3 shows, an LSTM cell consists of three special gates,
including a sigmoid layer and a point-wise multiplication operation to optionally let
information through. The special gate architecture of LSTM helps to propagate the
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learning gradient over a long time before vanishing. Therefore, it is specially good at
learning long-term temporal dependencies, such as capturing transitions of di↵erent
patterns in long-term HRI tasks. At each time step, the LSTM cell represents the
inputs with the hidden values by computing the activation of the gates and updating
the hidden values sequentially, learning to the following computational model:
ft =  (Wf · [ht 1, xt] + bf )
it =  (wi · [ht 1, xt] + bi)
Ct = ft ⇤ Ct 1 + it ⇤ tanh(WC · [ht 1, xt] + bc)
ot =  (Wo · [ht 1, xt] + bo)
ht = ot ⇤ tanh(Ct)
(6.4)
where xt is the input vector at time step t, ht 1 is the hidden state from the previous
step, and ht is the learned hidden state. Note that W and b represent the weight and
bias associated with each gate in Fig. 6.3. Note that in this approach, xt = [Ht, Rt]
in the first LSTM layer. By iterating through the entire sequence, [xt s, ..., xt] is
encoded into a sequence of hidden states [ht s, ..., ht].
The proposed EM3D consists of several LSTM networks and a fully connected
merging layer, as presented by Fig. 6.2. The first part of EM3D consists of multi-
layer LSTM networks performing as encoders, which turn the input sequences into
vector representations by only keeping the last temporal step of hidden states ht of
each input sequence dimension. Note that in a multi-layer network, the hidden states
in one layer are used as inputs for the next layer. Di↵erent from the traditional
encoders used in single modality applications such as machine translation (Cho
et al. (2014)), and speech recognition (Lu et al. (2015)), this research proposes to
incorporate multi-modal sensory inputs (i.e., visual signals and kinematic signals)
in HRI learning. Therefore, two separate LSTM networks learn sequences of each
81








where hHl,t and h
R
l,t are the hidden values of the previous layer. The summary vectors
Ch and Cr are then fed into a fully connected layer to learn a merging vector C, which
captures the relationship between the modalities:
C = Wh · Ch +Wr · Cr + bhr (6.6)
where Wh and Wr are weights associated with nodes in vector C and bhr is the
bias, as shown in Fig. 6.2. Intuitively, the merging operation can occur at the input
layer by simply concatenating the sensory sequence (Rahmatizadeh et al. (2016)).
Normalization is one way to tackle the problem of scale and unit di↵erences in multi-
modal sequences, but in some cases normalization can introduce the loss of critical
features in the raw data. Thus, the proposed approach makes use of two independent
LSTM encoders to learn features of each sensory stream first, and then combines these
features to learn a higher-level relationship between the modalities. The hierarchical
learning methodology is especially beneficial when the data contains modalities that
have very di↵erent numbers of dimensions, such as video signals with thousands of
pixels in RGB channels and the temporal dimension, and speech signals, which are
only 2D.
Finally, by repeating the vector for s0 times, where s0 is the temporal length of
the target output sequence, and feeding the vectors into the LSTM decoder network,
a new sequence described by Eq. 6.2 can be predicted, and the corresponding actions
are generated according to Eq. 6.3.
The network is trained in a supervised manner, in which the encoder, the merged
layer, and the decoder in EM3D are jointly trained to maximize the conditional
probability of predictions. Specifically, given input sequences and output sequences in
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the training set, the prediction sequences are compared with the ground truth output
sequences to compute an error, which is then propagated back to update the network
parameters until the convergence or stopping criterion is met. During testing, the
proposed network works as a controller taking input sequences of human motions
(i.e., visual information in the Cartesian space) and robot movements (i.e., kinematic
modality in the robot’s joint space), and predicting the robot’s next state. Then,
the predicted new state is fed back into the input layer to update the observation
sequences and generate the next prediction, as presented in Fig. 6.2. Note that the
input sequence and output sequence can di↵er in length, since there is no one-on-one
relationship between the input and output sequence elements.
Compared with the traditional probabilistic model (Ewerton et al. (2015)) that
requires a pre-determined number of Gaussians in the Gaussian Mixture Model, the
proposed approach does not need such pre-tuned parameters. This is especially
beneficial for tasks involving repetitive patterns, such as hand shaking and waving. In
such tasks, the demonstration data usually has a very di↵erent number of repeated
patterns, so that it is di cult to define a proper number of Gaussians and thus
requires additional temporal alignment.
6.3 Experiments
To demonstrate the performance of the EM3D network, experiments using a physical
Meka robot are conducted. The discussion begins with learning a short-term
task to demonstrate how EM3D learns human-robot interactions with the proposed
perception and action integration. Then, experiments of a more complex HRI task are
conducted to further evaluate the e↵ectiveness of the proposed approach in learning
long-term interactive behaviors. Finally, a baseline RNN Encoder-decoder network is
implemented to compare with the proposed approach.
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6.3.1 Experimental Setup
To evaluate the EM3D network’s learning capability, this research collects a dataset
with two HRI tasks. For this data collection, when a human partner performs
interactions with Meka, another human moves the robot’s arm to perform cooperative
motions; during this data collection, the robot is set to the passive mode so that joint
trajectories can be recorded. The human partner’s motion is recorded by a short-
range PrimeSense sensor in the robot’s head, as presented in Fig. 6.1. Then, RGB-D
data is generated by the sensor, and the ROS openni tracker package1 is used to
extract human skeleton motions from the RGB-D data.
Two types of interactions are recorded. In the short-term task, the human stands
in front of the robot and initiates a hand-shaking interaction. In the long-term task,
the human walks into a room, then works in front of a bench for a while, and finally
moves towards the robot. In this task, the robot stays in a stand-by state when the
human is working, observes the human’s activities until the human is close enough,
and then starts to the new interactive behavior of hand-shaking, as shown in Fig. 6.9.
The human performs 10 instances for each HRI task. Raw data is recorded at 30 Hz,
and down sampled to 5 Hz.
Experiments are conducted with leave-one-out cross validation. Each time, 9
instances are used for training, and one instance is used for testing. By grid searching
the parameter space of the EM3D network, an architecture consisting of a two-layer
encoder and a two-layer decoder with 256 hidden nodes is found to achieve the best
overall performance. Adding additional layers and hidden nodes results in longer
training times, but with similar performance. This research splits 20% of the training
data into a validation set to monitor the learning. When the validation error does not
change for 500 epochs, the training process is halted. For the purpose of real-time
HRI, the number of unroll time steps (i.e., s+ 1) used in this research is 5, meaning
that the robot looks back the previous 5 frames of the human’s and its own motions
1http://wiki.ros.org/openni tracker
84
Figure 6.4: Robot right arm movements of the short-term hand-shaking task, as
simulated in Webots.
to predict future frames. RMSProp is used as the optimization method, due to its
capability to automatically adjust the step size, as suggested by Tieleman and Hinton
(2012), and the initial learning rate is set to 0.001. Optimization techniques such as
Dropout and Early stopping are also adopted, with a dropout rate of 25%. Srivastava
et al. (2014) presents details about Dropout.
6.3.2 Integration of Perception and Action
First, this research investigates the short-term hand shaking task to validate the
e↵ectiveness of the proposed approach in integrating perception and action. In
the experiment, the robot observes the human’s motion for a short period of time,
evaluates this motion together with its own state, and predicts the next state. The
observation time for the first prediction depends on the length of the input sequence
(i.e., the number of unrolling steps) as presented in Fig. 6.2. Predictions afterwards
the first one are achieved frame by frame. This research empirically uses 5 frames
with a frame rate of 5Hz, resulting in one second waiting time to generate the first
prediction. Then, subsequent predictions after are generated every 0.2 second.
By using the proposed EM3D network as a controller, the robot successfully
reproduces the hand shaking movement by moving its end-e↵ector in an up and
down pattern in response to the human’s movements, as shown in Fig. 6.4.
Additionally, a natural elbow trajectory is also observed. In HRI, poses of the
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Figure 6.5: Joint trajectories of the short-term hand-shaking task.
interactions. Rahmatizadeh et al. (2016) uses only end-e↵ector pose to describe the
robot’s state and then inverse kinematics is used to derive the whole joint chain;
this is suitable for manipulation purposes, but can result in unnatural poses in HRI.
Therefore, in this dissertation the proposed approach learns a mapping between the
input sequences and the robot’s joint trajectories.
To better investigate the prediction results, this research compares predictions
with ground truth trajectories. Fig. 6.5 presents each joint’s trajectory, which is
in close proximity to the ground truth within small mean squared errors (MSE).
Joints 0 (shoulder pitch) and 6 (wrist yaw) are most frequently used to generate
the up and down pattern in hand-shaking. Trajectory approximation in the task
space in Fig. 6.6(a) is also investigated, which shows that the predicted trajectories
closely approximate the desired trajectory. In addition, the grey arrows along the two
trajectories represent the end-e↵ector orientations, which are also consistent with the
ground truth results. In this experiment, the movement along the z-axis carries
the main pattern of hand shaking. As observed from the middle and bottom right














































































































































































































(b) End-e↵ector trajectories of the long-term task.
Figure 6.6: End-e↵ector trajectories of the short-term and long-term tasks in the task
space, xy, yz, and xz planes (in meters). The end-e↵ector orientations are presented











Figure 6.7: Structure comparison of the proposed network and a baseline Encoder-
decoder.
6.3.3 Learning Long-term Multi-task
A long-term task is conducted with the objective of 1) validating whether the robot
can capture the moment of transition between interactive phases, and 2) learning
di↵erent interactive patterns with one network.
In this experiment, a conventional LSTM Encoder-decoder is also implemented
as a baseline to learn the same task, which simply stacks multi-modality signals into
a single vector as the input for networks, as presented in Fig. 6.7(b). Using the
same training configuration, the generated robot movements of the Encoder-decoder
are shown in Fig. 6.8. A clear phase transition around time step 76 is observed
(red); using the proposed approach, the robot successfully raises its hand to follow
the hand-shaking with its human partner (blue), while the Encoder-decoder fails
to capture the correct transition point by raising its arm too early (first half green
trajectory of joint 0 (shoulder pitch)). Moreover, the green trajectory shows a long
drifting from the ground truth. Therefore, the Encoder-decoder network fails the
criteria of 1) capturing the pose transition, and 2) learning the correct hand-shaking
pattern. Note that the proposed approach has the relatively larger errors for Joint 2
(shoulder yaw) and Joint 5 (wrist pitch), but they are still better than the baseline
approach. A plausible explanation is that the training data of these two joints are less
constrained (i.e., contain larger variations), leading to more random patterns that are
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MSE and STD on Joints
Figure 6.8: Robot joint trajectories of the long-term task predicted by the EM3D
network (blue), the Encoder-decoder network (green), and the ground truth(red).
di cult to learn. The MSE on time in Fig. 6.8 illustrates that the proposed method
approximates the ground truth trajectory closer than the baseline method through
time. In addition, the last subfigure in Fig. 6.8 indicates that EM3D also achieves
lower error in all joints. Note that the minor errors in the joint space can result in
large errors in the task space, thus, the slightly larger errors of the baseline method
indicate a much larger end-e↵ector position and orientation errors compared with
the proposed approach. The network parameters are also fine-tuned to fully explore
the learning capability of the baseline Encoder-decoder architecture, leading to the
conclusion that in most cases it cannot satisfy the above two criteria at the same
time.
A plausible explanation is that the proposed multi-modality merging layer enables
the network to learn multi-modal signals in a hierarchical manner, by encoding each
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modality signal with an encoder to extract its own features, and then merging the
extracted features to learn a higher-level relationship between modalities. Some
previous works (Rahmatizadeh et al. (2016)) directly stack multi-modal environment
and robot signals together, or extract vision features with raw kinematic data
(Levine et al. (2016a)), to construct a single vector as the input of the networks.
They ignore the potential di↵erences of unit, scale, and number of dimensions for
di↵erent modalities. In contrast, the proposed EM3D learns an underlying hierarchical
structure of di↵erent modalities, which is especially beneficial when modality signals
are significantly di↵erent. A frame sequence from this task is presented in Fig. 6.9.
Figure 6.9: A frame sequence of the long-term interaction between a human and the
Meka robot. The frames in the first row show that when the human is working on
the bench, the robot stands by, perceives the human, and tracks the human skeleton
(as presented in the second row). When the human turns towards the robot (the last
frame in the first row) and starts to interact with the robot (the first frame in the third
row), the robot performs the hand-shaking activity to cooperate with the human (as
shown in the third row). The fourth row shows the perceived human skeletal hand-
shaking activity. An accompanying video2: https://youtu.be/KKsY_W3WplU.
2This video shows the robot reproducing the trajectories generated by the proposed approach for
the testing case in Fig. 6.8.
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Figure 6.10: Quantitative comparison of average training and validation losses of
EM3D and Encoder-decoder networks.
6.3.4 Quantitative Evaluation
To quantitatively evaluate the general performance of the proposed approaches and
compare with the Encoder-decoder network, the average training loss, testing error,
and transition point accuracy are reported. Fig. 6.10 shows the average loss during
training. It is observed that the proposed EM3D network converges to a lower loss
value, indicating that the hierarchical structure of the proposed network outperforms
the baseline Encoder-decoder network with better approximation capability in HRI
trajectory learning.
The average MSEs of the generated joint trajectories are presented in Fig. 6.11,
showing that in most testing cases, the proposed approach outperforms the baseline
approach, except case 5 and 6. It is found that the testing data in these cases
contain much faster interactive motions than the training data, which makes it less
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Figure 6.11: Average joint angle error for testing. In the leave-one-out cross
validation, the proposed EM3D approach achieves a lower error compared with the
Encoder-decoder network in most cases and on average.
likely to be correctly approximated. A larger training dataset or data augmentation
can be adopted to tackle this issue. Note that because case 6 has a relatively long
human-walking patter (i.e., easier to learn) and a relatively short human robot hand-
shaking patter, the MSEs averaged on time are still low. A more balanced dataset
can alleviate this situation. It is also noteworthy that the small di↵erence in the joint
space can result in a large di↵erence in the task space, thus, the di↵erence of the
average MSEs between EM3D and the baseline RNN Encoder-decoder indicate the
larger end-e↵ector orientations and positions.
In HRI tasks that include sequential interactive sub-tasks, an important criterion
is correctly predicting the transition of sub-tasks. This research compares ground
truth with predicted transitions of the proposed network and the baseline network
in Fig. 6.12. Because in some testing cases, the Encoder-decoder fails to predict any
meaningful pattern (i.e., flat joint trajectories are generated), only testing results
92
Time (second)









Figure 6.12: Aligned transition time stamp of testing.
that are valid for both networks are presented. For all the cases, the proposed
network predicts the transition better than or equal to the Encoder-decoder. To better
illustrate the results, the ground truth transition time points in testing are shifted
to zero in Fig. 6.12, in which positive values correspond to delay and negative values
are early transitions. It is observed that in most cases the proposed network captures
the transition within 0.5 seconds of temporal error, while the Encoder-decoder has a
much larger error, from 0.2 second to almost 3.6 seconds; therefore, EM3D achieves
a better transition prediction performance.
6.4 Discussion
The proposed method achieves an e↵ective yet e cient learning of complex HRI
tasks. First, perception with action integration is achieved by feeding the multi-
modal signals (i.e., visual and kinematic sequences) to the EM3D network, which is
used as a controller to derive the robot’s action for the next control cycle. Second,
the proposed method does not require pre-defined parameters, in contrast with the
traditional probabilistic models (Ewerton et al. (2015); Amor et al. (2014)). This is
especially beneficial for the learning of repeated patterns, such as the tasks described
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in Section 6.3, in which the number of shaking and waving in di↵erent instances
can vary, thus, it is di cult to pre-define a proper number of clusters as described
in Ewerton et al. (2015) and temporally align the instances with di↵erent lengths.
Third, our method outperforms the baseline RNN architecture by proposing a novel
multi-modal merging layer. This is especially appealing when the modalities are
significantly di↵erent, such as the inputs sequences contain speech, image, and binary
signals.
6.5 Conclusion
This chapter proposes the EM3D network to encode multi-modality sensory inputs
and directly derive the robot’s next action in long-term HRI tasks. A comprehensive
demonstration dataset is collected, with a robot and a human performing two
di↵erent interaction tasks. Then, the proposed network is trained with the input of
observed multi-modal human and robot sequences, and the output of robot sequence
to be predicted. Finally, a separate testing set is used to validate the learning
performance by comparing the predicted robot joint trajectory with ground truth.
Two HRI experiments are conducted to validate the e↵ectiveness of the EM3D
network. In addition, it is compared with the Encoder-decoder network on long-term
interactive task learning. Experimental results demonstrate that EM3D is capable
of 1) generating the desired robot interactive pattern given the historical multi-
modal perception signals, 2) capturing the transition between di↵erent interactive
patterns while the Encoder-decoder has larger temporal errors, and 3) achieving a




This dissertation focuses on the research problem of robot learning daily life skills from
humans, specifically, human demonstration interpretation, skill adaptation in new
environments, and learning interaction with humans. To conclude this dissertation,
this chapter summarizes the key contributions and discusses several interesting future
directions of research.
7.1 Key Contributions
Learning skills from large-scale sets of example is always preferable for LfD in practical
applications, but is heavily constrained by the expensive and tedious process of
collecting human demonstrations. Previous research in LfD usually ignores the fact
that in the well-studied human activity recognition field, there are rich and cheap
resources of human demonstrations that can be easily accessed. This dissertation
proposes to adopt publicly available large-scale 3D human skeletal data to address
the demonstration data availability issue in the LfD methodology. This innovation
has the potential to significantly expand the robot’s learning scope, and reduce human
e↵orts in collecting large-scale demonstration data. However, directly applying the
human skeletal datasets to LfD is not possible, due to the di↵erent ways of interpreting
human activities and the di↵erent learning goals in these two areas - that is, high-level
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label learning and low-level trajectory learning. This problem has been defined as
the human activity unified learning (HAUL) problem of simultaneously interpreting
human actions and reproducing the motions. A novel unified learning approach is
proposed based on human representation that enables a robot to address this problem
in real time (Zhang et al. (2016)). The approach bridges the gap between human
activity recognition and robot LfD.
After robots acquire certain skills, it is important to adapt them to new situations
that are significantly di↵erent from the original demonstrations. In particular,
learning adaptations in an autonomous fashion is critical yet challenging, due to
the high dimensional search space in highly-dynamic environments and the high
DoFs of robots. This dissertation introduces a new perspective of autonomous robot
adaptation within the LfD and Reinforcement Learning (RL) framework that learns
from outside the restricted latent space. This perspective can be especially beneficial
if new situations are caused by significant changes in the environment, and when
solutions may not exist in the latent space. A simple yet e↵ective FSD approach is
proposed (Zhang et al. (2015a)) to realize the desired robot adaptation. The method
is e↵ective since it can be scaled to the entire feature space and thus is guaranteed to
find an optimal solution even when it does not exist in the latent space. When new
situations are caused by significant environment changes, FSD-based RL approaches
can usually find solutions more quickly.
In a human-centered environment, interactions between humans and robots are
inevitable. The traditional sensing-planning-acting paradigm is not suitable in
this HRI learning problem, due to the high variety, complexity, and agility of
human activities that makes it very hard to program a robot to foresee many
possible human motions and promptly take interactive actions. This dissertation
proposes a novel Recurrent Neural Network (RNN) based EM3D framework to
integrate perception with action to model the direct feedback loop for performing
natural human-robot interactions. A new multi-modal merging architecture is also
proposed in EM3D to hierarchically learn the relationships of di↵erent modality
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inputs; this approach achieves a better learning performance (i.e., a closer trajectory
approximation) compared with the Encoder-Decoder network. By introducing the
Long-short Term Memory (LSTM) to the EM3D, the long-term interactive patterns
are successfully learned. The proposed approach encodes multiple interactive tasks
within one network, and captures transitions between interactive patterns, thus
avoiding segmentation and recognition in the long-term task learning.
7.2 Future Directions
By taking advantage of 3D constructions, the environment can be more easily
perceived by robots. Thus, incorporating information in the training environments
relevant to human demonstrations becomes an interesting and promising direction
for autonomous robot adaptation learning. It is also interesting to further investigate
the e ciency of the proposed FSD approach, since the additional environment
information may also aggravate the curse of dimensionality issue. Another promising
direction of future research is to validate the applicability of the FSD-based robot
adaptation approach in more complicated tasks (e.g., daily assistance such as
cooking).
An interesting future direction in HRI learning is to use a generative model, such
as the variational autoencoder (Kingma et al. (2014)) and Generative Adversarial
Networks (Goodfellow et al. (2016)), to learn an underlying distribution that can
represent the relation of multi-modality input data. Another extension is using raw
images or 3D point clouds for robots to perceive the external world to enable robots
to interact with humans, objects, and environments. Also note that the current
long-term task involves two relatively simple patterns. Introducing more complex
interactions to explore the learning capability of di↵erent RNN Encoder-decoders is
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