This paper is concerned with the problem of implementing an unbounded timestamp object from multi-writer atomic registers, in an asynchronous distributed system of n processors with distinct identifiers where timestamps are taken from an arbitrary universe. Ellen, Fatourou and Ruppert [7] showed that √ n/2 − O(1) registers are required for any obstruction-free implementation of long-lived timestamp systems from atomic registers (meaning processors can repeatedly get timestamps).
INTRODUCTION
In asynchronous multiprocessor algorithms, processes have no information about the real-time order of events that are incurred by other processes. In order to solve distributed problems effectively, such as ensuring first-come-first-served fairness, or constructing synchronization primitives, it is often necessary that some reliable information about the relative order of these events can be gained.
Timestamp objects provide a means for processes to label events and then later compare those labels in order to gain information about the real-time order in which the corresponding events have occurred. Such timestamping mechanisms have been used to solve numerous problems associated with asynchrony in distributed shared memory and message passing algorithms. Examples of applications include mutual and k-exclusion algorithms [17, 21, 10, 2] , consensus algorithms [1] , register constructions [13, 19, 23] , or adaptive renaming algorithms [3] .
In 1978, Lamport [18] defined the "happens before" relation on events occurring in message passing systems to reflect the causal relationship of events. The happens before relation is a partial order, where, informally, an event e1 happens before event e2, if there is a causal relation that forces event e1 to precede e2. Lamport further devised a logical clock that assigns an integer value C(e), called a timestamp, to each event e such that C(e1) < C(e2) if event e1 happens before event e2. Lamport's logical clock system based on integers was extended to clocks based on vectors (e.g., Fidge [9] and Mattern [20] ) and matrices (Wuu and Bernstein [24] and Sarin and Lynch [22] ).
In shared memory systems, events correspond to method invocations and responses. The happens before relation orders time intervals associated with method calls. Method call m1 happens before method call m2, if the response of m1 precedes the invocation of m2. Timestamp objects provide a mechanism to label events with timestamps from a timestamp universe T through getTS() (sometimes called timestamping or label) method calls. If T is finite, then the timestamp object is said to be bounded, otherwise it is unbounded.
Often, T is a partially ordered set, and all timestamps returned by getTS() method calls during an execution preserve the happens before relation of these method calls. Such timestamp objects are called static. Non-static timestamp objects can take the current system state into account when comparing the order of two timestamps. Thus, different executions can lead to different partial orders of the set T . Sometimes, in particular when T is bounded, the happens before relation is only preserved for a subset of valid timestamps in T , e.g., the set of the last timestamps obtained by each process. In this case, timestamp objects often provide a scan method that returns an ordered list of all valid timestamps. The literature contains several examples of constructions of bounded and unbounded timestamp objects [17, 11, 16, 15, 5, 6, 13, 3, 12, 7] .
Ellen, Fatourou, and Rupert [7] studied the number of atomic registers needed to implement timestamp objects. In order to prove strong lower bounds, the authors considered a very weak definition of an unbounded non-static timestamp object, that, in addition to getTS() provides a method compare(t1, t2) for two timestamps t1, t2 ∈ T . The only requirement is that if a getTS() method g1 that returns t1 happens before another getTS() method g2 that returns t2 then any later compare(t1, t2) must return true and any later compare(t2, t1) must return false.
As their main result, Ellen etal. showed that any implementation that satisfies non-deterministic solo-termination (a progress condition weaker than wait-freedom or obstruction freedom, and that is defined in Section 2) requires at least 1 2 √ n − 1 registers, where n is the number of processes in the system. Despite the weak requirements, the best known algorithm (also in [7] ) needs n − 1 registers, leaving a large gap between the best known lower and upper bounds. However, for two stronger versions of the problem, Ellen etal. obtain tight lower bounds, showing that n registers are necessary, first, for static algorithms, where T is nowhere dense (i.e., any two elements x, y ∈ T satisfy |{z ∈ T |x < z < y}| < ∞), and second, for anonymous algorithms.
Our Contributions
We distinguish between one-shot timestamp objects, where each process is allowed to call getTS() at most once, and long-lived ones, where each process can call getTS() arbitrarily many times. (In either case, the number of compare methods calls is not restricted.) We first improve the Ω( √ n) lower bound of [7] for long-lived timestamp objects to an asymptotically tight one: Theorem 1.1. Any long-lived unbounded timestamp object that satisfies non-deterministic solo-termination uses at least n/6 − 1 registers. Therefore, even under very weak assumptions, at least linear register space is necessary. Since it is not possible to implement general timestamp objects using sublinear space, it makes sense to look at restricted solutions.
Several methods have solutions that are simpler than the general case, if each process is allowed to execute it only once. Examples are renaming and mutual exclusion algorithms, splitter or snapshot objects, or agreement problems. Other problems, such as consensus or non-resettable test and set objects are inherently "one-time". It is conceivable that if an implementation of such an algorithm uses timestamp objects, then in the "one-shot" version of that algorithm each process needs to obtain a timestamp only once. Therefore, we study the space complexity of one-shot timestamp objects:
There is a wait-free implementation of one-shot timestamp objects that uses 2 √ n registers, and any one-shot unbounded timestamp object that satisfies nondeterministic solo-termination uses at least
This lower bound is a factor of 2 larger than the previous best known lower bound for the long-lived case [7] , and holds for historyless objects as well as registers as explained later.
Our proofs are based on covering arguments (as introduced by Burns and Lynch [4] ), where one constructs an execution in which processes are poised to write to some registers (the processes are said to cover these registers). We rely heavily on a lemma by Ellen etal. [7] that shows how in a situation where some processes cover a set R of registers, other processes can be forced to write outside of R. In order to obtain our improved lower bound for the long-lived case, we look at very long executions in which "similar" coverings are obtained over and over again. Our lower bound proof for the one-shot case is inspired by a geometric interpretation of the covering structure of configurations. The one-shot timestamps upper bound exploits the structure exposed by the lower bound.
PRELIMINARIES
We consider an asynchronous shared memory system with a set P = {p1, . . . , pn} of n processes and a set R = {r1, . . . , rm} of m registers that support atomic read and write operations. Processes can only communicate via those operations on shared registers. We assume that processes can make arbitrary non-deterministic decisions, but we require that the result of any execution is correct, i.e., that the responses from method calls match the specification of timestamp objects.
A configuration C is a tuple (s1, . . . , sn, v1, . . . , vm), denoting that process pi, 1 ≤ i ≤ n, is in state si, and register rj, 1 ≤ j ≤ m, has value vj. Configurations will be denoted by capital letters, and the initial configuration is denoted C
* . An implementation of a method satisfies nondeterministic solo-termination, if for any configuration C and any process pi, 1 ≤ i ≤ n, there is an execution in which no process other than pi takes any steps, and pi finishes its method call within a finite number of steps [8] . Hence, a process is guaranteed to finish its method call with positive probability, whenever there is no interference from other processes. For deterministic algorithms, nondeterministic solo-termination is the same as obstruction freedom and weaker than wait-freedom. Both our lower bound results hold for timestamp objects that satisfy this progress condition, our algorithm, however, satisfies the stronger wait-free progress property.
A schedule σ is a (possibly infinite) sequence of process indices. We denote the empty schedule by ε. An execution (C; σ) is a sequence of steps beginning in configuration C and moving through successive configurations one at a time. At each step, the next process pi indicated in the schedule σ, takes the next step in its program. Since our computation model is non-deterministic, we fix the non-deterministic decision made by pi in our lower bound proofs. We use an arbitrary (but fixed) one that guarantees that pi terminates within a bounded number of steps in a solo execution. If σ is a finite schedule, the final configuration of the execution (C; σ) is denoted σ(C).
A configuration, C, is reachable if there exists a finite schedule, σ, such that σ(C * ) = C. If σ and π are finite schedules then σπ denotes the concatenation of σ and π. Let P be a set of processes, and σ a schedule. We say σ is P -only if only indices of processes in P appear in σ.
Any execution (C; σ) defines a partial happens before order "→" on the method calls that occur during (C; σ). A method call m1 happens before m2, denoted m1 → m2, if the response of m1 occurs before the invocation of m2.
An unbounded timestamp object supports two methods, getTS() and compare(). The first one outputs a timestamp without receiving any input; the compare method receives any two timestamps as inputs, and returns true or false. If two getTS() instances g1 and g2 return t1 and t2, respectively, and g1 → g2, then compare(t1, t2) returns true and compare(t2,t1) returns false.
A timestamp object is long-lived, if each process is allowed to invoke getTS() multiple times, and it is one-shot when each process is allowed to invoke getTS() only once.
Our lower bounds are based on covering arguments. We will construct executions, at the end of which processes are poised to write, i.e., they cover several registers. If other process are scheduled after this and if they write only to the same set of registers, their trace can be eliminated. More precisely, we say process pi covers register rj in a configuration C, if there is a non-deterministic decision δ, such that the one step execution C; (i) is a write to register rj. A set of processes P covers a set of registers R if for every register r ∈ R there is a process p ∈ P such that p covers r.
For a process set P , let πP denote an arbitrary (but fixed) permutation of P (for example the one that orders processes by their ID). If the process set P covers the register set R in configuration C, the information held in the registers in R can be overwritten by letting all processes in P execute exactly one step. Such an execution by the processes in P is called a block-write. More precisely, a block-write by P to R is an execution (C; πP ).
Two configurations C1 = (s1, . . . , sn, r1, . . . , rm) and C2 = (s 1 , . . . , s n , r 1 , . . . , r m ) are indistinguishable to process pi if si = s i and rj = r j for 1 ≤ j ≤ n.
Both our lower bounds use a core lemma, due to Ellen, Fatourou, and Rupert [7] , which is based on the following observation. Suppose in configuration C there are three disjoint sets of processes B0, B1, B2, each covering a set R of registers, and p0 and p1 are processes not in B0 ∪ B1 ∪ B2. Let σi, i ∈ {0, 1}, denote an arbitrarily long {pi}-only schedule. If, for i ∈ {0, 1}, in the execution (C; πB i pi), pi does not write outside R, then the configurations πB i pi(C) and πB i−1 pi−1πB i pi(C) are indistiguishable to pi. Furthermore, after a subseqent third block write by B2 all trace left inside of R can also be obliterated. Thus, the configurations C0 = πB 0 σ0πB 1 σ1πB 2 (C) and C1 = πB 1 σ1πB 0 σ0πB 2 (C) are indistinguishable to all processes, unless either p0 or p1 writes outside R in one of these executions. If, however, the solo executions by p0 and p1 both contain complete getTS() calls, then one happens after the other and so processes have to be able to distinguish between C0 and C1. Hence, either p0 or p1 writes outside R in one of the executions.
The same idea works if we replace p0 and p1 with disjoint sets of processes. This observation leads to the main lemma [7] , which we restate here using the form and notation of this paper.
Lemma 2.1 ([7]
). Consider any timestamp implementation from registers that satisfies non-deterministic solotermination and let C be a reachable configuration. Let B0, B1, B2, U0, U1 be disjoint sets of processes, where in C each of B0, B1, and B2 cover a set R of registers. Then there exists i ∈ {0, 1} such that every Ui-only execution starting from Ci = πB i (C) that contains a complete getTS() method writes to some register not in R.
A SPACE LOWER BOUND FOR LONG-LIVED TIMESTAMPS
We assume that a timestamp object is used in an algorithm where each process calls getTS() infinitely many times. Actually, the number of getTS() calls can be bounded (by a function growing exponentially in n), but for convenience we pass on computing this bound. Ellen etal. used their core lemma in order to inductively construct executions at the end of which k registers are covered by Ω( √ n − k) processes, where k is bounded by O( √ n). The lemma is used in the inductive step to show that in some execution following a block-write, many of the non-covering processes can be forced to write outside the set of covered registers. By the pigeon hole principle, one additional (previously not covered) register can then be covered with many processes. With this idea, however, the number of processes covering one register is reduced by one in each inductive step, and thus it is not hard to see that the technique cannot lead to a lower bound beyond Ω( √ n). In our proof, rather than requiring that many processes cover the same register, we limit the number of processes covering the same register to three. In particular, we define a (3, k)-configuration to be one where k processes are covering registers, but no register is covered by more than three of them. We argue that if there is an execution that leads to some (3, k)-configuration, we can find a (much longer) execution, during which at least two (3, k)-configurations C1 and C2 are encountered that are similar in the sense that in both configurations each register is covered by the same number of processes. In addition, the execution (C1; σ) that leads from C1 to C2 starts with three block-writes to the registers that are covered by three processes, each. We then apply Lemma 2.1 to see that we can insert a p-only execution for some unused process p into the schedule σ after one of the block-writes, such that at the end of this new execution (C1; σ ) process p is poised to write outside of the registers that are 3-covered in C1. Since the other two block-writes are overwriting p's trace in σ , no process (other than p) can distinguish between σ (C1) and σ(C1) = C2. It follows that in σ (C1) process p covers a register that is covered by at most 2 other processes. Hence, we have obtained a (3, k+1)-configuration. We can do this for k ≤ n/2, so in the end we obtain a (3, n/2 )-configuration. Clearly, this means that the number of registers is at least n/6 .
The signature of a configuration C, denoted sig(C), is a tuple (c1, c2, . . . , cm) where every ci is the number of processes covering the i-th register in C. The set of registers whose corresponding entry in sig(C) is equal to 3 is denoted R3(C). (In terms of signatures, a configuration C is a (3, k)-configuration if sig(C) = (c1, c2, . . . , cm) satisfies m i=1 ci = k and ci ≤ 3 for every 1 ≤ i ≤ m.) Notice that in any (3, k)-configuration there are at least k/3 registers covered. Configuration C is quiescent if in C no process has started but not finished executing a getTS() or compare() call.
Lemma 3.1. Let P be an arbitrary set of processes. Suppose for every reachable quiescent configuration D there exists a P -only schedule σ such that σ(D) is a (3, k)-configuration. Then for any quiescent configuration D, there are two (3, k)-configurations C0 and C1, and P -only schedules γ0, γ1, and η such that:
, and (d) γ1 = πB 0 πB 1 πB 2 η, where B0, B1 and B2 are disjoint sets of processes each covering R3(C0).
Proof. We inductively define an infinite sequence of schedules λ0, δ0, λ1, δ1, . . . , λi, δi, . . . and reachable (3, k)-configurations E0, E1, E2, . . . , where Ei+1 = λiδi(Ei), as follows. E0 is the (3, k)-configuration σ(D) guaranteed by the hypothesis of the lemma. Let B0,i, B1,i and B2,i be disjoint sets of processes each covering R3(Ei). Execution (Ei; πB 0,i πB 1,i πB 2,i ) consists of three consecutive blockwrites to R3(Ei) by the processes in B0,i, B1,i, and B2,i, respectively. Schedule λi is the concatenation of the sequence of permutations πB 0,i πB 1,i πB 2,i and some P -only schedule ri in which every process in P with a pending operation, finishes that pending operation. Thus, configuration λi(Ei) = πB 0,i πB 1,i πB 2,i ri(Ei) is quiescent. So by the hypothesis there exists a schedule δi such that Ei+1 = λiδi(Ei) is again a (3, k)-configuration.
Since the set of signatures is finite, there are two indices j < k, such that sig(Ej) = sig(E k ). Fix two such indices j and k. Let γ0 = σλ0δ0λ1δ1λ2δ2 . . . λj−1δj−1 and γ1 = λjδ where δ = δjλj+1δj+1 . . . λ k−1 δ k−1 . Furthermore, let C0 = γ0(D) and C1 = γ1(C0). By definition, the configurations C0 and C1 satisfy (a) and (b). Moreover, by construction C0 = Ej and C1 = E k and since sig(Ej) = sig(E k ), (c) is satisfied. Finally, let η = rjδ. Then, γ1 = πB 0,j πB 1,j πB 2,j η, where B0,j, B1,j, B2,j are disjoint sets of processes each covering R3(Ej) = R3(C0). This proves (d).
Let P k denote the set {p1, . . . , p k } and P0 denote the emptyset of processes. Lemma 3.2. For every 0 ≤ k ≤ (n − 1)/2 and for every reachable quiescent configuration D, there exists a P 2k -only
Proof. The proof is by induction on k. For k = 0 the claim is immediate by choosing σ0 to be the empty schedule.
Let k ≥ 1, and let D be an arbitrary reachable quiescent configuration. By the induction hypothesis, for every reachable quiescent configuration C, there exists a P 2k−2 -only schedule σ k−1 , such that σ k−1 (C) is a (3, k − 1)-configuration. Hence, by Lemma 3.1 with P = P 2k−2 there are two reachable configurations C0 and C1, and P 2k−2 -only schedules γ0, γ1, and η, such that γ0(D) = C0, γ1(C0) = C1, sig(C0) = sig(C1), and γ1 = πB 0 πB 1 πB 2 η, where B0, B1 and B2 are disjoint sets of processes, each covering R3(C0).
Consider (C0) ; αi). Since sig(C0) = sig(C1), we have r / ∈ R3(C1), and thus r is covered by at most two processes in C0 as well as in C1.
Let λ be the shortest prefix of αi such that p 2k−i is about to write to r in πB i λ(C0). Since p 2k−i does not participate in schedule πB 1−i πB 2 η, it is also covering r in the configuration πB i λπB 1−i πB 2 η(C0). Configurations πB i πB 1−i πB 2 (C0) and πB 1−i πB i πB 2 (C0) are indistinguishable to all processes; therefore, πB i πB 1−i πB 2 η(C0) = C1. Moreover, since C1 = πB 0 πB 1 πB 2 η(C0) is indistinguishable from πB i λπB 1−i πB 2 η(C0) to every process except p 2k−i , all processes other than p 2k−i cover the same registers in C1 as in πB i λπB 1−i πB 2 η(C0). Since p 2k−i covers r in this configuration, and r is covered by at most 2 other processes,
Lemma 3.2 shows that in any long-lived unbounded timestamp implementation that satisfies non-deterministic solo-termination there exists a reachable (3, (n − 1)/2 )-configuration. Clearly, at least (n − 1)/6 = n/6 − O(1) registers are covered in this configuration. This proves Theorem 1.1.
THE SPACE COMPLEXITY OF ONE-SHOT TIMESTAMPS
It seems natural to imagine that n registers would be required to construct a timestamp system for n processes. But this is not the case for some restricted versions of the problem. For example, if the timestamps are not required to come from a nowhere dense set, then, as shown by Ellen, Fatourou and Ruppert [7] , n − 1 registers suffice. Another instance is when each process is restricted to at most one call to the getTS() method. In this case Θ( √ n) registers are necessary and sufficient, as we establish below. We first prove the lower bound, and then, in Section 4.2, the (asymptotically) matching upper bound.
Lower Bound
Let = √ n − 1. We show that any one-shot timestamp system that satisfies non-deterministic solo-termination requires at least −1 shared registers. We assume w.l.o.g. that the distributed system provides a at least registers. Then for an arbitrary one-shot timestamp algorithm, we construct an execution at the end of which a configuration C last is reached in which − 1 shared registers are covered by processes.
We begin with some definitions concerning configurations. The ordered-signature of a configuration C, denoted ordSig(C), is the -tuple (c1, c2, . . . , c ) where ci ≥ ci+1, and there is a permutation α of {1, . . . , } such that for 1 ≤ i ≤ , ci processes are covering the α(i)-th register. Notice that the ordered-signature of a configuration is just its signature with the entries of the -tuple reordered so that they are non-increasing. For configuration C with ordSig(C) = (c1, . . . , c ), C is constrained if ci ≤ − i + 1 for every 1 ≤ i ≤ . C is a full configuration if there is a j, 1 ≤ j ≤ , satisfying cj = − j + 1. The largest such j is called the full-point of C and is denoted fullpt(C). If C is not full, then we define fullpt(C) = 0. If fullpt(C) = j, then there are j registers each covered by at least − j + 1 processes. Denote this set of registers by R(C), the set R−R(C) by R(C), and the value − j + 1 by blockHeight(C). Thus,
Define targetSize(C) =
For this proof, each configuration C that we use will be reached at the end of some unique execution EC = (C * , γC ) for some schedule γC that we construct below. We use avail(C) to denote the set of available processes which contains just those processes that have not yet initiated a getTS() method in the execution EC . For a set of registers R ⊆ R, poised(C, R) denotes the number of processes in configuration C that are covering some register in R.
Intuition for these definitions and for our proof is aided by a geometric interpretation of constrained and full configurations. Let ordSig(C) = (c1, . . . c ). C is represented on a triangular grid of cells with a total of i=1 i = ( + 1)/2 < n/2 − n/2 cells, as in Figure 1 . For each 1 ≤ j ≤ , the lower cj cells in column j are shaded, to represent the processes that are covering the corresponding register. Since C is constrained, all shaded cells are within the triangular grid. If C is constrained and full with fullpt(C) = j, then the shaded cells reach to the boundary of the grid at column j and the shaded cells in all columns up to and including position j have height at least blockHeight(C) = − j + 1 (Area X) and for all columns at position k > j (Area Y ∪ Z) have height at most − k. The value targetSize(C) is the number of cells in the triangular grid that are in columns with indices greater than fullpt(C). Call this collection of cells (Area Y ∪Z) the target area of C. The value poised(C, R(C)) is the number of shaded cells in the triangular grid that are in columns with indices greater than fullpt(C) (Area Y). (For the rest of this proof, parenthetical remarks are used to describe interpretation of the construction and proof using the grid diagram.)
The proof proceeds by inductively constructing a sequence of constrained full configurations (C1, C2, . . . , C last ) where fullpt(Ci) < fullpt(Ci+1) for 1 ≤ i < last, C1 is reachable from the initial configuration, C0 := C * , and each subsequent configuration is reachable from its predecessor.
To move from C0 to C1, we repeatedly select one process from avail(C0), run it until it covers some shared register and then pause it. This is repeated until a full configuration is reached for the first time. For any reachable configuration C such that there are at least two processes p, p ∈ avail(C), one of p and p must write to some shared register if it executes a complete getTS() in a solo execution starting from C. This is immediate from Lemma 2.1 for B0 = B1 = B2 = ∅ and U0 = {p} and U1 = {p }. So a full configuration is assured because targetSize(C0) < n − 1. (The area of the grid is less than n − 1.) Since we stop at the first full configuration, C1 is also constrained.
To move from constrained full configuration Ci to a new constrained full configuration Ci+1 with a larger full-point, for i ≥ 1, we invoke Lemma 2.1. This lemma guarantees that if each register in R(Ci) is covered by at least 3 processes, there is a block-write to R(Ci) such that up to half of the processes in avail(Ci) can be made to begin executing getTS() methods and can be manipulated to cover registers in R(Ci). Therefore, provided blockHeight(Ci) ≥ 3, partition avail(Ci) into two sets with sizes differing by at most 1, and choose a block write schedule, say βi, and one of the two partitions of avail(Ci), say A(Ci), that are guaranteed by Lemma 2.1. Starting from configuration βi(Ci), run each process in A(Ci) one after another pausing each when it first covers a register in R(Ci). (In terms of the grid diagram, processes in A(Ci) move one at a time out of avail(Ci) onto an unshaded cell in the target area and causing it to become shaded.) Let γi be such a schedule. Define σi to be the shortest prefix of γi such that βiσi(Ci) is full, if such a prefix exists. If there is no such prefix of γi or blockHeight(Ci) ≤ 2, then the construction is terminated and we let last = i (and in particular C last = Ci). If blockHeight(Ci) ≥ 3 and σi exists, we define Ci+1 = βiσi(Ci), and repeat the inductive construction for Ci+1.
Since Ci is constrained and full, each register in R(Ci) is covered by at least blockHeight(Ci) processes, and each register in R(Ci) is covered by at most blockHeight(Ci) − 2 processes. Because of the block write βi, in configuration βi(Ci) registers in R(Ci) are covered by at least blockHeight(Ci)−1 processes. Hence, βi(Ci) is not full. Pro-vided blockHeight(Ci) ≥ 3, the execution Ei = (βi(Ci), γi) is constructed in such a way that in configuration C i := βiγi(Ci), no new process covers any register in R(Ci). Hence, if a full configuration Ci+1 is reached during Ei, then in Ci+1 all registers in R(Ci) are still covered with at least blockHeight(Ci) − 1 processes. That is, in this case R(Ci) R(Ci+1) and so fullpt(Ci+1) > fullpt(Ci).
We will show by induction that |avail(Ci)|/2 + poised(Ci, R(Ci)) ≥ targetSize(Ci). (2) Given (2), we can see that the execution Ei must pass through a full configuration as follows.
During the execution Ei, |A(Ci)| processes are removed from avail(Ci) and become poised on registers in R(Ci), i.e., poised(βiγi(Ci), R(Ci)) = poised(Ci, R(Ci)) + |A(Ci)|. Recall that |A(Ci)| ∈ { |avail(Ci)|/2 , |avail(Ci)|/2 + 1}. Thus, inequality (2) implies poised(βiγi(Ci), R(Ci)) ≥ targetSize(Ci). So it follows that there is a prefix σi of γi such that βiσi(Ci) is a constrained full configuration. (Enough new processes moved to the target area to ensure that some column must become shaded up to the grid boundary.)
So it only remains to confirm inequality (2) . First, for the initial configuration C0 = C * , avail(C0) contains all n processes, R(C0) = R, poised(C0, R(C0)) = 0, and targetSize(C0) = ( + 1)/2 < n/2 − √ n/2. (The grid representation of C0 is completely unshaded, and there are n available processes, which in more than twice the number of grid cells.) Thus |avail(C0)|/2 + poised(C0, R(C0)) = n/2 + 0 ≥ targetSize(C0), and so inequality (2) holds for i = 0.
Suppose inequality (2) holds for full configuration Ci with fullpt(Ci) = j, and consider configuration Ci+1 = βiσi(Ci) with fullpt(Ci+1) = k > j. Let s be the number of processes that participate in schedule σi. Then, |avail(Ci+1)| = |avail(Ci)| − s. In Ci+1 all these s processes cover registers in R(Ci), so we have poised(Ci+1, R(Ci)) = poised(Ci, R(Ci)) + s. Also, since fullpt(Ci) < fullpt(Ci+1), we have targetSize(Ci) > targetSize(Ci+1). So using s ≥ 1 and the induction hypothesis, we obtain
This proves inequality (2) . The inductive construction can be repeated until we reach a configuration C last where blockHeight(C last ) ≤ 2. But then by (1) , |R(C last )| ≤ 1. Hence in C last at least − 1 registers are covered. This completes the proof of the lower bound of Theorem 1.2.
Upper Bound
We now present a wait-free one-shot timestamp algorithm (see Figure 2) , which uses at most m : m(n) := 2 √ n registers. This establishes the upper bound of Theorem 1.2. The algorithm can easily be modified to work in systems with arbitrarily many processes each of which can call getTS() any number of times, as long as the total number of getTS() calls is at most n. Timestamps are ordered pairs (rnd, turn) ∈ N×(N∪{0}), which are compared lexicographically (see Algorithm 1 in Figure 2 ).
The shared data structure used in the getTS() method is an array of atomic read-write registers. The content of each register is either ⊥ (the initial value) or an ordered pair seq, rnd where, seq is a sequence of at most m process IDs, and rnd is a positive integer. The j-th element of seq is denoted seq[j], and last(R[j].seq) is the last element of the sequence R[j].seq. The algorithm will maintain the invariant that for some integer k ≥ 0 the first k registers are non-⊥ and all other registers are ⊥. Moreover, the sequence R[j].seq for j ≤ k has either length 1 or j. In the following, xp denotes process p's local variable that is identified by x in the code in Figure 2 .
The algorithm uses an obstruction free method scan, which returns the sequence of values of the registers R[1], . . . , R[m] at some point t during the execution of scan (t is the linearization point of the scan). To scan, process p reads each register R[1], . . . , R[m] (the process of reading all register once is called a collect) and stores the resulting view locally. Then it continues until two contiguous views are the same. The linearization point is an arbitrary point in time between the last two collects performed by p. Although scan is not wait-free, our algorithm is, because in any execution, each process performs at most m writes, so each scan operation will be successful after a finite number of collects. ((rnd1, turn1), (rnd2, turn2) ) , the first j registers are not invalid, and a process b that calls getTS() gets timestamp (k, 1), which is less than a's timestamp. The walk-trough of the algorithm that follows explains how this potential problem is remedied.
Idea of the Algorithm
1 return (rnd1 < rnd2) ∨ (rnd1 = rnd2) ∧ (turn1 < turn2)R[j] = ⊥ do 2 r[j] = R[j] 3 j = j + 1 4 myrnd = j − 1 5 for j = 1 . . . myrnd − 1 do 6 if R[myrnd + 1] == ⊥ then 7 if r[myrnd].seq[j] == last(R[j].seq) then 8 R[j] = (ID), myrnd
Line-By-Line Description of the Algorithm
Each process p proceeds as follows to get a timestamp (see Figure 2) . In the first while-loop, p reads regis- In the following for-loop, p tries to find a register to invalidate.
In order to do so, p reads registers R [1] 
Proof of Correctness
The proof of correctness consists of two parts. We show that m registers are enough, i.e., no process attempts to access a shared array entry R[j] for j > m. For that we have to prove that there are at most m phases, i.e., each process' myrnd value is bounded m − 1. The proof of this lemma is provided in Section 4.2.5 below. Given this result, we obtain that two timestamps returned by nonconcurrent getTS() calls are ordered properly. bounded number of steps. It is immediate from the code that processes write to each register at most once, and thus by Lemma 4.1, each process writes at most m times. Thus, after a finite number of reads during the scan, the scanning process does not detect any changes and the scan terminates.
The rest of this paper is devoted to the proofs of Lemmas 4.1 and 4.2. We prove Lemma 4.2 first. Due to space restrictions we omit the proofs of some technical claims; complete arguments can be found in the preliminary technical report [14] .
Proof of Lemma 4.2
Since the method scan is linearizable, for the rest of the discussion we will assume w.l.o.g. that scan is an atomic operation. We start with some simple properties of the algorithm. All of these properties are not hard to verify by looking at the code; a full proof is provided in [14] . (a) If the content of a shared register changes from ⊥ to some value that is not ⊥, then it will never change back to ⊥. We say a process fails iteration j, if it executes line 7 and the if-statement in that line evaluates to false. Only if a process fails iteration j, its getTS() call does not return during that iteration. The following claim gives a sufficient condition that process q fails an iteration. The proof can be found in the full version of the paper. Claim 4.4. Let p and q be two processes executing getTS(), and myrndp ≥ myrndq. If q's i-th iteration of the for-loop starts after p has written R[i], then q fails iteration i.
We are now ready to show that the returned timestamps are correct. From the return statements in the algorithm, rndq ≥ myrndq ≥ rndp. If rndq > rndp, then compare((rndp, turnp), (rndq, turnq)) returns true.
Hence, for the purpose of a contradiction assume rndq = rndp and turnq ≤ turnp. Then, myrndq = rndq = rndp and thus q's getTS() call returns in line 9. Thus, turnq > 0, and so p's getTS() call also returns in line 9 because otherwise turnp = 0 < turnq. .rnd ≥ myrndp = myrndq when p executes line 10, and thus some process p with myrnd p ≥ myrndq has already written to R[j]. In either case, Claim 4.4 applies (using either p or p in place of p), and thus q must fail line 7 in iteration j = turnq-a contradiction.
Proof of Lemma 4.1
We show that the algorithm in Figure 2 accesses only register R [1] , . . . , R[ 2 √ n ]. Fix an arbitrary execution E = (C * , σ). We partition E into several phases. Phase 0 starts at the beginning of E. Phase ϕ ≥ 1 starts at the point of a scan (line 14) by some process p, for which myrndp = ϕ − 1. We say that phase ϕ completes during E, if phase ϕ + 1 starts during E.
For each phase, the first write to register R[j] during that phase is called an invalidation write. Let W be the set of all writes, and let I ⊆ W be the set of all invalidation writes during execution E. Then Iϕ ⊆ I denotes the set of invalidation writes in phase ϕ. We will show that during phase ϕ, exactly ϕ invalidation writes happen. Moreover, we charge each invalidation write w to some other write operation, f (w), such that
• each write operation is charged only for at most one invalidation write (i.e. f is injective), and
• each process executes at most two writes that are charged for some invalidation write (i.e. |f (I)| ≤ 2n).
Therefore, the total number of invalidation writes is bounded by 2n, and thus the number of phases, Φ, satisfies:
Φ ϕ=1 ϕ ≤ 2n. Hence, we conclude that Φ < 2 · √ n. Since, as we show below, in phase ϕ only registers R [1] , . . . , R[ϕ] are accessed, Lemma 4.1 follows.
The function f : I → W ∪{⊥} that maps each invalidation write w to ⊥ or the operation f (w) which we charge for the invalidation write is defined as follows. For each invalidation write w ∈ I to register R[j], executed by process p:
(i) If w is the last write or the first invalidation write by p, then f (w) = w.
(ii) Otherwise, f (w) = w * , where w * is the write that precedes p's last read of R[j], if such a write exists, and otherwise w * = ⊥. (We will prove later that f (w) = ⊥ for all w ∈ I.)
In the following, we show that during phase ϕ exactly the registers R[1], . . . , R[ϕ] get written, i.e., exactly ϕ invalidation writes occur during that phase.
We start with two technical statements (Claims 4.5 and 4.6) that relate the phase number ϕ to the value of a process' variable myrnd and the time at which that process writes to certain registers.
FURTHER REMARKS
The lower and upper bounds for long-lived and one-shot timestamps compare and contrast in several ways. In the execution constructed in the lower bound for one-shot timestamps, each process that participates in a block write, takes no further steps in the computation. As a consequence, the proof actually applies without change if each register is replaced by any historyless object. The asymptotically matching upper bound is, however, achieved using registers. In contrast, our proof of the lower bound for long-lived timestamps does not extend to historyless objects. So it remains an open question whether there is an implementation of long-lived timestamps from a sub-linear number of historyless objects. Both the long-lived and the one-shot lower bounds apply even to non-deterministic solo-terminating algorithms, while the asymptotically matching algorithms are wait-free.
The upper bound for one-shot timestamps applies for any bounded number of getTS() method invocations. The covering argument in the proof of the lower bound, however, prevents any similar generalization: it depends on each process invoking at most one getTS() method. The wait-free property of the one-shot algorithm is really just a consequence of bounding the number of allowed getTS() invocations. The one-shot algorithm generalizes even to the situation where the number of getTS() method invocations is not bounded, provided that the system could acquire additional registers as needed. In this case however, progress would be non-blocking only instead of wait-free.
