This work is designed to assess the effect of non-response in estimation of the current population mean in two-phase successive sampling on two occasions. Sub-sampling technique of non-respondents has been used and exponential methods of estimation under two-phase successive sampling arrangement have been proposed. Properties of the proposed estimation procedures have been examined. Empirical studies are carried out to justify the suggested estimation procedures and suitable recommendations have been made to the survey practitioners.
Introduction
In collecting information through sample surveys, there may arise numerous problems; one of them is non-response. It frequently occurs in mail surveys, where some of the selected units may refuse to return back the filled in questionnaires. An estimate obtained from such an incomplete survey may be misleading, especially when the respondents differ significantly from the non-respondents, because the estimate may be a biased one. Hansen and Hurwitz (1946) suggested a technique of sub-sampling of non-respondents to handle the problem of nonresponse. Cochran (1977) and Fabian and Hyunshik (2000) extended the Hansen and Hurwitz (1946) technique for the situation when besides the information on the character under study, information on auxiliary character is also available. Recently, Choudhary et al. (2004) Singh and Priyanka (2007) , Kumar (2009, 2010) , and Garcia Luengo (2013) used the Hansen and Hurwitz (1946) technique for the estimation of population mean on the current occasion in two-occasion successive sampling.
If the study character of a finite population is subject to change over time, a single occasion survey is insufficient. For such a situation successive sampling provides a strong tool for generating reliable estimates over different occasions. Sampling on successive occasions was first considered by Jessen (1942) in the analysis of farm data. The theory of successive (rotation) sampling was further extended by Patterson (1950) , Eckler (1955) , Rao and Graham (1964) , Sen (1971 Sen ( , 1972 Sen ( , 1973 , Gupta (1979) , Das (1982) and Singh and Singh (2001) among others.
In sample surveys, the use of auxiliary information has shown its significance in improving the precision of estimates of unknown population parameters. When the population parameters of auxiliary variable are unknown before start of the survey we go for two-phase (double) sampling structure to provide the reliable estimates of the unknown population parameters. Singh and Singh (1965) used two-phase (double) sampling for stratification on successive occasions. Recently, Singh and Prasad (2011) and Singh and Homa (2014) applied two-phase sampling scheme with success in the estimation of the current population mean in twooccasion successive sampling.
The aim of the present work is to study the effect of non-response when it occurs on various occasions in two-occasion successive (rotation) sampling. Recently, Bahl and Tuteja (1991) , Singh and Vishwakarma (2007) and Singh and Homa (2013) suggested exponential type estimators of population mean under different realistic situations. Motivated with the dominating nature of these estimators and utilizing the information on a stable auxiliary variable with unknown population mean over both occasions, some new exponential methods of estimation have been proposed to estimate the current population mean in twophase successive (rotation) sampling arrangement.. The Hansen and Hurwitz (1946) technique of sub-sampling of non-respondents has been used to reduce the negative effects of non-response. Properties of the proposed estimators are examined and their empirical comparisons are made with the similar estimator and with the natural successive sampling estimator when complete response is observed on both occasions. Results are interpreted and followed by suitable recommendations. Let U = (U1, U2, UN) be the finite population of N units, which has been sampled over two occasions. The character under study is denoted by x(y) on the first (second) occasion respectively. It is assumed that the non-response occurs only in study variable x(y) and information on an auxiliary variable z (stable over occasion), whose population mean is unknown on both occasions, is available and positively correlated with study variable. Since we have assumed that non-response occurs on both occasions, the population can be divided into two classes -those who will respond at the first attempt and those who will not on both occasions. Let the sizes of these two classes be * 1 N and * 2 N respectively on the first occasion and the corresponding sizes on the current (second) occasion be N1 and N2, respectively. To furnish a good estimate of the population mean of the auxiliary variable z on the first occasion, a preliminary sample of size n' is drawn from the population by the simple random sampling without replacement (SRSWOR) method, and information on z is collected. Further, a second-phase sample of size n ( n' > n) is drawn from the first-phase (preliminary) sample by the SRSWOR method and henceforth the information on the study character x is gathered. We assume that out of selected n units, n1 units respond and n2 unit do not respond. Let n2h denote the size of sub-sample drawn from the non-responding units in the sample on first occasion. A random sub-sample sm of m = n  units is retained (matched) from the responding units on the first occasion for its use on the second occasion under the assumption that these units will give complete response on the second occasion as well. Once again, to furnish a fresh estimate of the population mean of the auxiliary variable z on the second occasion, a preliminary (first-phase) sample of size u' is drawn from the non-sampled units of the population by the SRSWOR method and information on z is collected. A second-phase sample of size u = (n-m) = nμ ( u' > u) is drawn from the firstphase (preliminary) sample by the SRSWOR method and the information on study variable y is gathered. It is obvious that the sample size on the second occasion is also n. Here λ and μ (λ+μ =1) are the fractions of the matched and fresh samples, respectively, on the second (current) occasion. We assume that in the unmatched portion of the sample on the current (second) occasion u1 units respond and u2 units do not respond. Let u2h denote the size of the sub-sample drawn from the non-responding units in the fresh sample (su) on the current (second) occasion. Hence, onwards, we use the following notations: X, Y, Z: The population means of the variables x, y and z respectively. 
Sample structures and symbols

Formulation of estimation strategy
To estimate the population mean Y on the current (second) occasion, two different estimators are considered -one estimator u T based on sample su of size u drawn afresh on the second occasion and the second estimator m T based on the sample sm of size m, which is common to both occasions. Since the non-response occurs in the samples sn and su, we have used the Hansen and Hurwitz (1946) (1 e )X, x (1 e )X, x (1 e )X, x (1 e )X, z (1 e )Z, z (1 e )Z, z (1 e )Z, 11 T =Y(1+e )(1+e )(1+e ) exp (e -e ) 1+ (e +e ) 22
Thus, we have the following theorems:
Bias of the estimator T to the first order of approximations is obtained as
The bias of the estimator T is given by
Substituting the expressions of Tu, and Tm from equations (4.1) and (4.2) in equation (4.4), expanding the terms binomially and exponentially, taking expectations and retaining the terms up to the first order of sample sizes, we have the expressions for the bias of the estimator T as described in equation (4.3).
Theorem 4.2.
The mean square error of the estimator T to the first order of approximations is obtained as 
Proof
It is obvious that the mean square error of the estimator T is given by
Substituting the expressions of Tu, and Tm from equations (4.1)-(4.2) in equation (4.9), expanding the terms binomially and exponentially, taking expectations and retaining the terms up to the first order of sample sizes, we have the expression of the mean square error of the estimator T as it is given in equation (4.5).
Remark 4.1.
The expression of the mean square error in the equation (4.5) is derived under the assumptions (i) that the coefficients of variation of non-response class are similar to that of the population, i.e. 2x
x 2y y C = C and C = C , and (ii) since x and y are the same study variable over two occasions and z is the auxiliary variable correlated to x and y, looking at the stability nature of the coefficients of variation, viz. Reddy (1978) , the coefficients of variation of the variables x, y and z in the population are considered equal, i.e.
x y z C = C = C .
Minimum mean square error of the estimator T
Since the mean square error of the estimator T in equation (4.5) is the function of unknown constant φ, it is minimized with respect to φ, and subsequently the optimum value of φ is obtained as 
Optimum replacement strategy
Since the mean square error of the estimator T given in equation (5.3) is the function of μ (fractions of the sample to be drawn afresh at the second occasion), the optimum value of μ is determined to estimate the population mean Y with maximum precision and lowest cost. To determine the optimum value of μ, we minimized the mean square error of the estimator T given in equation (5.3) with respect to μ, which results in quadratic equation in μ and the respective solutions of μ, say μ , are given below: 
and B(Tm ) is defined in section 4.
Theorem 7.2.
The mean square error of the estimator T * to the first order of approximations is obtained as
and M(Tm ) is defined in section 4.
Since the mean square error of the estimator T * in equation (7.3) is the function of unknown constant φ * , it is minimized with respect to φ * , and subsequently the optimum value of φ * is obtained as 
Further, substituting the values from equations (4.7), (7.4) and (7.5) in equation (7.7), we get the simplified value of M (T * )opt , which is given below: 2 * * * *2 y * 3 2 1 opt * * * *2 6 5 4 S a+ μ a +μ a M(T ) = a+ μ a +μ a n 
Properties of the estimator T**
Since the estimator T ** is exponential type estimator, it is biased for the population mean Y . The bias B (.) and the mean square error M (.) of the estimator T ** are derived up to the first order of approximations similar to that of the estimator T. x xz x z xy y x z yz y z '
and B(Tu ) is defined in section 4.
Theorem 7.4.
The mean square error of the estimator T ** to the first order of approximations is obtained as         2 ** **2 ** ** ** ** u 1m M( T ) = φ M T + 1-φ M ξ +2φ 1-φ C (7.14) where
and M(Tu ) is defined in section 4.
Since the mean square error of the estimator T ** in equation (7.14) is the function of unknown constant φ ** , it is minimized with respect to φ ** and subsequently the optimum value of φ ** is obtained as 
Further, substituting the values from equations (4.6), (7.15) and (7.16) in equation (7.18), we get the simplified value of M (T ** )opt which is given below: 2 ** ** ** **2 ** y ** 3 2 1 opt ** ** **2 ** 6 5 4 S a+ μ a +μ a M(T ) = a+ μ a +μ a n (7.19) where ** * 2 2 ** * * 2 2 ** * ** * ** * 1 2 3 4 5 * * 6 1 2 1 1 2 a = ac +k f , a = ad +c b-k f , a = bd , a = c -a+2kf, a = a-b+d -2kf,
To determine the optimum values of μ 
Comparison of efficiencies
The percentage relative loss in efficiencies of the estimator T, T * and T ** is obtained with respect to the similar estimator and natural successive sampling estimator when the non-response is not observed on any occasion. The estimator To compare the performances of the estimators * ** T, T and T with respect to the estimators j ξ (j=1, 2), we introduce the following assumptions:
(i) ρxz = ρyz , which is an intuitive assumption, also considered by Cochran (1977) and Feng and Zou (1997) 
Interpretations of results
The following conclusions may be drawn from Tables 1-6 
Conclusions and recommendations
It may be seen from the above tables that for all cases the percentage relative loss in precisions is observed wherever the optimum value of μ exists, when nonresponse occurs on both occasions. From Tables 1, 3 and 5, it is seen that the loss is present due to the presence of non-response on each occasion, but the negative impact of non-response is very low, which justifies the use of Hansen and Hurwitz (1946) technique in the proposed estimation procedures. From Tables 2, 4 and 6, when the proposed estimators are compared with the natural successive sampling estimator, substantial profit is visible, which justifies the intelligible use of auxiliary information in the form of exponential methods of estimation. Finally, looking at good behaviours of the proposed estimators one may recommend them to survey statisticians and practitioners for their practical applications.
