Abstract. We study the local behavior of solutions of the stationary Schröd-inger equation with singular potentials, establishing a local decomposition into a homogeneous harmonic polynomial and a lower order term. Combining a corollary to this result with a quantitative unique continuation principle for singular potentials we obtain log-Hölder continuity for the density of states outer-measure in one, two, and three dimensions for Schrödinger operators with singular potentials, results that hold for the density of states measure when it exists.
Introduction
We study the local behavior of solutions of the stationary Schrödinger equation with singular potentials, establishing a local decomposition into a homogeneous harmonic polynomial and a lower order term. As a corollary, we obtain bounds on the local behavior of approximate solutions for these equations. Combining this corollary with a quantitative unique continuation principle for singular potentials [KT] , we obtain log-Hölder continuity for the density of states outer-measure in one, two, and three dimensions for Schrödinger operators with singular potentials, results that hold for the density of states measure when it exists. Our work extends results originally proved by Bourgain and Klein [BoKl] for bounded potentials.
Singular potentials introduce technical problems not present for bounded potentials. This can be seen by considering the Schrödinger operator H = −∆ + V . If V is a bounded potential, i.e., V ∈ L ∞ , we have D(H) = D(−∆) ⊂ H 2 . However, if V is a singular potential, say V ∈ L p , where p ∈ (d, ∞), we only have D(H) ⊂ H 1 . Thus we have to work with solutions in H 1 , not solutions in H 2 as in [BoKl] . Let Ω = B(x 0 , r) = {y ∈ R d : |y − x 0 | < r}, the ball centered at x 0 ∈ R d with radius r > 0, where |x| := (
, where p ∈ (d, ∞), we consider the stationary Schrödinger equation − ∆φ + W φ = 0 a.e. on Ω.
(1.1)
We let E 0 (Ω) be the linear space of solutions φ ∈ H 1 (Ω), and define linear subspaces E N (Ω) = φ ∈ E 0 (Ω) : lim sup x→x0 |φ(x)| |x − x 0 | N < ∞ for N ∈ N.
(1.2)
We have E 1 (Ω) = {φ ∈ E 0 (Ω) : φ(x 0 ) = 0}, and E N (Ω) ⊃ E N +1 (Ω) for all N ∈ N 0 = {0} ∪ N. The following theorem is an extension of [BoKl, Lemma 3 .2] to singular potentials. (See [B, HW] Constants such as C a,b,... will always be finite and depending only on the parameters or quantities a, b, . . .; they will be independent of other parameters or quantities in the equation. Note that C a,b,... may stand for different constants in different sides of the same inequality.
As a consequence, for all N ∈ N 0 we have
In particular, if J is a vector subspace of E 0 (Ω) we have
where γ d is the constant in (1.3).
As a corollary, we obtain bounds on the local behavior of approximate solutions of the stationary Schrödinger equation (1.1) with singular potentials, extending [BoKl, Theorem 3.1] .
Then there exists B(x0,r0)) , with the property that for al N ∈ N there is a linear subspace F N of F , with
where γ d is the constant in (1.3), such that for all ψ ∈ F N we have 
, where now ∆ is the Laplacian operator, and V is a singular real potential. In dimensions d ≥ 2 we will take
we let H Λ and ∆ Λ be the restriction of H and ∆ to L 2 (Λ) with Dirichlet boundary condition. The finite volume density of states measure is given by
Recall that for V satisfying appropriate conditions (as in Theorem 1.3 below) and all E ∈ R we have
(1.11)
For periodic and ergodic Schrödinger operators, density of states measure η can be defined as weak limits of the finite volume density of states measure η Λ for sequences of boxes Λ → R d in an appropriate sense. The infinite volume density of states measure cannot be defined for general Schrödinger operators, so we follow [BoKl] and study the density of states outer-measure, defined on Borel subsets 12) always finite on bounded sets in view of (1.11). We obtain log-Hölder continuity for the density of states outer-measure of Schröd-inger operators with singular potentials in one, two, and three dimensions, extending [BoKl, Theorem 1.1] .
, and V is a real potential such that:
2. Local behavior of approximate solutions of the stationary Schrödinger equation with singular potentials
The fundamental solution to Laplace's equation is given by 
but we do not have a readily available counterpart for [BoKl, Eq. (3.18) ], and thus we must modify the induction. We fix φ ∈ E 0 and consider its Newtonian potential given by
Let q be defined by
, and it follows from (2.2) that
Setting h = φ − ψ, we have ∆h = 0 weakly in Ω ′ , as ∆ψ = W φ weakly in Ω ′ . It follows that h is a harmonic function in Ω ′ ⊃ B(0, 1), and, using [ABR, Corollary 5.34 and its proof]), (2.2), (2.4), [BoKl, Eqs. (3.25) and (3.26)], we have that
it is real analytic in B(0, |y|), and we have (see [ABR] )
where
m for all m = 0, 1, . . ., and the series converges absolutely and uniformly on compact subsets of B(0, |y|). Moreover, for all y ∈ R d and m = 1, 2, . . . we have (see [ABR, Corollary 5.34 and its proof] and [BoKl, Eq. (3.31) 
≤N , it follows that for x ∈ B 0, 1 2 |y| we have
We now proceed by induction. We set E −1 = E 0 and H
−1 by Y −1 φ = 0 for all φ ∈ E −1 . The theorem holds for N = −1 from the elliptic regularity estimate (2.2).
We now let N ∈ N 0 and suppose that the lemma is valid for N − 1. If φ ∈ E N , it follows that φ ∈ E N −1 with Y N −1 φ = 0, so by the induction hypothesis 11) where
Using (2.9) and (2.11), we define
We fix x ∈ B 0, 1 2 and estimate
14)
where Φ y,>N (x) = Φ y (x) − Φ y,N (x). From (2.10) and (2.11), with p > d, we get
If y ∈ B(0, 2|x|) ∪ B 0, 1 2 we have y ≥ 2|x| and y ≥ 1 2 , and hence, using (2.10), 
Using (2.9) and (2.11), we get
where we used 3|x| |x−y| ≥ 1 for y ∈ B(0, 2|x|). (Note that we get |x|
) Also using (2.9), we get
where we used |x| ≤
Combining (2.14), (2.15), (2.16), (2.17) and (2.19), we have (C N ≥ 1) 20) for all x ∈ B 0,
N . It follows from (2.7), (2.20) and (2.12), choosing the constantC d,p,Wp in (2.12) large enough, that for all x ∈ B 0,
This completes the induction. Since (1.5) is a consequence of (1.4), and (1.6) follows from (1.5). the theorem is proven. Corollary 1.2 is an immediate consequence from the following corollary. B(x0,r1)) , with the property that for all r ∈ (0, r 2 ] there is a linear map Z r :
As a consequence, for all N ∈ N there is a vector subspace F N of F , with 23) such that for all ψ ∈ F N we have
We proceed as in [BoKl, Lemma 3.3] . It suffices to consider x 0 = 0. We set B r = B(0, r). Given 0 < r < r 1 and ψ ∈ H 1 (Ω) with ∆ψ ∈ L 2 (B r ), we define Z r ψ ∈ E 0 (B r ) as the unique solution φ ∈ H 1 (B r ) to the Dirichlet problem on B r given by
This map is well defined in view of [T, Theorem 3 
Let ψ ∈ F . Using Green's representation formula [GiT, Eq. (2.21) ] for ψ and Z r ψ, for all x ∈ B r we have
where dS denotes the surface measure and ∂ ν is the normal derivative. For all x ∈ B r an explicit calculation gives
29) 
Taking r 2 ∈ (0, r 1 ) such that
, and using (2.21), we get (2.22).
Letting J = Ran Z r2 , and setting
r2 (J N ), the estimate (2.24) follows using the argument in [BoKl, Lemma 3.3 Theorem 3.1.
, where V is a real potential such that
Proof. Proceeding as in [BoKl, Theorem 2.3 
, and
Given 0 < R < L, set a j = a 0 + jR for j = 1, 2, . . . , L R − 1, and consider the vector space
where ζ = (H − E)ψ. We have ζ 2 ≤ ε ψ 2 from (3.4). For j = 1, 2, . . . ,
since ψ(a j ) = ψ ′ (a j ) = 0, and hence
By Gronwall's inequality (see [Ho] ), we have
We have
Since Λ is the union of these intervals, we conclude that
We now assume that
since otherwise there is nothing to prove for large L. Taking R = 4 ρ , it follows from (3.13) that
(3.14)
Applying [BoKl, Lemma 2 .1], we obtain ψ 0 ∈ F R , ψ 0 = 0, such that
It follows from (3.12) and (3.15) that If ρ > 4, we have 4 ρ < 1, and we get
Since we have (3.13), we conclude that there exists C K,E such that
Since H Λ is semibounded (see [S] ), there exists θ V such that σ(
and E ≤ E 0 , we have (3.2).
3.2. Two and three dimensional Schrödinger operators with singular potentials. We start by recalling a quantitative unique continuation principle for Schrödinger operators with singular potentials [KT] , an extension of the bounded potentials results of [BoK, GK2, BoKl] . We state only what we use in the proof of Theorem 1.3. Given subsets A and B of R d , and a function ϕ on set B, we set ϕ A := ϕχ A∩B . We let ϕ x,δ := ϕ B(x,δ) . 
, and suppose
Let Θ ⊂ Ω be a bounded measurable set where ψ Θ 2 > 0, and set 22) and take
There is a constant
As noted in [GK2, Corollary A.2], when we apply Theorem 3.2 to approximate eigenfunction of Schrödinger operators defined on a box Λ with Dirichlet or periodic boundary condition, it can be extended to sites near the boundary of Λ as in the following corollary. 
. Consider the Schrödinger operator H
Λ := −∆ Λ + V on L 2 (Λ), where Λ = Λ L (x 0 ) is the open box of side L > 0 centered at x 0 ∈ R d . ∆ Λ is
the Laplacian with either Dirichlet or periodic boundary condition on Λ, and V
and fix a bounded measurable set Θ ⊂ Λ where ψ Θ 2 > 0. Set Q(x, Θ) := sup y∈Θ |y − x| for x ∈ Λ, and consider 25) where
This corollary is proved exactly as [GK2, Corollary A.2] . (Note that using the notation in the proof of [GK2, Corollary A.2 
ΛL p if L ′ = (2n + 1))L for some n ∈ N.) The case d = 2, 3 of Theorem 1.3 is an immediate consequence of the following theorem.
is a real potental with
8p−4d , and E ≤ E 0 , we have
, where L 0 (ε) > 0 will be specified later, and take a box Λ = Λ L . There exists θ = θ(d, p, V [KT, Eq. (2.21) and (2.46)]) ∞) , and hence it suffices to consider E 0 ≥ −θ − 1 and
(3.28) Recalling that for t > 0 we have (3.29) for ψ ∈ Ran P we get
Since P (H Λ − E)ψ = (H Λ − E)P ψ = (H Λ − E)ψ for ψ ∈ Ran P , we conclude that
(3.32) We have the uniform upper bound (e.g., [GK1, Eq. (A.6) 
; without loss of generality ρ ub ≥ 1.
(3.33)
Let γ d be the constant in Theorem 1.2; we assume 2 d γ d ≥ 1 without loss of generality. We take (3.34) otherwise there is nothing to prove for L large. Let R satisfy 
(3.37)
We now choose G ⊂ Λ such that
Give y 1 ∈ G, we apply Corollary 1.2 with Ω = Λ ⊃ B(y 1 , 1), W = V − E, and F = Ran P . The hypothesis (1.7) follows from (3.31). We conclude that there exists a vector subspace F y1,N of Ran P and r 0 = r 0 (d, p, V
(1)
p , E 0 ) ∈ (0, 1) such that, using (3.37) and (3.35), we have (3.39) and for all ψ ∈ F y1,N we have
Picking y 2 ∈ G, y 2 = y 1 , and apply Theorem 1.2 with Ω = Λ ⊃ B(y 2 , 1), W = V −E, and F = F y1,N , we obtain a vector subspace F y1,y2,N of F y1,N , and hence of Ran P , such that (3.41) and (3.40) holds for all ψ ∈ F y1,y2,N also with y 2 substituted for y 1 . Repeating this procedure until we exhaust the sites in G, we conclude that there exists a vector subspace F R of Ran P and r 0 = r 0 (d, p, V
where we used the assumption (3.34), and for all ψ ∈ F R and y ∈ G we have
We let Q R denote the orthogonal projection onto F R . Since tr Q R = dim F R , it follows from (3.42) by the argument in [BoKl, ] that there exists ψ 0 = Q R ψ 0 with ψ 0 2 = 1 such that
We pick y 0 ∈ G such that 45) which can be done by our construction, and apply Corollary 3.3 with x 0 = y 0 , Θ = Λ 1 , and potential V − E; note that
Let 0 < δ < δ 0 := min 1 2 , r 0 , where r 0 is as in (3.43). It follows from Corollary 3.3, using (3.28), that
+ |E|. Using (3.43) and (3.44), we get
p ,E0 ε 2 .
Since ρ ≥ 2R −d and
< 1 by (3.36), the inequality (3.48) implies the existence of strictly positive constantsR =R d,p,V
p ,E0 
∞ ,V
p ,E0
≥ 1)
p ,E0 R) −1 < δ 0 , so
is chosen large enough to ensure that, using (3.33), all the conditions (3.35), (3.50), (3.55), and (3.53) are satisfied. It follows from (3.52) and (3.53) that 
Using (3.37), and (3.56) with a sufficiently large constant c d,p,V
, we get from (3.57) that 
. Thus
∞ ,V as long as L is large enough to satisfy (3.35) with the choice of R in (3.56), namely
p ,E0 log 1 ε 3p−2d 8p−4d .
