Abstract. We extend previous large deviations results for the randomised Heston model to the case of moderate deviations. The proofs involve the Gärtner-Ellis theorem and sharp large deviations tools.
Model description
On a given filtered probability space (Ω, F , (F t ) t≥0 , P) supporting two independent Brownian motions W (1) and W (2) , we consider the following dynamics for a log-stock price process (X t ) t≥0 :
(2.1) dX t = − 1 2 V t dt + V t ρ dW as recently proposed and analysed in [23, 26] . We assume that V is a continuous random variable independent of the filtration (F t ) t≥0 , and that the interior of its support reads (v − , v + ) ⊆ R * + . Further assume that its moment generating function M V (u) := E(e uV ) is well defined on an open interval containing the origin, and denote m := sup{u : E(e uV ) < ∞}. We shall distinguish three separate behaviours for the randomisation V:
bounded-support (v + < ∞), thin-tail (m = ∞, v + = ∞), and fat-tail (m < ∞, v + = ∞). Following [23] , we introduce the following assumptions characterising the thin-tail and fat-tail cases:
Assumption 2.1 (Thin tails). v + = ∞ and V admits a smooth density f with log f (v) ∼ −l 1 v l2 as v tends to infinity, for some (l 1 , l 2 ) ∈ R * + × (1, ∞).
Assumption 2.2 (Fat tails)
. There exists (γ 0 , γ 1 , ω) ∈ R * × R × {1, 2}, such that the following asymptotics hold for the cumulant generating function (cgf) of V as u tends to m from below:
Common continuous distributions fit into this framework, in particular the uniform distribution (bounded support), the folded Gaussian distribution, the Gamma distribution (Assumption 2.2 with ω = 1), and the noncentral Chi-squared (Assumption 2.2 with ω = 2).
Before stating the main results of the paper, let us recall some information on the cumulant generating function of X t , which will be essential for the rest of the analysis. As proved in [1] , the moment generating function of X t in the standard Heston model (where V is a Dirac mass at v 0 > 0) admits the closed-form
,
Introduce further the real numbers u − ≤ 0 and u + ≥ 1 and the function Λ : (u − , u + ) → R:
.
The pointwise limit of the (rescaled) cumulant generating function of X t then reads [12] 
and the function Λ is well defined, smooth, strictly convex on (u − , u + ), and infinite elsewhere.
Moderate deviations
Moderate deviations classically arise as rescaled large deviations; in our setting, they take the following form:
for α = 0, define the process
Moderate deviations for the sequence (X t ) t≥0 as t tends to zero are equivalent to large deviations for (X (α) t ) t≥0 and can, in our framework, be derived from finitedimensional tools using the Gärtner-Ellis theorem. The assumptions on the behaviour of the randomisation V yield different rate functions and speed for the moderate deviations regime, which we analyse sequentially below.
3.1. Distribution with bounded support. We first start with the case where the random initial distribution of V has bounded support, in which case the following holds:
holds with α :=
Since v + is finite, m is infinite. One of the striking feature of moderate deviations is that, contrary to classical large deviations, the rate function is usually available analytically, and often of quadratic form [14, 19, 20] .
Proof. Let α, γ ∈ (0, 1). Notice that
where the functions C and D are the components of the moment generating function of the standard Heston model in (2.4). Then for any t > 0, the rescaled cumulant generating function of X
for all u ∈ R such that the left-hand side exists. Lemma A.1 implies that (γ + α) has to be less than one in order to obtain a non-trivial behaviour. Let us first prove the following claim: for v + < ∞, lim
For any small ε > 0, fix δ ∈ (0, εv + /2), so that
since v + is the upper bound of the support, therefore P(V ≥ v + − δ) is strictly positive, and the claim follows.
From this claim, as t tends to zero, we deduce the asymptotic behaviour
Since α = 0, the non-degenerate result is obtained if and only if 1 − γ − 2α = 0, i.e. α = 1−γ 2 , and the proof follows from the Gärtner-Ellis theorem [10, Theorem 2.3.6].
3.2. Thin-tail distribution. With l 1 , l 2 given in Assumption 2.1, we introduce the following two special rates of convergence 1 2 < γ < 1 < γ, and two positive constants c, c:
and define the function Λ
Introduce further
with Λ and u ± in (2.5). The moderate deviations principle then takes the following form:
Under Assumption 2.1, the following statements hold as t tends to zero:
Let us first state and prove the following short technical lemma. Recall [6] that, for a > 0, a function f :
(a, ∞) → R * + is said to be regularly varying with index l ∈ R (and we write f ∈ R l ) if lim
any λ > 0. When l = 0, the function is called slowly varying.
where f ← (x) := inf{y : f (y) > x} defines the generalised inverse.
Proof. Since | log f | ∈ R l , Bingham's Lemma [6, Theorem 4.12.10] implies log P(V ≥ x) = log ∞ x e log f (y) dy ∼ log f (x), as x tends to infinity, and the result follows from Kasahara's Tauberian theorem [6, Theorem 4.12.7] .
Proof of Theorem 3.2. By Lemma 3.3, if γ + α < 1, then
The only non-degenerate result is obtained when α = 1 2 (1 − γ/γ), and the requirement that γ + α < 1 implies that γ < γ. The rest follows directly from the Gärtner-Ellis theorem. If γ + α = 1, then
Since γ > 1, and since Λ is strictly convex and tends to infinity at u ± , then so does f . Consequently, for any x ∈ R the equation x = f ′ (u) admits a unique solution in (u − , u + ), hence the function Λ * is well defined on R and is a good rate function. The large deviations principle follows from the Gärtner-Ellis theorem.
In a mathematical finance context, the case γ < γ belongs to the so-called regime of moderately out-of-themoney [14, 27] , with time-dependent log-strike x t = xt α , for x ∈ R * + and α ∈ (0, 1/2). In a thin-tail randomised environment, the rescaled limiting cgf does not satisfy [14, Assumption 6.1] in which the limit is assumed to have a quadratic form. Moreover, Theorem 3.2 implies that for the original process (X t ) t≥0 , (1)) , as t tends to zero.
Tail probabilities translate naturally to asymptotic behaviours of the implied volatility, denoted by σ t (x), for given maturity t and log-strike x. The following corollary makes this statement precise:
Corollary 3.4. Consider the following two regimes:
• Small time and large strike:
Under Assumption 2.1, let x t := xt α , and γ :
Proof. We only prove the case x > 0, the other cases being analogous. For γ := γ(1 − 2α) > 0, Equation (3.4) implies that as t tends to zero, 
This result can actually be improved slightly, as follows: (1 − γ/γ) and x t := t α s(t). Then
Proof. The function q : R * + → R * + defined by q(t) := s(t) −2γ is slowly varying at zero, and lim t↓0 t γ q(t) = lim t↓0 t γ 2γ /s(t) 2γ = 0. Notice that γ + α ∈ (1/2, 1), so that t = o (t γ+α q(t)s(t)), and Lemma A.1 implies that the rescaled cgf of the process (X t /(s(t)t α )) t≥0 is given by
Then from Lemma 3.3, plugging in the expressions for α and the function q, the limit of the rescaled cgf reads
The Gärtner-Ellis theorem implies that (X t /(s(t)t α )) ∼ LDP(t γ q(t), Λ * ), with Λ * in (3.3) . Consequently,
The proof then follows by noticing that Λ * (1)
3.3. Fat-tail distribution. The fat-tail distribution case yields some degeneracy, and forces us to analysis the asymptotic behaviour of the cumulant generating function in more details, in particular using sharp large deviations techniques for the rescaled process (X g t ) t≥0 defined by X g t := g(t) −1 X t , for t > 0, where the function g : R + → R + satisfies g(t) = o(1) and √ t = o(g), as t tends to zero. For any rescaling function (1)), denote the rescaled cumulant generating function as
We provide a full asymptotic expansion for the European call option price with a time-dependent log-strike x t := xg(t), for any fixed x = 0, and translate this into small-time asymptotic behaviour of the implied volatility σ t (x t ). We discuss the case where the initial randomisation satisfies Assumption 2.2 with ω = 1. The case where ω = 2 can be processed in a similar fashion.
Theorem 3.6. For any x = 0, as t tends to zero, a European call option with strike x t satisfies
Moreover, the implied volatility satisfies
where
and h 2 := 1 8m
Proof of Theorem 3.6. The proof is close to that of [23, Theorem 4.10] , so that we only sketch the highlights.
Notice that √ t = o(h(t)). Following similar steps to [23, Lemma D.1] , it is easy to show that for any x = 0 and small t > 0, the equation
Then as t tends to zero, direct computations yield
For fixed x = 0 and small t > 0, define the time-dependent measure Q t by
. From Lemma A.2, under the measure Q t , the characteristic function of Z t satisfies
(1 + o(1)) , as t tends to zero.
By Fourier inversion, we can therefore write, for small t > 0,
where f Γ (y) := 
We also recall the following lemma: 
