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ABSTRACT
The Cosmological Principle, the combined assumptions of cosmological isotropy and
homogeneity, underpins the standard model of Big Bang cosmology with which we
interpret astronomical observations. A new test of isotropy over the redshift range
2 < z < 4 and across large angular scales on the sky is presented. We use the cos-
mological distribution of neutral hydrogen, as probed by the Lyα forest seen towards
distant quasars. The Sloan Digital Sky Survey provides the largest dataset of quasar
spectra available to date. We use combined information from Data Releases 12 and
14 to select a sample of 142,661 quasars most suitable for this purpose. The scales
covered by the data extend beyond post-inflation causality scales, thus probing initial
conditions in the early universe. We identify significant spatially correlated systematic
effects that can emulate cosmological anisotropy. Once these systematics have been
accounted for, the data are found to be consistent with isotropy, providing an impor-
tant independent check on the standard model, consistent with results from cosmic
microwave background data.
Key words: cosmology: observations – quasars: absorption lines – large-scale struc-
ture of Universe
1 INTRODUCTION
The extent to which the Cosmological Principle remains
valid as one goes to increasingly large scales in the universe
is an important question given several important anomalies
that claim to detect deviations from a perfect Cosmological
Principle (Schwarz et al. 2016).
The recent dramatic improvements in astronomical
instrumentation and facilities allow increasingly stringent
tests. The large-scale distribution of hydrogen clouds, the
Lyα forest, seen in absorption against background high red-
shift quasars, provides a unique cosmological database and
permits a new test of isotropy. In analogy to the cosmoc mi-
crowave background (CMB) horizon problem, one can calcu-
late the comoving particle horizon at the observed redshift
for comparison with the angular size of coherent features in
the Lyα forest as seen in the plane of the sky from Earth.
The idea of using Lyα forest as a fundamental test of this
sort was introduced by Rauch (1994). Here we modify the
original idea, adapting it to suit the Sloan Digital Sky Sur-
vey (SDSS; Gunn et al. 2006) quasar survey.
The comoving particle horizon for a “fundamental ob-
server” who exists at some cosmic instant t defines a dis-
? E-mail: e.zavarygin@gmail.com (EOZ)
† E-mail: jkw@phys.unsw.edu.au (JKW)
tance beyond which no causal effects could ever have existed
(Rindler 1956), i.e. since inflation and assuming a constant
speed of light c. This is given by
Ph = c
t∫
0
dt
a(t) = c
∞∫
zobs
dz
H(z) (1)
where a is the scale factor, zobs is the redshift of the imag-
ined fundamental observer as measured from Earth,
H(z) = H0
√
Ωr(1 + z)4 +Ωm(1 + z)3 +ΩΛ is the Hubble pa-
rameter at redshift z which takes the value H0 at the present
epoch, and Ωr, Ωm, and ΩΛ are the CMB radiation, non-
relativistic matter and the dark energy densities of the Uni-
verse at the present epoch.
The comoving separation of two points at the same red-
shift z on the plane of the sky subtending an angle θ, as
viewed by an observer at the present epoch, is
Lθ = 2c sin (θ/2)
zobs∫
0
dz
H(z) . (2)
Fig. 1 (left panel) illustrates equations (1) and (2). At the
lower end of the redshift range of typical ground-based Ly α
forest observations (i.e. z ∼ 2), acausality exists only for
angular separations on the sky larger than about 100 de-
grees. By z = 4 that angle has dropped to about 55 degrees.
© 2019 The Authors
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Figure 1. Left panel: The coloured lines emanating from coordinate (0,0), given by equation (2), show the comoving separation between
two points on the plane of the sky subtending an angle θ, as viewed by an observer at the present epoch. Curves are plotted for five
different angles on the sky. The black line shows the particle horizon, equation (1). Cosmological parameters by Planck Collaboration
et al. (2016) are used. At redshifts higher than the intersection points between the black and coloured lines, regions separated by the
angle corresponding to the coloured line are acausal i.e. if the speed of light is constant and if inflation did not take place, we would have
no reason to expect mean Lyα forest properties to match. Right panel: Angular scale of the causal boundary. The dashed black curve
corresponds to equality between comoving separation (coloured lines in the left panel) and the comoving particle horizon (black line in
the left panel) i.e. the dashed black line shows the intersection described above. The translucent red shaded area corresponds to the
range in angular separations for quasar pairs from two patches in the sky, NGC and SGC (Section 2.1). For the NGC-SGC comparison
discussed in Section 3.4, the data are predominantly acausal. The horizontal lines labelled NGC and SGC indicate the maximum angular
extent of each patch.
Fig. 1 (right panel) illustrates the angular scale at which the
particle and angular horizons match (i.e. equality of equa-
tions 1 and 2). By comparing the statistical characteristics
of H i clouds over angular scales greater than these values,
we therefore obtain information about the initial conditions
in the universe.
2 ASTRONOMICAL DATA
2.1 Survey, data release and quasar catalogue
The quasar spectra used are from the SDSS. We use the
SDSS Data Release 12 (DR12) quasar catalogue (DR12Q;
Paˆris et al. 2017), providing a list of 297,301 quasars cov-
ering 9,376 square degrees, corresponding to 23% of the
sky. The Ly α forest redshift range covered by these data
is approximately 2 < z < 6, corresponding to 0.9 to 3.3
Gyr after the Big Bang for a standard ΛCDM cosmology.
Each sightline intersects hundreds of Lyα clouds. The 3-
dimensional volume probed by the data used in the analy-
sis described here amounts to 435 Gpc3. Since the empiri-
cal (i.e. SDSS) distribution of quasar redshifts falls sharply
from its peak at around z = 2.3, if we instead use the depth
range 2 < z < 4, the volume sampled is 236 Gpc3, or 2%
of the volume included within the radial distance to recom-
bination at z = 1100. Such a large effective survey volume
provides a cosmological probe of unprecedented sensitivity
with which to test fundamental assumptions underpinning
the standard cosmological model. The SDSS sky coverage
is naturally divided into two distinct patches: north Galac-
tic cap (NGC) and south Galactic cap (SGC). The angular
separation between the median NGC and SGC quasar po-
sitions is approximately 144 degrees. The right-hand panel
of Fig. 1 illustrates that most of the areas covered by the
NGC and SGC contain sight-lines along which, in the red-
shift range 2 < z < 4, no post-inflation causal connection has
ever existed.
Subsequent to the DR12 release, the data reduction
pipeline was significantly improved. Whilst damped Lyman
alpha (DLA) identification was available for DR12Q, no
DLA identification was available for the later quasar release,
DR14Q (Paˆris et al. 2018), at the time we carried out this
analysis. Therefore we employed the DR12Q quasar list but
made use of spectra processed with the DR14 pipeline. We
used quasar emission redshifts and other metadata reported
in DR14Q when available. For quasars missed in DR14Q
but present in DR12Q, we use metadata from the latter.
Data quality, reduction procedures, observational details,
are described extensively elsewhere (Dawson et al. 2013) and
we summarise only the key characteristics here: the median
spectral signal-to-noise (S/N) per pixel is ∼ 3.5, with 89 %
of the whole sample having a S/N per pixel of < 10. The
blue and red spectrograph arms cover the observed wave-
length ranges 3560 < λ < 10,400 A˚. The spectral resolution
is R = λ/∆λ ∼ 2000, varying across the wavelength range
covered and designed in general to give ∼ 3 pixels per res-
olution element (Smee et al. 2013). Individual Ly α forest
absorption lines are unresolved.
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2.2 Data pre-processing
In each spectrum, only valid pixels are used as set by the
pipeline. DLAs and sharp telluric features have been masked
out as described in Sections 2.2.1 and 2.2.2. The previously
reported flux calibration artefacts (Lee et al. 2013; Bautista
et al. 2017) have been corrected using a purposely-defined
correction vector as described in Section 2.2.3. All the quasar
spectra have been corrected for dust extinction using the
dust map by Schlegel et al. (1998) and the de-reddening
law from Fitzpatrick (1999). This dust correction is applied
subsequent to the flux calibration correction and before the
continuum fitting procedure which will be descibed in Sec-
tion 2.5. To investigate the robustness of our results to dust
corrections we also tried applying a different correction using
the recent dust map by Planck Collaboration et al. (2014)
and our results were found insensitive to the dust correc-
tions.
2.2.1 Removing DLA absorption systems and associated
metal lines
The H i profiles associated with DLA absorption systems are
very broad, spanning thousands of km/s. Strong associated
metal lines are seen from multiple species, some of which fall
in the Ly α forest. We remove these features as follows.
Two DLA catalogues from Noterdaeme et al. (2009,
2012) and Garnett et al. (2017) provide DLA absorption
redshifts and neutral hydrogen column densities. The for-
mer contains 34,050 DLA’s distributed over 26,312 sight-
lines. The latter, instead of providing a list of DLA’s, defines
the probabilities for each sightline to have a DLA along with
redshifts and column densities. We use these probabilities to
calculate Bayes factors (B). With the scale of Kass & Raftery
(1995), we consider real only those DLA’s that have a very
strong evidence of empirical support, i. e. 2 ln B > 10. This
leads to 35,848 sightlines with a DLA from the Garnett et
al catalogue.
For all the DLA’s from both catalogues, we mask all the
pixels at wavelengths around Ly α where residual flux I/I◦ =
e−τ < 95%. When a DLA is common to both catalogues, the
resulting mask is a union of the two individual masks. The
following approximation for a Voigt profile is used:
τ = Nσ = N
e2
mec3
Γλα
4pi
fαλα
(
λ
∆λ
)2
, (3)
where N is DLA’s H i column density, e is the electron charge
(in esu units), me is the electron mass, c is the speed of light;
Γ, λα, and fα are the sum of the Einstein A coefficients, the
central wavelength (1215.67 A˚), and the oscillator strength
of the Ly α transition, respectively, and ∆λ = λ − λα is a
deviation from the line center.
In addition to masking out regions containing damped
Lyα absorption, we also mask regions corresponding to
absorption by the most commonly seen metal transitions,
where those regions fall into our Lyα forest region of in-
terest. The following metal transitions are used: O i 1302,
C ii 1036, 1334, C iv 1548, 1550, Si ii 1190, 1193, 1260, 1304,
1526, Si iii 1206, Si iv 1393, 1402, Al ii 1670, Al iii 1854, 1862,
Fe ii 1144. We exclude ±200 km/s centered on the DLA red-
shift (an average velocity width for typical DLA kinematic
structure, Prochaska & Wolfe 1997; Zwaan et al. 2008).
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Figure 2. Top panel: The number of quasars (in thousands) from
the DR12Q catalogue that have a valid pixel, as set by the pipeline
(non-zero inverse variance and the and_mask bit set to zero), at
each wavelength. Bottom panel: The residual sky flux RMS (units:
10−17erg s−1 cm−2 A˚−1) in the sky fibres (blue) and the accepted
threshold (red). Pixels with RMS above the threshold are dis-
carded from the analysis. Two neighbouring pixels on either side
of the discarded pixels shortwards of 6500 A˚ are also discarded.
Finally, pixels outside of the wavelength range 3600− 10300 A˚ are
discarded. All pixels flagged as described above form the sky mask
used in this analysis.
2.2.2 Masking telluric emission and absorption features
Some pixels are inevitably contaminated by telluric emis-
sion/absorption. Although the data reduction pipeline pro-
cess automatically flags some of the affected regions for re-
moval (by setting zero inverse variance for contaminated pix-
els or/and setting the and_mask bit to 23), we still found a
significant number of pixels that were clearly affected and
needed identifying and removing. Fig. 2 (top panel) shows
the number of spectra that have a valid pixel, as flagged by
the pipeline, at each wavelength for all 297,301 quasars from
the DR12Q catalogue. The Figure shows that even in very
badly affected regions, some pixels still survive the auto-
matic pipeline flagging. If left as valid pixels, these regions
cause errors to the continuum fitting process. This prop-
agates through to the Ly α forest mean transmission esti-
mates. To eliminate these wavelength regions affected by
sky features, we use a technique similar to one described by
Lee et al. (2013). First, the RMS of the flux in the sky fibres
is calculated. All 228,117 sky fibres from the DR12Q plates
that have ZWARNING flag 1 unactivated and flag 2 activated
are used. Flag 1 indicates a lack of wavelength coverage. Flag
2, when unactivated, indicates a statistically confident ob-
ject detection. These cuts discard only 2% of the sky fibres.
Second, the RMS of the sky fibres is smoothed using a boxcar
filter of width 31 pixels. Then, pixels with RMS greater than
1.25 times the smoothed RMS function are flagged. This is
repeated iteratively until convergence. The final threshold
is shown in the bottom panel of Fig. 2. Third, two pixels
on either side of the flagged pixels for wavelengths below
6500 A˚ (where we measure the Lyα forest statistics) are also
flagged. Finally, pixels outside of the range 3600 − 10,300 A˚,
are flagged. All the pixels flagged in these four steps form
the sky mask and are not used in our analysis. The overall
procedure results in there being no valid pixels below 3614 A˚
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which thus defines our lower limit on quasar emission red-
shift.
2.2.3 Quasar spectral shape calibration using standard
star spectra
The pipeline reduction process includes the removal of in-
strumental sensitivity effects and correcting the observed
quasar spectra such that intrinsic spectral shapes are recov-
ered. This is done using correction functions derived from
standard star spectra. Refinements to this pipeline process
are discussed in section 5.2 of Lee et al. (2013). The pipeline
procedure provides a PCA model for each spectrum, used
for object classification (galaxy, quasar or star) and redshift
measurements (Bolton et al. 2012). The ratio of the flux
values in the actual spectrum to those in the PCA model is
expected to be 1 on average. However, systematic deviations
are seen, and the following procedure is used to measure a
correction vector.
For each quasar satisfying the four initial selection crite-
ria described in Section 2.6, we only use pixels with non-zero
inverse variance and and_mask set to 0, uncontaminated by
telluric features (the sky mask is used), and outside of the
±100 A˚ around each of the emission lines1. To avoid division
by zero we also exclude pixels where the model is less than
0.1. Pixels with flux deviating from the PCA model by more
that 3σ are discarded. Spectra that have no valid pixels left
after all the above filtering is applied or have normalised
χ2/dof > 1.2 in the valid pixels are discarded. The correc-
tion vector is given by the median of the flux-to-model ratio
from the remaining 235,919 quasars. Finally, we smooth the
correction by a nine pixel wide boxcar filter. Four sharp fea-
tures (3932.0− 3938.0 A˚, 3967.0− 3972.5 A˚, 6320.5− 6327.5 A˚
and 9009.0 − 9035.0 A˚), including the Galactic Ca ii absorp-
tion, are left unsmoothed and are not used in smoothing the
neighbouring pixels. All the quasar spectra in our analysis
are divided by this single smoothed correction vector, the
smooth red line in Fig. 3.
We also note a clear turn-down at the Ly α forest mean
transmission (the way we measure the transmission is de-
scribed in Section 3.1) curve below zabs ∼ 2.5 shown with
the green line in Fig. 3. The correction function (red line)
reveals this effect, which has previously been noted by e. g.
Bautista et al. (2017). The correction function illustrated
is determined directly from the PCA models provided with
each observed spectrum. To check this we calculated a new
correction function, following a similar procedure as above
but instead of using PCA models we used power-law con-
tinuum fits and measured the flux to continuum ratio in the
continuum fitting regions (continuum fitting is described in
Section 2.5). The result was very similar to the PCA method.
Both PCA and continuum correction functions reproduce
the same small-scale features and also reveal a turn-down
around zabs ∼ 2.5 when applied to the quasar spectra. The
reality of this apparent turn-down clearly needs checking
further, preferably using independent observations.
1 The list of emission lines was taken from http://classic.sdss.
org/dr7/algorithms/speclinefits.html#linelist.
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Figure 3. The flux calibration correction (red), corrected (green)
and uncorrected (blue) mean Lyα forest transmission measured
over the entire final sample. A constant vertical offset was given
to the blue curve to ease visual inspection. Only the wave-
length range corresponding to the absorption redshift range of
2 ≤ zabs ≤ 4 is shown while the correction spans the entire wave-
length coverage.
2.3 Composite spectrum
Fig. 4 shows composite quasar spectra for different redshift
bins: 2.0 ≤ zem < 2.5, 2.5 ≤ zem < 3.0, 3.0 ≤ zem < 3.5,
3.5 ≤ zem < 4.0 and 4.0 ≤ zem < 4.5. Before co-adding,
all the quasars are normalised such that their power-law
continua (continuum fitting is described in Section 2.5) are
equal to 1 at 1360 A˚, shifted to the quasar rest frame and
rebinned to the single wavelength scale with the SDSS pixel
size of ≈ 69 km/s. Only quasars that pass the selection crite-
ria (1)-(4) and (6)-(11) defined in Section 2.6 are used. Each
spectrum has been divided by the flux calibration correction
vector (Section 2.2.3) and corrected for dust extinction. A
simple (unweighted) mean is used for averaging. Only valid
pixels that satisfy the following criteria are used: non-zero
inverse variance, zero and_mask, and not being masked by
the sky mask (Section 2.2.2). The total number of quasars
that contribute to each redshift (from lower to higher) bin
is 81,597, 47,884, 18,375, 4265 and 781.
2.4 Ly α forest region used
The Lyα absorption spectral range chosen to measure the
H i characteristics was based on several considerations – see
Fig. 4. The lower limit of 1095 A˚ avoids the red wings of
the Ly β, Ovi, N ii emission lines and also emission from
a line at ∼ 1063 A˚ (tentatively ascribed to He ii plus other
unknown lines, Telfer et al. 2002). The upper limit 1160 A˚
avoids the blue wings of the C iii 1175, Lyα, and Nv emis-
sion lines as well as the quasar proximity effect region. The
range 1095− 1160 A˚ nevertheless contains several weak Fe iii
emission lines. In fact there is essentially no region com-
pletely devoid of weak emission. However, since we are in-
terested in comparative measures in this study, that is of no
concern.
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Figure 4. Composite quasar spectra for different redshift bins (coloured lines). The black dashed line is the mean power law continuum
averaged over all redshift bins. The inset illustrates the wavelength region between Lyα and Ly β emission lines. The Lyα forest region
where transmission is measured is shown by the shaded blue rectangle. The continuum fitting regions are shown by dark grey rectangles.
The light grey region is not used for continuum estimation but the continuum residuals in that region are used as a secondary goodness-
of-fit test. The short ticks show the wavelengths of strong emission lines, taken from Vanden Berk et al. (2001); Telfer et al. (2002).
2.5 Quasar continuum estimate
To calculate the fraction of light transmitted through the
Lyα forest, one needs an estimate of the unabsorbed quasar
continuum level. This is difficult to estimate locally (i. e.
within the forest itself) due to the spectral resolution and
S/N (individual absorption lines are unresolved and blended
weak absorption lines mimic a continuum depression). Con-
tinuum estimates have previously been derived for SDSS
spectra using principal component analysis (PCA) (Lee et al.
2012, 2013; Font-Ribera et al. 2012; Delubac et al. 2015).
However, the PCA method generally requires a rescaling
procedure to normalise the estimated PCA to the local Lyα
forest flux (Lee et al. 2012). This rescaling may dilute or
even remove any real large-scale anisotropies in the plane of
the sky, if present. We therefore instead estimate the Ly α
forest continuum by fitting a power-law to selected spectral
regions longwards of the Lyα emission line and extrapolate
to the Ly α region.
Power-law extrapolation across the Ly α emission line
also has problems. First, if the intrinsic quasar spectrum is
not a single power law but instead is a broken power law
(Zheng et al. 1997; Telfer et al. 2002), our extrapolated con-
tinuum may be placed slightly too high. However, it should
be noted that the wavelength at which the putative break
occurs is poorly determined (Telfer et al. 2002; Binette et al.
2008) and could even occur at a lower wavelength than the
lowest forest wavelength we use (or may not even exist at
all). Moreover, even if such a bias is caused, it can play no
role in emulating a cosmological anisotropy. Second, power-
law extrapolation does not account for weak emission lines
present in the forest, but the same argument concerning em-
ulating cosmological anisotropy applies. Therefore power-
law extrapolation is appropriate for our purposes. We fit
a power-law f (λ) = Cλα, where α is a spectral index, C
is a normalisation constant, and λ is wavelength, using se-
lected spectral ranges longwards of the Ly α emission line.
The following quasar rest-frame regions were used, chosen
by inspecting composite spectra – see Fig. 4, which appear
to be least contaminated by emission lines intrinsic to the
quasar itself: 1280 − 1290 A˚, 1317 − 1325 A˚, 1350 − 1360 A˚,
1445 − 1470 A˚, 2020 − 2045 A˚, 2190 − 2230 A˚.
Unidentified metal absorption lines which happen to fall
in any of the continuum fitting segments will bias the con-
tinuum fitting placement. To minimise this, in each of the
selected continuum segments, pixels with flux 3σ below the
mean flux in all other pixels in the segment are discarded.
This clipping is iterated until convergence, i. e. until no fur-
ther pixels are discarded. If, as a result of telluric feature
or bad pixel masking or metal clipping, there are less than
five valid pixels in a continuum segment, that segment is
discarded. Median fluxes and wavelengths in the continuum
fitting segments with enough valid pixels are calculated. The
final continuum estimate is derived by fitting to these me-
dian flux and wavelength points. Four example continuum
fits and spectra are illustrated in Fig. 5.
2.6 Quasar selection criteria
From our core sample of 297,301 quasars, we impose the
following selection procedures: (1) Broad Absorption Lines
quasars (BAL_FLAG_VI set to 1) are rejected; (2) the mean
S/N in five SDSS bands (SN_MEDIAN flag) must be ≥ 1; (3)
quasars should have reliable emission redshifts (ZWARNING
MNRAS 000, 1–12 (2019)
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Figure 5. Examples of continuum fits for randomly selected quasars from our final sample. In each panel: the blue and green histograms
are the flux and the 1σ error, respectively; the red solid line is the best continuum fit to the flux using the regions indicated by the six dark
grey vertical stripes. The extra region used to test goodness of the continuum fit is indicated by the light grey vertical stripe. The black
crosses indicate discarded pixels due to metal absorption in the continuum fitting regions. Pixels highlighted with the horizontal lines
below y = 0 are discarded due to the following reasons: either and_mask> 0 or zero inverse variance (purple), the sky mask (green), DLA
(red, center indicated by a vertical red dash-dotted line) or metal (blue) absorption. The Lyα forest region used to measure transmission
is shown by the blue vertical band. Strong emission lines are indicated by vertical dashed lines. The quasar plate-MJD-fiber, zem and
SNR, are shown in the insets.
set to 0); (4) emission redshifts reported in the quasar cat-
alogues and in the fits files should be within 0.1 of each
other (these first four criteria reduce the sample to 242,348
quasars); (5) given the quasar redshift distribution, the
SDSS wavelength coverage and the wavelength ranges of
contaminating telluric features, we only use Lyα forest data
within the absorption redshift range 2 ≤ zabs ≤ 4. This con-
straint reduces the sample further to 145,526 quasars.
To remove poor quality spectra, or spectra that may not
be quasars, or spectra with problems of various sorts, we im-
posed six additional criteria aimed at avoiding poor quasar
continuum estimates: (6) no more than two continuum fit-
ting regions have less than five valid pixels; (7) there must
be a positive median and weighted mean flux in all contin-
uum fitting regions; (8) spectral index calculated using both
the median and the weighted mean flux in the continuum
fitting regions is less or equal to 1 (to remove extreme val-
ues which are likely to be the result of continuum fits that
did not work – see Fig. 6); (9) the difference between the
spectral indices based on median and weighted mean flux in
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was divided by the value given on top of the panel.
the continuum fitting regions is less or equal to 0.4 (visual
inspection of a large number of continuum fits showed that
0.4 was a reasonable choice to strike a balance between en-
suring a robust continuum fit and avoiding discarding too
many good spectra); (10) the difference between the loga-
rithm of the normalisation constants of the continuum based
on median and weighted mean flux in the continuum fitting
regions is less or equal to 2 (same justification as above); (11)
continuum fitting residuals, based on median and weighted
mean flux, in all continuum fitting regions and one extra re-
gion (1690−1705 A˚ in the quasar rest frame) are less or equal
to 20 times the spectral error array value (same justification
as above).
The number of quasar spectra that passed all the above
selection criteria was 143,652. Of these, 142,661 spectra have
valid pixels in their Ly α forest region after all the pixel
masking steps (due to telluric features, DLAs and pipeline
flags) which form our final sample. Probability distributions
of the continuum fitting parameters in the final sample, sep-
arately for NGC and SGC as well as the difference between
the two, are shown in Fig. 6. Emission and absorption red-
shift probability distributions are shown in Fig. 7. Note,
neighbouring pixels in the absorption redshift distribution
are correlated, the correlation length is defined by the Lyα
forest region used (Section 2.4).
3 ANALYSIS
3.1 Mean H i transmission
The simplest H i absorption measure is the mean absorption,
averaged over a large number of contributing pixels. This
was first introduced by Oke & Korycansky (1982), averaging
0
2
4
6
n
(z
)
=
N
(z
)/
N
to
t
×10 2
NGC
SGC
0.0
0.5
1.0
1.5×10
3
NGC
SGC
2.5 3.0 3.5 4.0 4.5
Emission redshift
4
2
0
2
n
N
G
C
(z
)
−
n
S
G
C
(z
)
×10 3
2.0 2.5 3.0 3.5 4.0
Absorption redshift
6
4
2
0
2
×10 5
Figure 7. Top left: Emission redshift probability distributions
for the quasar samples used, NGC (blue) and SGC (orange). The
redshift bin width is ' 0.034. Lower left: The blue histogram illus-
trates the residuals for the plot above. The grey shaded area illus-
trates a ±1σ error estimate. Top right: Number of quasars that
contribute to each absorption redshift in the final samples, NGC
(blue) and SGC (orange). The sharp drops are pixels masked by
the sky mask. Lower right: Analagous to lower left. The y-axis on
each panel was divided by the value given on top of the panel.
over the entire Ly α forest wavelength range. Here we do not
do that but instead maintain the default SDSS spectral pixel
size of ≈ 69 km/s and compute
〈F(z)〉 = 1∑
i
wi(z)
∑
i
wi(z)
f iobs(z)
f ic (z)
=
1
N(z)
∑
i
Fi(z) (4)
where Fi(z) = wi(z) f iobs(z)/ f ic (z), f iobs(z) is the observed flux,
and f ic (z) is the unabsorbed continuum flux, wi(z) is the
weight array for the ith quasar where wi(z) = 1 if the pixel
is available and wi(z) = 0 if not, N(z) is the total number
of quasars that contribute to redshift z. The summation is
taken over all available quasar spectra and is not summed
over redshift (as indicated in equation 4 by expressing all
quantities as a function of z). We have used an unweighted
addition (i.e. wi(z) = 1 for available pixels) in order to avoid
a small number of very high S/N spectra dominating the
composite signal, else cosmic variance from individual Ly α
forest lines (rather than photon counting statistics) remains
in the co-added data and hence would be overly important.
The Lyα absorption spectral range chosen to measure the
mean transmission was described in Section 2.4.
3.2 H i fluctuations in the plane of the sky
To explore spatial structure in the plane of the sky, a
HEALPix2 visualisation is used. We compute equation (4)
for the entire final sample (i.e. NGC + SGC) and then com-
pute the transmission residuals in HEALPix pixel sizes of
0.84 degrees2 (NSIDE=64). This setting gives a median of 7
quasars per pixel, multiple quasars helping to reduce cosmic
variance from individual forest lines at any particular red-
shift. The transverse distance across one pixel corresponds
2 http://healpix.sourceforge.net
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to a comoving separation in the plane of the sky of ∼ 86Mpc
at z = 2, so spatial information on scales below that is lost.
For the ith quasar the average transmission residual
over the redshift shell z1 ≤ zabs < z2 is
hi,z =
1
Ni,z
z2∑
z1
(Fi(z) − 〈F(z)〉) (5)
where the summation is taken over all Ni,z valid pixels within
the redshift shell. If the redshift shell, ∆z, is too small, the
residuals are dominated by Lyα forest cosmic variance. The
larger the shell-depth ∆z, the more we smooth-out line-of-
sight details. We then average all measurements of hi,z that
fall in the same HEALPix pixel on the sky. We label each
pixel using a single integer j, although j actually maps into
the plane of the sky i.e. requires right ascension and decli-
nation to define it. For the jth pixel in the HEALPix map
we have
Hj,z =
1
Nj,z
N j,z∑
i
hi, j,z (6)
Nj,z is the number of quasars belonging to that HEALPix
pixel contributing to the required redshift range. HEALPix
pixels that have no quasars in them are masked. The set
of {Hj,z } represents a HEALPix map for the redshift shell
z. Fig. 8 illustrates the HEALPix map for a summation (in
equation 5) over the redshift range of 2 < z < 4. HEALPix
maps for narrower redshift shells of depth ∆z = 0.25 are
shown in Appendix A, Fig. A1 and A3. The top two panels
of Fig. 8 are derived using the Lyα forest regions discussed
above. The bottom panels are derived using “fake forest”
data which we shall discuss shortly. On the left, the data
are illustrated in raw HEALPix pixels and on the right a
smoothing using a Gaussian filter with FWHM 7 degrees
has been applied. Given the redshift distribution of the SDSS
quasars (Fig. 7), the signal is dominated by the low redshift
(2 < z < 2.5) quasars. Red areas indicate greater transmis-
sion (less absorption) and blue indicates less transmission
(more absorption) compared to the whole-sample mean.
An initial inspection (referring to the top right panel
of Fig. 8) suggests two characteristics. First, there are
low-amplitude correlated regions, extending across angular
scales of at least ∼ 40 degrees, corresponding to ∼ 4000 Mpc.
If real, such structures would be the largest ever detected.
Second, the SGC appears visually different to the NGC in
that it has slightly more H i absorption on average. If true,
this would indicate cosmological anisotropy. However, we
shall shortly show that both characteristics of the data are
unlikely to be real.
The fractional transmission fluctuation about the mean
value, in the plane of the sky and averaged over a given
redshift shell, is
∆F
F

z
=
1
〈Fz〉
√∑
j H2j,z
Nz
(7)
where Hj,z are the HEALPix map values defined in equa-
tion (6), Nz is the number of valid HEALPix pixels, and
〈Fz〉 is the mean transmission for the redshift shell z. Com-
puting equation (7) for a range of HEALPix pixel sizes finds,
as would be expected, that larger pixel sizes produce smaller
∆F/F, since Ly α forest cosmic variance becomes small. De-
grading the HEALPix resolution of course smoothes the
maps and equation (7) decreases from ∼ 10% to ∼ 3% for
NSIDE=64 to NSIDE=8.
3.3 Power spectrum analysis
The HEALPix anafast function provides power spectra of
the HEALPix maps illustrated in Fig. 8. To allow for the
SDSS partial sky coverage we Monte Carlo (MC) 10,000
maps, each map being a random re-assignment of quasars
to the observed sky positions. Fig. 9 illustrates the observed
angular power spectrum divided by the mean randomised
function for the HEALPix maps shown in Fig. 8. The left
panel in Fig. 9 is calculated for the map shown in the top
left panel of Fig. 8 (real Lyα forest). The right panel is cal-
culated for the map shown in the bottom left panel of Fig. 8
(fake forest, discussed below). Error contours (shaded ar-
eas) are the 68.3%, 95.4% and 99.7% confidence ranges in
the 10,000 randomised samples. The angular power spectra
are calculated from “raw”, i. e. non-smoothed, maps. Power
spectra for HEALPix maps measured in redshift shells of
depth ∆z = 0.25 are shown in Appendix A (Figs. A2 and
A4).
The left hand panel of Fig. 9 suggests the possible pres-
ence of significant spatial correlations in the plane of the
sky for multipoles l . 15 (or possibly also larger scales),
corresponding to angular scales on the sky of greater than
∼ 180/l = 12 degrees. The power spectrum also suggests pos-
sible excess power out to l ∼ 120. These values seem broadly
i.e. visually consistent with the top right HEALPix map in
Fig. 8.
3.4 NGC-SGC H i fluctuations
Since the SDSS quasar sky coverage is naturally divided into
two distinct patches, we compare the mean transmission
spectra (equation 4) for these two areas. The normalised
difference between them is given by
∆FNS(z) = 〈Fngc(z)〉 − 〈Fsgc(z)〉√
σ2ngc(z) + σ2sgc(z)
(8)
where the 〈Fngc(z)〉 and 〈Fsgc(z)〉 are given by equation (4),
σngc(z) and σsgc(z) are the standard errors on the mean
transmissions at NGC and SGC. The errors were also cal-
culated using a bootstrap simulation (10,000 trials) and the
agreement between the two found to be excellent.
The upper panel of Fig. 10 illustrates the mean trans-
missions at NGC and SGC, while the middle panel shows the
corresponding normalised residuals (equation 8) between the
two. An isotropic universe would be expected to produce
residuals which are on average zero. Consistency between
the NGC–SGC mean normalised residuals is parameterised
using
Ξ =
1
N
∑
z
∆F2NS(z). (9)
This quantity is analogous to the usual χ2 but we have
avoided the symbol as the data are not normally distributed.
The summation in equation (9) is taken over all valid pixels
in the redshift range 2 ≤ zabs ≤ 4 and N is the number of pix-
els valid in both NGC and SGC in that redshift range. The
normalised residuals shown in Fig. 10 deviate strongly from
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Figure 8. HEALPix map with NSIDE=64 of the residual Lyα forest mean transmission, Hz , calculated over the redshift range of
2 ≤ z ≤ 4. The equatorial coordinate system is used, with a central point at (120,0) in order to display NGC and SGC without
fragmentation. The Galactic plane is shown as a continuous black line passing through the Galactic centre. The dynamic range of each
plot is such that 98% of the data points are within saturation level. The top and bottom panels show maps for the real forest and fake
forest datasets, respectively. The right panels are the smoothed versions of the left panels. The smoothing was done with a Gaussian
kernel with fwhm= 7◦.
zero in the regions 2 < z < 2.5. The greater significance at the
low redshift end is partially caused by the quasar redshift
distributions (Fig. 7): the z < 2.5 residuals are far higher
S/N than z > 2.5. To quantify any difference between the
Ξ obtained using equation (9) with what we might expect
for a perfectly isotropic universe, a MC method is used. We
randomly re-assign quasar spectra to the actual quasar sky
positions and calculate Ξ as defined in equation (9). This is
repeated 100,000 times to obtain the statistical distribution.
As expected, the distribution peaks at unity. Empirically, in
this way, we would conclude that the probability that the
observed NGC-SGC normalised residuals could arise from
the same parent population is < 10−5.
The NGC patch is approximately three times larger
than the SGC (107,920 quasars vs 34,741). We thus split the
NGC up into three approximately equal-sized patches with
RA < 163.528, 163.528 ≤ RA < 205.528 and RA ≥ 205.528.
The mean transmission is re-computed for each patch and
normalised residuals again compared. The results of carrying
out the same procedure for all combinations of region-pairs
suggest the following. First, none of the three NGC patches
agree with the SGC patch. The three sets of normalised
residuals appear similar to each other in all three cases and
similar to the full NGC-SGC set. Second, inter-comparing
the three NGC patches with each other, the agreement is
far better. An analagous MC test with Ξ summed over the
same redshift range (2 < z < 4) does not find such noticeable
differences between the three NGC patches.
The findings above may suggest evidence for anisotropy,
although we show shortly that this is unlikely to be so and
demonstrate that the data are most likely consistent with
an isotropic universe.
3.5 Support for cosmological isotropy
Both the SDSS itself and the raw data processing procedures
are complex, involving many calibration steps. There are
multiple stages at which systematic errors could potentially
be introduced into the data. Considerable effort is made to
remove or minimise systematics before the data is released
to the community for scientific analysis (Bolton et al. 2012;
Abolfathi et al. 2018) but it is nevertheless possible some
remain. If systematics are present in the data that could be
responsible for the putative Lyα anisotropy, this ought to
be echoed in other rest-frame sections of the quasar spec-
tra. To explore this we defined a “fake forest” region close in
wavelength to the real Lyα forest but at wavelengths just
longwards of the Lyα emission line. We previously selected
six continuum fitting regions longwards of the Lyα emis-
sion line (Fig. 4). We retain the three rightmost regions as
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randomly shuffled samples. The left panel corresponds to the real forest (top left panel in Fig. 8) and the right panel corresponds to
the fake forest (bottom left panel in Fig. 8). The three shaded areas correspond to the 68.3%, 95.4% and 99.7% confidence ranges in the
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Figure 10. Top panel: Mean transmission measured in the NGC
(blue) and SGC (red). Middle panel: Normalised NGC–SGC
mean transmission residuals with Ξ = 1.778. Bottom panel: Nor-
malised NGC–SGC mean transmission residuals corrected by the
smoothed fake forest residuals with Ξ = 1.171. The horizontal
dashed lines in the middle and bottom panels indicate the ±1σ
confidence interval, assuming Gaussian statistics.
continuum fitting regions but now use the two leftmost re-
gions as “fake forest” regions, analysing those in the same
way as the real forest data. We discard one region so as
to closely match the continuum extrapolation distances for
fake and real samples. We note some differences between
the real and fake forest measurements. Firstly we use only
three continuum fitting regions for the fake forest but six
for the real forest. The continuum should thus be better de-
termined for the real forest. Secondly, the fake forest pixels
are at higher rest-frame wavelength, so the initial quasar se-
lection is slightly different and results in a higher redshift
sample overall. Apart from these differences, the fake forest
test should emulate the joint impact of all systematics in the
data.
The HEALPix map for the fake forest dataset is shown
in the lower panels of Fig. 8. Both the real and fake datasets
reveal similar anisotropic signals, suggesting the putative
anisotropy is caused by a systematic in the data. The power
spectrum for the fake forest dataset is shown in the right
panel of Fig. 9. The left (real forest) and right (fake for-
est) power spectra in this Figure appear similar. There are
nevertheless two interesting differences: (i) the power spec-
trum amplitude for the real forest is approximately twice
as high at low multipoles (. 15) as the fake forest, and (ii)
the real forest power spectrum suggests non-zero power out
to around l ∼ 120 whilst the fake forest does not. However,
given the MC error contours, these apparent differences may
suggest that despite the spatial systematics present in the
data, there may be some residual signal indicating large-
scale Ly α clustering. However, this cannot be considered
compelling and may simply be spurious or a consequence
of the differences between the real and fake forest data dis-
cussed above.
We test quantitatively whether the non-zero normalised
residuals seen in the real forest NGC-SGC transmission
curves can be explained by systematics revealed in the fake
data as follows. First, the fake forest non-normalised resid-
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uals are smoothed using a 501 pixel wide boxcar filter
φ(z) = boxcar501
(〈Ffakengc (z)〉 − 〈Ffakesgc (z)〉) (10)
where the F’s are measured using the fake forest data. The
real (non-normalised) NGC-SGC residual curve is corrected
by subtracting φ(z). The corresponding corrected normalised
residuals are shown in the bottom panel of Fig. 10, calculated
using equation (8). The important point to note here is the
drop in the value of Ξ (equation 9) from 1.778 to 1.171.
Correcting the real forest residuals by the fake forest curve
reveals the presence of a position-dependent systematic error
in the data that can emulate large-scale structure.
Given this fake forest correction, we MC the above pro-
cess by randomly shuffling the real and the fake datasets
100,000 times. Each time, a new correction (equation 10)
is measured and is subtracted from the real forest (ran-
domised). We find that 8% of the random realisations have
Ξ greater or equal to the value measured in the unshuffled
data. The interpretation of this is that the real forest NGC
and SGC transmission curves are consistent with each other
and hence that the data are consistent with an isotropic
universe.
Comparing the observed H i transmission curves for the
two volumes delineated by the redshift range covered and the
NGC and SGC sky areas provides a volume-specific measure
of isotropy as follows. The fractional difference between the
mean NGC and SGC transmission curves is
XNS =
1∑
z
w(z)
∑
z
w(z) 〈Fngc(z)〉 − 〈Fsgc(z)〉 − φ(z)
boxcar51(〈F(z)〉)
. (11)
The denominator on the right hand side is the mean trans-
mission over the whole sample (NGC+SGC), smoothed us-
ing a 51 pixel wide boxcar filter. The weights above are
w(z) = boxcar51(〈F(z)〉)2/(σ2ngc(z) + σ2sgc(z)) where the σ’s
are the same as in equation (8).
After the real forest transmission curves have been
corrected using the fake forest transmission curve, we get
XNS = −7.6× 10−4. To quantify the significance of this value
we ran a MC test with 100,000 realisations, randomly re-
allocating quasar spectra to existing sky positions. This re-
sults in 71% of the MC realisations with values of XNS as
large or larger than the observed value (the comparison is
done using absolute values) i. e. the two volumes subtended
by NCG and SGC are consistent with each other, implying
that there is no evidence for any departure from an isotropic
universe.
4 CONCLUSIONS
We have used the largest available sample of Lyα forest
data to check on cosmological isotropy. The cosmological
scales explored are the largest to date over the redshift range
2 < z < 4. Whilst the raw data indicate anisotropy, a detailed
assessment of potential systematics shows that the data are
consistent with an isotropic universe and hence with the
standard ΛCDM cosmological model. This conclusion is in-
dependent of results obtained using cosmic microwave back-
ground data.
A careful revision of the flux calibration procedures in
the SDSS data reduction pipeline is needed to remove the
sky position dependent systematics we have discovered. Any
further studies that attempt to measure the three dimen-
sional structure of neutral hydrogen over cosmological scales
using SDSS Lyα forest data need to account for spatially
correlated systematics.
Natural follow-on studies from the work presented in
this paper are cross-correlation tests with other matter dis-
tributions such as the CMB and quasar distributions. We
have not attempted this primarily because, given the spa-
tial systematics found, these systematics would merely be
propagated into cross-correlation analyses and the results
would be difficult to interpret.
Future surveys will impose tighter limits provided ob-
servational strategies are carefully considered. Such sur-
veys include LSST3, 4MOST (de Jong et al. 2012), DESI
(DESI Collaboration et al. 2016), MSE (Percival et al. 2019),
WEAVE-QSO (Pieri et al. 2016). We have seen in this anal-
ysis that experimental inaccuracies (perhaps associated with
astrometry errors or fibre-positioning errors) can lead to
quasar spectral shape systematics that vary with sky posi-
tion. The design of new surveys should take particular care
not to repeat this.
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APPENDIX A: SPATIAL STRUCTURES IN
DIFFERENT REDSHIFT SHELLS
Here we present detailed versions of Fig. 8 and 9 for different
redshift shells of depth ∆z = 0.25.
For the real forest, the HEALPix maps and the corre-
sponding normalised power spectra are shown in Fig. A1 and
A2, respectively. The high redshift shells (z > 3.5) are not
shown due to the rapid fall of the number of quasars at these
redshifts. For redshift shells 3 < z < 3.25 and 3.25 < z < 3.5,
since its HEALPix maps are sparse and noisy, we discard 2%
of outliers (spectra with equation 5 outside the 98% quan-
tiles) when calculating the power spectra given in the bot-
tom panels of Fig. A2.
For the fake forest, the HEALPix maps and the cor-
responding normalised power spectra are shown in Fig. A3
and A4, respectively. The absorption redshift distribution
is different for the real and fake forests because of the way
in which the latter is necessarily defined. This means that
corresponding redshift shell HEALPix maps and power spec-
tra for corresponding redshift shells have different S/N ra-
tios. For the lowest redshift shell (2 < z < 2.25), since its
HEALPix map is sparse and noisy, we discard 2% of outliers
(spectra with equation 5 outside the 98% quantiles) when
calculating the power spectrum given in the top left panel
of Fig. A4.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure A1. HEALPix maps with NSIDE=64 of the residual Lyα (real) forest mean transmission, Hz , calculated over different redshift
shells of depth ∆z = 0.25. The dynamic range of each plot is such that 98% of the data points are within saturation level. The smoothing
was done with a Gaussian kernel with fwhm= 7◦.
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Figure A2. The normalised power spectra for the (unsmoothed) HEALPix maps shown in Fig. A1. The shaded areas indicating error
contours are as described in Fig. 9
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Figure A3. HEALPix maps with NSIDE=64 of the residual fake forest mean transmission, Hz , calculated over different redshift shells
of depth ∆z = 0.25. The dynamic range of each plot is such that 98% of the data points are within saturation level. The smoothing was
done with a Gaussian kernel with fwhm= 7◦.
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Figure A4. The normalised power spectra for the (unsmoothed) HEALPix maps shown in Fig. A3. The shaded areas indicating error
contours are as described in Fig. 9
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