Let K be the closure of a bounded region in the complex plane with simply connected complement whose boundary is a piecewise analytic curve with at least one outward cusp. The asymptotics of zeros of Faber polynomials for K are not understood in this general setting. Joukowski airfoils provide a particular class of such sets. We determine the (unique) weak-* limit of the full sequence of normalized counting measures of the Faber polynomials for Joukowski airfoils; it is never equal to the potential-theoretic equilibrium measure of K. This implies that many of these airfoils admit an electrostatic skeleton and also explains an interesting class of examples of Ullman [11] related to Chebyshev quadrature.
1 Faber polynomials of a compact set K Let K ⊂ C be a compact set consisting of more than one point such that the unbounded component Ω of C \ K is simply connected. Let Φ be the (unique) conformal map from Ω to C \ D,
where D denotes the open unit disk, such that
We denote by Ψ the inverse map of Φ. Then
where c K denotes the logarithmic capacity of K. The Faber polynomials {F n } for K can be defined as follows:
Equivalently, Ψ (w) Ψ(w)
To see a natural connection with potential theory, note that P n (z) = c n K F n (z) are monic polynomials of degree n. By Cauchy's formula,
where γ = Ψ(C 1+ ) and C 1+ is the circle of radius 1 + centered at the origin. It follows from (1.2) that lim sup n→∞ P n 1/n K ≤ (1 + )c K ,
and letting go to 0 we obtain lim sup
Any monic polynomial p of degree n satisfies ||p|| K ≥ c n K so that, in fact,
Thus the P n are asymptotically extremal polynomials for K. Let
where z
n are the zeros of F n . We call µ n the normalized counting measure of F n . It follows that any weak-* subsequential limit µ of {µ n } has a balayage to ∂K which is the equilibrium measure µ K of K (cf., [9, Theorem III.4.7] ).
Ullman [10] proved a general result about limit points of zeros of the sequence of Faber polynomials {F n } ∞ n=1 for K. Building on Ullman's work, Kuijlaars and Saff [4] proved the following more refined result: If K o is connected and either 1. ∂K is not a piecewise analytic curve; or 2. ∂K is a piecewise analytic curve that has a singularity other than an outward cusp, then there is a subsequence of {µ n } which converges in the weak-* topology to µ K .
Here by "outward cusp" at z 0 ∈ ∂K we mean the exterior angle at z 0 is 2π. Suppose that K is the closure of a region bounded by a piecewise analytic curve L such that Ψ has at least one singularity on the unit circle T. Mina-Diaz [7] studied behavior of the Faber polynomials when L has no inner cusps (i.e., with exterior angle zero) but satisfying an extra condition when the singularities are only smooth corners (i.e., the exterior angle is π) and outer cusps. This extra condition is that the so-called Lehman expansion of Ψ about at least one of the singularities contains logarithmic terms, see [7, Assumption A.2] for details. In particular, in his setting, there is always a subsequence of the normalized counting measures {µ n } that converges in the weak-* topology to µ K . Indeed, the whole sequence {µ n } converges to µ K if L is a Jordan curve. By different methods, this last assertion was also proven to be true if L has an inner cusp, see [8, Corollary 3.2] .
To the best of our knowledge, other than the m−cusped hypocycloid studied by He and Saff [1] , there are no known results on asymptotics of {µ n } when the singularities of ∂K are only outward cusps, none of which satisfies the extra condition in [7] . In this note, we analyze the very natural case of Joukowski airfoils (described in the next section) and we describe precisely the (unique) weak-* limit of the full sequence {µ n } in the "real" setting (Section 3) and the "complex" setting (Section 4). In particular this limit measure is never equal to µ K and hence provides an electrostatic skeleton for K; see Remark 4.3. This also "explains" an interesting class of examples of Ullman [11] related to Chebyshev quadrature (Section 5).
Joukowski and Faber: our set-up
A natural way to construct regions bounded by a piecewise analytic curve with an outward cusp is to take a classical Joukowski airfoil. Mathematically, Ψ : {z : |z| > 1} → C \ K is the composition Ψ = J • T where
is the Joukowski map and ζ = T (z) = az + b with a, b ∈ C chosen so that −1 lies in the interior of K and 1 lies on ∂K, and here we have an outward cusp (notice that 1 and −1 are the points where the derivative of ζ + ζ −1 vanishes). Thus Ψ is a particular kind of rational exterior mapping function as studied by Liesen [5] (who utilizes (1.1)). Indeed,
In this case, it is clear that the expansion of Ψ near the singularity 1 does not contain any logarithmic terms. It will often be more convenient to write
Here R > 1 and θ ∈ (−π/2, π/2) must be chosen so that the circle
surrounds the point −1. Note that T (1) = 1 so that Ψ(1) = 1 and we do, indeed, have an outward cusp at z = 1. It follows that R cos θ > 1; i.e., Re (Re iθ ) > 1. Our Joukowski airfoil K is symmetric with respect to the real axis if and only if θ = 0 (of course R > 1); we will call this the real case. The relation between a, b, R, θ is
2)
The real case corresponds to b < 0. Returning to [5] , Liesen defines "shifted" Faber polynomials F n which, in our setting, are simply related to F n by an additive constant:
In his equation (19) he gives an explicit formula for F n . We modify his notation slightly to write
where
-thus our W is a 2 times that of Liesen while our V is a times his -and T n is the classical Chebyshev polynomial of the first kind:
Since T n is even if n is even and odd if n is odd, (2.4) is independent of the choice of the square root for V (z) 1/2 . We adopt the convention that
Even more explicitly, this gives
We study the asymptotics of z
n , the zeros of F n , and the corresponding normalized counting measures
For future use, we define
so that V (c) = 0. Note that U is defined and holomorphic in the complex plane outside of a branch cut joining c to infinity. From (2.4), the zeros of the shifted Faber polynomial F n other than c must occur at points z ∈ C such that U (z) ∈ [−1, 1]. Let Proof. We have U (z) : 
This gives a parameterization of the set A:
from which follows the assertions in the lemma. In particular, z = b for ρ = 0 and z = ±1 for ρ = 1. A direct calculation shows U (1/b) = 0. Using the parameterization, 1/b ∈ A occurs if and only if
Qualitatively we have three cases to consider/describe: The behavior of U (z) on [−1, 1] when b is real (and negative) is depicted in Figure 1 . Our discussion of the asymptotics of the zeros of F n , the Faber polynomials themselves, will involve the set A which is associated to the zeros of the shifted Faber polynomials F n . We separate into the real case (θ = 0) and the complex case (θ = 0) but a common ingredient will involve the circle
The equality in (2.12) follows from the definitions of V (z) and c. From our equations (2.4) and (2.3), F n (z) = 0 holds if and only if
We isolate a simple but important observation from (2.12):
if and only if z lies outside or on C b .
We will consider two subcases of our analysis of the asymptotics of the zeros of F n in each of the real and complex settings: whether or not the arc A and the circle C b intersect. We next determine when this occurs. 
and where x = e iα is the root of the equation
of modulus one. This root is unique if ρ = 0. When R cos θ = 3/2 the point of intersection is i b = −1 and when b is real,
Proof. The condition that z ∈ A ∩ C b entails
Clearly then |W (z)| = √ ρ|b|; and using the definitions
Replacing V (z) by W 2 (z)/ρ, we seek z satisfying
Writing W (z) = √ ρbe iα , we require x = e iα to satisfy the quadratic equation 
which is impossible. Next we claim that (2.15) cannot have (conjugate) reciprocal solutions x = βe iα and 1/x = β −1 e −iα with β = 1. For the sum x + 1/x has Im (x + 1/x) = (β − β −1 ) sin α which vanishes if and only if α = 0; this implies x and 1/x = 1/x are real with x · 1/x = 1 =
2 which is impossible. We conclude that (2.15) has a root of modulus one if and only if the polynomial x 2 + 2 √ ρx + d and its reciprocal dx 2 + 2 √ ρx + 1 share a common root; i.e., if the resultant of these polynomials vanishes. A calculation gives that the vanishing of the resultant is equivalent to
Using d = 1 − 1/b 2 and rewriting this in terms of b, we have 4ρ
which is (2.14). Note that if |b| is small, the center c = 1 2
(b + 1/b) of C b has large modulus. On the other hand, when |b| is small U (z) is very close to the identity and A stays in a fixed bounded region. Thus A ∩ C b = ∅ for such b. We characterize the values of b which correspond to the first time(s) when |b| is sufficiently large so that these sets intersect at a point. When this happens, by continuity this first intersection point must be at an endpoint of A; i.e., at 1 or −1. Then ρ = U 2 (z) = 1 and (2.14) becomes (b ± b) 2 = 1 which gives Re (b) = ±1/2. Since we require Re b < 0 we must have Re (b) = −1/2; i.e., R cos θ = 3/2. Using ρ = 1 in (2.15) we get, apriori, the roots 1/b − 1 and −1/b − 1. We require the root to have modulus one and |1/b − 1| = 1 implies |1 − b| = |b| which cannot occur if Re b < 0. Finally we arrive at the root
If R cos θ ≥ 3/2, the mapping
will be useful in the next sections. If b ∈ (−∞, −1], we take the simple arc A as a branch cut C for the square root; for b real we take C = [−1, 1]. Giving C a positive orientation from −1 to 1, for x ∈ C we write (φ b ) + (x) and (φ b ) − (x) for the limits of φ b (z) as z → x from the two sides of C. Note that φ b (z) = 1 since z + √ z 2 − 1 = 0; but there exist z with |φ b (z)| = 1 and these points will be of interest. Define the curve
This is a loop (closed curve) which is a portion of the curve
The curve L b , along with other curves of interest, are depicted in Figure 2 . We describe 
Hence, L b and C b intersect if and only if |b − ζ| = |b| and |ζb − 1| = |ζb| i.e., |b − ζ| = |b| and |ζ − b
Since a circle and a line intersect at most twice, there are at most two solutions to the above system of equations, which are easily seen to be reciprocals of each other. Thus, these two solutions are mapped by J to the same point, the unique point of intersection of L b and C b , which, moreover, has to be a double point of L b . Furthermore, this point equals i b . Indeed, on the one hand, i b ∈ C b . On the other hand, i b ∈ A which implies that To describe the asymptotics of the normalized counting measures {µ n } of the zeros of {F n }, we will need the equilibrium measure of the unit circle, T:
and the equilibrium measure of the interval [−1, 1]:
We recall that the normalized counting measures of the Chebyshev polynomials {T n } converge weak-* to µ [−1,1] . Finaly, given a measurable map f : A → B between two measure spaces and a measure ν on A, we write f * (ν) for the push-forward measure of ν under f .
Zero distribution: the real case
In this section, we assume θ = 0, i.e., b < 0; the real case. The zero distribution of some Faber polynomials in this case are shown in Figure 3 .
From Lemma 2.3, we distinguish two subcases: 1 < R ≤ 3/2 and R > 3/2. 
We adapt the argument of [11, p. 422] , (see also Section 5 on Chebyshev quadrature below). The values of the Chebyshev polynomial T n (x) for x ∈ [−1, 1] oscillate between −1 and 1, taking these values n times each, at x = cos t, t = 2kπ/n, k = 0, 1, ..., n − 1 for the value 1 and at x = cos t, t = (2k + 1)π/n, k = 0, 1, ..., n−1, for the value −1. It follows that between each n pairs of oscillations, i.e., between cos(2kπ/n) and cos((2k + 1)π/n), for each z ∈ [−1, 1] there is at least one value of x so that 2T n (x) = ). Formula (3.1) comes from the fact that, by definition of the push-forward measure, the density of (U −1 ) * (µ [−1,1] ) with respect to dx equals
which is easily seen to be equal to the expression in the right-hand side of (3.1).
We introduce some notation for the second case, R > 3/2. Recall that
is a loop which is symmetric about the real axis and contains the point i b = 1/2b where it has a corner. An example of such a loop is depicted in Figure 4 when R = 2.1. Define
is clearly a subarc of T from c + to c − = c + , traversed counterclockwise (notice that φ b (z) never takes the value 1), symmetric about the real axis. We denote this arc by (c + , c − ). We also define the real segment
Proof. In this case, using i b = 1/2b and Proposition 2. 
å n has real solutions z for z ∈ I b . Call these z (n) 1 , . . . , z (n) j(n) ∈ I b where j(n) ≤ n and define
Then, as in the previous result,
i.e., these real roots distribute asymptotically like (
Next, we show that 
. Now C b and C b are concentric with C b having a larger radius; thus by Proposition 2.2, F n has no roots on C b and hence none on A, other than those on I b .
We conclude that all remaining roots of F n occur at points z where u := U (z) ∈ [−1, 1]. We utilize the fact that the Chebyshev polynomials T n satisfy the asymptotic estimate
for u outside of the ellipse E ρ given by u = (w + w −1 )/2 with |w| = ρ > 1. This follows from the definition
where u = (w + w −1 )/2 and u ∈ [−1, 1] corresponds to |w| > 1. Thus for n large, roots z of F n with u = U (z) outside of E ρ satisfy
We first consider the equation
i.e.,
Recalling that ) is the subarc (c + , c − ) of T; moreover, the limit distribution of these roots is the push-forward under φ −1 b of the uniform measure η on T restricted to the arc (c + , c − ). Now, by the same computation as above, the roots of F n (z) with U (z) outside of E ρ satisfy
Hence, choosing ρ > 1 as close as we wish to 1, we see that all the roots of F n (z) accumulate on the loop L . This neighborhood has to be small enough so that excluding from the analysis the zeros of F n belonging to that neighborhood does not modify the limit distribution, but it must also be large enough so that the O-term decreases sufficiently fast with n. Consider an n-th root of unity a k := e 2ikπ/n lying in (c + , c − ) \ φ b (D b ) and a small circle C k of radius n −2 , centered at a k , so that C k does not contain or encircle any other n-th roots of unity. To show that the contour Γ k := φ −1 b (C k ) surrounds exactly one root of F n for n large enough, it is sufficent, by Rouché's theorem and in view of (3.4) , to show that
Consequently, the strict inequality (3.5) is satisfied for n large enough, independent of k, showing that the contour Γ k surrounds exactly one root of F n . Finally, it remains to check that the non-real roots of F n excluded from the above argument do not modify the limit distribution given in (3.2) . Equivalently, we show that the number of roots of F n already found is asymptotically equivalent to n. First, notice that the total mass of (φ while the total mass of (
Next, the number of n-th roots of unity that are contained in the image of
Hence an estimate for the number of roots of F n already found is n π
which is indeed asymptotically equivalent to n.
Zero distribution: the complex case
In this section we take θ = 0 (with R cos θ > 1). To describe the limit distribution of the zeros of the Faber polynomials, we essentially repeat the analysis performed in the real case (θ = 0), with some modifications. We recall that the arc A and the circle C b were defined in (2.10) and (2.12). When it exists, the intersection point i b of C b and A has been determined in Lemma 2.3. Figure  5 shows how the zeros of the Faber polynomials distribute, depending on whether or not C b and A intersect. Figure 6 shows the arc A where the zeros accumulate (C b and A do not intersect in that case). Figure 7 shows an example when C b and A intersect.
We consider two cases.
Theorem 4.1. For 1 < R cos θ ≤ 3/2, all zeros of F n (z) approach A as n → ∞ and
Proof. The difference with Theorem 3.1 is that here the zeros of F n need not lie on A but we first show that they do accumulate there. In this case, by Lemma 2.3, A is disjoint from C b . Thus we can take a simple, closed contour Γ which surrounds A and is disjoint from C b . If R cos θ = 3/2 we take Γ to contain the point −1. We claim that for z ∈ Γ, for n sufficiently large, we have the strict inequality
This is simply because the left side of (4.1) is |(−b/V (z) 1/2 ) n | which is at most 1 by Proposition 2.2; while the right side |2T n
The strict inequality continues to hold at z = −1 if R cos θ = 3/2 since the right side is 2 = 2|T n (−1)| while the left side is 1 since −1 ∈ C b and thus |b/V (−1)
1/2 | = 1. Now both
are holomorphic functions inside and on Γ; thus by Rouché's theorem, each has the same number of zeros -namely n -inside Γ. This argument holds for any such Γ; taking Γ closer and closer to A shows that all zeros of F n (z) approach A as n → ∞. Indeed, by choosing a small contour γ locally around each zero
ä which crosses A through the two consecutive extrema of this function around α k,n -so that (4.1) holds for all z ∈ γ -we can apply Rouché's theorem inside γ. Thus we obtain that the zeros of {F n } asymptotically distribute like the measure (U 4.7] that any weak-* subsequential limit µ of {µ n } has a balayage to ∂K which is the equilibrium measure µ K of K, Theorems 3.1 and 4.1 show that any Joukowski airfoil K with 1 < R cos θ ≤ 3/2 admits an electrostatic skeleton; i.e., a positive measure µ with closed support S in K where S has empty interior and connected complement such that the logarithmic potentials of µ and µ K agree (in our case) on C \ K. See [6] and [8] for more on this subject. 
Chebyshev quadrature
There is a connection between Faber polynomials and Chebyshev quadrature. Indeed, let µ K denote the equilibrium measure of K. Here we are back in the general situation where K ⊂ C is a compact set consisting of more than one point with the unbounded component Ω of C \ K being simply connected. We have the following observation of Kuijlaars ( [3, Lemma 3]): has the same moments as those of µ, hence is equal to µ, and thus the whole sequence µ n converges weak-* to µ. Indeed, he shows that
