Introduction 1
Over the past few years, automation of road vehicles has gained an increasing presence on at road junctions. Inspired by a study from Kumar and Toshniwal (2015) , the idea was to initially partition the data by a clustering technique for categorical data, and then apply the association 139 rule method on the data subsets to identify further parameters for the respective clusters.
140
The follow-up study will cover the right half of the chart, by evaluating the safety perfor-141 mance in a virtual simulation environment. The simulation models can be structured into 1) 142 road environment models (including pavement, roadside and environmental conditions such as 143 weather), 2) vehicle models (including sensor and control systems) and 3) driving (behaviour) 144 models. Each of these model groups has numerous parameters to set, leading to a high num-145 ber of possible combinations in the simulation runs. The method presented can aid engineers in 146 parametrizing the models and to select the parameters that were found to be critical.
147
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Parameter Variation presented in this paper The teams were responsible for collecting information at the scene of the accidents or, when 
Data collection
177
OTS is part of the RAIDS (Road accident in-depth studies) project, whose data query and 178 export tool was used to download all necessary data elements including collisions with the fol-179 lowing prerequisites:
180
• Junction type = "T or staggered junction", "Crossroads", "Multiple junction", "Other junc-tion" or "Using private drive or entrance"
182
• Police Accident Severity = "Fatal", "Serious" or "Slight" decided to analyze the data on the car driver level, i.e. every sample corresponds to one driver 187 involved in a crash, regardless if he/she was injured or not. This also means that every sample 188 contains a car driven by the respective driver. Consequently, if two or more vehicles are involved 189 in the same crash, the underlying crash and environment data is simply duplicated. Furthermore, 190 there should be at least one car (including car-derived VANs, minibuses and SUVs) involved.
191
This required a second query from the exported database as follows:
192
• Seating position of occupant = "Driver/Rider"
193
• At least 1 vehicle = "Car"
194
• Table 1 : Crash attributes used for k-medoid clustering (level 1)
As described above, the second-level attributes deliver more information on the accident 240 environment and causation. Most of the additional attribute groups in Table 2 are related to the 241 vehicle's path describing the road layout, e.g. road type, speed limit or curvature. The attribute 242 groups "collision code", "precipitating factor" and "driver injury" were added to the list to better 243 understand the accident circumstances. 
Further removal of unknowns
245
Samples with at least one unknown attribute value were removed as part of the data process-246 ing steps. This happened at two instances, namely 1) before computing the cluster with level-1 247 data and 2) before computing the rules with level-2 attributes for the data in each cluster. The 248 first removal of unknowns resulted in a final sample size of n = 1325 for clustering, including 249 n = 930 for T-junctions, n = 368 for crossroads and n = 27 for other or no junctions. The 250 frequencies of the attributes are given on the right-hand side in Table 1 . The second removal 251 of unknowns was done on the extended level-2 dataset. Therefore, the final overall sample size
252
(n = 1070) of the dataset used for the association rules is different to the clustering dataset (see the "Hamming distance" (Hamming, 1950; Wegner, 1960) or the "Jaccard coefficient" (Jaccard, 270 1901).
271
One of the most powerful and commonly used algorithm for k-medoids is PAM (Partitioning
272
Around Medoids) proposed by Kaufman and Rousseeuw (1990) . It proceeds in two steps as 5. If at least one medoid has changed, go to (3), else end the algorithm.
284
The PAM algorithm works effectively for relatively small datasets such as the underlying OTS 285 dataset. For larger datasets, alternative k-medoids algorithms should be used, such as CLARA
286
(Clustering Large Applications, Kaufman and Rousseeuw, 1990 ). 
Parameters used
288
The PAM algorithm was used, because it is most appropriate for the given sample size. The of mismatches between two vectors, thus it does not prefer 1s over 0s.
293
To study the separation of the resulting clusters, silhouette analysis (Rousseeuw, 1987) was clustering validity, and is used to choose the most appropriate number of clusters.
300
The best number of clusters k was achieved by iteratively stepping from k min = 2 to k max = 15 
311
The height of the silhouette represents the cluster size. For evaluating the best k, the average 312 silhouette value of all objects within a cluster is calculated and compared to the others. 
For itemsets, the support value gives the proportion of transactions t in the dataset, which 331 contains the itemset X. For rules, the support is defined as the support of all items in the rule, i.e.
Equivalently, the confidence measures the strength of the rules and gives the conditional 334 probability of the consequent Y given the antecendent X. In other words, it is the proportion of 335 the transactions that contains X, which also contains Y. all its subsets must also be infrequent and can be pruned. In contrary, any subset of a frequent 345 itemset must be frequent. By following this principle iteratively, the number of possible itemset 346 configurations can be reduced tremendously with a simple algorithm.
347
The second step is to generate rules from the frequent itemsets found in Step 1. Here, the confidence for this rule is given. Since the rules are generated from frequent itemsets, each one 351 also satisfies the minimum support. In this way, strong association rules can be found.
352
Depending on the data dimensionality, and on how low the minimum support and confidence ), also known as "interestingness".
If the lift value is less than 1, then the occurrence of X is negatively correlated with the 359 occurrence of Y, meaning that the occurrence of one likely leads to the absence of the other one.
360
If the resulting value is greater than 1, then X and Y are positively correlated, meaning that the 
Results
385
The crash dataset was divided into the two main junction types: 1) Three-legged T-junctions 
391
Furthermore, the number of intersection legs was found to be a significant variable to model in- The frequencies of each attribute within each cluster were compiled in a table to present the 412 results at a glance (see Table 3 ). T-C1  T-C2  T-C3  T-C4  T-C5  T-C6  T-C7  T-C8  T-C9  T-C10  T-C11  T-C12  T-C13   Sample size  212  90  62  62  102  43  63  83  52  46  38  42  35   MaxInj=Uninjured  0  11  7  8  15  9  63  7  0  0  4  2  5  MaxInj=Slight  212  69  52  42  78  30  0  68  45  0  29  0  25  MaxInj=SeriousFatal  0  10  3  12  9  4  0  8  7  46  5  40  5   JctShp=T-minLeft  195  0  1  0  0  0  58  3  51  41  0  1  0  JctShp=T-minRight  0  0  58  62  102  0  0  0  0  0  38  14  35  JctShp=T-termMaj  17  90  3  0  0  43  5  80  1  5  0  27  0   1stIntAct=Car  183  60  53  40  81  24  53  60  37  33  27  0  23  1stIntAct=LGV-HGV  18  6  5  4  5  2  7  2  5  5  4  3  2  1stIntAct=PTW  3  10  3  10  6  4  0  14  3  2  3  35  6  1stIntAct=Other  4  4  1  3  4  2  2  2  4  2  1  1  0  1stIntAct=Cycle  1  8  0  5  2  10  0  5  2  1  1  2  1  1stIntAct=Pedestrian  3  2  0  0  4  1  1  0  1  3  2  1  3   Manvr=GoingAheadOther  201  0  17  6  97  0  50  7  45  43  27  1  0  Manvr=Other  8  11  1  4  5  0  4  2  2  3 Cluster T-C1 is the largest cluster with a size of 212 crashes, from which all resulted in Level-1 Attribute Sample size  142  60  48  49  35  34   MaxInj=Uninjured  22  13  8  10  4  4  MaxInj=Slight  98  39  35  29  28  24  MaxInj=SeriousFatal  22  8  5  10  3  6   JctShp=X-minJoin  142  0  48  0  0  34  JctShp=X-brkMaj  0  60  0  49  35  0   1stIntAct=Car  118  44  38  39  30  28  1stIntAct=LGV-HGV  9  4  4  6  2  4  1stIntAct=PTW  3  7  1  3  1  0  1stIntAct=Other  3  1  1  0  0  2  1stIntAct=Cycle  2  2  4  1  1  0  1stIntAct=Pedestrian  7  2  0  0  1  0   Manvr=GoingAheadOther  116  32  25  35  25  29  Manvr=Other  4  0  0  0  0  1  Manvr=TurnL  5  9  2  2  1  1  Manvr=TurnR  15  19  21  12  9  3  Manvr=WaitTurnR  2  0  0  0  0  0   1stImpact=Back  12  5  0  0  0  0  1stImpact=Front  130  55  0  0  0  0  1stImpact=Nearside  0  0  48  0  35  0  1stImpact=Offside  0  0  0  49  0  34   Table 4 : Cluster results for four-legged junctions (k=6, n=368) from the total population in their attribute group.
473
Cluster X-C1 is the largest cluster with 142 samples, which seems to mainly include rear- T-C12 and T-C13, and from the crossroads clusters X-C1, X-C2, X-C4 and X-C6. All rules 494 obtained for each cluster are available as supplementary material to this paper.
495
As an example, Cluster T-C10 is selected for further explanation. Given the distributions in Table 3 , the cluster can be described as follows: The car hits another car with its front resulting 497 in serious or fatal injury, while going straight on a road with a minor road joining from the left.
498
A useful attribute to give a clearer indication about the crash circumstances is the collision 
525
While the rules in the tables are relatively easy to interpret, this is no more the case with 4-, 526 5-or 6-item rules, also due to the high number of obtained rules. Therefore, each set of rules
527
(comprising 2-to 6-item rules) was further visualized by directed graphs that were created from 
538
By visually inspecting the graphs and rules tables, the scenarios for this cluster can be de- another car B, which is emerging from a minor road on the left with the intention to turn right.
547
This happens on a single carriageway in a rural area with a speed limit of 40 mph or 50 mph at 548 an unsignalized junction, and is caused by B failing to give way. The surface is wet and A suffers 549 serious injury. cars (71.8%), motorcycles (9.7%) or goods vehicles (7.8%).
610
The low number of vulnerable road users is also a reason why the high-frequency scenarios at 611 three-legged junctions do not include any of the high-injury scenarios. However, the three-legged 612 junction scenarios include two rear-end collisions (T-5.1/5.2 and T-1.1), which are not included 613 in the high-injury scenarios. This is due to the fact that the injury outcome was found to be lower 614 for rear-end collisions than for angle collisions, which was also reported by Beck (2015) . The pre-crash scenarios described above build the foundation for further research on testing where A crosses the road and the trajectory of the opponent vehicle B, which is turning or going 647 straight, is more frequent and more severe than any other. 70% of all intersection accidents be-648 long to that scenario. This corresponds to the most frequent scenarios X-1.1, X-4.2, X-2.1 and 649 X-5.1, from which X-1.1 was also found as one of the high-injury scenarios.
650
Of all intersection-related crashes analysed by Choi (2010) 
