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In atom probe tomography (APT), some elements tend to ﬁeld evaporate preferentially in multi-hit
detection events. Boron (B) is one such element. It is thought that a large fraction of the B signal may be
lost during data acquisition and is not reported in the mass spectrum or in the 3-D APT reconstruction.
Understanding the relationship between the ﬁeld evaporation behavior of B and the limitations for
detecting multi-hit events can provide insight into the signal loss mechanism for B and may suggest ways
to improve B detection accuracy. The present work reports data for nominally pure B and for B-implanted
silicon (Si) (NIST-SRM2137) at dose levels two-orders of magnitude lower than previously studied by Da
Costa, et al. in 2012. Boron concentration proﬁles collected from SRM2137 specimens qualitatively
conﬁrmed a signal loss mechanism is at work in laser pulsed atom probe measurements of B in Si. Ion
correlation analysis was used to graphically demonstrate that the detector dead-time results in few same
isotope, same charge-state (SISCS) ion pairs being properly recorded in the multi-hit data, explaining
why B is consistently under-represented in quantitative analyses. Given the important role of detector
dead-time as a signal loss mechanism, the results from three different methods of estimating the de-
tector dead-time are presented. The ﬁndings of this study apply to all quantitative analyses that involve
multi-hit data, but the dead-time will have the greatest effect on the elements that have a signiﬁcant
quantity of ions detected in multi-hit events.
Published by Elsevier B.V.1. Introduction
The International Technology Roadmap for Semiconductors
(ITRS) has repeatedly listed accurate dopant proﬁling among the
technical requirements needed for modeling inputs and for the
creation of reference materials [1,2]. Additionally, the roadmap
states that “materials characterization … methods are needed for
control of … dopant positions, … and atomic concentrations re-
lative to device dimensions”. Atom probe tomography (APT) has
the required sub-nanometer spatial resolution (o0.2 nm lateral
and o0.1 nm along the analysis direction) [3] and high elemental
sensitivity (atom fraction less than 105) to meet these char-
acterization needs [4,5]. Moreover, the APT detection system can
detect all elements in the periodic table, and the elements can be
detected without prior knowledge of the specimen compositions and Technology, 100 Bureau
(F. Meisenkothen).[5,6]. Site speciﬁc specimen extraction via dual-beam focused ion
beam/scanning electron microscope (FIB/SEM) instruments has
facilitated the use of APT for semiconductor device analysis [4,5,7].
It has been demonstrated that APT can be used to measure dopant
proﬁles accurately in silicon (Si) with careful specimen preparation
and data acquisition techniques [8,9]. However, some elements,
such as boron (B), tend to ﬁeld evaporate preferentially in multi-
hit detection events, during APT [10–12]. The limited ability of the
atom probe detector to resolve multi-hit events, also known as ion
pile-up, has been identiﬁed as a mechanism through which pre-
ferential loss of signal for an elemental species can occur, thereby
causing inaccurate measurement of concentration and isotopic
abundance [13–18,56]. Boron is an important p-type dopant used
in the fabrication of microelectronic devices. Additionally, B has
been implicated in the formation of nano-scale defects, known as
boron interstitial clusters (BICs), in device structures. The BICs may
contain only a few atoms, but large defects contain hundreds of
atoms [19,20]. A large amount of the total B signal may be lost
during atom probe data acquisition [5,10] making it difﬁcult to
determine the local B dopant concentration and to detect BICs.
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of elements that are preferentially detected in multi-hit events,
such as B, can lead to improved measurement accuracy for semi-
conductor dopants, isotopic abundances, and quantitative analyses
in multi-component materials. Thus, the focus of this article is a
study of the ﬁeld evaporation behavior of high and minor-to-trace
concentrations of B in multi-hit events during pulsed-laser APT.
The work expands the range of study beyond that which had been
previously reported for high doses of B-implanted in Si
(11017 atoms cm2) [10]. The ﬁeld evaporation behavior of
nominally pure B, and B-implanted Si (11015 atoms cm2) was
studied using a state-of-the-art atom probe instrument with an
ultraviolet (UV) pulsed-laser and a three-anode delay line detector
(DLD) in the standard conﬁguration. The differences in mass
spectra for nominally pure B and 10B-implanted Si are discussed in
regards to apparent isotopic abundances. Ion correlation analyses
are presented to graphically demonstrate the effects of multiple
ion ﬁeld evaporation. An analytical solution is provided for the
depleted data zone boundary on the ion correlation histogram,
and is used to estimate the detector dead-time. The detector dead-
time is also estimated by a TOF-based ion correlation analysis and
a TOF ﬁlter method. The multi-hit event behavior of arsenic-im-
planted Si was analyzed with an earlier generation atom probe
instrument that has a known dead-time in order to conﬁrm the
dead-time analyses. The magnitude of the B signal loss is dis-
cussed. Additionally, the effects of ion pile-up on the isotopic
abundances of Si are included to demonstrate the important point
that the dead-time affects all elements in the multi-hit detection
events.
1.1. Multi-hit events
A multi-hit event is deﬁned as a detection event in which more
than one ion is detected in association with a given laser pulse (or
voltage pulse). Multi-hit events, also referred to as multiples, are
denoted by an event multiplicity that speciﬁes the number of
constituent ions within the detection event, e.g. multiplicity-2
[15,21]. The physical mechanism for ﬁeld evaporation of multiple
ions has been attributed to chemical and geometrical effects that
include differences in the local bonding environment for atoms on
the specimen surface and the different evaporation ﬁelds that are
required to ionize the constituent atomic species [13,15,22,23].
During pulsed-laser or pulsed-voltage APT, the ﬁeld evaporated
ions travel to a position sensitive detector that records the posi-
tions of the incident ions in the x–y plane [24–26]. State-of-the-art
detectors in commercial CAMECA1 local-electrode atom probe
(LEAP
s
) instruments employ micro-channel plates (MCPs) in front
of crossed helical or serpentine DLDs in order to detect the in-
cident ions. The z-position is determined from the ﬁeld evapora-
tion sequence of each ion, and the mass-to-charge-state ratio (m/
n) is determined from the time-of-ﬂight (TOF) [27–30].
The crossed helical or serpentine DLDs that are used for ion
detection have a limited ability to resolve multi-hit events. When
multiple ions impact the detector between successive pulses, the
constituent ions of the multi-hit event need to be properly iden-
tiﬁed through the timing signals that were recorded by the DLD
anodes. The signal pulses, each typically o5 ns in duration [31],
are created by the electron cloud cascade that is generated by an
ion impact on the MCP. A typical DLD system has an electronic1 Disclaimer
Certain commercial equipment, instruments, or materials are identiﬁed in this
paper in order to specify the experimental procedure adequately. Such identiﬁca-
tion is not intended to imply recommendation or endorsement by the National
Institute of Standards and Technology, nor is it intended to imply that the materials
or equipment identiﬁed are necessarily the best available for the purpose.dead-time that is between 5 and 20 ns depending on the design
[32–34]. During this dead-time, multiple ion impacts on the de-
tector cannot be differentiated from one another, i.e. the system
perceives the multi-hit event as a single-hit event. The effect is
also referred to as ion pile-up [16–18,35,36]. However, if the
constituent ions in the multi-hit event arrive sufﬁciently far apart
on the detector, the spatial difference can permit the individual
ions of the multi-hit event to be resolved even if the ions have the
same TOF. The dead-time thus corresponds to a physical dead-
zone that surrounds each ion impact site, where a second ion
cannot be detected if it arrives within a speciﬁed time interval
[34].
Recent studies on the behavior of the ions that comprise multi-
hit events indicate that they are closely correlated in space and
time [15,22,37,38], while ions uncorrelated with the pulse tend to
be single-hit events that contribute to the background noise signal
[15,38]. Hence, ﬁltering techniques can be used to extract the ion
information for the high-multiplicity events, and thereby provide
a mass spectrum that has an improved signal-to-noise ratio [15].
Furthermore, since some elements are more prone to ﬁeld eva-
porate in multi-hit events [9,11–15], a similar ﬁltering scheme can
be used to enhance detection sensitivity for these elements.
Atomic species that are prone to ﬁeld evaporate in multi-hit events
are susceptible to a preferential signal loss due to the aforemen-
tioned detector dead-time and the DLD dead-zone. The effect of
signal loss for a particular species is loss of accuracy in measured
elemental concentrations and isotopic abundances [13–18].2. Experimental
2.1. Materials
Two different specimen materials containing B were used in
this study. One of the materials, nominally pure B, was chosen to
represent a very high concentration of B. The second material was
the National Institute of Standards and Technology (NIST) Stan-
dard Reference Material (SRM) 2137 (B implanted in Si), which was
developed as a calibration standard for minor and trace con-
centrations of B in a Si matrix during secondary ion mass spec-
trometry (SIMS) [39,40]. The SRM2137 wafer substrate consists of
a single crystal of [100] oriented n-type Si. The wafer was im-
planted with 28Si at the surface in order to make this region ap-
pear amorphous to the 10B ion beam that was later used to implant
the B. The retained dose of 10B is about 11015 atoms cm2 and
the depth proﬁle has a peak concentration at about 188 nm below
the surface. In order to preserve the implant zone during the APT
specimen preparations, the SRM2137 material was coated with
o100 nm thick layer of sputter deposited Si in a SBT1 IBS/e system
prior to ion milling in the dual-beam FIB/SEM instrument. Three Si
pre-sharp specimens (commercially available from CAMECA) were
also used in this study, as well as a B-doped Si nanowire (SiNW)
that was grown at NIST via chemical vapor deposition (CVD). The
data from the SiNW specimen was used solely to map the detector
dead-zone.
Additionally, an arsenic-implanted Si wafer was used in this
study to provide a comparative reference with an earlier genera-
tion atom probe instrument, as described below. The wafer was
implanted with arsenic (As) at 50 keV with a dose of 2 1015×
atoms cm2. The wafer was subsequently capped with CVD poly-
Si, annealed at 600 °C, and then spike annealed at 1000 °C. A
o100 nm thick layer of nickel (Ni) was deposited on the surface in
an SBT IBS/e system prior to ion milling in the dual-beam FIB/SEM
instrument.
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The B and SRM2137 APT specimens were prepared with a FEI
Nova 600 dual-beam FIB/SEM instrument. An in-situ lift-out
technique was employed to remove a rectangular wedge of spe-
cimen material for placement on Si micro-tip post arrays [7,41]
that are available from CAMECA. An annular milling procedure
that minimizes gallium (Ga) ion implantation was followed [42].
The ion beam was then set to 5 keV and 28 pA and allowed to
raster over the specimen and surrounding areas for E10 s to re-
move material that had been damaged by the 30 keV Ga ion beam
annular milling operation [43]. The arsenic-implanted Si specimen
was also prepared using a similar conventional in-situ lift-out
technique and annular milling procedure in a dual-beam FIB/SEM
instrument. The three Si pre-sharp specimens did not require any
specimen preparation prior to analysis. The SiNW specimen was
lifted from the growth substrate and transferred to a Si micro-tip
post via in-situ lift-out in the dual-beam FIB/SEM instrument using
only the electron beam for imaging and platinum (Pt) deposition.2.3. Atom probe tomography instruments
A CAMECA LEAP
s
4000X-Si/HR instrument was employed to
acquire the data for all of the specimens except the arsenic-im-
planted Si. The specimen acquisition conditions are provided in
Table 1. The ﬂight path length for the HR conﬁguration is ﬁxed at
approximately 382 mm. A ﬂight path length of 90 mm was used
for the Si conﬁguration. The instrument is equipped with a 355 nm
wavelength UV pulsed-laser. The laser polarization direction was
chosen to be parallel to the specimen axis in an effort to maximize
the efﬁciency with which the specimen is heated [44]. The data
acquired with the HR instrument conﬁguration was used solely to
demonstrate qualitatively that a loss of the B signal occurs in the
LEAP
s
4000X-HR conﬁguration as well as the LEAP
s
4000X-Si
conﬁguration. The active area of the MCP in the LEAP
s
4000X-Si
instrument is nominally 75 mm, whereas that for the LEAP
s
4000X-HR is nominally 37 mm. The LEAP
s
4000X uses a three
anode DLD.
A pre-2006 model year LEAP
s
3000X-Si instrument with a
straight ﬂight path of 84 mm was employed for data acquisition of
the arsenic-implanted Si specimen. The instrument is equipped
with a 532 nm wavelength green pulsed-laser. The signiﬁcance of
the data from this instrument lies in the fact that it used an earlier
style DLD system with two anodes and a known dead-time of
approximately 18 ns–20 ns permitting comparison with the state-
of-the art atom probe instruments and veriﬁcation of the dead-
time estimations. The active area of the MCP in the LEAP
s
3000X-
Si instrument is nominally 75 mm.Table 1
Ion counts, by isotope and charge-state, for nominally pure boron.
Material Instrument Flight
path
Temperature Laser pulse
(mm) (K) (pJ)
B LEAP 4000X-Si 90 40 20
B LEAP 4000X-Si 90 40 30
Si LEAP 4000X-Si 90 40 1,2,4,8,16,32
Si LEAP 4000X-Si 90 40 64
Si LEAP 4000X-Si 90 40 Voltage puls
Si(B)-NW LEAP 4000X-Si 90 40 20
SRM2137 LEAP 4000X-Si 90 40 20
SRM2137 LEAP 4000X-HR 382 30 35
Si(As) LEAP 3000X-Sia 84 30 1000
a The LEAP 3000X-Si instrument uses a 532 nm wavelength green laser.2.4. APT data reconstruction and analysis
The reconstruction and data analysis were performed with the
CAMECA Integrated Visualization and Analysis Software (IVAS
s
),
version 3.6.6 following standard procedures [27–29,45]. After the
reconstruction was completed, the mass spectrum for each dataset
was partitioned into three subset mass spectra; one that contained
only single hit events, one that contained only multi-hit events,
and one that contained both single and multi-hit events. A linear
ﬁt to the background was used to estimate and remove the
background signal from the mass spectra. Two ion ranges near to,
but not including, the B peaks were deﬁned and used to estimate
the average background counts per channel that would deﬁne the
linear ﬁt under the peak.
The individual ion information from the dataset was exported
to a binary n.ePOS data ﬁle in order to analyze the data. Details of
the information contained in the n.ePOS ﬁle can be found in the
following references [46,47]. A custom algorithm was used to read
and ﬁlter the ion data in the n.ePOS data ﬁles. The algorithm is
designed to search, sort, and extract speciﬁc ion data, based on a
deﬁned set of criteria. The extracted ion information was used to
study the relationships between the individual ions in the multi-
hit events and to plot mass spectra, multiplicity frequency dis-
tributions, and ion correlation histograms. The ion correlation
analyses graphically demonstrate relationships between the con-
stituent ions of each multi-hit event and provides insight into the
ﬁeld evaporation behavior of a material under a given set of ac-
quisition conditions [33,48]. In this study, the (m/n) ratio or TOF
from the ﬁrst ion in the multi-hit event (also denoted ﬁrst-of-
multiples) was plotted versus the (m/n) ratio or TOF from the
second ion in the multi-hit event (also denoted second-of-multi-
ples). The resulting two-dimensional (2-D) ion correlation histo-
grams provide a means for detecting and identifying complex ions,
molecular ions, and neutral species through ion dissociation re-
actions that appear as curved tracks in the histogram [48,49]. The
histograms also indicate sympathetic or co-evaporation events,
where one speciﬁc type of ion consistently and simultaneously
ﬁeld evaporates with another speciﬁc type of ion. The co-eva-
poration events include the coincidence points, which are points
generated by the ions comprising the major (m/n) ratio peaks in
the mass spectrum, and also provide a method for identifying the
ions that comprise the corresponding peak tails [48].3. Results and discussion
3.1. Boron depth proﬁles – conﬁrmation of signal loss
Fig. 1 provides a comparison of the 10B concentration depth
proﬁle, as measured by SIMS and reported in the NIST SRM2137energy Pulse frequency Detection rate Chamber pressure
(kHz) (%) (Pa)
500 0.2 1.2108
500 0.2 1.2108
500 0.5 1.3108
500 0.5 1.3108
ed (15%PF) 200 1 1.2108
500 1 6.7108
500 0.2 1.2108
250 1 6.7108
250 0.5 6.7108
Fig. 1. Concentration depth proﬁles for 10B in SRM2137 (smoothed by adjacent
point averaging). The red squares indicate the SIMS data listed in the SRM certiﬁ-
cate. The blue triangles (4000X-Si) and green circles (4000X-HR) indicate the APT
data. (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.)
Fig. 2. Mass spectra sections for nominally pure B analyzed at a laser pulse energy
of (a) 30 pJ and (b) 20 pJ. The red ﬁlled trace indicates the single detection events,
while the blue unﬁlled trace indicates the multi-hit detection events. The (m/n)
ratios for the multi-hit mass spectra have been shifted to the right by 0.1 Da for
clarity. (For interpretation of the references to color in this ﬁgure legend, the reader
is referred to the web version of this article.)
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measured by APT. Since the implant zone was amorphized, no
crystallographic features are available in the APT data set for use as
an internal length scale calibration [8] for the 3-D reconstruction
parameters. The APT data length scales have been normalized to
the SIMS data length scale in order to bring the peak centroids of
the three data sets into alignment with one another. The in-
tegrated areas under the curves indicate that approximately 23%
(Si conﬁguration) to 36% (HR conﬁguration) of the B signal has
been lost in the APT data, relative to the SIMS data, thereby
verifying a loss mechanism is at work.
3.2. Mass spectra
Sections of the mass spectra for the nominally pure B speci-
mens are illustrated in Fig. 2(a)–(b). The (m/n) ratios for the multi-
hit mass spectra have been shifted to the right by 0.1 Da in the
ﬁgures to make it easier to distinguish between the single-hit (red
ﬁlled trace) and the multi-hit (blue trace) spectra. Boron has two
naturally occurring isotopes, 10B and 11B, with nominal fractional
isotopic abundances of 0.199 and 0.801, respectively, although
there is some natural isotopic variation. At a speciﬁc charge-state,
the expected ratio of the natural isotopic abundances in the mass
spectrum is 0.248. Table 2 lists, by isotope and charge-state, the
background corrected counts for each major peak in the nominally
pure B mass spectra. The square root of the counted number was
used as a measure of uncertainty. The ratio of the 10B peak counts
to the 11B peak counts indicates that the reported isotope abun-
dances in the multi-hit data are markedly different between the
1þ and 2þ charge-states. The measured isotopic abundance ratio
for the 1þ charge-state in the multi-hit spectra are 0.5270.03 for
the 30 pJ acquisition and 0.5170.01 for the 20 pJ acquisition, both
of which are greater than the naturally occurring ratio. The mea-
sured isotopic abundance ratios for the 2þ charge-state are
0.3670.02 for the 30 pJ acquisition and 0.3970.01 for the 20 pJ
acquisition, both of which are also greater than the naturally oc-
curring ratio. The relative error was deﬁned as the measured 10B to
11B count ratio divided by the naturally occurring 10B to 11B
abundance ratio. The 10B to 11B count ratios indicate that the major
isotope, 11B, is consistently under-represented, relative to the
minor isotope, 10B. A suppression of the reported major isotopeabundance has been previously reported for Fe and C [18], and for
B in metallic glasses [50] in connection with ion pile-up related
signal loss. The same trend is observed here in the single-hit mass
spectra, but to a lesser extent, for reasons that are not yet under-
stood. Fig. 2(a) and (b) demonstrate that the tail can have a dif-
ferent shape between two data sets indicating that the acquisition
conditions inﬂuence the shape of the tails. The exact shapes that
deﬁne the peak and tails in the mass spectra are unknown and
complex in nature. The number of ions detected for the 11B peak is
over-counted due to the inﬂuence of ions from the 10B tail, and
thus the 10B to 11B count ratio should be higher than is reported in
Table 2. No B hydride complex ion peak, i.e. 11B1H, was observed in
the mass spectrum, indicating that there should be no 10B1H
contribution to the 11B peak. Table 2 also indicates that the num-
ber of higher charge-state ions is greater in the multi-hit spectra
than in the single hit spectra, which is clearly visible in Fig. 2
(a) and (b), and is expected [12]. The mass spectra also contain
other isotopic abundance anomalies. For example, in Fig. 2(a), the
10B1þ peak of the single-hit and the multi-hit spectra have ap-
proximately the same number of counts. The expectation is that
Table 2
Ion counts, by isotope and charge-state, for nominally pure boron.
Ions Singles (30 pJ) Multi-hit (30 pJ) All hits (30 pJ) Singles (20 pJ) Multi-hit (20 pJ) All hits (20 pJ)
(counts) (counts) (counts) (counts) (counts) (counts)
10B1þ 1186734 1144734 2138746 4685768 7565787 114217107
11B1þ 4227765 2200747 5770776 170417131 148967122 292807171
10B/11B ratio 0.2870.01 0.5270.03 0.3770.01 0.2770.01 0.5170.01 0.3970.01
Rel. error (%) 12 108 48 10 103 56
10B2þ 426721 1384737 1776742 2860753 9588798 124487112
11B2þ 1561740 3826762 5334773 112037106 249017158 356497189
10B/11B ratio 0.2770.02 0.3670.02 0.3370.01 0.2670.01 0.3970.01 0.3570.01
Rel. error (%) 9 45 33 2 54 40
Fig. 3. Mass spectra sections for SRM2137 acquired on the 4000X-Si instrument at
20 pJ for single-hit (red ﬁlled trace) and multi-hit (blue trace) events. The (m/n)
ratios for the multi-hit mass spectra have been shifted to the right by 0.1 Da for
clarity. (For interpretation of the references to color in this ﬁgure legend, the reader
is referred to the web version of this article.)
Fig. 4. Multiples-only mass spectra for Si pre-sharp specimens. The vertical axis
has been normalized to the height of the 28Si2þ peak to show that the reported
isotopic abundance, indicated by the relative height of the 30Si2þ peak, varies with
acquisition conditions. The height ratio between the 30Si2þ peak and the 28Si2þ
peak should be about 0.034 as indicated by the horizontal black dotted line. Gen-
erally, the number of multi-hit events decreases as the laser pulse energy is in-
creased on the Si. (For color interpretation of this ﬁgure, the reader is referred to
the web version of this article.)
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mately equal in counts. However, the single-hit 11B1þ peak has
almost twice as many counts as the corresponding peak in the
multi-hit spectrum. As a second example, the 11B1þ peak max-
imum in the single-hit spectrum of Fig. 2(b) has more counts than
the corresponding peak in the multi-hit spectrum. Therefore, one
would expect that the 10B1þ peak in the single-hit spectrum will
have more counts than the corresponding peak in the multi-hit
spectrum. However, Fig. 2(b) shows that the opposite is true.
Mass spectra sections for the SRM2137 specimen are provided
in Fig. 3. The (m/n) ratios for the multi-hit mass spectrum have
been shifted to the right by 0.1 Da in the ﬁgure to make it easier to
distinguish between the single-hit (red ﬁlled trace) and the multi-
hit (blue trace) spectra. As with the nominally pure B specimens,
the 2þ charge state is preferentially detected in the multi-hit
spectrum. Since the SRM2137 material is implanted with 10B, a
discussion of isotopic abundance would not be meaningful for this
specimen.
Similar isotope ratio measurement bias can be observed for the
other elements that are detected in the multi-hit events. The
multiples-only mass spectra for two Si pre-sharp specimens are
shown in Fig. 4. The number of counts in each bin on the mass
spectrum has been normalized to the peak height intensity of the
28Si2þ peak to show that the reported isotopic abundance, in-
dicated by the relative height of the 30Si2þ peak, varies with ac-
quisition conditions. The height ratio between the 30Si2þ peak and
the 28Si2þ peak should be about 0.034 for natural isotopicabundance, as indicated on Fig. 4 (black dotted horizontal line).
Generally, for the Si data sets, the number of multi-hit events
decreased as the laser pulse energy used during acquisition was
increased. For example, approximately 11% of the detection events
were multi-hit events at 1 pJ; however, only about 3.5% of the
detection events were reported as multi-hit events at 64 pJ. A si-
milar relationship between increased laser pulse energy and de-
creased multi-hit detection events has been reported in a study on
Ti–Si–N [21]. As with the nominally pure B specimens, the isotope
abundance in the multiples-only mass spectrum indicates that the
major isotope, 28Si, is under-represented. In this case, the peak-to-
background ratios were in excess of 50 prior to normalization, and
the tails from adjacent peaks do not add a signiﬁcant contribution
to the peak intensity. Further, any contributions to the peak in-
tensities from Si hydride complex ions were insigniﬁcant. No
discernable Si hydride complex ion peaks were observed in the
mass spectra, e.g. at 15.5 Da or at 31 Da, and the sum of the hy-
drogen signals at 1 Da and 2 Da was found to increase as the laser
pulse energy was increased from 1 pJ to 32 pJ on the one speci-
men. Therefore, the effects of DC ﬁeld evaporation, noise, changing
tail shapes, and Si hydride complex ions do not make a signiﬁcant
contribution to the relative isotopic abundances shown in Fig. 4,
while the number of multi-hit events is correlated to the observed
trend with laser pulse energy. Therefore, since the apparent
Fig. 5. Mass-to-charge ratio ion correlation histograms for (a) nominally pure B
(20 pJ) and (b) SRM2137 (LEAP
s
4000X-Si instrument) APT specimens. The diagonal
red reference line indicates y¼x. A depleted data zone is present adjacent to the
y¼x line. In (a), SISCS ion pairs that are absent are indicated by dotted circles and a
delayed evaporation track is indicated by the blue dashed oval on the plot. The
arrow shows a coincidence point related to the 10B2þ and 10B1þ peaks in the mass
spectrum. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article.)
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care must be exercised when using isotopic abundances for the
deconvolution of overlapping peaks in the mass spectrum or for
estimating the loss of signal due to dead-time effects. Further-
more, when possible, acquisition conditions should be chosen to
minimize the number of multi-hit detection events.
In regards to the isotopic variations that were noted above for
B, a quantum tunneling mechanism has been previously proposed
and used to partially explain relative isotopic abundance variations
that can occur within a given charge state for B [11,12,50]. How-
ever, the tunneling mechanism alone cannot explain the con-
sistent under-representation of the major isotope that has been
observed here for laser pulsed, i.e. thermally activated evapora-
tion, of B and Si, or the loss of 10B ion counts in monoisotopic 10B
implants. Detector dead-time effects are a possible explanation for
these phenomena.3.3. Ion correlation analysis
3.3.1. Two-dimensional ion correlation histograms
Ion correlation histograms comparing the (m/n) ratios of the
ﬁrst-of-multiples to the second-of multiples were plotted for the
nominally pure B and SRM2137 specimen data acquired with the
LEAP
s
4000X-Si instrument using the same instrument para-
meters, Fig. 5(a) and (b).
Since each multi-hit event was recorded as a semi-transparent
data point on the histogram, darker locations correspond to a
greater number of points. A diagonal red reference line has been
added along y¼x, and corresponds to multi-hit events in which
ion pairs of the same (m/n) ratio ions, such as 10Bþ/10Bþ , impact
the detector. Ions pairs in which both ions are the same isotope
and have the same charge-state, i.e. same isotope, same charge-
state (SISCS) ion pairs, are of speciﬁc interest in the discussion
below.
The coincidence points between the major peaks of the mass
spectrum are clearly visible for the two B isotopes, 10B and 11B,
Fig. 5(a) and (b). Coincidence points are also present for the three
Si isotopes, 28Si, 29Si, and 30Si, (see also Fig. S3 in the Supple-
mentary Materials online) in the SRM2137 specimen. The presence
of residual hydrogen (H) was also evident in both histograms. The
horizontal and vertical tracks emanating from the major peak
coincidence points indicate that one of the ions in the multi-hit
event was ﬁeld evaporated concomitantly with the laser pulse,
while the other ion was delayed in time. Additionally, the diagonal
tracks that originate at the major peak coincidence points and
extend to the upper-right indicate pairs of ions that ﬁeld evaporate
from the specimen surface together, but after a time delay relative
to the laser pulse [48]. For the nominally pure B specimen, the two
isotopes, 10B and 11B, are present at three different charge-states,
3þ , 2þ , and 1þ . No evidence of ion dissociation reactions, com-
plex ions, or molecular ions involving B was found in the corre-
lation histograms or in the associated mass spectra. The SRM2137
specimen was implanted with 10B, and so there is only faint evi-
dence of the 11B1þ in the ion correlation histogram. However, both
the 2þ and 1þ charge-states are visible for the 10B. There is also
evidence of co-evaporation of H/B, B/Si, and H/Si ion pairs in the
ion correlation histogram, but no complex ions containing these
elements were observed. Nearly absent from the ion correlation
histograms are the SISCS ion pairs, such as 10Bþ/10Bþ , that fall on
the y¼x reference line. Closer observation also reveals a depleted
data zone immediately adjacent to the y¼x reference line.
3.3.2. Correlation of multi-hit events
The deﬁciency of multi-hit events along the y¼x reference line
on the ion correlation histograms, Fig. 5(a) and (b), indicates that
only a small number of SISCS ion pairs are detected as multi-hit
events. Furthermore, diagonal, horizontal, and vertical tracks that
represent the delayed evaporation of one or both ions in SISCS ion
pairs are not present in the ion correlation histogram at the y¼x
line. The lack of these features and the loss of signal in the data-
depleted zone are due to the detector dead-time and the corre-
sponding detector dead-zone.
As mentioned earlier, the n.ePOS ﬁles can be ﬁltered via a
software algorithm to extract the ion information associated with
a particular detection event multiplicity. For example, for multi-
plicity-2 events, the ion hit positions on the detector can be used
to calculate the relative separation distance between the two ions
in the pair [37,38]. The distribution of the separation distances at
the detector between ions in multiplicity-2 events for the nom-
inally pure B is illustrated in Fig. 6 and for the SRM2137 materials
in Fig. 7. As discussed above, multi-hit events are closely correlated
in space and time. For example, the majority of the ions pairs as-
sociated with multiplicity-2 events impacted the detector with a
Fig. 6. Separation distance between ions in multiplicity-2 detection events of
nominally pure B (20 pJ) for all ion pairs (red circles, median¼3.2 mm) and for
SISCS ion pairs (blue squares, median¼10.8 mm). A larger median separation dis-
tance on the detector is required to resolve SISCS ion pairs. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.)
Fig. 7. Separation distance between ions in multiplicity-2 detection events of the
SRM2137 (4000X-Si) specimen for all ion pairs (red circles, median¼1.75 mm) and
for SISCS ion pairs (blue squares, median¼28.2 mm). (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of
this article.)
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nominally pure B specimens, Fig. 6, and 1.75 mm for the SRM2137
specimen (4000X-Si), Fig. 7. The exception to this behavior is,
however, the SISCS ion pairs. The individual ions in these pairs
attain equal velocity under the inﬂuence of the standing DC po-
tential after ﬁeld evaporation. These ions have the same ﬂight
times for equal ﬂight path lengths, and therefore, in order for the
detection system to resolve the individual ions of the SISCS ion
pairs, the constituent ions must be separated by a minimum
physical distance on the detector. If the separation distance is less
than the minimum required value, the two ions in the pair will be
detected as a single ion. Since most SISCS ion pair impacts are
detected as a single ion, the true multiplicity of the detection
events involving these ion pairings can be misclassiﬁed [16]. Fur-
thermore, this implies that the number of isotopes and charge-
states available under a given set of acquisition conditions may
limit the maximum apparent multiplicity value that is observed.
For example, a B data set with two isotopes at two charge-states
provides four different (m/n) ratio ions that can be detected in
different combinations. A true multiplicity-5 event, in this data set,would require at least one SISCS pair, thereby causing the event to
be recorded with an apparent multiplicity of four or less due to the
detector dead-time. For true multiplicity 41 events, the SISCS
pairs formed from the major isotope will be the most abundant,
with the result being that the signal loss will be greatest for the
major isotope. Moreover, the multi-hit data will inﬂuence the
multiplicity-1 (singles) mass spectrum by increasing the count for
different isotopes in proportions that do not reﬂect the true iso-
tope abundances. For the nominally pure B specimens, the median
separation distance between ions in SISCS ion pair detection
events (speciﬁed by a difference in (m/n) ratios o0.02) was
10.8 mm, Fig. 6. The minimum separation distances recorded were
between 7 mm and 8 mm. Furthermore, very few of these ion
pairs were detected as demonstrated by the frequency of hits re-
lative to all multiplicity-2 event hits shown in Fig. 6. For the
SRM2137 specimens, the median separation distance between ions
in SISCS ion pairs was 28.2 mm, Fig. 7. The minimum separation
distances recorded were between 3 mm and 4 mm. However, the
frequency of the SISCS ion pair events decreases as the separation
distance decreases below about 14 mm, Fig. 7, despite the fact that
non-SISCS pairs overwhelmingly arrive with o6 mm of separa-
tion. Again, few of these SISCS ion pairs were detected when
compared to the number of all ion pairs in the multiplicity-2
events.
Voltage pulsed data is also affected by the detector dead-time.
As a result, the specimen composition determined by a voltage
pulsed atom probe can vary signiﬁcantly from the true value, as
demonstrated by T. T. Tsong, et al. [17]. Further, Menand & King-
ham have demonstrated that B can preferentially ﬁeld evaporate in
multi-hit events in voltage pulsed metallic glasses [11,12,50].
However, the nominally pure B specimens and the B-implanted Si
specimens (SRM2137), which are semi-conducting materials, did
not successfully run in voltage pulsed-mode. The effects of de-
tector dead-time on voltage pulsed data are instead demonstrated
with data acquired from a Si pre-sharp specimen. An ion correla-
tion histogram and an ion separation distance histogram for vol-
tage pulsed Si are provided in section S3.3.2 of the Supplementary
Material. The Si data demonstrates that the dead-time affects
voltage pulsed data in the same way that it effects laser pulsed
data. For comparison, an additional ion correlation histogram for
the laser pulsed SRM2137 (LEAP
s
4000X-Si) specimen has also
been included in the Supplementary Material (section S3.3.2).
3.4. Delayed ﬁeld evaporation of ion pairs
The ion correlation histogram can provide insight into the ﬁeld
evaporation behavior of the ions in multi-hit detection events.
When two ions having different (m/n) ratios concomitantly ﬁeld
evaporate from the specimen, but are delayed relative to the pulse,
a slightly curved diagonal track is observed on the ion correlation
histogram, Fig. 5(a) and (b). The track originates at the ion coin-
cidence points corresponding to the major (m/n) peaks in the mass
spectrum, but can accommodate a pair of ions ﬁeld evaporating at
any time between consecutive pulses, and time-wise, may even be
counted with the subsequent pulse. The deﬁning feature of the
track is the constant difference in arrival time between the two
ions in the pair [48]. The track therefore deﬁnes the apparent
mass-to-charge ratios of the two ions, m n/ 1
app( ) , and m n/ 2app( ) , as
observed by the detector. Only one point on the track corresponds
to the true mass-to-charge ratios, m n/ 1( ) and m n/ 2( ) , of the ions in
the pair – the origination point, as indicated in Fig. 5(a).
Given the expression for the (m/n) ratio of a detected ion, as
derived from kinetic energy (KE) and potential energy (PE) con-
siderations of the ﬁeld evaporated ions [51], an analytical ex-
pression for the TOF difference between two ions in a multiplicity-
2 event, Δt, can be derived,
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where d is the ﬂight distance, e is the charge of an electron, and V
is the DC standing voltage applied between the specimen and the
electrode. Similarly, the energy balance can be used to develop an
analytical expression relating the apparent (m/n) ratios of the two
ions in a multiplicity-2 ion pair to their true values. The ion cor-
relation histograms presented thus far have been expressed in
terms of (m/n) ratios of the ﬁrst- and second-of-multiples.
Therefore, it is desirable to express m n/ 2
app( ) as a function of the
other mass-to-charge ratios, m n/ 1
app( ) , m n/ 1( ) , and m n/ 2( ) , so that
the resulting analytical Eq. (2) can be plotted directly onto the ion
correlation histogram for comparison with the experimental data.
For a fully detailed derivation of Eq. (2), the reader is referred to
section S3.4 of the Supplementary Material.
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Eq. (2) is plotted on the arsenic-implanted Si ion correlation
histogram in Fig. 8 for two empirical tracks (dotted red curves).
The validity of Eq. (2) can be further checked by testing it at
m n m n/ /1
app
1( ) = ( ) and noting that it correctly yields
m n m n/ /2
app
2( ) = ( ) , which are the coordinates of the origination point
of the track. When the actual (m/n) ratios are equal, m n m n/ /1 2( ) = ( ) ,
expression (2) yields m n m n/ /2
app
1
app( ) = ( ) , which is the y¼x reference
line discussed above, upon which the coincidence points of SISCS ion
pairs lie. Again, because of detector dead-time effects, the ion in-
formation along this line is sparse. The pronounced delayed eva-
poration tracks that are observed in Fig. 5(a) and (b) for the other ion
pairs associated with the major peaks in the mass spectrum, are
absent for the SISCS ion pairs along the y¼x line. While Eq. (2) is
non-linear on (m/n) ratio ion correlation histograms, the constant
difference in arrival time between m n/ 1( ) and m n/ 2( ) means the di-
agonal track will be linear on an ion correlation histogram plotted in
terms of corrected TOF (see Fig. S4 in the Supplementary Material).Fig. 8. Mass-to-charge ratio ion correlation histogram for arsenic implanted Si
(3000X-Si). The red dotted curves show the derived analytical solution (Eq. (2)) as
applied to two empirical tracks on the histogram. The blue line with circle markers
is the same analytical expression used to delineate the data depleted zone re-
presenting a dead-time of about 18 ns above the y¼x reference line. (For inter-
pretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)3.5. Estimating detector dead-time and observing the detector dead-
zone
Since the effect of dead-time is an important signal loss me-
chanism, three approaches for estimating the detector dead-time
were evaluated and checked for consistency between one another.
One method for determining the detector dead-time is to measure
it directly from the ion correlation histogram generated from the
multiplicity-2 detection events. If the ion correlation histogram is
plotted using the corrected TOF values for the ion pairs, the width
of the depleted data zone along the y¼x line is a direct measure of
the dead-time (see Fig. S4 in the Supplementary Material). Alter-
natively, if the ion correlation histogram is plotted using (m/n)
ratios, then Eq. (1) can be used to determine the TOF difference
between the two ions in a pair that lie on the depleted data zone
boundary. This TOF difference will be an estimate of the detector
dead-time. For the full details on the ion correlation histogram
based methods used, the reader is referred to section S3.5 in the
Supplementary Material. Both of the aforementioned ion correla-
tion histogram based methods yielded a dead-time of approxi-
mately 3 ns for the LEAP
s
4000X-Si.
A third method to estimate the detector dead-time is to use an
algorithm to read and ﬁlter the n.ePOS data in order to extract
speciﬁc multi-hit ions according to the TOF difference between the
individual ions in each pair [35]. By ﬁrst ﬁltering out ion pairs with
long TOF differences between them and extracting only the ion
pairs that have a short TOF difference between them, SISCS ion
pairs will be selected almost exclusively. A frequency histogram of
the detector separation distances between the ions in these pairs
will show a large median separation distance between the in-
dividual ions. As the ﬁlter cut-off value is increased to admit ion
pairs having increasingly large TOF differences, the median se-
paration distance between the ions will diminish, as demonstrated
in Fig. 9. The dead-time will be the TOF difference that eliminates
the most ion pairs with short separation distances. For the nom-
inally pure B data set (20 pJ) acquired in the 4000X-Si conﬁgura-
tion instrument, a TOF difference of about 3.25 ns eliminated allFig. 9. Frequency distributions for the detector separation distance between the
individual ions of multiplicity-2 pairs of nominally pure B (20 pJ). The ions have
been ﬁltered to remove ions pairs with TOF differences greater than 3 ns (red
squares), greater than 4 ns (green circles), and greater than 5 ns (blue triangles).
The median separation distance between the ions increases as the TOF difference
between the ions decreases. Below the detector dead-time of about 3 ns, ions will
be resolved when the separation distance exceeds the dead-zone size. (For inter-
pretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)
Fig. 10. Detector dead-zone plot as indicated by multiplicity-2 events having
constituent ions separated by a TOF difference of less than 3.25 ns. The orientations
of the three DLD anode wires in the LEAP
s
4000X-Si instrument are clearly visible
in the plot.
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of less than 9 mm on the detector, thereby validating the ion
correlation histogram based methods for determining the dead-
time. The apparent peak near 10 mm separation distance, in Fig. 9,
is likely the right-most tail of the true SISCS ion pair separation
distance distribution. The majority of the true SISCS ion pair dis-
tribution having been lost and not recorded due to the effects of
the detector dead-time. For the arsenic-implanted Si data set ac-
quired in the 3000X-Si conﬁguration instrument, the cut-off was
abrupt, with no multiplicity-2 ion pairs found for time-of ﬂight
differences below 20 ns, which is within the known dead-time
range for this instrument. With regard to Fig. 9, for dead-times up
to 6 ns, ion pairs continue to be added to the 0–2 mm separation
distance bins. The ions in these bins are very close together in
space and time, even relative to the other multiplicity-2 pairs.
Beyond 6 ns, few, if any, counts are added to the 0-2 mm bins. This
suggests that the loss of data as a result of the dead-time effects is
not conﬁned only to the 3.25 ns estimate that was determined
earlier, but rather a partial loss of ion pair data extends to about
6 ns for the 4000X-Si conﬁguration instrument. A partial loss of
ion pairs having a TOF difference of up to 6 ns would, for example,
be comparable to the difference in (m/n) ratio between 28Si2þ and
29Si2þ at 5000 V. Furthermore, since the TOF difference between
the two ions in a given pair decreases as the standing DC voltage
increases, it will become more difﬁcult to resolve the individual
ions in the pair as the acquisition voltage increases and the TOF
difference between the two ions becomes small relative to the
dead-time. For example, at an acquisition voltage of 6000 V
(90 mm ﬂight path), the TOF difference between 206Pb1þ and
207Pb1þ is about 3 ns, whereas the TOF difference between 10B1þ
and 11B1þ is about 13 ns. Similarly, at an acquisition voltage of
2000 V (90 mm ﬂight path), the TOF difference between 206Pb3þ
and 207Pb3þ is about 3 ns, whereas the TOF difference between
10B3þ and 11B3þ is about 13 ns. Thus, as the acquisition voltage
increases, the ability to resolve different isotopes in the multi-hit
data will be lost ﬁrst at higher atomic numbers and/or higher
charge states.
As discussed earlier, the ions in SISCS pairs have the same ﬂight
times for equal ﬂight path lengths. In order for the detection
system to resolve the individual ions of the SISCS ion pairs, the
constituent ions must be separated by a minimum physical dis-
tance on the detector, which deﬁnes a dead-zone around the ﬁrst
hit. A custom algorithm was used to read the n.ePOS data and
extract only the multiplicity-2 ion pairs with TOF differences less
than the detector dead-time of 3.25 ns. By plotting the relative
position of the second hit with respect to the ﬁrst hit, the detector
dead zone can be mapped, Fig. 10. The orientations of the three
DLD anode wires lying horizontally, vertically, and at 45° are
clearly visible as regions of depleted data in Fig. 10.
3.6. The signal in multi-hit detection events
3.6.1. The fraction of the boron signal contained in multi-hit events
The fraction of the B signal that was detected in the multi-hit
data is determined from the ranged mass spectra, Fig. 2(a) and
(b) and Fig. 3. For the two nominally pure B specimens, the ratio of
the number of B ions detected in multi-hit events to the total
number of B ions detected in all detection events was approxi-
mately 0.7 using background corrected integrated peak intensities.
This ratio was approximately 0.6 for the nominally pure B when
only the peak maxima were used. In the SRM2137 specimens, a
similar detection ratio of approximately 0.8 was determined for
the 10B signals in the LEAP
s
4000X-Si conﬁguration instrument
using integrated peak intensities and a detection ratio of ap-
proximately 0.7 was determined using the peak maxima only. For
the LEAP
s
4000X-HR conﬁguration instrument, a detection ratio ofapproximately 0.6 was determined using the integrated peak in-
tensities, and a ratio of 0.6 was calculated from peak maxima only.
Thus, the B is preferentially detected in multi-hit events whether it
is found in high or minor-to-trace concentrations. This is con-
sistent with the ﬁndings of Menand, et al., who had demonstrated
that B preferentially ﬁeld evaporates in multi-hit events in re-
sponse to thermally activated evaporation [11,12,50]. Additionally,
in the B-doped Si materials, the different evaporation ﬁelds of B
and Si may contribute to the observed phenomenon. Boron re-
portedly has a high evaporation ﬁeld of 64 V nm1, while that of Si
is 33 V nm1[52]. If B is preferentially retained on the surface of
the SRM2137 specimen, then the surface concentration would
increase with time until the ﬁeld was high enough to ﬁeld eva-
porate the B atoms [10,53], which may then lead to the formation
of multiples. However, while preferential surface retention may be
able to explain the behavior of B in Si, the same mechanism cannot
explain the ﬁeld evaporation behavior in nominally pure B where
equally high fractions of the B signal were found in the multi-hit
data.
The multiplicity frequency distributions [37] for both the
nominally pure B specimens and the SRM2137 specimens are
presented in Fig. 11. Multiplicity-2 events are the most commonly
recorded multi-hit detection event. The number of events detected
decreases with increasing multiplicity and no events having a
multiplicity greater than ﬁve were detected in the course of this
study, for either type of specimen. For the nominally pure B spe-
cimens, less than 40% of the total detection events were multi-hit
events, however,460% of the ranged B ions were found within
multi-hit events. For the SRM2137 material, less than 3% of the
total detection events were multi-hit, yet 460% of the B signal
was contained within multi-hit events, similar to the nominally
pure B specimens. This is quite remarkable, considering the wide
concentration range spanned by these two materials and may hint
at the possibility of determining a correction factor that can be
employed across this concentration range to provide accurate
quantitative analyses of B [54].
It is important to remember, however, that the true multiplicity
of any given detection event is uncertain. Given that constituent
SISCS ion pairs within a given high multiplicity event will likely be
recorded as a single ion impact, the true multiplicity of the event
may be higher than the apparent value that was recorded by the
Fig. 11. Multiplicity frequency distributions for (left to right): B at 30 pJ (black), B at
20 pJ, (red), SRM2137 from LEAP
s
4000X-Si instrument (blue), and SRM2137 from
LEAP
s
4000X-HR instrument (pink). (For interpretation of the references to color in
this ﬁgure legend, the reader is referred to the web version of this article.)
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events are recorded as single (or multiplicity-1) events. Likewise, a
true multiplicity-3 event consisting of 10B1þ ,10B1þ , and 11B1þ may
be recorded as a multiplicity-2 event.
Given the above discussion, nominally pure B appears to be an
excellent specimen material for testing the response of an atom
probe ion detection system to multi-hit events. Not only is B
preferentially detected in multi-hit detection events, but the mass
spectrum for nominally pure B is simple, and shows no evidence
for the formation of complex or molecular ions that contain B.
Furthermore, the mass spectrum for B provides information on
two different isotopes at multiple charge-states, which allows for
the measurement and critical evaluation of isotopic abundances.
3.6.2. Estimating the magnitude of the boron signal loss
A number of different probability-based correction schemes
have been proposed in an effort to estimate the signal loss that
results from ion pile-up [16–18,36,55]. Given the simplicity of the
mass spectrum for nominally pure B, a ﬁrst-order approximation
was made of the fraction of the B signal that is lost through dead-
time related effects. The probability of recording a particular mix
of isotopes in a multiplicity-2 event was determined from a mul-
tinomial distribution, as was the probability of recording a parti-
cular mix of charge states in a multiplicity-2 event. The presence of
multiple charge-states must be accounted for, since it increases
the probability of detecting ion pairs of the same isotope, e.g.
10B1þ/10B2þ . Additional details regarding the assumptions and
procedures used to calculate the signal loss estimate are provided
in the online Supplementary Material (section S3.6.2). For the two
nominally pure B specimens, the fraction of signal loss was esti-
mated at about 0.2, with only the 2þ and 1þ charge states active.
The expression derived for signal loss indicates that the loss
should be minimized when the acquisition conditions are such
that the two charge-states occur with equal probability.
The above discussion on estimating the B signal loss provides
some insight into how an APT experiment might be designed to
reduce the ion signal loss that results from the effects of the de-
tector dead-time and is equally applicable to both laser pulsing
and voltage pulsing. Since it is the SISCS ion pairs that are sig-
niﬁcantly affected by this loss mechanism, acquisition conditions
that create an increased opportunity for the formation of non-SISCS ion pairs could serve to reduce the observed signal loss - e.g.
analyses that have a larger number of elements, isotopes, and/or
charge states in the mass spectrum. Generally, the specimen
composition cannot be chosen to optimize the APT analysis, so it is
through control of the charge state distribution that ion signal loss
may be ameliorated.4. Conclusions
The impact of the detector dead-time on the quantitative
analysis of nominally pure boron (B), Si, and for B-implanted Si
(NIST-SRM2137) with a retained 10B dose of about
11015 atoms cm2 was investigated. Ion correlation analyses
were used to graphically demonstrate the impact of detector dead-
time on multi-hit detection events. Given the important role of
detector dead-time as a signal loss mechanism, three different
methods for estimating the detector dead-time were presented.
The following ﬁndings resulted from this research:
1. Boron can be signiﬁcantly under-measured in atom probe
analyses. The B signal losses observed in this study were esti-
mated at 20–36% of the total B signal.
2. The detector dead-time is a signiﬁcant signal loss mechanism
for multi-hit detection events, and thus for B. The detector
dead-time results in few same isotope same charge state
(SISCS) ion pairs being recorded by the atom probe detector,
with the major isotopes suffering the greatest ion signal losses.
Additionally, a region of depleted data can be observed in the
ion correlation histogram. The boundary of this depleted data
zone can be described by an analytical solution that was de-
rived to model the delayed co-evaporation tracks in the ion
correlation histogram.
3. The dead-time for the CAMECA LEAP
s
4000X-Si atom probe
instrument was estimated to be about 3 ns, with a partial loss of
data extending to about 6 ns. Furthermore, it was demonstrated
that this detector dead-time can be used to plot the dead-zone
that surrounds a ﬁrst-of-multiples ion detection event.
4. The median separation distance between constituent ions in
multiplicity-2 events was measured. For the SRM2137 (LEAP
s
4000X-Si) specimen, the median separation distance was
1.75 mm for all ion pairs and 28.2 mm for the SISCS ion pairs. For
nominally pure B (20 pJ) the median separation distance was
3.2 mm for all ion pairs and 10.8 mm for the SISCS ion pairs.Acknowledgments
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