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We study theoretically the detection of the topological phase transition occurring in Rashba
nanowires with proximity-induced superconductivity using a quantum dot. The bulk states lowest
in energy of such a nanowire have a spin polarization parallel or antiparallel to the applied magnetic
field in the topological or trivial phase, respectively. We show that this property can be probed by
the quantum dot created at the end of the nanowire by external gates. By tuning one of the two
spin-split levels of the quantum dot to be in resonance with nanowire bulk states one can detect the
spin polarization of the lowest band via transport measurement. This allows one to determine the
topological phase of the Rashba nanowire independently of the presence of Majorana bound states.
I. INTRODUCTION
Due to their possible applications for topological
quantum computation1,2, topological phases are one of
the most studied topics currently in condensed mat-
ter physics. Such phases appear in various systems
but most studies focus on localized zero-energy modes,
Majorana bound states (MBSs)3–34. One of the most
promising systems are semiconducting Rashba nanowires
(NWs) brought into proximity with an s-wave super-
conductor and subjected to an external magnetic field.
Over the last years such systems were extensively studied
experimentally35–40. It is common to tune between the
trivial and topological phase by changing external param-
eters such as the chemical potential or the magnetic field.
Experimentally, the presence of the topological phase is
generally probed in transport setups by searching for a
zero bias conductance peak generated by the MBSs. Un-
fortunately, this peak is far from being an unambiguous
signature of a MBS and can come from other phenom-
ena such as Andreev bound states, weak antilocalization,
disorder or Kondo resonances41–49. It has been shown
recently that the bulk states of such systems also carry
signatures of the topological phase50–52. Indeed, the spin
polarization along the externally applied magnetic field
depends on the topological phase of the system50. In par-
ticular, the spin projection of the lowest electron (hole)
band is negative (positive) in the trivial phase, whereas
it is opposite in the topological phase. This signature is
quite universal because it is also present in multisubband
systems and is robust against any kinds of weak, static,
or magnetic disorder50.
In this work we focus on a detection scheme using
a quantum dot within the same Rashba NW (see Fig.
1)39,53–68. The proximity-induced superconductivity is
induced only in one section of the NW that will be re-
ferred to as the topological nanowire (TNW) in the rest of
the paper. The section of the NW not covered by the su-
perconductor, referred to as the non-topological section,
is used to create the quantum dot by external gates39.
The dot levels are spin-split by the external magnetic
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FIG. 1. The system consists of a semiconducting NW aligned
along the x axis with Rashba SOI and partially coupled to an
s-wave superconductor and subjected to an external magnetic
field along the x axis giving rise to a Zeeman energy ∆z. The
part of the NW in contact with the superconductor (red part
of the cylinder) is the TNW and can host MBSs (black curves)
at its ends. The non-topological section of the NW (light blue
part of the cylinder) is used to create a quantum dot (dark
blue circle) by an external gate Vg. The NW is grounded and
connected to a normal metal lead with a bias Vbias allowing
one to perform transport measurement.
field applied along the NW. Using a gate, we can move
the dot levels and align one of these spin-split states with
the lowest in energy bulk band of the TNW that we aim
to probe. If the band and the dot level have the same
spin polarization a current flows and, otherwise, not. By
tuning the external parameters, we can tune between the
trivial and topological phases of the TNW inducing a re-
versal of the spin polarization of the lowest bands, and,
thus, switching on and off current through a particular
dot level. Our central result is the differential conduc-
tance across the NW, obtained using Keldysh formalism
and numerical evaluations, as a function of voltage bias
and gate voltage on the quantum dot in the topological
and trivial phases of the TNW.
The paper is organized as follows. In Sec. II, we
present our model. In Sec. III and IV, we explain the
protocol of measurement and show the results for the
differential conductance. Finally, we conclude in Sec. V.
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2II. MODEL
We consider a one-dimensional Rashba NW aligned
along the x-axis brought partially into contact with an
s-wave superconductor in presence of an external mag-
netic field applied in the x direction, see Fig. 1. The
NW is divided into two sections. The TNW is coupled
to the superconductor. The non-topological section hosts
a quantum dot and is coupled via tunneling amplitudes
tˆL to a normal metal lead. By changing the applied bias
voltage, Vbias, measured with respect to the chemical po-
tential of the grounded wire, one induces an electrical
current through the NW. The Hamiltonian of the total
system H˜ = H˜W + H˜L + H˜T (t), where the Hamiltonian
describing the NW is written in the Nambu representa-
tion of the tight-binding model,
H˜W =
N∑
j=1
ψ˜†j [−µjτz + ∆s,jτx + ∆zσx] ψ˜j
+
N−1∑
j=1
ψ˜†j+1
[−t˜− iα˜jσy] τzψ˜j +H.c., (1)
with ψ˜j = (ψ
†
j,↑, ψ
†
j,↓, ψj,↓,−ψj,↑). The operator ψ†jσ cre-
ates an electron with spin σ at site j of the chain with
N sites. The Pauli matrices σµ (τµ), µ = x, y, z, act
in spin (particle-hole) space. Here, t˜ is an effective hop-
ping amplitude, ∆z is the Zeeman energy, and α˜j sets the
strength of spin orbit interaction (SOI). In order to model
a realistic setup, we choose different strengths of α˜j for
the non-topological section (α˜nt) and for the TNW (α˜t)
as the superconductor attached to the TNW is believed
to strongly enhance the SOI strength70. The chemical
potential, µj , is defined to be µt for j ≥ Nn (i.e. in the
TNW), µnt for j < Ndot − Ld/2 and Ndot + Ld/2 < j <
Nn (i.e. in the non-topological section of NW excluding
the dot), and µdot for Ndot − Ld/2 ≤ j ≤ Ndot + Ld/2
which defines the quantum dot. Here, the center of the
quantum dot of size Ld is at position Ndot and the chem-
ical potential µdot is controlled by the external gate Vg.
For convenience, we have chosen a step function in the
chemical potential to create the dot. We have checked
that the shape of the confinement potential does not mat-
ter for the results discussed below. We measure energy
in units of the effective hopping, t˜ = 1. The supercon-
ducting pairing amplitude ∆s,j is set to zero (∆s) in the
non-topological section (TNW). The bare retarded Green
function encoding the properties of the nanowire reads in
frequency space G˜R0 (ω) = (ω + iδ − H˜W )−1, with δ > 0
an infinitesimal needed to invert the matrix properly.
The normal metallic lead is described by the Hamil-
tonian H˜L =
∑
k,σ ξkΨ
†
k,σΨk,σ, with ξk = k
2/2m − µs
and Ψk,σ being the annihilation operator of an electron
in the lead with spin σ and momentum k. The tunnel-
ing Hamiltonian between the lead and NW is written
as H˜T (t) =
∑
k Ψ˜
†
k t˜L(t)ψ˜j=1 + H.c., where Ψ˜
†
k (ψ˜j=1)
corresponds to the Nambu spinor composed of electron
FIG. 2. Energy spectrum of the TNW (green crosses) and
the spin polarization Sx (blue and red dots) found in the
tight binding model with N = 142 in (a) the trivial and (b)
the topological phase. The corresponding quantities in the
continuum limit are plotted in panels (a’) and (b’) for the
trivial and the topological phase, respectively. The red and
blue colors stand for the spin up and down polarization along
the x-axis, respectively. For both models, we can clearly see
the reversal of the spin polarization of the lowest bulk band
as one goes through the topological phase transition. The
parameters are chosen as follows: µt = −2, α˜t = 0.5, ∆z =
0.12. We keep the topological gap ∆i to be the same in the
topological (∆s = 0.08) and trivial (∆s = 0.16) phases. This
choice of parameters corresponds to ∆s,z being on the order
of 0.1-0.2 meV, while the SOI energy is around 0.2-0.3 meV.
operators of the lead (of the left end of the NW) and
t denotes the time. The voltage difference between the
lead and the substrate is included in the tunneling pa-
rameter via a Peierls substitution t˜L(t) = tˆLτze
iτzVbiast.
The total Green function of the system in the Nambu-
Keldysh space can be expressed in frequency domain as
Gˆ−1(ω) = Gˆ−10 (ω) − Σˆ(ω), where Gˆ0 is the Green func-
tion of the NW and Σˆ(ω) is the self-energy of the lead
encoding all its properties as well as the tunneling rate
between the lead and the NW, ΓL = piνF |tˆL|2, where νF
is the density of states per spin of the lead at the Fermi
energy of the lead. By calculating the partition func-
tion in the Keldysh formalism (see Appendix A), we can
extract the current flowing through the whole system,
Ic =
e
2~
Tr{τz
+∞∫
−∞
dω
2pi
Re[G˜R(ω)Σ˜K(ω) + G˜K(ω)Σ˜A(ω)]},
(2)
where K and A stand for the Keldysh and advanced com-
ponent of the Green function and of the self-energy in the
Keldysh formalism71–74.
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FIG. 3. Measurement protocol. The left part (gray) corre-
sponds to the normal metallic lead, the middle part corre-
sponds to the quantum dot with the two levels representing
spin-up (red) and spin-down (blue) states, and the right part
corresponds to the TNW either [light yellow, (a) and (b)] in
the trivial or [orange, (c) and (d)] in the topological phase.
In the latter case, there is a MBS (red star) at each end.
We work in the regime close to the topological phase tran-
sition, so the topological gap ∆i is the smallest gap of the
system. Note that, for simplicity, only the electron dot lev-
els are drawn here. In the Nambu basis two hole levels are
exactly at opposite energies. By tuning the levels of the dot
by Vg, one can align them with the lowest bulk states of the
TNW and thus probe the spin polarization of these states. If
the spin polarization of the dot level (small arrows) and of
the bulk state (big arrows) are the same, there is a current
I flowing through the system for finite bias Vbias, which can
be detected as a peak in the differential conductance. If their
spin polarizations are opposite, the current is blocked, I = 0.
III. MEASUREMENT PROTOCOL
The spin polarization along the applied magnetic field
of the lowest energy bands of the TNW carries infor-
mation about the topological phase transition50, where
the spin polarization of a given eigenstate is defined as
Sn =
∑N
j=1 Φ
†
n(j)σΦn(j) with Φn the n
th-eigenvector
of the TNW with energy En. The spin polarization can
be easily computed numerically from H˜W [see Figs. 2 (a)
and (b)] or analytically from the corresponding contin-
uum model [see Figs. 2 (a’) and (b’)]. Independent of the
approach, we clearly see the reversal of the spin polariza-
tion of the lowest bands around k = 0 as the system goes
through the topological phase transition, close to which
the topological gap ∆i = |∆z − ∆s| is the smallest gap
in the system75.
The main goal of this work is to show how to detect
this reversal of the spin polarization and, thus, the tran-
sition from trivial to topological phase of the TNW using
a spin-split quantum dot within the same nanowire. In
Fig. 3, we represent schematically the measurement pro-
tocol. The position of the chemical potential of the nor-
mal metallic lead is governed by the bias voltage Vbias,
measured with respect to the reference potential µs of
the TNW. The two levels (spin up and spin down) of the
quantum dot are tuned by the gate voltage Vg inside the
topological gap ∆i of the TNW, which can be either in a
topological or trivial phase. In both phases, one should
stay close to the topological phase transition such that
the topological gap ∆i is the smallest gap in the TNW.
We note that the magnetic field controls both the topo-
logical phase of the TNW and the splitting of quantum
dot levels. Fortunately, we are also able to tune the split-
ting of the dot levels by changing the length Ldot of the
quantum dot along the NW. Indeed, if the quantum dot
is much larger than the SOI length λso, the Zeeman en-
ergy on the dot is strongly suppressed76. In the opposite
limit Ldot . λso, the Zeeman energy starts to dominate
and can already substantially split the two spin levels on
the dot. By choosing a proper dot size, we can reach the
configurations shown in Fig. 3 with two dot levels inside
the bulk gap of the TNW.
The principle of the measurement is straightforward:
the gate Vg allows us to push up or down the spin levels
of the dot. When one dot level is energetically aligned
with the lowest electron band of the TNW, the electrons
can enter and a current flows through the system [see
Fig. 3 (b) and (c)], provided the spin polarization of
the dot level and the band are the same. However, if
the spin polarization of the dot level is opposite to the
one of the band [see Figs. 3 (a) and (d)], the electrons
cannot enter in the TNW leading to no contributions for
the transport current. Therefore, if the system is in the
trivial (topological) phase, the current flowing through
the spin-down (spin-up) dot level should be finite and
the current flowing through the spin-up (spin-down) dot
level will be strongly suppressed.
IV. SIGNAL IN DIFFERENTIAL
CONDUCTANCE.
Next, we confirm by numerical simulations that the
topological phase transition can be detected in trans-
port measurements. As an example, we drive the system
through the topological phase transition by changing the
superconducting pairing amplitude such that the split-
ting of the dot levels stays the same. In Fig. 4, we plot
the differential conductance dIc/dVbias as a function of
the chemical potential of the dot, µdot, and the bias in
the lead, Vbias. For convenience, we also show the cor-
responding band structure as a function of µdot in order
to demonstrate that the features in the differential con-
ductance correspond exactly to the point where the dot
levels are tuned to be aligned with the lowest TNW elec-
tron bands of the same spin polarization. Experimen-
tally, the superconducting pairing amplitude is constant
and one tunes the Zeeman field to reach the topological
phase, see Fig. 5. In this case, by changing the magnetic
field, one also changes the splitting between the dot levels
meaning that the δ′ (trivial phase) is much smaller than
δ (topological phase). We find similar features as be-
fore, see Fig. 5, which clearly show the differences in the
differential conductance between topological and trivial
4FIG. 4. Differential conductance dIc/dVbias as a function of
µdot and the bias Vbias (in units of e
2/h) when the TNW is (a)
in the trivial phase with ∆s = 0.16 and (b) in the topological
phase with ∆s = 0.08 (these configurations correspond to
the ones presented in Fig. 2). The corresponding energy
spectrum of the system consisting of the dot and the TNW is
shown in panels (c) and (d). The blue (red) line corresponds
to the configuration in which the spin down (up) level of the
dot is aligned with the lowest electron band. The green line
correspond to the alignment of dot levels with the MBSs.
Indeed, peaks in dIc/dVbias appear if the bulk and dot levels
of the same spin polarization are aligned, which allows one to
distinguish between topological and trivial phases. In both
phases, the same shift of chemical potential on the dot, δ ≈
0.3, is required to tune the setup from the configuration in
which the bulk states (or the MBS) are aligned in energy with
the spin-up dot level to one in which they are aligned with the
spin-down dot level. We note that in the topological phase
[(b)], δ can be read-out as energy-distance between two near
zero-energy MBS resonances (distance between green lines).
Subsequently, this value of δ can be used to determine the
position of the missing peak at the edge of the bulk bands
(Vbias ≈ ±∆i) in the dIc/dVbias signal (distance between blue
and red lines). The parameters of the system are: ∆z = 0.12,
N = 150, Nn = 9, Ndot = 5, Ld = 3, α˜nt = 0.01, α˜t = 0.5,
µt = −2, µnt = −2.37, ΓL = 0.02, and kBT = 1/20077.
phase. However, for very small values of external field,
extra features in the gap may appear due to crossing of
different dot levels (see Appendix B). It is important to
note that the parameters in Figs. 4 and 5 are in the
experimental regime39.
The strength of the current depends on the effective
tunneling between the dot and the TNW, and, thus, on
the distance between them. Generally, the effective tun-
neling is given by the overlap of their wavefunctions. Due
to the presence of SOI, the local spin polarization rotates
in the xz-plane as a function of the position x and, in
FIG. 5. The same as in Fig. 4 except that ∆s = 0.08 is
kept constant and the topological phase transition is reached
by tuning the magnetic field such that (a) ∆z = 0.06 in the
trivial phase and (b) ∆z = 0.12 in the topological phase. As
a result, δ′ < δ. Again, the reversal of spin polarization can
be detected in transport measurements.
principle, can affect our detection scheme65. We have
checked that the signal we get is mainly due to the spin
polarization of the band and not due to an effective spin
filtering coming from the rotation of the polarization axis.
In Fig. 6, the system is in the trivial phase. The current
through the spin-up level of the dot I↑ stays negligibly
small no matter what the distance is between the dot
and the TNW. The current through the spin-down level
I↓ is always finite and shows an exponential decay as the
distance is increased. We note that there is no oscillatory
behavior of the current, thus, the main signal is coming
from the spin polarization of the bulk bands. The con-
trast between currents through two oppositely spin-split
dot levels is substantial enough to use them as a detector
of spin polarization and, thus, of the topological phase
transition in the TNW. Finally, we note that by changing
the strength of the magnetic field, the overlap between
the dot and the TNW wavefunctions also changes, which
affects the current.
V. CONCLUSION
We have shown that the topological phase of a TNW
can be detected by measuring the current flowing be-
tween a spin-split quantum dot level and the lowest en-
ergy band of the TNW. The spin polarization of the low-
est bands of the TNW reverses as the TNW is driven
through the topological phase transition. As a result, the
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FIG. 6. The current Ic as a function of the distanceNn−Ndot
between the center of the dot Ndot (kept constant) and the
TNW Nn. The system is in the trivial phase and the param-
eters are the same as in Fig. 4(a). The bias voltage is fixed at
the lowest electron bulk level of the TNW, Vbias = 0.05. The
gate voltage Vg is tuned such that either the spin-up dot-level
with the corresponding current I↑ (red line, µdot = −1.64) or
spin-down dot-level with the corresponding current I↓ (blue
line, µdot = −1.94) matches the lowest electron bulk level.
Even if due to finite SOI, the current through dot levels with
opposite spin-polarization is not exactly zero, the contrast
between the two currents is substantial, i.e., I↓  I↑.
dot level serves as a spin filter and the current through
spin-up (-down) level is finite only in the topological
(trivial) phase, providing a clear experimental signature
that can serve as an alternative way to detect the topo-
logical phase in TNWs independent of MBSs. Finally we
note that a quantum dot is just a particular realization of
a spin-probe to detect the bulk spin inversion due to the
topological phase transition; alternatively, the same goal
can be achieved by making use of spin-polarized STM
tips78,79.
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Appendix A: Details on the current calculation in
the Keldysh formalism
The voltage difference between the tip and the
substrate is included in the tunneling amplitude via
a Peierls substitution, t˜L(t) = tˆLτze
iτzVbiast. The
bare Green function encoding the properties of the
nanowire reads G˜ss
′
0 (t, t
′) = −i〈TC{ψ˜s(t)ψ˜s′†(t′)}〉0,
where TC is the time ordering operator along the
Keldysh contour with s, s′ labeling the branches and
ψ˜ = (ψ˜j=1, ..., ψ˜j=N ). The total Green function of the
system reads G˜ss
′
(t, t′) = −i〈TC{S(∞)ψ˜s(t)ψ˜s′†(t′)}〉0,
where the evolution operator along the contour S(∞) =
TC exp{−i
∫ +∞
−∞dt
∑
s=+,−
ηssz H˜
s
T (t)}, and ηz is the z-Pauli
matrix in the Keldysh space. Because the lead degrees of
freedom are quadratic in H˜, the evolution operator can
be averaged over it,
〈S(∞)〉leads = TC exp
[
−i
∫
C
dt1dt2 ψˆ
†(t1)ΣˆL(t1, t2)ψˆ(t2)
]
,
(A1)
where we introduce the spinor ψˆ in the Nambu-Keldysh
space. The self-energy associated with the lead can be
written as [ΣˆL(t1, t2)]ii = Σˆi,L(t1, t2), where all the com-
ponents are zero except at the site i = 1 where the lead
is attached to the NW,
Σˆi,L(t1, t2) = (t˜
†
L(t1)⊗ηz)gˆL(t1−t2)(ηz⊗ t˜L(t2)) . (A2)
Here, ΣˆL, gˆL are matrices in Nambu-Keldysh space,
with gˆL(t − t′) the Green function of electrons in the
lead. In the literature, they are typically given in the
frequency domain: g˜
R/A
L (ω) = ∓ipiνF and g˜K(ω) =
(1 − 2f(ω))(g˜RL (ω) − g˜AL (ω)). The superscripts R,A,K
correspond to the components in the rotated Keldysh
space. The self-energy in frequency domain can be cal-
culated easily by inserting these functions into Eq. (A2)
and performing a Fourier transform leading to
Σ˜
A/R
L (ω) = ±iΓL, (A3)
Σ˜KL (ω) = −2iΓL
(
tanh(βω−/2) 0
0 tanh(βω+/2)
)
,
where ω± = ω±Vbias and ΓL = piνF
∣∣tˆL∣∣2 is the tunneling
rate between the NW and the lead and β = 1/kBT with T
the temperature of the electrons in the lead. The Green
function G˜ remains to be determined. To do this, we
write the Dyson equation in the frequency domain and
we obtain the various components of G˜ in the rotated
Keldysh space
G˜R/A(ω)−1 = G˜R/A0 (ω)
−1 − Σ˜R/AL (ω), (A4)
G˜K(ω) = G˜R(ω)Σ˜KL (ω)G˜
A(ω), (A5)
with G˜
R/A
0 (ω) = (ω± iδ− H˜W )−1. The current between
the NW and the lead can be calculated via the change in
the charge density ∂ρ∂t =
1
i [ρ, H˜] leading to
I(t) =
i
2
[
∑
k
Ψ˜†kτzΨ˜k, H˜T (t)] =
i
2
∑
k
Ψ˜†kτz t˜L(t)ψ˜j=1.
(A6)
To compute it, it is convenient to introduce counting
fields γ(t), which appear in the tunneling amplitudes as
t˜L(t)→ t˜L(t)eiηz⊗τzγ(t)/2. The average current from the
nanowire into the lead can then be calculated as the first
derivative of the Keldysh partition function,
Ic = 〈I〉 = i 1
Z[0]
δZ [γ]
δγ(t)
∣∣∣∣
γ=0
, (A7)
where Z[γ] = 〈S(∞, γ)〉0 and S(∞, γ) is the evolution
operator in which the counting fields were introduced.
After performing the derivative and a Fourier transform
6to go to frequency domain, we can write the average cur-
rent in terms of the advanced, retarded, and Keldysh
components by taking the trace over the Keldysh space
and get
Ic =
e
2~
Tr{τz
+∞∫
−∞
dω
2pi
Re[G˜R(ω)Σ˜K(ω) + G˜K(ω)Σ˜A(ω)]}.(A8)
Appendix B: dIc/dVbias and Band structure for small
magnetic field.
As mentioned in the main text, the Zeeman field not
only plays an important role in tuning the TNW into the
topological phase but it also sets the splitting between
dot levels. In our study, we have noticed that for small
magnetic field the dot levels can interact between them-
selves within the gap and give rise to extra features in
the differential conductance inside the bulk gap, see Fig.
7. In this particular configuration, there is a crossing be-
tween electron and hole levels inside the bulk gap of the
TNW. As a result, one can clearly see an additional fea-
ture appearing in transport experiments (brown dashed
line).
FIG. 7. The same as in Fig. 5(a). The system is in the trivial
phase with ∆z = 0.04. The anticrossings between electron
and hole levels of the quantum dot inside the bulk gap of
the TNW lead to extra features inside the bulk gap (brown
dashed line).
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