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Abstract
A precision measurement of the mass and width of the W boson is presented. The W
bosons are produced in proton antiproton collisions occurring at a centre of mass energy
of 1.96 TeV at the Tevatron accelerator. The data used for the analyses is collected by the
Collider Detector at Fermilab (CDF) and corresponds to an average integrated luminosity
of 350 pb 1 for the W width analysis for the electron and muon channels and an average
integrated luminosity of 2350 pb 1 for the W mass analysis.
The mass and width of the W boson is extracted by ﬁtting to the transverse mass
distribution, with the peak of the distribution being most sensitive to the mass and the
tail of the distribution sensitive to the width. The W width measurement in the electron
and muon channels is combined to give a ﬁnal result of 2032 ± 73 MeV.
The systematic uncertainty on the W mass from the recoil of the W boson against the
initial state gluon radiation is discussed. A systematic study of the recoil in Z   e+e 
events where one electron is reconstructed in the central calorimeter and the other in the
plug calorimeter and its e ect on the W mass is presented for the ﬁrst time in this thesis.iiiiv
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CHAPTER 1
The Standard Model
The Standard Model of particle physics is a theoretical framework describing the elemen-
tary particles and the interactions between them. It consists of a set of gauge ﬁeld theories
that couple the three generations of particles that constitute matter to a di erent class of
particles that mediate the strong, electromagnetic and weak interactions.
The model was developed in the 1970s and since then it has been exceptionally success-
ful in explaining experimental observations and predicting the outcome of a large number
of experiments. The heaviest particle predicted by the Standard Model, the top quark,
was discovered in proton antiproton collisions at the CDF [1] and DØ [2] detectors at the
Tevatron and the W and Z bosons predicted by the theory that uniﬁed the electromagnetic
and weak forces, the electroweak theory, were discovered in the early 1980s at the UA1 [3]
and UA2 [4] experiments at CERN.
The Standard Model has been validated to an extraordinary level of precision with
more precise experimental measurements testing the Standard Model quantities at the
level of radiative corrections. The measurements of the mass and width of the W boson
presented in this thesis represent a continuing e ort towards constraining the theory.
1.1 Particles
The particles in the Standard Model can be divided into two classes; fermions and bosons.
Fermions are spin 1
2 particles obeying Fermi-Dirac statistics and can be further sub-divided
into leptons and quarks. Bosons have integer spin and obey Bose-Einstein statistics.1.1 Particles 2
• Quarks
The most important property of quarks that distinguishes them from leptons is that
they are not found isolated in nature. They exist in composite states called hadrons,
which consist of 2 or 3 quarks bound together by the strong force. There are six
di erent types of quarks with varying mass and charge, called up (u), down (d),
charm (c), strange (s), bottom (b) and top (t). They have spin 1
2 and unlike the
leptons, fractional charge. The u, c and t quarks have a charge of +2
3 and the d, s
and b quarks have a charge of  1
3. Their antiparticles also have fractional charges
but of opposite sign. They are assigned a quantum number called ‘colour charge’
which enables them to interact via the strong interaction. They are also a ected by
the electromagnetic and weak interactions.
• Leptons
Leptons are spin 1
2 pointlike particles. There are three known ﬂavours of leptons;
electron, muon and tau. Each ﬂavour is represented by a weak doublet, which
consists of a massive charged particle and a nearly massless neutral particle called
the neutrino. All six leptons have corresponding antiparticles. Leptons couple to the
electroweak gauge bosons and take part in the weak interaction with the charged
leptons also taking part in the electromagnetic interaction. They do not possess
colour charge and are thus una ected by the strong force.
• Vector Bosons
Vector bosons mediate interactions between quarks and leptons with each gauge
boson associated with a fundamental interaction. The electromagnetic interaction
between charged particles is mediated by the massless photon, the weak interaction
by the massive W± and Z bosons and the strong force by 8 massless gluons.1.2 Electromagnetic Interaction 3
1.2 Electromagnetic Interaction
The theory describing the interaction between particles possessing electric charge is known
as QED (Quantum Electro Dynamics). It is an Abelian gauge ﬁeld theory obeying the
U(1) symmetry group. The Lagrangian density, L, for a free Dirac fermion ﬁeld   with
mass m is given by
L = ¯  (i µ µ   m) . (1.1)
The QED Lagrangian is required to be invariant under a local phase transformation. This
is achieved by introducing a vector gauge ﬁeld Aµ such that the covariant derivative Dµ
has the form
Dµ =  µ + ieQAµ (1.2)
where eQ is the charge of the fermion and the gauge ﬁeld Aµ can be identiﬁed as the
photon ﬁeld. The QED Lagrangian is written as
L = ¯  (i µDµ   m)  +
1
4
Fµ Fµ  (1.3)
where the last term denotes a kinetic term for the photon ﬁeld formed by deﬁning a ﬁeld
strength tensor Fµ  as
Fµ  =  µA      Aµ. (1.4)
There is no mass term for the photon ﬁeld since a term of the form m2AµAµ would violate
gauge symmetry. This is therefore consistent with what is observed in nature, i.e. the
photon is massless.
1.3 Strong Interaction
The strong interaction is described by a non-Abelian gauge theory known as QCD (Quan-
tum Chromo Dynamics) which is based on the symmetry of the gauge group SU(3). Re-
quiring the Standard Model Lagrangian to be invariant under local gauge transformations1.3 Strong Interaction 4
introduces 8 massless gluons which correspond to the 8 generators of the symmetry group
SU(3). Quarks and gluons are collectively known as partons and are found to have an in-
ternal quantum degree of freedom known as colour comprising of three states; blue, green
and red. The exchange of this colour charge between gluons allows them to interact with
one another. The QCD Lagrangian for a quark ﬁeld q is
L = ¯ q(i µDµ   m)q +
1
4
Fµ Fµ  (1.5)
with the covariant derivative given by
Dµ =  µ + igsTaAa
µ (1.6)
where Ta are the set of 8 SU(3) generators with index a going from 1 to 8 and gs is a
coupling constant characterising the strength of the strong interaction. The last term in
the Lagrangian represents the kinetic term for the gluon ﬁelds and the ﬁeld strength tensor
is deﬁned as
Fa
µ  =  µAa
      Aa
µ   gsfabcAb
µAc
  (1.7)
where fabc are the structure functions of the SU(3) group. Again, as in the case of QED,
there is no gauge invariant mass term in the Lagrangian, resulting in the gluons being
massless. The last term in the gluon ﬁeld strength tensor denotes the self interactions of
the gluon ﬁeld. This can be compared to the expression for the photon ﬁeld tensor in
Equation 1.4 where the absence of such a term shows the Abelian nature of QED. Also in
contrast to QED, the coupling strength of QCD decreases as the energy scale increases.
This leads to a number of interesting features which account for the properties and be-
haviour of quarks and their interactions, such as conﬁnement and asymptotic freedom.
Conﬁnement : Quarks are not found isolated in nature, they are only observed in bound
colour singlet states of hadrons that have integer electric charge and zero colour charge. If
one tries to pull a quark out of a hadron, the force between this quark and gluons increases1.4 Electroweak Interaction 5
until there is su cient energy to produce a quark-antiquark pair from the vacuum. This
then combines with the other quarks to produce hadrons. It is not possible therefore to
isolate a single quark from a hadron. This property is called conﬁnement.
Asymptotic freedom : On the other hand, pushing quarks together inside a hadron
decreases the distance between them and decreases the force between them such that
they can be thought to behave like free particles. This property is known as asymptotic
freedom.
1.4 Electroweak Interaction
In the 1960s Glashow [5], Salam [6] and Weinberg [7] postulated the theoretical uniﬁcation
of the electromagnetic and weak forces into a single electroweak theory. The weak interac-
tion on its own is described by the gauge group SU(2)L (L denotes that only left-handed
states are involved) and the electromagnetic interaction is described by U(1)Q, where Q
represents electromagnetic charge. To unify the two interactions a new quantum number
is introduced, the weak hypercharge, Y , which is related to Q and the third component
of weak isospin, T3 in the following way
Q = T3 +
Y
2
. (1.8)
The leptons are characterised as left-handed isospin doublets
Le =
 
 e
e 
 
L
, Lµ =
 
 µ
µ 
 
L
, L  =
 
  
  
 
L
(1.9)
and right-handed isospin singlets
Re,µ,  = eR, µR,  R. (1.10)
The quarks are similarly characterised as left-handed isospin doublets
Lud  =
 
u
d 
 
L
, Lcs  =
 
c
s 
 
L
, Ltb  =
 
t
b 
 
L
(1.11)1.4 Electroweak Interaction 6
and right-handed isospin singlets
Ru = uR, cR, tR and Rd = dR, sR, bR. (1.12)
The weak eigenstates of the quark doublets (d ,s ,b ) are mixtures of the mass eigenstates
 
 
 
d 
s 
b 
 
 
  =
 
 
 
Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb
 
 
 
 
 
 
d
s
b
 
 
  (1.13)
where the 3 3 Cabbibo-Kobayashi-Maskawa [9] [10] matrix represents quark mixing.
The SU(2)L group has 22   1 = 3 generators which give the gauge ﬁelds W1
µ, W2
µ
and W3
µ and the U(1)Y group gives the gauge ﬁeld Bµ. The covariant derivative of the
electroweak Lagrangian is given by
Dµ =  µ   igTiWi
µ   ig Y
2
Bµ (1.14)
where Ti are traceless Hermitian generators of SU(2) with i representing a sum over all
the generators and the coupling strengths of the electromagnetic and weak interactions is
denoted by g and g  respectively. The physical gauge bosons W±
µ are superpositions of
the SU(2) gauge bosons, W1
µ and W2
µ, so
W±
µ = (W1
µ ± iW2
µ)/
 
2. (1.15)
The W3
µ and Bµ ﬁelds also mix, like the W1
µ and W2
µ and the physical gauge bosons can
be deﬁned as superpositions of these ﬁelds in the following way
Zµ = cos WW3
µ + sin WBµ (1.16)
Aµ = sin WW3
µ + cos WBµ (1.17)
where the weak mixing angle,  W is deﬁned by
tan W =
g 
g
. (1.18)1.4 Electroweak Interaction 7
The fact that the neutral gauge bosons, the Z and the photon, are linear combinations of
a gauge boson from each of SU(2) and U(1) demonstrates the uniﬁcation of SU(2) and
U(1). The gauge invariant Lagrangian describing electroweak interactions is
L = ¯ Li µDµL + ¯ Ri µDµR +
1
4
fµ fµ  +
1
4
Fµ Fµ  (1.19)
where the ﬁeld strength tensor for the gauge ﬁelds Wa
µ is given by
Fa
µ  =  µWa
      Wa
µ + ig abcWb
µWc
  (1.20)
and the ﬁeld strength tensor for the gauge ﬁeld Bµ is given by
fµ  =  µB      Bµ. (1.21)
The electroweak Lagrangian does not contain mass terms for the gauge bosons since such
terms would violate local gauge invariance. In a symmetric gauge theory, therefore, the
gauge bosons must be massless. This is exactly what is required for QED (massless
photon) and QCD (massless gluons). However, for the weak interaction the symmetry must
somehow be broken since the carriers of the weak interaction (the W and Z bosons) are
known to be massive. Spontaneous symmetry breaking is a way to break the symmetry of a
theory whilst preserving local gauge invariance and keeping the theory renormalisable. The
Lagrangian remains invariant under the symmetry transformation, however the ground
state of the symmetry is not invariant. Masses are generated via the Higgs mechanism [8]
which involves introducing a scalar Higgs ﬁeld in order to break the symmetry of the group
spontaneously. A scalar potential of the form
V  =  µ2 †  +  ( † )2 (1.22)
is introduced, where  , µ are constants and the doublet for a complex scalar ﬁeld is given
by
  =
 
 +
 0
 
. (1.23)1.5 Beyond the Standard Model 8
For   > 0, if µ2 < 0 the potential V ( ) has a minimum at   = 0. For the case where
µ2 > 0 , the potential no longer has a minimum at   = 0 but a maximum, the minimum
occurs if  †  =  µ2/2    v2/2 where v is the vacuum expectation value. Expanding the
Higgs ﬁeld about the minimum results in the W± and Z bosons acquiring a mass
MW =
vg
2
and MZ =
v
 
g2 + g 2
2
. (1.24)
The spontaneous symmetry breaking of the electroweak theory therefore results in one
massless gauge boson, the photon and three massive gauge bosons, W± and Z where the
masses are generated via the Higgs mechanism. Indeed, the observation of the W± at the
Sp¯ pS collider at CERN in 1982 was a great vindication of the electroweak theory. The
particle responsible for giving them masses, the Higgs, has yet to be discovered.
1.5 Beyond the Standard Model
Over the last few decades, signiﬁcant upgrades in accelerators have enabled us to collide
particles at successively higher energies, resulting in the discovery of the top quark at the
Tevatron and the W and Z bosons at CERN, while precision measurements, such as the W
mass and width measurements presented in this thesis, have enabled stringent constraints
to be placed on Standard Model quantities.
Through this process, the Standard Model has been tried, tested and constrained and it
has done remarkably well in explaining a large fraction of experimental observations, with
the notable exception being neutrino masses. The observation of neutrino oscillations [11]
contradicts the Standard Model prediction of massless neutrinos. This section will brieﬂy
mention some of the reasons why the Standard Model is not thought to be a complete
theory.
• Gravity
One of the major shortcomings of the Standard Model is that it does not explain1.5 Beyond the Standard Model 9
gravity. The Standard Model is therefore thought to be valid up to the Planck scale,
mPlanck   1019 GeV 1, the scale at which gravity is expected to display quantum
behaviour and hence become important. A theory that claims to describe everything
would need to include gravity.
• Hierarchy Problem
All particles predicted by the Standard Model have been observed in experiments,
except the Higgs boson. The mass of the Higgs boson receives quadratically divergent
corrections from loops of virtual particles. Since the Standard Model is considered
to be an e ective theory valid up to mPlanck, these contributions could be as large as
the Planck scale. Some very delicate ﬁne tuning is required to cancel contributions
of the order of mPlanck to bring the Higgs mass down to the electroweak scale, of
O((100) GeV). This is known as the hierarchy problem.
• Dark matter
Evidence from cosmological experiments suggests that only a very small percentage
(  4%) of the universe is ‘visible’, i.e. it emits electromagnetic radiation. Almost
22% of the universe is composed of what is known as dark matter, matter that
emits no radiation. Its presence was inferred by studying the rotational velocities of
galaxies. The dark matter candidate is thought to be a stable, neutral and massive
particle.
• GUT
The idea that the three forces contained in the Standard Model are simply manifes-
tations of a single force is called the Grand Uniﬁed Theory (GUT). It predicts that
at some very high energy the three forces merge into a single force and the coupling
1Throughout this thesis, the relation ¯ h = c = 1 is used. Therefore, mass, momentum and energy are
all expressed in eV.1.5 Beyond the Standard Model 10
constants intersect. Running the coupling constants to higher energies shows that
although the couplings come close, they do not intersect.
A number of theories have been proposed to address these issues, one of the most pop-
ular being Supersymmetry [12]. Supersymmetry or SUSY, is a theory which predicts a
Supersymmetric fermionic (bosonic) partner for every Standard Model boson (fermion).
Supersymmetry is thought to be a broken symmetry and as a result the superpartners are
heavier than the known elementary particles and have not yet been observed experimen-
tally. SUSY has a number of interesting features which make it appealing. The spectra of
particles predicted by SUSY enter as virtual loop corrections into the Higgs mass. These
corrections are opposite in sign to those from Standard Model particles and therefore
solve the hierarchy problem by reducing the number of quadratically divergent terms in
the Higgs mass such that the Higgs mass is of the order of electroweak scale. In addition,
the lightest particle from the SUSY particle spectrum is stable and a good candidate for
cold dark matter. Introducing SUSY particles into the theory also changes the way the
coupling constants vary with energy. With a certain choice of masses for SUSY particles
the coupling constants can be made to intersect at high energy.
One of the goals of the Large Hadron Collider (LHC) built at CERN is to look for
physics beyond the Standard Model by searching for new particles such as those proposed
by SUSY.11
CHAPTER 2
The Tevatron and CDF
The data used to perform the W mass and width measurements was collected by the
Collider Detector at Fermilab (CDF), a multi-purpose detector used to study proton-
antiproton collisions at the Tevatron accelerator. This chapter describes the accelerator
and the detector, focusing on components of the detector that are most relevant to the
analyses presented in this thesis.
2.1 The Tevatron
The Tevatron is the world’s highest energy particle accelerator located at the Fermi Na-
tional Accelerator Laboratory (Fermilab), Illinois. It brings together beams of protons
and antiprotons travelling at almost the speed of light and collides them head-on at a
centre-of-mass energy of 1.96 TeV. A chain of accelerators are employed in a series of
steps culminating in the collision of proton-antiproton beams in the Tevatron with each
beam attaining an energy of 980 GeV. A schematic diagram of the stages of production
and acceleration is shown in Figure 2.1.
Proton Production and Acceleration
• H  ions, which are just hydrogen atoms albeit with an extra electron are ac-
celerated by the Cockroft-Walton accelerator to 750 keV.2.1 The Tevatron 12
• These are then injected into the linac, a linear accelerator about 150 m in
length, which accelerates them to 400 MeV.
• The H  ions are subsequently fed into the Booster, a proton synchrotron with
a series of magnets arranged around a 75 m radius circle. Here, the H  ions
are stripped of their two electrons by passing them through a carbon foil. The
resultant protons are accelerated to 8 GeV.
• These 8 GeV protons are passed to the Main Injector, a multi-purpose syn-
chrotron seven times larger than the Booster with 18 accelerating cavities. It
can accelerate the protons to two di erent energies, depending on their sub-
sequent use. If the protons are to be used to produce antiprotons, they are
accelerated to 120 GeV, if they are to be injected into the Tevatron, their
maximum energy is 150 GeV.
Antiprotons, not being readily available, must be produced, stored until su cient amounts
are accumulated, then accelerated and fed into the Main Injector.
Antiproton Production and Acceleration
The production of antiprotons involves ﬁring the protons from the Main Injector at a
nickel target. The collision produces a spectra of secondary particles and antiprotons
are selected from this shower using a bending magnet which acts as a charge-mass
spectrometer. They are then cooled, formed into a beam of antiprotons with a uni-
form 8 GeV energy and stored in the Recycler until a su cient quantity, or a ‘store’
has been collected. These antiprotons are subsequently sent to the Main Injector
where they circulate in the opposite direction to the protons and are accelerated to
150 GeV.
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The proton-antiproton beams from the Main Injector, each consisting of 36 bunches
of protons and antiprotons are passed into the Tevatron, the largest of the Fermilab
accelerators, where the ﬁnal acceleration and collision of the protons and antipro-
tons takes place. The Tevatron is a 1 km radius synchrotron ring which employs
superconducting magnets and eight accelerating cavities. It accelerates the proton-
antiproton bunches in opposite directions from 150 GeV to 980 GeV and brings them
to collision at 2 predetermined points on the ring, B0 and D0, the locations of the
CDF and DØ detectors, respectively. The centre-of-mass energy of the collision is
 
s = 1.96 TeV and the time between bunch crossings is 396 ns.
Figure 2.1: The various stages of production and acceleration of protons and antiprotons.
2.2 Tevatron performance and luminosity
The performance of the collider is quantiﬁed by the instantaneous luminosity which is
deﬁned as
L =
nfNpN¯ p
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where Np(N¯ p) is the number of p(¯ p) per bunch, n is the number of bunches, f is the
collision frequency and  2 is the cross sectional area of the beam. The instantaneous
luminosity is at its peak at the beginning of a store and then decreases exponentially with
time as particles are lost and the beams lose focus. The peak instantaneous luminosity is
shown as a function of time for CDF Run II in Figure 2.2. The increase in peak luminosity
over time is the result of improvements in collider operations through more e cient storage
and transfer of antiprotons.
The integrated luminosity is a quantitative measure of the amount of data collected
over time. The integrated luminosity delivered by the Tevatron over the period of Run
II is shown in Figure 2.3. It shows that the total integrated luminosity delivered by
the Tevatron has now surpassed 7 fb 1. The datasets used in the W mass and width
analyses presented in this thesis represent an integrated luminosity of 2.4 fb 1 and 350
pb 1 respectively.
Figure 2.2: The peak luminosity of a store as a function of time for the period of Run II.2.3 The CDF Detector 15
Figure 2.3: The integrated luminosity as a function of time for the period of Run II.
2.3 The CDF Detector
The Collider Detector at Fermilab (CDF) [13], shown in Figure 2.4, is a multi-purpose
detector designed to study a broad range of interactions and particles produced in the p¯ p
collision. The proton and antiproton bunches are brought to a focus in the centre of the
detector. The resulting particles are identiﬁed and their energy and momenta measured
by a system of sub-detectors placed in concentric layers around the beam pipe. CDF is
a forward-backward and azimuthally symmetric detector reﬂecting the symmetry of the
colliding beams. It comprises of a central barrel region and two end-caps placed on either
side of the barrel.
A particle travelling outwards from the point of the proton-antiproton collision ﬁrst
traverses the tracking system which consists of a silicon detector and a drift chamber placed
in a magnetic ﬁeld. Then there is a system of calorimeters, electromagnetic and hadronic,
designed to absorb and hence measure the energy of the particle. The outermost detectors
are the muon chambers. These sub-detectors are described in more detail in subsequent
sections with more emphasis on the components that are relevant to the analyses presented2.3 The CDF Detector 16
in this thesis.
Figure 2.4: An elevation view of one half of the CDF detector.
2.3.1 CDF Coordinate System
CDF uses a right-handed coordinate system with an origin at the centre of the detector.
The z-axis is oriented along the direction of the beams, it is positive in the direction of the
proton beam and negative in the antiproton beam direction. The y-axis points vertically
upwards from the beam axis and the x-axis is in the transverse plane pointing horizontally
away from the centre of the detector. The cylindrical symmetry of the detector makes
it convenient to introduce a cylindrical coordinate system, where r is the distance from
the z-axis, the angle   is measured in the transverse (xy) plane and the polar angle   is
measured relative to the z-axis. The CDF coordinate system is shown in Figure 2.5. The
pseudorapidity is deﬁned as
     ln
 
tan
 
2
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This quantity is useful as it is Lorentz invariant under boosts in the z direction. The
components of the detector, in particular the calorimeter system are partitioned in terms
of   and  . These coordinates will be referred to in the following sections.
Figure 2.5: The CDF coordinate system.
2.3.2 Tracking System
The CDF tracking system is designed to reconstruct the trajectory of charged particles and
ﬁnd vertices associated with the p¯ p interaction. It comprises of two sub-detectors placed
in a magnetic ﬁeld of 1.4 T provided by a superconducting solenoid. The innermost sub-
system is a silicon detector which is placed very close to the beam pipe. This is followed
by the Central Outer Tracker (COT), a drift chamber which provides coverage over the
central region, deﬁned in pseudorapidity as | |   1.
Silicon Tracker
The Silicon Tracker [14] consists of 3 sub-systems designed to provide precise mea-
surement of the particle trajectory close to the beam line. They are placed at
increasing radii from the beam pipe with the innermost detector, Layer-00, placed
at a radius of 1.35 cm. It comprises of a single sided layer of silicon and provides a
measurement of the impact parameter of a particle track. Outside Layer-00 is the
SVX (Silicon Vertex Detector) which comprises of 3 barrels placed end to end, each2.3 The CDF Detector 18
29 cm long. Each barrel has layers of double sided silicon, with one side providing
measurements in the r     plane and the other side providing measurements in the
r   z plane. Readout from these is combined to provide 3-D tracking information.
Furthest from the beam pipe is the ISL (Intermediate Silicon Layer) which comprises
of 3 layers of silicon at varying radii. The inner layer at 20 cm is in the central region,
i.e. | | < 1 while the outer layers at 22 and 28 cm respectively are in the region
1 < | | < 2, thus providing additional tracking information in the forward region
where there is no COT coverage.
The Central Outer Tracker
The COT [15] is a 3.2 m long open-cell drift chamber extending from a radius of 40
cm to 132 cm from the beam pipe. It is ﬁlled with a mixture of argon and ethane in
a 50:50 ratio together with a small amount of alcohol. In addition, small measures of
oxygen have also been introduced to this mixture after it was observed that a small
amount of oxygen reversed the ageing process of the COT, thought to be caused by
the build up of polymers on the wires, reducing their gain [18].
The passage of a charged particle through a gas mixture excites and ionises the gas
molecules to produce ions and electrons. The electrons drift towards the anode that
can be read out to give a precise position measurement and the arrival time of the
electrons can be used to calculate a drift time (di erence between collision time and
time of arrival at the anode). The maximum drift time is required to be less than
the time between bunch crossings (396 ns) so that two di erent bunch crossings can
be resolved. In the COT a maximum drift time of 177 ns is achieved.
The structure of the COT comprises of 8 superlayers, alternating between axial and
stereo superlayers, as shown in Figure 2.6. A track with | | < 1 traverses all 8
superlayers of the COT and are well reconstructed. Axial superlayers have wires2.3 The CDF Detector 19
that are parallel to the z-axis and give the r     position of the track and stereo
superlayers have wires that are tilted at ± 2  with respect to the z-axis, giving
the z position of the track. Information from the two is combined to obtain a 3-D
reconstruction of the track. Each superlayer is further segmented into 12 layers of
wires, each containing sense wires and potential wires. Sense wires are used to collect
information about the particle tracks and potential wires are used to conﬁgure the
electric ﬁeld in the COT.
Figure 2.6: Superlayers of the COT, alternating between stereo and axial superlayers.
Primary electrons resulting from the ionisation of the gas move towards the sense
wires. In the vicinity of the wires, the 1
r dependence of the electric ﬁeld causes them
to accelerate and liberate more electrons, subsequently resulting in an ‘avalanche’
near the anode which ampliﬁes the signal and is registered by the sense wires. The
position of hits on the sense wires allows the track of the charged particle to be
reconstructed and its curvature measured. Since curvature is inversely proportional2.3 The CDF Detector 20
to the transverse momentum (pT) of the track, this allows the transverse momentum
of the particle to be determined.
The tracking resolution of the COT is given by
 (pT)
pT
  0.15%   pT (2.3)
where pT is measured in GeV.
2.3.3 Calorimeter System
The CDF calorimeter system is subdivided into the electromagnetic calorimeter and the
hadronic calorimeter. They are designed to absorb the energies of di erent types of par-
ticles and convert them to a measurable signal. Electrons produce bremsstrahlung in
materials thus showering quickly and losing their energy early. Their shower is therefore
mostly contained in the electromagnetic calorimeter. However, hadronic jets shower later
and leave a signiﬁcant energy deposit in the hadronic calorimeter. Muons, on the other
hand, only deposit small amounts of energy in both the calorimeters. This is illustrated
in Figure 2.7.
Figure 2.7: A schematic diagram showing where di erent particle types deposit their energy in the CDF
calorimeter system.2.3 The CDF Detector 21
Electromagnetic Calorimeter
The electromagnetic (EM) calorimeter [16] is divided into two physical sections, the
central electromagnetic calorimeter (CEM) which covers the region | | < 1 and the
plug electromagnetic calorimeter (PEM), covering the region 1.1 < | | < 3.64.
The CEM is split at   = 0 into 2 halves. Each half is segmented into 24 wedges
with each wedge subtending 15  in   and containing 10 electromagnetic towers with
projective geometry, such that the centre of the face of the tower points towards the
nominal interaction point. A schematic diagram of a calorimeter wedge, with the
towers labelled from 0 to 9 is shown in Figure 2.8. Each tower is made from layers
of lead sheets interspersed with polystyrene scintillator.
An electron entering dense sheets of lead in the calorimeter produces a photon by
bremsstrahlung, which subsequently converts into an electron-positron pair, thus
initiating an electromagnetic cascade. Electrons generated in this cascade enter the
scintillator layers and produce light which is collected by photomultiplier tubes. The
number of particles produced and hence the amount of light collected is proportional
to the energy of the incoming electron or photon. The calorimeter has a thickness
of 32 cm which translates to 18 radiation lengths. This ensures that approximately
99.7% of an electron’s energy will be deposited in the calorimeter.
A proportional strip chamber (CES) is inserted between the 8th layer of lead and
the 9th layer of scintillator. Its location is at a depth of 6 radiation lengths and
corresponds to the depth at which typical showers are expected to reach their max-
imum transverse extent. The CES has anode wires in the r     plane and cathode
strips in z. Charge is collected on these wires and strips and since the amount of
charge deposited is proportional to the energy of the showering particle, this infor-
mation is then used to construct a 3-D picture of the precise position and transverse2.3 The CDF Detector 22
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Figure 2.8: A schematic diagram of a central calorimeter wedge showing the ten electromagnetic calorime-
ter towers.
development of the shower in the CEM. This shower topology information is useful
to distinguish between electrons or photons and light hadrons (e.g   or K), since the
transverse development of the showers is di erent for these particles. The position
of the shower as measured in the CES is used for matching the EM cluster to a track
in the COT. It has a position resolution of 2 mm at 50 GeV.
The plug electromagnetic calorimeter covers the high   region (1.1   | |   3.6). It
has a similar composition to the CEM, consisting of a stack of lead and scintillator
sheets read out by phototubes. At lower values of | |, the plug calorimeter is az-
imuthally segmented into 48 wedges, each subtending 7.5  in  . At higher values
of | |, the segmentation resembles that of the CEM, with 24 wedges, each subtend-
ing 15  in  . The PEM also has a shower maximum detector (PES) located at2.3 The CDF Detector 23
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Figure 2.9: Schematic diagram of the proportional strip chamber (CES) in the central calorimeter.
approximately 6 radiation lengths.
Hadronic Calorimeter
The hadronic calorimeter [17] is situated just outside in radius to the EM calorimeter
and is divided into 3 physical sections, the Central Hadronic Calorimeter (CHA),
the Plug Hadronic Calorimeter (PHA) and the Wall Hadronic Calorimeter (WHA)
which cover di erent regions of pseudorapidity. The CHA covers the region | | < 0.9
and the PHA covers the region 1.1 < | | < 3.6. The WHA is placed in the gap
between the CHA and PHA, covering the region 0.7 < | | < 1.3.
The hadronic calorimeter is made of alternating layers of steel and scintillator. They
are similarly segmented to the EM calorimeter with 24 wedges subtending 15  in  ,
except for the PHA which follows the same segmentation as the PEM. The energy
resolutions of these various components of the calorimeter are determined using in-
cident electrons of energy 50 GeV for the electromagnetic calorimeter and incident
pions of energy 50 GeV for the hadronic calorimeter in a test beam run. The reso-
lutions obtained are given in Table 2.1.2.3 The CDF Detector 24
Detector system Resolution
CEM
 (E)
E   13.5%/
 
ET (GeV)   2%
PEM
 (E)
E   14.4%/
 
E (GeV)   0.7%
CHA
 (E)
E   50%/
 
E (GeV)
CES 2 mm at 50 GeV
Table 2.1: Resolutions of the calorimeter sub-systems (where   denotes addition in quadrature).
2.3.4 Muon Chambers
Muons, due to their larger mass compared to electrons, produce less bremsstrahlung and
therefore their interaction with the material of the calorimeters does not produce a shower.
They traverse the entire depth of the detector without leaving a signiﬁcant energy deposit
in either the electromagnetic or hadronic calorimeters. Muon chambers therefore form the
outermost detectors.
The muon detector system consists of 4 chambers comprising of scintillating material
and layers of drift tubes containing a gas mixture of ethane and argon. Muons entering
the detector ionise the gas in the chambers leaving a trail of ions and electrons along their
trajectory and inducing light pulses in the scintillator panels which are collected by the
PhotoMulitplier Tubes (PMTs). Information from the drift tubes and the scintillators is
combined to calculate the trajectory of the muon.
The central muon system (CMU) [19] has a cylindrical shape and is located behind
the CHA covering the pseudorapidity region | | < 0.6. It comprises of a four layer drift
chamber where the layers are divided into rectangular cells. Each cell has a single sense
wire which is attached to a TDC to get timing information with a single sense wire in each
cell.
The central muon upgrade (CMP) detector also covers the | | < 0.6 region and com-
plements the CMU. It is preceded by 60 cm of steel to absorb fake muons and reduce
background. Muons that give hits in the CMU are also generally required to have a cor-2.3 The CDF Detector 25
responding hit in the CMP and are known as CMUP muons. The matching hits in the
CMU and CMP are known as muon ‘stubs’.
The central muon extension (CMX) detector extends the coverage of the muon system.
It covers the region 0.6   | |   1 with a slight overlap with the CMU in the region
| | = 0.6. It consists of arches arranged at each end of the central detector. Scintillator
plates (CSX) are mounted on the inside and outside of the CMX detector and the excellent
timing resolution of the CSX allows the rejection of backgrounds from interactions in the
beam pipe that are not in coincidence with proton-antiproton collisions.
The Intermediate Muon system (IMU) covers the region 1.0   | |   1.5. The      
coverage of the muon system is shown in Figure 2.10.
- CMX - CMP - CMU
 
 
0 1 -1
- IMU
Figure 2.10: Schematic diagram of the sub-detectors comprising the muon chamber and their coverage
in   and  .2.4 The Trigger System 26
2.4 The Trigger System
The proton-antiproton collisions at CDF occur every 396 ns giving a collision rate of 2.5
MHz which is far too large to enable all the events to be written to tape. The collisions
produce a range of physics processes, only a fraction of which contain physics that is
considered interesting against a large background of hadronic activity. In order to store
as many interesting physics events as possible to tape, the event information is processed
through a three level trigger system that reduces the amount of data recorded and stored
to an acceptable amount. The three level trigger evaluates the information provided by
the various sub-detectors and decides whether an event is interesting enough to be written
to tape, with each level utilising more sophisticated algorithms and taking longer to make
a decision on an event.
Information from the front end electronics of the various sub detectors ﬁrst goes to the
Level 1 trigger. The Level 1 trigger is a hardware trigger and makes use of simple and fast
algorithms that take readouts from the calorimeter, tracking chamber and muon detectors
to make a decision within 5.5 µs on whether an event is interesting enough to be passed
to Level 2. The Level 1 trigger reduces the data rate from 2.5 MHz to approximately 30
kHz or less.
The Level 2 trigger is a software trigger that receives information at a rate of 30 kHz
or less and uses more sophisticated algorithms than Level 1 to perform the clustering
of calorimeter towers into calorimeter objects which can later be identiﬁed as electrons,
photons or jets. Information from the CES detector is also used to identify electrons
and photons and reject background. Secondary vertices are found using the silicon vertex
detector and track impact parameters are computed using the Level 1 tracking information.
The Level 2 trigger has a decision time of about 30 µs per event and reduces the data rate
by a factor of 100.2.4 The Trigger System 27
The Level 3 trigger system is a computer farm of Linux PCs that use the full readout
of the detector to reconstruct events using a simpliﬁed version of the CDF o ine recon-
struction software. The Level 3 trigger reduces the rate from 300 Hz to about 75 Hz which
is then written to storage tape.
The W   l  and Z   l+l  processes are triggered using the high pT electrons and
muons in the decay of the boson. The detailed requirements at each level of the electron
and muon trigger is described in the following.
2.4.1 Electron Trigger
The trigger path used for high pT electrons is the ELECTRON CENTRAL 18 trigger. The
requirements at each level of the three-tier trigger are:
• Level 1 : requires the electromagnetic transverse energy of a calorimeter cluster
to exceed 8 GeV and the ratio of the energy in the hadronic and electromagnetic
calorimeter (Ehad/Eem) to be less than 0.125. A track reconstructed using the ex-
tremely fast tracker (XFT) [20] is required to have a pT greater than 8 GeV and to
point to the calorimeter cluster. The XFT uses hit information from the axial su-
perlayers of the COT to construct short segments of tracks which are then combined
to form a full reconstructed track.
• Level 2 : requires an electromagnetic cluster with transverse energy greater than 16
GeV and a Ehad/Eem ratio less than 0.125. It also requires an XFT track with pT
greater than 8 GeV to point to the Level 2 calorimeter cluster.
• Level 3 : the ﬁnal stage of the trigger path requires an electromagnetic cluster with
transverse energy greater than 18 GeV and a Ehad/Eem ratio less than 0.125. It also
requires a fully reconstructed COT track to extrapolate to the calorimeter cluster
and have pT greater than 9 GeV.2.4 The Trigger System 28
2.4.2 Muon Trigger
Two trigger paths are used to select high pT muons in the W mass and width analy-
ses, MUON CMUP18 if the muon has hits in both the CMU and CMP muon chambers and
MUON CMX18 if it has hits in the CMX. The following criteria are applied at each level of
the trigger path:
• Level 1 : the MUON CMUP18 trigger requires hits in the CMU chamber that are spa-
tially matched to an XFT track with pT greater then 4 GeV. The muon is also
required to produce hits in the CMP chamber with the direction of the hits consis-
tent with those in the CMU.
The MUON CMX18 trigger requires an XFT track with pT greater than 8 GeV pointing
to a stub in the CMX chamber and hits in the CSX scintillator counters.
• Level 2 : the track pT requirement is raised to 8 GeV for the MUON CMUP18 trigger
and to 10 GeV for the MUON CMX18 trigger.
• Level 3 : the MUON CMUP18 trigger requires a track pointing to stubs in both the
CMU and CMP chambers with pT greater than 18 GeV. The distance between the
extrapolated track and the position of the stubs in the CMU and CMP chambers
must be less than 10 cm and 20 cm respectively.
The MUON CMX18 trigger requires a track with pT greater than 18 GeV matched to
a stub in the CMX detector. The distance between the extrapolated track and the
stub position is required to be less than 10 cm.29
CHAPTER 3
The Mass and Width of the W Boson
3.1 Motivation
The mass and width of the W boson are fundamental electroweak parameters within the
Standard Model. Whereas the mass and width of the Z boson have been measured to very
high precision by the LEP experiments which together collected 17 million Z boson events,
the properties of W bosons are less well measured. However, with the Tevatron currently
operating as a W boson factory and producing copious amounts of these particles, it is an
ideal place to study their properties and measure their parameters to an unprecedented
level of precision.
3.1.1 W Mass
The mass of the W boson can be derived from its relationship with other Standard Model
quantities which have been precisely determined; namely the Fermi constant GF, the mass
of the Z boson (MZ) and the electromagnetic coupling constant   at the renormalisation
energy scale Q = MZ. The W mass, at leading order, is related to the weak coupling
constant, g via the following relation
g2 = (8/
 
2)GFM2
W (3.1)
where g can be written in terms of the electromagnetic coupling e and the weak mixing
angle  W
gsin W = e. (3.2)3.1 Motivation 30
Substituting 3.1 into 3.2 and using the relation,   = e2/4 , gives the expression for the
W boson mass as
MW =
 
  
 
2GF
 1/2 1
sin W
 
1    r
(3.3)
where  r includes all the radiative corrections to the W propagator.
A precise determination of the W boson mass requires the inclusion of higher order
diagrams which involve loop corrections to the tree level calculation, where the loops
can be populated by any particle in the theory. There are two contributions to  r that
are particularly signiﬁcant. The correction from loops involving fermions depend on the
squared fermion mass di erence and it is therefore dominated by the loop containing the
heaviest fermions, the top and bottom quarks, shown in Figure 3.1(a). The correction
to the W mass from the t¯ b loop is given by  MW   M2
t   M2
b [21]. Another important
contribution to  r arises from loops containing the Higgs boson, where the W radiates
and then reabsorbs a virtual Higgs boson as shown in Figure 3.1(b). This contribution
depends on the logarithm of the mass of the Higgs boson,  MW   ln(MH).
+ W
+ W
t
b
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Figure 3.1: Radiative corrections to the W boson propagator from the (a) t¯ b loop and (b) the Higgs
boson loop.
All the quantities excluding  r in Equation 3.3 have been measured to a very high level
of precision. A precise measurement of the W mass probes these radiative corrections and3.1 Motivation 31
in conjunction with the top mass, can indirectly constrain the mass of the Higgs boson.
The ﬁrst measurement of the W mass in Run II of the Tevatron at CDF used 200 pb 1 of
data and produced the single most precise published measurement of this quantity to date
with MW = 80413±48 MeV [22]. When this measurement is included in the world average,
the W mass becomes MW = 80.399 ± 0.025 [24]. This uncertainty is further reduced to
23 MeV when the new DØ W mass measurement [25] is included. The results of precision
measurements of the W mass from various experiments at LEP2 and the Tevatron are
shown in Figure 3.2.
80.1 80.2 80.3 80.4 80.5 80.6 80.7
 (GeV) W M
[MeV]
CDF Run II  48   80413 
 Run II   D  43   80402 
Tevatron  31   80420 
ALEPH  51   80440 
L3  55   80270 
OPAL  53   80416 
DELPHI  67   80336 
LEP2  33   80376 
World average  23   80399 
Figure 3.2: The mass of the W boson as measured by the ALEPH [30], L3 [31], OPAL [32] and DEL-
PHI [33] experiments at LEP2 and the CDF and DØ [35] experiments at the Tevatron, including the
current world average value.
The latest measurements of the top mass from the Tevatron have been combined to
give a precision of 1.2 GeV [27] on this quantity. This leads to a smaller uncertainty
on the Higgs mass as compared to that from the current world average measurement
of the W mass mentioned above. The W mass is therefore the dominant error on the
estimation of the Higgs boson mass and needs to be known to a precision of less than
7 MeV to have an equivalent e ect on the Higgs mass uncertainty as that provided by
the top mass. The relationship between the masses of the W boson, the top quark and
the Higgs boson is shown in Figure 3.3. The green shaded region represents the Higgs3.1 Motivation 32
mass range allowed by the Standard Model where the lower limit has been set from direct
searches at LEP which have excluded a Higgs boson of mass below 114 GeV [28] and the
upper limit is set by theoretical constraints such as the validity of the Standard Model
before pertubation theory breaks down. The red contour shows the predictions from older
electroweak measurements from LEP1 and SLD (Stanford Linear collider Detector) [29]
while the blue ellipse shows the most likely values of the top mass and W mass at the 68%
conﬁdence level using LEP2 [34] and Tevatron data including the latest top and W mass
measurements. This ellipse has become considerably smaller with the increase in precision
on these measurements and it is evident that a reduction in the W mass uncertainty will
have the largest e ect in further shrinking the ellipse and constraining the Higgs mass.
Figure 3.4 shows the   2 obtained from a ﬁt to all measured electroweak observables as
a function of the Standard Model Higgs mass. The blue band represents the e ect of
theoretical uncertainties on the ﬁtted observables. The plot shows that the most probable
value for the Higgs mass is 90 GeV in the Standard Model with an asymmetric error,
MH = 90+36
 27 GeV. Including the new DØ Run II measurement of the W mass [25], given
in Figure 3.2, in the electroweak ﬁts gives a Higgs mass value of MH = 87+35
 26 [36].
3.1.2 W Width
The width of the W boson can be precisely predicted in the Standard Model in terms of
its mass and coupling. The partial width,  (W   e ), at leading order in the Standard
Model is predicted to be [44]
 e  =
GFM3
W
6 
 
2
(1 +  W) (3.4)
where  W denotes radiative corrections to the Born level expression. This number is small
(less than 0.5% [44]) since most of the corrections have already been absorbed into GF and
MW. Using the value of GF measured in muon decay [23], GF = 1.16637   10 5 GeV 23.1 Motivation 33
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Figure 3.3: Constraints on the Higgs boson mass as a function of the W boson and top quark masses as
measured in data (shown by ellipses) and predicted by theory.
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2 from all electroweak precision measurements as a function of the Higgs mass.3.2 Measurement Strategy 34
and the present world average value of MW, MW = 80.399±0.025 GeV, the partial decay
width is predicted to be
 e  = 226.47 ± 0.25 MeV (3.5)
This partial width can be divided by the branching ratio [44]
B(W   l ) = 1/(3 + 6(1 +  s(MW)/  + O( 2
s)) (3.6)
to obtain the total width of the W boson
 W = 2.093 ± 0.002 GeV (3.7)
which shows that the W width is predicted to a precision of less than 0.1% within the
Standard Model. A precision measurement of this quantity therefore provides an incisive
test of the Standard Model. In addition, the similarities between the mass and width
measurements make it a very useful cross-check of that measurement. The W width has
been measured at various experiments and the results until 2008 are shown in Figure 3.5.
1.8 1.9 2.0 2.1 2.2 2.3 2.4
 (GeV) W  
[MeV]
World average  60   2147 
* : Preliminary
SM
CDF (Run 1)  128   2041 
 (Run 1)   D  172   2242 
TEVATRON*  106   2102 
LEP-2*  83   2196 
Figure 3.5: The width of the W boson as measured by the LEP and Tevatron experiments. The Teva-
tron and world average values represent the results before the measurement described in this thesis was
incorporated.
3.2 Measurement Strategy
The production of W bosons at the Tevatron proceeds predominantly (  80%) via the
annihilation of a valence quark from the proton and a valence antiquark from the antipro-3.2 Measurement Strategy 35
ton. The quark and antiquark carry a fraction x1 and x2 of the proton and antiproton’s
momentum respectively. The centre-of-mass energy available to produce the W boson is
related to the total centre-of-mass energy of the p¯ p system in the following way, ˆ s = x1x2s,
where ˆ s is the invariant mass of the two interacting partons and s is the square of the
centre-of-mass energy of the p¯ p system. The probability of ﬁnding a certain parton within
a proton (antiproton) carrying momentum fraction x of the proton (antiproton) momen-
tum is governed by parton distribution functions (PDFs). A W+ can be produced by
the quark and antiquark combination of u¯ d. The u valence quarks on average carry more
momentum than d valence quarks such that the collision is momentum asymmetric and
results in the W boson acquiring a net longitudinal momentum.
W bosons can decay via both leptonic and hadronic decay channels. The hadronic
channels account for two-thirds of the W decay branching ratio owing to the three-fold
colour degeneracy of the quarks and each leptonic channel accounts for one-ninth of the
branching ratio. At hadron colliders a large background from QCD processes resulting
in two or more jets in the ﬁnal state swamps the signal process in the hadronic channel.
For the W mass and width measurements presented, only the electron and muon decay
modes have been considered. These provide relatively clean experimental signatures for
detection. The W decay to    is harder to identify as the   can decay both leptonically
and hadronically. 1
At lowest order (shown in Figure 3.6(a)), the V-A nature of the weak interaction results
in the angular distribution of the decay leptons being described by
d 
dcos 
  (1    q cos ). (3.8)
where q represents the charge of the lepton,   is the helicity of the W boson and   is the
angle between the charged lepton and the proton beam direction in the W rest frame.
1Unless otherwise stated, all subsequent discussions of particles also implies reference to their antipar-
ticles.3.2 Measurement Strategy 36
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Figure 3.6: Feynman diagram for (a) lowest order production and decay of a W
+ boson and (b) next to
leading order W
+ boson production.
At lowest order, the spin of the W boson is completely aligned with the direction of the
incoming antiquark and quark so   = ±1 as shown in Figure 3.7. However, when higher
u d
+ W
d u
- W
Figure 3.7: The direction of momenta and spin for the colliding partons and the W
± boson are shown.
The arrows with circles represent the direction of the particle spin.
order diagrams such as that shown in Figure 3.6(b) are included, where a quark or gluon
is radiated by the initial state partons, the W boson acquires a transverse momentum
(pW
T ) to balance the transverse momentum of the initial state QCD radiation. This results
in the spin of the W not being completely aligned in the direction of the antiproton (or
proton) but rotated with respect to the beam axis. In addition, the angular momentum
of the initial state is modiﬁed due to the emission of a spin 1 gluon. The lowest order
angular decay distribution described by Equation 3.8 can be modiﬁed to account for these3.2 Measurement Strategy 37
higher order e ects and is given by [41]
d 
dcos CS
  (1    q 1 cos CS +  2 cos2  CS) (3.9)
where the coe cients  1,2 are dependent on pW
T and  CS is the decay angle in the Collins-
Soper frame [40]. The Collins-Soper frame is a rest frame of the W boson in which the
z-axis bisects the angle between the proton momentum and the opposite of the antiproton
momentum. A diagram of this is shown in Figure 3.8.
Figure 3.8: The Collins-Soper frame deﬁning a W rest frame in which the z-axis is the bisector of the
angle between the proton (P1) momentum vector and the opposite of the antiproton (P2) momentum
vector. The charged lepton from the decay of the W boson has a polar angle   and an azimuthal angle  .
In general, the mass of a particle produced in a resonance is measured using the
invariant mass of its decay products. This is the case for the Z boson in Z   l+l  decays
where the reconstructed charged leptons are used to construct the invariant mass of the
Z boson. For W bosons in W   l  decays however, the neutrino is not reconstructed
in the detector and any information on its energy is obtained by requiring momentum
conservation and calculating the imbalance of energy in the ﬁnal state. Remnants from
the inelastic collision of the proton and antiproton travel close to the beam pipe carrying a
substantial longitudinal momentum which due to the incomplete coverage of the detectors
cannot be accurately measured. This makes it di cult to infer the longitudinal momentum
of the neutrino and hence reconstruct an invariant mass for the W boson. Instead, a
variable known as the transverse mass, MT, is used which is analogous to the invariant
mass except only the transverse components of the lepton momenta are used. It is deﬁned3.2 Measurement Strategy 38
as
MT =
 
2pl
Tp 
T(1   cos(  )) (3.10)
where pl
T is the transverse momentum of the charged lepton, p 
T is the transverse mo-
mentum of the neutrino and    represents the angle between the charged lepton and the
neutrino in the transverse plane.
Whereas pl
T can be directly reconstructed, p 
T is inferred by calculating the transverse
momentum imbalance. This is done by measuring the transverse energy of all other
energy deposits in the calorimeters which includes contributions from the initial state
QCD radiation, remnants of the p¯ p collision as well as energy from additional inelastic
interactions within the same bunch crossing. Transverse energy from these additional
sources is collectively referred to as the recoil.
The transverse mass spectrum is characterised by a smooth distribution with a sharply
falling edge, also known as a Jacobian edge, which occurs at MT = MW and the location
of this edge is used to extract the mass of the W. A study of the distribution of W events
as a function of the charged lepton transverse momentum (pT) can show how this edge
arises. In the rest frame of the W boson, neglecting the masses of the decay products,
the leptons are emitted back to back and carry half of the W mass, so p = MW/2. The
transverse momentum of the lepton is given by
pT = (1/2)MW sin . (3.11)
The di erential cross-section in pT can then be written as
d 
dpT
=
d 
dcos 
dcos 
dpT
(3.12)
=
d 
dcos 
   
 
 
dcos 
dsin 
   
 
 
2
MW
(3.13)
where the term
 
 
 dcos 
dsin 
 
 
  is called the Jacobian factor. Substituting Equation 3.11 into the
above gives
d 
dpT
=
d 
dcos 
 
2pT
MW
 
1
 
(M2
W/4)   p2
T
. (3.14)3.2 Measurement Strategy 39
Equation 3.14 shows that the pT distribution has a singularity at pT = MW/2. This
divergence does not lead to an inﬁnite cross-section because MW is distributed according
to a Breit-Wigner shape (as described below), however, it does give rise to a strong peak
with a sharply falling edge that is referred to as the Jacobian edge.
In principle, all three distributions, the MT, pl
T and p 
T exhibit the Jacobian edge and
can be used to extract the W mass. In the MT distribution this edge roughly coincides
with the mass of the W and in the lepton transverse momentum distributions it occurs at
MW/2. However, all three distributions are sensitive to di erent systematic e ects.
The MT distribution has the main advantage of being relatively insensitive to the
theoretical description of the W transverse momentum [37] but since it is dependent on
p 
T and hence the recoil, it is sensitive to the modelling of the recoil response resulting in
a signiﬁcant smearing of the Jacobian edge due to the detector resolution and response.
The e ect is shown in Figure 3.9. The edge is also smeared due to the width of the W
boson and it will be explained later how the region above the W pole is used to extract
the W boson width.
The shape of the pl
T distribution is very sensitive to the transverse motion of the W
boson causing a large smearing of the Jacobian edge. Since it is not directly dependent on
p 
T it is relatively insensitive to the modelling of the recoil. These e ects are illustrated in
Figure 3.9.
The p 
T distribution is sensitive to both of the above described e ects. It receives the
same large correction due to the transverse momentum of the W boson as pl
T and is also
signiﬁcantly smeared due to the recoil. Extracting MW from this distribution therefore
carries the largest systematic.
As such, the transverse mass spectrum is used to extract the W mass and the pl
T and
p 
T distributions are generally used as cross-checks.3.2 Measurement Strategy 40
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Figure 3.9: The (a) transverse mass spectrum and (b) electron transverse momentum distribution. The
black line represents the shape of the distribution with p
W
T = 0, the red points are with the correct p
W
T
distribution and the shaded region shows the shapes of the distributions including the e ect of detector
resolution and response.
As noted earlier, in the region above the pole mass the MT distribution is smeared by
the ﬁnite width of the W boson. The W boson propagator factor 1/(q2  M2
W), where q is
the 4-momentum of the boson, can be modiﬁed to include the e ects of a ﬁnite W width
by using 1/(q2 M2
W +iq2 /MW). The relativistic Breit-Wigner parton level cross-section
of the production of a W boson from q¯ q and its subsequent decay to l  can be written as
ˆ   = 12 
ˆ s
M2
W
 q¯ q f
1
(ˆ s   M2
W)2 + (ˆ s W/M2
W)2 (3.15)
where  q¯ q and  f are the partial decay widths of the W boson into the initial and ﬁnal
states respectively and q2 has been replaced by ˆ s. In principle, it is possible to ﬁt just
above the peak region to extract the width, however, the MT distribution falls o  quite
rapidly close to the edge and is dominated by the detector resolution, in particular the
recoil resolution. In the region away from the W pole, the shape of the Breit-Wigner
falls o  more slowly than the Gaussian shape of the detector resolution. This interplay
between the Breit-Wigner and Gaussian shapes in the tail of the distribution allows the
W width to be extracted and the e ect is illustrated in Figure 3.10. The sensitivity of the
tail of the transverse mass distribution to the W width is shown in Figure 3.11 where the3.2 Measurement Strategy 41
simulation is used to produce MT distributions with di erent input widths. It is evident
that in the region above 90 GeV the shape of the distribution can distinguish between
di erent W widths. Whereas the width is easier to measure at higher MT values, the
decrease in events results in a higher statistical error. The ﬁt region used to extract the W
width, Mlow
T < MT < 200 GeV, is therefore varied with Mlow
T taking values 80, 85, 90, 100
and 110 GeV. The value of Mlow
T that minimises the combined statistical and systematical
uncertainty on the width measurement is taken.
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Figure 3.10: The comparison of the shape of the Breit-Wigner width component and the detector res-
olution described by a Gaussian. The slower fall o  of the Breit-Wigner leads to the width component
dominating the detector resolution in the tail of the distribution.
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Figure 3.11: The MT distribution for di erent input values for the W width in the simulation. It shows
that the tail of the distribution is most sensitive to the width.
The W width can also be extracted indirectly using the ratio of the W   l  and Z   ll3.2 Measurement Strategy 42
cross-sections
R =
 (p¯ p   W   l )
 (p¯ p   Z   ll)
(3.16)
 
 (p¯ p   W)
 (p¯ p   Z)
·
B(W   l )
B(Z   ll)
where  (p¯ p   W) and  (p¯ p   Z) are the total production cross-sections and B(W   l )
and B(Z   ll) represent the branching ratios to the leptonic decay modes for the W and
Z bosons respectively. The branching ratios can be written in terms of the partial and
total decay widths such that
R =
 (p¯ p   W)
 (p¯ p   Z)
·
 Z
 (Z   ll)
·
 (W   l )
 W
. (3.17)
The ratio of the W and Z total production cross-sections is taken from a theoretical
calculation and the ratio  Z/ (Z   ll) has been measured very precisely at LEP. Hence,
using the Standard Model value for the partial width  (W   l ), a precise measurement
of R can be used to extract the total width  W. An indirect measurement of the W width
using this method yields  W = 2.08 ± 0.04 GeV [39]. Whereas this is the most precise
measurement of  W, it assumes Standard Model values for the cross-section ratio and
the partial width  (W   l ) and is thus not an independent validation of the Standard
Model.
Both the W mass and W width measurements presented in this thesis utilise the
MT distribution. Owing to incomplete detector coverage and complex acceptance and
resolution e ects, the shape of the MT distribution cannot be calculated. A dedicated
detector simulation is used to model the MT distribution using parameters that have been
tuned on W, Z and minimum-bias data. An accurate modelling of MT requires a precise
measurement of the response and resolution of the detector to charged leptons and the
recoil, with the peak of the distribution being more sensitive to the response and the tail3.2 Measurement Strategy 43
more sensitive to the resolution. The measurement technique and hence the simulation
used to model the MT distribution for the mass and width are very similar. This thesis
will focus in detail on the reconstruction and simulation of the recoil. This contributes as
the largest systematic in the W width analysis and is an important part of the W mass
measurement. The description of the recoil simulation for the W width analysis and its
subsequent evolution to incorporate e ects such as the increased instantaneous luminosity
of the W mass dataset for the mass measurement will be discussed in Chapter 7. The recoil
is modelled using the fully reconstructable decay of the Z boson to two charged leptons
that are reconstructed in the central region of the calorimeter. In previous analyses,
it has been assumed that modelling the recoil on Z events and subsequently using this
model to simulate the recoil in W events where both leptons are not necessarily in the
central region of the detector does not bias the recoil. This assumption has been tested
for the ﬁrst time for the W mass analysis by extending the recoil study to Z   e+e 
events where one electron is reconstructed in the central calorimeter and the other in the
plug calorimeter and discussed in Chapter 8. The simulation of backgrounds in the event
sample for the W mass measurement is described in Chapter 9. A summary of the event
generation and simulation is given in Chapters 5 and 6, albeit to avoid repetition, the
speciﬁc details pertain to the W width measurement only. To conclude, the result of the
W width measurement is presented in Chapter 10 followed by a discussion of the recoil
systematics for the W mass.4 Event Selection 44
CHAPTER 4
Event Selection
The criteria used to select W and Z events are designed to reduce background contamina-
tion and deﬁne an event sample which is in a well understood part of the detector and can
be accurately simulated. The electrons and muons from the decay are relatively easy to
identify in the detector and they are selected using lepton identiﬁcation and simple kine-
matic criteria. The W event is also required to satisfy some event selection requirements
which constrain the missing energy and the recoil energy in the event.
The similarity in mass of the Z boson to the W boson and the complete reconstruction
of its decay products in the detector make Z   l+l  events a very useful sample to calibrate
the detector. Z   l+l  events are used extensively throughout the W mass and width
analyses. As such, their event selection is designed to be as similar as possible to the
W   l  events to remove any bias due to the selection criteria.
In general, the kinematic cuts in the W mass analysis are raised to deﬁne a narrower
kinematic region that ensures low background and an event sample that is well under-
stood. In addition, the values for some of the kinematic and identiﬁcation cuts are also
chosen to match those used for the previous W mass measurement [22]. The more relaxed
kinematic cuts in the W width analysis ensure that the measurement does not su er from
low statistics in the tail of the MT distribution whilst maintaining a high purity sample.
This chapter describes the criteria used to select W and Z events for the W mass and
width analyses.4.1 Electron Selection 45
4.1 Electron Selection
An electron leaves a track in the COT and produces an electromagnetic shower in the
CEM with some leakage into the CHA. It is identiﬁed using readout information from all
three sub-detectors.
The electron track in the COT is reconstructed using hits on the track. The track is
required to originate at a z position (z0) that is within 60 cm of the centre of the detector,
accepting approximately 95% of events. The track is constrained to the beamspot and
required to traverse at least three axial superlayers (Naxial
seg ) and at least three stereo su-
perlayers (Nstereo
seg ) with a minimum of seven hits in each layer. The transverse momentum
of the beam constrained track (pBC
T ) reconstructed with COT hits only is required to be
greater than 10 GeV for the W width analysis and greater than 18 GeV for the W mass
analysis. The electromagnetic shower is required to be contained in a well instrumented
and accurately modelled region of the calorimeter. The electron must be in towers 0 8
of the calorimeter since electromagnetic showers in tower 9 are more subject to leakage
into the hadronic calorimeter. The electron is also not allowed to be in the region of the
calorimeter where cryogenic connections to the solenoidal magnet are provided as it is an
uninstrumented region of the detector. The electron shower is also required to be within
an instrumented region of the CES. The local z coordinate of the electron measured in the
CES (zCES) is not allowed to be in regions where the two halves of the calorimeter meet,
|zCES| < 12 cm (< 9 cm for W mass analysis). For the W mass analysis an additional cut
is made, |zCES| < 230 cm, to ensure the electron is away from the boundary between the
electromagnetic and hadronic calorimeters where there is more chance of leakage into the
hadronic compartment. The electromagnetic shower is also required to be fully contained
within the active regions of the calorimeter wedge, away from the edges. The local x
coordinate of the cluster (xCES) is required to be |xCES| < 18 cm.
Additional kinematic and electron identiﬁcation variables are deﬁned as follows:4.1 Electron Selection 46
• ET : the transverse energy of the electron as measured in the electromagnetic
calorimeter. The W width analysis requires the electron to have ET greater than 30
GeV and the W mass analysis requires the electron ET to be between 30 GeV and
65 GeV. This narrower kinematic region ensures a well understood sample and the
lower limit is also consistent with the previous W mass measurement.
• E/p : the ratio of the transverse energy deposited in the calorimeter to the transverse
momentum of the electron track as measured in the COT. This ratio is required to
be in the region 0.8 and 1.3 for the W width analysis and less than 2.0 for the W
mass analysis, again consistent with the previous measurement.
• Ehad/Eem : the ratio of the electron energy in the hadronic calorimeter to that
in the electromagnetic calorimeter. Electrons deposit most of their energy in the
electromagnetic calorimeter so the Ehad/Eem ratio is required to be less than 0.07
for the W width analysis and less than 0.1 for the W mass analysis so as to be
consistent with the previous W mass measurement.
• Lshr : the variable quantiﬁes the comparison between the lateral shower proﬁle for
the electron to the lateral shower proﬁle for electrons from test beam data. This
is required to be less than 0.3 for electromagnetic clusters to be consistent with an
electron.
•  z : the distance in the r   z plane between the extrapolated COT track and the
position of the CES cluster. This di erence is required to be less than 8 cm for the
W width analysis and 5 cm for the W mass analysis (consistent with [22]).
•  x : the distance in the r     plane between the extrapolated COT track and the
position of the CES cluster. This di erence is required to be less than 10 cm for the
W width analysis, with no requirement made in the W mass analysis.4.2 Muon Selection 47
The cuts used to select an electron are listed in Table 4.1 for the W mass and width
analyses.
Variable Cut value: W Width Cut value: W Mass
ET > 25 GeV > 30 GeV, < 65 GeV
pBC
T > 10 GeV > 18 GeV
E/p > 0.8, < 1.3 > 0.0, < 2.0
Ehad/Eem < 0.07 < 0.1
|z0| < 60 cm < 60 cm
| z| < 8 cm < 5 cm
| x| < 10 cm -
Lshr < 0.3 < 0.3
Naxial
seg   3 with   7 hits   3 with   7 hits
Nstereo
seg   3 with   7 hits   3 with   7 hits
Table 4.1: Selection criteria for electrons in the mass and width analyses.
4.1.1 Electron Reconstruction
An electron is identiﬁed using its energy deposits in the CEM. The electron showers in
the calorimeter can extend more than one tower. The towers in the calorimeter are sorted
in ET and the highest ET tower is identiﬁed as the seed tower. Neighbouring towers in
  with the highest ET are considered for addition to the cluster. An electron cluster is
therefore completely contained within a single   wedge in the calorimeter.
4.2 Muon Selection
Two types of selection criteria are used to select muons, tight and loose. Muons selected
using the tight criteria, ‘tight’ muons, are identiﬁed in the central trackers, calorimeters
and the muon chambers whereas muons selected using the loose criteria, ‘loose’ muons, are
identiﬁed in the central trackers and calorimeters only. Whereas W   µ  events require
one ‘tight’ muon, Z   µ+µ events require one ‘tight’ and one ‘loose’ muon.
The muon track is constrained to the beamspot and required to originate within 60
cm in z of the centre of the detector. The track is required to traverse at least three axial4.2 Muon Selection 48
and three stereo superlayers with a minimum of seven hits in each layer. Additionally, for
tracks where the silicon detector is not operational, at least ﬁve hits are required in the
ﬁrst axial COT superlayer (Naxial1
hits ). The transverse momentum of the beam constrained
track is required to be greater than 25 GeV for the W width analysis and greater than 30
GeV for the W mass analysis.
In addition, to ensure that a muon track passes through all eight superlayers of the
COT, the exit radius of the muon track at the COT endplates (RCOT) is required to
be less than 137 cm. A quantitative comparison is made between the COT hits on the
track and the track reconstructed using these hits and the  2
track/dof of the comparison
is required to be less than 3 for tracks with silicon hits and less than 2 for tracks without
silicon hits. The track is required to have silicon hits if the silicon detector is operating
well. The impact parameter (d0) of the track in the r   plane is required to be less than
0.04 cm for tracks with silicon hits and 0.2 cm for tracks without silicon hits. In the W
mass analysis, a d0 requirement of 0.1 cm is made.
The muon is a minimum ionising particle and leaves small energy deposits in the
electromagnetic and hadronic calorimeters. The amount of energy deposited in the elec-
tromagnetic (Eem) and hadronic (Ehad) calorimeters is required to be consistent with that
from a minimum ionising particle. In the W width analysis, Eem is required to be less than
2 GeV and Ehad is required to be less than (5.6 + 0.014   pT) GeV, where the dependence
on the muon pT ensures that the selection e ciency is pT independent. In the W mass
analysis, the Eem requirement is 2.0 GeV for a muon pT less than 100 GeV and (2.0 +
0.0115   (pT   100)) GeV for pT greater than 100 GeV. The Ehad requirement is (6.0 +
0.028   (pT   100)) GeV. A higher pT muon leaves more energy in the calorimeters and
is therefore more likely to fail the Eem and Ehad cuts. Making the Eem and Ehad cuts pT
dependent ensures that their e ciency does not vary with muon pT.
The muon track in the COT is required to be well matched with the muon stubs in
the muon chambers. The distance between the extrapolated track and the muon stub in4.3 Event Cuts 49
the r     plane in the CMP ( XCMP), CMU ( XCMU) and CMX ( XCMX) is required
to be less than 6 cm, 3 cm and 5 cm respectively. In addition, the muon stub is required
to be in a well instrumented region in the three muon chambers, CMU, CMP and CMX.
The criteria used to select ‘loose’ muons is given in Table 4.2 and the additional cuts
used to select ‘tight’ muons is given in Table 4.3 for the W mass and width analyses.
‘Tight’ muons are required to pass all the ‘loose’ requirements as well as the additional
ones in Table 4.3.
Variable Cut value : W Width Cut value : W Mass
pBC
T > 25 GeV > 30 GeV and < 65 GeV
|z0| < 60 cm < 60 cm
|d0| < 0.04 (0.2) cm for silicon (no silicon) < 0.1 cm
 2
track/dof < 3.0 (2.0) for silicon (no silicon) < 3.0
Naxial
seg   3 with   7 hits per superlayer   3 with   7 hits per superlayer
Nstereo
seg   3 with   7 hits per superlayer   3 with   7 hits per superlayer
Naxial1
hits   5 (no silicon tracks only) -
RCOT < 137 cm -
Eem < 2.0 GeV < 2.0 + 0.0115   (pT - 100) GeV 1
Ehad < 5.6 + 0.014   pT GeV < 6.0 + 0.028   (pT - 100) GeV 1
silicon hits for runs where silicon is ‘good’ -
Table 4.2: Selection criteria for ‘loose’ muons in the mass and the width analyses.
Variable Cut value : W Width Cut value : W Mass
CMUP or CMX stub true true
| XCMP| < 6 cm < 6 cm
| XCMU| < 3 cm < 3 cm
| XCMX| < 5 cm < 5 cm
Table 4.3: Additional selection criteria for ‘tight’ muons in the mass and the width analyses.
4.3 Event Cuts
For W candidate events, the missing transverse energy attributed to the neutrino is deﬁned
as
   
E /T = (    ET +     U )4.3 Event Cuts 50
where     U is the recoil vector and is deﬁned as a vector sum over the transverse energy in
the calorimeter excluding energy associated with the charged lepton (described in detail in
Chapter 7) and     ET represents the transverse energy measurement for electrons in W   e 
events and the transverse momentum measurement for muons in W   µ  events.
The same requirements are placed on E /T as on the ET of the charged lepton in the
event. The E /T in the W width analysis is required to be greater than 25 GeV, whereas
a narrower kinematic range of 30 GeV to 65 GeV is required for the W mass analysis to
ensure a well understood event sample and so that the lower limit is consistent with [22].
As explained in the previous chapter, the mass and width of the W boson are extracted
from di erent regions of the MT distribution. The tail of the MT distribution provides
information on the W width and therefore the range 50 GeV to 200 GeV is required for
the W width analysis whereas the region around the Jacobian peak is most sensitive to the
W mass and therefore the range 60 GeV to 100 GeV is required for the W mass analysis.
The recoil (|    U |) is required to be less than 20 GeV in the W width analysis and less than
15 GeV in the W mass analysis, consistent with the previous W mass measurement. This
cut reduces contamination from QCD events which tend to populate the high U region
and also limits the pT of the W boson so that the Jacobian edge is preserved.
For W events, a ‘Z veto’ cut is applied to reduce background from Z   l+l  events,
the cut vetoes the event if there is an additional high pT track in the event. The cuts used
to select W events are listed in Table 4.4.
Variable Cut value : W Width Cut value : W Mass
E /T > 25 GeV > 30 GeV and < 65 GeV
MT > 50 GeV and < 200 GeV > 60 GeV and < 100 GeV
|    U | < 20 GeV < 15 GeV
Z Veto yes yes
Table 4.4: Event cuts for the W   l  sample in the W mass and width analyses.
1The cut is Eem < 2 GeV for pT < 100 GeV and that given in the table for pT > 100 GeV.4.3 Event Cuts 51
For Z candidate events, the invariant mass of the lepton pair (M  ) is required to lie
within the range 80 < M   < 100 GeV for the W width analysis and 66 < M   < 116
GeV for the W mass analysis. The recoil cut is the same as that applied for W events.
Additionally, the transverse momentum of the Z boson is required to be less than 50 GeV
for the W width analysis and less than 30 GeV for the W mass analysis. The two decay
leptons are required to have charges of opposite sign.
The cuts used to select Z events are listed in Table 4.5.
Variable Cut value : W Width Cut value : W Mass
M   > 80 GeV and < 100 GeV > 66 GeV and < 116 GeV
|    U | < 20 GeV < 15 GeV
pZ
T < 50 GeV < 30 GeV
Opposite sign yes yes
Table 4.5: Event cuts for the Z   l
+l
  sample in the W mass and width analyses.
The event yields obtained from selecting W and Z events using the above described
selection criteria are given for both analyses in Table 4.6. The yields for the electron and
muon channels in the W width (W mass) analysis correspond to 370 pb 1 (2400 pb 1)
and 330 pb 1 (2300 pb 1) of data respectively.
Data sample W Width (350 pb 1) W Mass (2350 pb 1)
Z   e+e  2,909 33,039
W   e  127,432 706,967
Z   µ+µ  6,271 63,699
W   µ  108,808 666,228
Table 4.6: Event yields for the event samples used in the W mass and width analyses. (The integrated
luminosities given in brackets refer to the average integrated luminosity for the electron and muon decay
channels).5 Event Generation 52
CHAPTER 5
Event Generation
The simulation of the production and subsequent decay of the W boson proceeds in two
main steps. W and Z events are generated using a Monte Carlo event generator which
uses a sequence of random numbers to simulate some of the particles produced in the
interaction of the p¯ p and their decay. The generator outputs a list of ﬁnal state particles;
electrons, positrons, photons and neutrinos and their true, unsmeared four-momenta. The
second step of the event simulation involves propagating these generated particles through
a detector simulation where particle interactions with the material of the detector, e.g
bremsstrahlung is simulated and their energies and momenta are smeared to match those
reconstructed in the sub-detectors. This chapter will describe the event generation process
in the W width analysis in detail. This is identical to the W mass measurement apart
from the treatment of QED. The systematics on the W width from the di erent aspects
of the event generation will also be discussed.
A precision measurement of the mass or width of the W boson requires the inclusion of
higher order corrections to the tree level diagram. The W production and decay mechanism
receives corrections to the leading order diagram from two major next to leading order
(NLO) contributions, QCD and QED. The contribution from NLO QCD is shown in
Figure 5.1 where the W boson recoils against a gluon radiated from the incoming quark
or antiquark giving it a ﬁnite transverse momentum. In addition to QCD corrections,
there are QED e ects arising from the emission of real and virtual photons from particles5 Event Generation 53
carrying electromagnetic charge, examples of which are shown in Figure 5.2. A generator
combining the e ects of NLO QCD and NLO QED at the precision required for the W
mass and width analyses does not exist and a convolution of di erent generators that deal
with speciﬁc higher order corrections are used to model the event generation process.
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Figure 5.1: The production of a W boson with initial state gluon radiation.
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Figure 5.2: Feynman diagrams for the radiative corrections to W production and decay simulated by the
Berends and Kleiss program.
A LO Monte Carlo event generator [42] interfaced with a PDF set is used to produce
a set of ﬁnal state particles where the ﬂavour and longitudinal momenta of the quarks
participating in the hard scatter are determined by PDFs. This produces a W boson
with a longitudinal momentum but zero transverse momentum. It will be explained in
this chapter how the transverse momentum of the W is simulated. This is particularly
important for the simulation of the recoil since the boson transverse momentum is one
of the inputs into the model used to parameterise the recoil. The corrections to the W5.1 Parton Distribution Functions (PDF) 54
production and decay process from higher order QED and electroweak contributions will
also be discussed.
5.1 Parton Distribution Functions (PDF)
The production of a W boson at the Tevatron is dominated by the annihilation of a valence
quark from the proton and a valence antiquark from the antiproton. The probability of
ﬁnding a parton of a certain type carrying a fraction x of the proton or antiproton’s mo-
mentum is provided by the parton distribution functions. The momenta of the interacting
partons determine the longitudinal momentum of the W boson. Whereas the transverse
mass is invariant under longitudinal boosts of the W, the incomplete rapidity coverage
of the detectors results in a dependence of the measured MT distribution on the longitu-
dinal momentum through cuts on the detector acceptance and cuts on the kinematics of
the decay leptons. Uncertainties on PDFs therefore contribute as one of the theoretical
uncertainties on the measured mass and width of the W boson.
Two major collaborations, namely CTEQ [45] and MRST [46], independently perform
global ﬁts to data and provide parton distribution functions. The CTEQ collaboration
allows 20 free parameters to vary in the ﬁt and uses the Hessian matrix method to estimate
the PDF uncertainty. Twenty orthogonal eigenvector directions are determined, from
which the collaboration provides 40 PDFs, corresponding to a ±90% conﬁdence level.
The MRST collaboration allows 15 free parameters in their model, providing 30 PDF sets.
The following formula is used to compute the uncertainty due to PDFs on  W and
MW
 XW =
1
2
   
 
 
N  
i=1
[ XW(S+
i )    XW(S 
i )]2 (5.1)
where X = MW, W and  XW(S±
i ) corresponds to a shift in the ﬁtted value of X between
the central PDF error set and the PDF eigenvector Si for the ±90% shifts.
Each of these 40 (30) PDF error sets provided by CTEQ (MRST) is used to produce a5.1 Parton Distribution Functions (PDF) 55
MT distribution which is then ﬁtted to pseudo-data simulated using the central PDF set
to obtain a shift in the width for each of the eigenvectors. The results of the ﬁt, shown in
Figure 5.3 for the CTEQ PDF, are used to obtain   W in the above equation.
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0 2 4 6 8 10 12 14 16 18 20
 
(
G
e
V
)
W
 
2.08
2.09
2.10
2.11
)
+ (S W      
)
-
(S W      
Figure 5.3: Fitted  W for CTEQ PDF set where   W(S
±) represents the shift in the width due to
varying the eigenvectors by ±90%. The horizontal line is the value of  W obtained for the central PDF
set.
The CTEQ PDF sets 1 and 3 in Figure 5.3 are dominated by the u-valence and d-
valence quarks and eigenvector 9 which gives the largest uncertainty on the width is not
dominated by any particular parameter.
The systematic uncertainty on the W width from the CTEQ and MRST PDFs for the
electron and muon channels is shown in Table 5.1. The MRST error is lower than the
CTEQ error and as a conservative estimate of the uncertainty, the CTEQ error is used.
Since the CTEQ and MRST PDF sets correspond to a 90% probability, the uncertainties
are divided by a factor of 1.6 to obtain the 1  uncertainty.
  W: CTEQ   W: MRST
Electron channel 16 MeV 11 MeV
Muon channel 16 MeV 11 MeV
Table 5.1: Systematic uncertainties on  W due to 1  uncertainty in the CTEQ and MRST PDF sets.5.2 Boson pT 56
The MRST and CTEQ PDF sets used to obtain the PDF systematic uncertainty are
calculated to NLO. Additional theoretical uncertainties can arise from highers orders in
perturbation theory. This uncertainty can be estimated by using the MRST PDF which
provides both NLO and NNLO PDFs. The shift in the W width obtained by ﬁtting using
the NLO and NNLO PDFs is found to be 12 MeV for both the electron and muon channels.
This is added in quadrature with the PDF uncertainties shown in Table 5.1.
5.2 Boson pT
Quarks and antiquarks from the incoming proton and antiproton emit gluons. W and Z
bosons produced in the interaction recoil against this initial state gluon radiation, acquiring
a transverse momentum equal and opposite to it. Whereas the pT distribution of the Z
boson (pZ
T) is well reconstructed from the decay leptons, the W boson pT (pW
T ) is not well
determined due to the neutrino escaping the detector. The Z   l+l  samples are therefore
used to constrain the form of the Z pT. A precise theoretical calculation is then used to
obtain the W pT distribution from the Z pT.
5.2.1 Determination of pZ
T and pW
T
The pZ
T distribution is simulated by using a NLO QCD calculation [49] that matches
perturbative QCD at high pT to a gluon resummation formalism [52] at low pT. The
resummation at low pT has contributions from low pT gluons and therefore has a signif-
icant non-perturbative component that has to be parameterised by ﬁtting to data. The
Brock-Landry-Nadolsky-Yuan (BLNY) [51] parameterisation is used in the resummation
calculation. The BLNY functional form has 4 free parameters; g1, g2, g3 and bmax, the
values of which are obtained by ﬁtting to data from ﬁxed target low pT Drell-Yan experi-
ments and Tevatron Run 1 experiments. Of the 4 free parameters, g2 is most sensitive to
the pT distribution at high
 
ˆ s. The BLNY form is used to ﬁt to the pT distribution in
Z   l+l  events allowing the parameter g2 to vary whilst ﬁxing the other parameters to5.2 Boson pT 57
their global ﬁt values given in [49]. The pZ
T in Z   e+e  and Z   µ+µ  events is ﬁtted
separately to obtain a best ﬁt g2
g2 = (0.62 ± 0.08) GeV2,  2/dof = 51/47 (Z   e+e )
g2 = (0.68 ± 0.05) GeV2,  2/dof = 52/47 (Z   µ+µ ).
The ﬁtted values of g2 for the electron and muon channel are consistent with each other and
therefore a combined ﬁt is performed to the pZ
T distribution in both samples simultaneously.
The value of g2 obtained for the combined ﬁt is
g2
e+µ = (0.66 ± 0.04)GeV2,  2/dof = 103/96.
The results of the ﬁts to the pT distribution in the Z   e+e  and Z   µ+µ  channels are
shown in Figure 5.4.
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Figure 5.4: The measured p
Z
T distributions compared to the best ﬁt MC prediction for (a) Z   e
+e
 
data and (b) Z   µ
+µ
  data.
The average absolute rapidity of the Z boson used in the ﬁt is 0.3, however, the events in
the simulation are generated di erential in both pT and rapidity. The pT distribution in the
simulation is therefore reweighted using a function taken from the theoretical calculation
of d 
dpT (|Y | = 0.3)/ d2 
dY dpT (|Y | = Y ), where Y is the boson rapidity.5.2 Boson pT 58
The W pT distribution is obtained by reweighting the Z pT distribution which is dif-
ferential in pT and rapidity to a pW
T distribution di erential in pT, rapidity and ˆ s using a
theoretical calculation of d3 
dY dpTdˆ s(W)/ d2 
dY dpT (Z) [53].
5.2.2 pW
T Systematic
The shape of the pT distribution is determined at low pT by the BLNY functional form
with g2 tuned to CDF data as shown above and at high pT by the perturbative QCD
calculation. An uncertainty on this shape could be obtained by varying the 4 BLNY
parameters by their errors, however, since these govern the low pT region, the uncertainty
obtained by this method may not cover the entire pT distribution. The shape of the pT
distribution is varied according to
f (B,pT) = 1 + B   pT ,
such that
 
d 
dpT
 
total
=
 
d 
dpT
 
NLO
  f(B,pT)
where
 
d 
dpT
 
NLO
is the pT distribution obtained using the best ﬁt g2 mentioned in the
previous section and B is a factor to be determined that distorts the shape at high pT.
A two-dimensional ﬁt is performed to obtain g2 and B. The best ﬁt values obtained
were
g2 = (0.64 ± 0.04)GeV2 , B = ( 0.001 ± 0.001)GeV 1
and the g2-B covariance matrix is found to be
 
0.002  1.38   10 7
 1.38   10 7 1.0   10 6
 
.
This covariance matrix is sampled to obtain the 1  and 2  correlation contours shown in
Figure 5.5.5.2 Boson pT 59
Figure 5.5: The 1  and 2  correlation contours for g2 and B obtained by sampling the covariance matrix.
The BLNY global ﬁt value of g2 is superimposed.
The value for g2 is consistent with the combined ﬁt value g2
e+µ and the distortion
factor B is consistent with zero. The uncertainty arising from g2-B is obtained by sam-
pling the covariance matrix to obtain values for these parameters which are then input
in the simulation to create MT distributions. Simulation templates of MT created with
di erent input W width values are used to ﬁt to the MT distributions to obtain a Gaussian
distribution of the ﬁtted  W. The uncertainty (  
g2B
W ) attributed to the parameters g2
and B is taken from the width of the Gaussian.
The uncertainty on the pT distribution from the other BLNY parameters, g1 and g3
is obtained by varying them by their 95% conﬁdence level uncertainty. The uncertainties
arising from these 2 parameters are denoted as   
g1
W and   
g3
W.
The ratio used to reweight the pT distribution to the correct rapidity and the theoret-
ical ratio d3 
dY dpTdˆ s(W)/ d2 
dY dpT (Z) used to obtain pW
T from pZ
T have a negligible theoretical
uncertainty. The systematic uncertainty on the W width from other e ects such as the
dependence on PDFs and the value of  s is found to be 2 MeV. The systematic uncertain-
ties for all the individual contributions and the total pW
T systematics obtained by adding5.3 QED 60
the various contributions in quadrature is given in Table 5.2.
  
g1
W   
g2,B
W   
g3
W   other
W   W[total]
2 MeV 6 MeV 2 MeV 2 MeV 7 MeV
Table 5.2: The p
W
T systematic from the individual contributions and the total systematic. The error
quoted is 100% correlated between the electron and muon decay channels.
5.3 QED
In the W boson production and decay process, photons can be radiated from the initial
quarks, the W boson and the ﬁnal state charged lepton. The dominant contribution to
the QED correction is photon radiation from the ﬁnal state charged lepton.
A photon radiated from an electron carries away some fraction of its energy, thereby
reducing the electron transverse momentum (pT) and energy (ET). The transverse energy
of the electron is measured from its electromagnetic shower in the calorimeter. If the
photon is emitted at a small angle to the electron, its shower in the calorimeter overlaps
with the electron shower and it is e ectively included in the electron ET measurement. A
photon emitted collinear with the electron therefore does not have a signiﬁcant impact on
the MT distribution. However, if the photon is emitted at a wide angle to the electron, its
energy is not recombined with the electron energy and gives a measured ET that is low
resulting in a MT distribution that is skewed towards lower mass values. The same is true
for the invariant mass distribution in Z   e+e  events where both electrons can radiate
photons and neglecting QED e ects results in a lower measured ET for the electrons and
thus a lower invariant mass for the Z boson.
Whereas muons radiate at a lower rate than electrons, neglecting photon emission from
muons has a more pronounced e ect than that for electrons. This is because the quantity
of interest for muons is the transverse momentum, since they leave little energy in the5.3 QED 61
calorimeter for their ET to be measured. The muon pT is more a ected by the emission
of photons as the transverse momentum carried away by the photons is not recovered.
QED e ects can therefore have a large impact on the MT distribution and hence the
extracted width of the W boson and need to be simulated accurately. The QED corrections
to W and Z production and decay are simulated using the Berends and Kleiss program [43]
which was interfaced with the event generator. The program includes real and virtual QED
corrections and can generate up to one photon from the charged lepton and the half of
the W propagator that contributes to ﬁnal state radiation (photon emission from the W
also contributes to initial state radiation) as shown in Figure 5.2.
An estimation of the systematic uncertainty from QED can be determined by consid-
ering higher order QED corrections, such as the emission of two photons. This is done
by utilising the PHOTOS [48] program which can generate up to two photons from the
charged lepton. The algorithm uses the leading log approximation (LLA) and is therefore
accurate in the soft and collinear emission limits only. As noted earlier, QED radiation
from the charged lepton a ects the MT distribution in W events and the invariant mass
distribution in Z events. Fits are performed to the Z invariant mass distribution to obtain
the calorimeter and tracker response and resolution as described in Chapter 6. If QED ef-
fects are neglected, the invariant mass distribution is skewed towards lower values and this
leads to shifts in the calorimeter and tracking scales and resolutions. Since these extracted
scales and resolutions are subsequently applied to W events, they can indirectly a ect the
MT distribution. The estimation of a systematic must therefore take into account both
the direct and indirect e ects. The shifts on the W width from the direct e ect on the
MT of the second photon and the indirect e ects from the shifts in the calorimeter and
tracking scales and resolutions are 100% correlated and shown in Table 5.3.5.4 Electroweak Box Diagrams 62
  W(ﬁt)   W(scale)   W(resolution)   W(total)
Electron channel  9 MeV +5 MeV  4 MeV  8 MeV
Muon channel  7 MeV +16 MeV  10 MeV 1 MeV
Table 5.3: Systematic uncertainties on  W due to QED for the electron and muon decay channels, where
  W(ﬁt) represents the shift in the W width from the second photon,   W(scale) and   W(resolution)
are the shifts in the width from shifts in the calorimeter scale and resolution for the electron channel and
the momentum scale and resolution for the muon channel.   W(total) represents the total shift in the
width.
5.4 Electroweak Box Diagrams
Electroweak corrections from non-resonant contributions to the p¯ p   l  process arise pre-
dominantly from the W/Z box diagrams shown in Figure 5.6. These diagrams have a non-
negligible contribution in the high MT region [56] and can therefore a ect the measured
 W. The magnitude of this e ect is estimated by using the WGRAD [56] program which
includes all NLO electroweak corrections. WGRAD is used together with a simpliﬁed
detector model, where the lepton and E /T resolutions are described by a simple Gaussian.
The e ect on the width is obtained by using WGRAD with and without the non-resonant
contribution. A ratio of the MT distribution with and without the non-resonant contribu-
tion is obtained and used to reweight a pseudo-data MT histogram. Simulation templates
of the nominal MT distribution with di erent input widths are ﬁtted to this reweighted
histogram to determine the shift in the measured width that would be obtained by ne-
glecting non-resonant box diagrams. The result is shown in Table 5.4. The ﬁnal value of
the width is corrected for this shift. The systematic uncertainty on this is obtained by
varying the E /T smearing in the simpliﬁed detector model so that it represents the E /T
resolution uncertainty obtained from ﬁts to data. The systematic is given in Table 5.4.
 W correction   W
Electron channel +11 MeV 6 MeV
Muon channel +12 MeV 6 MeV
Table 5.4: The shift in  W due to non-resonant electroweak corrections for the electron and muon decay
channels. The uncertainty on the shift comes from varying the E /T resolution.5.4 Electroweak Box Diagrams 63
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Figure 5.6: Feynman diagrams for the W, Z box diagrams in the p¯ p   l  process.6 Event Simulation 64
CHAPTER 6
Event Simulation
Electrons, muons and photons generated by the event generator must be propagated
through a simulation that incorporates the e ects of the detector on the measured particle
properties such that they match those measured in the data. A detailed GEANT-3 [60]1
simulation is extensively used by the CDF collaboration (CdfSim). CdfSim traces every
particle produced in an interaction through the detector and uses the full detector geom-
etry and material properties to account for energy losses in the material. This process is
repeated for every particle and is rather slow.
The W width measurement requires a detailed study of systematics a ecting the trans-
verse mass distribution and this is done by utilising simulation templates of MT which must
be produced with enough events for the statistical ﬂuctuations to be negligible. Simulation
templates of the MT distribution with di erent input W widths are used throughout the
analysis to estimate systematics and a fast and tunable simulation is developed that will
allow these studies to be carried out e ciently and for di erent aspects of the simulation
to be tuned to the precision required by the measurement. The fast simulation incorpo-
rates the processes and interactions of the particles with the material of the sub-detector
they are traversing. It simulates the various sub-detectors using a combination of input
from CdfSim and parameterisations obtained from ﬁtting to data thus making it faster
than propagating the particles through a full detector simulation.
1The GEANT-3 simulation is based on measurements of the material carried out during detector con-
struction and tuned to Run II data sample of electrons from photon conversions.6 Event Simulation 65
This chapter will describe the fast simulation in detail. It will start from the interaction
point and step through each sub-detector explaining the interactions of the particles with
the materials of the detector and the methods used to determine their transverse energy
and momenta.
The sub-detectors traversed by each of the particles produced in the W decay are
shown in Figure 6.1. An electron, for example, travelling on its way outwards from the
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Figure 6.1: Schematic diagram showing the sub-detectors traversed by particles at CDF.
interaction point ﬁrst comes across the silicon detector and loses energy by various mecha-
nisms including bremsstrahlung before entering the COT, where the curvature of the track
is used to determine its momentum and charge. Some more energy is subsequently lost
in the solenoid and time-of-ﬂight detectors before the electron reaches the calorimeters,
where it deposits most of its energy in the CEM, with some leakage into the hadronic
calorimeter. This chapter will explain how these e ects are modelled in the simulation.6.1 Silicon 66
6.1 Silicon
All particles from the interaction point ﬁrst encounter the silicon detector which presents
a large amount of passive material. Accurate determination of the amount and type of
material is needed to evaluate the amount of energy lost by particles in the silicon tracking
volume. This is achieved using SiliMap [62], a program which provides a description of
the silicon tracker in the form of a binned map of the passive material properties obtained
by scanning the full detector geometry as implemented in the GEANT-3 based CdfSim. The
material description is implemented as a ﬁnely binned 3-dimensional look-up table storing
the following material properties; the number of radiation lengths, X0, the normalisation
constant KZ/A and the ionisation constant I as a function of radius, azimuthal angle and
the z direction for each of the 32 SiliMap radial layers. The material properties from
SiliMap are used to determine the energy lost by muons, electrons and photons in the
silicon tracker volume.
Muons
The dominant energy loss mechanism for muons in the silicon detector is ionisation. The
mean rate of energy lost by a muon is simulated using the Bethe-Bloch equation [57]
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where K is an overall constant factor, I is the ionisation potential, Tmax is the maximum
kinetic energy that can be given to a free electron in a single collision and   is the density
e ect correction. The factors K and I are taken from SiliMap, whereas the density e ect
correction is calculated using Sternheimer’s parameterisation [58] assuming the material
traversed in silicon.
Electrons6.1 Silicon 67
The dominant energy loss mode for electrons in the silicon detector is bremsstrahlung.
The probability for photon radiation in a material layer is given by
P  = dX0  
4
3
 
ln(ymax/ymin)   (ymax   ymin) +
3
8
(ymax   ymin)2
 
,
where ymin = 0.001 and ymax = 1.0 are the minimum and maximum fraction of the
electron’s energy transferred to the radiated photon respectively. The fractional radiation
length traversed, dX0, is provided by SiliMap. The energy fraction, y, is distributed
according to
d 
dy
=
1
y
 
4
3
 
4y
3
+ y2
 
. (6.1)
Ionisation energy loss is also simulated for electrons in the silicon detector.
Photons
Photons lose energy in the silicon detector predominantly via pair production. The high
energy limit for the photon conversion probability in a thin material layer is given by
Pe+e  = (7/9)dX0 (6.2)
where the fractional radiation length traversed, dX0, is again provided by SiliMap. The
di erential cross-section is [23]
d 
dx
= 1  
4
3
x(1   x) (6.3)
where x is the fractional energy transfer to the pair-produced electron.
6.1.1 Systematic Uncertainty
The interactions of particles with matter in the simulation proceeds iteratively, where
the initial electron from W decay emits a bremsstrahlung photon which may convert to
an e+e  pair that may subsequently produce more bremsstrahlung photons and so on.
The fast simulation simulates only two iterations by default, as shown in Figure 6.2 for6.1 Silicon 68
Z   e+e  decay. The process stops when the bremsstrahlung photons from the initial
electron(s) convert, with the conversion electrons not allowed to emit further photons. In
order to determine the uncertainty from only allowing two iterations, the simulation is
setup to produce up to three and four iterations and a maximum shift in the ﬁtted width
value of 8 MeV is found.
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Figure 6.2: The evolution of an electromagnetic shower in Z   e
+e
  events, with electrons producing
photons by bremsstrahlung and photons converting to e
+e
  pairs. Two iterations are simulated by the
fast simulation.
Bremsstrahlung radiation in the silicon tracker is simulated for y above 0.001. However,
the cross-section for the emission of bremsstrahlung photons is suppressed below a cut-o 
due to interference caused by multiple scattering. This is known as the Migdal e ect and
the suppression occurs at ymin   Ee/(72 TeV) in silicon, where Ee is the incident electron
energy in GeV. Therefore, the value of ymin can range from 0.0006 for an electron with an
energy of 40 GeV to 0.0014 for a 100 GeV electron. A systematic uncertainty from using a
ymin value of 0.001 is determined by creating simulation templates of the MT distribution
with ymin ﬁxed at a value ranging between 0.0005 and 0.002 for each template. These
templates are ﬁtted to the MT distribution obtained with the simulation using the default6.2 COT 69
value of ymin = 0.001 and a maximum shift in the ﬁtted width of 8 MeV is found.
The cross-section for a photon scattering o  an electron (Compton scattering) becomes
signiﬁcant for low energy photons. The contribution to the total cross-section from Comp-
ton scattering increases from about 10% for a photon of energy 100 MeV to around 60%
for a 10 MeV photon in silicon. The di erential cross-section for Compton scattering can
be written as
d 
dyC
=
1
yC
+ yC (6.4)
where yC is the fraction of the incident photon energy carried by the scattered photon.
A systematic on the W width resulting from neglecting Compton scattering is found by
ﬁtting simulation templates generated with and without Compton scattering and is found
to be 7 MeV.
A summary of the systematic uncertainties on the W width from the simulation of
energy loss by electrons is shown in Table 6.1.
iterations bremsstrahlung Compton scattering total
Electron channel 8 MeV 8 MeV 7 MeV 13 MeV
Table 6.1: Systematic uncertainties on the W width in W   e  events from the simulation of energy
loss by electrons, where the individual uncertainties have been added in quadrature to obtain the total
uncertainty.
6.2 COT
A charged particle passing through the COT ionises the atoms of the gaseous mixture and
its trajectory is bent by the magnetic ﬁeld to leave a curved track allowing the transverse
momentum and the charge of the particle to be determined. The event generator returns
the true momenta of the leptons which must be smeared to account for detector resolution
e ects and scaled to account for inaccuracies in the determination of the magnetic ﬁeld,
COT alignment and the lepton energy loss model.6.2 COT 70
6.2.1 Momentum Scale and Resolution
The curvature of a track ( ) is related to its transverse momentum in the following way
  =
q
pT
(6.5)
where q is the charge of the particle. The resolution on this curvature can be deﬁned as
the di erence between the generated curvature and the reconstructed curvature
   =
 
q
pT
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The    distribution for lepton tracks is obtained from W   µ  CdfSim events for four
categories of selection requirements on the number of axial and stereo superlayers traversed
by the particle. These are:
• Four Naxial
seg and four Nstereo
seg layers.
• Four Naxial
seg and three Nstereo
seg layers.
• Three Naxial
seg and four Nstereo
seg layers.
• Three Naxial
seg and three Nstereo
seg layers.
These distributions are shown in Figure 6.3. Figure 6.3(a) shows obvious tails in the
distribution that are not Gaussian. This e ect is also present in the other distributions,
though to a lesser extent.
For each lepton track in the simulation, the number of axial and stereo superlayers
traversed by the particle trajectory is obtained by sampling from the Naxial
seg and Nstereo
seg
distributions obtained from Z   µ+µ  data. Given this Naxial
seg and Nstereo
seg , the relevant
   distribution from Figure 6.3 is sampled to obtain the smeared curvature of the track.
This curvature resolution is based on CdfSim and it may need to be scaled to match
the data. The standard calibration sample of Z   µ+µ  events is used to calibrate the6.2 COT 71
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Figure 6.3: The    distribution taken from W   µ  CdfSim events for muon tracks with (a) four N
axial
seg
and four N
stereo
seg , (b) four N
axial
seg and three N
stereo
seg , (c) three N
axial
seg and four N
stereo
seg and (d) three N
axial
seg
and three N
stereo
seg . The distributions are ﬁtted with a Gaussian function, it is clear that the momentum
resolution has non-Gaussian components.
COT scale and resolution. The invariant mass of the Z boson in the simulation is ﬁtted
to the data whilst varying a multiplicative factor Sres that scales   . The value of Sres
that gives the best ﬁt between the Z invariant mass distribution in data and simulation
is found to be Sres = 1.100 ± 0.039, i.e. the simulation needs an additional 10% smearing
to match the data. The ﬁt is shown in Figure 6.4.
The lepton track momenta are also scaled by a multiplicative factor Smom which is also
found by ﬁtting to the Z invariant mass distribution. The scale factor is found to be Smom6.2 COT 72
= 0.99891 ± 0.00043.
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Figure 6.4: Fit to the Z invariant mass distribution in Z   µ
+µ
  candidate events to obtain the mo-
mentum scale and resolution.
Other track parameters such as   and cot  are smeared with a Gaussian distribution
with    = 0.002 and  cot( ) = 0.011 taken from CdfSim.
6.2.2 Systematic Uncertainty
The systematic uncertainty on the W width due to the momentum scale and resolution
uncertainty is found by evaluating the shift in the width from varying Smom and Sres
individually by ±4  and ±2  from the best ﬁt values obtained from the Z invariant mass
ﬁt. The 1  uncertainty is then interpolated from this distribution.
It is assumed that CdfSim accurately predicts the shapes of the    distributions. The
validity of this assumption needs to be evaluated to investigate any possible bias in the
momentum resolution. This can be done by altering the shapes of the    distributions and
ﬁtting to the E/p distribution in W   e  events. It is observed from Figure 6.3 that the   
distributions can be split into a Gaussian component constituting the central region |  | <
0.001 and a non-Gaussian component comprising of the tails of the distribution. The
two components are sampled separately with a relative rate depending on their respective
integrals. The non-Gaussian contribution can be varied by applying a multiplicative factor,6.3 Material Scale 73
FnGaus to the rate at which the non-Gaussian tails are sampled. The value of FnGaus can
be obtained by ﬁtting to E/p distribution in the simulation whilst varying FnGaus. Tighter
cuts are made on the electron ET and Ehad/Eem variables to exclude events where there
is considerable leakage of the electromagnetic shower into the hadronic calorimeter as
this can a ect the low E/p region. The E/p ﬁt is performed in ﬁve bins to decouple
the resolution on the track curvature from the calorimeter resolution and the following
relationship between Sres and FnGaus is obtained
Sres = 1.14   0.04   FnGaus (6.7)
where
FnGaus = 1.03 ± 0.28stat. ± 0.34  ± 0.01Smat ± 0.08background (6.8)
with contributions to the uncertainty on FnGaus from the statistical uncertainty of the ﬁt,
the calorimeter resolution ( ) which is described in detail in Section 6.5.1, the uncertainty
on the material scale (Smat) (described in the Section 6.3) and QCD background. The un-
certainty on  W from FnGaus is found to be 16 MeV. Table 6.2 summarises the systematic
uncertainties on the width from the momentum scale and resolution.
  W(Smom)   W(Sres)   W(FnGaus)
Muon channel 17 MeV 21 MeV 16 MeV
Table 6.2: Systematic uncertainties on the W width in W   µ  events from the COT momentum scale,
resolution and the non-Gaussian fraction.
6.3 Material Scale
The amount of material in the silicon tracker simulation will a ect the rate of bremsstrahlung.
Any discrepancy in the overall amount of passive material in the simulation compared to
the data is corrected using the E/p distribution.
The E/p distribution is sensitive to the rate of bremsstrahlung as bremsstrahlung
photons are usually included in the transverse energy measurement in the calorimeter but6.4 ToF and Solenoid 74
not in the momentum measurement. This results in a distribution, shown in Figure 6.7
for W   e  events, that is not symmetric about 1.0 but has a tail at high E/p due to
hard bremsstrahlung events. The tail of the E/p distribution can be used to constrain the
amount of material presented to electrons and photons by scaling the fractional radiation
length obtained from SiliMap by a multiplicative factor, Smat.
This scale factor is found by ﬁtting to the E/p distribution in W   e  events in the
region, 0.8 < E/p < 2.0. The E/p cut is not made for the ﬁt and the electron ET cut is
raised from 25 GeV to 30 GeV to give a QCD background of (1.29 ± 0.25)%. The material
scale is found to be
Smat = 1.033 ± 0.007stat. ± 0.007background (6.9)
with the statistical uncertainty and the uncertainty from QCD background. A material
scale of 1.033 e ectively means that the simulation based on the default SiliMap requires
3.3% more passive material to match the data.
6.4 ToF and Solenoid
As shown in Figure 6.1, after exiting the COT, electrons and photons enter the Time-
of-Flight (ToF) detector and solenoid which present 0.1 and 0.8 of a radiation length
respectively. There is therefore non-negligible energy loss by electrons and photons before
they enter the calorimeter system. The CEM presents a total of 18 radiation lengths,
and whereas this ensures that   98% of an electromagnetic shower is contained within the
calorimeter, there can be some leakage out of the back of the calorimeter into the hadronic
compartment (CHA). Both of these e ects, energy loss in the ToF/solenoid system and
leakage into the CHA, can reduce the amount of energy measured in the CEM and need
to be accounted for in order to make an accurate measurement of the electron energy.6.5 Calorimeter 75
These e ects are simulated in the fast simulation by sampling from a distribution
obtained from CdfSim which describes the variation of the fraction of energy deposited
in the CEM as a function of the incident electron energy, shown in Figure 6.5(a) and
the incident photon energy, shown in Figure 6.5(b). This takes into account any possible
correlations between the energy loss in the ToF/solenoid and energy leakage into the CHA.
The distributions also show the relative contributions to the CEM energy from elec-
trons, positrons and photons. At low electron energies (Figure 6.5(a)), the energy reaching
the CEM is almost entirely from radiated photons as the incident electron is absorbed in
the ToF and solenoid. At high energies, electrons and photons contribute almost equally
to the energy deposited in the CEM as the total energy deposited approaches 98% of the
incident electron energy. Comparing Figure 6.5(a) and Figure 6.5(b) shows that electrons
lose more energy than photons owing to their ionisation of the material with no elec-
tron energy reaching the CEM at low energies whilst the fraction of the photon energy
deposited in the CEM is always above 70%.
6.5 Calorimeter
The most important measured quantity for electrons from W decay is the energy measured
in the calorimeter. The calorimeter simulation takes the event generator electron energy
corrected for all the energy loss e ects described in the previous sections. The electron
track is extrapolated to the position of a tower in the calorimeter. Photons from QED
radiation and bremsstrahlung are also propagated to the calorimeter and if they end up in
the same tower as the electron their energy is merged with the electron energy. If a photon
ends up in one of the neighbouring towers in  , the tower is also merged with the electron
tower provided that both towers are in the central calorimeter and do not extend over the
crack separating the two halves of the detector. All the ﬁducial cuts requiring the electron
to be in the central calorimeter and in an instrumented region of the detector as described6.5 Calorimeter 76
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Figure 6.5: Top: The energy fraction deposited in the CEM as a function of the (a) incident electron
energy (in GeV) and (b) incident photon energy (in GeV) and the way in which this energy is distributed
between bremsstrahlung photons and conversion electrons and positrons. Bottom: The distribution of the
energy fractions that are sampled in the fast simulation for every (a) electron and (b) photon exiting the
COT.
in Chapter 4 are simulated. The electron energy is therefore a sum over the true energies
of the electrons and photons (corrected for energy loss) that are propagated to the two-
tower cluster. This energy needs to be corrected for the response of the electromagnetic
calorimeter and smeared so it matches the energy measured in the data.
6.5.1 CEM Scale and Resolution
The response of the CEM to electrons and photons is parameterised as a multiplicative
scale factor. The resolution of the CEM is parameterised as
 E
E
=
13.5%
 
ET
    (6.10)6.5 Calorimeter 77
where the 13.5% stochastic term is obtained from test beam data and   is a constant term
accounting for additional sources of resolution resulting from residual variations in the
calorimeter response and calibration.
There are several detector e ects causing variations in the calorimeter response. Light
attenuation in the scintillator results in variations of the response as a function of position
within a calorimeter tower. There is reduced response near the centre of the towers because
light produced in this region has to travel over a longer distance to the wavelength shifters
that carry the signals to the PMTs on either side of the towers, resulting in greater
attenuation. The calorimeter response is also non uniform as a function of time and this
is thought to be due to the ageing of the scintillators over time resulting in a reduced
response. These e ects are corrected for in o ine calibrations which aim to ﬂatten the
calorimeter response.
Any residual e ects causing non-uniformity are included in the constant term  , where
this term can be divided into two components, one from contributions to the resolution
that are correlated between all electrons in the event ( corr) and one from contributions
that are uncorrelated between electrons ( uncorr). In general there are two techniques that
can be employed to calibrate the calorimeter energy scale and resolution; measurement of
the invariant mass of the Z boson in Z   e+e  events and measurement of the E/p ratio
in the vicinity of the peak. Figure 6.6 shows the mean E/p of electrons in W   e  events
as a function of time. It shows that there is a residual dependence on time after all the
o ine corrections have been applied. The correlated contribution  corr is taken from the
root-mean-square of this distribution, giving  corr = 0.29%.
The uncorrelated contribution  uncorr and the scale SCEM is obtained by independent
ﬁts to the E/p distribution in W   e  events and the invariant mass in Z   e+e  events.
Simulation templates of the E/p distribution using di erent input values of  uncorr and
SCEM are used to ﬁt to the peak of the E/p distribution (0.9 < E/p < 1.1) in W   e 6.5 Calorimeter 78
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Figure 6.6: The variation of the  E/p  as a function of time in W   e  events.
data. The ﬁt is shown in Figure 6.7 and the values obtained are
 uncorr = (0.947 ± 0.049stat. ± 0.147track ± 0.056Smat)% (6.11)
SCEM = 1.02356 ± 0.00021stat. ± 0.00044track ± 0.00017Smat (6.12)
where there are contributions to the uncertainty from the track momentum scale and
resolution and the material scale factor. A ﬁt to the E/p distribution in the narrower
range 0.96 < E/p < 1.1 yields  uncorr=(0.64 ± 0.11stat.)%.
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Figure 6.7: A ﬁt to the E/p distribution in W   e  events to determine the calorimeter scale and the
uncorrelated contribution to the detector resolution.6.5 Calorimeter 79
Similarly, templates of the Mee distribution with varying input values for  uncorr and
SCEM are ﬁtted to the Mee peak in Z   e+e  data in the range 86 < Mee < 96 GeV.
The ﬁt is shown in Figure 6.8 and the values obtained are
 uncorr = (1.49 ± 0.29)% (6.13)
SCEM = 1.02439 ± 0.00078. (6.14)
 (GeV) ee M
80 82 84 86 88 90 92 94 96 98 100
E
v
e
n
t
s
/
0
.
4
 
G
e
V
0
20
40
60
80
100
120
140
160
180
data
MC
fit region
/dof = 18/22 2  
Figure 6.8: A ﬁt to the Mee distribution in Z   e
+e
  events to determine  
uncorr and S
CEM.
The values of SCEM from the two ﬁts are consistent with each other and are combined
in a weighted average to give
SCEM = 1.02382 ± 0.00043. (6.15)
The values of  uncorr obtained from the Mee ﬁt and the E/p ﬁt in both ﬁt ranges are
combined with a weighted average and the uncertainty is conservatively chosen to cover
all three  uncorr values obtained from the above ﬁts
 uncorr = 1.08+0.41
 0.44%. (6.16)6.5 Calorimeter 80
Systematic uncertainty
The uncertainty on  W due to the uncertainty on the calorimeter scale and resolution is
found by varying the parameters by ±2  and ±4  and interpolating the 1  uncertainty
from this. The uncertainty on  W obtained from SCEM and   is shown in Table 6.3.
  W(SCEM)   W( )
Electron channel 17 MeV 31 MeV
Table 6.3: Systematic uncertainties on the W width in W   e  events from the uncertainty on the
calorimeter scale and resolution.
6.5.2 Muon Energy Simulation
Muons leave a small fraction of their energy in the calorimeter via ionisation. Whereas
the energy deposited by a muon is small and not used in the transverse mass calculation,
an accurate simulation of the muon energy is required to simulate the Eem cut which
is used to identify muons in the data and also for the simulation of the recoil. The
energy deposited by muons in the calorimeter is simulated by sampling from the energy
distribution obtained from a sample of cosmic ray muons. The energy of QED photons
that end up in the same tower as the muon is added to the muon energy.
6.5.3 Underlying Energy Simulation
In addition to the electrons and photons from the electromagnetic shower that enter the
electron energy cluster in the data, there is overlapping energy from particles unassociated
with the interaction producing the W boson. This energy is referred to as the underlying
energy and has contributions from the low pT remnants of the p¯ p collision and from
additional interactions between a proton and antiproton within the same bunch crossing.
This energy is simulated by sampling from an energy distribution obtained from
W   e  events in data. The energy in a two-tower cluster in the calorimeter rotated
away from the electron cluster in   but with the same   as the electron is studied as a6.6 Acceptances and E ciencies 81
function of the total  ET of the event. The energy has a linear dependence on the  ET
since as the instantaneous luminosity and hence the  ET increases, there is more energy
ﬂow in the calorimeter so the average energy deposited in a two-tower cluster is larger.
This e ect is simulated by sampling from the two-tower distribution and then scaling this
energy according to the linear dependence on  ET, such that there is more overlapping
energy for an event with large  ET. The simulation of the  ET distribution will be
described in detail in Chapter 7.
The underlying energy is simulated for both electrons and muons. In the data, the
overlapping underlying energy makes it more likely for a muon to fail the Eem cut and this
e ect is incorporated in the simulation by adding a  ET dependent underlying energy to
the energy of a muon.
6.5.4 Calorimeter Non-linearity
The response of the calorimeter to particles with di erent energies may not be uniform
and this non-linearity in the response can arise from several potential sources. The e ects
giving rise to an e ective non-linearity such as leakage into the CHA, energy loss in the
ToF/solenoid have already been discussed. However, there is a residual non-linearity
resulting in a di erent response for high and low energy deposits. This is thought to be
due to the variation of the calorimeter response as a function of calorimeter depth. This
is described in more detail in [61], together with a description of how it is simulated and
how the systematic on the width is evaluated. The systematic uncertainty on  W from
the calorimeter non-linearity is found to be 12 MeV.
6.6 Acceptances and E ciencies
The ﬁducial requirements on electrons and muons from W decay a ect their kinematic dis-
tributions and hence the transverse mass. The ﬁduciality requirements and the e ciency
of the electron and muon selection requirements need to be modelled in the simulation.6.7 Summary 82
This is described in detail in [61]. The electron and muon trigger e ciencies are high
and well modelled and also described in detail in [61]. The systematic uncertainty on the
W width from the acceptances and e ciencies is 3 MeV (4 MeV) and 10 MeV (6 MeV)
respectively for the electron (muon) channel.
6.7 Summary
A summary of the systematic uncertainties associated with the simulation of leptons is
shown in Table 6.4 for the electron and muon channel. The uncertainties contributing to
the simulation of electrons arise from the uncertainties on the calorimeter scale and reso-
lution, the non-linear response of the calorimeter to electrons with di erent energies, the
modelling of the energy loss and the detector acceptance and electron selection e ciencies.
The uncertainties contributing to the muon simulation are dominated by the uncertainty
on the tracker scale and resolution and the shape of the resolution distribution.
  W(W   e )   W(W   µ )
energy loss simulation 13 MeV -
silicon material scale 2 MeV -
COT scale - 17 MeV
COT resolution - 21 MeV
COT resolution shape - 16 MeV
calorimeter scale 17 MeV -
calorimeter resolution 13 MeV -
calorimeter non-linearity 12 MeV -
acceptances 3 MeV 4 MeV
e ciencies 10 MeV 6 MeV
Table 6.4: Summary of the systematic uncertainties associated with the simulation of leptons.7 Recoil Reconstruction and Simulation 83
CHAPTER 7
Recoil Reconstruction and Simulation
The calculation of the transverse mass in W   l  decays depends on the transverse en-
ergies of the charged lepton and the neutrino. The neutrino does not interact with the
material of the detector and is not reconstructed. Its transverse energy is inferred from
the missing transverse energy in the event which can be calculated using
   
E 
T  
   
E /T = (    ET +     U ) (7.1)
where     ET is the charged lepton transverse energy vector and     U is the recoil vector. An
accurate simulation of the recoil is important to accurately determine E /T and hence the
W transverse mass.
In addition, substituting the above equation into the transverse mass equation (Equa-
tion 3.10), a relationship to ﬁrst order in |    U |/ET between the transverse mass and the
component of     U in the direction parallel to the charged lepton (U ) can be obtained in
the limit |    U |   ET. The transverse mass becomes
MT   2|    ET| + U . (7.2)
The magnitude of the recoil in the direction of the charged lepton is therefore strongly cor-
related with MT; any bias in U  introduces a bias in the MT ﬁt. It is therefore particularly
important to simulate accurately.7 Recoil Reconstruction and Simulation 84
The recoil is deﬁned as a sum over all the transverse energy in the calorimeter ex-
cluding that associated with the charged lepton. The energy in the calorimeter receives
contributions from three major sources :
Hard QCD sub-process
The interacting partons from the incoming proton and antiproton emit gluon(s).
W bosons produced in the interaction recoil against this gluon emission, acquiring a
transverse momentum that is equal and opposite to it. The recoiling gluons hadronise
and this jet-like recoil is reconstructed in the calorimeter with an energy and direction
strongly correlated with the magnitude and direction of the boson pT.
Soft underlying event
This includes all the underlying low pT interactions that are not correlated with the
kinematics of the parton-parton interaction producing the W boson. Remnants of
the p¯ p collision, interactions between spectator quarks and additional interactions
between a proton and antiproton within the same bunch crossing (multiple interac-
tions) are the major processes that contribute to the underlying event energy. In
general, the mean number of multiple interactions is linearly dependent on the in-
stantaneous luminosity in the event. As the instantaneous luminosity increases, the
average number of multiple interactions increase resulting in a larger ﬂow of energy
in the event.
Bremsstrahlung photons
Bremsstrahlung photons that are emitted collinear with the charged lepton often
end up in the same or neighbouring towers and are merged with the lepton cluster.
However, photons emitted at a wide angle to the lepton may deposit their energy in
a tower that is included in the recoil calculation (described in Section 7.1.1). The
energy from such photons will thus be added to the recoil sum.7.1 Recoil reconstruction 85
In general, the recoil is a conglomerate of particles from the above described contribu-
tions with a wide energy spectrum, making it a complex entity. On average, only around
70% of the hard QCD contribution is measured in the calorimeter owing to a number of
factors. Some very low pT particles are carried away by the magnetic ﬁeld and never reach
the calorimeter system whilst others are lost due to the incomplete angular coverage of
the calorimeters. The recoil energy is also distributed between the electromagnetic and
hadronic calorimeters with a signiﬁcant amount of energy being deposited in the electro-
magnetic calorimeter from the decay of soft neutral pions into a pair of photons.
7.1 Recoil reconstruction
The recoil in the data is calculated as a vector sum over the energy in all the towers in the
electromagnetic and hadronic sections of the central and plug calorimeters, excluding those
associated with the lepton (the so-called ‘knockout region’, described in Section 7.1.1). The
following formula is used in the calculation
    U = (ux,uy) =
 
towers
E sin (cos ,sin )
where   is the azimuthal angle of each calorimeter tower with respect to the position of
the proton antiproton collision point in the detector and   is the polar angle each tower
makes with the z0 position of the charged lepton track in the event, where in Z   l+l 
events, the average z0 position of the two lepton tracks is used.
There are di erences in the response of the central and plug calorimeters and the recoil
energies obtained from the central and plug calorimeters are therefore scaled relative to
each other to achieve a uniform response for the calorimeters. The central calorimeter
tower energies are scaled up by 5% and the plug tower energies are scaled down by 7% [22].
In addition, a tower threshold of 100 MeV is also applied to the electromagnetic and
hadronic calorimeter towers in the W width analysis such that only towers with energy7.1 Recoil reconstruction 86
above 100 MeV are included in the recoil calculation and the towers in the miniplug
calorimeters, which cover the pseudorapidity region 3.6 < | | < 5.1, are also excluded.
The 100 MeV threshold is applied to reduce contribution from detector noise.
In the W mass analysis, towers in the region | | > 2.6 are excluded from the recoil
calculation if they have ET < 5 GeV. This is done to suppress the variation of the ac-
ceptance of the calorimeter as a function of   which occurs as a result of the centre of
the beam being o set from the detector centre (explained in detail in Section 7.1.2). This
e ect is enhanced in the forward regions of the detector where the towers are closest to
the beam line and excluding towers in this region suppresses this variation in acceptance.
The 5 GeV cut ensures that jets from QCD events are not rejected.
7.1.1 Knockout Region
The recoil calculation sums over the transverse energies of all the towers in the calorimeter
excluding those containing energy that is associated with the lepton. The region of the
calorimeter that is not included in the recoil sum is referred to in the analysis as the
‘knockout region’. Whereas most of the shower energy of an electron from a W   e 
decay is deposited in two calorimeter towers, there can be some leakage into a neighbouring
tower particularly if the electron showers close to the tower edge. In addition, photons
from bremsstrahlung can also deposit their energy in one of the neighbouring towers.
A nine tower region around the electron tower with the average energy in each tower is
shown in Figure 7.1. The towers neighbouring the central electron tower are plotted such
that the ones closest in distance to the position of the electron shower are those at positive
   and positive   . The average energy per tower in the electromagnetic and hadronic
calorimeter is 33 MeV and 10 MeV respectively. Towers with energy signiﬁcantly larger
than this average are assumed to contain contributions from leakage and bremsstrahlung
and form the knockout region. The knockout region for the electron is shown by the
7-tower shaded region in Figure 7.1.7.1 Recoil reconstruction 87
The muon is a minimum ionising particle and does not shower in the calorimeter. The
muon therefore has a smaller knockout region comprising of 3 towers, the muon tower and
the two neighbouring   towers as shown in Figure 7.2.
In Z   e+e  events, 7 towers are knocked out for each electron resulting in 14 towers
in total being excluded from the recoil sum and in Z   µ+µ  events 6 towers in total are
excluded.
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Figure 7.1: The energy (in MeV) in the 3 3 tower region around the electron tower at (  ,  ) = (0,0)
for the electromagnetic calorimeter (left) and hadronic calorimeter (right) in the W width analysis. The
shaded towers comprise the knockout region and are not included in the recoil calculation.
For the W mass analysis, the neighbouring towers in a 3 by 3 region around the lepton
tower is shown for the electron in W   e  events and the muon in W   µ  events in
Figures 7.3 and 7.4 respectively. The average instantaneous luminosity for the 2.4 fb 1
dataset used for the W mass analysis is more than twice as high as the average instanta-
neous luminosity in the dataset used for the W width analysis, as shown in Figure 7.13.
This results in a greater number of multiple interactions per event and more energy ﬂow
into the calorimeter. The average energy in an electromagnetic and hadronic tower for
the W mass analysis is 51 MeV and 15 MeV respectively. The number of towers knocked
out for an electron and muon are the same as those for the W width analysis.7.1 Recoil reconstruction 88
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Figure 7.2: The 3 3 tower region around the muon tower at (  ,  ) = (0,0) for the electromagnetic
calorimeter (left) and hadronic calorimeter (right) in the W width analysis. The shaded towers comprise
the knockout region and are not included in the recoil calculation.
The removal of the knockout region from the recoil not only removes the energy asso-
ciated with the lepton but also overlapping recoil energy. The average recoil energy being
excluded from the recoil sum in the W width and mass analyses is obtained from studying
a region of the detector that is separated by    = ±90  from the lepton, as explained in
detail in Section 7.2.1, and is found to be
Eem = 233 ± 1MeV, Ehad = 68 ± 1 MeV, Etot = 301 ± 2MeV (WWidth) (7.3)
Eem = 357 ± 0.5MeV, Ehad = 105 ± 0.3MeV, Etot = 462 ± 0.7MeV (WMass) (7.4)
where only the statistical errors are shown. This underlying energy lies in the direction
of the lepton and can shift U . It therefore needs to be carefully accounted for and it
will be explained later in the chapter how the removal of this overlapping recoil energy is
simulated.
7.1.2  U Modulation Correction
The recoil vector is expected to be azimuthally symmetric with no preferred   direction.
However, the acceptance of the calorimeter has a dependence on the position of the beam7.1 Recoil reconstruction 89
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Figure 7.3: The energy (in MeV) in the 3 3 tower region around the electron tower at (  ,  ) = (0,0)
for the electromagnetic calorimeter (left) and hadronic calorimeter (right) in the W mass analysis. The
shaded towers comprise the knockout region and are not included in the recoil calculation.
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Figure 7.4: The 3 3 tower region around the electron tower at (  ,  ) = (0,0) for the electromagnetic
calorimeter (left) and hadronic calorimeter (right) in the W mass analysis. The shaded towers comprise
the knockout region and are not included in the recoil calculation.
line with respect to the detector position. The centre of the beam is o set from the detector
centre and this results in some towers of the calorimeter being closer to the interaction
point and having a larger acceptance and thus a larger average measured energy. This
produces a variation of the calorimeter response as a function of  .
In the W width analysis, a 17% modulation in the   distribution of the recoil ( U) was7.1 Recoil reconstruction 90
observed, some of which was corrected by accounting for the beam o set and calculating
the ET in the calorimeter towers with respect to the beam position in the detector and
not the origin (0,0). A remaining 11% modulation was observed and this is shown in
Figure 7.5.
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Figure 7.5: The modulation in  U after correcting for the beam o set.
In the W mass analysis, it is noted that any residual modulation in  U after account-
ing for the beam o set can be corrected by artiﬁcially shifting the position of the plug
calorimeter with respect to the tracker system by an unphysical amount. The corrections
are obtained by studying the slopes of the mean of Ux,y vs. luminosity as a function of
detector   in minimum-bias events. The shifts are shown in Table 7.1 for the east (tower
number < 16) and west (tower number > 35) halves of the plug calorimeter and for three
run ranges1, where the run ranges correspond to the detector shutdowns. The modulation
in  U before and after applying these corrections is shown in Figure 7.6 for W   e  events.
The distributions are ﬁt using the function y = a0  (1+a1  sin(x+a2)), where a1 gives
the fractional modulation and is measured to be 8% before the corrections and 0.7% after
the corrections.
1A run is a period of continuous operation of data taking by the CDF detector in which a group of
events are recorded to tape. Each run is given a number which is incremented with time.7.2 Recoil Simulation 91
Run Period ( x, y) (East) ( x, y) (West)
Run < 168889  12 mm, +15 mm  9 mm, +24 mm
168889 < Run < 212133  9 mm, +7 mm  9 mm, +16 mm
Run > 212133  11 mm, +5 mm  9 mm, +10 mm
Table 7.1: The shifts in (x,y) for the East and West halves of the plug calorimeter for three run ranges.
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Figure 7.6: The modulation in  U in W   e  events (a) before and (b) after the plug alignment correc-
tions described in the text.
7.2 Recoil Simulation
The recoil is a complex system of particles from a combination of processes that are di cult
to simulate on a particle-by-particle level. The simulation of the recoil takes the approach
of an ad-hoc parameterisation where the parameters are obtained by ﬁtting an aggregate
model of the recoil to data. The three categories of processes contributing to the recoil
energy are modelled and the total recoil can be written in terms of these as
U = UQCD + UUE + UBREM.
The contribution from wide-angle QED and bremsstrahlung photons (UBREM) is simulated
using the fast simulation. The other two contributions, from initial state QCD radiation
(UQCD) and underlying energy (UUE) are constrained by ﬁts to Z   l+l  and minimum-
bias data. As in other parts of the analysis, Z   l+l  events provide a suitable sample to7.2 Recoil Simulation 92
constrain the recoil since both leptons are reconstructed and the transverse momentum of
the Z boson is well measured. In addition, the removal of the lepton energy, bremsstrahlung
and overlapping underlying energy in the knockout region is also simulated.
The bremsstrahlung contribution to the recoil is simulated by adding to the recoil
vector the energy of all QED photons in the simulation that are propagated to a calorimeter
tower outside of the 7 (electrons) or 3 (muons) tower knockout region.
7.2.1 Knockout Region Simulation
The recoil energy calculated in the data is taken from the calorimeter with a ‘hole’ where
the towers in the knockout region have been removed. Since the knockout region lies at the
position of the lepton and the recoil projected in this direction can produce a signiﬁcant
bias in the W transverse mass, the knockout is an important e ect to simulate.
The same number of towers as were removed from the data are also removed from
the simulation for electrons and muons. Lateral leakage of the lepton energy is not sim-
ulated in the fast simulation used for the recoil so these towers contain only the lepton
cluster energy (for muons this is the simulated Eem energy) and photon energy from
bremsstrahlung/conversions. The electromagnetic energy in the region around the lepton
tower is shown in Figure 7.7 for the W mass analysis. The shaded region shows towers
that are not included in the recoil simulation to emulate the knockout region in the data.
The energy in towers outside of this region is added to the UBREM recoil contribution.
In addition to energy from the lepton and bremsstrahlung, the knockout region in the
data also removes overlapping recoil energy. In general, there are two ways of correcting
for the ‘hole’ in the recoil left by the removal of this overlapping energy. This energy can
be estimated and either added back to the data to recover the recoil energy removed from
the knockout or subtracted from the simulation to simulate the ‘hole’ in the calorimeter
present in the data.7.2 Recoil Simulation 93
2 2 3 5 2
5 24 43455 65 7
2 2 3 5 2
     
-2 -1 0 1 2
 
 
 
-1
0
1
2 2 3 5 2
5 24 43455 65 7
2 2 3 5 2
4 4
1 4 360 7
2 4
     
-2 -1 0 1 2
 
 
 
-1
0
1
4 4
1 4 360 7
2 4 0 0
0
0
0
0 0
Figure 7.7: The average electromagnetic energy in towers around the electron (left) and muon (right)
tower in W   e  and W   µ  simulation events. The energy in the shaded region is excluded from the
recoil calculation to simulate the knockout region in the data.
In the W width analysis, this correction is made in the data, whereas in the W mass
analysis a ‘hole’ is created in the simulation by subtracting this energy from the recoil. The
rest of this section will assume that the energy is being subtracted from the simulation.
Whereas the average energy to be subtracted is given in Equations 7.3 and 7.4, on an
event by event basis there may be more or less energy depending on the following variables:
• Luminosity : the amount of overall activity in an event is strongly correlated with
the instantaneous luminosity. As the instantaneous luminosity increases, the prob-
ability of an additional inelastic interaction increases and more energy is deposited
in the calorimeters and hence in the knockout region.
• U  : in events where there is a large asymmetry in the momenta of the decay leptons,
the transverse momentum of the W boson is in the direction of the highest pT lepton
so the ‘hard’ QCD jet balancing it is in the opposite direction. This means that the
recoil vector can point in the direction of the electron or muon depositing more
energy in the knockout region. U  is the recoil projected in the direction of the
lepton such that U  > 0 if the recoil is parallel to the lepton and U  < 0 if the recoil7.2 Recoil Simulation 94
is in the antiparallel direction. The recoil energy in the knockout region therefore
also has a dependence on U .
• Tower   : the amount of energy deposited in the calorimeter also has a small
dependence on the   of the calorimeter tower. This dependence results from a
di erence in the size of the towers. The towers at high values of | | tend to be
smaller and contain less energy.
The amount of recoil energy that needs to be subtracted from the recoil in the simula-
tion is determined by studying W   l  data. For each event in the W   l  sample, pseudo
knockout clusters are deﬁned in the region    = ±90  from the charged lepton such that
there is negligible bias from the ‘hole’ left by the knockout as well as background events
which tend to populate the region    = ±180  from the lepton. The pseudo-clusters
contain the same number of towers as the lepton knockout region and the central tower
of the cluster has the same value of   as the lepton. The energy in each cluster is studied
as a function of luminosity, U  and  , where U  is redeﬁned as the recoil vector projected
in the direction of the pseudo-cluster. The distributions are shown for the W mass and
width analyses in Figure 7.8.
For each event in the simulation, the energy distribution of the pseudo-clusters obtained
from W   l  events is sampled. This distribution is shown for the total electromagnetic
and hadronic energy in Figure 7.8(a). The bin at  4.0 represents events for which the
recoil energy in the pseudo-cluster is zero. For the W width analysis, 56% of events have
no overlapping energy in the knockout region and for the W mass analysis 27% of events
are in this zero bin.
Figure 7.8(b) shows the dependence on U . At large positive U  the recoil vector is in
the direction of the pseudo-cluster resulting in more energy. The slight rise in energy as
U  becomes large and negative is due to a general increase in the recoil in the event so7.2 Recoil Simulation 95
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Figure 7.8: Underlying energy in a 7-tower pseudo-cluster in a region orthogonal in   but at the same
  as the electron in W   e  events shown in (a) as log10 E, (b) as a function of U , (c) as a function of
instantaneous luminosity, (d) as a function of tower  .
there is on average more energy in the calorimeter. The value of the recoil cut in the W
mass (width) analysis is 15 GeV (20 GeV) and this results in |U | < 15 (20) GeV.
Figure 7.8(c) shows the cluster energy as a function of luminosity and a linear depen-
dence is observed.
Figure 7.8(d) shows the dependence on the   of the calorimeter tower. There is a small
decrease in the energy at higher   values because these towers are smaller in  . The dip
in energy for the towers at small   is also due to smaller tower size.
The dependence of the cluster energy on these variables is parameterised by ﬁts to7.2 Recoil Simulation 96
these distributions. The sampled cluster energy is then scaled based on multiplicative
factors obtained from the dependence on U  (SU ), luminosity (Slumi) and   (S ) where
Su  = a0 + a1  
 
U    |U |
2U 
 
+ a2  
 
U  + |U |
2U 
 
(WWidth) (7.5)
Su  = a0+a1 
 
U    |U |
2U 
 
+a2 
 
U  + |U |
2U 
 
+a3 
 
U  + |U |
2U 
 
U  (WMass) (7.6)
Slumi = b0 + b1   lumi (7.7)
S  = c0 ( tower   6); S  = c1 + c2     ( tower > 6) (7.8)
The parameters a0,1,2,3, b0,1 and c0,1,2 are obtained from ﬁtting the above functional
forms to the distributions in Figure 7.8. In general there is some correlation between U 
and luminosity. This is particularly evident for the large luminosity range of the W mass
event samples. It is accounted for by studying the cluster energy as a function of U  in
nine bins of luminosity to obtain parameters for the scale factors that decorrelate the two
e ects. This is shown for two bins of luminosity in Figure 7.9.
The recoil energy in the knockout region obtained by this method is subsequently
subtracted from the recoil vector in the simulation which is obtained as described in
Sections 7.2.2 and 7.2.3.
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Figure 7.9: Underlying energy in a pseudo-cluster as a function of U  in two ranges of luminosity in
W   e  events for the W mass analysis.7.2 Recoil Simulation 97
7.2.2 Simulation of UBREM
As noted earlier, the bremsstrahlung contribution to the recoil is simulated by adding to
UBREM the energies of the photons in the simulation that do not end up in the knockout
region. Some of the towers that contribute to UBREM are shown in Figure 7.7. The
distribution of UBREM obtained from the fast simulation for W   e  and W   µ  events
in the W mass analysis is shown in Figure 7.10. In W   e  sample approximately 91% of
events have UBREM = 0 and in W   µ  events 94% have UBREM = 0. The mean value of
UBREM for the remaining events is 860 MeV for W   e  and 1.31 GeV for W   µ  events.
This di erence is due to the smaller knockout region for muons which means UBREM is
calculated over a larger phase space.
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Figure 7.10: The distribution of the bremsstrahlung contribution to the recoil for W   e  and W   µ 
simulation events in the W mass analysis.
7.2.3 The Recoil Model
The other contributions, from initial state gluon radiation and underlying energy are
simulated by an ad-hoc parametric model where the parameters are obtained by ﬁtting
to data. The magnitude and direction of the gluon radiation is expected to be strongly
correlated with the transverse momentum of the boson. The pT of the Z boson is well7.2 Recoil Simulation 98
measured in Z   l+l  events and ﬁts are performed to the recoil in these samples to obtain
the model parameters.
In doing so, it is assumed that the hadronisation of the initial state gluon radiation
is the same in W and Z events with the only di erence arising from the variance in the
W and Z pT distributions. In the W width analysis, it is also assumed that there is a
negligible bias from the di erence in event topology of Z events, where both decay leptons
are reconstructed in the central region of the calorimeter (referred to as CC events), and
W events where the central requirement can only be made on the charged lepton. For
the W mass measurement, this assumption is studied in detail in Z   e+e  events where
one electron is reconstructed in the central calorimeter and one in the plug calorimeter
(referred to as CP events) and compared to the recoil in CC Z events. This study is the
subject of the next chapter.
The underlying energy contribution to the recoil is predominantly dependent on the
instantaneous luminosity and hence the total scalar transverse energy in the event,  ET.
This contribution is parameterised by ﬁts to minimum-bias data.
The recoil vector can be projected into a number of directions, with some o ering more
information than others and dependent on di erent aspects of the simulation. The choice
of projection can probe the di erent processes producing the recoil to varying extents. For
the recoil model used in the W mass and width measurements, the direction of the Z pT is
used to project the recoil along two directions, in the direction of the boson pT (U1) and
the direction perpendicular (in the anticlockwise direction) to the boson pT (U2) in the xy
plane. This projection is chosen to attempt to disentangle the hard QCD component from
the soft underlying energy component. U1 probes the QCD radiation which is emitted in
the opposite direction to the boson pT and U2 is largely sensitive to the soft (underlying
energy) component.
Using the two components of this projection, the construction of the parametric model
for the recoil is described in the following paragraphs.7.2 Recoil Simulation 99
U1 is e ectively a measure of the calorimeter response to the initial state gluon radia-
tion. It is deﬁned as positive along the boson pT direction and negative in the antiparallel
direction. The mean of U1 is therefore expected to become more and more negative with
increasing boson pT. The soft underlying energy is expected to be azimuthally symmetric
with no preferred direction and the mean of U2 is therefore predicted to be zero.
The U1 and U2 components can be parameterised as
U1 = G( U1 , (U1)) (7.9)
U2 = G( U2 , (U2)), where  U2  = 0.0 (7.10)
where G represents a Gaussian distributed random variable with a mean  U1  and variance
 (U1) for U1 and mean of zero and variance  (U2) for U2. The functional form used to
describe  U1  in the W width analysis is given by
 U1  = (P1 + P2   pT)   (1   e P3pT) (WWidth) (7.11)
where pT is the true, unsmeared transverse momentum of the boson, since this is the only
information that is unambiguously determined in the simulation for W   l  events. The
parameters P1,2,3 are referred to as the U1 response parameters and are obtained by ﬁtting
to the dependence of  U1  on boson pT in Z   l+l  data.
In the W mass analysis, an alternative functional form for  U1  taken from [22] is
chosen which better decorrelates the response parameters. The following functional form
described by 2 parameters is used
 U1  =  P1pTln(pT + P2)/ln(15 + P2) (WMass). (7.12)
The resolution of U1 is dominated by the resolution of the QCD jet balancing the boson
pT, although it also receives a contribution from the soft underlying energy that lies in
the U1 direction. The resolution of U2 is dominated by the underlying energy resolution7.2 Recoil Simulation 100
with a small contribution from the ‘hard’ QCD component, in particular for events where
the initial state radiation is not well collimated and where more than one gluon is emitted
resulting in more than one jet in the ﬁnal state.
The resolutions of U1 and U2 are parameterised as
 (U1) =  MB(P4 + P5   pT) (7.13)
 (U2) =  MB(P6 + P7   pT) (7.14)
where  MB is a description of the underlying energy resolution obtained from ﬁts to
minimum-bias data. This resolution is parameterised as a function of the  ET of the
event sample. The simulation of the  ET distribution and the ﬁts to minimum-bias data
are described below.
Parameterisation of  ET
The  ET distribution is calculated in the data in the same way as the recoil albeit it
is a scalar sum over the energies in the calorimeter towers. It has a dependence on the
instantaneous luminosity in the event and the boson pT.
In the W width analysis, the 350 pb 1 dataset has a small range in luminosity so
a ﬁt to the inclusive  ET distribution gives an implicit luminosity dependence that is
adequate for the data sample. An explicit dependence on the boson pT is built into the
 ET functional form which is described by the following
 ET = b    (c   1) (7.15)
where
b = Q1 + Q2   pT (7.16)
c = Q3 + Q4   pT (7.17)7.2 Recoil Simulation 101
and   is a Gamma distribution.
The parameters Q1 to Q4 are obtained from ﬁts to the inclusive  ET distribution
and the  ET distribution in bins of boson pT. This is done separately for Z   e+e 
and Z   µ+µ  events to account for the di erent luminosity proﬁles of the two samples.
The best ﬁt  ET parameters obtained are shown in Table 7.2 for the electron and muon
channel. The ﬁt results are shown in Figure 7.11 and the variation of   ET  with pT is
shown in Figure 7.12. The inclusive  ET distribution is well described in both the electron
and muon channels. However, the variation of   ET  with boson pT is not well described,
particularly in the low pT region. For all subsequent plots, the data is represented by blue
points and the simulation is denoted by a red histogram.
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Figure 7.11:  ET distributions for (a) Z   e
+e
  and (b) Z   µ
+µ
  data compared to the simulation
using the best ﬁt  ET parameters in the W width analysis.
Z   e+e  Z   µ+µ 
Q1 20.700 19.351
Q2  0.154  0.141
Q3 1.055 1.051
Q4 0.085 0.100
Table 7.2: The best ﬁt  ET parameters obtained by ﬁtting Z   e
+e
  and Z   µ
+µ
  events in the W
width analysis.
The instantaneous luminosity distribution for Z   e+e  events in the W mass and7.2 Recoil Simulation 102
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Figure 7.12: The variation of   ET  with the transverse momentum of the Z boson in data and simulation
for (a) Z   e
+e
  events and (b) Z   µ
+µ
  events.
width measurements are shown in Figure 7.13. In proceeding from the W width measure-
ment to the W mass measurement, the average instantaneous luminosity of the datasets
increased from approximately 27 1030 cm 2s 1 to 70 1030 cm 2s 1. The increased range
in luminosity for the W mass dataset requires the inclusion of an explicit luminosity de-
pendence into the recoil model. This is achieved by constructing a parameterisation for
the  ET that is dependent on both instantaneous luminosity and boson pT.
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Figure 7.13: Comparison of the instantaneous luminosity distribution in Z   e
+e
  events for the 370
pb
 1 data sample used in the W width analysis and the 2.4 fb
 1 data sample used in the W mass analysis.
The  ET is generated according to the gamma distribution as in the W width analysis.
The mean and standard deviation of the gamma distribution are related to the parameters7.2 Recoil Simulation 103
b and c in Equation 7.15 in the following way
b =
[ ( ET)]2
  ET 
(7.18)
c =
  ET 
2
[ ( ET)]2 (7.19)
Simple ﬁts to the  ET distribution in bins of pT and luminosity in the data (given in
Figure 7.15) show that the mean of the  ET distribution increases linearly with luminosity
and boson pT. The mean and standard deviation of the  ET are parameterised as
  ET  = a0 + a1   pT + a2   L (7.20)
 ( ET) = b0 + b1   pT + b2   L0.48 (7.21)
where pT is the true boson pT and the luminosity (L) for a given event sample is obtained
by sampling from the luminosity distribution in the data. A  ET distribution is generated
in the simulation according to Equation 7.15 and substituting Equations 7.20 and 7.21 into
the deﬁnition of b and c deﬁned above.
The parameters a0,1,2 and b0,1,2 are obtained by minimising the total  2 from ﬁts to
four distributions; the inclusive  ET distribution,   ET  vs. pT,   ET  vs. luminosity,
 ( ET) vs. pT and  ( ET) vs. luminosity. The minimum  2 obtained is 187/101 and
127/101 for Z   e+e  and Z   µ+µ  events respectively and the best ﬁt parameters are
shown in Table 7.3. The errors on the parameters are not shown as it was observed that
varying the parameters by 1  does not a ect the ﬁtted mass of the W boson. The ﬁt
distributions are shown in Figure 7.14, 7.15 and 7.16. The distributions show that the
luminosity and boson pT dependence of the  ET are not well modelled. A precise agree-
ment between data and simulation for these distributions is not essential since  ET enters
into the deﬁnition of  MB which enters into the functional forms of  (U1),  (U2). The
resolutions of U1 and U2 are ﬁt for in the recoil ﬁt so any minor mismodelling in the  ET7.2 Recoil Simulation 104
description is corrected in the  (U1) and  (U2) modelling. The e ect of this mismodelling
on the transverse mass is evaluated by taking the distribution that gives the worst agree-
ment between data and simulation,  ( ET) vs. pT, and reweighting the  ET distribution
in each pT bin such that perfect agreement is obtained between data and simulation. The
recoil parameters obtained from ﬁts to the recoil distributions with this reweighting are
used to produce a transverse mass distribution. A ﬁt to the transverse mass distribution
gives a negligible shift in the W mass.
Minimum-Bias Fits
 (GeV) T E  
0 50 100 150 200 250
E
v
e
n
t
s
/
5
 
G
e
V
0
200
400
600
800
1000
1200
1400
1600
1800
/dof = 69/49 2  
- e
+  e   Z
/dof = 69/49 2  
(a)
 (GeV) T E  
0 50 100 150 200 250
E
v
e
n
t
s
/
5
 
G
e
V
0
500
1000
1500
2000
2500
3000
3500
/dof = 68/49 2  
-   +       Z
/dof = 68/49 2  
(b)
Figure 7.14:  ET distributions for (a) Z   e
+e
  and (b) Z   µ
+µ
  data compared to the simulation
using the best ﬁt  ET parameters in the W mass analysis.
Z   e+e  Z   µ+µ 
a0 26.15 26.49
a1 1.110 1.127
a2 0.496 0.501
b0 12.54 12.61
b1 0.0560 0.0447
b2 3.452 3.463
Table 7.3: The  ET parameters obtained by ﬁtting Z   e
+e
  and Z   µ
+µ
  events in the W mass
analysis.
The parameters describing  MB are obtained by ﬁtting to the variance of the recoil in7.2 Recoil Simulation 105
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Figure 7.15: The dependence of the mean and standard deviation of the  ET on luminosity and boson
pT in Z   e
+e
  events. These distributions are used in the ﬁt to obtain the  ET parameters for the
electron channel.
minimum-bias events. The recoil projected along the x and y axes, Ux and Uy is plot-
ted in bins of the  ET in minimum-bias events. The following function is ﬁtted to the
resolution of the Ux and Uy distributions against  ET
 (Ux,y) = M1    ET
M2 (7.22)
In the W width analysis, the parameters M1 and M2 are found to be M1 = 0.338±0.002,
M2 = 0.559 ± 0.002 from a combined ﬁt to the Ux and Uy resolutions. The resolution
is therefore similar to the CEM resolution in Equation 6.10 and increases approximately
proportionally with the square root of the total calorimeter ET. The ﬁts are shown in
Figure 7.17.7.2 Recoil Simulation 106
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Figure 7.16: The dependence of the mean and standard deviation of the  ET on luminosity and boson
pT in Z   µ
+µ
  events. These distributions are used in the ﬁt to obtain the  ET parameters for the
muon channel.
In the W mass analysis, it was found that a better description of the resolution in
minimum-bias data could be obtained by ﬁtting separately the low  ET region ( ET
< 30 GeV) and the high  ET region ( ET > 30 GeV) and using the following three
parameter functional form
 (Ux,y) = M1    ET
M2 + M3. (7.23)
The results of the ﬁt are shown in Figure 7.18. The best ﬁt parameters obtained are
M1 = 0.20 ± 0.02, M2 = 0.70 ± 0.03, M3 = 0.31 ± 0.04 for the region  ET < 30 GeV and
M1 = 0.58 ± 0.06, M2 = 0.47 ± 0.01, M3 =  0.4 ± 0.2 for the region  ET > 30 GeV.7.2 Recoil Simulation 107
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Figure 7.17: The ﬁt to the (a)  (Ux) and (b)  (Uy) distributions as a function of  ET in minimum-bias
data for the W width analysis.
7.2.4 Recoil Fits
The recoil model described above is used to obtain a recoil vector in the simulation that is
added to the recoil vector from the bremsstrahlung contribution. The recoil energy in the
knockout region, as described in Section 7.2.1, is subsequently subtracted from this and
the resulting recoil is then ﬁtted to the recoil in the data. The parameters of the model are
obtained by ﬁtting to distributions in Z   l+l  data. The parameters P1,2,3 are obtained
by ﬁtting to the variation of  U1  as a function of boson pT. This is done separately for
the Z   e+e  and Z   µ+µ  samples.
Similarly, the parameters P4,5 are obtained by ﬁtting to the  (U1) vs. boson pT
distribution and P6,7 are obtained by ﬁtting to the  (U2) vs. pT distribution. The ﬁtted
distributions are shown in Figure 7.19 for Z   e+e  and Z   µ+µ  channels in the W
width analysis.
The calorimeter response to boson pT drops to 60 % at low pT (< 4 GeV) from losing
very low pT particles that are swept away by the magnetic ﬁeld and do not make it to the
calorimeter. At high pT, the calorimeter response is approximately 80%. Figures 7.19(a)
and 7.19(b) show that this variation in the response of U1 with boson pT is well modelled7.2 Recoil Simulation 108
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Figure 7.18: The ﬁt to the (a)  (Ux) and (b)  (Uy) distributions as a function of  ET in minimum-bias
data for the W mass analysis.
by the simulation in Z   e+e  and Z   µ+µ  events respectively.
The distribution of  (U1) vs. pT shown in Figure 7.19(c) and Figure 7.19(d) is domi-
nated at low boson pT by the resolution on underlying energy and at high pT by the ‘hard’
QCD radiation. The distribution is well described by the simulation. U1 and U2 have
similar resolutions at very low pT (< 5 GeV), where the resolution is dominated by the
underlying energy contribution  MB. Additional distributions that are used to monitor
the quality of the recoil ﬁts are shown in Figure 7.20.
The parameters obtained from ﬁts to these distributions are shown in Table 7.4. In
general, there are correlations between the three U1 response parameters P1,2,3 but very7.2 Recoil Simulation 109
little correlation between the U1 response and resolution parameters (P4,5) and almost no
correlation between the U1 and U2 parameters.
W Width
Z   e+e  Z   µ+µ 
P1  12.7 ± 1.1  13.1 ± 1.5
P2  0.59 ± 0.02  0.59 ± 0.02
P3 0.043 ± 0.003 0.042 ± 0.004
P4 0.93 ± 0.03 0.97 ± 0.02
P5 0.019 ± 0.003 0.016 ± 0.002
P6 1.03 ± 0.03 1.06 ± 0.02
P7 0.0002 ± 0.002  0.002 ± 0.001
Table 7.4: The best ﬁt recoil parameters and their statistical uncertainty for Z   e
+e
  and Z   µ
+µ
 
events in the W width analysis.
In the W mass analysis, the variation of the U1 response with boson pT is described
by two parameters. As mentioned, the functional form for the response is chosen to
decorrelate the two parameters. Figure 7.23 shows the correlation contour between P1
and P2. They are largely decorrelated with a correlation coe cient of 0.37.
The resolutions of U1 and U2 are described in the same way as in the W width analysis.
The results of the ﬁts are shown in Figure 7.21 for the electron and muon channels. The
ﬁts show that the distributions are well modelled by the simulation. The variation of
 (U2) with boson pT in the electron channel shows a 3   discrepancy in the region pT <
1 GeV. The e ect of this disagreement on the W mass is evaluated by reweighting the
distribution of U2 for pT < 1 GeV such that the simulation agrees well with the data.
The distribution of  (U2) vs. pT is then ﬁtted to obtain the parameters P6,7. The MT
distribution obtained using these parameters is subsequently ﬁtted and the shift in the
ﬁtted W mass due to this disagreement in the low pT region is found to be 5 MeV.
The luminosity dependence of the recoil model which was introduced in the  ET
parameterisation can be veriﬁed by studying the variation of the U1 and U2 resolutions7.2 Recoil Simulation 110
as a function of luminosity. The distributions are shown in Figure 7.22. The dependence
on luminosity is not well described. The e ect of this discrepancy on the transverse
mass is evaluated by reweighting the U1 distribution in each luminosity bin such that
the simulation gives a perfect description of the data. The recoil ﬁts are performed to
obtain the recoil parameters which are subsequently used to produce a transverse mass
distribution. A shift in the W mass due to a discrepancy in these distributions is obtained
by ﬁtting to this MT distribution and is found to be 2.9 MeV for the electron channel
and 3.5 MeV in the muon channel. Additional distributions that are used to monitor the
quality of the recoil ﬁts are shown in Figure 7.24. The parameters obtained from the ﬁts
to Z   e+e  and Z   µ+µ  data are given in Table 7.5.
W Mass
Z   e+e  Z   µ+µ 
P1 0.625 ± 0.003 0.632 ± 0.002
P2 9.5 ± 0.9 9.0 ± 0.6
P3 0.971 ± 0.009 0.963 ± 0.006
P4 0.0105 ± 0.0009 0.0106 ± 0.0006
P5 1.023 ± 0.009 0.996 ± 0.006
P6  0.0023 ± 0.0008  0.0003 ± 0.0005
Table 7.5: The best ﬁt recoil parameters and their statistical uncertainty for Z   e
+e
  and Z   µ
+µ
 
events in the W mass analysis.7.2 Recoil Simulation 111
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Figure 7.19: The distributions of (a) and (b)  U1  vs. p
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Z
T, (e) and (f)  (U2)
vs. p
Z
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  and Z   µ
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  events compared to the best ﬁt simulation in the W width analysis.7.2 Recoil Simulation 112
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Figure 7.21: The distributions of (a) and (b)  U1  vs. p
Z
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Figure 7.22: Distributions showing the dependence of the U1 and U2 resolutions on luminosity in the
data compared to the simulation using the best ﬁt recoil parameters in the W mass analysis.
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Figure 7.24: Recoil distributions of U, U1 and U2 for the Z   e
+e
  and Z   µ
+µ
  channels compared
to the best ﬁt simulation in the W mass analysis.7.3 Recoil Comparison 116
7.3 Recoil Comparison
The recoil model described in the previous section is used to simulate the recoil in W   l 
events using the best ﬁt recoil parameters obtained in the ﬁts to Z   l+l  data as given in
Table 7.4 for the W width analysis and Table 7.5 for the W mass analysis. The true W pT
and the luminosity as sampled from W   l  data are used to construct U1 and U2 which
are subsequently rotated to give Ux and Uy. Since the pT of the W boson is not known in
the data, the distributions of U1 and U2 cannot be compared for the W samples. Instead,
the direction of the charged lepton is used to project the recoil vector parallel to the lepton
(U ) and perpendicular to the lepton (U ). Figure 7.25 shows the distributions of U, U 
and U  for W   e  and W   µ  events in the W width measurement. In general there is
satisfactory agreement between data and simulation. The mean and standard deviations of
the distributions are also shown, the most important of these quantities for the transverse
mass is the mean of U . This is consistent within errors between data and simulation for
both the electron and muon channels. The E /T distribution is given in Figure 7.26 for the
electron and muon channels in the W width measurement. It shows that the distribution
is well described by the simulation. The variation of  U   with MT, U and   (U,l) is
shown in Figures 7.27 and 7.28. The variation of the resolution of U  with U is shown in
Figure 7.28. The distributions show that the correlations between recoil quantities is well
described by the simulation.
The distributions of U, U  and U  are shown for the W mass analysis in the electron
and muon channels in Figure 7.29. The dependence of  U   on MT, U and   (U,l) is
shown in Figures 7.30 and 7.31 and the resolution of U  as a function of U is shown in
Figure 7.31. Figure 7.29 shows that the mean of U  is consistent within approximately
2.5   between data and simulation for the electron channel and approximately 1.5   for
the muon channel. However, it also shows that U is not well described in the simulation,
particularly in the low U region. The e ect of this discrepancy on the MT distribution7.4 Recoil Systematic 117
can be estimated by applying a weight to each event in the simulation such that the U
distribution in the simulation perfectly describes that in the data. The event weights
applied in the simulation are taken from the ratio of the U distribution in the data to the
simulation. The MT distribution obtained after reweighting the simulation events is ﬁtted
using simulation templates of the MT distribution with no reweighting applied. A shift
of 5 MeV (7 MeV) in the mass of the W boson in obtained in W   e  (W   µ ) events
using this method.
A discrepancy was also noticed in the description of U in the low  ET region, shown
in Figure 7.32. It is evident from Figure 7.32 that the RMS of U in the simulation for
 ET < 20 GeV is much larger than that in the data. The e ect of this discrepancy on
the ﬁtted mass of the W boson is evaluated in a similar way as the discrepancy in the
inclusive U distribution. A histogram of weights is obtained by taking the ratio of the U
distribution in the data to simulation in the region  ET < 20 GeV. The MT distribution
obtained after this reweighting is ﬁtted using simulation templates of the MT distribution
with no such weights applied. A shift of 7 MeV (10 MeV) in the value of the ﬁtted mass
is obtained for the W   e  (W   µ ) channel. A comparison of the E /T distribution in
data and simulation is shown in Figure 7.33 for W   e  and W   µ  events. It shows
that E /T is reasonably well described in the simulation.
7.4 Recoil Systematic
A 7 7 covariance matrix is constructed using the 7 parameters describing the recoil model
in the W width analysis. The uncertainties on the parameters given in Table 7.4 are
obtained from the diagonal elements of the covariance matrix. The systematic uncertainty
on  W is evaluated by sampling from the covariance matrix 250 times to obtain 250 sets
of recoil parameters that are within the statistical uncertainty of the Z   l+l  recoil
ﬁts. This e ectively provides 250 recoil models each of which is used to produce a MT7.4 Recoil Systematic 118
distribution. Simulation templates of the MT distribution with di erent input W width
values and the default set of recoil parameters are produced and each of the 250 MT
distributions are ﬁt using the templates to obtain the best ﬁt value for  W. The 250
ﬁt values for  W are plotted and the RMS of a Gaussian ﬁt to the distribution is taken
as the uncertainty on  W from the recoil. The systematic uncertainty obtained for the
electron and muon channels is given in Table 7.6. The systematic uncertainty from the
response of U1 and the resolutions can also be obtained separately by assuming that the U1
response and resolution parameters are completely uncorrelated and splitting up the 7 7
covariance matrix into a 3 3 matrix for the response and two 2 2 covariance matrices for
the U1and U2 resolutions. The systematic uncertainty obtained from the separate response
and resolutions is also given in Table 7.6.
In addition to ﬁtting to the MT distribution to obtain the systematic for the W width,
the lepton pT distribution can also be ﬁt to obtain the W width. The systematic un-
certainty on  W when ﬁtting to the lepton pT can be obtained in the same way as that
explained above for the transverse mass. The recoil systematic is found to be 74 MeV for
W   e  events and 69 MeV for W   µ  events for lepton pT > 45 GeV.
The recoil parameters for the electron and muon channels given in Table 7.4 are con-
sistent with each other within 1.5   if correlations are ignored. However, there are correla-
tions between the parameters. The level of compatibility between the electron and muon
recoil parameters can be evaluated using the covariance matrices. The electron covariance
matrix is sampled 150 times with each sampling producing a set of Z   e+e  and W   e 
recoil distributions using the sampled set of recoil parameters. The spread of the total  2
of the three Z distributions used in the recoil ﬁt and the total  2 of three W distributions
(U,U ,U ) is shown by the black points in Figure 7.34(a). The muon covariance matrix
is then sampled 150 times for Z   e+e  and W   e  events and the spread of the total
 2 of Z distributions and that of the W distributions is also shown in Figure 7.34(a). The7.4 Recoil Systematic 119
degree of overlap of the two scatter plots can be used to evaluate the level of compatibility
between the electron and muon recoil parameters. There are approximately 44% of points
obtained from sampling the muon covariance matrix that are within 1  of the best ﬁt
electron point and 87% are within 2 . In addition, using the muon recoil parameters for
Z   e+e  events increases the total  2 of the three ﬁtted Z distributions from 26/31 to
33/31.
The same can be done for the muon channel. Figure 7.34(b) shows the results of sam-
pling the muon covariance matrix and then the electron covariance matrix for Z   µ+µ 
and W   µ  events. The electron parameters are less well constrained due to lower
statistics and there is a smaller degree of overlap. Using the electron recoil parameters for
Z   µ+µ  events increases the total  2 of the three ﬁtted Z distributions from 29/31 to
44/31.
It can also be noted from the scatter plots in Figure 7.34 that it is possible to get
a large range of  2 for the W distributions whilst maintaining a reasonable description
of the Z distributions. In particular, it is found that the  2 of the U distribution in
W   e  events can be reduced by choosing a set of recoil parameters from the sampling
that minimise the  2 of the U distribution whilst maintaining a good description of the
recoil in Z   e+e  events. This set of recoil parameters are referred to as the ‘U opti-
mised’ parameters. Figures 7.35 and 7.36 show the changes in  2 for some of the recoil
distributions in Z   e+e  and W   e  events when using the best ﬁt recoil parameters
and the ‘U optimised’ parameters. The plots show that a di erent set of parameters can
considerably improve the description of the recoil in W data without much degradation in
the Z distributions.
Furthermore, all of the  2 values on the distributions reﬂect the statistical uncertainty
only. However, there are also systematic uncertainties with contributions from the uncer-
tainty on the boson pT distribution, backgrounds and the recoil parameter determination7.4 Recoil Systematic 120
which is obtained by sampling the covariance matrix of the parameters and estimating
the spread of the variations in each histogram bin. The  2/dof of the recoil distributions
would improve if these systematic uncertainties were propagated through. For instance,
the  2/dof of the U distribution in W   e  events reduces from 86/40 to 56/40 and
that in W   µ  events goes from 52/40 to 37/40 when statistical and systematic uncer-
tainties are taken into account. The U distribution and the uncertainty on the shape of
the distribution due to the uncertainty on the recoil parameter determination, boson pT
and backgrounds is shown in Figure 7.37 for W   e  and W   µ  events. It is evident
that the dominant systematic uncertainty on the shape of the U distribution is from the
recoil parameter determination uncertainty whilst the uncertainty on the shape due to
backgrounds in negligible.
In the W mass analysis, the recoil model is parameterised using 6 parameters. In
the same way as the W width analysis, a 6 6 covariance matrix is constructed and the
systematic uncertainty on MW is determined by sampling from this covariance matrix 100
times to obtain 100 MT distributions with each corresponding to a set of recoil parame-
ters that are within the statistical uncertainty of the Z   l+l  recoil ﬁts. Each of these
MT distributions are ﬁt using simulation templates of the MT distribution with di erent
input MW values. The spread of the MW values obtained from these ﬁts is shown in Fig-
ure 7.38. The RMS of a Gaussian ﬁt to the distribution is used to obtain the systematic
uncertainty on MW. This is shown in Table 7.7 for the electron and muon channels and
the systematic uncertainty obtained from sampling separately from the response and res-
olution covariance matrices is also given. Table 7.8 shows a breakdown of the systematics
from the mismodelling in the U distribution, the discrepancy in the low  ET region, the
discrepancy in the  (U2) vs. pT plot and from tuning only on CC Z events, where it has
been assumed that the 6 MeV systematic from only considering CC events is the same for
the muon channel.7.4 Recoil Systematic 121
Background contamination in the Z event samples can a ect the recoil parameters
obtained in the ﬁts to the Z distributons. Chapter 9 describes the methods used to evaluate
the normalisation and shape of the various backgrounds contributing to the Z   e+e 
event sample. Of these, the shape of the QCD background is the most dominating for the
recoil distributions. The e ect of this background on the MT distribution in W events is
evaluated by ﬁtting for the recoil parameters when the QCD background in Z events is
varied by its error, in this case the maximum QCD background value of 0.43% is chosen.
Simulation templates of the MT distribution with varying input W mass values are ﬁtted
to the MT distribution obtained using these recoil parameters and the shift in the value
of the W mass is found to be negligible.
Background contamination in the W samples can also a ect the recoil distributions,
with U  being the most important since a bias in this distribution produces a direct bias in
the MT distribution. The U  distribution for the backgrounds contributing to the electron
channel in the W mass analysis is shown in Figure 7.39. It is evident that the shape of
the U  distribution in the Z   e+e  and QCD backgrounds is noticably skewed towards
negative U  values and can produce a bias in the mean of U  in the data. The backgrounds
shown in Figure 7.39 produce an overall shift of 7 MeV in the mean of U . Chapter 9
discusses the methods used to estimate the amount and shape of backgrounds contributing
to the electron channel. They are added to the simulation histograms and included in all
subsequent recoil plots.
It was shown in the previous W mass analysis [22] that the dominant backgrounds
contributing to the muon channel were the two electroweak backgrounds; Z   µ+µ  and
W     . For the muon channel therefore, only these backgrounds are included in the
recoil plots. The normalisation and shape of the backgrounds is obtained from CdfSim
event samples using a method analogous to that described in Section 9.1.1. The Z   µ+µ 
background is found to be 8.6% of the W   µ  sample and the W      background is
found to be 0.88%.7.4 Recoil Systematic 122
The systematic uncertainty on the W mass from the statistical uncertainty on the
recoil parameters given in Table 7.7 and the systematic uncertainty from various other
contributions given in Table 7.8 can be combined in quadrature to give a ﬁnal recoil
systematic of 14 MeV for the electron channel and 15 MeV for the muon channel. A
combined recoil systematic for the electron and muon channels is found to be 13 MeV,
taking into account all the correlations between the various sources of systematics.
W   e  W   µ 
  W 54 49
  W(response) 44 33
  W(U1 resolution) 37 27
  W(U2 resolution) 10 6
Table 7.6: Systematic uncertainty on  W from the recoil in the electron and muon channels for the W
width analysis.   W(response) gives the systematic on  W from the three response parameters,   W(U1
resolution) and   W(U2 resolution) give the systematic from the resolution parameters.
W   e  W   µ 
 MW 8 5
 MW(response) 5 3
 MW(U1 resolution) 4 2
 MW(U2 resolution) 5 3
Table 7.7: Systematic uncertainty on MW from the recoil in the electron and muon channels for the W
mass analysis.  MW(response) gives the systematic on MW from the three response parameters,  MW(U1
resolution) and  MW(U2 resolution) give the systematic from the resolution parameters.
W   e  W   µ 
U discrepancy 5 7
low  ET discrepancy 7 10
CC only 6 6
 (U2) discrepancy 5  
luminosity discrepancy 2.9 3.5
Table 7.8: Systematic uncertainty on MW from the discrepancy in the U distribution, the discrepancy in
the low  ET distribution, the discrepancy in the  (U2) vs. pT distribution and tuning the recoil only on
CC events.7.4 Recoil Systematic 123
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Figure 7.25: Distributions of U, U  and U  in W   e  and W   µ  data compared to the simulation
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Figure 7.26: Distribution of E /T in (a) W   e  and (b) W   µ  events compared to the simulation for
the W width analysis.
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Figure 7.27: Variation of the  U   with MT and U in the W   e  and W   µ  data compared to the
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Figure 7.28: Variation of the  U   with   (U,l) and  (U ) with U in the W   e  and W   µ  data
compared to the simulation in the W width analysis.7.4 Recoil Systematic 126
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Figure 7.29: Distributions of U, U  and U  in W   e  and W   µ  data compared to the simulation
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Figure 7.30: Variation of the  U   with MT and U in the W   e  and W   µ  data compared to the
simulation in the W mass analysis.7.4 Recoil Systematic 128
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Figure 7.31: Variation of the  U   with   (U,l) and  (U ) with U in the W   e  and W   µ  data
compared to the simulation in the W mass analysis.
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Figure 7.33: Distribution of E /T in (a) W   e  and (b) W   µ  events compared to the simulation for
the W mass analysis.
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Figure 7.34: The spread of the  
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Figure 7.37: The uncertainty on the shape of the U distribution from statistics, the error on the recoil
parameters (Recoil), boson pT determination (Pt) and backgrounds (Bcg) for (a) W   e  and (b) W   µ 
events in the W width analysis.
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CHAPTER 8
Recoil in Central-Plug Events
The simulation of the recoil described in the previous chapter involves a parametric model,
the parameters of which are obtained from ﬁts to Z   l+l  events where both leptons are
required to be reconstructed in the central rapidity region of the calorimeter. This is not
always the case in W   l  events, where the ‘central’ requirement can only be made on
the charged lepton and the neutrino can go anywhere in the detector. Since the recoil
in W   l  events is simulated by tuning the recoil parameterisation on Z   l+l  events,
this di erence in their topology can introduce a potential bias in the recoil.
A generator level study using CdfSim found that in approximately 70% of W   l 
events the neutrino has a | | less than 1.0. The W   l  samples can therefore be thought
to comprise of 70% CC (both leptons reconstructed in the central region) events and the
remaining 30% can be attributed to CP (charged lepton is reconstructed in the central
region and neutrino is in the plug calorimeter) events. The recoil in CP events may be
di erent to that in CC events. It is therefore instructive to ﬁt for the recoil in CP Z   e+e 
events and make a quantitative comparison between the recoil parameters obtained from
this ﬁt to those obtained from the ﬁt to CC Z   e+e  events (described in the previous
chapter).
This chapter will describe the reconstruction and simulation of CP Z   e+e  events
and the parameterisation of the recoil, concluding with a comparison with the recoil in
CC Z   e+e  events.8.1 Event Selection 134
8.1 Event Selection
CP Z   e+e  events are selected by requiring one electron to be reconstructed in the
central calorimeter and one in the plug calorimeter. The selection requirements for the
central electron are the same as those used for CC Z   e+e  events in the W mass analysis,
given in Table 4.1. It is desirable to make the same kinematic requirements on the plug
electron as the two electrons in CC Z events and the missing energy in W events so there
is negligible kinematic bias when comparisons are made between the di erent recoils. The
plug calorimeter has a di erent granularity to the central calorimeter and the identiﬁcation
variables and ﬁducial requirements used to select an electron in the PEM are described in
the following:
•  2
3 3 : this variable compares the energy distribution in the 3 3 towers around the
seed tower to the distribution from test beam electrons. The best ﬁt position for the
centre of the tower and a  2 are returned.
• Fiducial : the plug electron is required to be reconstructed in a well instrumented
region of the detector. The PEM cluster is required to lie in the region 1.2 < | | <
2.8 in the calorimeter. It is also required to be away from the boundaries between
the central and plug calorimeters.
• Isolation : this is deﬁned as the energy, Eiso, in a cone of radius  R =
 
  2 +   2  
0.4 around the electron cluster excluding the electron cluster energy.
A summary of the kinematic and identiﬁcation cuts used to select a plug electron is given
in Table 8.1.
The cuts used to select CP events are similar to those in Table 4.5 except the opposite
sign cut is not made for CP events and the recoil cut is not applied since the recoil is being
studied. The event yield obtained for CP Z   e+e  events using this selection criteria is
45,549, compared to a CC Z   e+e  event yield of 33,039.8.2 Event Reconstruction 135
Variable Cut value
ET > 30 GeV
|z0| < 60 cm
 2
3 3 < 10
Eiso < 4 GeV
Fiducial 1.2 < | | <2.8
Table 8.1: Selection criteria for plug electrons in CP Z   e
+e
  events.
8.2 Event Reconstruction
The energy of the plug electron is reconstructed using the cluster energy in the PEM.
The ﬁrst layer of the PEM is referred to as the plug pre-radiator (PPR) and is read
out separately. It is designed to correct the energy of particles that shower early in the
calorimeter and can also be used to distinguish between electrons/photons and hadrons.
The energy deposited by a plug electron in the PPR is added to the shower energy in the
PEM.
The transverse energy is calculated using the z position of the central electron track in
the event. The z-vertex of the event is also reconstructed as the z position of the central
electron track. The recoil is calculated as before with the same number of towers excluded
from the recoil sum for the central electron as described in the previous chapter. The plug
electron has a di erent knockout region and this is explained in detail below.
8.2.1 Plug Knockout Region
The plug calorimeter has a di erent and more complex granularity compared to the central
calorimeter. The calorimeter is azimuthally segmented into 48 wedges at lower values of
| |, with each wedge subtending 7.50 in  . At higher values of | |, the segmentation halves
to resemble that of the CEM, with 24 wedges, each subtending 150 in  . A schematic
diagram of the segmentation of the plug calorimeter is shown in Figure 8.1. Whereas the
towers at tower number (i ) = 10, 11 have a physical   segmentation of 7.50, they are8.2 Event Reconstruction 136
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Figure 8.1: The segmentation in ( , ) of the plug calorimeter (only a quarter of the detector is shown
in  ).
overshadowed by towers in the WHA calorimeter which are azimuthally segmented into
15  wedges. Therefore, in this   region, for all physics purposes, the towers are deﬁned to
be 150 in   so that the plug and WHA have consistent ( , ) segmentation.
The number of towers that need to be included in the knockout region for the plug
electron depends strongly on the   of the tower. There are a number of scenarios for which
a separate knockout region needs to be considered depending on where the plug electron
is in the calorimeter and they fall into three broad categories:
• 48-wedge region : The plug electron is reconstructed in a tower that subtends 7.50
in   and there are therefore 48 wedges in each   slice. More towers will need to
be knocked out since the towers are smaller. The neighbouring towers also have
the same azimuthal segmentation and the electron tower is therefore not on the
boundary between a 24-wedge and 48-wedge region. From Figure 8.1 a plug electron
reconstructed in towers 13 to 16 satisﬁes this category.8.2 Event Reconstruction 137
• 24-wedge region : The plug electron is in a tower that subtends 150 in   and there
are therefore 24 wedges in each   slice. The neighbouring towers also have the same
azimuthal segmentation and the electron tower is therefore not on the boundary
between a 24-wedge and 48-wedge region. From Figure 8.1 a plug electron recon-
structed in towers 19 and 20 satisﬁes this category.
• boundary : The plug electron is reconstructed in a tower that is on the boundary
between a 24-wedge region and a 48-wedge region. This is true for towers 11, 12, 17
and 18.
Events where the plug electron is reconstructed in the outer towers of the plug calorimeter,
i.e towers 10 and 21 are rejected to avoid the electromagnetic shower extending over the
edge of the PEM.
The knockout region for a plug electron that is in the 24-wedge and 48-wedge regions is
shown in Figures 8.2 and 8.3 respectively. For the 24-wedge region, 9 towers are excluded
for both the plug electromagnetic and hadronic calorimeter and in the 48-wedge region,
15 towers are knocked out. In cases where the plug electron is on the boundary between
the 24-wedge and 48-wedge regions, the towers excluded from the recoil calculation are
shown in Figures 8.4 8.7 for the boundaries in the east half of the plug calorimeter. The
same number of towers are knocked out for the west half of the calorimeter. A summary
of the number of towers comprising the knockout region depending on the tower number
of the plug electron is given in Table 8.2.
Tower number i  Number of towers
13 < |i | <16 15
|i | = 19, 20 9
|i | = 11, 18 12
|i | = 12, 17 17
Table 8.2: The number of towers in the knockout region depending on the tower of the plug electron.8.2 Event Reconstruction 138
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Figure 8.2: The energy deposited (in MeV) in the knockout region for events where the plug electron is
reconstructed in a region of the calorimeter that has a 24-wedge segmentation in  .
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Figure 8.3: The energy deposited (in MeV) in the knockout region for events where the plug electron is
reconstructed in a region of the calorimeter that has a 48-wedge segmentation in  .8.2 Event Reconstruction 139
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Figure 8.4: The energy deposited (in MeV) in the knockout region for a plug electron reconstructed in
tower number -11 where the plug electron is in the 24-wedge   slice but on the boundary between a 24
and 48-wedge region.
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Figure 8.5: The energy deposited (in MeV) in the knockout region for a plug electron reconstructed in
tower number -12 where the plug electron is in the 48-wedge   slice but on the boundary between a 24
and 48-wedge region.8.2 Event Reconstruction 140
 
-21-20-19-18-17-16 -15-14-13-12 -11
 
 
0
1
2
3
4
5
6
38 30
83 48
198 1872 251
1852 29863 1702
205 1963 274
83 47
36 30
     
-1 0 1
 
 
 
-2
0
2
Electromagnetic Energy (MeV)
0
0
0
0
Figure 8.6: The energy deposited (in MeV) in the knockout region for a plug electron reconstructed in
tower number -17 tower where the plug electron is in the 48-wedge   slice but on the boundary between a
24 and 48-wedge region.
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Figure 8.7: The energy deposited (in MeV) in the knockout region for a plug electron reconstructed in
tower number -18 where the plug electron is in the 24-wedge   slice but on the boundary between a 24
and 48-wedge region.8.3 Event Simulation 141
8.3 Event Simulation
The simulation of CP events involves propagating one electron through the detector sim-
ulation to the central calorimeter and propagating the other to the plug calorimeter. The
simulation of the central electron proceeds as described in Chapter 6. The simulation of
the plug electron also proceeds in the same way until the calorimeter.
The PEM has a di erent response and resolution to incoming electrons/photons com-
pared to the CEM. Whereas the CEM scale and resolution determined in Chapter 6 can
be applied to the energy of the central electron, the PEM scale and resolution need to be
separately determined.
The resolution of the PEM calorimeter is described by
 E/E = 14.4%/
 
E(GeV)     (8.1)
where 14.4% is the stochastic term for the plug calorimeter obtained from test beam data.
The plug electron ET distribution shows some dependence on the plug  . The scale
(SPEM) and resolution for the PEM is therefore obtained separately for four   regions;
 2.8 <   <  1.6,  1.6 <   <  1.2, 1.2 <   < 1.6 and 1.6 <   < 2.8. Simulation
templates of the Z boson invariant mass distribution are produced with di erent input
values for SPEM and for each   region in the calorimeter. The templates are used to ﬁt to
the Z mass distribution in Z   e+e  data for each calorimeter   region to obtain the value
of SPEM that minimises the  2 of the invariant mass peak in the MZ region, 86 < MZ < 96
GeV. The ﬁts in each   region are shown in Figure 8.8. The invariant mass distribution
in the region  1.6 <   <  1.2 does not describe the data well, however a discrepancy in
the invariant mass distribution has a negligible e ect on the recoil distributions.
The values for   are also found by ﬁtting simulation templates of the invariant mass
distribution with di erent input values for   to the data. The best ﬁt values for SPEM
and   for each region are shown in Table 8.3, where the value of kappa obtained for the8.3 Event Simulation 142
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Figure 8.8: Fits to the invariant mass distribution in CP Z   e
+e
  events for the plug electron in the
region (a)  2.8 <   <  1.6 (b)  1.6 <   <  1.2 (c) 1.2 <   < 1.6 and (d) 1.6 <   < 2.8.
region  1.6 <   <  1.2 is di erent from the other values. In addition, after applying the
scale factors in Table 8.3, an overall PEM scale factor is obtained such that the inclusive
Z invariant mass distribution shows good agreement between data and simulation. This
overall scale factor is found to be 0.9986 ± 0.0005. The inclusive MZ distribution is shown
in Figure 8.9. The plug electron   and   distributions in data and simulation are shown
in Figure 8.10. The geometric acceptance of the electron in the plug calorimeter is well
described by the simulation. The rapidity of the Z boson and the ET of the plug electron
is shown in Figure 8.11.
The e ciency of the identiﬁcation cuts (  2
3 3, Ehad/Eem and isolation) used to select8.3 Event Simulation 143
 (GeV) Z M
70 75 80 85 90 95 100 105 110
E
v
e
n
t
s
/
0
.
5
 
G
e
V
0
200
400
600
800
1000
1200
1400
/dof = 64/38 2   data
MC
/dof = 64/38 2  
Figure 8.9: The ﬁt to the invariant mass distribution of the Z boson to obtain an overall S
PEM.
  region SPEM  
 2.8 <   <  1.6 1.0089 ± 0.0009 0.031 ± 0.002
 1.6 <   <  1.2 0.9931 ± 0.0008 0.022 ± 0.002
1.2 <   < 1.6 0.9905 ± 0.0010 0.030 ± 0.002
1.6 <   < 2.8 1.0075 ± 0.0009 0.032 ± 0.002
Table 8.3: The PEM scale and resolution obtained by ﬁtting to the invariant mass of the Z boson in four
  regions.
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Figure 8.10: The plug electron (a)   and (b)   distributions for data and simulation.
plug electrons has a dependence on U  and the instantaneous luminosity of the event,
which may bias the recoil distributions. The e ciency is deﬁned as the subset of events
where a plug electron candidate passes the following identiﬁcation cuts;  2
3 3, Ehad/Eem8.3 Event Simulation 144
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Figure 8.11: (a) The Z boson rapidity distribution in CP data and simulation events. (b) The plug
electron ET distribution.
and isolation compared to the events where the plug electron passes the identiﬁcation
and kinematic cuts. The central electron is required to pass the default selection. The
ID e ciency of the plug electron decreases as a function of Run Period, shown in Fig-
ure 8.12(a). Each Run Period contains a series of runs collected over a period of time,
with higher Run Periods corresponding to later runs. Each period contains a range of
instantaneous luminosity, the average of which increases with time. This therefore shows
the dependence of the ID e ciency on luminosity. At higher luminosities, there is an
increase in the number of additional interactions in the same beam crossing, resulting in
more activity in the event. This increase in underlying energy can reduce the e ciency
of certain variables used to select electrons. The  2
3 3 variable is the main source of this
decrease in e ciency. The e ciency of  2
3 3 is shown as a function of Run Period in
Figure 8.12(b). Since  2
3 3 is a quantitatve comparison between the energy distribution
of the plug EM object and the energy distribution from test beam electrons, the more
underlying energy there is in the calorimeter, the less e cient this selection cut becomes.
The plug ID e ciency depends on the instantaneous luminosity of the event as shown in
Figure 8.13. The e ciency drops by 20% at high luminosity. This e ciency dependence
on luminosity is included in the simulation. The plug ID e ciency also varies as a function8.4 Boson pT Fit 145
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Figure 8.12: (a) The plug electron ID e ciency as a function of Run Period. (b) The e ciency of  
2
3 3
as a function of Run Period.
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Figure 8.13: The plug electron ID e ciency as a function of instantaneous luminosity.
of U . This dependence is taken from CdfSim, shown in Figure 8.14 and the functional
form obtained by ﬁtting to it is included in the simulation.
8.4 Boson pT Fit
The Z boson in CP events has a di erent transverse momentum (pT) and rapidity distri-
bution (shown in Figure 8.11) to that in CC events. The same procedure as described in
Section 5.2 is used to ﬁt to the pT distribution in CP events. The mean absolute rapidity
of the Z boson in CP events is 1.02. The rapidity reweighting function is therefore mod-8.5 Knockout Region Simulation 146
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Figure 8.14: The plug electron ID e ciency as a function of U .
iﬁed to be d 
dpT (|Y | = 1.02)/ d2 
dY dpT (|Y | = Y ). A ﬁt to the boson pT in Z   e+e  data is
performed whilst varying parameter g2 from the BLNY functional form since it is most
sensitive to the pT distribution and keeping the other 3 parameters ﬁxed to their global
ﬁt values given in [49]. The result of the ﬁt is shown in Figure 8.15. The value of g2 that
minimises the  2 for this ﬁt is
g2 = 0.622 ± 0.018.
This is consistent with the g2 value obtained from a ﬁt to the CC Z boson pT distribution
which gave g2 = 0.637 ± 0.013. Although the pT distribution is not well described, this
discrepancy is found to have a negligible e ect on the recoil distributions used in the recoil
ﬁt.
8.5 Knockout Region Simulation
The towers in the plug knockout region excluded from the recoil calculation contain recoil
energy in addition to the energy associated with the plug electron and bremsstrahlung. In
contrast to the recoil energy in the knockout region for the central electron where there
is a weak dependence on the   of the calorimeter tower, for the plug electron the most
signiﬁcant dependence of the recoil energy is on tower  . Each of the scenarios mentioned8.5 Knockout Region Simulation 147
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Figure 8.15: The Z boson pT distribution simulation and data for CP Z   e
+e
  events.
in Section 8.2.1, where the plug electron is reconstructed in regions of the calorimeter that
have di erent   segmentation, are studied. A pseudo-cluster with the same number of
towers as those in the plug knockout region and with the centre of the cluster at the same
  as the plug electron is deﬁned in the region 900 in   from the plug electron cluster. The
distribution of the recoil energy in the pseudo-clusters corresponding to a plug electron
reconstructed in the 48-wedge region, 24-wedge region and the boundary between the two
is shown in Figure 8.16.
Pseudo-clusters at high | | tend to have more overlapping recoil energy because these
towers are more forward in the detector and receive energy contributions from the low pT
remnants of the p¯ p collision. This can be seen in Figure 8.17 which shows the percentage
of events with no overlapping recoil energy in the cluster as a function of the tower  .
The numbers are obtained from studying the zero fraction bin at log10EEM =  4.0 for the
distributions in Figure 8.16. At higher | |, there are fewer events with no recoil energy in
the pseudo-clusters.
The recoil energy in the knockout region is simulated by sampling from one of the
distributions in Figure 8.16 depending on which category the tower   of the plug electron
falls into. This sampled energy is then subtracted from the recoil in the simulation to
simulate the ‘hole’ in the recoil from removing the knockout region in the data.8.6 Backgrounds 148
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Figure 8.16: Underlying energy in a pseudo-cluster in a region orthogonal in   but at the same   as the
plug electron in CP Z   e
+e
  events.
8.6 Backgrounds
The event selection criteria with the high ET requirement on both electrons and lepton
identiﬁcation cuts produces a CP Z   e+e  sample with high purity. However, there8.6 Backgrounds 149
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Figure 8.17: The percentage of events with no recoil energy in the pseudo-cluster as a function of tower
number.
is some contamination from background events that can a ect the recoil distributions.
The backgrounds can be divided into QCD background and non-QCD background, where
the normalisation and shape of the QCD background is estimated using data and the
electroweak backgrounds comprising the non-QCD background category are estimated
using CdfSim.
8.6.1 Non-QCD Backgrounds
The electroweak backgrounds contributing to the CP Z   e+e  sample are Z    +  
and W boson produced in association with jet(s) (W+jet events). The normalisation
and shape of both backgrounds is estimated using large Monte Carlo samples that are
generated with Pythia [64] and simulated using CdfSim.
Z     
Z    +   events where both   leptons decay to an electron and a neutrino can
mimic CP Z   e+e  events. The fraction of Z    +   events in the CP sample
is estimated by propagating a sample of such events obtained from CdfSim through
the full event selection. A CdfSim sample of CP Z   e+e  events is also generated
and passed through the event selection. The proportion of Z    +   and Z   e+e 8.6 Backgrounds 150
events passing the selection criteria compared to the number of events generated is
determined. This ratio of acceptances is then multiplied by the ratio of the Z    +  
to Z   e+e  cross-section times branching ratio. The fractional background is found
to be (0.040 ± 0.004)%.
W+jets
W+jet events can mimic CP Z   e+e  events if the W decays to an electron
that passes the selection criteria and the jet fakes the other electron in the event.
The W+jet background fraction is estimated by propagating a CdfSim sample of
W+jet events through the CP event selection. The ratio of acceptance of W+jet to
Z   e+e  events is then multiplied by the ratio of their corresponding cross-section
times branching ratios. The NNLO calculation of the ratio of W   l  to Z   l+l 
cross-section is; R =  (W   l )/ (Z   l+l ) = 10.67 ± 0.15 [63] is used. The
percentage of W+jet background in the CP sample is found to be (0.16 ± 0.07)%.
In addition to the above electroweak backgrounds, a di ractive background of 1%
(described in more detail in Section 9.2) is also added to the CP simulation.
8.6.2 QCD
QCD or multi-jet events where two jets contain or fake an electron can pass the selection
criteria and mimic a CP Z   e+e  event. The amount of QCD background is estimated
by ﬁtting to the calorimeter isolation fraction distribution in the data, deﬁned as the ratio
of the calorimeter isolation energy and the electron transverse energy. A sample rich in
QCD events is selected by requiring the plug electron to pass certain ‘anti-electron’ cuts,
designed to select misidentiﬁed electrons. The central electron is required to pass all the
default cuts. The following selection criteria is applied to the plug electron :
• The Ehad/Eem cut is removed. An anti Ehad/Eem cut is applied; Ehad/Eem > 0.1
and the maximum value is set to 0.125.8.6 Backgrounds 151
• The  2
3 3 cut is removed.
• The calorimeter isolation cut is relaxed and an anti calorimeter isolation cut is
applied; Eiso > 4.0 GeV.
The number of events passing this selection criteria are referred to as the ‘anti-electron’
sample. The calorimeter isolation fraction in this ‘anti-electron’ sample contains contami-
nation from electroweak backgrounds and also from real CP Z   e+e  events. The distri-
bution must therefore be corrected for these contaminations. The normalisation and shape
of the contribution from W+jet events is predicted by applying the ‘anti-electron’ selection
criteria to W+jet CdfSim. The signal contamination is also obtained using CP Z   e+e 
CdfSim sample. The invariant mass distribution of the Z boson in ‘anti-electron’ events
before correction for contamination is shown in Figure 8.18 and the absence of a peak at
the Z mass shows that there is little contamination. The calorimeter isolation fraction of
the ‘anti-electron’ sample before and after correcting for contamination is also shown in
Figure 8.18.
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Figure 8.18: (a) The calorimeter isolation fraction distribution for the ‘anti-electron’ sample before and
after correction for contamination from W+jet and signal CP Z   e
+e
  events obtained from CdfSim. (b)
The invariant mass of the Z boson in the ‘anti-electron’ sample. The absence of a peak at the Z mass
shows that there is little signal contamination in the sample.8.6 Backgrounds 152
The corrected isolation fraction distribution for the ‘anti-electron’ sample is used as
the isolation shape of QCD background events in the CP Z   e+e  sample. The signal
shape of the isolation fraction is obtained from CdfSim CP Z   e+e  events. The W+jet
and Z    +   background shapes are added to the signal with the normalisations given
in Section 8.6.1. The QCD background shape is also added to the signal shape and ﬁts
are performed to the data isolation distribution in the region above 0.4 whilst varying
the amount of QCD background in the Monte Carlo histogram. The amount of QCD
background that minimises the  2 of the ﬁt is found to be (0.6 ± 0.1stat)%. The ﬁt is
shown in Figure 8.19.
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Figure 8.19: Fit to the calorimeter isolation fraction in the data to determine the fraction of QCD
background in CP Z   e
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  events.
A summary of the background processes and their relevant fractions contributing to
CP Z   e+e  events is shown in Table 8.4, where the Z    +  , W+jet and QCD back-
grounds have been calculated as described above and the di ractive background has been
taken from [67]. The shape of the recoil distribution (U) and its projection into directions
parallel (U1) and perpendicular (U2) to the boson pT is shown for background events in
Figures 8.20, 8.21 and 8.22.8.7 Recoil Simulation 153
Background process Background fraction (%)
Z    +   0.040±0.001
W+jet 0.16±0.07
QCD 0.6±0.1
di ractive 1.0±0.2
Table 8.4: The background processes contributing to CP Z   e
+e
  events and their relevant fractions.
 U(GeV)
0 5 10 15 20 25 30
E
v
e
n
t
s
/
G
e
V
0
10
20
30
40
50
60
70
80
90
QCD (0.6%)
W + jet (0.16%)
 (0.04%)         Z
diffractive (1.0%)
Figure 8.20: The shape of the recoil distribution in background events contributing to the CP sample.
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Figure 8.21: The shape of the U1 distribution in background events contributing to the CP sample.
8.7 Recoil Simulation
The simulation of the recoil closely follows that described for CC Z   e+e  events for the
W mass analysis in the previous chapter. The recoil in the data receives contributions
from initial state gluon radiation, underlying event energy and bremsstrahlung photons8.7 Recoil Simulation 154
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Figure 8.22: The shape of the U2 distribution in background events contributing to the CP sample.
that are reconstructed outside of the knockout region. The bremsstrahlung contribution
(UBREM) is simulated by summing over the energy of photons propagated to towers in the
central and plug calorimeter that lie outside of the knockout region for the central and plug
electron. The UQCD and UUE contributions are simulated by constructing a parametric
model that is constrained by ﬁts to the recoil in CP Z   e+e  data. The recoil in CP
events is parameterised using the same functional form as that for CC Z   l+l  events for
the W mass analysis. The recoil is projected onto two axes using the boson pT direction.
The projection of the recoil in the direction of the boson pT (U1) probes the contribution
from initial state QCD radiation and the projection in the direction perpendicular to
the boson pT (U2) is predominantly sensitive to the underlying energy contribution. The
response of U1 is parameterised as in Equation 7.12 with parameters P1,2 constrained from
a ﬁt to the  U1  vs. pT distribution in data. The resolutions of U1 and U2 are parameterised
as in Equations 7.13 and 7.14. The underlying energy is not expected to be di erent for
CP events and the same parameters used to describe the resolution of underlying energy
obtained from ﬁts to minimum-bias are used. However, the  ET distribution in CP events
is di erent to CC events. The  ET distribution in the data is therefore ﬁtted using the
6 parameter functional form used to describe the  ET in the W mass analysis. The
functional form has a dependence on the boson pT and luminosity. The total  2 of four8.7 Recoil Simulation 155
distributions; the inclusive  ET distribution,   ET  vs. luminosity,   ET  vs. boson
pT,  ( ET) vs. luminosity and  ( ET) vs. pT is minimised to obtain the best ﬁt  ET
parameters. The ﬁt results are shown in Figure 8.23 and Figure 8.24. As mentioned in
Chapter 7, perfect agreement between data and simulation for these distributions is not
vital since  ET enters into the deﬁnition of  MB which enters as part of  (U1),  (U2).
The resolutions of U1 and U2 are ﬁt for so any minor mismodelling in the  ET description
is corrected in the  (U1) and  (U2) modelling and as shown in Chapter 7 they have a
negligible e ect on the transverse mass distribution and hence the ﬁtted mass of the W
boson.
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Figure 8.23:  ET distribution in CP Z   e
+e
  events compared to the simulation using the best ﬁt
 ET parameters.
The ﬁt to the variation of the U1 response with boson pT to obtain P1,2 is shown in
Figure 8.25. Parameters P3,4 are obtained from a ﬁt to the  (U1) vs. pT distribution,
shown in Figure 8.26 and P5,6 are constrained from a ﬁt to the  (U2) vs. pT distribution,
shown in Figure 8.27. The best ﬁt recoil parameters are given in Table 8.5. The inclusive
U1, U2 and U distributions are shown in Figure 8.28 for data and simulation. The dominant
background contributions to the CP Z   e+e  sample are from di ractive events and QCD
events and these backgrounds are included in the simulation recoil distributions.8.7 Recoil Simulation 156
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Figure 8.24: The dependence of the mean and standard deviation of the  ET on luminosity and boson
pT in CP Z   e
+e
  events. These distributions are used in the ﬁt to obtain the  ET parameters.
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Figure 8.26: The variation of the resolution of U1 with boson pT in CP Z   e
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  events.
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8.8 Results
The recoil parameters obtained from ﬁts to CP and CC data are shown in Table 8.5.
The decorrelated response parameters P1 and P2 in CP events can be compared with
those obtained from ﬁts to CC data. It shows that the response parameters are consistent
within their statistical uncertainties. Since the U1 and U2 resolution parameters are highly
correlated, parameters P3 to P6 cannot be compared directly. However, using the CC recoil
parameters for CP events increases the total  2/dof of the three ﬁtted Z distributions from
46/48 to 126/48.
It is important therefore to estimate the e ect of the di erence between the CC and8.8 Results 158
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Figure 8.28: Recoil distributions of (a) U1, (b) U2 and (c) U in CP Z   e
+e
  events compared to the
best ﬁt simulation.
CP parameters on the MT distribution and hence the ﬁtted W mass. This is studied by
ﬁtting to the MT distribution in W   e  events produced using CP recoil parameters
using templates of the MT distribution that have been created using the CC parameters.
This gives a shift in the value of the ﬁtted W mass from using CP parameters instead
of CC parameters. A shift of 19 MeV in the value of the W mass is obtained. Since W
events are a mixture of approximately 70% CC events and 30% CP events, the systematic
on the W mass from using recoil parameters tuned only on CC events is 6 MeV.8.9 Summary 159
Parameter CP CC
P1 0.623 ± 0.003 0.625 ± 0.003
P2 10.2 ± 0.8 9.5 ± 0.9
P3 0.941 ± 0.008 0.971 ± 0.009
P4 0.0145 ± 0.0008 0.0105 ± 0.0009
P5 0.971 ± 0.008 1.023 ± 0.009
P6 0.0029 ± 0.0007  0.0023 ± 0.0008
Table 8.5: The recoil parameters obtained from ﬁts to the recoil in CP and CC Z   e
+e
  events.
8.9 Summary
The recoil parameterisation for W events is obtained by ﬁtting to the recoil in Z   l+l 
events which have a di erent event topology to W   l  events since both leptons in
Z   l+l  events are reconstructed in the central region whereas no such requirement can
be made on the neutrino in W   l  events. The Central-Plug analysis involves studying
the recoil in events where one electron is reconstructed in the plug calorimeter and the
other in the central calorimeter. The simulation of CP events involves determining the
PEM scale and resolution by ﬁtting to the Z invariant mass distribution, calculating the
e ciency of the selection cuts, simulating the knockout region for the central and plug
electron and calculating the backgrounds that could a ect the recoil distributions. The
recoil ﬁts are subsequently performed to obtain the recoil parameters that best describe the
recoil in CP events. These parameters are used to produce the transverse mass distribution
which is ﬁtted using templates produced with CC parameters to obtain a shift in the value
of the ﬁtted W mass. A systematic of 6 MeV on the W mass is obtained from using recoil
parameters for W events that have only been tuned on CC events.9 Backgrounds 160
CHAPTER 9
Backgrounds
The W   l  events passing the selection criteria described in Chapter 4 are high purity
samples with small contaminations from backgrounds. The background events have a
di erent MT distribution to real W   l  events and can bias the ﬁtted mass and width
of the W boson. The background shapes and normalisations are therefore determined and
added to the simulation templates of the MT distributions when ﬁtting for these quantities.
In the W width analysis, only the backgrounds in W   l  events are considered since
there is negligible background in the Z   l+l  samples. However, in the W mass analysis,
the background in Z   l+l  events are also estimated.
The backgrounds contributing to the data samples can be divided into two cate-
gories, electroweak backgrounds which include well understood processes like W     ,
Z   l+l  and Z    +   and are estimated using a Monte Carlo based approach and
non-electroweak backgrounds with contributions from QCD events which are extracted
from data. The W   µ  channel also receives non-electroweak background contribution
from long lived hadrons that decay in the tracker volume to µ  pairs, known as decay
in-ﬂight events.
This chapter will describe the methods used to estimate the backgrounds in the W
mass analysis, focusing on the electron channel. The backgrounds in the electron and
muon channels for the W width analysis are discussed in detail in [61] and the systematic
on  W from the amount and shape of the backgrounds is also given.9.1 Electroweak Backgrounds 161
9.1 Electroweak Backgrounds
The normalisation and shape of the electroweak backgrounds contributing to Z   e+e 
and W   e  events can be estimated using large Monte Carlo samples that are generated
using PYTHIA and simulated using CdfSim. The electroweak backgrounds contributing
to W   e  events are Z   e+e , Z    +   and W      and the dominant background
contributing to Z   e+e  events is Z    +  .
9.1.1 Electroweak Backgrounds in W   e 
W      background
W      events where the   decays to an electron and a neutrino can fake the electron
and missing energy signature of real W   e  events. Since this is a four-body decay,
the charged lepton carries a signiﬁcantly lower transverse momentum and the transverse
mass distribution of such events is skewed towards lower values. Whereas these events are
kinematically suppressed because of the high ET requirement on the electron in W decay,
they form the dominant background in the electron channel.
The fraction of W      events in the W   e  candidate sample is determined by
propagating CdfSim samples of W      and W   e  events through the event selection.
The proportion of these events passing the event selection compared to the total number
of events generated gives their respective acceptances. Assuming lepton universality, the
cross-section times branching ratio for W   e  and W      events is the same and so the
amount of W      background can be estimated by the ratio of acceptance of W      to
W   e  events. The background is found to be (0.95±0.01stat.)% of the W   e  sample.
Z/     l+l  background
W   e  events can also be contaminated by Z/     l+l  background, where l = e, .
Z/     l+l  events can mimic the W   e  signature if one of the leptons falls into an9.1 Electroweak Backgrounds 162
uninstrumented region of the detector and is not reconstructed or is signiﬁcantly mismea-
sured such that it fakes missing energy. The Z/     l+l  background fraction is estimated
by multiplying the ratio of acceptance of Z/     l+l  to W   e  events by the ratio of
their corresponding cross-section times branching ratios. The Z/     l+l  events passing
the event selection are most likely to be pure Z   l+l  events and therefore the NNLO cal-
culation of the ratio of W   l  to Z   l+l  cross-section; R =  (W   l )/ (Z   l+l ) =
10.67 ± 0.15 [63], can be used. The uncertainty on this ratio R contributes as an uncer-
tainty on the measured background. The Z/     e+e  and Z/      +   backgrounds
are estimated to contribute (0.268±0.001stat.±0.004R)% and (0.065±0.001stat.±0.001R)%
respectively to the electron channel.
The shape of the MT distribution of the electroweak backgrounds contributing to
W   e  events is compared in Figure 9.1.
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background events in the W   e  candidate sample.
9.1.2 Electroweak Background in Z   e+e 
Z    +   background
Z    +   events where both of the   leptons decay into an e  pair can mimic the
Z   e+e  signature. The background is found by propagating a CdfSim sample of Z    +  
events through the event selection. The same is done for signal CdfSim events and the9.2 Di ractive Background 163
ratio of acceptances of Z    +   to Z   e+e  events is multiplied by the ratio of their
corresponding cross-sections times branching ratio. The amount of Z    +   background
is found to be (0.041 ± 0.004stat.)%.
9.2 Di ractive Background
In addition to electroweak and QCD backgrounds, di ractive events can also contaminate
the Z   e+e  and W   e  samples. Di ractive events are p¯ p collisions in which the
interacting proton or antiproton remains intact. A characteristic of these events is a large
phase space region that is devoid of particles, known as a rapidity gap. A real W or Z
boson can be produced in di ractive events, at LO from a quark interaction in the pomeron
(a colour singlet combination of gluons and/or quarks with the quantum numbers of the
vacuum) and at NLO via a gluon which can be distinguished from the former process by
the presence of an additional jet in the ﬁnal state. The production diagrams for these
processes are shown in Figure 9.2. These events comprise approximately 1% of the total
W/Z production [67]. The shape of these events contributing to the W and Z dataset
is obtained from a CdfSim sample of di ractive events which are passed through the full
Z   e+e  and W   e  selection criteria to determine the shape.
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Figure 9.2: The di ractive production of a W boson at (a) LO from a quark interaction in the pomeron
(P) and (b) at NLO from a gluon.9.3 QCD Background 164
9.3 QCD Background
Background in Z   e+e 
QCD events in which jets (or photons) fake both electrons can pass the Z   e+e  selection
criteria. QCD background events have a very di erent shape to real Z   e+e  events and
it is instructive to evaluate how this could a ect the calibrations of the detector that
are tuned on Z   e+e  samples, with particular emphasis on the parameterisation of the
recoil.
In general, two methods are employed to estimate the level of QCD background in
Z   e+e  events, one method is to study the proportion of events with the same sign
charge for both charged leptons and the other is to perform a ﬁt to the isolation distribu-
tion.
It is assumed that QCD events are charge symmetric, i.e there are equal numbers of
events where the two fake electrons have the same sign charge (same-sign events) and
where they have opposite sign charge (opposite-sign events). The number of QCD events
can be estimated from the number of same-sign events in the Z   e+e  sample since it
will be assumed that there is an equal number of opposite-sign events that passed the
selection requirements. The ratio of same-sign events to opposite sign events in Z   e+e 
data is (1.24±0.06)%. However, some real Z   e+e  events may also be same-sign if one
of the electrons radiates an energetic photon that subsequently converts and the conver-
sion electron with the opposite sign charge to the original electron is associated with the
electromagnetic cluster in the calorimeter. The invariant mass distribution of Z   e+e 
events that have passed all the selection criteria except the opposite sign requirement is
shown in Figure 9.3. An obvious peak at the mass of the Z boson is observed in the
distribution suggesting that not all of these are QCD events and there is signiﬁcant con-
tamination from real Z   e+e  conversion events. The fraction of same-sign events from
conversions that can be expected in the Z   e+e  sample can be obtained using both9.3 QCD Background 165
CdfSim and the fast simulation. The percentage of same-sign to opposite-sign events pre-
dicted by CdfSim is (0.84 ± 0.01)% and by the fast simulation is 0.6%. The amount of
QCD background predicted by the same-sign method is taken as the di erence between
the value given by CdfSim and the data to give (0.4 ± 0.2)%. The uncertainty on this
number is large and covers both predictions from CdfSim and the fast simulation.
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Figure 9.3: The invariant mass distribution in Z   e
+e
  sample for electrons with same sign charge.
The other method employed to estimate the amount of QCD background in Z   e+e 
events is using the calorimeter isolation variable. The jets faking the two electrons in the
event are generally accompanied by hadronic activity so the energy in the calorimeter is
not as isolated as it would be for a real electron. A sample rich in QCD events is selected
from the data by imposing all the default cuts with some cuts relaxed as described in the
following:
•  2
strip cut.
• Ehad/Eem cut to Ehad/Eem < 0.125.
• E/p cut to E/p < 2.5.
• | z0| cut to | z0| < 8 cm.
• At least two of the following ‘anti-electron cuts’ are required to pass:9.3 QCD Background 166
– E/p > 2.3
– Lshr > 0.2
–  2
strip > 10.0
– Ehad/Eem > 0.1
– | z0| > 5 cm
The ‘anti-electron’ sample is dominated by QCD events but also contains contami-
nations from other processes, where the dominant one is signal events. The amount of
signal contamination in the ‘anti-electron’ sample is predicted by using CdfSim events and
propagating them through the ‘anti-electron’ event selection. It is assumed that CdfSim
correctly predicts the level of signal contamination in the ‘anti-electron’ sample. The
‘anti-electron’ calorimeter isolation ratio distribution is shown before and after correcting
for contamination in Figure 9.4(a). The invariant mass distribution of the Z boson is also
shown before and after correcting for contamination in Figure 9.4(b). There is an obvious
peak at the Z mass before the correction.
The corrected sample of events is then considered to be pure QCD events. The
calorimeter isolation ratio for signal Z   e+e  is obtained from CdfSim. The distribu-
tions from Z    +   and di ractive events are also obtained from CdfSim and added to
the signal distribution. The QCD isolation distribution is then added to this and the  2
of the ﬁt to data is minimised whilst varying the normalisation of the QCD background.
The ﬁt is shown in Figure 9.5(a) and the variation of the ﬁt  2 around the minima is
shown in Figure 9.5(b). The QCD background is found to be (0.25 ± 0.10stat.)%.
The estimates of QCD background obtained from the two methods are consistent
within their uncertainties. The background value of (0.25 ± 0.10stat. ± 0.15sys.)% is used,
where the systematic uncertainty is chosen to cover the results from both methods.9.3 QCD Background 167
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Figure 9.4: (a) The calorimeter isolation fraction distribution in the ‘anti-electron’ sample before (shown
in red) and after (shown in black) correcting for electroweak contamination. (b) The invariant mass of the
Z boson before and after correcting for electroweak contamination.
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Background in W   e 
QCD events in which a jet fakes an electron and the energy of another jet is signiﬁcantly
mismeasured to produce missing energy can mimic the signature of a W   e  event.
QCD background in W   e  events is signiﬁcantly suppressed by requiring high transverse
momentum for the charged lepton, large missing energy and low recoil energy in the event.
The amount of QCD background in W   e  events is estimated by ﬁtting to the9.3 QCD Background 168
E /T distribution. Since the missing energy in QCD events is not real and the result of
a signiﬁcantly undermeasured jet energy, these events populate the low E /T region with
a distribution di erent to that in W   e  events. The E /T variable therefore has some
discriminating power to distinguish between QCD events and real W   e  events.
The shape of the E /T distribution in QCD events is extracted from the data by remov-
ing the E /T and MT cuts and requiring the electron to pass certain ‘anti-electron’ cuts to
select a subsample that is predominantly QCD events. In general, the amount of QCD
background predicted using this method has some dependence on the ‘anti-electron’ se-
lection criteria. Two sets of selection criteria are deﬁned, a default selection and a ‘tight’
selection, where tighter cuts are made on all of the ‘anti-electron’ cuts.
The following cuts are relaxed with only the upper limits described earlier in this
section:  2
strip, Ehad/Eem,  z0, E/p and Lshr. The values of the ‘anti-electron’ cuts in the
default selection are as follows:
• Q x <  3.0, Q x > 1.5
• 0.2 < Lshr < 1.0
•  2
strip > 20.0
• Ehad/Eem > 0.08
where the variable Q x is simply the charge (Q) of the electron multiplied by  x. The
values of the ‘anti-electron’ cuts in the ‘tight’ selection are:
• Q x <  4.0, Q x > 2.0
• 0.35 < Lshr < 1.0
•  2
strip > 30.0
• Ehad/Eem > 0.09.9.3 QCD Background 169
A set of selection criteria are obtained by using di erent combinations of the cuts from
the default and ‘tight’ selections listed above. Each of the selection criteria are applied to
W   e  data events to produce subsamples that are dominated by QCD events but also
contain contaminations from real W   e  events and other electroweak backgrounds that
also passed the selection criteria. The E /T distribution in each sample must therefore be
corrected to account for these contaminations. There are contributions to these samples
from W   e , Z   e+e , W      and Z    +   processes and the shape and normali-
sation of their contribution is obtained using CdfSim. The ‘anti-electron’ E /T distribution
for some of the selection criteria is shown before and after correcting for contamination in
Figure 9.6.
The QCD rich sample obtained after this correction is used as the shape of the back-
ground in W   e  events. The distribution is added to the E /T distribution for signal
events which is obtained from the fast simulation and also to other electroweak back-
grounds and a ﬁt to the E /T distribution is performed whilst varying the normalisation of
QCD background. This procedure is repeated for each selection criteria and the amount
of QCD background obtained is plotted in Figure 9.7. It shows that di erent selection
criteria give a wide range of QCD background estimates. However, it can be seen that
for some of these event selections, the QCD E /T distribution has some remaining contam-
ination from signal or other backgrounds after correction. This is particularly evident in
Figure 9.6(c), obtained by requiring at least 2 or more of the default ‘anti-electron’ cuts to
pass, which corresponds to point 7 in Figure 9.7 and gives the highest QCD background
estimate of 1.3%. The E /T distribution is very contaminated before the correction, with
CdfSim predicting that 40% of the events in the signal region (30 < E /T < 55 GeV) are
true W   e  events or electroweak backgrounds. It can be seen that there is a remaining
feature in the signal region even after signal and other backgrounds have been subtracted
from the distribution. This estimate of the QCD background is therefore not considered
to be reliable.9.3 QCD Background 170
The three E /T distributions shown in Figures 9.6(a), 9.6(d) and 9.6(e) do not show
such obvious features in the signal region. These QCD E /T distributions yield background
estimates of (0.577±0.036)%, (0.541±0.031)% and (0.682±0.026)% respectively. The QCD
background value of (0.682 ± 0.026stat. ± 0.140sys.)% is chosen since this sample provides
su cient statistics in the signal region to obtain shapes for the E /T distribution, the MT
distribution and also the recoil distributions. The systematic uncertainty on this value
is chosen to cover the background estimates obtained from the other two ‘anti-electron’
selection criteria. The ﬁt to the E /T distribution that yields this background estimate is
shown in Figure 9.8.9.3 QCD Background 171
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Figure 9.6: The E /T distribution in the ‘anti-electron’ sample before and after correcting for contamination
from electroweak backgrounds where the following ‘anti-electron’ cuts have been used in the selection
criteria: (a) default Ehad/Eem and Q x, (b) default Lshr,  
2
strip and Ehad/Eem, (c) at least 2 or more of
the default cuts are required to pass, (d) exactly 3 cuts are required to pass where Ehad/Eem and Lshr are
set to their ‘tight’ values and the other cuts are set to their default values, (e) at least 2 or more of the
‘tight’ cuts are required to pass.9.3 QCD Background 172
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points 1, 9 and 10 are those used in the ﬁnal QCD background estimate.
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CHAPTER 10
Results
10.1 W Width
The width of the W boson is obtained from ﬁtting to the tail of the MT distribution.
The fast simulation that has been described in detail in previous chapters is used to
create simulation templates of the MT distribution with varying input  W values. A ﬁt is
then performed to the data MT distribution by normalising in the region 50 < MT < 90
GeV and ﬁtting in the region 90 < MT < 200 GeV. As mentioned before, the systematic
uncertainties associated with modelling the MT distribution in the simulation are evaluated
for the range Mlow
T < MT < 200 GeV, where Mlow
T = 80, 85, 90, 100 and 110 GeV. The
Mlow
T = 90 GeV value gives the smallest combined statistical and systematic uncertainty
on the W width. Above this value, whereas the systematic uncertainties decrease, the
statistical uncertainty increases due to the fewer events in the tail of the MT distribution.
The background MT distributions are added to the simulation templates and the W width
is extracted from a binned maximum-likelihood ﬁt to the MT distribution in the data. The
ﬁt results are shown in Figure 10.1.
The breakdown of the systematic uncertainty and the total statistical uncertainty on
the W width is shown in Table 10.1 for the electron and muon channels. An uncertainty
on the W width from the value of the W boson mass used in the event generator is also
included in the table. It is obtained by measuring the shift in the W width when the value
of the W mass is varied within an uncertainty on the world average value of 25 MeV. It10.1 W Width 174
can be seen in Table 10.1 that the recoil contributes as the largest systematic on the W
width in both the electron and muon channels. Since most of the systematic uncertainties
are determined using ﬁts to data, they are expected to decrease as the statistics of the
data samples increase. This includes the recoil systematic which is constrained using the
Z   l+l  samples as well as the energy and momentum scales and resolutions.
The W width is found to be
 W = 1948 ± 67stat. ± 79sys. MeV (W   e )
 W = 2118 ± 60stat. ± 71sys. MeV (W   µ )
The Best-Linear-Unbiased-Estimator (BLUE) [65] method is used to combine the result
from the two channels taking into account all the correlations between systematics to give
 W = 2033 ± 73 MeV
which is in good agreement with the Standard Model prediction of 2093 ± 2 MeV and
the current world average direct measurement (excluding this measurement) of 2147 ± 60
MeV [66]. The measurement presented in this thesis is the world’s best direct measure-
ment of this quantity and represents a precision of less than 4% on the W width. This
measurement can be combined with other direct measurements to give 2098±48 MeV [24].
It is also in agreement with the indirect measurement of 2079±41 MeV [39]. A summary
of the values of the W width obtained from the Tevatron and LEP 2 experiments is given
in Figure 10.2, where the CDF (Run II) result represents the measurement described in
this thesis.10.1 W Width 175
W   e  W   µ 
PDFs 20 20
Electroweak corrections 10 6
W boson pT 7 7
W mass 9 9
Lepton ID 10 6
Acceptance 3 4
Momentum scale 17
Momentum resolution 21
Momentum non-gaussian 16
Calorimeter scale 17
Calorimeter resolution 31
Calorimeter non-linearity 12
Calorimeter material scale 2
Calorimeter simulation 13
Backgrounds 32 33
Recoil 54 49
Statistics 60 67
Total 99 98
Table 10.1: Summary of the systematic and statistical uncertainties, in MeV, on the width of the W
boson in the W   e  and W   µ  decay channels.
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Figure 10.1: Distribution of MT for (a) W   e  and (b) W   µ  events compared to the simulation for
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Figure 10.2: The width of the W boson as measured by the LEP and Tevatron experiments. The CDF
(Run II) result is the measurement described in this thesis. The Tevatron and world average values include
this result.10.2 W Mass 177
10.2 W Mass
The contribution to the total systematic on the W mass from the statistical component of
the recoil is 8 MeV and 5 MeV for the electron and muon channels respectively. It has been
discussed in Chapter 7 that the discrepancy in the U distribution and a discrepancy in the
low  ET region contribute 5 (7) MeV and 7 (10) MeV for the electron (muon) channels
respectively. In addition, obtaining the recoil parameters from tuning only on the CC Z
events contributes an additional systematic of 6 MeV. The contribution from these various
sources of systematics is shown in Table 10.2, where it has been assumed that the 6 MeV
systematic from only considering CC Z events is the same for the muon channel. It was
shown in Chapter 7 that the E /T distribution is well described by the simulation despite
the discrepancy in the U distribution. Figures 10.3 and 10.4 show a comparison of the MT
distribution in data and simulation for W   e  and W   µ  events respectively. They
show that the MT distribution is well described by the simulation.
Table 10.3 shows some of the systematic uncertainties on the W mass in the electron
channel from the ﬁrst CDF Run II measurement [22] of this quantity which used 200 pb 1
of data. The recoil uncertainty for the 200 pb 1 measurement has been obtained by adding
in quadrature the recoil scale (9 MeV) and recoil resolution (7 MeV) uncertainties [22].
The systematic uncertainties shown in the table are statistics dependent and are therefore
expected to scale with the statistics of the data sample. Table 10.3 also shows the projected
systematic uncertainties for the electron channel from the various contributions using the
dataset of 2400 pb 1 described in this thesis, assuming that the systematics scale with
statistics. It is evident that in the previous W mass measurement the dominant systematic
uncertainty on MW was from the lepton energy scale, followed by the recoil. For the current
measurement, the measured recoil systematic of 14 MeV for the electron channel is much
larger than the expected recoil systematic of 3 MeV, making it the dominant systematic.
The combined recoil systematic of 13 MeV for the electron and muon channels is also10.2 W Mass 178
larger than the 11 MeV recoil systematic for the previous measurement. However, it is
expected that with a better description of the U distribution and an understanding of the
discrepancy in the low  ET region, this systematic will be reduced. Several alternative
functional forms for the  ET description and the recoil have been tried but none produced
a signiﬁcant improvement in the agreement in the U distribution and the low  ET region.
However, given more time, it is likely that the issues in these distributions will be resolved,
thereby reducing the overall systematic on the W mass from the recoil.
W   e  W   µ 
Z ﬁt statistics 8 5
U discrepancy 5 7
low  ET discrepancy 7 10
CC only 6 6
 (U2) discrepancy 5  
luminosity discrepancy 2.9 3.5
Total 14 15
Table 10.2: Summary of the systematic uncertainties, in MeV, on MW from the recoil, including the
uncertainty from the Z ﬁt statistics, the discrepancy in the U distribution and the  (U2) distribution, the
discrepancy in the low  ET distribution and tuning the recoil only on CC events.
200 pb 1 2400 pb 1
dataset dataset (projected)
Energy scale 30 8
Momentum resolution 9 3
Backgrounds 8 2
Recoil 11 3
Statistics 48 14
Table 10.3: Summary of some of the systematic uncertainties on MW in the electron channel as mea-
sured in the previous W mass measurement and the projected systematic uncertainties for the current
measurement.10.2 W Mass 179
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Figure 10.3: (a) Distribution of MT for W   e  events compared to the simulation using the best ﬁt
recoil model parameters and (b) the   plot for the comparison between data and simulation.
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Figure 10.4: (a) Distribution of MT for W   µ  events compared to the simulation using the best ﬁt
recoil model parameters and (b) the   plot for the comparison between data and simulation.10.3 Summary 180
10.3 Summary
The W width measurement was performed using approximately 350 pb 1 of CDF Run II
data. The dominant uncertainties contributing to the W width are the recoil, calorimeter
resolution and backgrounds. The measurement produced the world’s most precise mea-
surement of this quantity with a total systematic uncertainty of 73 MeV, a precision of
less than 4%.
The W mass measurement is using approximately 2350 pb 1 of CDF Run II data.
The systematic uncertainties associated with the recoil have been evaluated and are larger
than the uncertainty predicted assuming that the uncertainties from the previous W mass
measurement scale directly with statistics. There are also uncertainties on the W mass
resulting from discrepancies in various recoil distributions. It is clearly of importance
to understand the discrepancies in these distributions as they translate to a shift in the
ﬁtted W mass. However, considering only the Z statistics uncertainty, it is evident from
Table 10.3 that if the other systematics such as energy scale and momentum resolution
scale directly with statistics, the recoil will be one of the dominant uncertainties on the W
mass and there is continuing e ort in understanding and reducing the recoil systematic.
It is likely that once these systematics are reduced, the limiting systematics in future
measurements may be those involved in the event generation, the key ones being PDFs
and QED, which have large components that are dependent on theoretical calculations and
do not scale directly with statistics. These systematics contributed approximately 11 MeV
and 12 MeV respectively to the uncertainty on the W mass in the previous measurement.181
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