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HUMAN BEHAVIOR AND LOGNORMAL DISTRIBUTION. A KINETIC
DESCRIPTION
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Abstract. In recent years it has been increasing evidence that lognormal distributions
are widespread in physical and biological sciences, as well as in various phenomena of
economics and social sciences. In social sciences, the appearance of lognormal distri-
bution has been noticed, among others, when looking at body weight, and at women’s
age at first marriage. Likewise, in economics, lognormal distribution appears when
looking at consumption in a western society, at call-center service times, and others.
The common feature of these situations, which describe the distribution of a certain
people’s hallmark, is the presence of a desired target to be reached by repeated choices.
In this paper we discuss a possible explanation of lognormal distribution forming in hu-
man activities by resorting to classical methods of statistical mechanics of multi-agent
systems. The microscopic variation of the hallmark around its target value, leading to
a linear Fokker–Planck type equation with lognormal equilibrium density, is built up
introducing as main criterion for decision a suitable value function in the spirit of the
prospect theory of Kahneman and Twersky.
Keywords. Kinetic models; Fokker–Planck equations; Lognormal distribution; Rela-
tive entropies; Large-time behavior
AMS Subject Classification. 35Q84; 82B21; 91D10, 94A17
1. Introduction
The study of random variations that occur in the data from many scientific disciplines often
show more or less skewed probability distributions. Skewed distributions are particularly
common when the measured values are positive, as it happens, for example, with species
abundance [53, 64], lengths of latent periods of infectious diseases [58, 80, 81], and distribution
of mineral resources in the Earth’s crust [1, 67, 79]. Skewed distributions often closely fit the
lognormal distribution [2, 33, 62]. The list of phenomena which fit lognormal distribution in
natural sciences is quite long, and the interested reader can have an almost complete picture
about them by reading the exhaustive review paper by Limpert, Stahel and Abbt [62].
In addition to samples from physical and biological sciences, a relevant number of phe-
nomena involving measurable quantities of a population and fitting lognormal distribution
comes from social sciences and economics, areas where it can be reasonably assumed that the
appearance of this distribution is a consequence of a certain human behavior.
Among others, a good fitting has been observed while looking at the distribution of body
weight [22], at women’s age at first marriage [76], at drivers behavior [54], or, from the
economic world, when looking at consumption in a western society [4], at the size of cities [6],
and at call-center service times [21].
Most of the scientific work in this area of research is mainly devoted to understand at
best the possible reasons which justify the underlying lognormal distribution, and to estimate
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its parameters, while dynamical mathematical models trying to explain the formation of
lognormal distribution are usually not dealt with.
In this paper we will try to close this gap by showing that the aforementioned phenomena in
social sciences and economics can be reasonably well described in terms of a partial differential
equation of Fokker–Planck type for the density f = f(w, t) of agents which have the (positive)
value of the hallmark under consideration equal to w at time t ≥ 0. This Fokker–Planck
equation, which will be the main object to study, takes the form
(1.1)
∂f(w, t)
∂t
=
λ
2
∂2
∂w2
(
w2f(w, t)
)
+
γ
2
∂
∂w
(
w log
w
w¯L
f(w, t)
)
.
In (1.1) λ, γ and w¯L are positive constants closely related to the typical quantities of the
phenomenon under study. In view of the fact that the independent variable w is non-negative,
the initial value problem for the Fokker–Planck equation (1.1) is usually coupled with suitable
boundary conditions at the point w = 0 [73, 39]. The equilibrium density of the Fokker–Planck
equation (1.1) is given by the lognormal density
(1.2) f∞(w) =
1√
2piσ w
exp
{
−(logw − κ)
2
2σ
}
,
where
(1.3) σ =
λ
γ
, κ = log w¯L − σ.
Moreover, for any given initial distribution f0(w) of agents, convergence to the lognormal
equilibrium is shown to hold exponentially fast in time with explicit rate (cf. Section 6).
The Fokker–Planck equation (1.1) has been first derived in the economic context in [51].
There, this equation has been obtained starting from a detailed explanation of the possible
motivations behind the forming of a lognormal (steady) distribution in agents service times
of call centers (previously observed by Brown and others [21]), and resorting to the well-
consolidated methods of statistical mechanics [8, 24, 70, 73].
The approach used in [51] has its roots in kinetic theory. This approach is robust in partic-
ular when modeling socio-economic problems. Indeed, mathematical modeling of social and
economical phenomena in multi-agent systems became in the last twenty years a challenging
and productive field of research involving both applied mathematicians and physicists. In
economics, the formation of Pareto curves in wealth distribution of western countries has
been one of the main issues studied in various aspects [26, 28, 29, 32, 35, 45, 82]. Likewise, in
social sciences, the investigation of statistical mechanics of opinion formation played a leading
rule [11, 12, 13, 14, 16, 17, 18, 30, 36, 41, 42, 43, 44, 83, 87].
Connections of kinetic modeling of social and economical phenomena with classical kinetic
kinetic theory of rarefied gases are well-established. A recent discussion can be found in [50].
There, both the appearance of the classical Fokker–Planck equation and of its equilibrium,
given by a normal density, are justified by analyzing the Kac caricature of Maxwell molecules
[55].
Among others, previous research in the field of statistical mechanics, which revealed un-
expected similarities with the problem of service times duration in call-centers [51] was the
statistical description of agents acting in a simple financial market, by taking into account
specific behavioral aspects. A kinetic approach to this leading problem in economics has
been proposed by Pareschi and Maldarella in [68]. There the authors, to investigate the price
formation of a good in a multi-agent market, introduced a kinetic model for a multi-agent
system consisting of two different trader populations, playing different rules of trading, and
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possibly changing their point of view. The kinetic description was inspired by the microscopic
Lux–Marchesi model [65, 66] (cf. also [60, 61]).
The connection with the present problem is mainly related to the trading rules, which were
assumed to depend on the opinion of traders through a kinetic model of opinion formation
recently introduced in [87]. Also, psychological and behavioral components of the agents, like
the way they interact with each other and perceive risks, which may produce non-rational
behaviors, were taken into account. This has been done by resorting, in agreement with the
prospect theory by Kahneman and Twersky [56, 57] to interactions containing a suitable value
function.
The analysis of [68] enlightens the importance of the human behavior pioneered in [93]
(cf. [7, 9]), which is there reproduced by the nonlinear value function, in the microscopic
mechanism leading to the underlying kinetic equation, able to reproduce the macroscopic
evolution of the market. Also, mutatis mutandis, it suggests how the presence of a suitable
value function can justify at a microscopic level the mechanism of formation of the service
time distribution [51].
The leading idea in [51] can be expressed by this general principle. For a certain specific
hallmark of the population of agents, measured in terms of a positive value w ∈ R+, agents
have the objective to reach a target value, corresponding to a certain fixed value w¯. This
value could be reached by repeated upgrading, which correspond to microscopic interactions.
However, the upgrade of the actual value towards the target value is different depending of
the actual state of the agents. If the value w is less than the target value w¯, to get closer to
it is much more satisfactory than in the opposite situation.
To clarify the meaning of the previous assertion, let us take into account the case in which
the target value w¯ to be reached is the departure time of a train, that often has some delay.
Then, given a time interval of five minutes, the mood of the traveller who is going to the train
station, will be completely different once he will realize that the station will be reached five
minutes before or after the departure time. For example, by referring to the problem of the
characterization of a call center service time, treated in [51], an agent is more relaxed if he
made a service staying below the expected mean time fixed by the firm to close the operation,
than in the opposite situation.
In the forthcoming Section 2, we shall introduce a linear kinetic model for a multi-agent
system, in which agents can be characterized in terms of a certain hallmark that can be
measured in terms of a non nonnegative quantity (the weight in grams, the age of first marriage
in years, and so on), and subject to microscopic interactions which describe the microscopic
rate of change of the value of the hallmark itself, according to the previous general principle.
As we shall see, the relevant mechanism of the microscopic interaction is given by resorting
to a suitable value function, in the spirit of the analysis of Kahneman and Twersky[56, 57],
which reproduces at best the human behavior.
Then in Section 3 we will show that in a suitable asymptotic procedure (hereafter called
quasi-invariant limit) the solution to the kinetic model tends towards the solution of the
Fokker-Planck type equation (1.1).
Similar asymptotic analysis was performed in [31, 37] for a kinetic model for the distribu-
tion of wealth in a simple market economy subject to microscopic binary trades in presence
of risk, showing formation of steady states with Pareto tails, in [88] on kinetic equations for
price formation, and in [87] in the context of opinion formation in presence of self-thinking.
A general view about this asymptotic passage from kinetic equations based on general in-
teractions towards Fokker–Planck type equations can be found in [39]. Other relationships
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of this asymptotic procedure with the classical problem of the grazing collision limit of the
Boltzmann equation in kinetic theory of rarefied gases have been recently enlightened in [51].
Once the Fokker–Planck equation (1.1) has been derived, the main examples quoted in this
introduction will be collected in Section 5, together with a detailed explanation of the relevant
mechanism which leads to the typical microscopic interaction in terms of the value function.
In Section 6 we will further discuss various mathematical results concerned with the large-
time behavior of the solution to this Fokker–Planck equation. In particular, we will show
that convergence to equilibrium is exponentially fast in time, thus justifying a posteriori the
consistency of the model.
Last, resorting to some examples taken from real data sets, we will verify in Section 7 that
the kinetic approach provides an accurate description of these skewed human phenomena.
2. The kinetic model
Let us consider a population of agents, which can be considered homogeneous with respect
to some hallmark, that can be measured in terms of some standard positive measure. To fix the
ideas, suppose that the hallmark to be studied is the weight of a population, and that the unity
of measure is the gram. In this case, to have a homogenous population, we have to restrict
it, for example, with respect to age, sex, social class and so on. On the basis of statistical
mechanics, to construct a model able to study the evolution of some selected hallmark of
the multi-agent system, the fundamental assumption is that agents are indistinguishable [73].
This means that an agent’s state at any instant of time t ≥ 0 is completely characterized by
the measure w ≥ 0 of his hallmark. The unknown is the density (or distribution function)
f = f(w, t), where w ∈ R+ and the time t ≥ 0. Its time evolution is described, as shown
later on, by a kinetic equation of Boltzmann type. The precise meaning of the density f is
the following. Given the system of agents to study, and given an interval or a more complex
sub-domain D ⊆ R+, the integral ∫
D
f(w, t) dw
represents the number of individuals with are characterized by a measure w ∈ D of the
hallmark at time t > 0. It is assumed that the density function is normalized to one, that is∫
R+
f(w, t) dw = 1.
The change in time of the density is due to the fact that agents continuously upgrade the
measure w of their hallmark in time by some action. To maintain the connection with classical
kinetic theory of rarefied gases, we will always refer to a single upgrade of the measure as an
interaction.
In the problem we want to study, the result depends on some human behavior, that can
be translated by saying that agents tend to increase the value w by interactions. Referring to
the example of the weight, this behavior is clearly satisfied, since it is more pleasant to eat
(and to gain weight) than to fast (and to loose it). In reason of the existence of this human
tendency, and to avoid problems related to an abnormal growth, it is fixed for the agents an
upper ideal measure w¯ of the hallmark relative to the homogenous class, as well as a second
value w¯L, with w¯L > w¯, threshold value that would be better not to exceed. Consequently, the
human tendency to increase the value w by interactions has to be coupled with the existence
of this limit value w¯L which would be better not to overcome. This is the classical situation
excellently described by Kahneman and Twersky in their pioneering paper [56], devoted to
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describe decision under risk. Inspired by this idea, we will describe an agent’s interaction as
(2.4) w∗ = w − Φ(w/w¯L)w + ηw.
The function Φ plays the role of the value function in the prospect theory of Kahneman and
Twersky[56]. In [56] a classical value function is positive and concave above the reference
value 1 (w > w¯L), while negative and convex below (w < w¯L). At difference with the choice
of Kahneman and Twersky we will assume as value function the increasing concave function
(2.5) Φ(s) = µ
sδ − 1
sδ + 1
, s ≥ 0.
In (2.5) 0 < µ < 1 and 0 < δ < 1 are suitable constants characterizing the agents behavior.
In particular, the value µ will denote the maximal amount of variation that agents will be
able to obtain in a single interaction. Note indeed that the value function Φ(s) is such that
(2.6) |Φ(s)| ≤ µ.
The function in (2.5) maintains most of the physical properties of the value function of
prospect theory required in [56], and is particularly well adapted to the present situation.
The presence of the minus sign in front of the value function Φ is due to the obvious fact
that an agent will respect his tendency to increase the value w when w < w¯L, while it will be
induced to decrease it if w > w¯L. Note moreover that the function Φ(s) is such that, given
0 < s < 1
−Φ (1− s) > Φ (1 + s) .
Therefore, given two agents starting at the same distance from the limit value w¯L from below
and above, the agent starting below will move closer to the optimal value, than the agent
starting above.
Last, to take into account a certain amount of human unpredictability in the outcome of an
interaction, it is reasonable to assume that any result can have random variations (expressed
by ηw in (2.4)) which in the mean are negligible, and in any case are not so significant
to produce a sensible variation of the value w. Also, to be consistent with the necessary
positivity of the value w∗, it is assumed that the random variable η can take values in the
interval (−1 + µ,+∞), while 〈η〉 = 0. Here and after, 〈·〉 denotes mathematical expectation.
It will further assumed that the variance 〈η2〉 = λ, where clearly λ > 0.
Remark 2.1. Clearly, the choice of the value function (2.5) is only one of the possible choices.
For example, to differentiate the percentage of maximal increasing of the value from the per-
centage of decreasing it, and to outline the difficulty to act again the tendency, one can consider
the value function
(2.7) Ψ(s) = µ
sδ − 1
νsδ + 1
, s ≥ 0,
where the constant ν > 1. In this case, (2.6) modifies to
(2.8) − γ ≤ Ψ(s) ≤ µ
ν
< µ.
In this case, the possibility to go against the natural tendency is slowed down. As we shall see
in Section 3, this choice will modify the parameters of the steady state distribution.
Given the interaction (2.4), the study of the time-evolution of the distribution of the values
of the hallmark under study can be obtained by resorting to kinetic collision-like models
[25, 73]. The variation of the density f(w, t) obeys to a linear Boltzmann-like equation. This
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equation is usually and fruitfully written in weak form. It corresponds to say that the solution
f(w, t) satisfies, for all smooth functions ϕ(w) (the observable quantities)
(2.9)
d
dt
∫
R+
ϕ(w) f(w, t) dx =
1
τ
〈∫
R+
(
ϕ(w∗)− ϕ(w)
)
f(w, t) dw
〉
.
Here expectation 〈·〉 takes into account the presence of the random parameter η in (2.4). The
positive constant τ measures the interaction frequency.
The right-hand side of equation (2.9) represents the difference in density between agents
that modify their value from w to w∗ (loss term with negative sign) and agents that change
their value from w∗ to w (gain term with positive sign).
In reason of the nonlinearity (in the hallmark variable w) of the interaction (2.4), it is
immediate to verify that the only conserved quantity of equation (2.9) is obtained by setting
ϕ = 1. This conservation law implies that the solution to (2.9) remains a probability density
for all subsequent times t > 0. The evolution of other moments is difficult to follow. As main
example, let us take ϕ(w) = w, which allows to obtain that the evolution of the mean value
m(t) =
∫
R+
w f(w, t) dw.
Since
〈w∗ − w〉 = µw
δ − w¯δL
wδ + w¯δL
w,
we obtain
(2.10)
d m(t)
dt
=
µ
τ
∫
R+
wδ − w¯δL
wδ + w¯δL
w f(w, t) dw.
Note that equation (2.10) is not explicitly solvable. However, in view of condition (2.6) the
mean value of the solution to equation (2.9) remains bounded at any time t > 0, provided
that it is bounded initially, with the explicit upper bound
m(t) ≤ m0 exp
{µ
τ
t
}
.
Analogous result holds for the evolution of the second moment, which corresponds to assume
ϕ(w) = w2. In this case, since
〈w2∗ − w2〉 =
[
Φ (w/w¯L)
2 − 2Φ (w/w¯L) + λ
]
w2 ≤ [µ2 + λ]w2
the boundedness of the initial second moment implies the boundedness of the second moment
of the solution at any subsequent time t > 0, with the explicit upper bound
m2(t) ≤ m2,0 exp
{
µ2 + λ
τ
t
}
.
3. Quasi-invariant limit and the Fokker-Planck equation
The linear kinetic equation (2.9) describes the evolution of the density consequent to in-
teractions of type (2.4), and it is valid for any choice of the parameters δ, µ and λ. In real
situations, however, it happens that a single interaction (any meal in the case of weight)
determines only an extremely small change of the value w. This situation is well-known in
kinetic theory of rarefied gases, where interactions of this type are called grazing collisions
[73, 92]. The presence of this smallness can be easily achieved by setting in (2.4) for some
value , with  1
(3.11) δ → δ, η → √η.
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This scaling allows to retain the effect of all parameters in the forthcoming limit procedure.
An exhaustive discussion on these scaling assumptions can be found in [39]. Using (3.11),
since for any time t > 0 we can write (2.10) as
d
dt
m(t) = w¯L
µ
τ
∫
R+
1

[(
w
w¯L
)δ
− 1
]
w
w¯
1
(w/w¯L)
δ + 1
f(w, t) dw,
and, for s ≥ 1, independently of the value of the small parameter 
1
δ
[
sδ − 1
]
≤ s,
while for s ≤ 1
1
δ
e
[
sδ − 1
]
s ≥ −1,
the scaling (3.11) is such that, for any given fixed time t > 0, the consequent variation of
the mean value m(t) is small with  small. In this situation it is clear that, if we want to
observe an evolution of the average value independent of , we need to resort to a scaling of
the frequency τ . If we set τ → τ , and f(w, t) will denote the density corresponding to the
scaled interaction and frequency, then the evolution of the average value for f(w, t) satisfies
d
dt
∫
R+
w f(w, t) dw = w¯L
µδ
τ
∫
R+
1
δ
[(
w
w¯L
)δ
− 1
]
w
w¯L
1
(w/w¯L)
δ + 1
f(w, t) dw,
namely a computable evolution law for the average value of f , which remains bounded even
in the limit → 0, since pointwise
(3.12) A(w) =
1
δ
[(
w
w¯L
)δ
− 1
]
1
(w/w¯L)
δ + 1
→ 1
2
log
w
w¯L
.
The reason behind the scaling of the frequency of interactions is clear. Since the scaled
interactions produce a very small change in the value w, a finite observable variation of the
density can be observed in reason of the fact that each agent has a huge number of interactions
in a fixed period of time. By using the same scaling (3.11) one can easily obtain the evolution
equation for the second moment of f(w, t), which will be well-defined also in the limit → 0
(cf. the analysis in [39]).
The previous discussion about moments enlightens the main motivations and the math-
ematical ingredients that justify the passage from the kinetic model (2.9) to its continuous
counterpart given by a Fokker–Planck type equation. Given a smooth function ϕ(w), and
a collision (2.4) that produces a small variation of the difference w∗ − w, we can expand in
Taylor series ϕ(w∗) around ϕ(w). Using the scaling (3.11) one obtains
〈w∗ − w〉 = −δ µA(w)w; 〈(w∗ − w)2〉 =
(
2 µ2 δ2A2 (w) + λ
)
w2.
Therefore, equating powers of , we obtain the expression
〈ϕ(w∗)− ϕ(w)〉 = 
(
−ϕ′(w)µδ
2
w log
w
w¯L
+
λ
2
ϕ′′(w)w2
)
+R(w),
where the remainder term R, for a suitable 0 ≤ θ ≤ 1, is given by
(3.13)
R(w) =
1
2
(µδ)2 ϕ′′(w)A2 (w)w
2 + µδ
(
A(w)− 1
2
log
w
w¯L
)
w+
1
6
〈ϕ′′′(w + θ(w∗ − w))(w∗ − w)3〉,
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and it is such that
1

R(w)→ 0
as → 0. Therefore, if we set τ → τ , we obtain that the evolution of the (smooth) observable
quantity ϕ(w) is given by
d
dt
∫
R+
ϕ(w) f(w, t) dw =∫
R+
(
−ϕ′(w) µδ
2
w log
w
w¯L
+
λ
2
ϕ′′(w)w2
)
f(w, t) dw +
1

R(w, t),
where
R(t) =
∫
R+
R(w)f(w, t) dw,
and R is given by (3.13). Letting  → 0, shows that in consequence of the scaling (3.11)
the weak form of the kinetic model (2.9) is well approximated by the weak form of a linear
Fokker–Planck equation (with variable coefficients)
(3.14)
d
dt
∫
R+
ϕ(w) g(w, t) dw =∫
R+
∫
R+
(
−ϕ′(w)γ
2
w log
w
w¯L
+
λ
2
ϕ′′(w)w2
)
g(w, t) dw
in which we defined γ = δµ. Provided the boundary terms produced by the integration by
parts vanish, equation (3.14) coincides with the weak form of the Fokker–Planck equation
(3.15)
∂g(w, t)
∂t
=
λ
2
∂2
∂w2
(
w2g(w, t)
)
+
γ
2
∂
∂w
(
w log
w
w¯L
g(w, t)
)
.
Equation (3.15) describes the evolution of the distribution density g(w, t) of the hallmark
w ∈ R+, in the limit of the grazing interactions. As often happens with Fokker-Planck type
equations, the steady state density can be explicitly evaluated, and it results to be a lognormal
density, with parameters linked to the details of the microscopic interaction (2.4).
4. The steady state is a lognormal density
The stationary distribution of the Fokker–Planck equation (3.15) is easily found by solving
the differential equation
(4.16)
λ
2
d
dw
(
w2g(w)
)
+
γ
2
w log
w
w¯L
g(w) = 0.
Solving (4.16) with respect to h(w) = w2g(w) by separation of variables gives as unique
solution to (4.16) of unit mass the density
(4.17) g∞(w) =
1√
2piσ w
exp
{
−(logw − κ)
2
2σ
}
,
where
(4.18) σ =
λ
γ
, κ = log w¯L − σ.
Hence, the equilibrium distribution (4.17) takes the form of a lognormal density with mean
and variance given respectively by
(4.19) m(g∞) = w¯Le−σ/2, V ar(g∞) = w¯2L
(
1− e−σ) .
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Note that the moments are expressed in terms of the parameters w¯L, λ and γ = δµ denoting
respectively the limit value w¯L, the variance λ of the random effects and the value γ = δµ of
the value function φ. Note moreover that, since δ < 1 in (2.4), the constant γ < µ, namely
less than the maximal amount of weight that can be lost in a single interaction.
In particular, both the mean value and the variance of the steady state density depend
only on the ratio σ = λ/γ between the variance λ of the random variation of weight allowed,
and the portion δµ of maximal percentage µ allowed of possible variation of weight in a single
interaction.
If the value σ satisfies
(4.20) σ ≥ 2 log w¯L
w¯
,
the mean value is lower that the fixed ideal value w¯, which represents a very favorable situation
for the population of agents.
Remark 4.1. If the value function (2.7) is considered, then (3.12) will be substituted by
(4.21) A(w) =
1

[(
w
w¯L
)
− 1
]
1
ν (w/w¯L)
 + 1
→ 1
1 + ν
log
w
w¯L
.
where the constant ν > 1. In this case, the drift term in the Fokker–Planck equation (3.15)
modifies to
(4.22) D(g)(w) =
γ
1 + ν
∂
∂w
(
w log
w
w¯L
g(w, t)
)
In this case, by setting
γ˜ = γ
2
1 + ν
< γ,
the steady state (4.17) remains a lognormal density, with σ substituted by σ˜ = σ(1+ν)/2 > σ.
5. Examples
5.1. Body weight distribution. The current emphasis on probabilistic approaches to risk
assessment makes information on the complete body weight distribution, not just the average
weight, important [75]. In addition, these distributions are needed not just for the overall
population, but for different groupings, including age and sex subgroups.
Various studies based on data periodically collected on the health and nutrition status of
U.S. residents by NHANES, (National Health and Nutritional Examination Survey) show that
body weights tend to follow a log-normal distribution [19, 22]. To confirm this observation
with data from various time different data collected by NHANES, in [75] both graphical and
formal goodness-of-fit tests were performed within each sex for each age group. These tests
indicated that the lognormal assumption provides a reasonable fit (results not shown due
to the sheer volume of analysis results). For the most part, the log-normal distribution is
adequate for each age and sex category, while the fit is poorer for data sets where a wide
range of adjacent age categories are combined for the assessment. This reduced fit has been
explained by age-based changes in log-body-weight mean and standard deviation.
In the case of body weight, the appearance of lognormal distribution can be fully justified
on the basis of the previous kinetic modeling. Let us fix a population of agents, homogeneous
with respect to age, sex and other possible classes. Agents have a precise indication about
the ideal weight w¯ of their homogenous class, through media advertisements, web and others.
Also, agents perfectly know that to remain below this ideal weight w¯ has a lot of advantages
in terms of health. However, this bound is in conflict with the pleasure of eating. At the
10 STEFANO GUALANDI AND GIUSEPPE TOSCANI
end, it can be reasonably assumed that agents will be really afraid of having consequences
about the size of their weight only when this weight overcomes a certain limit value w¯L, with
w¯L > w¯. Consequently, an agent with a weight w > w¯L, will in most cases assume a reduced
number of calories with the scope to have a weight reduction. On then other side, in the case
in which the agent is so lucky to be under weight, expressed by a value w < w¯L, he will fully
enjoy his meal, which could naturally lead to a progressive increasing value of his weight. It
is clear that the two situations are completely different, since in the former an agent will be
worried about his weight, while in the latter the agent will be fully relaxed. Therefore, given
two agents starting at the same distance from the limit weight w¯L from below and above, it is
easier (and more pleasant) for the agent starting below to move closer to the optimal weight,
than for the agent starting above. Indeed, the perception an agent will have of his weight will
be completely different depending of the sign of the value function.
Last, it is clear that there is a certain amount of unpredictability in weight variations. This
random variability can be easily recognized to be consequence of diseases or dysfunctions, as
well as consequence of a diffuse ignorance of the caloric content or of the glycemic index of
foods.
Hence, an interaction of type (2.4) fully agrees with the case of body weight. Also, the graz-
ing limit considered in Section 3 is highly justified. Indeed, it is clear that single interactions,
which are here represented generically by meals, produce only an extremely small variation
of body weight, while sensible variations of weight can be observed only after a certain period
of time (weeks or more). The evident consequence of this observation is that the Fokker–
Planck equation (1.1), once the relevant parameters are properly identified, provides a good
description of the phenomenon of lognormal distribution of body weight in a homogeneous
population of agents.
5.2. The age of first marriage. It is known that in the western countries the number of
women marrying for the first time tends to be distributed quite closely lognormally by age.
As documented in [76] the lognormal fit was fairly good for women in the United Kingdom
in 1973 (as it is for many other years and western countries). In many situations, moreover,
there is concentration of marriages around a certain age, which is commonly hypothesized
to be due to social pressure. In many cases, like the data of United Kingdom that Preston
analyzed [76], the data variations are difficult to interpret, since women age at marriage was
not necessarily the age at first marriage.
The mathematical modeling of Sections 2 and 3 allows to justify the lognormal variations of
the age of first marriage of women in western countries. In this case, the hallmark measured
by w will indicate the age of the first marriage, and the characteristic microscopic interaction
is the change in w that results from a statistical control made at regular fixed intervals of
time. The starting assumption is that woman have a social pressure to be married around a
certain age w¯, in any case preferably remaining below a certain age w¯L, with w¯L > w¯. It is
reasonable to assume that most women will take the value w¯L (instead of w¯) as the significant
age of marriage to respect. Indeed, one can assume that a woman will be really looking at
the necessity to be married only when her age tends to move away from above from the value
w¯L. The reason relies in the existence of the natural age bound to respect, which is related
to the desire for motherhood. Consequently, the number of woman that are not married at
the age w > w¯L, will tend to decrease. Likewise, in the case in which a woman is not married
at the age w < w¯L, she will in general enjoy her freedom, and she will retain preferable to
postpone the age of first marriage. Note that the relative motivations are in agreement with
the choice of the value function (2.5).
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Also in this situation, in reason of the human nature, one is forced to introduce a certain
amount of unpredictability in the variation of the age of first marriage, which can be an-
ticipated in the case in which a woman knew a new boyfriend, or postponed when she lost
the old one. Consequently an interaction of type (2.4) is in agreement with the variation in
time of the age of first marriage. Once again, let us discuss the grazing limit assumption
leading to the analysis of Section 3. This assumption follows by assuming that the number
of women which have been married in a unit of time (for example a day) is extremely small
with respect to the whole population. Therefore, deterministic variations of the age of first
marriage tend to be negligible in subsequent observation, while the period of time needed to
observe a sensible variation has to be very high. According to the analysis of Section 5.1,
the evident consequence of this behavior is that the Fokker–Planck equation (1.1), once the
relevant parameters are properly identified, provides a good description of the phenomenon
of lognormal distribution of the age of first marriage.
5.3. Modeling drivers in traffic. The typical driving behavior for a vehicle on a busy road
often follows well-established rules. The driver of the following vehicle will repeatedly adjust
the velocity to track the leading vehicle and meanwhile keep a safe distance between the two
vehicles. The following drivers may brake to increase the time headway or accelerate to de-
crease the time headway. However, this is not as easy as free driving, since the vehicles are
moving as a queue and the spacing between each other can be small. In reason of the fact
that the leading vehicle’s movement is often unpredictable (at least not fully predictable), the
accelerating and braking actions of the driver are often overdue. In particular, the behavior of
drivers tends to be different concerning acceleration and decelerations. On average, the abso-
lute magnitudes of actual accelerations are typically smaller than that of actual decelerations,
because accelerations are constrained by the separation distance to the leading vehicle.
The previous discussion clarify the possible reasons behind the appearance of lognormal
distributions in situations of crowded traffic. One of these situations has been detailed in [54],
by a precise fitting of the detailed distribution of the departure headway obtained by analyzing
the video traffic data collected from various road intersections in Beijing during the years
2006 and 2007. The data were shown to be consistent with a certain lognormal distribution
(though with different mean and variance values), respectively. This suggested intuitively
that such distributions should be interpreted as the outcome of the interactions between
the vehicles in the discharging queue. To verify this conjecture, the authors introduced a
new car-following model, designed to simulate these interactions. In this model [54], drivers
update their position according to a two-step rule which takes into account acceleration and
deceleration rates. Results showed consistency between the observed empirical distribution
and the simulated departure headway given by the model.
Also in this context, the appearance of lognormal distribution can be justified on the basis
of the kinetic modeling assumptions of section 2. Let us fix a population of drivers, which
behave according to the normal rules of safety. Given a certain mean speed of cars on the
traffic line, drivers have a precise indication about the ideal distance w¯ to maintain from the
vehicle in front, to avoid possible car accidents. However, this ideal bound is in conflict with
the usual rush to arrive as soon as possible. At the end, it can be reasonably assumed that
agents will be really afraid of having consequences only when the minimal distance from the
vehicle in front reaches a certain limit value w¯L, with w¯L < w¯. Consequently, when a driver
recognizes to be at a distance w < w¯L, will soon decelerate with the scope to increase his
distance from the vehicle in front. On then other side, in the case in which the distance from
the vehicle in front has a value w > w¯L, he will increase its speed, which could naturally lead
to a reach a shorter distance from the vehicle in front. It is clear that the two situations are
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completely different, since, as discussed in [54] in the former an agent will be worried about
his safety and his deceleration will be more pronounced, while in the latter the agent will be
relaxed and his acceleration will be less pronounced. Therefore, given two drivers starting
at the same distance from the limit w¯L from below and above, the perception they will have
about the safety will be completely different depending of the sign of the value function.
In this situation, random effect are fully justified in reason of the fact that the leading
vehicle’s movement is not fully predictable. Consequently an interaction of type (2.4) is in
agreement with the variation of the distance.
Last, the grazing limit assumption leading to the analysis of Section 3 follows by considering
that, in a crowded lane, most of the drivers continuously update their distance from the vehicle
in front. According to the analysis of Section 3, the evident consequence of this behavior is
that the Fokker–Planck equation (1.1), once the relevant parameters are properly identified,
provides a good description of the distance distribution.
It is important to remark that, at difference with the situations studied before, here the
sign of inequalities is reversed. In the case of body weight, an agent is relaxed when his weight
is below the ideal one, while in this case a driver is relaxed when his distance from the car in
front is above the ideal safety distance. To maintain the same direction, we can fix v = 1/w as
the hallmark to be studied. Then, the analysis of Sections 2 and 3 leads to the Fokker–Planck
equation (3.15), with equilibrium distribution the lognormal density (4.17).
On the other hand, it is well-known that, if a random phenomenon X is lognormal with
parameters κ and σ, as given in (1.2), then 1/X is lognormal with parameters −κ and σ. This
shows that the human behavior of drivers justifies the formation of a lognormal distribution
of distances among vehicles.
5.4. Consumption is more lognormal than income. The classic explanation for log
normality of income is Gibrat’s law [47], which essentially models income as an accumulation
of random multiplicative shocks. In reference [4] a detailed critical analysis of data from
the income distribution in countries including the United States and the United Kingdom
revealed that the shape of income is close to, but not quite, lognormal, while the distribution
of consumption is much closer to lognormal than income. The findings have been questioned
in [4], by means of an economic explanation of the reason why lognormal distribution is
more adapted to consumption. The effective distribution of consumption is in any case very
difficult to fit. Recent attempts claim that, while distribution of consumption is commonly
approximated by the lognormal distribution, consumption is better described by a double
Pareto-lognormal distribution, a distribution which has a lognormal body with two Pareto
tails and arises as the stationary distribution in dynamic general equilibrium models [84].
On the basis of the analysis of the present paper, it can be easily argued that, together
with economic explanations, the formation of a lognormal distribution in consumption could
reasonably be a consequence of the human tendency to prefer to spend than to earn by work.
Let us consider a multi-agent system of consumers, which belong to a homogeneous set,
represented by a fixed value of incomes, denoted by w0. In this case, the characteristic
microscopic interaction consists in the variation of the allowed consumption expenditures.
The basic assumption is that consumers have a precise idea about the percentage of income
to be devoted to expenditures, denoted by w¯. However, since in general to spend money gives a
great satisfaction, the barrier w¯ is often exceeded, and the worry about possible consequences
for excessive consumption will begin only above a certain limit, denoted by w¯L, with w¯L > w¯,
but, to avoid the unpleasant possibility to have debts, w¯L ≤ w0. Consequently, if a consumer
is in the situation to have spent a quantity w > w¯L, he will be careful about, to reduce its
forthcoming forthcoming budget. Likewise, in the case in which the consumer realizes that
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he did not use the whole amount of money in expenditure, so that w < w¯L, he will leave
leisurely, having the possibility to spend more money in the next occasion.
In this situation, to take into account the possible risks linked to financial operations, is it
necessary to introduce a certain amount of unpredictability in the variation of consumption.
Consequently an interaction of type (2.4) is in agreement with the variation of consumption.
The grazing limit assumption leading to the analysis of Section 3 follows by considering
that most of the consumption expenses have a value which is extremely small with respect
to the budget at disposal of the consumer. Therefore, grazing interaction prevail. According
to the analysis of Section 5.1, the evident consequence of this behavior is that the Fokker–
Planck equation (1.1), once the relevant parameters are properly identified, provides a good
description of the phenomenon of lognormal distribution of consumption.
Even if these modeling assumptions are very elementary, and do not have a strong economic
content, nevertheless they give a satisfactory answer to the lognormal fitting of real consump-
tion data. Economic effects can obviously be taken into account, and it can be hypothesized
that the variations in lognormal shape is consequent to the consideration of additional effects
(cf. the discussion of Section 5.5).
5.5. The size of cities. The debate about city size distributions knew in recent years a
renewed interest. While older studies, focussed only on large cities, argued that sizes follow
a Pareto tailed distribution, or even follow exactly the famous rank-size rule known as Zipf’s
law [93], in the influential article [38], Eeckhout showed that Pareto law does not hold when
taking into account all the populated places of a country. This conclusion raises at least
the important question to characterize at best the appropriate distribution for city sizes. In
his model cities grow stochastically, and this growth process, in the pure form of Gibrat’s
law, asymptotically generates a lognormal size distribution. Eeckhout then shows that the
lognormal distribution delivers a good fit to actual city sizes in the US (cf. also [48, 49, 77, 78]).
As a matter of fact, even if the lognormal does not follow a power law in the upper tail and,
hence, it is strictly speaking not compatible with Pareto and Zipf, the different distributions
have similar properties in the upper tail and can become virtually indistinguishable.
As discussed in [6], beside the specific intellectual curiosity to properly define the size
distribution, there are theoretical reasons for investigating the matter, as competing models
yield different implications. Indeed, while the seminal paper by Gabaix [40] predicts a Zipf’s
law, Eeckhout[38] proposes an equilibrium theory to explain the lognormal distribution of
cities.
In the recent paper [52], we used mathematical modeling analogous to the one presented
in this paper to obtain a Fokker–Planck like equation for the size distribution of cities, by
introducing interactions based on some migration rule among cities. In this picture of for-
mation of city size, it was assumed that the rate of migration depends of the size of the city,
and it is inversely proportional to the size itself [52]. Then, the resulting steady state of the
Fokker–Planck equation is close to Pareto law.
Among others, it seems indeed established that the main phenomenon leading to the forma-
tion of cities is the tendency of inhabitants to migrate, tendency which relies in both cultural
and socio-economic reasons, first and foremost the search for new and better living condi-
tions. As discussed in [69], this is a relatively recent behavior. In very primitive times a small
community (even a family) was able to perform all necessary activities to survive, and there
was no need to aggregate with other families beyond the size of a tribe. This is no more true
in modern times, where mutual cooperation and competition brings people to live together.
Clearly this tendency to aggregate does not work in a single direction, since while a larger
part of population prefers to live in a big city, another part prefers to move towards smaller
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cities with the hope to reach a better quality of life. Note that migration of population across
cities can be justified on the basis of other motivations, including the possibility to adjust
for resources [5, 46]. In any case, as it happens in all social phenomena, there is a certain
degree of randomness in the process, which takes into account the possibility that part of the
variation in size of cities could be generated by unforeseeable reasons.
In [52] it was considered that each elementary variation of the size v of a city is the result
of three different contributes
(5.23) v∗ = v − Φ(v)v + IE(v)z + η v.
In (5.23) the variable z ∈ R+ indicates the amount of population which can migrate towards
a city from the environment. It is usual to assume that this value is sampled by a certain
known distribution function, which characterizes the environment itself.
The functions Φ(v) and IE(v) describe the rates of variation of the size v consequent to
internal (respectively external) mechanisms. Always maintaining migration as main phenom-
enon to justify the distribution of city size, let us consider the case in which people have a
precise idea about the ideal size w¯ of city, in terms of quality of life, possibility of work and
so on. This ideal size is today achieved in western countries by looking at the ranking of
the most livable cities, ranking available every year through media advertisements, web and
others. Coupling this with the fact that very big cities still remain attractive, it is reasonable
to assume that citizens are preferably willing to migrate to another city when its size is below
a certain limit value w¯L, with w¯L > w¯. In conclusion, we can assign different values to the
intention to migrate from a small city to a bigger one, rather than from a big city to a smaller
one. Therefore, given two citizen leaving in a city of size at the same distance from the limit
size w¯L from below and above, it is more probable for the citizen leaving in city of smaller
size to move closer to the size w¯L, than for a citizen leaving in a city of bigger size. Indeed,
the perception a citizen will have of his advantages will be completely different depending of
the sign of the value function. This justifies the choice of the internal rate of variation Φ(·)
in the form
(5.24) Φ(v) = λ
(v/v¯)δ − 1
(v/v¯)δ + 1
,
that, for small values of the parameter δ produces formula (3.12).
Therefore, if we assume that the dominant effect in migration is given by a variation of
type (5.23), with a negligible contribution of the external immmigration term IE(v), in view
of the analysis of Sections 2 and 3 we conclude that the size distribution of cities has the form
of a lognormal distribution.
On the other hand, reasons behind migration are very complex, and it is quite difficult
to select one or other reason as dominant. This clearly justifies the fact that the kinetic
interaction is a mixture of effects (and reasons), which give in the limit a distribution which
can be closer to a Pareto or Zipf law, or to a mixteure of lognormal ones. In any case, the
kinetic modeling considered in this paper (or in [52]) is enough to clarify the coexistence of
various distributions in terms of various different microscopic interactions.
5.6. Service times in a call center. Call centers constitute an increasingly important part
of business world, employing millions of agents across the globe and serving as a primary
customer-facing channel for firms in many different industries. For this reason, many issues
associated with human resources management, sales, and marketing have also become in-
creasingly relevant to call center operations and associated academic research. Mathematical
models are built up by taking into account statistics concerning system primitives, such as the
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number of agents working, the rate at which calls arrive, the time required for a customer to
be served, and the length of time customers are willing to wait on hold before they hang up the
phone and abandon the queue. Outputs are performance measures, such as the distribution
of time that customers wait on hold and the fraction of customers that abandon the queue
before being served [3, 21]. A deep inside into service times in a call center with hundreds
of operators was the object of a statistical research reported by Brown et al. in [21]. They
noticed that the true distribution of service times was very close to lognormal, but is not ex-
actly lognormal. The analysis of the huge amount of data provided by the company, covering
a one-month period, made evident the almost perfect fitting of the statistical distribution of
service times to a lognormal one. Among others, the same phenomenon was noticed before
[21], even if the conclusion there was that the true distribution is very close to lognormal,
but is not exactly lognormal. After excluding short service times, the strong resemblance to
a lognormal distribution was shown to hold in different months.
Lognormal shape of processing times has been occasionally recognized by researchers in
telecommunications and psychology. Empirical results suggesting that the distribution of
the logarithm of call duration is normal for individual telephone customers and a mixture
of normals for subscriber-line groups was discussed in [15]. Also, theoretical arguments to
justify the lognormal curve of reaction times using models from mathematical psychology
were introduced in [20, 91].
Taking into account these attempts, in [51] we outlined the mathematical modeling of
Sections 2 and 3 to justify the lognormal variations of service times in a call center. In
this case, the population of agents consists of call center employed, and the characteristic
microscopic interaction is the change in future time serving of any agent who concluded its
work in a single operation in a certain time w. The starting assumption is that agents have
precise instructions from the service manager to conclude the service in a certain ideal time w¯,
in any case remaining below a certain limit time for the service, denoted by w¯L, with w¯L > w¯.
It is reasonable to assume that most agents will take the value w¯L (instead of w¯) as the
significant time to respect. Indeed, agents will be really afraid of having consequences about
their delays in serving only when the service time is above the value w¯L. Consequently, if an
agent concluded a service in a time w > w¯L, he will accelerate to conclude its forthcoming
service in a shorter time. Likewise, in the case in which the agent was so quick (or lucky) to
conclude a service in a time w < w¯L, he will work leisurely to conclude its forthcoming service
in a better way, by using a longer time.
Also in this situation, one needs to introduce a certain amount of unpredictability in any
future realization of the service, which can be unexpectedly solved quickly in some case, or
to present additional difficulties due on the non properly formulated request of the customer
or on accidental problems to access the data relative to the request.
Consequently an interaction of type (2.4) is in agreement with the agent’s behavior in a call
center. Last, let us discuss the grazing limit assumption leading to the analysis of Section 3.
This assumption follows by assuming that any agent knows very well the work to be done to
conclude a service. Therefore, deterministic variations of the service time relative to a well-
known service tend to be negligible, while the number of services needed to have a sensible
variation has to be very high. According to the analysis of Section 5.1, the evident consequence
of this behavior is that the Fokker–Planck equation (1.1), once the relevant parameters are
properly identified, provides a good description of the phenomenon of lognormal distribution
of service times.
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6. Mathematical aspects of the Fokker–Planck equation
In the physical literature, Fokker–Planck equations with logarithmic factors in diffusion
and drift terms have been considered and studied before in [63, 74]. However, the presence of
the logarithm in the diffusion coefficient allows to find analytical closed-form solutions only in
special cases. It is however remarkable that this type of equations revealed to be interesting
in the field of econophysics, to modeling the exchange rate dynamics in a target zone [63].
In social sciences and economics, the kinetic description of phenomena, extensively treated
in the recent book [73], rarely leads to the appearance of lognormal distributions. To our
knowledge, lognormal densities have been found in [31] as self-similar solutions of a linear
Fokker–Planck equation, with time-depending coefficients of diffusion and drift, describing
the behavior of a financial market where a population of homogeneous agents can create their
own portfolio between two investment alternatives, a stock and a bound. The model was
closely related to the Levy–Levy–Solomon microscopic model in finance [60, 61].
More recently [85], a kinetic description of the density Φ(v, t) of a multi-agent system of
agents interacting through a linear interaction reminiscent of Gibrat’s law [47], led in the
grazing limit considered in Section 3 to a linear diffusion equation with non constant diffusion
coefficient, given by
∂Φ
∂t
=
∂2
(
v2Φ
)
∂v2
,
well-known to people working in probability theory and finance, since it describes a particular
version of the geometric Brownian motion [71]. Also in this case, the lognormal density
appears as self-similar solution of the diffusion equation. It is interesting to remark that the
analytical derivation of self-similar solutions in [85] (respectively in [31]) suggests that the
right way to look at the mathematical analysis of the diffusion equation and to the Fokker–
Planck equation with time depending coefficients, is to enlighten their relationships with the
linear diffusion, and, respectively, with the classical Fokker–Planck equation.
This idea has been developed in [90]. Applying this strategy, it is immediate to show
that the study of the initial-boundary value problem for the Fokker–Planck equation (3.15),
and the large-time behavior of its solution, takes advantage of its strong connections with the
classical one-dimensional Fokker–Planck equation for the one-dimensional density f = f(v, t),
with v ∈ R and t ≥ 0 (cf. [27])
(6.25)
∂f
∂τ
=
∂2f
∂v2
+
1
T
∂
∂v
( (v −m) f) ,
where m and T > 0 are suitable constants related to mean and variance of the stationary
solution. Indeed, the unique steady solution of equation (6.25) of unit mass is is the Gaussian
density (the Maxwellian equilibrium)
(6.26) M(v) =
1√
2piT
exp
{
−(v −m)
2
2T
}
.
Let us briefly describe the main steps of the method developed in [90]. Let g0(w) denote
a probability density on R+. To avoid inessential difficulties, let us suppose that both the
initial datum and the corresponding solutions are smooth enough to justify computations.
To study the initial-boundary value problem for equation (3.15) one needs to specify the
boundary condition on the boundary w = 0. If mass conservation is imposed on the solution
to equation (3.15) (cf. the discussion in [39]), the natural boundary condition is given by the
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so-called no-flux condition, expressed by
(6.27)
∂
∂w
(
w2g(w, t)
)
+
γ
λ
w log
w
w¯L
g(w, t)
∣∣∣∣
w=0
= 0, t > 0.
Therefore, at least formally, the Fokker–Planck equation (3.15), for a given initial density
g0(w), and boundary conditions (6.27) has a solution g(w, t), that, in consequence of mass
conservation, remains a probability density in R+ for all times t > 0.
To start with, we will show that equation (3.15) allows to obtain many equivalent formu-
lations of (3.15), which contain the quotient G(w, t) = g(w, t)/g∞(w), each of them useful
for various purposes. Since the lognormal density g∞, stationary solution of equation (3.15),
satisfies the differential equation (4.16), which can be rewritten as
(6.28)
∂
∂w
log
(
w2g∞
)
= −γ
λ
1
w
log
w
w¯L
,
we obtain
λ
∂
∂w
(
w2g
)
+ γ w log
w
w¯L
g = λw2 g
(
∂
∂w
log(w2g) +
γ
λ
1
w
log
w
w¯L
)
=
λw2 g
(
∂
∂w
log(w2g)− ∂
∂w
log(w2g∞)
)
= λw2 g
∂
∂w
log
g
g∞
= λw2g∞
∂
∂v
g
g∞
.
Hence, we can write the Fokker–Planck equation (3.15) in the equivalent form
(6.29)
∂g
∂t
= λ
∂
∂w
[
w2g
∂
∂w
logG
]
,
which enlightens the role of the logarithm of G, or in the form
(6.30)
∂g
∂t
= λ
∂
∂w
[
w2g∞
∂G
∂w
]
.
In particular, recalling (6.28), we can extract from (6.30) the evolution equation for G(w, t) =
g(w, t)/g∞(w). Indeed
∂g
∂t
= g∞
∂G
∂t
=
λ
2
w2g∞
∂2G
∂v2
+
λ
2
∂
∂w
(w2g∞)
∂G
∂w
=
λ
2
w2g∞
∂2G
∂w2
− γ
2
w log
w
w¯L
g∞
∂G
∂w
,
which shows that G = G(w, t) satisfies the equation
(6.31)
∂G
∂t
=
λ
2
w2
∂2G
∂w2
− γ
2
w log
w
w¯L
∂G
∂w
.
Also, the boundary condition (6.27) modifies accordingly. For the two equivalent forms of the
Fokker-Planck equation (3.15), given by (6.29) and (6.30) the boundary condition at w = 0
takes the forms
(6.32) λw2g(w, t)
∂
∂w
logG(w, t)
∣∣∣∣
w=0
= 0, t > 0,
and
(6.33) λw2g∞(w)
∂G(w, τ)
∂w
∣∣∣∣
w=0
= 0, t > 0.
Note that boundary condition (6.33) can be used for equation (6.31) as well.
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Let us introduce the transformation of variables
(6.34) v = v(w) = logw, τ(t) =
λ
2
t,
that is well-defined and invertible for w ≥ 0. In addition, let us consider for t ≥ 0 the new
function F = F (v, τ), defined by
(6.35) F (v, τ) = G(w, t),
with v, τ defined as in (6.34) Clearly it holds
(6.36)
∂G(w, t)
∂t
=
∂F (v, τ)
∂t
=
∂F (v, τ)
∂τ
dτ
dt
=
λ
2
∂F (v, τ)
∂τ
while
(6.37)
∂G(w, t)
∂w
=
∂F (v, τ)
∂w
=
∂F (v, τ)
∂v
dv
dw
=
1
w
∂F (v, τ)
∂v
,
and
(6.38)
∂2G(w, t)
∂w2
=
1
w2
∂2F (v, τ)
∂v2
− 1
w2
∂F (v, τ)
∂v
.
Substituting into (6.31) we obtain that, if G(w, t) satisfies equation (6.31), in terms of the
variables v = v(w) and τ = τ(t), the function F (v, τ) = G(w, t) satisfies the equation
(6.39)
∂F
∂τ
=
∂2F
∂v2
− v − κ
σ
∂F
∂v
,
where the constants σ and κ are defined as in (4.18). Moreover, the boundary condition (6.33)
becomes
(6.40) λ
∂F (v, t)
∂v
f∞(v)
∣∣∣∣
v=−∞
= 0,
where f∞(v) is the Gaussian function defined in (6.26), that is
(6.41) f∞(v) =
1√
2piσ
exp
{
−(v − κ)
2
2σ
}
of mean κ and variance σ. Now, let f0(v) be a probability density in the whole space R, and
let f(v, τ) be the unique solution to the initial value problem for the classical one-dimensional
Fokker–Planck equation
(6.42)
∂f
∂τ
=
∂2f
∂v2
+
∂
∂v
(
v − κ
σ
f
)
.
Then, by setting F (v, τ) = f(v, τ)/f∞(v), and repeating step by step the previous com-
putations, we conclude that F (v, τ) satisfies (6.39). Hence, through equations (6.31) and
(6.39), which are obtained each other by means of the transformation (6.34), we established
an easy-to-handle connection between the classical Fokker–Planck equation (6.42) and the
Fokker–Planck equation with logarithmic drift (3.15). To appreciate the importance of this
connection, given the initial value g0(w), w ∈ R+, of equation (3.15), let us fix as initial value
for the Fokker–Planck equation (6.42) the function
(6.43) f0(v) = wg0(w), v = logw.
Clearly, if g0(w) is a probability density in R+, f0(v) is a probability density function in R.
Moreover, the boundary condition (6.40) reduces to require that the solution to the Fokker–
Planck equation (6.42) satisfies a suitable decay at v = −∞, condition that is shown to hold
by assuming that the initial density f0 has some moment bounded. Consequently, in view of
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the relationship (6.35), any result for the Fokker–Planck equation (6.42) with initial density
f0(v) translates into a result for the Fokker–Planck equation (3.15) with initial density g0(w).
The main fact is that Fokker–Planck equations with constant diffusion and linear drift have
been extensively studied, and many mathematical results are available. The interested reader
can refer to the seminal paper [72] by Otto and Villani. In this paper, the Fokker–Planck
structure has been utilized to obtain various inequalities in sharp form, including inequalities
of logarithmic Sobolev type, thus generalizing the approach in [85, 86]. In particular, it has
been made use of the form (6.39). For the solution to the Fokker–Planck equation (6.42) it is
well-known that the relative Shannon’s entropy
(6.44) H(f(τ)/f∞) =
∫
R
f(v, τ) log
f(v, τ)
f∞(v)
dv,
converges exponentially fast in time towards zero [23, 72, 85, 86], provided it is initially
bounded, and the initial density has finite moments up to order two. The result follows by
studying the decay in time of the relative entropy, and using logarithmic Sobolev inequality
to get a lower bound on the entropy production in terms of the relative entropy. At the end,
for the solution to equation (6.42) one gets the bound [72, 85, 86]
(6.45) H(f(τ)/f∞) ≤ H(f0/f∞) exp
{
− 2
σ
τ
}
.
Consider now that the relative entropy (6.44) can be rewritten as
(6.46) H(f(τ)/f∞) =
∫
R
[F (v, τ) logF (v, τ)] f∞(v) dv.
Hence, changing variable in the integral in the right-hand side of (6.46) according to (6.34),
and using (6.35), one obtains the equality
(6.47) H(g(t)/g∞) = H(f(τ)/f∞), τ =
λ
2
t,
which implies, thanks to the time transformation (6.34)
(6.48) H(g(t)/g∞) ≤ H(g0/g∞) exp {−γ t} .
It is important to outline that the boundedness of the second moment of the initial value of
the Fokker–Planck equation (6.42), required for the validity of the decay (6.45), translates, in
view of (6.43) into the condition
(6.49)
∫
R+
| logw2| g0(w) dw < +∞.
Even if this is not a strong condition on the initial density g0(w), it implies at least that the
initial value has to decay to zero at some rate as w → 0.
Using inequality (6.48) one can easily pass to recover the time decay in some more standard
distance. Indeed, Csiszar–Kullback inequality[34, 59] implies that(∫
R+
|g(w, t)− g∞(w)| dw
)2
≤ 2H(g(t)/g∞),
which implies exponential convergence in L1(R+)-distance at the suboptimal rate γ/2.
It is interesting to remark that, at difference with the decay rate of the relative entropy
of the Fokker-Planck equation (6.42), the decay rate of the relative entropy of the Fokker–
Planck equation (3.15) does not depend of the parameter λ, which measures the intensity
of the diffusion process. Going back to the physical meaning of the Fokker–Planck equation
(3.15), which describes random variation of measured data in social and economic phenomena,
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it simply means that the lognormal diffusion is exponentially reached in time independently
of the intensity of the random effects in the microscopic interaction.
This exponential in time convergence towards the stationary solution also clarifies that the
multi-agent system, even if subject to perturbation, quickly returns to equilibrium, and the
data we observe fit the lognormal distribution.
7. Lognormal distributions from real data
The following subsections show that the theoretical analysis presented in this paper, which
leads to a Fokker–Planck type equation with a universal lognormal equilibrium density, is
in good agreement with real data in various situations described in Section 5. We present
results of numerical fitting in some selected example, in which it was possible to extract almost
complete data from the pertinent web sites: (i) the women age at the first marriage, (ii) the
distribution of the service time in a call center, and (iii) the distribution of city size. In all
cases the findings are in good agreement with the theoretical modeling.
The data analysis is performed using the open source statistical software R. The fitting of
the lognormal distribution has been obtained resorting to the fitdist package. This package
provides a function that plots the empirical probability distribution functions, the empirical
cumulative distribution functions, the quantile-quantile plots (Q-Q plot), and the probability-
probability plots (P-P plot). We recall here that the Q-Q plot and the P-P plot constitute a
perfect tool to visualize a qualitative goodness of fit of the model to the data. The closer the
fitted data are to the straight line y = x, the better is the quality of the fitting.
In all cases in which there were need to fit a multi-nomial lognormal distribution, we made
use of the mixtools software package.1 For full details on the mixtools package we refer the
interested reader to reference [10].
7.1. Women’ Age at first Marriage. Our first example of lognormal distribution refers to
the distribution of the age of women at their first marriage. We reproduce, with a different data
set, the lognormal distribution already observed by Preston in his pioneering paper [76]. We
use the open data which have been published by the municipality of the city of Milan.2 These
data contains public informations about the 36 081 marriages celebrated during the period
2003–2015. In agreement with the analysis of Preston, we selected from all the marriages
available in the data set the marriages of women denoted by the Italian word “nubile”, namely
women that got married for the first time.
Figure 7.1 shows the results obtained by fitting the data with a lognormal distribution using
the fitdist package mentioned above. The four subplots give, in order, the density kernel of the
fitted lognormal distribution, the empirical and theoretical cumulative distribution function,
Q-Q plot, and the P-P plot. Note that the horizontal axis reports the exponent in log scale
of the age measured in years. The scale is 10x, with x ranging from 1.2 (16 years) to 1.9 (80
years).
The mean of the lognormal distribution is close to the age of 31 years, with a standard
deviation of approximately 14 months. The Q-Q plot and the P-P plot give a visual impact
of the goodness of fit, which appears very good. It is remarkable that the Q-Q plot shows a
small deviation of the empirical distribution (vertical axis) from the theoretical distribution
(horizontal axis), essentially due to a small number of women who get married for the first
time above the age of 60 years, which corresponds to the value 1.8 in the plot. Overall, our
results are in accordance to the results already observed in [76] for women of United Kingdom.
1https://cran.r-project.org/web/packages/mixtools, last visited, July, 17th, 2018.
2http://dati.comune.milano.it/dataset/ds138-popolazione-matrimoni-celebrati-2003-2015
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Figure 7.1. Women’ age at first marriage: Data for the city of Milan, period
2003-2016.
7.2. Service Times in Call Centers. As noticed in a number of papers [3, 21] and re-
cently discussed in [51] from the modelling point of view, lognormal distribution arises when
analyzing the distributions of the service time in a call center.
The analysis of reference [51] is relative to the call center of an Italian national commu-
nication company. In such a call center, every day more than 300 operators work a number
of jobs that ranges between 10 000 and 20 000. On the basis of the specific requests, jobs are
classified into 270 different types.
Figure 7.2 shows the quality of fitting with a Gaussian distribution of the logarithm of the
service times, using 280’000 samples provided by the industrial partner. As in the previous
subsection, the results have been obtained using the fitdist package. The four subplots show in
order: (i) the histogram of the empirical observations along with the kernel density (red line);
(ii) the empirical and the theoretical empirical Cumulative Distribution Functions (CDF);
(iii) the Q-Q plot, and (iv) the P-P plot. Note that in particular the Q-Q plot and the P-P
plot clearly show the goodness of fitting. In both cases the data follow a straight line, with a
precision even better than the one observed in Figure 7.1.
Once verified that the service time distributions follows a lognormal distribution, one can
perform a deeper analysis by fitting a lognormal distribution for each job type. The goal of
this analysis is to observe how the distribution of the service times behaves with respect of the
ideal time w¯, given by the service manager, and the limit w¯L, given by the time constraints
related to the Quality of Service (QoS), which are clearly different for each job type. As in
the previous figures, the blue empirical density function refers to the real data, while the red
probability density function shows the lognormal distribution with mean µ and deviation σ
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Figure 7.2. Evaluation of fitting the log of the service time log(w) with a
Gaussian distribution.
detailed in each sub-figure. In addition, the plots show with vertical lines the values of log (w¯)
and log (w¯L).
For instance, the first subplot, which refers to Job Type 1, illustrates the distribution
of 28 425 service times. The blue dotted vertical line refers to the log of the ideal time
log (w¯) = 6 (i.e., 400 seconds), and the dashed green vertical line refer to the log of the time
limit log (w¯L) = 7.3 (i.e., 1’500 seconds). The fitted lognormal distribution has mean µ = 4.9
and variance σ = 1.2.
Figure 7.3 also shows that the service time of some job is not perfectly described by a simple
lognormal distribution. For example, this can be observed for types 5 and 6. A satisfactory
answer here comes from a multi model data analysis, with the objective to investigate multi
modal lognormal distribution. Figure 7.4 shows the fitting of the data used for the last subplot
of Figure 7.3, which corresponds to job type 6, with a bimodal lognormal distribution. We
remark that this bimodal model is able to capture a behavior of the call center operators
which tend to have two ways of working out a job: either to reject the job in a short time
(represented by the first mode with average of 30 seconds, given by the read area in Figure
7.4), or to accept to work “hard” on the job and, in consequence of this decision, to conclude
the service in a longer time, with an average of more than 10 minutes.
We highlight once more the good fit of the lognormal distribution also when it is used as
basic kernel in multi modal data fitting. By using only a mixture of two lognormal distribution
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Figure 7.3. Fitted lognormal distributions over the six most frequent job
types. The vertical dashed lines illustrate the reference times w¯L for the Qual-
ity of Service constraint.
we perfectly catch the human behavior also in this rather complex situation. We remark that
we have analyzed numerous tests by using different models and different kernels, or employing
a large number of modes. In all cases, by using “only” two lognormal distributions we got the
simplest and more robust fit.
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Figure 7.4. Bimodal lognormal distribution: the red line is the bimodal fitted
distribution, the dashed black line represent the kernel density, while the two
red and blue areas represents the two modes of the bimodal distribution.
7.3. Size Distribution of Cities. Our last example is concerned with the problem of un-
derstanding at best the size distribution of cities [52]. The results that follow are extracted
from the open data published by the Italian National Institute of Statistics3 and by the Swiss
Federal Statistical Office.4 The first data set contains the size distribution of 8 006 Italian
cities, ranging from the smallest village to the largest city, that is Rome with 2 873 494 citizens.
These data refer to the last official Italian census of 2016. The second data set enumerates
the size distribution of 2 289 Swiss cities, from the smallest one to the largest city that is
Zurich with 396 955 citizens. This second data refers to the last official Swiss census of 2014.
Table 7.1 reports the basic statistics of the two data sets, giving in order the minimum, the
first quartile, the median, the mean, the third quartile and the maximum values of city size.
Clearly, the basic statistics are clueless about the real distribution of cities size.
Table 7.1. Basic statistics of Italian and Swiss distribution of cities size.
Min 1st Quart. Median Mean 3rd Quart. Max
Italy 30 1 019 2 452 7 571 6 218 2 873 494
Switzerland 13 642 1 425 3 638 3 513 396 955
In the literature, data set on distribution of the size of cities are usually studied and fitted
using a Zipf’s law [40, 46] However, if we just take the logarithm of every city size and we
plot the resulting distribution, we get what looks like a classical Gaussian distribution. This
can be verified through the examination of Figures 7.5(a) and 7.6(a), which refer respectively
to the Italian and Swiss data sets. In addition, and surprisingly, it is almost impossible
to distinguish between the shape of the two distributions. Even if we looks to the inverse
cumulative functions, plotted in Figures 7.6(b) and 7.6(b), it is pretty hard to distinguish the
resulting function from a Gaussian cumulative function. However, if we analyze the inverse
3http://www.istat.it, last visited June, 20th, 2018.
4http://www.bfs.admin.ch, last visited June, 20th, 2018.
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cumulative functions with bi-logarithm plots, it is possible to notice that a single Gaussian
does not capture the trend of the tails of the distribution. This appears evident by looking at
the red lines in Figures 7.5(c), 7.5(d), 7.6(c), and 7.6(d). On the contrary, a single Gaussian
is able to perfectly fit the lower tails, which are never captured by the celebrated Zipf’s law.
In order to improve the fitting of the distributions also on the higher tails, it is enough
to fit the distributions of cities sizes using a multi-modal Gaussian model, by resorting to
the mixtools software package,5 available in the R statistical programming language. For
full details on the mixtools package we refer the interested reader to [Z]. Basically, using
mixtools one is able to fit the distribution of city size with a mixture of only two Gaussians
(7.50) g(x) = λ1N(x;µ1, σ1) + λ2N(x;µ2, σ2)
Table 7.2 reports the parameters fitted by mixtools for both data sets and Figures 7.7 and 7.8
show the respective probability density functions. It is evident that for both data sets there is
a dominating Gaussian, since λ1 = 0.945 for Italy and λ1 = 0.967 for Switzerland. In addition,
there are the two tiny Gaussians (characterized by the small values of λ2) that capture the
behavior of the higher tails, and which have both larger means and larger deviations. We
remark that the blue solid line on top of the histograms represents the corresponding bimodal
distribution. Finally, by looking at the green lines in Figures 7.5(c), 7.5(d), 7.6(c), and 7.6(d),
the goodness of fitting cities size distributions with a mixture of two Gaussian is striking
evident.
Table 7.2. Mixture of two Gaussians: Model Parameters.
λ1 µ1 σ1 λ2 µ2 σ2
Italy 0.945 3.371 0.563 0.054 3.993 0.731
Switzerland 0.967 3.162 0.533 0.032 3.483 0.896
8. Conclusions
We introduced and discussed in the present paper a number of social and economic phe-
nomena which are characterized by data which present a good fitting with the lognormal
distribution. We tried to explain this common behavior in terms of human behavior. In
all cases, agents want to achieve a well-defined goal, characterized by a certain fixed value,
while the rate of change in their approach is different, and depends on the side from which an
agent is looking at the fixed value. The kinetic modeling is based on microscopic variations
of the quantity under consideration which are obtained by resorting to a strong analogy with
the arguments of prospect theory [56, 57] suitable to model an agent’s decision under risk.
Well-known arguments of kinetic theory then allow to model these phenomena by means of
a Fokker–Planck equation with variable coefficients of diffusion and drift, which exhibits a
lognormal density at equilibrium. Interestingly enough, this Fokker–Planck equation can be
exhaustively studied from the mathematical point of view, since it results to be linked to the
classical Fokker–Planck equation, for which a number of results are available in the pertinent
literature.
It is clear that the examples considered in this paper cover only partially the huge number
of phenomena in which human activity is mainly subject to a skewed perspective. Also, the
numerical evidence of the appearing of the lognormal distribution in these phenomena is not
restricted to the few cases treated here. In any case, we retain that our analysis can constitute
5https://cran.r-project.org/web/packages/mixtools, last visited, June, 20th, 2018.
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Figure 7.5. Probability distribution function and inverse cumulative func-
tions of Italian cities.
a reasonable and easily generalizable modeling approach to the lognormal word of the human
behavior.
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