Optimization based clustering algorithms in multicast group hierarchies by Jia, Long et al.
Optimization based clustering algorithms in Multicast group
Hierarchies
Long Jia 1, A. Bagirov, I. Ouveysi, A.
M. Rubinov
School of Information Technology and Mathematical
Sciences, University of Ballarat, Victoria, 3353,
Australia
Abstract– In this paper we propose the use
of optimization based clustering algorithms to
determine hierarchical multicast trees. This
problem is formulated as an optimization
problem with a non-smooth, non-convex ob-
jective function. Different algorithms are ex-
amined for solving this problem. Results of
numerical experiments using some artificial
and real-world databases are reported. We
compare several optimization based clustering
methods and their combinations with the k-
means method. The results demonstrate the
effectiveness of these algorithms.
Index terms– optimization, clustering algorithms,
multicast, hierarchies.
I. INTRODUCTION
The main objective of multicast communication is
to supply various group communication services with
required QoS (Quality of Service)while reducing the
cost of data transfer (i.e. minimizing number of data
copies are sent for a group). However, two problems
have to be solved when implementing multicast over
multiple networks: Firstly, an efficient routing mecha-
nism has to be developed; secondly, the cost of main-
taining multicast routing has to be reduced in sup-
porting the scalability of the multicast services.
One of the muticast routing approaches is to treat
the problem as computing optimal Steiner Trees in
graphs. The cost function can incorporate the QoS
constraints. The optimal Steiner Tree problem has
been shown to be NP-Complete. As one of the pos-
sible methods, hierarchical multicast trees offer cost-
effectiveness, much more flexibility and scalability, as
local trees are built and maintained independently
in each cluster. Hierarchical routing protocols have
been introduced in the early 80’s [8]. Hierarchical
clustering for multicast routing is discussed by many
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authors([3], [5], [10], [13], [6], [12], [4]). The key of this
problem here is how to do the hierarchical clustering.
In this paper we emphasize the using of optimiza-
tion based clustering algorithms to this problem. To
simplify the problem we only consider a two-level hi-
erarchical multicast tree, see Fig. 1. We further only
consider the geographical locations of the nodes: all
nodes are equally weighted and the distance covered
by the tree is the total cost of our tree topology net-
work. However, the approach also allows us to con-
sider different types of cost functions.
II. THE SETTING OF THE PROBLEM AND
ALGORITHMS FOR ITS SOLUTION
Assume that a set A of m nodes on the plane is given:
A = {a1, . . . , am}, where ai = (ai1, ai2).
Let us decompose A into a given number k of dis-
joint subsets (clusters) Ai, i = 1, . . . , k. The choice
of k is according to the scale of network and hops-
constraint(hierarchical levels). We can consider dif-
ferent values of k and then choose the one which gives
the best result. In each cluster we choose one node
as a centre (xi) and all other nodes will connect to
this centre. Then we will choose one node (x∗) from
all nodes as a total centre; all centres will connect
to this total centre. These centres can be found by
minimizing the so-called cost function. Assume that
clusters A1, . . . , Ak, their centres x1, . . . , xk and the
total centre x∗ are given. Then the total cost C of
this tree can be calculated as
C(A1, . . . , Ak, x1, . . . , xk, x∗)
=
k∑
i=1
∑
a∈Ai,a6=x∗
‖a− xi‖+
k∑
i=1
‖xi − x∗‖.
We include the condition a 6= x∗, since when we do
clustering the total centre node belongs to one of the
clusters. Our goal is to solve the following problem
(P ): find clusters A¯i, their centres x¯i and the total
centre x¯∗ such that
C(A¯1, . . . A¯k, x¯1, . . . , x¯k, x¯∗)
≤ C(A1, . . . , Ak, x1, . . . , xk, x∗)
for each collection of clusters Ai, their centres xi and
the total centre x∗.
This is a global optimization problem, however this
formulation is not suitable for the direct application
of optimization techniques. Thus we reformulate the
problem (P ) to the problem in which it can be solved
by methods of non-smooth optimization.
III. FIRST APPROACH: THE USE OF
ARTIFICIAL CENTRES
First, we assume that the centre of a cluster Ai (i =
1, . . . , k) is not necessarily a real node, it can be an
arbitrary point yi on the plane. In such a case we
call it an artificial centre. If the set (y1, . . . , yk) of
artificial centres of clusters is known then the clusters
themselves can be easily described; namely the cluster
Ai consists of points a ∈ A such that
‖yi − a‖ < min
i′ 6=i
‖yi′ − a‖. (1)
Here ‖x‖ is the Euclidean norm of a point x.
We suggest two approaches to define the total cen-
tre y∗. First we define y∗ as the centroid of the set
(y1, . . . , yk):
y∗ = (1/k)(y1 + . . .+ yk). (2)
Assume that centres of clusters y1, . . . , yk are known.
It follows from (1), and the definition of y∗ that the
total cost C˜ of this tree depends only on centres:
C˜(y1, . . . , yk) =
∑
a∈A
min
i=1,...,k
‖yi − a‖+
k∑
i=1
‖yi − y∗‖,
(3)
where y∗ is defined by (2).
Recall that the search for clusters can be character-
ized as the simultaneous minimization of the variation
within clusters and the maximization of the variation
between clusters. A formalization of this idea can be
given as follows:
We say that a set (y1, . . . , yk) of artificial points is the
set of centres of k-clusters of the set A if∑
a∈A
min
i=1,...,k
‖yi−a‖ = min
y′1,...,y
′
k
∑
a∈A
min
i=1,...,k
‖y′i−a‖, (4)
where the minimum is taken over all collections of
points y′1, . . . , y
′
k, where y
′
i belongs to the plane. A
detailed discussion of this definition can be found in
[2]. Let
f1(y1, . . . , yk) =
∑
a∈A
min
i=1,...,k
‖yi − a‖, (5)
f2(y1, . . . , yk) =
k∑
i=1
‖yi − y∗‖. (6)
Then C˜ = f1+f2. Thus the minimization of cost does
not coincide with the search for clusters. Indeed, the
search for clusters can be characterized as the simul-
taneous minimization of the variation within clusters
and the maximization of the variation between clus-
ters. This can be done by the minimization of f1.
( See [2] for details.) However we are not interested
in the maximization of the variation between clusters.
This is the reason for involving the term f2. Thus the
problem of the finding best artificial centres is reduced
to the following unconstrained optimization problem:
minimize C˜(y1, . . . , yk)
subject to
(y1, . . . , yk) ∈ R2k (7)
Assume that we have found a collection of artificial
centres y1, . . . , yk, y∗ by the minimization of the cost
function C˜. The most natural way to find real centres
is the following: we keep the clusters that are found
by the minimization; then we substitute yi with xi
which is the node from the cluster Ai closest to yi
and we substitute y∗ with the closest node x∗ from
all of the nodes.
We can use methods of constraint optimization in or-
der to reduce the difference between the cost with
artificial centres and the real situation. Consider the
following optimization problem;
minimize C˜(y) s.t h(y) = 0, (8)
where y = (y1, . . . , yk) and
h(y) =
k∑
i=1
min
a∈A
‖yi − a‖. (9)
It is easy to check that h(y) = 0 is equivalent to
the following: for each i there exists a ∈ A such
that yi = a. This means that each yi is a real
node. We can convert the constrained problem (8)
to an unconstrained problem, using the penalty ap-
proach. Namely, a solution of the following uncon-
strained problem
minimize C˜(y1, . . . , yk) + λh(y1, . . . , yk) (10)
is close to a solution of (9) for some λ. Thus we can
automatically find centres of clusters y1, . . . , yk that
are close to real nodes. However, the total centre is
still artificial and we need to find a corresponding real
node to replace this artificial center.
Numerical experiments show that this approach
works well if the penalty coefficient λ is not too large.
IV. SECOND APPROACH: DIRECT
CALCULATION OF CENTRES
The alternative approach is to directly calculate the
centres as nodes from the data set A. We compute
both cluster centres and the total centre as a solu-
tion to an optimization problem with the following
objective function
f(x) =
m∑
i=1
min
1≤j≤k
‖xj − ai‖+
τ1
k∑
j=1
min
1≤i≤m
‖xj − ai‖+ τ2 min
1≤i≤m
k∑
j=1
‖ai − xj‖ (11)
The function f consists of three terms: first term is a
cluster function, the second term presents a penalty
in order to get cluster centres as nodes from the set
A and third term is a penalty in order to get a total
centre as a node from the set A. Here τ1,τ2 > 0 are
penalty coefficients.
V. ALGORITHMS
Both cost functions from (10) and (11) are non-
smooth and non-convex. Both problems (10) and (11)
are global optimization problems. However, global
optimization techniques fail to solve these problems,
because the number of variables in this problems is
large.
We use the derivative-free discrete gradient method
[1] for local minimization of C˜. Numerical experi-
ments confirm that the discrete gradient method es-
capes from saddle points and sometimes even from
shallow local minima.
To compare with other clustering algorithm, k-means
method is used here. The use of the k-means method
in clustering for network design was proposed in ([9]).
In our paper we use the k-means method for clus-
tering for the search of artificial centres (y1, . . . , yk)
of clusters. This method was used before in [6, 7].
Then each artificial centre yi should be replaced by
the closest to yi real node xi. The total artificial cen-
tre y∗ should be also replaced by the closest real centre
x∗. The search for centres of clusters by the k-means
method is cheap. Unfortunately the k-means method
is very sensitive to the choice of initial point. This is
the main drawback of this method. Thus we need to
apply the k-means method many times starting with
different initial points, and then to choose a collection
of real centres which provide the smallest cost C. In
our numerical experiments for TC(k)(Total cost with
number k of clusters)we apply k-means method with
20-30 different initial points and then choose the best
result.
VI NUMERICAL EXPERIMENTS
In our first numeral experiment we use the set of the
geographical locations of 51 North American cities.
We got this data from the picture included in the
paper[6]. In paper [6], the author chose k = 6 to
maintain a maximum fan-out of six at each level by
using the similar data. In our first numeral experi-
ment we choose k = 6 within a two-level hierarchical
tree topology in order to make our results comparable
to theirs in someway. We designate the optimization
based clustering algorithms described in section III
with artificial centres as op1 and described in section
IV with direct calculation of centres as op2.
Table 1: Cost comparisons: the combination of op2,
op1 and k-means method
k-m op2 op1 1-km km-1
374 313 392 308 371
344 314 415 322 371
344 316 392 325 322
344 308 389 322 317
318 308 390 317 312
323 313 352 320 325
320 309 384 315 336
338 313 383 324 333
In Table 1 we compare the results from the op2
method, the op1 method, the k-means method and
the combination of these methods, with the same ini-
tial centre nodes. Here 1-km means we choose the
result of centres from the k-means method as the ini-
tial centre nodes for the op1; while km-1 means the
opposite. Each row represents a different group of
initial centre nodes; and the column represents the
real total cost (TC)( in some units) of the tree. From
our numeral experiment there are some conclusions:
the k-means and op1 methods are influenced by the
choice of initial centres; while the op2 is almost insen-
sitive to the initial centre nodes; The combination of
the k-means method with the op1 method(op1− km)
can improve the results from both op1 and k-means
method only. Using the op1 − km method and op2
method we got the best result from all our experi-
ments with this group of initial nodes : TC = 308.
Thus the op2 allows us to improve the best result ob-
tained by the k-means method (TC=318) by more
than 2.5%.
Results of our experiments show that the values of
τ1 = 3, a τ2 = 1, and λ ∈ (2, 10) are best for τ1,τ2, and
λ respectively. When the value of penalty parameter
is too big the algorithm will choose the initial nodes
as centres and for some initial nodes there will be
many clusters with only one node, and one cluster
with nearly all the other nodes.
The total cost (TC) with different k(where k is the
number of clusters) for this data is shown at Fig.
1.We only consider the op2 method and its combi-
nation with k-means method here. This result shows
that op2 method is better than k-means method. The
combination op2−km can sometimes improve the re-
sults from k-means method and give the best result
from all methods.
In our second numerical experiment we use a ran-
domly generated database with 2,000 nodes on the
plane. The result is presented in Fig.2. When k is
less than 10 k-means method is better than op2. Then
op2 method can offer more than 2.5 percents better
result compared with the k-means.
VII. CONCLUSIONS AND FURTHER
RESEARCH
In this paper we examined two different optimiza-
tion based clustering algorithms, k-means method
and their combination to solve the multicast routing
problem. From our numerical experiments we con-
clude: the optimization approaches are better than
the k-means method.
Our techniques for organizing hierarchies using clus-
tering can not only solve the scaling problem in
multicast routing but also help evolve the network
and other services such as Reliable Multicast Trans-
port(RMT), Quality of Service(QoS). For example,
our techniques can be used in multicast security when
the clustering hierarchies are used [11].
The extension of the discussed algorithms for solving
large scale network for Multicast group hierarchies
problem is the subject of our further research.
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