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LIPSCHITZ CLASSIFICATION OF BEDFORD-MCMULLEN CARPETS
(I): INVARIANCE OF MULTIFRACTAL SPECTRUM AND
ARITHMETIC DOUBLING PROPERTY
HUI RAO, YA-MIN YANG, AND YUAN ZHANG∗
Abstract. We study the bi-Lipschitz classification of Bedford-McMullen carpets which
are totally disconnected. Let E be a such carpet and let µE be the uniform Bernoulli
measure on E. We show that the multifractal spectrum of µE is a bi-Lipschitz invariant,
and the doubling property of µE is also invariant under a bi-Lipschtz map. We show
that if E and F are totally disconnected and that µE and µF are doubling, then a
bi-Lipschitz map between E and F enjoys a measure preserving property. Thanks to
the above results, we give a complete classification of Bedford-McMullen carpets which
are regular(that is, its Hausdorff dimension and box dimension coincides,) or satisfy a
separation condition due to [J. F. King, The Singularity spectrum for general sierpinski
carpets, Adv. Math. 116 (1995), 1-11].
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1. Introduction
Let 2 ≤ m < n be two integers and denote by diag(n,m) the diagonal matrix
(
n 0
0 m
)
.
Let D ⊂ {0, 1, . . . , n − 1} × {0, 1, . . . ,m − 1}, which we call a digit set. For d ∈ D, we
define Sd : R
2 → R2 by Sd(z) = diag(n−1,m−1)(z + d). Then {Sd}d∈D is an iterated
function system (IFS). The unique non-empty compact set K = K(n,m,D) satisfying the
set equation
(1.1) K =
⋃
d∈D
Sd(K)
is called a Bedford-McMullen carpet. In this paper, we shall call K simply a self-affine
carpet.
The goal of this paper is to study the Lipschitz classification of self-affine carpets. Two
metric space (X, dX ) and (Y, dY ) are said to be Lipschitz equivalent, denoted by X ∼ Y ,
if there is a bijection f : X → Y which is bi-Lipschitz, precisely, there is a constant C > 0
such that
C−1dX(x, y) ≤ dY (f(x), f(y)) ≤ CdX(x, y), for all x, y ∈ X.
There are many works on Lipschitz equivalent of self-similar sets, see [5, 6, 25, 28, 22,
16, 30, 26, 11], etc. Especially, Xi and Xiong [28] showed that if two fractal cubes are
totally disconnected, then they are Lipschitz equivalent if and only if they have the same
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Hausdorff dimension. The Lipschitz classification of self-similar sets which are not totally
disconnected is still widely open except several special results.
In the present paper, we study the Lipschitz equivalent of self-affine carpets which are
totally disconnected. In the study of Lipschitz classification of fractal sets, there are two
directions: one is to construct Lipschitz invariant which is useful to assert two sets are not
Lipschitz equivalent; another one is to construct bi-Lipschitz maps.
We setMt to be the collection of totally disconnected self-affine carpets, andMt(n,m)
to be the sub-collection of Mt with expanding matrix diag(n,m). There are two papers,
Li, Li and Miao [14] and Miao, Xi and Xiong [19], concerning the Lipschitz classification
of Mt. Before stating their results, we give some notations.
For a digit set D ⊂ {0, 1, . . . , n− 1} × {0, 1, . . . ,m− 1}, we define
(1.2) aj = #{i; (i, j) ∈ D}, 0 ≤ j ≤ m− 1,
and call (aj)
m−1
j=0 the distribution sequence of D, or of K(n,m,D). For i = d1 . . . dk ∈ Dk,
we define Si(z) = Sd1 ◦ · · · ◦ Sdk(z).
Li, Li and Miao [14] propose the following separation condition (C1): For any k ≥ 1
and any i, j ∈ Dk, if Si([0, 1]2) ∩ Sj([0, 1]2) 6= ∅, then Si([0, 1]2) is a horizontal translation
of Sj([0, 1]
2). Using the method introduced by [25], they proved that
Proposition 1.1. ([14]) Let E,F ∈ Mt(n,m) be two self-affine carpets sharing the same
distribution sequence. If both of them satisfy the condition (C1), then E ∼ F .
For a digit set D, we say the j-th row of D is vacant if aj = 0. Rao, Ruan and Yang[24]
introduced a notion of gap sequence for compact set in Rd, and developed a Lipschitz
invariant related to it. Using this invariant, Miao, Xi and Xiong [19] showed that the
property ‘possessing vacant row’ is invariant under a Lipschitz map.
Proposition 1.2. ([19]) Let E,F ∈ Mt(n,m). If they are Lipschitz equivalent, then
either both of them possess vacant rows or neither of them do.
It is worth to mention that, the fractal dimensions, such as the Hausdorff dimension,
the box dimension, and the Assouad dimension, are all Lipschitz invariants. Let E =
K(n,m,D) be a self-affine carpet. We denote σ = logm/ log n and call it the bias index.
Denote
N = #D and s = #{j ∈ {0, 1, . . . ,m− 1}; aj > 0}
to be the cardinality of D and the number of non-vacant rows of D , respectively. Bed-
ford [3] and Mcmullen[18] computed the Hausdorff dimension and box dimension of E
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independently:
(1.3) dimHE = logm
m−1∑
j=0
aσj
 , dimBE = logm s+ logn(N/s).
John M. Mackay[17] computed the Assouad dimension:
dimAE = logm s+ logn( max
0≤j≤m−1
aj).
A set K is said to be regular, if dimH K = dimBK and irregular otherwise, see Falconer
[7]. Clearly, the regularity property is a Lipschitz invariant. A self-affine carpetK(n,m,D)
is regular if and only if the non-vacant rows of D have the same number of elements ([18]).
In the study of Lipschitz classification of self-similar sets, the Hausdorff measure is a
useful tool. However, in the self-affine carpets case, Y. Peres[21] prove that if a carpet is
not regular, then its Hausdorff measure (in its Hausdorff dimension) is always infinity. A
key point of the present paper is that we use the uniform Bernoulli measure to replace the
Hausdorff measure.
Let E = K(n,m,D) be a self-affine carpet, and let p = (pd)d∈D be a probability weight.
Then there is a unique Borel probability measure µp on E satisfying
(1.4) µp(·) =
∑
d∈D
pdµp ◦ S−1d (·)
(see [10]), and we call µp a self-affine measure, or Bernoulli measure. We denote by µE
the self-affine measure with the weight pd = 1/N for all d ∈ D, and call it the uniform
Bernoulli measure of E.
Our paper contains three parts: The first part is to search new Lipschitz invariant, the
second part investigates the measure preserving property of bi-Lipschitz map between self-
affine carpets, and in the third part, we construct bi-Lipschitz maps by using a technique
called structure tree. In the following, we give a more detailed description.
1.1. Invariance of multifractal spectrum. Our first result is to show that the multi-
fractal spectrum of the uniform Bernoulli measure is a Lipschitz invariant.
Theorem 1.1. Let E,F ∈ Mt(n,m). If f : E → F is a bi-Lipschitz map, then µF (f(·))
is equivalent to µE, namely, there exists ζ > 0 such that
(1.5) ζ−1µE(A) ≤ µF (f(A)) ≤ ζµE(A)
for any Borel set A ⊂ E.
The above theorem has several interesting consequences.
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Corollary 1.3. If E,F ∈ Mt(n,m) and E ∼ F , then µE and µF have the same multi-
fractal spectrum.
The multifractal spectrum of self-affine measures of self-affine carpets was first studied
by King [13]. King obtained a formula when the self-affine carpet satisfies the condition
that ajaj+1 = 0 for all j = 0, 1, . . . ,m− 2, or in other words, at least one of two adjacent
rows must be vacant. Barral and Mensi [2] relaxed the condition, and finally, Jordan
and Ram [12] showed that the same formula holds without any condition. Olsen[20]
considered the higher dimensional Sierpin´ski carpets. For later use, we say E satisfies
the King’s separation condition, if either a0 = 0, or am−1 = 0, or ajaj+1 = 0 for all
j = 0, 1, . . . ,m− 2.
Using the results of [13, 2, 12], we can characterize when µE and µF have the same
multifractal spectrum, where E = K(n,m,D) and F = K(n,m,D′) are two self-affine
carpets. We use (aj)
m−1
j=0 and (bj)
m−1
j=0 to denote the distribution sequences of D and D′,
respectively. Denote N ′ = #D′ and s′ = #{j; bj > 0}. Let
a∗1 > a
∗
2 > · · · > a∗p˜
be the distinct non-zero terms of (aj)
m−1
j=0 , and let Mi be the occurrence of a
∗
i , let
b∗1 > b
∗
2 > · · · > b∗q˜
be the distinct non-zero terms of (bj)
m−1
j=0 , and let M
′
i be the occurrence of b
∗
i .
Theorem 1.2. Let E = K(n,m,D) and F = K(n,m,D′) be two self-affine carpets. Then
µE and µF have the same multifractal spectrum if and only if
(1.6) p˜ = q˜ and
a∗i
b∗i
=
(
M ′i
Mi
)1/σ
=
(
s′
s
)1/σ
=
(
N
N ′
)1/(1−σ)
, for i = 1, . . . , p˜.
Especially, (1.6) holds if E and F are Lipschitz equivalent.
The following result says that the multifractal spectrum of the uniform Bernoulli mea-
sure is a stronger invariant than the dimensions.
Corollary 1.4. Let E = K(n,m,D) and F = K(n,m,D′) be two self-affine carpets. If
µE and µF have the same multifractal spectrum, then E and F share the same Hausdorff,
box, and Assouad dimensions.
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1.2. Doubling property. A measure µ on a metric space X is said to be doubling if
there is a constant C ≥ 1 such that
(1.7) 0 < µ(B(x, 2r)) ≤ Cµ(B(x, r)) <∞
for all balls B(x, r) ⊂ X of radius r > 0. As a consequence of Theorem 1.1, we see that
the doubling property of the uniform Bernoulli measure is a Lipschitz invariant.
Corollary 1.5. Let E,F ∈Mt(n,m). If E ∼ F , then µE is doubling if and only if µF is
doubling.
Remark 1.6. Li, Wei and Wen [15] characterized when a Bernoulli measure on a self-
affine carpet is doubling. (In their result, it is not required that E is totally disconnected.)
For the uniform Bernoulli measures, their result reads as following: let E = K(n,m,D) be
a self-affine carpet. Then µE is doubling if and only if either E satisfies King’s separation
condition or a0 = am−1.
1.3. Measure preserving property. In the following, we confine our study to the
self-affine carpets which are totally disconnected, possess vacant rows and the uniform
Bernoulli measures are doubling. We will use Mt,v to denote the collection of self-affine
carpets which are totally disconnected and possess vacant rows, and denoteMt,v,d(n,m) to
be the collection of carpets inMt,v(n,m) whose uniform Bernoulli measures are doubling.
We show that if µE is doubling, then µE satisfies an ‘arithmetic’ doubling property,
that is, if two approximate squares of E are not far from each other, then the ratio of their
measure is a rational number with small denominator (Lemma 8.4).
Measure preserving property of Lipschitz maps between Cantor sets was first observed
by Cooper and Pignataro [4] and Falconer and Marsh [6], and then it is extended to general
self-similar sets by Xi and Ruan [29]. It plays a significant roˆle in the study of Lipschitz
classification of self-similar sets, see [22, 23, 26].
Thanks to the arithmetic doubling property, we show that the measure preserving prop-
erty still holds. For i ∈ Dk, we shall denote Ei = Si(E) and call it a cylinder of rank
k.
Theorem 1.3. Let E,F ∈ Mt,v,d(n,m). If f : E → F is a bi-Lipschitz map, then there
exists a cylinder Ei such that f : (Ei, µE) → (f(Ei), µF ) is measure preserving in the
sense that, for any Borel subset B ⊂ Ei,
µF (f(B))
µE(B)
=
µF (f(Ei))
µE(Ei)
.
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Using Theorem 1.3, we show that if the bias index σ is irrational, we obtain an invariant
stronger than the multifractal spectrum.
Theorem 1.4. Let E,F ∈ Mt,v,d(n,m) and assume that σ = logm/ log n ∈ Qc. If
E ∼ F , then the distribution sequence of E is a permutation of that of F .
1.4. Structure tree. In the third part of the paper, we introduce a notion of structure
tree of fractal sets, which help us to construct bi-Lipschitz maps between self-affine carpets.
Theorem 1.5. Let E,F ∈ Mt,v,d(n,m) and assume that both E and F are regular. Then
(i) If σ = logm/ log n ∈ Q, then E ∼ F if and only if µE and µF have the same
multifractal spectrum (which is the Hausdorff dimension).
(ii) If σ = logm/ log n ∈ Qc, then E ∼ F if and only if the distribution sequence of E
is a permutation of that of F .
Theorem 1.6. Let E,F ∈ Mt,v,d(n,m), and assume that both E and F satisfy King’s
separation condition. Then the conclusion (i) and (ii) of Theorem 1.5 hold.
In a sequential paper [31], we will strengthen the conclusion of Theorem 1.6.
Example 1.1. Let m = 4, n = 6. Two digit sets D and D′ are shown in Figure 1. Then
E = K(6, 4,D) and F = K(6, 4,D′) are not Lipschitz equivalent since µE is doubling but
µF is not.
Figure 1. The digit sets D and D′ in Example 1.1.
Example 1.2. Let m = 8, n = 27, then σ = log 2/ log 3. Let D and D′ be the digit sets
illustrated by Figure 2. Then, for digit set D, we have N = 9, s = 2, (a∗1, a∗2) = (6, 3) and
M1 =M2 = 1. For digit set D′, we have N ′ = 6, s′ = 4, (b∗1, b∗2) = (2, 1) andM ′1 =M ′2 = 2.
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One can check E = K(n,m,D) and F = K(n,m,D′) satisfy (1.6), and hence µE and
µF have the same multifractal spectrum. However, by Theorem 1.4, E and F are not
Lipschitz equivalent.
Figure 2. The digit sets D and D′ in Example 1.2.
The paper is organized as follows. In Section 2, we investigate the basic geometric
structure of self-affine carpets. Theorem 1.1 is proved in Section 3. In Section 4, we prove
that the multifractal spectrum of the uniform Bernoulli measure is a Lipschitz invariant.
Theorem 1.2 is proved in Section 5. In Section 6, we prove that the doubling property of
the uniform Bernoulli measure is a Lipschitz invariant. In Section 8, we investigate the
arithmetic doubling property of µE. Theorem 1.3 is proved in Section 9, and Theorem 1.4
is proved in Section 10. In Section 12 we prove Theorem 1.5, and in Section 13, we prove
Theorem 1.6.
2. Geometric structure of self-affine carpets
Let E = K(n,m,D) be a totally disconnected self-affine carpet. We define
E˜k =
⋃
i∈Dk
Si([0, 1]
2)
and call it the k-th approximation of E. Clearly E˜k decrease to E as k → ∞. In this
section, we study the connected components of E˜k.
For i = d1 . . . dk ∈ Dk, we call Si([0, 1]2) a basic rectangle of rank k, while Si(E) is
called a cylinder of rank k.
Let q ≥ 2 be an integer, and x1 . . . xk ∈ {0, 1, . . . , q − 1}k, we will use the notation
0.x1 . . . xk|q =
∑k
j=1 xjq
−j. Then, every basic rectangle of rank k can be written as
LIPSCHITZ CLASSIFICATION OF BEDFORD-MCMULLEN CARPETS 9
R(x,y) = (0.x|n, 0.y|m) +
[
0,
1
nk
]
×
[
0,
1
mk
]
,
where x = x1 . . . xk and y = y1 . . . yk are words satisfying (xj , yj) ∈ D.
Throughout the paper, we will use the notation
(2.1) ℓ(k) = ⌊k/σ⌋
where ⌊x⌋ denotes the greatest integer no larger than x.
2.1. Connected components of E˜k. Miao et. al. [19] proved the following result, which
they call the finite type property.
Theorem 2.1. ([19, Theorem 2]) If E ∈ Mt(n,m), then there is a constant M0, such
that for all k ≥ 1, any connected component of E˜k consists of at most M0 basic rectangles
of rank k.
The following lemma is an analogue of Falconer and Marsh [6, Lemma 3.2]. The lemma
involves two self-affine carpets E and F , so we use F˜k to denote the k-th approximation
of F .
Lemma 2.1. Let E,F ∈ Mt(n,m) be two self-affine carpets. Let f : E → F be a bi-
Lipschitz map with Lipschitz constant C0. Let k ≥ 1 and let U be a connected component
of E˜k. Then there exist an integer p = p(k) and a set of connected components of F˜k+p,
which we denote by Jj , 1 ≤ j ≤ q, such that
(2.2) f(U ∩E) =
q⋃
j=1
(Jj ∩ F ).
Proof. Let M0 be a constant such that Theorem 2.1 holds for E and F simultaneously.
Set
(2.3) p(k) = ⌊logm 2M0C0 + (1/σ − 1)k⌋ + 1.
Let J be a connected component of F˜k+p, we claim that either J ∩ F is contained in
f(U ∩E), or it is disjoint from f(U ∩ E).
Suppose on the contrary that there exists a connected component J of F˜k+p such that
on one hand, there exists x ∈ U ∩ E with f(x) ∈ J , and on the other hand, there exists
y ∈ J ∩ F such that f−1(y) /∈ U ∩ E. The fact that x and f−1(y) belong to different
components of E˜k implies that |x− f−1(y)| ≥ 1nk , so
(2.4) |f(x)− y| ≥ C−10 |x− f−1(y)| ≥
1
C0nk
.
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On the other hand, since f(x), y ∈ J , we have
(2.5) |f(x)− y| ≤ diam(J) ≤ 2M0
mk+p(k)
.
Relations (2.4) and (2.5) imply that
2M0
mk+p(k)
≥ 1
C0nk
, which contradicts the choice of
p(k). The claim is proved, and the lemma follows. 
2.2. Covering by δ-mesh-boxes. Let δ > 0. We call δ(z + [0, 1]d) a δ-mesh-box where
z ∈ Zd. For a bounded set A ⊂ Rd, we define Nδ(A) to be the number of δ-mesh-boxes
intersecting A. The following lemma is obvious.
Lemma 2.2. Let X and Y be two bounded sets in Rd, and let f : X → Y be a bi-Lipschitz
map with Lipschitz constant c. Let C1 = (2c
√
d+ 2)d. Then for any δ > 0 we have
C−11 Nδ(X) ≤ Nδ(Y ) ≤ C1Nδ(X).
Proof. Let D be a δ-mesh-box intersecting X. Then f(X ∩ D) is contained in a ball of
radius c
√
dδ and hence it can be covered by (2c
√
d+ 2)d number of δ-mesh-boxes. 
Let
(2.6) E = {j ∈ {0, 1, . . . ,m− 1}; aj > 0}.
Recall that s = #E (See Section 1).
For x = x1 . . . xk ∈ {0, 1, . . . , n− 1}k and y = y1 . . . yℓ(k) ∈ {0, 1, . . . ,m− 1}ℓ(k), set
(2.7) Q(x,y) = (0.x|n, 0.y|m) +
[
0,
1
nk
]
×
[
0,
1
mℓ(k)
]
and we call it an approximate square of rank k of E, if (xj , yj) ∈ D for j = 1, . . . , k and
yj ∈ E for j = k + 1, . . . , ℓ(k).
We use x ∗ y to denote the concatenation of two words.
Lemma 2.3. Let R = R(x,y) be a basic rectangle of rank k and let δ = 1/nk. Then there
are sℓ(k)−k number of approximate squares of rank k containing in R. Consequently, there
is a constant C2 > 0 such that
C−12 s
ℓ(k)−k ≤ Nδ(R ∩ E) ≤ C2sℓ(k)−k.
Proof. First let us prove the first assertion. On one hand, let z ∈ Eℓ(k)−k, then obviously
Q(x,y∗z) is contained in R(x,y). On the other hand, assume that Q(x′,y′ ∗z) ⊂ R(x,y).
From Q(x′,y′ ∗z) ⊂ R(x′,y′) we deduce that x′ = x and y′ = y. The fact that z ∈ Eℓ(k)−k
is a requirement of the definition of approximate square.
The second assertion follows from the first one by setting C2 = 2(m+ 2). 
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3. Equivalence of µE and µF ◦ f
In this section we prove Theorem 1.1. First, we give two simple lemmas.
Let F = K(n,m,D′) be another self-affine carpet. We denote N ′ = #D′, and denote
by s′ the number of non-vacant rows of D′. By the formula of box dimension, we have
Lemma 3.1. Two self-affine carpets E = K(n,m,D) and F = K(n,m,D′) have the same
box dimension if and only if Ns(1/σ−1) = N ′(s′)(1/σ−1).
The conclusion of the following lemma has been used in literature as a obvious fact.
Here we give a proof for reader’s sake.
Lemma 3.2. Let E = K(n,m,D) be a self-affine carpet. Let U be a connected component
of E˜k, then µE(U) =
η
Nk
, where η is the number of basic rectangles of rank k containing
in U .
Proof. Let π(x, y) = x be the canonical projection map, then the projection measure
ν = µE ◦ π−1 is a self-similar measure. If the digit set D does not located in one column,
then ν is a continuous measure, which implies that any vertical line segment has measure
0 in µE . By the same reason, if D is not located in one row, then any horizontal line
segment has measure 0 in µE .
If D is located in a single column or in a single row, it is easy to see that the lemma
holds. If D is neither located in a single row nor located in a single column, then the
lemma holds since any two basic rectangles are disjoint in measure µE . 
Theorem 3.1. Let E,F ∈ Mt(n,m), and let f : E → F be a bi-Lipschitz map. Then
there exists ζ > 0, such that, for any k ≥ 1 and any connected component U of E˜k, it
holds that
(3.1) µF (f(U ∩ E)) ≤ ζµE(U ∩E).
Proof. First, by Lemma 2.1, we have
(3.2) f(U ∩E) =
q⋃
j=1
(Jj ∩ F ),
where Jj ’s are connected components of F˜k+p and p is given by (2.3).
Set δ = n−(k+p). Since f is bi-Lipschitz, by Lemma 2.2,
(3.3) Nδ(U ∩ E) ≥ C−11 Nδ
 q⋃
j=1
(Jj ∩ F )
 .
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Let η1 be the numbers of basic rectangles of rank k containing in U . By Lemma 3.2,
(3.4) µE(U ∩ E) = η1
Nk
.
Similarly, let η2 be the numbers of basic rectangles of rank (k + p) containing in
⋃q
j=1 Jj ,
then
(3.5) µF
 q⋃
j=1
(Jj ∩ F )
 = η2
(N ′)k+p
.
Recall that ℓ(k) = ⌊k/σ⌋. By Lemma 2.3, we have
(3.6) Nδ(U ∩ E) ≤ C2 · (η1Np) · sℓ(k+p)−(k+p)
and
(3.7) Nδ
 q⋃
j=1
(Jj ∩ F )
 ≥ C−12 · η2 · (s′)ℓ(k+p)−(k+p).
Combining (3.6), (3.7) and (3.3), we obtain
η2 ≤ C1C22η1Np ·
( s
s′
)ℓ(k+p)−(k+p)
.
Substituting (3.4) and (3.5) into the above inequality, we have
µF
(⋃q
j=1(Jj ∩ F )
)
≤ C1C22 ·
(
N
N ′
)k+p · ( ss′ )ℓ(k+p)−(k+p) · µE(U ∩ E)
≤ C1C22 · s′ · µE(U ∩ E)
≤ C1C22 ·m · µE(U ∩ E),
where the second inequality is due to N · s(1/σ−1) = N ′ · (s′)(1/σ−1) (Lemma 3.1). The
theorem is proved. 
Proof of Theorem 1.1. Since the Borel σ-algebra on E can be generated by
B0 =
∞⋃
k=1
{U ∩ E; U is a connected component of E˜k},
it follows that µF (f(A)) ≤ ζµE(A) holds for all Borel set A ⊂ E. Changing the role of E
and F , we obtain the other side inequality. 
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4. Invariance of multifractal spectrum
In this section, we prove that the multifractal spectrum of the uniform Bernoulli measure
is a Lipschitz invariant.
Let µ = µE be the uniform Bernoulli measure of E = K(n,m,D). Let B(x, r) be the
ball with center x and radius r. For any x ∈ E, the upper and lower local dimension of µ
at x are defined by
(4.1) dµ(x) = lim sup
r→0
log µ(B(x, r) ∩E)
log r
and dµ(x) = lim inf
r→0
log µ(B(x, r) ∩E)
log r
respectively. If dµ(x) = dµ(x), then we denote the common value by dµ(x), and call it the
local dimension of µ at x.
For α ∈ R, the level sets Xα,E are defined by
(4.2) Xα,E = {x ∈ E : dµ(x) = α}.
We set hµ(α) = dimHXα,E , and call it the multifractal spectrum of µ.
The proof of Corollary 1.3 . Let us denote µ = µE and ν = µF . Let f : E → F be
a bi-Lipschitz map with Lipschitz constant c. By Theorem 1.1, for any r > 0 and x ∈ E,
we have ζ−1µ(B(x, r) ∩ E) ≤ ν(f(B(x, r) ∩ E)) ≤ ζµ(B(x, r) ∩ E).
First, we show that for any x ∈ E,
(4.3) dµ(x) = dν(f(x)), dµ(x) = dν(f(x)).
Since f is a bi-Lipschitz mapping, we have f(B(x, r/c) ∩ E) ⊂ B(f(x), r) ∩ F , so
ν(B(f(x), r) ∩ F ) ≥ ν(f(B(x, r
c
) ∩ E)) ≥ ζ−1µ(B(x, r
c
) ∩E).
Consequently,
(4.4)
log ν(B(f(x), r) ∩ F )
log r
≤ log(ζ
−1µ(B(x, r/c) ∩ E))
log r/c
· log r/c
log r
;
letting r→ 0 and taking the limsup or liminf at both sides, we obtain
(4.5) dν(f(x)) ≤ dµ(x), dν(f(x)) ≤ dµ(x).
By changing the role of E and F , we obtain the other side inequality, which proves (4.3).
It follows that for any α > 0, dµ(x) = α if and only if dν(f(x)) = α, and hence
f(Xα,E) = Xα,F . Since a bi-Lipschitz map preserves Hausdorff dimension, we obtain
hµ(α) = hν(α) for all α > 0. 
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5. Proof of Theorem 1.2
In this section, we characterize when µE and µF have the same multifractal spectrum.
5.1. Multifractal spectrum of self-affine measures. Let E = K(n,m,D) be a self-
affine carpet. Let p = (pd)d∈D be a probability weight, and let µp be the self-affine
measure with the weight p. King [13] and Jordan and Rams [12] obtained the explicit
formula of βp(t), and proved that the multifractal spectrum is the Legendre transform of
βp(t). In the following, we describe the result of [13] and [12], but only for the uniform
Bernoulli measure µE.
Recall that (aj)
m−1
j=0 is the distribution sequence of D, E = {j; aj > 0} and s = #E .
Fix t > 0, set
qj =
aj
N
, γj =
aj
N t
.
Define βE(t) to be the unique solution to
(5.1) mβE(t)
∑
(i,j)∈D
(
1
N
)tq
(1−σ)t
j γ
σ−1
j = 1,
or equivalently,
(5.2) mβE(t)
1
N t
∑
j∈E
aσj · a(1−σ)tj = 1.
Set
αmin =
σ − 1
logm
log(max
j∈E
aj ) +
logN
logm
,
αmax =
σ − 1
logm
log(min
j∈E
aj ) +
logN
logm
.
It is shown that
Theorem 5.1. ([13, 12]) For any α ∈ (αmin, αmax), we have that
(5.3) hE(α) = dimHXα,E = inf
t
(αt+ βE(t)).
In other words, hE is the Legendre transform of βE. Furthermore hE is differentiable with
respect to α and is concave.
We remark that if E is regular, then αmin = αmax = dimH E, and hE(αmin) = dimH E.
For the uniform Bernoulli measure, the reverse of Theorem 5.1 is also true.
Lemma 5.1. The function βE is the Legendre transform of hE, that is
βE(t) = inf
α
(tα+ hE(α)).
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Proof. It is shown that βE is a concave function, see King [13, Theorem 1]. Under this
circumstance, βE is the Legendre transform of hE (see Zorich [32, Page 262-263] ). 
5.2. When µE and µF have the same multifractal spectrum. Let F = K(n,m,D′)
be another self-affine carpet. Let (a′j)
m−1
j=0 be the distribution sequence of D′, let N ′ = #D′,
E ′ = {j; a′j > 0} and s′ = #E ′.
Similarly, fix t > 0 we define
q′j =
a′j
N ′
, γ′j =
a′j
(N ′)t
,
and βF (t) is the unique positive solution of
(5.4) mβF (t)
1
(N ′)t
∑
j∈E ′
(a′j)
σ · (a′j)(1−σ)t = 1.
Recall that (see Section 1) we arrange all different elements aj, a
′
j in the decreasing
order and denote them by
{aj : j ∈ E} := {a∗1 > a∗2 > · · · > a∗p˜},
{a′j : j ∈ E ′} := {b∗1 > b∗2 > · · · > b∗q˜}.
Recall thatMi is the occurrence of a
∗
i in (aj)
m−1
j=0 andM
′
i is the occurrence of b
∗
i in (a
′
j)
m−1
j=0 .
The proof of Theorem 1.2. Suppose µE and µF have the same multifractal spectrum,
then either both E and F are regular or non of them is regular (since αmin = αmax if µE
is regular and αmin < αmax otherwise).
If both E and F are regular, then p˜ = q˜ = 1, and dimH E = dimH F . It follows that
dimB E = dimB F , and (1.6) holds by Lemma 3.1. So we assume that neither E nor F is
regular in the following.
By Lemma 5.1, βE = βF since they are the Legendre transform of a same function.
Therefore, by (5.2) and (5.4), we have
(5.5)
1
N t
∑
j∈E
aσj · (aj)(1−σ)t =
1
(N ′)t
∑
j∈E ′
(a′j)
σ · (a′j)(1−σ)t for all t > 0.
In terms of Mj , a
∗
j and M
′
j , b
∗
j , we obtain
(5.6)
1
N t
p˜∑
j=1
Mj(a
∗
j )
σ · (a∗j )(1−σ)t =
1
(N ′)t
q˜∑
j=1
M ′j(b
∗
j )
σ · (b∗j )(1−σ)t for all t > 0.
Setting xj = N
′(a∗j )
1−σ for 1 ≤ j ≤ p˜ and yj = N · (b∗j )1−σ for 1 ≤ j ≤ q˜, we obtain
(5.7)
p˜∑
j=1
Mj(a
∗
j )
σ · xtj =
q˜∑
j=1
M ′j(b
∗
j )
σ · ytj for all t > 0.
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We note that xj ≥ N ′ and yj ≥ N . Moreover, since E and F are irregular, we have
N,N ′ ≥ 3, and consequently lnxj, ln yj > 1.
Taking the k-th derivative of t to both sides of (5.7), we get
(5.8)
p˜∑
j=1
Mj(a
∗
j )
σ · (lnxj)k · xtj =
q˜∑
j=1
M ′j(b
∗
j )
σ · (ln yj)k · ytj for all t > 0.
First, we claim that x1 = y1. Notice that x1 = N
′(a∗1)
1−σ is strictly larger than the
other xj , and y1 = N(b
∗
1)
1−σ is strictly larger than the other yj. Fix t > 0, then both
sides of (5.8) are exponential functions of the variable k, and (lnx1)
k and (ln y1)
k are the
major terms of the left and right hand side, respectively. This forces that x1 = y1, and
our claim is proved. Consequently, we have
(5.9)
a∗1
b∗1
=
(
N
N ′
)1/(1−σ)
.
Furthermore, since the coefficients of the major terms must equal, we get
(5.10)
a∗1
b∗1
=
(
M ′1
M1
)1/σ
.
Subtracting the term involving x1 and y1 in (5.8), and repeating the above argument, we
have p˜ = q˜, xj = yj for j = 2, . . . , p˜, and the coefficients of the terms involving xj and yj
coincide. Summing up the above discussion, we obtain
(5.11)
a∗j
b∗j
=
(
N
N ′
)1/(1−σ)
and
a∗j
b∗j
=
(
M ′j
Mj
)1/σ
for all j = 1, . . . , p˜. Hence it holds that
M ′j
Mj
=
(
N
N ′
)σ/(1−σ)
, j = 1, . . . , p˜.
It follows that
s′
s
=
∑p˜
j=1M
′
j∑p˜
j=1Mj
=
(
N
N ′
)σ/(1−σ)
,
which together with (5.11) imply (1.6).
On the other hand, it is easy to show that the relations (1.6) implies (5.6), so βE(t) =
βF (t) for all t > 0 by (5.2) and (5.4). Therefore, µE and µF have the same multifractal
spectrum. The theorem is proved. 
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6. Invariance of doubling property
In this section, we prove that the doubling property of the uniform Bernoulli measure
is a Lipschitz invariant.
Proof of Corollary 1.5. Let f : E → F be a bi-Lipschitz map with Lipschitz constant
c. Suppose that (E,µE) is a doubling measure space, that is, there exists a constant c1
such that
(6.1) 0 < µE(B(x, 2r)) ≤ c1µE(B(x, r)) <∞
holds for any x ∈ E and any r > 0. To show µF is doubling on F , it suffices to show that
there exists a constant c2 > 0 such that, for any x ∈ E and r > 0, we have
(6.2) 0 < µF (B(f(x), 2r)) ≤ c2µF (B(f(x), r)) <∞.
It is easy to see that
(6.3) f(B(x, 2r/c)) ⊂ B(f(x), 2r) ⊂ f(B(x, c · 2r)).
This together with (1.5) imply that
(6.4) ζ−1µE(B(x, 2r/c)) ≤ µF (B(f(x), 2r)) ≤ ζµE(B(x, c · 2r)).
Let p be the positive integer such that 2p−1 < c ≤ 2p. By (6.1) and (6.4), we have
µF (B(f(x), 2r)) ≤ ζµE(B(x, 2p+1r)) ≤ ζcp+11 µE(B(x, r)),(6.5)
µF (B(f(x), r)) ≥ ζ−1µE(B(x, r/2p)) ≥ ζ−1c−p1 · µE(B(x, r)).(6.6)
Let c2 = ζ
2 · c2p+11 , we obtain (6.2). The corollary is proved. 
7. Geometry of self-affine carpets with vacant rows
In this section, we study the structure of totally disconnected self-affine carpet with
vacant rows.
Let E = K(n,m,D) ∈ M(n,m). Recall that E = {j; aj > 0}, and 0.x1 . . . xk|q =∑k
j=1 xjq
−j. Let x = x1 . . . xk ∈ {0, 1, . . . , n − 1}k and y = y1 . . . yℓ(k) ∈ {0, 1, . . . ,m −
1}ℓ(k), then
(7.1) Q(x,y) = (0.x|n, 0.y|m) +
[
0,
1
nk
]
×
[
0,
1
mℓ(k)
]
is an approximate square of rank k of E, if (xj , yj) ∈ D for j ≤ k and yj ∈ E for j > k
(see Section 2).
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An approximate square Q′ is called an offspring of Q if Q′ ⊂ Q, and it is called a direct
offspring if the rank of Q′ equals the rank of Q plus 1. The following lemma is obvious.
Lemma 7.1. Let E ∈ M(n,m). Let Q(x,y) be an approximate square of E of rank k.
Then the direct offsprings of Q(x,y) are{
Q(x ∗ u,y ∗ z); (u, yk+1) ∈ D and z ∈ Eℓ(k+1)−ℓ(k)
}
if ℓ(k) > k, and Q(x,y) has ayk+1 · sℓ(k+1)−ℓ(k) direct offsprings; otherwise(ℓ(k) = k), the
direct offsprings of Q(x,y) are{
Q(x ∗ u,y ∗ v ∗ z); (u, v) ∈ D and z ∈ Eℓ(k+1)−(k+1)
}
,
then Q(x,y) has Nsℓ(k+1)−(k+1) direct offsprings.
Let Ek be the union of all approximate squares of rank k. It is seen that Ek is a decrease
sequence and E =
⋂∞
k=1Ek. Recall that E˜k is the union of basic rectangles of rank k. It
is seen that Ek ⊂ E˜k. (Actually, Ek 6= E˜k if and only if D has a vacant row.) We shall
show that if D has a vacant row, then Ek has a nice nestle structure, which is crucial in
our discussion.
From now on, we assume that E ∈ Mt,v(n,m). In this case, there is a simple criterion
for totally disconnectedness.
Lemma 7.2. Let E = K(n,m,D) and D possess vacant rows. Then E is totally discon-
nected if and only if aj < n for all 0 ≤ j ≤ m− 1.
Proof. Let π2 be the projection (x, y) → y. D has a vacant row implies that π2(E) is
totally disconnected. If E has a non trivial connected component, then the component
must be a horizontal line segment, which will not occur since aj < n for all j. The opposite
direction is easy. The lemma is proved. 
Let U be a connected component of Ek. Hereafter, we will call U a component of Ek
for simplicity. An approximate square of rank k containing in U will be called a member
of U . Denote by #k(U) the number of members of U . We shall show that #k(U) has a
upper bound which is independent of k.
Let j ∈ {0, 1, . . . ,m− 1}, we denote Dj = {i; (i, j) ∈ D} and set
Φj =
{
x+ i
n
; i ∈ Dj
}
,
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which is an IFS related to the j-th row of D. Let
(7.2) Φj(A) =
⋃
g∈Φj
g(A), A ⊂ R;
sometimes Φj is called the Hutchinson operator. (By convention, we set Φj(A) = ∅ if Dj
is empty.) Note that Φj1 ◦ Φj2(A) =
⋃
g1∈Φj1
⋃
g2∈Φj2
g1 ◦ g2(A) and we will use the notation
Φj1...jk = Φj1 ◦ · · · ◦ Φjk .
Similarly, let
Ψ =
{
y + j
m
; j ∈ E
}
, and Ψ(A) =
⋃
f∈Ψ
f(A).
A component U of Ek can be written as U = {z1, . . . , zq} + [0,1]nk ×
[0,1]
mℓ(k)
where zj ∈
Z/nk × Z/mℓ(k). It turns out that the set {z1, . . . , zq} is either a cartesian product, or it
is the union of two sets which are cartesian products. Let π2 be the projection (x, y)→ y.
Lemma 7.3. (Cartesian product.) Let E = K(n,m,D) ∈ Mt,v(n,m). Let U be a
component of Ek.
(i) If π2(U) ⊂ [u, u+ 1]/mk for some u ∈ {0, 1, · · · ,mk − 1}, then there exist x, y ∈ Z,
1 ≤ p′ ≤ n− 1 and 1 ≤ p′′ ≤ m− 1, such that
U =
x+ {0, 1, . . . , p′ − 1}
nk
× y + {0, 1, . . . , p
′′ − 1}
mℓ(k)
+
[0, 1]
nk
× [0, 1]
mℓ(k)
.
(ii) If u/mk ∈ π◦2(U) for some integer u ∈ {1, · · · ,mk− 1}, then there exist A′, A′′ ⊂ Z,
q′, q′′ ≥ 1 such that
U =
A′
nk
× { u
mk
+
{0, 1, . . . , q′ − 1}
mℓ(k)
} ∪ A
′′
nk
× { u
mk
− {1, 2, . . . , q
′′}
mℓ(k)
}+ [0, 1]
nk
× [0, 1]
mℓ(k)
.
(iii) It holds that #k(U) ≤ (m−1)M0 := L0, where M0 is the constant in Theorem 2.1.
Proof. Take u ∈ {0, 1, . . . ,mk − 1}. Let u
mk
=
∑k
i=1
ui
mi
be the m-adic expansion of u
mk
.
Then
E˜k ∩ (R × (u, u + 1)
mk
) = (Φu1 ◦ · · · ◦Φuk [0, 1]) ×
(u, u+ 1)
mk
.
(i) If π2(U) ⊂ [u, u+1]/mk for some u ∈ {0, 1, · · · ,mk−1}, then U must be a connected
component of (Φu1 ◦ · · · ◦Φuk [0, 1]) × [u,u+1]mk since U is connected. It follows that
U =
[x, x+ p′]
nk
× [y, y + p
′′]
mℓ(k)
,
where [x,x+p
′]
nk
is a connected component of Φu1 ◦ · · · ◦Φuk [0, 1], and [y,y+p
′′]
mℓ(k)
is a connected
component of Ψℓ(k)([0, 1]) ∩ [u,u+1]
mk
. Clearly, 1 ≤ p′ ≤ n− 1 and 1 ≤ p′′ ≤ m− 1.
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(ii) If u/mk ∈ π◦2(U), then π2(U) ⊂ [u− 1, u+ 1]/mk. Set
U ′ = U ∩
(
R× [u, u+ 1]
mk
)
, U ′′ = U ∩
(
R× [u− 1, u]
mk
)
.
Let [0, q′]/m and [m − q′′,m]/m be the first and last connected component of Ψ[0, 1],
respectively. It is seen that q′ + q′′ ≤ m− 1 since D has a vacant row. Then U ′ = I ′ × J ′
is a Cartesian product, where I ′ is a subset of Φu1 ◦ · · · ◦Φuk [0, 1], and J ′ = umk +
[0,q′]
mℓ(k)
.
Let u−1
mk
=
∑k
i=1
vi
mi
be the m-adic expansion of u−1
mk
. Similarly, U ′′ = I ′′× J ′′, where I ′′
is a subset of Φv1 ◦ · · · ◦ Φvk [0, 1] and J ′′ = umk +
[−q′′,0]
mℓ(k)
.
Finally, U is connected implies that I ′ ∪ I ′′ is connected, so(
I ′ × [u, u+ 1]
mk
)
∪
(
I ′′ × [u− 1, u]
mk
)
is contained in a component of E˜k. We note that I
′ ∪ I ′′ contains at most M0 numbers
of intervals of length n−k by Theorem 2.1. Let I ′ = A′/nk + [0, 1/nk ] and I ′′ = A′′/nk +
[0, 1/nk], we obtain (ii).
(iii) In case (i), we have #k(U) = p
′p′′ ≤ (m − 1)M0 since p′ ≤ M0. In case (ii), since
(#A′) + (#A′′) ≤M0 and q′ + q′′ ≤ m− 1, we have
#k(U) ≤ q′(#A′) + q′′(#A′′) ≤ (q′ + q′′)M0 ≤ (m− 1)M0.
The lemma is proved. 
8. Arithmetic doubling property
In this section, we show that if µE is doubling, then it is also doubling in an arithmetic
sense, which leads to the measure preserving property of bi-Lipschitz maps.
Notations about words. We shall use the following notations.
We use ε0 to denote the empty word, and use x ∗ y to denote the concatenation of
two words. Let S be the shift operator on words defined by S(c1 . . . ck) = c2 . . . ck. Set
χq(x1 . . . xk) = x1 . . . xq be the prefix of x1 . . . xk with length q; especially χ(x1 . . . xk) = x1.
In {0, 1, . . . ,m− 1}k, we set ≺ to be the dictionary order; for a word c1 . . . ck we denote
by (c1 . . . ck)
+ the word larger than and adjacent to c1 . . . ck.
For a word c = c1 . . . ck over integers, we denote
∏
c =
∏k
j=1 cj .
For j ∈ {0, 1, . . . ,m−1}, we denote a(j) = aj; moreover, for y1 . . . yk ∈ {0, 1, . . . ,m−1}k,
we define a(y1 . . . yk) = a(y1) . . . a(yk). Denote
A = {aj ; j ∈ E} = {a∗1, . . . , a∗p˜}.
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Recall that Mj is the occurrence of a
∗
j in the distribution sequence. We define M : A →
{M1, . . . ,Mp˜} by M(a∗j ) = Mj ; moreover, if c1 . . . ck ∈ Ak, we define M(c1 . . . ck) =∏k
j=1M(cj).
Note that approximate squares of rank k may have different numbers of direct offsprings
by Lemma 7.1. To handle the offsprings of approximate squares, we introduce the following
notion.
Definition 8.1. Let W = Q(x,y) be an approximate square of rank k, where y =
y1 . . . yℓ(k). We define its color to be the word a(yk+1yk+2 . . . yℓ(k)) over A if ℓ(k) > k, or
to be ε0 if ℓ(k) = k, where ǫ0 = 1.
Lemma 8.2. Let E ∈ Mt,v(n,m), and let W = Q(x,y) be an approximate square of rank
k with color c.
(i) µE(W ) =
∏
(c)/N ℓ(k).
(ii) If ℓ(k) = k, the set of colors of direct offsprings of W is
{S(z); z ∈ Aℓ(k+1)−k},
and for any w′ = S(z) in the above set, the number of direct offsprings with this color is
N ·M(w′).
(iii) If ℓ(k) > k, the set of colors of direct offsprings of W is
{S(c ∗ z); z ∈ Aℓ(k+1)−ℓ(k)},
and for each w′ = S(c ∗ z), the number of direct offsprings with this color is χ(c) ·M(z).
Proof. (i) To compute µE(W ), we count the number of basic rectangles of rank ℓ(k)
containing in W . Let R = R(x˜, y˜) be a basic rectangle of rank ℓ(k). It is seen that R is
contained in W if and only if x˜ = x ∗ xk+1 . . . xℓ(k), y˜ = y and (xj, yj) ∈ D for j > k; so
there are
∏
a(yk+1 . . . yℓ(k)) of such rectangles, and (i) follows.
(ii) Let W ′ = Q(x1 . . . xk+1, y1 . . . yℓ(k+1)) be a direct offspring of W = Q(x,y). Since
ℓ(k) = k, we have
(8.1) (xk+1, yk+1) ∈ D and yj ∈ E for j = k + 2, . . . , ℓ(k + 1).
Denote z = a(yk+1 . . . yℓ(k+1)) ∈ Aℓ(k+1)−k, then the color of W ′ is a(yk+2 . . . yℓ(k+1)) =
S(z). This proves the first assertion of (ii). Once a color w′ = S(z) is fixed, we have N
choices of (xk+1, yk+1), and we haveM(a(yj)) choice for a(yj) for every k+2 ≤ j ≤ ℓ(k+1),
soW has N ·M(a(yk+2 · · · yℓ(k+1))) = N ·M(w′) number of direct offsprings with the color
w′.
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(iii) Let W ′ = Q(x ∗ xk+1,y ∗ yℓ(k)+1 · · · yℓ(k+1)) be a direct offspring of W = Q(x,y),
then
(8.2) (xk+1, yk+1) ∈ D and yj ∈ E for j = ℓ(k) + 1, . . . , ℓ(k + 1).
Denote z = a(yℓ(k)+1 . . . yℓ(k+1)) ∈ Aℓ(k+1)−ℓ(k). Since c = a(yk+1 · · · yℓ(k)), the color of W ′
is
a(yk+2 · · · yℓ(k)yℓ(k)+1 . . . yℓ(k+1)) = S(c ∗ z).
On the other hand, fix a color w′ = S(c ∗ z), the choices of xk+1 is a(yk+1) = χ(c), and
for each j ≥ ℓ(k) + 1, the choices of a(yj) is M(a(yj)), so the total number of choices is
a(yk+1)M(a(yℓ(k)+1 . . . yℓ(k+1))) = χ(c) ·M(z).

The next lemma says if µE is doubling, then the approximates squares (members) in a
component of Ek have ‘almost’ the same color.
Lemma 8.3. Let E ∈ Mt,v,d(n,m), and let U be a component of Ek. Then the colors of
two members of U differ at most at two entries.
Proof. First, we assume thatD satisfies King’s separation condition. PickQ(x,y), Q(x′,y′) ∈
U . Denote y = y1 . . . yℓ(k),y
′ = y′1 . . . y
′
ℓ(k). If a0 6= 0 and am−1 6= 0, then ajaj+1 = 0 for
all 0 ≤ j ≤ m − 2, then Q(x,y) and Q(x′,y′) must be located in the same row, which
implies that y = y′. If a0 = 0 or am−1 = 0, then a similar argument shows that yi = y
′
i
for 1 ≤ i ≤ ℓ(k)− 1. So the lemma holds in this case.
Now we assume that D does not satisfies King’s separation condition, then µE is dou-
bling implies that a(0) = a(m − 1) (see Remark 1.6). Since E possesses a vacant row,
by Lemma 7.3, there exists a word y = y1 . . . yℓ(k)−1 ∈ Eℓ(k)−1, such that π2(U) (where
π2(x, y) = y) falls into the following two cases.
Case (i). π2(U) ⊂ ϕy1...yℓ(k)−1([0, 1]), where ϕj(y) = y+jm , y ∈ R for j ∈ E .
In this case, it is obvious that the colors of Q(x,y), Q(x′,y′) can only differ at the last
entries.
Case (ii). π2(U) ⊂ ϕy1...yℓ(k)−1([0, 1]) ∪ ϕz1...zℓ(k)−1([0, 1]), where z = z1 . . . zℓ(k)−1 =
(y1 . . . yℓ(k)−1)
+.
Then there exists h ≥ 1 such that yh, yh + 1 ∈ E , and
y = y1 . . . yh−1yh(m− 1)ℓ(k)−h−1, z = y1 . . . yh−1(yh + 1)0ℓ(k)−h−1.
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Since a(0) = a(m − 1), we see that the colors of Q(x,y) and Q(x′,y′) are digit-wisely
equal except at the positions h and ℓ(k). 
The following lemma shows that measures of approximation squares in a component of
Ek change slowly in an arithmetic sense.
Lemma 8.4. Let E ∈ Mt,v,d(n,m) and U be a component of Ek. Let L0 be the constant
in Lemma 7.3 (iii). Then
(i) If B1 and B2 are two members of U , then
µE(B1)
µE(B2)
∈ Z ∩ (0, n
2m)
(a∗1 · · · a∗p˜)2
.
(ii) Let B be a member of U , then there exists a positive integer H ′ < L0n
2m such that
µE(U)
µE(B)
=
H ′
(a∗1 · · · a∗p˜)2
,
µE(B)
µE(U)
∈ Z
H ′
.
(iii) If U ′ is a direct offspring of U , then there exists a positive integer H satisfying
H < L0n
m(6+⌊1/σ⌋) := L1, such that
µE(U)
µE(U ′)
∈ Z
H
.
Proof. (i) Let c1 and c2 be the color of B1 and B2, respectively. Then by Lemma 8.2 (i)
and Lemma 8.3,
µE(B1)
µE(B2)
=
∏
c1∏
c2
=
c1(i)c1(j)
c2(i)c2(j)
.
Notice that c1(i)c1(j)
c2(i)c2(j)
· (a∗1 · · · a∗p˜)2 is an integer, and it is less than n2m because a∗j < n and
p˜ < m. This proves (i).
(ii) Let Bj, j = 1, . . . , h be the members of U . By (i),
µE(U)
µE(B)
=
∑h
j=1 µE(Bj)
µE(B)
=
∑h
j=1 nj
(a∗1 · · · a∗p˜)2
,
where nj are integers in (0, n
2m). Let H ′ =
∑h
j=1 nj, since h ≤ L0, we have H ′ < h ·n2m ≤
L0n
2m. So (ii) holds.
(iii) Let B′ be a member of U ′ and let B be its direct ancestor. (Clearly B is a member
of U .) Let w and w′ be the colors of B and B′, respectively. By Lemma 8.2, w′ = S(w∗u)
for some u ∈ Aℓ(k+1)−ℓ(k). It follows that
µE(B)
µE(B′)
=
∏
w∏
S(w ∗ u) ·N
ℓ(k+1)−ℓ(k) ∈ Z
(a∗1 · · · a∗p˜)ℓ(k+1)−ℓ(k)
.
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By item (ii) we just proved,
µE(U)
µE(B)
∈ Z
(a∗1 · · · a∗p˜)2
and
µE(B
′)
µE(U ′)
∈ Z
H ′
where H ′ < L0n
2m. Set H = H ′ · (a∗1 · · · a∗p˜)ℓ(k+1)−ℓ(k)+2, then µE(U)µE(U ′) ∈
Z
H .
Finally, since ℓ(k + 1) − ℓ(k) < ⌊1/σ⌋ + 2, we have H < L0n2m(a∗1 · · · a∗p˜)⌊1/σ⌋+4 <
L0n
m(6+⌊1/σ⌋). 
9. Measure preserving property
In this section, we prove Theorem 1.3, which asserts the measure preserving property
of bi-Lipschitz maps between sets in Mt,v,d(n,m).
For a self-affine carpet F , we use Fk to denote the union of all approximate squares of
rank k of F . The following is a second variation of [6, Lemma 3.2]. (The first variation is
Lemma 2.1).
Lemma 9.1. Let E,F ∈ Mt,v(n,m) be two self-affine carpets. Let f : E → F be a
bi-Lipschitz map with Lipschitz constant C0. Then there exists integer p0 such that, for
any k ≥ 1 and any component U of Ek, there exist a group of components of Fk+p0, which
we denote by Jj , 1 ≤ j ≤ q, such that
(9.1) f(U ∩E) =
q⋃
j=1
(Jj ∩ F ),
and all Jj are offsprings of a component I in Fk−p0.
Proof. Set
(9.2) p0 = ⌊logn(2mC0L0)⌋+ 1,
where L0 is the constant in Lemma 7.3 (iii). Let J be a connected component of Fk+p0 ,
we claim that:
(9.3) either (J ∩ F ) ⊂ f(U ∩E), or (J ∩ F ) ∩ (f(U ∩ E)) = ∅.
Suppose on the contrary that the above assertion is false, then on one hand, there exists
x ∈ U ∩ E with f(x) ∈ J , and on the other hand, there exists y ∈ J ∩ F such that
f−1(y) /∈ U ∩ E. The points x and f−1(y) belong to different components of Ek implies
that |x− f−1(y)| ≥ 1
nk
, so
(9.4) |f(x)− y| ≥ C−10 |x− f−1(y)| ≥
1
C0nk
.
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On the other hand, since f(x), y ∈ J , we have
(9.5) |f(x)− y| ≤ diam(J) ≤ 2L0
mℓ(k+p0)
≤ 2mL0
nk+p0
.
Relations (9.4) and (9.5) imply that 2mL0
nk+p0
≥ 1
C0nk
, which contradicts the choice of p0. The
claim is proved.
Applying the above claim to the map f−1 : F → E, we obtain that for any component
U ∈ Ek (we choose the set U in the above) and any component V ∈ Fk−p0, it holds that
either U ∩ E ⊂ f−1(V ∩ F ) or (U ∩ E) ∩ f−1(V ∩ F ) = ∅.
We pick such component I in Fk−p0 such that U ∩ E ⊂ f−1(I ∩ F ), thus
q⋃
j=1
(Jj ∩ F ) = f(U ∩ E) ⊂ I ∩ F,
the lemma is proved.

Let E be a self-affine carpet in Mt,v(n,m). We shall denote by CE,k the collection of
components of Ek, and set CE =
⋃
k≥0 CE,k.
Suppose f : E → F is a bi-Lipschitz map with Lipschitz constant C0. Define
τ(U) =
µF (f(U ∩ E))
µE(U ∩ E) ,
for any U in CE . Since the measures µF ◦ f and µE are equivalent (Theorem 1.1), we have
λ = sup
U∈CE
τ(U) <∞.
Recall that Ei = Si(E) for i ∈ Dk.
Proof of Theorem 1.3 . Recall that L0 is a upper bound of the number of members in
a component of Ek, k ≥ 0 (see Lemma 7.3(iii)). Set L2 = L0n2m+1(mn2)(2p0+2)/σ, where
p0 is the integer in Lemma 9.1.
Notice that for any U ∈ CE, there is a cylinder Ei, such that U∩E ⊂ Ei, and conversely,
any cylinder Ei is contained in some V ∈ CE . Hence, we only need to prove that there
exists U ∈ CE such that f : (U ∩E,µE)→ (f(U ∩ E), µF ) is measure preserving.
Obviously, if τ(U) = λ, then f |U∩E must be measure preserving by the maximality of
λ, and U is the desired component.
Suppose the theorem is false, which means for any component U ∈ CE , f |U∩E is not
measure preserving. It follows that τ(U) < λ for any U ∈ CE .
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Set ǫ = 1/21+L1L2 where L1 is the constant in Lemma 8.4(iii). By the definition of λ, we
see that there exists U ∈ CE such that
λ(1− ǫ) < τ(U) < λ.
Let k be the rank of U . Without loss of generality, we can assume that k is large enough
such that
(9.6) ℓ(k − p0)− (k − p0) ≥ 2p0 + 1.
Let U1, . . . , Up be the direct offsprings of U . Without loss of generality, we may assume
that τ(Uh) > τ(U) for some 1 ≤ h ≤ p. For, since f |U∩E is not measure preserving, there
exists an offsprings U ′ of U such that τ(U ′) > τ(U). Let U∗ be the direct ancestor of U ′,
and we can replace U by U∗ to start our discussion. In the following, we estimate
(9.7) τ(Uh) =
µF (f(Uh ∩ E))
µE(Uh)
.
By Lemma 9.1, f(U ∩ E) can be decomposed into
f(U ∩E) =
q⋃
j=1
(Jj ∩ F ),
where Jj are components of Fk+p0 , and are offsprings of a component I0 ∈ Fk−p0 . Applying
Lemma 9.1 to Uh, we see that there exists I1, . . . , It, which are components of Fk+1+p0 ,
such that f(Uh ∩ E) =
⋃t
i=1(Ii ∩ F ). (Obviously I1, . . . , It are offsprings of I0.)
Next, we take an approximate square B in Ii (for example, we can choose the most
left-bottom member in I1), and let B0 be the member of I0 containing B. Denote the
color of B0 by c, and denote
α =
∏
S2p0+1(c)
(N ′)ℓ(k+p0+1)(b∗1 · · · b∗p˜)2
.
We shall show that µF (f(U ∩ E)) and µF (f(Uh ∩ E)) are multiples of α, and they com-
parable to α.
Pick any Jj and any member B
′ of it. Denote by c′ the color of the member of I0
containing B′. Applying Lemma 8.2 (iii) repeatedly, we obtain that the color of B′ is
S2p0(c′ ∗ z′) for some z′ ∈ Bℓ(k+p0)−ℓ(k−p0), so by Lemma 8.2 (i),
µF (B
′) =
∏
S2p0(c′ ∗ z′)
(N ′)ℓ(k+p0)
.
Similarly, pick any Ii and any member B
′′ of it. Denote by c′′ the color of the member of
I0 containing B
′′, then the color of B′′ is S2p0+1(c′′ ∗ z′′) for some z′′ ∈ Bℓ(k+p0+1)−ℓ(k−p0),
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and
µF (B
′′) =
∏
S2p0+1(c′′ ∗ z′′)
(N ′)ℓ(k+p0+1)
.
Since c differs at most two entries with c′ as well as c′′ (Lemma 8.3), we conclude that
both
∏
S2p0(c′ ∗ z′) and ∏S2p0+1(c′′ ∗ z′′) are multiplies of ∏S2p0+1(c)
(b∗1 ···b
∗
p˜
)2
, which implies that
µF (B
′)
α
∈ Z+ and µF (B
′′)
α
∈ Z+.
Hence
µF ◦ f(U ∩ E)
α
=
q∑
j=1
µF (Jj)
α
=
q∑
j=1
∑
B′∈Jj
µF (B
′)
α
∈ Z+.
Similarly, we have µF ◦f(Uh∩E)α ∈ Z+.
Let u and u′ be two integers such that µF ◦ f(U ∩E) = uα and µF ◦ f(Uh ∩E) = u′α,
then
τ(Uh) =
u′α
µE(U)
µE(U)
µE(Uh)
=
u′
u
· µE(U)
µE(Uh)
τ(U).
By Lemma 8.4 (iii), the denominator of µE(U)µE(Uh) is smaller than L1. We claim that
u′ ≤ u < L2. Notice that
µF (B0)
α
=
∏
c
(N ′)ℓ(k−p0)
· (N
′)ℓ(k+p0+1)(b
∗
1 ···b
∗
p˜)
2∏
S2p0+1(c)
≤ (b∗1)2p0+1(N ′)ℓ(k+p0+1)−ℓ(k−p0)(b∗1 · · · bp˜)2
< (b∗1)
2p0+1+2m(mn)
2p0+1
σ
+1,
which together with Lemma 8.3 imply that
u =
µF ◦ f(U ∩E)
α
≤ µF (I0)
α
≤ L0(b∗1)2
µF (B0)
α
< L0(b
∗
1)
2p0+3+2m(mn)
2p0+1
σ
+1 < L2.
Our claim is proved.
Therefore, since τ(Uh) > τ(U), we have
τ(Uh)− τ(U) ≥ 1
L1u
· τ(U) ≥ 1
L1L2
τ(U).
It follows that τ(Uh) ≥ τ(U)
(
1 + 1L1L2
)
> λ, which is a contradiction. The theorem is
proved. 
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10. Proof of Theorem 1.4
In this section, we use an number-theoretic argument to prove Theorem 1.4.
For a prime number p ∈ Z, the p-adic valuation function vp(k) denotes the number of
factor p containing in k ∈ Z. For a rational number k1/k2, vp(k1/k2) = vp(k1) − vp(k2).
For any x ∈ Q, we define
|x|p = p−vp(x),
then | · |p is a non-archimedean absolute value on Q. (See[9])
In this section, we always assume that E,F ∈ Mt are two self-affine carpets such that
µE and µF have the same multifractal spectra. Then by Theorem 1.2,
(10.1)
a∗i
b∗i
=
(
N
N ′
)1/(1−σ)
, for i = 1, . . . , p˜.
Denote
(10.2) A = {a∗1, . . . , a∗p˜}, B = {b∗1, . . . , b∗p˜}.
For 1 ≤ j ≤ p˜, we call b∗j the dual of a∗j , vice versa. Moreover, we say a word z = z1 . . . zk ∈
Bk is the dual of w = w1 . . . wk ∈ Ak, if zj is the dual of wj for all j = 1, . . . , k.
LetW andW ′ be the approximate squares of Ek and Fk with color c and c
′ respectively.
If c′ is the dual of c, by Lemma 8.2 and (10.1), we have
(10.3)
µE(W )
µF (W ′)
=
∏
c · (N ′)ℓ(k)∏
c′ ·N ℓ(k) =
(
a∗1
b∗1
)ℓ(k)−k (N ′
N
)ℓ(k)
=
(
N
N ′
)σℓ(k)−k
1−σ
.
Let us denote
(10.4) γk =
(
N
N ′
)σℓ(k)−k
1−σ
.
Lemma 10.1. Let E,F ∈ Mt(n,m) and assume that µE and µF have the same multi-
fractal spectrum. If σ ∈ Qc and N 6= N ′, then
(i) γk < m and all γk’s are distinct rational numbers.
(ii) If p is a prime factor of the denominator of γk, then p is a factor of b
∗
1N .
(iii) There exists a prime number p such that vp(γk) tends to −∞ as k →∞.
Proof. The assumption µE and µF have the same multifractal spectrum implies that
a∗1/b
∗
1 = (N/N
′)1/(1−σ), and by (10.3), we have
(10.5) γk =
(
a∗1
b∗1
)ℓ(k)−k
·
(
N ′
N
)ℓ(k)
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is a rational number. Denote {x} the fractional part of x. We have
γk =
(
a∗1
b∗1
)−σ{k/σ}
< nσ = m.
Since σ ∈ Qc, we have {k/σ} are distinct, so γk are distinct. Item (i) is proved.
Item (ii) follows from equation (10.5).
Let p be a prime factor of b∗1N . Denote u = vp(a
∗
1/b
∗
1) and u
′ = vp(N
′/N). Then
u(1/σ − 1) + u′/σ 6= 0 by the irrationality of σ. So
vp(γk) = u(ℓ(k) − k) + u′ℓ(k) = k(u( 1
σ
− 1) + u
′
σ
)− (u+ u′){k
σ
}
either tends to +∞ or tends to −∞ as k →∞.
Since γk < m, we have that vp(γk) tends to −∞ for at least one prime factor of b∗1N ,
which proves (iii). 
Proof of Theorem 1.4. The assumption E and F are Lipschitz equivalent implies that
µE and µF have the same multifractal spectrum. Hence, by Theorem 1.2, an easy calcu-
lation shows that (ak)
m−1
k=0 is a permutation of (bk)
m−1
k=0 if and only if N = N
′. Suppose on
the contrary that N 6= N ′.
Let p be a prime factor of b∗1N such that vp(γk) tends to −∞ as k → ∞(see Lemma
10.1(iii)). Let h be the element in {1, . . . , p˜} such that vp(a∗h) ≤ vp(a∗j ) for all j.
Let Ei be a cylinder such that f |Ei is measure preserving (see Theorem 1.3). Recall
that CE denotes the collection of components in Ek, k ≥ 0. Let U0 be an element in CE
such that U0 ∩ E ⊂ Ei. Denote the rank of U0 by k0.
For each k > ℓ(k0), there is an offspring U of U0 with rank k such that a member B
of U has color a∗ = (a∗h)
ℓ(k)−k. By Lemma 9.1, f(U ∩ E) = ⋃qj=1(Jj ∩ F ), where Jj are
components of Fk+p0. By Lemma 8.4 (ii),
µE(U) =
u
∏
a∗
N ℓ(k)(a∗1 . . . a
∗
p˜)
2
for some integer u < L0n
2m. Similarly, for j = 1, . . . , q, let bj be the color of left-bottom
member of Jj , then we have
µF (Jj) =
uj
∏
bj
(N ′)ℓ(k+p0)(b∗1 . . . b
∗
p˜)
2
for some integer uj < L0n
2m.
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In the following we estimate |µF (Jj)/µE(U)|p. Let aj be the dual of bj , and let n0 =
|bj | − |a∗| = ℓ(k + p0)− ℓ(k)− p0. The condition E ∼ F implies (10.1), so we have
µF (Jj)
µE(U)
=
uj
∏
bj ·N ℓ(k)
u
∏
a∗ · (N ′)ℓ(k+p0) ·
(
a∗1
b∗1
)2p˜
=
uj
∏n0
i=1 bj(i)
u · (N ′)n0+p0
(
a∗1
b∗1
)2p˜
·
∏
Sn0(aj)∏
a∗
· γ−1k
:= H1 ·H2 · γ−1k .
The numerator and denominator of H1 are both bounded, so |H1|p is also bounded. As
for H2, we have |H2|p ≤ 1 by the minimality of a∗h. Therefore,∣∣∣∣µF (Jj)µE(U)
∣∣∣∣
p
= |H1|p · |H2|p · |γ−1k |p → 0 as k →∞.
Denote λ = µF ◦ f(Ei)/µE(Ei), which is apparently a rational number by (10.6) and
measure preserving property. On one hand, we have for all k > ℓ(k0),
∣∣∣µF ◦f(U∩E)µE(U) ∣∣∣p = |λ|p
is a constant; on the other hand, we have∣∣∣∣µF ◦ f(U ∩ E)µE(U)
∣∣∣∣
p
=
∣∣∣∣∣
∑q
j=1 µF (Jj)
µE(U)
∣∣∣∣∣
p
≤ max
j=1,...,q
∣∣∣∣µF (Jj)µE(U)
∣∣∣∣
p
→ 0
as k →∞. This contradiction proves the theorem. 
11. Structure tree of a metric space
In this section, we introduce a structure tree to describe the nestle structure of the
metric space.
Notations. Let T be a tree with root and we denote the root by φ. Let v, v′ be two
vertices of T . The level of v is the distance from the root φ to v. We say v′ is a direct
offspring of v, if there is an edge from v to v′, and the level of v′ is equal to the level of v
plus 1, and meanwhile, we say v is the direct ancestor of v′. We say v′ is an offspring of v
if there is a path from v to v′. (See for instance, [1].)
In this paper, we always assume that any vertex of T has at least one direct offspring.
The boundary of T , denoted by ∂T , is defined to be the collection of infinite path emanating
from the root; we shall denote such a path by v = (vk)
∞
k=0, where vk is a vertex of level k
in the path. In what follows, an infinite path always means that a path emanating from
the root. Given 0 < ξ < 1. We equip ∂T with the metric
dξ(u,v) = ξ
|u∧v|,
where u∧v denote the maximal common prefix of u and v, and |u| denote the level of u.
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Definition 11.1. Let X be a compact metric space and let T be a rooted tree. We call
T a structure tree of X if
(i) The root is φ = X and every vertex of T is a closed subset of X;
(ii) If v1, . . . , vp are direct offsprings of v, then v =
⋃p
j=1 vj.
Example 11.1. Let T be a rooted tree such that each vertex of T has at least one direct
offspring. Let ∂T be the boundary of T . If we identify a vertex v as the subset of ∂T
consisting of the infinite paths passing v, then T is a structure tree of ∂T .
Example 11.2. Here we give two structure trees of E ∈ K(n,m,D).
(i) Let T1 be a tree such that the vertices of level k are W ∩E, where W runs over the
approximate squares in Ek. We define a edge from vertex u to v if v ⊂ u and the level of
v is equal to the level of u plus 1. Clearly T1 is a structure tree of E.
(ii) Let T2 be a tree such that the vertices of level k are U ∩ E, where U runs over the
components of Ek. Then the vertex set of T2 is CE ∩E =
⋃
k≥0 CE,k ∩E. We define a edge
from u to v as (i). We shall call T2 the structure tree of E induced by CE. This structure
tree plays an important role in our discussion. For simplicity, we sometimes say that U is
a vertex of T2 instead of U ∩ E.
In Example 11.2, the tree T2 is a better choice for the study of Lipschitz classification,
since the vertices of the same level are ‘nicely’ separated. This motivates us to give the
following definition.
Let (X, d) be a metric space. For two set A,B ⊂ X, we define d(A,B) = inf{d(a, b); a ∈
A, b ∈ B}.
Definition 11.2. Let T be a structure tree of the compact metric space (X, d). If there
exist a real number 0 < ξ < 1 and a constant α0 > 0 such that, for any k ≥ 0 and any
vertices u, v of level k,
α−10 ξ
k ≤ diam u ≤ α0ξk and d(u, v) ≥ α−10 ξk,
then we say T is ξ-regular.
Similar idea has been appeared in Jiang et al. [11], where a ξ-regular structure tree of
X is called a configuration of X there. The following result is essentially contained in [11].
Theorem 11.1. [11] Let (X, d) be a compact metric space and let T be a structure tree
of X. If T is ξ-regular, then (X, d) ∼ (∂T, dξ).
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Proof. For any x ∈ X, there is a unique infinite path (vk)k≥0 such that {x} =
⋂
k≥0 vk.
Denote by g the map from ∂T to X defined by g((vk)
∞
k=0) = x. Clearly g is a bi-Lipschitz
map. 
Now we consider a special ‘subtree’ of a rooted tree T . Let p ≥ 2 be an integer. Let
T ∗ be the tree whose vertices consists of the vertices of T with level pk, k ≥ 0. For two
vertices u, v ∈ T ∗, v is an offspring of u if v is an offspring of u in T , and v is a direct
offspring of u if |v| = |u|+ p in addition, where |v| denotes the level of v in T . We call T ∗
the p-subtree of T . The following result is obvious.
Theorem 11.2. For any ξ ∈ (0, 1), it holds that (∂T, dξ) ∼ (∂T ∗, dξp).
Proof. Let g : ∂T → ∂T ∗ be a map defined by g((vk)k≥0) = (vpk)k≥0. Clearly, g is a
bijection. Pick any (uk)k≥0, (vk)k≥0 ∈ ∂T , let s be the integer satisfies that upk = vpk for
all 0 ≤ k ≤ s and up(s+1) 6= vp(s+1), then
dξp(g((uk)k≥0)), g((vk)k≥0)) = (ξ
p)s.
Notice that ps ≤ |(uk)k≥0 ∧ (vk)k≥0| ≤ ps+ p− 1, so we have
ξps+p−1 ≤ dξ((uk)k≥0, (vk)k≥0) ≤ ξps,
it follows that
dξ((uk)k≥0, (vk)k≥0) ≤ dξp(g((uk)k≥0), g((vk)k≥0)) ≤ 1
ξp−1
dξ((uk)k≥0, (vk)k≥0),
hence g is bi-Lipschitz, the theorem is proved. 
12. Regular self-affine carpets with vacant rows
In this section, we discuss the regular self-affine carpets which are totally disconnected
and possess vacant rows; we denote the collection of such self-affine carpets by Mt,v,r.
(We remark that the uniform Bernoulli measure of a regular self-affine carpet is always
doubling.)
Let E = K(n,m,D) ∈ Mt,v,r. Recall that N = #D, and s is the number of non-vacant
rows. Then we have aj = 0 or aj = N/s. For k ≥ 0, we define
(12.1) θk = (N
ksℓ(k)−k)−1, rk = N · sℓ(k+1)−ℓ(k)−1,
where we set ℓ(0) = 0 by convention.
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Let W be an approximate square in Ek. By Lemma 7.1 and Lemma 7.3, W has rk
direct offsprings, and the locations of the direct offsprings of W is a cartesian product.
Let us denote µ = µE for simplicity. Then
(12.2) µ(W ) = (r0 · · · rk−1)−1 = θk.
12.1. The coin lemma. The following lemma is motivated by Xi and Xiong [28] which
deals with the fractal cubes. Recall that CE,k is the collection of components of Ek.
Lemma 12.1. (Coin Lemma.) Let U ∈ CE,k. Then there exist V1, . . . , Vq ∈ CE,k+1
which are direct offsprings of U , such that
∑q
j=1 µ(Vj) = θk.
Proof. We pick an h ∈ {0, 1, . . . ,m− 1} such that ah = 0; such h exists since E possesses
vacant rows. Let us consider the four members S1, S2, S3 and S4 at the four corners of U .
Let S1 = Q(x,y) be the most left-top approximate square in U . Write y = y1 . . . yℓ(k),
and denote by z the control point, that is, the left-bottom point of S1. Denote Dyk+1 =
{x; (x, yk+1) ∈ D}. Let b0 ∈ {0, 1, . . . , n − 1} \ Dyk+1 . Then the horizontal lines passing
z + (0, h+0.5
mℓ(k)+1
) and the vertical line passing z + ( b0+0.5
nk+1
, 0) make a cross, and this cross
divides the direct offsprings of S1 into four disjoint parts. Especially, the offsprings in the
left-top part are isolated and thus exactly build one or several components of Ek+1; let us
denote the collection of these components by U1.
Let S2 = Q(x
′,y′) be the most right-top approximate square in U . Then y = y′ since
the control points of members of U is a cartesian product or the union of two sets which
are cartesian product by Lemma 7.3. Denote by z′ the control point of S2. Shifting the
above cross by z′ − z, the new cross divides the direct offsprings of S2 into four disjoint
parts. Especially, the offsprings in the right-top part build one or several components of
Ek+1, and we denote the collection of these components by U2. It is seen that∑
V ∈U1∪U2
µ(V ) =
#{j; aj > 0 and j > h}
s
· θk.
Let S3 be the most left-bottom approximate square in U , and let S4 be the most
right-bottom one. Similar as above, there exist U3 and U4 which are two collections of
components of Ek+1 containing in S3 and S4 respectively, such that∑
V ∈U3∪U4
µ(V ) =
#{j; aj > 0 and j < h}
s
· θk.
The lemma is proved. 
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Remark 12.2. From the above discussion, we see that if h = 0, then U3 and U4 are empty
(and a similar conclusion holds if h = m − 1). Nevertheless, we see that a component U
of Ek has at least 2 direct offsprings since it must split.
12.2. Homogenous tree. Let T be a tree with root φ. If for every vertex of level k,
it has rk number of direct offsprings, we call such T a homogenous tree with parameter
(rk)k≥0. We equip ∂T with the following metric:
d1/n(u,v) = n
−|u∧v|.
We equip ∂T with the uniform measure which we denote by ν. For a vertex u ∈ T , we
denote by [u] the set of infinite path emanating from φ and passing u. Then for a vertex
u of T of level k, we have
(12.3) ν([u]) =
(
k−1∏
i=0
ri
)−1
.
The following theorem asserts that the tree T is a symbolic representation of E.
Theorem 12.1. Let E ∈ Mt,v,r(n,m) and let T be a homogenous tree with parameters
(rk)k≥0 defined in (12.1). Then E ∼ (∂T, d1/n).
Proof. Let S be the structure tree of E induced by the components in Ek, k ≥ 0 (see
Example 11.2(ii).) Let us denote the root of S and T by φS and φT respectively. Clearly,
S is 1/n-regular, so E ∼ (∂S, d1/n) by Theorem 11.1.
For any vertex u of T of level k, by (12.3) and (12.2), we have
(12.4) ν([u]) =
(
k−1∏
i=0
ri
)−1
= θk.
Let L0 be the constant in Lemma 7.3(iii). Let p be an integer such that 2
p−1 ≥ L20. We
shall define a map ∆ on vertices of S whose level is a multiple of p.
First, we define ∆(φS) = φT , that is, φS is mapped to φT . Suppose that ∆ has been
defined for vertices of S whose level is no larger than pk, and ∆ satisfies the following
three properties:
(P1) For a vertex u of S of level ph with h ≤ k, its image ∆(u) is a subset of vertices of
T of level ph sharing the same ancestor of level p(h − 1); images of different vertices are
disjoint;
(P2) ∆ is measure preserving.
(P3) If u′ is an offspring of u, then ∆(u′) are offsprings of ∆(u).
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Let U be a component of Epk, or equivalently, U is a vertex of S of level pk. We are
going to extend ∆ to the offsprings of U in CE,p(k+1).
Let V = {V1, . . . , Vh′} be the set of offsprings of U in CE,p(k+1), or in other words, Vj ’s
are p-step offsprings of U . Let g is the number of members of U , then g ≤ L0 by Lemma
7.3(iii). We claim that
Claim 1. The collection V has a partition
(12.5) V = V ′1 ∪ · · · ∪ V ′g,
such that all parts have the same measure, that is, µ(V ′j) = θpk for each j.
Let U = {U1, . . . , Uq} be the set of offsprings of U in CE,p(k+1)−1. By Remark 12.2, we
have q ≥ 2p−1 ≥ L20.
Denote δ = θp(k+1)−1. By Lemma 12.1, the direct offsprings of Ui can be divided into
two collections Vsi and Vbi , such that total measure of Vsi is δ (small collection), and that
of Vbi is (Ni − 1)δ ≤ (L0 − 1)δ (big collection), where Ni is the number of members of Ui.
Therefore, we have a partition of V as
V =
q⋃
i=1
(Vsi ∪ Vbi ).
Now we regard δ as one ‘dollar’ and regard each Vsi as a one-dollar coin. We regard Vbi
as a big coin that its value varies from 0 to L0 − 1. The total wealth of these coins is gM
‘dollars’, where M =
∏p−2
j=0 rkp+j.
Imagine that V is a collect of 2q coins. Then Claim 1 holds due to following facts: first,
the biggest value of a coin is L0− 1; secondly, we have plenty of one-dollar coins (actually,
the number is bigger than q, and q ≥ L20 ≥ gL0 since g ≤ L0). Our claim is proved.
By the induction hypothesis on ∆, ∆(U) can be written as ∆(U) = {w1, . . . , wt}, where
wj are vertices of T of level pk. Clearly t = g, since µ(U) = gθpk, ν(∆(U)) = tθpk by
(12.4), and ∆ is measure preserving by property P (2).
Let us regard θ(k+1)p as a ’cent’. Then for any V ∈ V, µ(V ) is a multiple of ‘cent’, and
the ν-measure of a vertex of T of level p(k + 1) is exactly one ‘cent’.
Take j ∈ {1, . . . , g}. Write V ′j = {vj,1, . . . , vj,hj}. Now take a partition
Wj,1 ∪ · · · ∪Wj,hj
of p-step offsprings of wj such that #Wj,i = µ(vj,i)/θ(k+1)p. We define
∆(vj,i) =Wj,i, j ∈ {1, . . . , g}, i ∈ {1, . . . , hj}.
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Repeating the above process for all U , we extend ∆ to vertices of S with level p(k + 1).
It is not hard to check that the properties (P1)− (P3) still hold.
Let S∗ be the p-subtree of S, then E ∼ (∂S, d1/n) ∼ (∂S∗, d1/np), where the second
relation is due to Theorem 11.2.
The map ∆ induces a structure tree of (∂T, d1/n), which we will denote by T
∗, in the
following way: T ∗ has the same tree structure as S∗, but we replace all vertex v of S∗ by
Gv =
⋃{[w]; w ∈ ∆(v)}. (Remember that [w] is a subset of ∂T .) Clearly (∂S∗, d1/np) is
isometric to (∂T ∗, d1/np).
On the other hand, by the construction of ∆, we see that the tree T ∗ is (n−p)-regular,
so (∂T ∗, d1/np) ∼ (∂T, d1/n). Summing up the above relations, we obtain
(12.6) E ∼ (∂S∗, d1/np) ∼ (∂T ∗, d1/np) ∼ (∂T, d1/n).
The theorem is proved. 
Proof of Theorem 1.5. By Theorem 1.2 and Theorem 1.4, we only need to prove the
sufficient parts of the assertions. Let T and T ′ be the homogeneous tree determined by E
and F with parameters (rk)k≥0, (r
′
k)k≥0, respectively.
(i) In this case σ ∈ Q, let us denote σ = p/q, where p, q ≥ 1, and p and q are co-prime.
For k ≥ 0, we have ℓ(pk) = ⌊pk/σ⌋ = pk/σ. It follows that
p−1∏
j=0
rpk+j = (
N
s
)p · sℓ(pk+p)−ℓ(pk) = (N · s1/σ−1)p.
The condition µE and µF have the same multifractal spectrum implies that E and F have
the same box dimension, so N · s(1/σ−1) = N ′ · (s′)(1/σ−1), which leads to
(12.7)
p−1∏
j=0
rpk+j =
p−1∏
j=0
r′pk+j.
Let T ∗ and (T ′)∗ be the p-subtree of T and T ′, respectively. Relation (12.7) implies that
(T ∗, d1/np) and ((T
′)∗, d1/np) are isomorphic, since they are homogenous trees with the
same parameter (Rk)k≥0 where Rk =
∏p−1
j=0 rpk+j. Thus (∂T
∗, d1/np) ∼ (∂(T ′)∗, d1/np).
Finally, by Theorem 12.1, we have E ∼ (∂T, d1/n) and F ∼ (∂T ′, d1/n). Therefore,
E ∼ (∂T, d1/n) ∼ (∂T ∗, d1/np) ∼ (∂(T ′)∗, d1/np) ∼ (∂T ′, d1/n) ∼ F.
Assertion (i) is proved.
(ii) In this case σ ∈ Qc. If E and F share the same distribution sequence up to a
permutation, then rk = r
′
k and by Theorem 12.1, E and F are Lipschitz equivalent to a
same homogeneous tree, so E ∼ F .
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The theorem is proved. 
13. Self-affine carpets satisfying King’s separation condition
Let E = K(n,m,D) be a self-affine carpet. Recall that E = {j; aj > 0}, and that E
satisfies King’s separation condition if either 0 /∈ E , or m − 1 /∈ E , or E does not contain
two consecutive integers.
We shall make use of the symbolic spaces. Equipping D∞ with the metric ρ defined as
(13.1) ρ(x× y,x′ × y′) = max{d1/n(x,x′), d1/m(y,y′)},
where dr(x,y) = r
|x∧y|. The following result is proved in [31].
Lemma 13.1. ([31]) If E = K(n,m,D) ∈ Mt satisfies King’s separation condition, then
E ∼ (D∞, ρ).
Corollary 13.2. Let E = K(n,m,D), F = K(n,m,D′) ∈ Mt and both of them satisfy
King’s separation condition. If D and D′ have the same distribution sequence up to a
permutation, then E ∼ F.
Proof. Let us equip (D′)∞ with a metric ρ′ as (13.1). Let (bj)m−1j=0 be the distribution
sequence of D′. To prove the corollary, it suffices to prove that (D∞, ρ) ∼ ((D′)∞, ρ′).
Let γ : D → D′ be a ‘row-perserving’ bijection, precisely, γ(d1) and γ(d2) are in the
same row if and only if d1 and d2 locate in the same row; moreover, we require that if γ
maps the k-th row of D to the k′-th row of D′, then ak = bk′ .
Then γ induces a bijection between Γ : D∞ → (D′)∞ defined by
Γ((xk)k≥1) = (γ(xk))k≥1.
Clearly Γ is an isometry. This completes the proof. 
Recall that S is the shift operator on words, and χq(w1 . . . wk) = w1 . . . wq.
In the following, we construct a structure tree T of (D∞, ρ). Let k ≥ 1, and let
x = x1 . . . xk and y = y1 . . . yℓ(k) be a pair of words such that (xj , yj) ∈ D for 1 ≤ j ≤ k,
and yj ∈ E for j > k. We define
[x,y] = {(x˜k, y˜k)k≥1 ∈ D∞; x˜1 . . . x˜k = x and y˜1 . . . y˜ℓ(k) = y},
and call it a k-th square of D∞. (In particular, we set [ε, ε] = D∞ where ε denotes the
empty word.) Set the root of T to be D∞, and set the vertices of T of level k to be the
k-th squares of D∞, then T is a structure tree of D∞.
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Lemma 13.3. If E = K(n,m,D) ∈ Mt satisfies King’s separation condition, then E ∼
(∂T, d1/n).
Proof. Since E ∼ (D∞, ρ), we only need to show that (D∞, ρ) ∼ (∂T, d1/n). To this end,
it suffices to show that T is 1/n-regular by Theorem 11.1.
Let [x,y] and [x′,y′] be two k-th squares of D∞. It obvious that diam [x,y] = m−ℓ(k)
and ρ([x,y], [x′,y′]) ≥ mn−k. So, the structure tree T of (D∞, ρ) is 1/n-regular, and the
lemma follows. 
As we did in Section 8, we define the color of a k-th square [x,y] to be the sequence
a(yk+1 . . . yℓ(k)); also we set M(a
∗
j ) = Mj for j = 1, . . . p˜, and M(c1 . . . ck) =
∏k
j=1M(cj).
Recall that A = {a∗1, . . . , a∗p˜}. The next lemma investigates the color and number of p-step
offsprings of a vertex v of T .
Lemma 13.4. Let T be the structure tree of D∞ induced by the k-th squares of D∞.
Suppose σ = p/q ∈ Q. Let k ≥ 0, and let v be a vertex of T of level pk with color w. Then
c is the color of a p-step offspring of v if and only if
c = Sp(w ∗ u)
for some u ∈ Aq. Moveover, the number of offsprings with this color is{∏
χp(w) ·M(u), if p ≤ |w|;
(
∏
w) ·Np−|w| ·M(c), if p > |w|.
Proof. First, we deal with the case k = 0, where v = φ and w = ε0. Notice that ℓ(p) = q.
Pick c ∈ Aq−p. A vertex [x,y] of level p has color c if and only if a(yp+1 . . . yℓ(p)) = c,
so there are Np ·M(c) number of such vertices, which verifies the case k = 0.
Now assume that k ≥ 1. Let v = [x,y] be a vertex of level pk, then the color of v is
w = a(ypk+1 . . . yqk) and |w| = (q − p)k. Let v′ be a p-step offspring of v, then v′ can be
written as
v′ = [x ∗ h,y ∗ z]
where |h| = p, |z| = q. The color of v′ is
a(Sp(ypk+1 . . . yqk ∗ z)) = Sp(w ∗ a(z)),
which proves the first assertion since a(z) := u ∈ Aq.
Next, we count the number of offsprings with color c = Sp(w ∗ u).
LIPSCHITZ CLASSIFICATION OF BEDFORD-MCMULLEN CARPETS 39
If |w| ≥ p, then c = Sp(w) ∗ a(z). Hence, [x ∗h′,y ∗ z′] have the same color as v′ if and
only if (h′, ykp+1 . . . ykp+p) ∈ Dp and a(z) = a(z′). The number of such offsprings is∏
a(ykp+1 . . . ykp+p) ·M(u) =
∏
χp(w) ·M(u).
If |w| < p, denote h = p− |w|, then c = Sh(a(z)). Hence, [x ∗ h′,y ∗ z′] have the same
color as v′ if and only if (h′, ykp+1 . . . ykp+|w| ∗ z′1 . . . z′h) ∈ Dp and a(Sh(z)) = a(Sh(z′)),
which is equivalent to that (χ|w|(h′), ykp+1 . . . ykp+|w|) ∈ D|w| and a(Sh(z)) = a(Sh(z′)).
The number of such offsprings is∏
a(ykp+1 . . . ykp+|w|) ·Nh ·M(c) =
(∏
w
)
·Np−|w| ·M(c).
The lemma is proved. 
Let F = K(n,m,D′) be another self-affine carpet. Denote by (bj)m−1j=0 the distribution
sequence of D′, and denote by B = {b∗1, . . . , b∗p˜} the color set of D′. Recall that b∗j is called
the dual of a∗j , and we say a word z = z1 . . . zk ∈ Ak is the dual of w = w1 . . . wk ∈ Bk if
they are dual digit-wisely.
Theorem 13.1. Let E,F ∈ Mt(n,m) be two self-affine carpets satisfying King’s separa-
tion condition and suppose σ ∈ Q. If E and F have the same multifractal spectrum, then
E ∼ F .
Proof. Denote σ = p/q. Since µE and µF have the same multifractal spectrum, we have
(13.2)
a∗i
b∗i
=
(
N
N ′
)1/(1−σ)
=
(
M ′i
Mi
)1/σ
, for i = 1, . . . , p˜.
Let TD be the structure tree of (D∞, ρ), and TD′ be the structure tree of ((D′)∞, ρ′)
induced by the k-th squares.
Let v be a vertex of TD of level pk with color w, let v
′ be a vertex of TD′ of level pk
with color w′. We say v and v′ are color comparable, if w′ is the dual of w. In this case,
we claim that there is a bijection
∆ : {p-step offsprings of v} → {p-step offsprings of v′}
which preserves the dual relation.
Take u ∈ Aq, and let u′ ∈ Bq be the dual of u. Set c = Sp(w ∗ u) and c′ = Sp(w′ ∗ u′).
Then c′ is the dual of c. What we need to show is that, the number of p-offsprings of v
with color c equals the number of p-offsprings of v′ with color c′.
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If p ≤ |w|, then by Lemma 13.4, there are ∏χp(w) ·M(u) number of offsprings of v
with the color c, and there are
∏
χp(w′) ·M ′(u′) number of offsprings of v′ with the color
c′, so ∏
χp(w) ·M(u)∏
χp(w′) ·M ′(u′) =
(
a∗i
b∗i
)p(Mi
M ′i
)q
= 1
by (13.2). Our claim is proved in this case.
If p > |w|, then |w| = (q− p)k and |c| = (q− p)(k+1). Hence the ratio of the numbers
of the p-offsprings in consideration is
(
∏
w)Np−|w|M(c)
(
∏
w′)(N ′)p−|w|M ′(c′)
=
(
a∗i
b∗i
)|w|( N
N ′
)p−|w|(Mi
M ′i
)(q−p)(k+1)
=
(
M ′i
Mi
) |w|
σ
(
M ′i
Mi
) 1−σ
σ
(p−|w|)(Mi
M ′i
)(q−p)(k+1)
= 1.
The claim is also proved.
Therefore, ∆ induces an isometry between the p-subtree of TD and the p-subtree of TD′ .
It follows that (∂TD, d1/n) ∼ (∂TD′ , d1/n) by Theorem 11.2. Finally, by Lemma 13.3, we
have
E ∼ (∂TD, d1/n) ∼ (∂TD′ , d1/n) ∼ F.
The theorem is proved. 
Proof of Theorem 1.6. Theorem 1.2 and Theorem 1.4 provide the necessary parts of
the assertion (i) and (ii), respectively. Moreover, Theorem 13.1 and Corollary 13.2 provide
the sufficient parts of assertion (i) and (ii), respectively. The theorem is proved. 
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