In this paper we study the effect of model errors on the performance of feedforward controllers. In accordance with the sensitivity function for feedback control, we define the feedforward sensitivities, © (feedforward from disturbance) and © (feedforward from set-point), as measures for the reduction in the output error obtained by the feedforward control. For "ideal" feedforward controllers based on the inverted nominal model, the feedforward sensitivities equal the relative model errors, which must thus remain less than for feedforward control to have positive (dampening) effect.
Introduction
There is a fundamental difference between feedforward and feedback controllers with respect to their sensitivity to uncertainty. Feedforward control is sensitive to uncertainty in general (including steady-state), whereas feedback control is insensitive to uncertainty at frequencies within the system bandwidth. With no model error a feedforward controller may remove the effect of disturbances, but due to its dependence of the process model, it may actually amplify the effect of a disturbance if the model is wrong.
Most of the articles on feedforward control refer to industrial applications. Some control textbooks, e.g., [3, 16, 5, 13, 9, 4, 11, 14] , describe feedforward controllers and their design, and the advantages and disadvantages compared to feedback is discussed, qualitatively. A general quantitative frequency domain analysis of feedforward control under model uncertainty is proposed by [1] (and referred in [2] ). The references [6, 9, 8, 14] give some typical numbers for the effect of model uncertainty on the output error.
In the context of IMC (Internal Model Control), Morari and Zafiriou [10] recommend a structure for the combined feedback-feedforward scheme that decouples the two functions. Scali and co-workers [7, 12] , extend this work to derive an optimal combination of feedback and feedforward controllers under the presence of uncertainty.
The aim of this article is to study feedforward control under the presence of uncertainty and answer the following basic questions: 1) How much does the feedforward controller reduce the control error?, 2) When is the feedforward controller amplifying the effect of disturbances on the outputs?, and 3) How can uncertainty be taken into account when the feedforward controller is designed?
Feedforward control
A block diagram where feedforward from a disturbance and the reference is combined with feedback, is shown in Figure 1 . To analyze the effect of a given feedforward controller, we denote the feedback controller and the feedforward action from the disturbance and the reference "
. With perfect measurements we then have (see Figure 1 The closed loop response for the combination of feedforward and feedback control is
where
is the feedback sensitivity function.
"Ideal" feedforward control An "ideal" feedforward controller based on inverting the nominal model (see e.g., [1, 2, 10] . We denote the "ideal" controller with an asterisk, and get from Equation (2) 
Designs of robustly optimized ( -optimal) feedforward controllers presented later in this paper, confirm that this is a good controller as to use in some practical cases.
Feedforward sensitivity functions
The closed loop response for combined feedforward and feedback control in Equation (2) may be rewritten as follows (6) These express the effect of feedforward action on the control error. . Feedback control is effective and improves performance as long as the gain of the sensitivity function (8) where is the actual feedforward controller and § is the "ideal" controller for the actual process. This is identical to the definition in Equation (5) for SISO controllers. Equation (5) is a reformulation of Equation 8, which extends to multivariable controllers, and in Equation 6 we have introduced the sensitivity function for feedforward from the reference.
In [2] a Nichols chart is used to determine requirements on the gain and phase error in relative to § for a given disturbance dampening (e.g., 0.1) in © , since the Nichols chart has been convenient for the study of ' ) 2
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given a transfer function
. With tools like Matlab, it is now easy to study any transfer function by defining a finite number of frequencies and calculate the gain or phase shift over this set of frequencies. We follow this direct approach.
The effect of model error with feedforward control
In this section we restrict ourselves to single-input/singleoutput (SISO) processes, i.e., with one control input, , and an actual plant model
, the actual control error is:
express the ratio of the output when feedforward is applied and the output when it is not. This follows by comparing the output error using control in Equation (9) with the output error when no control is applied (
Note that for the case with no control (
are equal to (except for the sign) the relative model errors in
and A , respectively, and we have that the "ideal" feedforward action reduces the error as long as the relative modelling errors are less than one, i.e., 
If the model error (uncertainty) is sufficiently large, such that the relative error in
is larger than , then we see from Equation (16) is reduced by 33%, then
. In words, the feedforward controller overcompensates for the disturbances, such that its negative counteractive effect is twice that of the original effect.
In Figure 2 we consider some examples of model uncertainties for "ideal" feedforward controllers, and use Equations (18) and (19) to determine when feedforward control should be used. Figure 3 . A hot flow with flow rate , to adjust
Example 1 In this example we consider feedforward control of the process illustrated in
to compensate for the variations. Figure 4 .
The response to sinusoidal disturbances is shown in

-design We now consider combined gain and delay error in
A , and define a -optimal feedforward controller as shown in Figure 5 . We let the uncertainty weight, 5 6 , be diagonal with elements ). Interestingly, with large weight on performance (large shows for which frequencies feedforward control has a positive (dampening) effect when certain uncertainties are present (in gain, delay, dominant time constant and a common combination of gain and time constant). The results are summarized in Figure 2 .
The ideas are illustrated with a process example. 
