Abstract-We consider the sparse stochastic block model in the case where the degrees are uninformative. The case where the two communities have approximately the same size has been extensively studied and we concentrate here on the community detection problem in the case of unbalanced communities. In this setting, spectral algorithms based on the non-backtracking matrix are known to solve the community detection problem (i.e. do strictly better than a random guess) when the signal is sufficiently large namely above the so-called Kesten Stigum threshold. In this regime and when the average degree tends to infinity, we show that if the community of a vanishing fraction of the vertices is revealed, then a local algorithm (belief propagation) is optimal down to Kesten Stigum threshold and we quantify explicitly its performance. Below the Kesten Stigum threshold, we show that, in the large degree limit, there is a second threshold called the spinodal curve below which, the community detection problem is not solvable. The spinodal curve is equal to the Kesten Stigum threshold when the fraction of vertices in the smallest community is above p
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I. INTRODUCTION
We first define the random graph model that we are going to study.
Definition 1 (Stochastic block model (SBM))
. Let M be a 2 × 2 symmetric matrix whose entries are in [0, 1]. Let n ∈ N * and p ∈ [0, 1]. We define the stochastic block model with parameters (M, n, p) as the random graph G defined by:
1) The vertices of G are the integers in {1, . . . , n}.
2) For each vertex i ∈ {1, . . . , n} one draws independently X i ∈ {1, 2} according to P(X i = 1) = p. X i will be called the label (or the class, or the community) of the vertex i. 3) For each pair of vertices {i, j} the unoriented edge G i,j is then drawn conditionally on X i and X j according to a Bernoulli distribution with mean M Xi,Xj ).
The graph G is therefore generated according to the underlying partition of the vertices in two classes. Our main focus will be on the community detection problem: given the The authors are with INRIA-ENS. f.calta@gmail.com; marc.lelarge@ens.fr; leo.miolane@ens.fr graph G, is it possible to retrieve the labels X better than a random guess?
We investigate this question in the asymptotic of large sparse graphs, when n → +∞ while the average degree remains fixed. Our quantitative results will then be obtained when the average degree tends to infinity. We define the connectivity matrix M as follows:
where a, b, c, d remain fixed as n → +∞. In this case, it is not possible to correctly classify more than a certain fraction of the vertices correctly and we will say that community detection is solvable if there is some algorithm that recovers the communities more accurately than a random guess would. A simple argument (see below) shows that if pa + (1 − p)b = pb + (1 − p)c then non-trivial information on the community of a vertex can be gained just by looking at its degree and the community detection is then solvable. In this paper, we concentrate on the case:
The symmetric case where p = 1/2 and a = c has been extensively studied starting with [1] and gives rise to an interesting phenomena: if d(1 − b) 2 < 1 then community detection is not solvable [2] , while if d(1 − b) 2 > 1, it is solvable (in polynomial time) [3] , [4] . Much less is known in the case where (2) holds and p < 1/2.
Under condition (2), the matrix R defined by
is a stochastic matrix with two eigenvalues: [5] that it is easy to distinguish G from an Erdős-Rényi model with the same average degree. Although this is not formally proven in [6] , the spectral algorithm based on the non-backtracking matrix should solve the community detection problem in this case. Here, we prove that if a vanishing fraction of labels is given, then a local algorithm (belief propagation) allows to solve the community detection problem.
The case dλ 2 2 < 1 (known as below the Kesten-Stigum bound) is more challenging. It is shown in [5] , that the community detection problem is still solvable for some values of p but it is expected in [1] that no computationally efficient reconstruction is possible. In [5] , some bounds are given on the non-reconstructability region but they are not expected to be tight.
In this work, we are mainly interested in a regime where d tends to infinity while dλ
2 remains constant (in particular a, b, c tend to one). Note that we first let n tend to infinity and then let d tend to infinity mainly in order to get explicit formulas. In this regime, we show that for all values of p ∈ (p * , 1/2) with p
, the situation is similar to the balanced case: below the Kesten-Stigum bound, i.e. when dλ 2 2 < 1, the community detection problem is not solvable. For p < p * , we compute a function p → λ sp (p) < 1 such that for dλ 2 2 < λ sp (p), the community detection problem is not solvable. As shown by [5] , there are points in the region λ sp (p) < dλ 2 2 < 1 where the community detection problem is solvable but we do not expect the bound λ sp (p) to be tight, i.e. the information theoretic threshold for community detection should be above λ sp (p) for p < p * .
There is an important probabilistic interpretation of the matrix R relating to the local structure of the SBM. As explained below, the SBM converges locally toward a labeled Poisson Galton-Watson branching process with mean offspring d: the label of the root is 1 with probability p and 2 with probability 1 − p and then conditioned on the parent's label being i, its children's labels are independently chosen to be j with probability R ij . A problem closely related to the detection problem in the SBM is the reconstruction problem on this random tree: given some information about the labels at depth n from the root, is it possible to infer some information about the label of the root when n → ∞? It is known [7] that the Kesten-Stigum bound corresponds to census-solvability (i.e. knowing only the number of labels 1 and 2 at depth n allows to get some information about the label of the root). When d → ∞, we show that λ sp (p) corresponds to the solvability threshold for the reconstruction problem on the tree. We also consider the reconstruction problem where the label of each node at depth n is revealed with probability q. Then in the region λ sp (p) < dλ 2 2 < 1, we compute the minimal value of q such that some information about the label of the root can be recovered from the revealed labels. Above the Kesten Stigum bound, i.e. when 1 < dλ 2 2 , this minimal value is 0.
II. COMMUNITY DETECTION IN THE STOCHASTIC BLOCK

MODEL
We are interested into inferring the labels X from the graph G. To do so, we aim at constructing an estimator (i.e. a function of the observation G) T (G) = (T 1 (G), . . . , T n (G)) ∈ {1, 2} n , such that T i (G) is 'close' to X i . We will measure the performance of T using the 'rescaled average success probability' defined as follows
The '−1' is here to re-scale the success probability and ensures that P succ = 0 for 'dummy estimators' (i.e. estimators that not depends on the observed graph G).
The optimal test with respect to this metric is
Let s 0 be uniformly chosen among the vertices of G, independently of all other random variables. The maximal achievable rescaled success probability reduces then to
We define a notion of solvability for the community detection problem.
Definition 2. We say that the community detection problem on a given stochastic block model is solvable if
Another popular measure of performance is the overlap as defined in [5] :
A simple computation shows that
We have another equivalent characterization for solvability given by the following proposition: Proposition 3. We have
where P 1 and P 2 denote the conditional distribution of the graph G, conditionally respectively on X s0 = 1 and X s0 = 2, where s 0 is a uniformly chosen random vertex of G.
Proof: The set of estimators of X s0 is precisely {1 + 1 A |A measurable set}. Consequently
In our setting (1), the asymptotic degree distribution of a given vertex is a Poisson random variable. Let i ∈ {1, . . . , n} be a vertex of G, we will denote by d i its degree. Then we have
If the asymptotic average degrees differ from class 1 to class 2, we see easily that the problem is solvable. Proof: Using the definition of solvability in term of the total variation distance, we have:
In the rest of the paper, we will always assume that (2) is valid, so that the average degree in the graph is d.
We also define
where λ 2 is the second largest eigenvalue of the matrix R defined in (3). As explained in the introduction, the Kesten-Stigum threshold corresponds to λ = 1. The larger λ is, the stronger the signal is, so that λ can be interpreted as a "signal to noise ratio". Most of our results below will be obtained in the limit where first n tends to infinity and then d tends to infinity but the parameter λ will always remain fixed, as well as the parameter p ∈ [0, 1/2] corresponding to the proportion of nodes in community one.
We now introduce a variation of the standard community detection problem where a fraction q of the vertices have their labels revealed. More formally, in this setting the label X v of each vertex v ∈ {1, . . . , n} is observed with probability q ∈ [0, 1] independently of everything else and the estimator T (G, q) = (T 1 (G, q), . . . , T n (G, q)) is then a function of the observed graph G and the observed labels. The probability of success is again defined by (4) where the T i (G)'s are replaced by the T i (G, q)'s and the optimal test
where Y denotes the (random) set of observed vertices. Note that we have
so that the notion of solvability is unclear as soon as q > 0. We end this section by some technical definitions. In order to state our main results, we need to define the following function G from R + to R:
where Z ∼ N (0, 1). Note that G is also a function of the parameters λ and p which are considered as fixed.
Definition 5 (Spinodal curve). The spinodal curve is defined as the function
Let us define
The following lemma shows that λ sp is well defined and summarize its main properties.
Lemma 6. (i) If λ > 1, then G has two fixed points: 0 and α > 0. Moreover, 0 is unstable and α is stable.
we have λ sp (p) < 1 and if λ sp (p) < λ < 1, then G has three fixed points: 0 < β < α. Moreover, 0 and α are stable and β is unstable.
We summarize on the following phase diagram (Figure 1 ) our main results:
• Above the Kesten-Stigum bound (blue line), reconstruction is possible by a local algorithm given that an arbitrary small fraction of the labels is revealed. Moreover, the local algorithms (with this arbitrary small side information) achieve then the best possible performance without side information (see Proposition 7).
• Between the blue and the red line, we show that local algorithms are efficient for reconstruction when a certain fraction of labels is revealed (see Proposition 10).
• We show that reconstruction is impossible below the spinodal curve (red line), see Proposition 9. The easy phase follows from [6] , the impossible phase below the spinodal curve (red curve) is proved in this paper and the hard phase is a conjecture. The dotted curve corresponding to λc(p) is the conjectured curve for solvability of the community detection problem (see discussion in Section IV).
III. RECONSTRUCTABILITY ABOVE THE KESTEN-STIGUM BOUND
We first consider the case λ > 1.
where α is the stable fixed point in Lemma 6 (i). Moreover, for all 0 < q < 1, we have In words, we see that if a vanishing fraction of the labels is revealed, then the probability to recover the true label of a typical vertex by the optimal algorithm is 2P(N (α/2, α) > 0) − 1. Indeed, we believe that (8) should be an equality. On Figure 2 , we give a drawing of this curve as a function of λ for p = 0.25 > p * and on Figure 3 for p = 0.005 < p * . Note that at this stage, we only gave an interpretation of the curve for λ > 1. We deal with the case λ < 1 in the next section.
Before that, we give a result which shows that if a vanishing fraction of the labels is revealed then the optimal recovery is achieved by a local algorithm. Similar results in the case where (2) does not hold have been proved in [8] . In the large degree d regime, our result improves Proposition 3 in [9] which deals only with the case p = 0.5 and λ larger than a large constant C. The fact that local algorithms are very efficient as soon as q > 0 (even optimal in the limit q → 0) leads to linear time algorithms for community detection (when some labels are revealed). Indeed from a practical perspective, we believe that our analysis carries over to the labeled stochastic block model [10] , [11] . It is then possible to devise new clustering algorithms based on a similarity graph which are shown to be optimal for a wide range of models [12] and also local semi-supervised learning clustering algorithms, see [13] for more details in this direction.
We now define local algorithms. For an integer t, a test T (G, q) = (T 1 (G, q) , . . . , T n (G, q)) is t-local if each T i (G, q) is a function of the graph B t (G, i) induced by the vertices of G whose distance from i is at most t. We denote by Loc t the set of t-local tests and by Loc = ∪ t≥0 Loc t the set of local tests.
where α is the stable fixed point in Lemma 6 (i).
Note in particular that as a vanishing fraction of labels is revealed, i.e. q → 0, the best local algorithm performs at least as well as the optimal algorithm with no revealed labels. An explicit description of an optimal local algorithm is given in the proof of this proposition.
IV. NON RECONSTRUCTABILITY BELOW THE SPINODAL
CURVE
We now state our second main result:
If λ c (p) = inf{λ, community detection is solvable} denotes the solvability threshold, then Proposition 9 implies that λ sp (p) ≤ λ c (p). Moreover thanks to [6] , the Kesten Stigum threshold is an upper bound on the solvability threshold so that we have λ c (p) ≤ 1. For p ≥ p * defined in (7), the spinodal curve is equal to the Kesten-Stigum threshold by Lemma 6 (ii), so that we have in this case λ c (p) = 1 and moreover as soon as the community detection problem is solvable, it is solvable in polynomial time thanks to the results in [6] . Figure 2 is valid for λ < 1. However for p < p * , there is a gap between the spinodal curve and Kesten-Stigum threshold and we conjecture that λ sp (p) < λ c (p) < 1, see Figure 1 . In the case of dense graphs (where the average degree d is of order n), the value of λ c (p) has been computed in the recent works [14] and [15] . We conjecture that their expression (used in Figure 1 ) is still valid for sparse graphs in the large degree regime. Fig. 3 . Necessary fraction of revealed labels (green) and corresponding lower bound of probability to recover the true label of a typical vertex by an optimal local algorithm (blue) for p < p * , i.e. functions βp(1−p) λ (in green) and 2P(N (α/2, α) > 0) − 1 (in blue) appearing in Proposition 10 as a function of λ for p = 0.05 < p * . Proposition 10. Consider the case where p < p * and λ sp (p) < λ < 1. As soon as q >
where α and β are the fixed points defined in Lemma 6 (iii).
In the regime of Proposition 10 (λ sp (p) < λ < 1 and q > βp(1−p) λ ), we believe that local algorithms are indeed optimal. Figure 3 illustrates the case p < p * with p = 0.05 for which we have λ sp (0.05) ≈ 0.58. Also, if the number of revealed entries is sufficiently high (i.e. above the green curve) then local algorithms provide a great improvement in the probability of successfully recovering the label of a typical vertex (the blue curve). An explicit description of a local algorithm achieving the lower bound in Proposition 10 is provided in the proof.
V. RECONSTRUCTION ON TREES
In this section we are going to state the analogous of the well known local convergence of the Erdős-Rényi random graph towards the Galton-Watson branching process, in term of labeled graphs. The labeled stochastic block model (G, X) will converges locally towards a random labeled tree. We have to introduce first the notion of pointed labeled graphs.
Definition 11 (Pointed labeled graphs).
• A pointed labeled graph is a triple G = (g, s 0 , x) where g is a countable, locally finite and connected graph, s 0 is a distinguished vertex of g called the root of the graph and x = (x s ) s∈Vg ∈ {1, 2} Vg are the labels of the vertices.
• Two pointed labeled graphs are equivalent if there exists a graph isomorphism between them, that preserves the root and the labels.
• We define, for r ∈ N, [G] r , the ball of radius r of G, as the pointed labeled graph induced by the root of G and all the vertices at distance at most r from the root.
The randomly rooted stochastic block model (G, s 0 , X) is therefore a random pointed labeled graph, that we will denote SBM n from now. We will also be interested in a second family of random pointed labeled graphs, that will corresponds to the local limits of stochastic block models. 1) The label of the root X s0 ∈ {1, 2} is chosen accordingly to P(X s0 = 1) = p.
2) Given the label X p of the parent p of a node s, the probability that X s = i ∈ {1, 2} is equal to A Xp,i independently from all other random variables.
In the following, we will denote GW , the labeled GaltonWatson branching process with parameters (R, d, p) with R defined by (3) . The next result state that SBM n converges locally toward GW.
Theorem 13. Let F be a (positive or bounded) function of pointed labeled graphs, that depends only on the ball of radius r. Then
Theorem 13 leads us to study the reconstruction problem on random trees, which will be connected later to the community detection problem. A main ingredient for our proof will be the analysis of this well-studied problem of reconstruction on trees [16] , [17] , [7] . In the rest of this section, we define the reconstruction problem on trees and give the required results.
We consider here GW = (T, s 0 , X) the labeled Poisson Galton-Watson branching process with parameters (R, p, d).
We denote L n = {v ∈ V T | d(s 0 , v) = n}, the set of vertices at distance n from the root. We define then X (n) = (X s ) s∈Ln and c (n) = (c
We also define a random subset E n of the node at depth n as follows: let q ∈ [0, 1] and for n ∈ N, let E n be the random subset of L n obtained by including in E n each vertex s ∈ L n independently with probability q.
We have three kinds of reconstruction problems.
Definition 14 (Solvability, q-solvability and census solvability). We say that the reconstruction problem is solvable if
given X s0 = i. One defines analogously q-solvability (respectively census solvability) by replacing P
Solvability corresponds thus to the special case q = 1. Obviously, census solvability and q-solvability imply solvability, but we will see that solvability does not always imply census solvability.
Similarly to the stochastic block model case, this characterization of solvability in term of total variation can be rewritten in term of the maximal achievable success probability for the estimation of X s0 , given X (n) (or c (n) ). We define the rescaled success probability of an estimator F as
The maximal rescaled success probability is then defined as ∆ n = sup F P succ (F ) where the supremum is taken over all measurable function of X (n) . Even though we defined these quantities for the solvability problem, these definitions and the following result can be straightforwardly extended to q-solvability and census-solvability. The following lemma is the analog of Proposition 3.
2 )
We recall here the census-solvability criterion for our particular case (which is a straightforward extension of the results presented in [7] ).
Theorem 16. We consider the Poisson Galton-Watson branching process with parameter (R, p, d). If λ > 1, then the problem is census-solvable and q-solvable for all 0 < q ≤ 1. If λ < 1, then the problem is not census-solvable.
In the large d limit, we are able to get more quantitative results. We define
).
Proposition 17. We consider the Poisson Galton-Watson branching process with parameter (R, p, d).
• If λ > λ sp (p), then we have P opt = 2P(N (α/2, α) > 0) − 1 > 0, where α is the stable fixed point in Lemma 6.
, we have P (q) opt = 0, where α and β are the fixed points defined in Lemma 6 (iii).
In particular, Proposition 17 shows that the spinodal curve is the solvability threshold for the reconstruction on trees. Proposition 17 is proved at the end of the next section.
VI. RECONSTRUCTION ON TREES, CAVITY METHOD
Our approach here is closely related to the one of [18] which studies the problem of finding one single community. We establish rigorously the "cavity equations", a recursive method to compute marginals, that originate from statistical physics.
We consider here the labeled branching process GW with parameter (R, d, p). In order to obtain quantitative results, we will be interested in the asymptotic of large degrees d → ∞ while λ remains fixed. We also define = 1 − b = λ d . We then have,
We refer to [19] for detailed proofs of the results presented below.
A. The cavity recursion
For a given vertex s of GW , we note T n (s) the subtree induced by s and its progeny until the n th generation. If we write ξ s u = log( P(Xs=1 | Tu(s),Er,(Xv) v∈Er ) P(Xs=2 | Tu(s),Er,(Xv) v∈Er ) ), we obtain (after some computations that we omit here)
where h = log( p 1−p ) and f : x → log ae x +b be x +c . Definition 18. We define P r as the law of ξ s0 r = log P(Xs 0 =1|GW,Er,(Xs) s∈Er ) P(Xs 0 =2|GW,Er,(Xs) s∈Er ) . We denote P (1) r and P (2) r the laws of ξ s0 r respectively conditionally on {X s0 = 1} and {X s0 = 2}. P r is thus the law of a quantity that encodes the posterior distribution of the label of the root.
Conditionally on {s 1 , . . . , s L } being the children of s 0 , ξ s1 r−1 , . . . , ξ s L r−1 are independent, identically distributed according to P r−1 . Then, (9) leads to the following distributional recursion:
Using similar arguments as before, (9) implies also Proposition 20 (Cavity equations).
where
r−1 , and all these variables are independent.
B. Gaussian limit
We study the recursions (10) and (11) . More precisely, we determine the limits of P First of all, we are going to show that ξ converge towards Gaussian distributions.
Lemma 21.
where W −→ denote the convergence in the sense of the Wasserstein metric and µ 1 = qλ p(1−p) . The following lemma characterizes the asymptotic distribution of the messages when d → +∞ Lemma 22. Suppose that, for a fixed r we have
and the expectation is taken with respect to Z ∼ N (0, 1).
Proposition 17 is now a consequence of Lemma 6 and the following corollary.
where µ ∞ is the limit of the sequence
Proof: The optimal test according the performance measure P succ is
Analogously to Lemma 15, we have
where we have used lemma 21 and lemma 22.
VII. PROOFS FOR THE STOCHASTIC BLOCK MODEL
In this section, we apply the results that we obtained for the reconstruction on the branching process to derive bounds for the community detection problem on the stochastic block model.
Consider the case, where a fraction 0 ≤ q ≤ 1 is revealed: one observes the graph G and additionally each label X v with probability q, for 1 ≤ v ≤ n, independently of everything else. Let us denote
Let s 0 be uniformly chosen among the vertices of G. For r ≥ 0 we define (analogously to the case of the branching process) E G,r = ∂[G] r ∩E G , i.e. the vertices at the boundary of the ball of center s 0 and radius r, whose label as been revealed. Define
Let us denote P
G,r and P
G,r the laws of ξ G,r conditionally respectively on X s0 = 1 and X s0 = 2.
Proposition 24.
For i = 1, 2; P Proposition 24 is a consequence of the local convergence of the stochastic block model towards a branching process (Theorem 13). We omit the full proof in the present paper.
Define the local test 
A. Upper bound
We can now deduce an upper bound on the optimal performance for the community detection problem. Proposition 9 and the first part of Proposition 7 are then consequences of this corollary:
• when λ < λ sp (p), µ ∞ = 0 and consequently lim d→∞ lim sup n→∞ P succ (T opt ) = 0.
• when λ > 1, then µ ∞ = α, hence the first bound of Proposition 7. The proof of Corollary 26 is omitted here.
B. Lower bound
We now establish a lower bound for estimation when a fraction q of the labels is revealed. The second part of Proposition 7 follows from this corollary. Indeed, when λ > 1 and q > 0, µ ∞ = α > 0.
Corollary 27 leads also to proposition 10: when q > βp(1−p) λ , then µ 1 > β and thus (µ k ) converges to the fixed point α > β of G: µ ∞ = α > 0.
We deduce also Proposition 8 from the proof of Corollary 27. Indeed, we will see that the lower bound in (16) is achieved by a local test.
Proof: Here, we are going to bound by below P succ (T opt (G, q)) by the performance of the local test T loc r (G, X) defined by (15) . Obviously, P succ (T opt (G, q)) ≥ P succ (T loc r ) Proposition 25 gives then the result.
