Abstract-In this paper the problem of corneal endothelium image segmentation is considered. Particularly, a fully automatic approach for delineating contours of corneal endothelial cells is proposed. The approach produces one pixel width outline of cells. It bases on a simple feedforward neural network trained to recognize pixels which belong to the cell borders. The edge probability (edginess) map output by the network is next analysed row by row and column by column in order to find local peaks of the network response. These peaks are considered as cell border candidates and in the last step of the method via binary morphological processing are linked to create continuous outlines of cells. The results of applying the proposed approach to publicity available data set of corneal endothelium images as well as the assessment of the method against ground truth segmentation are presented and discussed. Obtained results show, that the proposed approach performs very well. The resulting mean absolute error of cell number determination is around 5% while the average DICE measure reaches 0.83 which is a good result, especially when one pixel width objects are compared.
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I. INTRODUCTION
T HE corneal endothelium i.e. the inner layer of the cornea, is of great interest for ophthalmologists. This layer is formed by closely packed, predominantly hexagonal cells whose shape and structure can provide important diagnostic information about the cornea health status or indicate some corneal diseases [1] , [2] . Particularly, the quantification of corneal health status is usually performed based on endothelial image by means of corneal endothelial cell density. Additional measures like cell size distribution or cells hexagonality are also useful to evaluate the health status of the corneal tissue. However, the usage of the latter measures is not common in everyday clinical routine. It is because performing this kind of assessment requires segmentation of all cells present in the endothelial image. Having in mind that in the healthy cornea there are up to 3000 endothelial cells per square millimetre, their manual segmentation is very tedious and very time consuming activity. The reason is that it requires manual delineation of cell borders. Since no commercial software is available for corneal endothelial cell segmentation, the development of the dedicated image processing and analysis algorithms for computer aided diagnosis of corneal diseases still remains a vital problem [3] .
Segmentation of corneal endothelial cells is a difficult and sometimes very challenging task. The problems arise mainly due to inhomogeneous background illumination in specular microscopy corneal endothelium images. This factor reduces contrast in some regions of an image and makes cell borders difficult to recognize even by an expert.
Several semi-automatic or fully automatic solutions for segmentation of endothelial image have already been introduced. Their aim is to delineate cell borders using such techniques as: local greyscale thresholding followed by scissoring and morphological thinning [4] , [5] , scale-space filtering followed by binarization and morphological processing [6] or hexagon detection using shape dependent filters [7] , [8] , [9] . More sophisticated methods include application of watersheds [10] , [11] , [12] , [13] , [14] , active contours [15] , [16] , genetic algorithms [17] or analysis of local pixel levels aimed at finding intensity valleys corresponding to borders between cells [18] . Several machine learning approaches have also been proposed by the team of Ruggeri, including: neural network [19] , [20] , Bayesian framework [21] , support vector machines classifier [22] and genetic algorithm [23] . However, up to this point none of the existing techniques allows to achieve perfect segmentation of endothelial cells. The results still require manual editing, since undetected or false cell boundaries often appear in the resulting image. Having in mind above limitations, this paper proposes an alternative solution to automatic segmentation of endothelial cells from microscopic images of corneal endothelium. The proposed approach is based on a simple feedforward neural network which is thought to recognize pixels located at the borders between cells and thus segment their contours. The edge probability map output by the network is next subjected to further processing in order to produce one pixel width boundaries of cells. Particularly, local peaks of edge probability map are considered as cell border pixels and linked to create continuous outlines of cells.
The following part of this paper is organised as follows. Firstly, in Section II the description of the dataset used in this study is given. The proposed approach is described in details in Section III and followed by evaluation of the results and discussion in Section IV. Finally, Section V concludes the paper.
II. INPUT DATA
In this work corneal endothelium image Alizarine data set was used [20] . The dataset (which can be downloaded from [24] ) contains 30 images of corneal endothelium, each stored as JPEG compressed file of the resolution 576×768 pixels. The images were acquired from 30 porcine eyes stained with alizarine red using inverse phase contrast microscope (CK 40, Olympus) at 200×magnification and analogue camera (SSC-DC50AP, Sony).
In the dataset for each image the corresponding manually created ground truth is provided. The ground truth images delineate borders between single cells within selected regions of each image. On average the area of 0.54 ± 0.07 mm 2 per cornea was assessed, ranging from 0.31 to 0.64 mm 2 .
A sample corneal endothelium image from the considered dataset is shown in Figure 1a , while the corresponding ground truth is presented in Figure 1b . From the figure it can be seen that cells manifest themselves as uniformly sized hexagonal regions separated by visibly darker borders. Due to the acquisition protocol and uneven illumination in some regions of the image the contrast between cell boundaries and background is low. Additionally, intensity inhomogeneity within the background can be observed. These factors significantly hinder cell segmentation.
III. THE PROPOSED APPROACH
The aim of the proposed approach is to obtain a binary representation M (x, y) : Ω ⊂ R 2 → {0, 1} of endothelial cell borders in corneal endothelium image I RGB (x, y). Particularly, the output of the proposed approach is binary image M in which 1 (i.e. white pixels) correspond with cell borders and 0 (i.e. black pixels) correspond with cell bodies. This is obtained by following the procedure summarised in Figure 2 .
The main idea behind the introduced approach is to use ground truth images provided in Alizarine dataset to train a simple feedforward neural network to recognize borders between cells. The trained network is next used to perform edge based segmentation of endothelial cells in new images. The details of this procedure are given in the following subsections.
A. Colour space transformation and colour component selection
In the input corneal endothelial images I RGB each pixel (x, y) stores red, green and blue colour component, i.e.
Prior to the main processing the transformation F : I RGB → I HSV into the HSV colour space is applied, where I HSV (x, y) =
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[h(x, y), s(x, y), v(x, y)] and colour components represent hue, saturation and value respectively. Further processing is performed with respect to v colour component, since other colour components do not carry significant information related to cell borders. This is illustrated in Figure 3 which presents sample corneal endothelium image and the corresponding h, s, v colour components. 
B. Background removal
In the next step image v is enhanced in order to compensate for non-uniform intensity distribution within background and thus to highlight image information at the cell borders. This is obtained via background v bkg subtraction performed in accordance with the following equation:
where image of background is a result of greyscale morphological opening of image v with a big structural element s el (see Eqn. 2).
where ⊖ denotes erosion and ⊕ denotes dilation. The element s el should be big enough to remove cell borders. In this study s el was selected to be a disk of a radius 15 pixels. Shape of the structural element was set experimentally. Disk shape was used due to similarity to cells shape.
C. Features determination
In features determination stage the following features are determined for each pixel (x, y) of an image v:
• average value of intensityv in the neighbourhood of 5×5 pixels;
• standard deviation of intensity σ v in the neighbourhood of 5×5 pixels;
• vesselness V determined from image v using Frangi's approach with default settings [25] ;
• scale V σ used for vesselness determination [25] . The images representing considered features obtained for a sample image are presented in Figure 4 . It can be seen, that vesselness (Fig. 4e), scale (Fig. 4f) and partially standard deviation (Fig. 4d) give visibly distinguished responses at the edges of cells, while intensity information may be helpful in distinguishing cells bodies.
The experiments considering selection of some of the above features were also performed, however using all of these five features yielded the best results in terms of cell detection accuracy. In the study a simple feedforward neural network of architecture presented in Figure 5 was used. Particularly, the network consists of one hidden layer (with tan-sigmoid transfer function) followed by output layer (with linear transfer function). The hidden layer consists of 10 neurons. Both the number of hidden layers as well as the number of hidden neurons within the layer were adjusted in a trial, balancing between the time required for training and the accuracy of cell borders detection. For training the Levenberg-Marquardt backpropagation approach [26] was used since for the considered problem it provided the best regression between network outputs and network targets. Initial weights and biases were set randomly.
D. Neural network training

E. Peaks Detection
The response of a neural network O(x, y) (i.e. edginess or edge probability map) contains values between 0 and 1 and visibly highlights image information at the borders of cells. However, the response is not everywhere uniform and some weaker boundaries are less highlighted. Additionally, the highlighted edges are few pixels width, thus borders detection can not be accurately performed via image thresholding. Therefore, in order to precisely define border location analysis of local network response maxima is performed via peaks detection. Particularly, the network response image O is processed independently row by row and column by column. row r j are treated as a signal in which local peaks indicate edges. A local peak is a data sample that is larger than its nearest neighbouring samples. If a peak is flat, only the point with the lowest index is considered. In order to diminish the number of local maxima around the cell boundaries only peaks higher than some threshold T P eakHeight are considered. The idea of peaks detection is sketched in Figure 6 which shows the distribution of neural network response over a sample row. Peaks of the accepted height are marked with red circles. The pseudocode of the complete procedure of cell edge candidate detection is shown in Algorithm 1.
F. Cleaning
Together with real boundary segments, the cell edge candidate detection procedure produces also some small isolated groups of pixels which do not belong to the cell boundaries. In the in the last step of the proposed approach these regions are removed.
The cleaning procedure incorporates a sequence of the following morphological operations performed on a binary image:
• removal of isolated pixels • dilation with a small structural element the aim of this step is to close small gaps in the cell boundaries and thus make boundaries continuous; in this 
Algorithm 1 The Algorithm for Cell Edge Candidates Detection
Input: O -output of the neural network, W -image width, H -image height Output: E -cell edges (edginess local peaks)
n ← card(l) 7: foreach peak location p ← l(a), a ∈ {1, . . . , n} do l ← findpeaks(r j , T P eakHeight ) 13: n ← card(l) 14: foreach peak location p ← l(a), a ∈ {1, . . . , n} do
15:
E(j, p) ← 1 16: end foreach 17: end foreach study a square structural element of a size 5×5 pixels was used;
• skeletonization for this purpose the iterative thinning is used; the aim of this step is to provide one-pixel-width boundaries of endothelial cells;
• pruning aiming at removal of spurious branches of skeleton which mostly include fragments of discontinuous boundaries.
The results of the consecutive steps of the proposed approach applied to a sample endothelial image are shown in Figure 7 . In particular Figure 7a shows value colour component v of a sample input image. This is followed by imagev after background removal shown in Figure 7b . The output O of a feedforward neural network is presented in Figure 7c and followed in Figure 7d by the map of network response local maxima. The map after cleaning M is presented in Figure 7e and overlaid on the original image in Figure 7f .
IV. RESULTS AND DISCUSSION
For verification purposes the endothelial cell Alizarine data set was divided into two equal subsets (i.e. containing 15 images each). First, images denoted by even numbers were used to train the neural network T (a training set). Next, images denoted by odd numbers were used as a testing set. Particularly, the proposed cell edges detection procedure was applied to each image within the testing set. The network training took about 10 minutes while segmentation of a single image lasted for about 2 seconds (PC computer, 24 GB RAM, Intel Core i7, 3.2 GHz).
The accuracy of the proposed approach on testing set was assessed twofold. First, the alignment between the ground truths and segmentation results was investigated. Particularly, the results M of cell segmentation were compared with the ground truth results G by means of mean square error (MSE), correlation (COR) and DICE measure (DIC) given by Equations 3-5. During the assessment, edge pixels were considered as object. Since in the ground truths G the edges were few pixels width, they were skeletonized (by thinning) prior to comparison. The results of the above comparison are summarized in Table I with image ID given in the first column and the mean values given in the last row. In the comparison, only the regions with known ground truth borders were considered.
where K denotes a number of pixels in a considered image region. Additionally, the comparison was made between the number N of cells in the segmentation result and in the ground truth image N GT as well as the corresponding average cell sizes S andS GT . Cell sizes were measured in pixels. Additionally, the absolute error δN of the determined cell number and the absolute error δS of the average cell size were calculated according to Equations 6 and 7 respectively.
The results of this comparison were summarised in the Table I with image ID given in the first column and the mean values of errors given in the last row. Again, in the assessment, only the regions with known ground truth borders were considered.
The numerical assessment is supplemented by visual results in Figure 8 . In the upper panel original images are presented. In the middle pannel the cell edges produced by the proposed approach are overlaid on the original images. Finally, in the bottom panel results are compared with the corresponding ground truths. Particularly, white colour indicates regions where both results overlay. Green colour corresponds to false Fig. 8a ), the worst result (case 29, Fig. 8b ) and the "average" result (case 13, Fig. 8c ) were selected. Based on both the numerical and the visual results it can be concluded, that the proposed approach performs reasonably well. The visual results in Figure 8 clearly show, that the borders produced by the proposed approach and the ground truth are well aligned. This is confirmed by the average values of correlation and DICE equal to 0.817 and 0.826 respectively (see Tab. I). These measures should be considered high, especially having in mind that edges considered here as object are one pixel width and even slight displacement of the edge may decrease these measures, not necessarily meaning that the cell segmentation failed. This effect also can be observed in Figure 8 . Additionally, both correlation and DICE measure would have been higher, if the edge pruning hadn't been performed in order to obtain closed borders only. High accuracy of the results is also confirmed with very low MSE on average equal to 0.017 (ranging from 0.013 to 0.029).
From Table II it can be seen, that the proposed method slightly underestimates the number N of the detected cells. This in turn increases the average cell size and will increase the determined cell densities. The corresponding, average error δN of the determined cell number equals to -5.2% (ranging from -2.6% to -9.0%) while the resulting cell size determination error is on the average equal to 4.5% (ranging from 2.6% to 9.3%). In the case of the considered study it corresponded on average to 18 cells which were joined with their neighbours (ranging from 7 cells in the case 19 to 40 cells in the case 29). However, this can be fast corrected by manual editing which in the worst case considered in this study requires drawing c.a. 20 lines and takes definitely less time, than manual segmentation.
V. CONCLUSIONS
The proposed approach for endothelial image segmentation provides promising results without user intervention. Additionally, the results are provided in a reasonable time. Although the architecture of a neural network incorporated in the approach was simple, it was capable of delineating accurately most of endothelial cell borders. The results seem even more promising, when one notices that the training dataset contained only several images. It should be also highlighted, that in the ground truth images used for neural network training, only well defined borders were marked. Unsharp and blurry borders were not highlighted and thus it was not possible to train the neural network to recognize this kind of borders. Therefore, the future work will be concentrated on extending the training dataset by corneal endothelium images of low quality in order to make the proposed method capable of segmenting low contrast borders. 
