Video quality is an intuitional and efficient guideline for quality of service of the whole communication system and quality of experience from the end users ' viewpoint. In 
Introduction
Video applications across different transmission platforms are becoming more and more overwhelming around the world, especially with the development of IP and 3G mobile networks. The primary focus, among the problems emerging from these real-world applications, is how to get accurate measurement of the quality of service (QoS) of the whole communication system and the quality of experience (QoE) from the end users' viewpoint. While video quality could be used as an intuitionistic and efficient guideline, since end-users simply want the perceived video to look good. Further, video quality is not only an efficient factor of reliable communication, but also a crucial requirement for video providers. Take the 3G mobile communication system for example; service providers are expected to provide video applications at various price and quality levels, that is to say, these services will be sold in a consumer mass market based on the provision of content at a requested quality [1] .
There is lots of related work about video quality assessment (VQA) over network applications, where mostly focus on several factors that affect video quality. These factors could be divided into two types: network level parameters and application level parameters, such as packet loss, latency, burst from network level, and frame rate, codec type, resolution from application level. Another kind of work emphasis on developing metrics or methods to evaluate video quality from end users' perception for human visual system (HVS) is the ultimate receiver of these communicated videos. Although subjective judgment methods, such as Double Stimulus Continuous Quality Scale (DSCQS), Single Stimulus Continuous Quality Evaluation (SSCQE) is most reliable and accurate, they are timeconsuming and expensive for real-time video monitoring and controlling. Therefore, objective computational assessment models are designed to predict video quality automatically and consistent well with subjective evaluation.
Most of the existed objective models belong to the full reference (FR) method; that is to say, the video quality is compared between tested video and its corresponding original video, which is assumed to be with perfect quality. As far as we know, FR methods indeed play an important role for out-service testing and benchmarking. However, the reference/original video stream for quality comparison is most often not available due to the nature of streaming videos. So, no reference (NR) VQA metrics are desired for in-service monitoring and controlling.
[2] presents a no-reference video quality metric that is based on a set of features, which are extracted from the pixel domain of a given video. The measured features are combined using different models, which have been calculated using a large calibration data set of video sequences. The selection of the appropriated model is done using an additional version of the video sequence, which is coded to exhibit a lower visual quality. This may be the first NR video quality metric for AVC/H.264 that was verified on a comparably large data base. The NR objective video quality assessment model proposed in [3] can provide continuous quality values at a rate of two scores per second, according to data obtained from subjective assessment tests under the Single Stimulus Continuous Quality Evaluation method. This proposed model consists of four processes: frame quality measure, frame quality correction, improved asymmetric tracking and mean value filtering. Automatic Video Quality metric (AVQ) [4] has been shown to have high correlations between objective scores and subjective scores, even better than full reference metric such as PSNR. AVQ works on both the network bit stream and the output pixel values. The degree of compression artifacts is estimated as a function of the quantization step size and the activity in the scene. The perceptibility of network artifacts is obtained from the deviation from normal behavior as observed during the error concealment process. Normal behavior is defined as a function of the current frame and a predicted version of it. Any of the functions mentioned above could be either applied to the entire frame, or on a selective block-by-block basis. [4] Considering the fact that human eyes are highly adapted to exact motion information from viewed video sequence, and there"s inter-frame redundancy among adjacent frames, we present a NR metric, which sufficiently utilizes spatiotemporal correlation of video frames. The regions of interests (ROIs) are obtained through temporal motion information and spatial complexity of a frame, and the frame quality is compared to its neighboring frames. Then the quality of the whole video sequence is achieved by these frames" quality. Our experiments are conducted on VQEG FR-I database and the results indicate that this metric could guarantee comparatively satisfactory consistence with human subjective evaluation. Further, the predicted values can be used as feedback to a service provider to help making some adaptive decision, such as distribution of bit rate.
The rest of the paper is organized as follows. Section 2 presents two main types of the factors that influence video quality, and also discusses the roles of video quality assessment for video network applications. The proposed NR VQA metric is described detailed in Section 3. Section 4 gives our experimental results and examines the efficiency by comparing the predicted values with subjective derived data. Finally, Section 5 concludes the paper and lists the potential work for future study.
VQA in the framework of video communications

Video quality changes during network applications
In the real world, a lot factors can impact the visual quality of video. Quality impairments may begin from the moment the video is created for the original shot can be affected by vagaries of lighting, noise and camera motion artifacts [5] . These factors listed above, and customer premises equipments, are not considered in this paper since we focus our attention on video communications over network from the providers to the end users. And then a concise framework, which contains three steps: encoding, transmitting, and decoding [6] , is given here, as shown in Figure 1 . The quality influence factors can be divided into two types, network level and application level parameters, where the idea are taken and modified from Reference [7] .
Currently most video applications are transmitted through networks, especially with the emergence and development of IP and 3G mobile networks. A major challenge in wireless or congested wired communications is that the delivery channel may be time-varying and error prone. The network level could introduce impairments such as network delay, cumulative inter-frame jitter, burstiness, latency, packet loss, etc [8] , among which the main network parameter for video degradation is packet loss. Therefore, packet loss rate (PLR) is sometimes used as a reference measurement value of transmitted videos [6] [8] [9] . Additionally, low latency is especially important for interactive video applications.
But the measurements and protocols used here are oblivious to the actual content being transmitted over the network and have no direct relation to the video quality as perceived by the user. In the application level, the perceptual video quality is driven by factors such as resolution, video content (as the amount of detail and/ or motion in a scene increases), encoding rate (typically, increasing the bit rate improves picture quality), coding scheme (recent advances in video-coding algorithms have resulted in improved picture quality), source video (a good quality source video will encode better than a poor quality source) and so on. The measurement of video quality could aim at different applications in real-world. Take 3G networks for example; the MPEG-4 is the most suitable standardized digital video encoding format because it provides better encoding efficiency at low bit rates, and Quarter Common Intermediate Format (QCIF) resolution is dominant in the distribution of multimedia files in 3G mobile devices. For perceived video quality, the measurement of these factors may be used only [10] , or may be combined with other factors belonging to network level [11] [12] .
From the above framework, we could see that video quality may be degraded or improved according to the influence of different factors at different communication phases. As generally accepted, video service provider may apply different compressing rates to encode original video when facing different available bandwidth and various demands from video service users. Therefore, different degradation of the original video sequence may be introduced by ending before transmitting. The next step of service, video transmitting, will also result considerable degradation of encoded video due to network level factors. Whereas, the video quality may be improved or updated given there"re error concealment technologies, error tracking module or other enhancement methods, such as fault tolerant tools of MPEG-4, color vividness, image sharpness, contrast enhancement and so on.
Classification of VQA methods
Currently, the measurement of visual quality has three aspects [5] : visual analysis through expert tests by "golden eye" specialists with multi-year experience in video processing algorithms, product design, product development, and recognized expertise in video quality assessment, optimization, and benchmarking; standard subjective tests performed at professional labs following ITU protocols; objective visual quality metrics such as those under evaluation for standardization by the Video Quality Experts Group (VQEG) [13] , which is formed in 1997 to apply the expertise of its participants toward the development of standardized metrics and tools.
Subjective tests, although reliable and valuable, are expensive in time and labor to perform. Further, in any single subjective test only a small sample of test conditions may be presented for assessment. So now more emphasis are put on the design of objective video quality assessment models, which could give predicted mean opinion score (MOS p ) that is wanted to be consistent with human beings" judgment.
Objective video quality assessment models can be divided into three types according to the availability of the original video: full reference metric (FR), partial reference or reduced reference metric (RR), and zero reference or no reference metric (NR) [14] .
FR methods perform a detailed comparison of the input and output video stream so they can achieve good levels of correlation with subjective test data. A wide range of FR algorithms have been developed, such as the US Government NTIA ITS lab"s VQM (Video Quality Metric -1993) and CVQE (Continuous Video Quality Evaluation -2004) which is more suited for low bit rate video. Of A user-perceived video quality assessment metric using inter-frame redundancy Yunyu Shi, Youdong Ding, Jun Li 154 these algorithms, the only one that is contained within a standard is VQM, which is incorporated into ITU-T J. 
The roles of VQA modules in the communication framework
Since video quality is an efficient index of reliable video communications, the evaluation results of video quality not only can be used to analyze the reason of video quality degradation, but also can be used by a service provider to encode the various available videos at bit rates, which correspond to specific quality levels, in order to achieve an optimization of the storage requirements and system bandwidth efficiency.
It"s not very difficult to conclude two types of the roles that VQA modules appear in the framework of video communication systems. One is out-service testing and benchmarking, where FR methods are mostly employed; the other is in-service controlling and monitoring, where RR and NR metrics could be deployed. In fact, NR metrics are most ideal, but also most difficult. Currently, most VQA modules proposed in the framework of video communication adopt FR metrics [8] [11] [12] or RR metrics [15] . 
. Overview of the proposed metric
Our design focus is about the quality of decoded or constructed videos, that is to say, we just evaluate the perceived video from the end-users" experience, regardless of network level parameters and other factors, such as codec types, error tracking technologies. We attempt to provide a generalpurpose quality assessment metric efficient for several types of application environment.
Simply, end users want viewed video to look good, but the human eye is particularly adept at detecting quality problems and finding heavy distortion regions, such as blockiness, blurring, ringing, noise, color distortion and so on. So many VQA metrics are designed to detect these artifacts and give corresponding assessment reference values for the whole video quality. Another kinds of methods generate a saliency map of the video through detecting ROIs for human" visual attention, such as face, mouse, eyes, body, characters and so on [16] . However, most of above methods are based on the frame-by-frame. In fact, different from ranged independent still images, video sequences have a strong local structure: frames that are temporally nearby are highly correlated. And motion is one of the most important types of information contained in natural video.
If we believe that the central goal of vision is to extract useful information from the visual scene, then the perception of motion information would play an important role in the perception of natural video [17] . As a result, efficient and accurate motion estimation could be a favorable start. In the literature, motion information has been employed from different viewpoints. The most frequently used indirect method is temporal filtering [18] , where a lot of knowledge about motion and speed information cannot be used. Recently the authors of [19] employed the idea that local motion information could be obtained from optical flow computation, which could achieve better results.
How to apply motion information into VQA methods is another challenging problem. In [17] , the authors proposed to directly incorporate motion information by modeling the visual perception process in an information communication framework, where the idea was inspired by the psychophysical study on human visual speed perception. They estimated both the motion information content and the perceptual uncertainty in video signals, which were used as weighting factors by incorporating existed image or video quality assessment metrics, such as MSE or SSIM [20] . However, MSE and SSIM are all FR methods, which are not suitable and convenient for real-time applications.
In this paper, we sufficiently utilize inter-frame redundancy among adjacent frames of video sequences. As mentioned above, time-consecutive frames tend to interfere with one another. These kinds of redundancy have been used to conduct self-repairing on lost or distorted regions after decoding procedure. Now, they are used to design a NR VQA metric. The frame quality is got through comparing it to its neighboring frames. And then the whole video quality could be obtained from these frames" quality.
Detailed description about our NR VQA metric
We have introduced the essential idea about our designed metric as above. Here we will give a detailed description of the whole assessment procedure and some implementation issues.
The estimation of motion information
Just like [17] , we choose to use an optical flow method for motions estimation, which avoids the computationally intensive block search procedures and provides a smoother motion vector field. We 
The determination of ROIs
These three kinds of motion information could be used to determine the regions where most attract human eyes considering the nature of HVS, for example, end-users often don"t put attention on dark regions of a frame in video sequences. Additionally, the regions with temporal complexity may also attract user"s attention. So, two kinds of information are used here, temporal motion information and spatial complexity information.
(1) Temporal motion information ( T )
We adapt the idea presented in [17] , information content and perceptual uncertainty respectively. As a fact, most of the objects in the visual world are static (or close to static) relative to the background. As a result, an object with significant motion with respect to the background would be a strong surprisal to the visual system. HVS as an efficient information extractor, it should play more attention to such a surprising event. This intuitive idea may be converted into a quantitative measure of motion information content ( I ).
If we model visual perception as an information communication process, then the amount of information that can be received (perceived) at the receiver end will largely depend on the noise in the distortion channel (the HVS). In other words, the internal noise in the HVS, or the likelihood function of the noisy measurement, determines the perceptual uncertainty. When the background motion in a video sequence is very large (most likely caused by large head/ camera motion), the HVS cannot identify the objects presented in the video with the same accuracy as in static background. A natural A user-perceived video quality assessment metric using inter-frame redundancy Yunyu Shi, Youdong Ding, Jun Li 156 way to quantify the level of the internal noise, or the perceptual uncertainty, is the entropy of the likelihood function (U ). Based on the efficient coding hypothesis about the HVS, the importance of a visual event should increase with the information content, and decrease with the perceptual uncertainty. Therefore, we define temporal motion information as [17] :
log ( ) log log 
is also a constant.
(2) Spatial complexity information ( S )
Psychological and physiological studies in the past century have gained us a tremendous amount of knowledge about the HVS. Since human brain is intelligent to allocate more resources for some important features than other insignificant information. When viewing an image or a scene, humans generally focus on a few areas rather than scan the whole image. In the literature, local variance could effectively characterize the local feature of the image [21] . And then the distribution of local variance could reflect structural information of images. An area with the smallest variation represents a homogeneous region, while regions containing edges will have a higher variance than more homogeneous regions. If the goal of visual perception is to efficiently extract useful information from the visual scene, then the high variance regions are more likely to attract visual attention. It should be noted that such simple approach could not explain this common phenomenon: the skin of a face is not a high variance region but faces are always the focus of attention when people viewing images or videos. We do not attempt to discuss this problem deeply in this paper. Maybe there is the knowledge of face recognition or the study of "face cell" [22] involved. So we adapt local variance to evaluate spatial complexity of a single frame in video sequences. The local variance of an image block , ij P is defined as:
where p  is the pixel in , ij P , L is the total number of pixels in , ij I . Figure 3 gives an example of the distribution map of local variance. We select S stands for spatial complexity field of a video frame. As mentioned above, the importance of a visual event should increase with the temporal motion information, and also increase with the spatial complexity information. Correspondingly, the region of interests in video sequences could be defined as:
R T S  (7)
The set of pixels, which is bigger than the threshold TH, constitutes the ROIs where we want to evaluate distortion level among adjacent frames in video sequences. And the value of threshold could be got through experiments.
The calculation of region difference between adjacent frames
For a region i P in the n -th frame n f , ' i P is its corresponding region in the former frame -1 n f . The spatial difference between them is defined as the sum of absolute error between corresponding pixels in the region. ' 11 
11
()
where L is the total number of regions, which have been obtained through spatial and temporal information in this frame.
The frame distortion is defined as:
The prediction of perceived video quality
The video sequence quality is based on all these frames" distortion; we give the final quality value as follow:
where F is the total number of frames selected from the perceived video sequences. In order to reduce the computational complexity, we select some key frames from the video sequence. Our selection strategy here is based on two facts, where one is that the first several frames after a shot boundary generally attract human"s more attention, and other is that the most recent frames of a sequence also have a greater effect on the overall quality rating.
Experimental results and discussions
The proposed NR VQA metric is tested using the 525@60Hz (30 frames/s) data set of VQEG FRTV Phase I database [13] , which also contains a relatively large number of subjective rates. Figure 4 lists three examples of the first frame of these video sequences. In the database, each reference video sequence has 16 distorted versions with a variety of distortion types. The subject score for each distorted sequence is given by the difference of mean opinion score (DMOS) from the ratings given by multiple human subjects. Two types of performance metrics, correlation coefficient (CC) which indicates prediction accuracy, Spearman rank-order correlation coefficient (SROCC) which predicts prediction monotonicity [13] are adapted here between subjective scores and predicted value. The nonlinearity chosen here for regression of predicted values is a 5-parameter logistic function, as defined follows:
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And the SROCC is defined as:
Where K is the number of video sequences in the data set, and i d is the difference between the i -th video sequence"s ranks in subjective and objective evaluations. The advantage of SROCC lies in its robustness because it is independent of any fitting function that attempts to find a nonlinear mapping between the objective and the subjective scores. Table 1 shows our partial results of 525@60Hz video sequences and all data combined, and the scatter plots are shown in Figure 5 .
From Table 1 , we could see that the worst performance is from the sequence19 (football game), where there"s rapid motion in this video. The reason maybe because current motion vector computation couldn"t be exactly estimated and then the following quality prediction steps will be affected heavily. But the overall performance is relatively satisfactory to some extent since there"s no original video for it to refer. In addition, the used data set from VQEG FR-I database may be not suitable for NR metric test since it was originally designed for FR metrics. So the subjective evaluation process in the design experiment didn"t adopt single stimulus method which is in line with NR objective metrics. This may influence the accuracy of the experimental results. 
Conclusion and future work
In this paper, we conclude the main two types of factors that influence video quality during the realworld video applications: network level factors and application factors. And then we conclude the important roles of VQA models and get the result that no reference metric is useful for in-service monitoring and controlling. In order to propose an efficient NR metric, we utilize the temporal redundancy information existing among video adjacent frames and then determine ROIs for human eyes through temporal motion information and spatial complexity information. We tested our method on all 525@60Hz data set from VQEG FR-I database and the results indicate its potential. However, there"s lots of work to worth study further. For example, the reduction of computation burdens, the estimation of motion information, the combination with other application factors and network factors, the extraction of key frames, the comparison with other metrics of the same type, the selection of suitable test sets and so on.
