Abstract A number of experimental groups have recently computed Phase Response Curves (PRCs) for neurons. There is a great deal of noise in the data. We apply methods from stochastic nonlinear dynamics to coupled noisy phaseresetting maps and obtain the invariant density of phase distributions. By exploiting the special structure of PRCs, we obtain some approximations for the invariant distributions. Comparisons to Monte-Carlo simulations are made. We show how phase-dependence of the noise can move the peak of the invariant density away from the peak expected from the analysis of the deterministic system and thus lead to noise-induced bifurcations.
Introduction
Synchronous neural oscillations are found in many brain areas (Buszaki and Draguhn, 2004) . The mechanisms by which neurons synchronize vary depending on the intrinsic properties of the cells and how they are connected (van Vreeswijk et al., 1994; Chow et al., 1998; Jones et al., 2000) . One approach to understanding synchrony in experimental preparations is to measure quantitatively the response of a rhythmically firing neuron to brief inputs (Reyes and Fetz, 1993; Stoop et al., 2000; Oprisan and Canavier, 2000; Netoff et al., 2005; Galan et al., 2005) . Typically, current is injected into a neuron to make it fire repetitively. Then, brief stimuli are applied to the cell at different times after it spikes to quantify how the inputs alter the timing. Let T denote the time between spikes in the unperturbed neuron (this is the period of firing). An input at phase s after the last spike (that is, occurring at a time sT since the last spike) causes the interspike interval to change to T (s). The Phase Resetting Curve (PRC) is defined as (s) = 1 − T (s)/T . If the PRC is positive (negative), then the input makes the spike occur earlier (later) than it would. Once a PRC is computed, it is possible to create networks of oscillators and explore whether or not they synchronize (Mirollo and Strogatz, 1990; Stoop et al., 2000; Oprisan and Canavier, 2000; Goel and Ermentrout 2002; Netoff et al., 2005) . The main difficulty in computing neural PRCs is that in many experimental preparations there is a large amount of noise. Thus, in order to make sense of models using experimental PRCs we have to incorporate the noisiness of the system in our analysis. Several groups have recently computed experimental PRCs (Netoff et al., 2005; Galan et al., 2005) and in some cases measured the variance of their PRCs. One important finding in Netoff et al. (2005) is that the variance of the PRC is also timing-dependent. This paper is organized as follows. We derive the equations for the distribution of phases in noisy phase resetting curves. We provide an example showing that there is a strong phase-dependence on the variance for PRCs of nonlinear oscillators. We numerically solve the distribution equations (which are linear integral equations) and compare them to Monte-Carlo simulations. We then use two different perturbation approaches the approximate the resulting stationary distributions and use these approximations to study how the phase-dependent variance alters the stationary distributions.
Finally, we compare the results of the integral equations to the experimental data in Netoff et al.
Methods
Derivation of the maps Mirollo and Strogatz (1990) derive maps for pulse-coupled integrate and fire neurons. Similarly, Goel and Ermentrout (2002) derive maps for pairs of oscillators coupled by their PRCs:
A,B (x) be the phase transition curve. We assume that F A,B (x) are invertible functions which implies that A,B (x) cannot be less than −1. If x A n is the phase of cell A at the moment right before cell B fires for the nth time (with x B n similarly defined), then
If the cells are identical (ω A = ω B and F A (φ) = F B (φ)), then iterates of Eq. (2) are just iterates of the single map:
We will focus mainly on the identical cell case. However, in order to look at pairs of excitatory and inhibitory neurons, it will be necessary to return to the general case.
Derivation of the distributions
Noise can appear in a PRC map in many different forms. Most generally, the map is given by
where z is a random variable. The simplest assumption would be that B(x, z) = G(x) + z which would represent additive noise that is independent of the phase, x. This case is considered in Lasota and Mackey (1986) . The data of Netoff et al. (2005) and simulations discussed below indicate that this is too simple a model, thus we will assume that
so that there is some phase (x) dependence of the noise. The map is defined on the unit circle, but since we will consider mainly normally distributed noise, we will work on the whole real line to derive a density function. We extend the definition of B(x, z) to the real line by using the periodicity of B with respect to x, B(x + 1, z) = B(x, z). We will then sum the computed density up modulo 1 to obtain a density function on the circle. We follow standard arguments (see, e.g., Lasota and Mackey (1986) ) in order to determine the distribution. Consider the random process
where z n are i.i.d. and taken from a distribution with density
All variables and functions are defined on R Let p n (x) be the probability density function for X n , and H(x) an arbitrary function on R.
we have:
(To get the last integral, we let x = G(y) + R(y)z be a change of variables for z.) Since the function H(x) is arbitrary, we must have
The function t(x, y) is the rate of transition from state y to state x for the discrete time Markov process (4).
We are not actually interested in p(x) since this is the distribution on the real line. Rather, we want
which is the probability for x modulo 1. Using Eq. (4) and the fact that G(x) = 1 − x − (x) we sum the p n and also rewrite the integral as a sum:
Springer
Let y = k + y and use the fact that (x), R(x) are 1-periodic to obtain:
Thus, if we define
then the invariant density satisfies:
Note that the function S(x, y) is doubly periodic with period 1.
Numerical calculation of P n
The function S(x, y) is an infinite sum but since Q(x) vanishes as |x| → ∞, we can truncate the infinite sum and not lose to much accuracy. The integral in Eq. (6) is found by discretizing the density into M bins of size 1/M and computing the appropriate sum:
Since S does not depend on P we can evaluate S(x, y) at the M × M grid points and the iteration (6) is reduced to a simple matrix multiplication. Since S ≥ 0 and has a spectral radius of 1, the iteration (6) will converge to the stationary distribution. We generally use M = 100 and obtain convergence to a stationary density in 200-500 iterations. This is completed in less than a second, so that the invariant densities can be computed much faster than the Monte Carlo simulations. Furthermore, we can use the integral equations to develop approximate expressions for the stationary phase distributions.
Simulations
The maps (3) are iterated for 500000 steps and the results are binned into histograms after throwing out the first 100000
iterations. In order to show that there is phase-dependence on the variance of phase-resetting curves, we compute the PRC for a noisy neuron model by stimulating with a brief timed pulse. We use a simple model due to Izhikevich (2003) as our neuron:
such that when V = 10, V is reset to c and u is incremented by d. We used I = 0.1, a = 0.05, b = 1, c = −1, and d = 0.2. This produces an oscillation with a period of about 22 msec. dz is a white noise process. We solve this using the Euler method with a time step of 0.005 msec. The PRC is computed by perturbing the V equation by a square pulse of duration 0.2 msec and with amplitude 0.5. At each simulation, we start V(0) = −1 and u(0) = 0.43 which is the value of the variables immediately after resetting. The time for V(t) to reach 10 is computed, T 10 and the PRC is thus:
where T is the unperturbed period. The mean and the variance of the PRC over 500 trials are computed at each time of the perturbation. The PRC is computed in time steps of 0.2 msec from 0 to 22 msec after the spike. In all of our example maps, we use a simple model for the PRC and the phase-dependence of the PRC:
and
Noise is normally distributed with unit variance.
Results
The variance of PRCs is phase-dependent. Netoff et al. (2005, Figure 5) show that the PRCs which they compute from their hippocampal neurons have a clear dependence of the variance on the phase. In particular, the variance decreases with the time of the spike. Theoretically, the variance and the mean of the PRC should be periodic functions of the time since spiking but it is very difficult to get accurate spike times when the stimulus occurs late in the spiking phase (John White, personal communication). To see if this phenomena can be simply explained and to justify the assertion that there is phase-dependence, we computed the PRC for a noisy neural model. Figure 1 shows an example of this calculation. The noise is small, but sufficient to cause a rather broad range in the spike times due to any single perturbation (A). The mean has almost exactly the same shape as the mean expected from the deterministic system and does not seem to depend on the noise since it is the same when the noise is doubled (B). Panel C shows the standard deviation for two different noise strengths, σ = 0.02 and σ = 0.04. In the former case, we have multiplied the standard deviation by 2 to show that the shape of this curve is independent of the noise up to scaling. There is an obvious dependence of the variability on the time of the spike but the relationship is not entirely clear. Figure 1D shows a plot of the standard deviation against the mean which indicates roughly that there is a 90 degree phase-shift between the two. One would be tempted to suggest that the standard-deviation varies like the derivative of the PRC, but the dependence is more subtle than that. An adequate theory of this dependence remains to be discovered.
Analysis I. Moderate noise
We cannot find closed form solutions to the stationary PDFs in Equation (6). However, if we assume that R(x) is close to 1 and (x) is small, then we can find a good approximation to P(x) which also provides insight into qualitative changes of P(x) as parameters vary. Recall that the invariant density satisfies:
where we have "unwrapped' the sum. We keep P(x) as a periodic solution with period 1. We write
and assume that (x) is also 0( ) where 0 < 1. We also assume that Q(x) has variance σ 2 . We now expand P(x) is a series in :
To lowest order:
The solution to this equation is P 0 (x) = 1. (This is what you would expect if the PRC was zero and there was no phasedependence on the noise; the stationary phase is uniform.) The next order equation is:
We change variables in the right-hand integrals x + y → y and then, noting that Q(y) + y Q (y) = (y Q(y)) , integrate by parts yielding
This is a linear inhomogeneous equation which can be solved by Fourier series. We write
α n cos 2π nx + β n sin 2π nx and define
We have assumed that Q(x) is symmetric in order to simplify the analysis, but asymmetric noise could also be analyzed. We note that for normally distributed noise (Q(x) is Gaussian), Plugging in the expansions for P 1 (x), (x), r (x), we find:
We can now use this expression to gain some insight into the form of the stationary state. We consider several different examples.
Example 1
We consider the simplest scenario in which the PRC is a pure sinusoid and there is no phase-dependence of the variance. Thus, we have (x) = b 1 sin 2π x and thus:
If b 1 > 0 then the deterministic map has a stable fixed point at x = 1/2 and we see that the P(x) is also peaked at x = 1/2. When b 1 < 0, the peaks of P(x) occur at x = 0,1 corresponding to a stable synchronized state. Figure 2A shows three curves for σ = 0.2, b 1 = 1, and = 0.02 corresponding to the approximation, the solution to the integral equation and the Monte-Carlo simulation.
Example 2
Next, we look at the behavior when there are two Fourier modes and the deterministic system has multiple stable phase-locked states. We note that this type of behavior has been seen in several models, notably, the integrate and fire model with excitatory coupling (van Vreeswijk, et al., 1994) . Figure 2B shows a simulation with = 0.02, σ = 0.2, and b 2 = 1, b 1 = −0.25. There are two peaks to the invariant density corresponding to asymmetric locked states between the oscillators. This can be destroyed if the noise is increased because the term q 2 goes to zero as σ increases faster than q 1 so that order two harmonic is washed out leaving a stable synchronous state.
Example 3
We now use the approximation to study the effects of phasedependent variance on the stationary behavior.
In particular, we demonstrate a noise-dependent switch from antiphase to synchrony. We suppose that (x) = b 1 sin 2π x as in the first example and R(x) = 1 + c 1 cos 2π x with Gaussian noise. From (10) we find
This density has a peak at either x = 0 (synchrony) or at x = 1/2 (antiphase). Since the noise is Gaussian, the peak of the density depends only on the sign of
By choosing b 1 and c 1 to have opposite signs, we can change the amount of noise, σ to effect a switch in stationary phase-loked behavior. The critical value of the noise is
For example if c 1 = −0.25 and b 1 = 0.05, then the critical noise level is σ * ≈ 0.252. Figure 3 shows the result for both the numerical and the analytic calculation. Unlike Example 2, the bifurcation is not one that could be "predicted' from the deterministic dynamics. In the present example, anti-phase is the only stable behavior and changing b 1 only modulates the amplitude (unless of course b 1 changes sign). For σ = 0.25 which is very close to the bifurcation point, the density is almost flat (Fig. 3B) .
Analysis II. Weak noise
If the noise is small, that is, 0 < R(x) 1 then we expect that the PDF will be sharply peaked around the stable phase-locked states of the deterministic system. A standard approximation is to assume that the PDF consists of a sum of Gaussians centered at the mean phase-locked states with some variance, v:
where C is a normalization constant, m i , v i unknown parameters corresponding to the dynamics of the map. In the appendix, we use the Gaussian approximation to derive the dynamics of the stationary values of m, v:
This map is quite useful as it can be used to study bifurcations and the shapes of the PDF. Periodic points of this map correspond to peaks in the stationary distribution.
We consider the following model:
The parameters for are chosen so that for c negative or very small and positive, the noiseless system has a stable antiphase state which undergoes a period doubling bifurcation as c increases (that is, G (m) = −1). Parameters for R(x) are chosen so that with a flat PRC the systems settles into a synchronous state. (Here, because the noise is so low, the phase-dependence of the noise makes little difference.) For small noise, away from the bifurcation point, we can estimate the variance for the map as:
For c = −.04, the approximation yieldsv app = 0.00166 and the true value isv = 0.00164. When c = 0.008 (very close to the bifurcation point for the deterministic system), the approximation yieldsv app = 0.060 while the true value is v = 0.039, a 33% error.
Figure 4(A) shows the Gaussian approximation and the numerical solution of the PDF when c = 0.0 for which the approximate map predicts a single peak. Figures 4(B,C) show the bifurcation diagrams for period two solutions to Eqs. (12)-(13) as the parameter c varies. Near the deterministic bifurcation value c = 0.02, there is an abrupt change in the period one solution and the variance increases by two orders of magnitude (panel C). Away from the bifurcation (c = 0.04) the variance is again small so that both our simple linear approximation (14) and the Gaussian ansatz work very well as is seen in figure 4D . Here, the map has a period two solution leading to the double peaks in the PDF. We remark that in A, the peak is considerably wider than the peaks in D; this is seen in the variance curve 4C. For c between about 0.007 and c = .025, the dynamics are too close to the bifurcation point and the Gaussian approximation breaks down. We also remark that this type of breakdown of the approximation near a bifurcation is not seen in the analysis in the previous section. On the other hand, our prior analysis is only good when the PRC is quite small, while here, no such constraints were necessary.
The Gaussian approximation works even for "exotic" cases. For example, if we take (x) = 0.04 sin 2π x + 0.16(1 − cos 2π x) + 0.06 sin 4π x and R(x) = 0.01 (very small noise), the map (12, 13) has a period 4 fixed point. The Monte-Carlo simulation (400000 steps) show 4 peaks in the stationary distribution. Both the position of the peaks and their width is matched as can be seen in Figure 5 .
Application to experimental data
We can apply the thory to experimental data. Figure 6 shows the results of this. In A,B we show polynomial fits for the PRC and the standard deviation as a function of the phase for excitatory and inhibitory stimuli. In the experiments, cells in the hippocampus were driven to fire at a regular rate and stereotyical EPSPs and IPSPs were applied at different times after a spike. For EPSPs, the PRC is typical of that seen in theoretical models. However for IPSPs the PRC does not vanish at 1. This is likely due to the difficulty in resolving the precise spike time when the stimulus occurs near the natural (unperturbed) period (John White, private communication). Figure  6B shows that there is only a small phase-dependence for IPSP input standard-deviation while the phase-dependence for EPSPs can be rather substantial. Figure 6(C, D) show the predicted phase relationships for a pair of mutually coupled cells in absence of noise. EPSPs tend to synchronize while IPSPs result in an alternating rhythm. Figures 6Ei,ii show the invariant density using the functions in A, B. In addition we show that for EPSP stimuli, the phase-dependence of the noise has a small effect on the invariant density (compare dashed and solid line in 6Ei). While these effects are not as dramatic as those in the toy models, the results show that phase-dependent noise can shift the timing between pairs of coupled oscillators. Netoff et al. (2005) also look at heterogeneous pairs in which once cell sends EPSPs to the other while receiving IPSPs. So far, our methods have been applied to identical cells. There is no reason why heterogenous networks cannot also be analyzed. Consider Eq. (2). Recall that x A is the phase of cell A when cell B has fired and vice-versa. Equation (2) has a noisy analogue. Instead of the deterministic phasetransition curve, F A (x A )), we have the noisy one F A (x A ) + 
where ξ A is a random variable with zero mean. Thus, the noisy heterogenous dynamics are given by:
If we assume that ξ A,B come from identical symmetric distributions, then we can readily derive equations for P A,B (x), Springer the density of the phases. This results in a pair of coupled integral equations for the probabilities of x A B :
Figure 6E(iii,iv) depicts the stationary distributions for an excitatory-inhibitory pair. That is, cell A is excitatory and cell B is inhibitory. P e (x) is the density of the phase of the excitatory cell at the moment the inhibitory cell fires and P i (x) is the phase density for the inhibitory cell at the moment the excitory cell fires. We note that the E cell lags the I cell slightly because the IPSPs can only delay the onset of a spike ( Figure 6A) . Similarly, the I cell leads the E cell since EPSPs advance the spike time (except for a narrow window near the beginning of a cycle, cf. Figure 6A ). The two distributions are not simple reflections of each other since the effects of the coupling are not symmetric.
Discussion
We have developed a method to compute various probabilistic quantities which arise in the study of coupled neural oscillators. Previous work on the questions of oscillator synchrony in the presence of noise has mainly been applied to differential equations models (Sompolinsky et al., 1991; Tass 2003; Acebron et al., 2005; Strogatz, 2000, ) . For neurons coupled in a pulsatile manner, maps are a more natural setting. The methods here can be used in conjunction with experimental studies. It is now possible to create artificially coupled networks with real cells using a method called the dynamic clamp (Netoff et al., 2005) . Thus, the techniques derived in this paper can be applied to experimental synchronization of noisy neurons. There are several adavantages of the integral equations over Monte-Carlo simulations. First, it is not easy to determine how many iterations to run; this can depend on both the amplitude of the noise and the intrinsic dynamics. The integral equations are exact and can be solved very quickly by iteration. More importantly, the deterministic nature of the integral equations allowed us to develop a simple perturbation scheme to approximate the invariant density.
Throughout the paper, we have made a number of assumptions about both the PRCs and the form of the noise in order to derive simple models for the phase densities. The assumptions on the PRCs are necessary in order to have well-defined maps even in absence of the noise. For a single forced oscillator, the invertibility requirement for the phase-transition curve (PTC : F(x) = x + (x)) can be relaxed (Stoop et al., 2000) . But for coupled oscillators, stronger coupling forces one to make additional assumptions about the behavior of the oscillators. A classic example is the work of Mirollo and Strogatz (1990) which considered strong phase-resetting. They make the assumption of absorption-if an oscillator is induced to fire immediately, then it is absorbed into the group of synchronous oscillators. This assumption is not robust to noise or to heterogeneity. In the experiments of Netoff et al. (2005) , and Galan et al. (2005) the stimuli are sufficiently weak so that the PTC is invertible. However, the PRCs computed by Reyes and Fetz (1993) have a slope of −1 near the time of firing which means that they fire as soon as stimulated. Thus, the function F(x) is not invertible for their experiments. We have also assumed that the PRCs are memoryless: the effect of a stimulus lasts for only one cycle. For weak stimuli, this is a reasonable assumption, but for stronger stimuli, such as in Reyes and Fetz (1993) , the phase continues to evolve over at least two cycles. We chose a simple additive noise model simply because this is the same model that Netoff et al. (2005) used to fit their dynamic clamp. We need not make this assumption in order to derive the densities. If we consider a more general form of the map, say x → B(x, z) where z is a random variable, then we can still derive an equation for the invariant density provided we can solve B(x, z) = y for z. It remains to be seen if the simple additive assumption holds in other experiments.
One of our most interesting findings is that phasedependent noise can change the peaks of the PDF so that they can be substantially moved from the deterministic locked state. In one example, the noise induced a switch from synchrony to anti-phase. It is not clear how strong this effect will be in experimental models although there is a shift in the peak of the phase distribution in the Netoff data (see Figure 6Ei ). Any nonlinear oscillator driven with a small amount of noise appears to have phase-dependence of the variance of the PRC, so that the existence of this dependence should come as no surprise. However, in most theoretical studies of noisy phase-locking this dependence is ignored. An adequate theory which explains the relationship between the variance and the mean remains to be found although progress on some simple cases has been made (Doiron and Ermentrout, in preparation).
We have not applied the analytic methods to heterogeneous networks although the techniques are obviously extendable. For example, if the noise is weakly dependent on the phase, the frequencies of the two oscillators are close, Invariant densities from (6) for excitatory and inhibitory coupling (i,ii) and for mixed coupling (iii,iv, see text). In (i) the dashed line depicts the invariant density for a constant (rather than phase-dependent) variance and the PRCs are small, then the lowest order solutions to (15) will be P j (x) = 1. The next order terms can be solved using Fourier series just as the homogeneous case was.
Another case which should be amenable to analysis is the "all-all" model in the limit as there are infinitely many oscillators. Ariaratnam and Strogatz (2001) recently gave a complete analysis of the all-all model:
for m = 1 (with numerical support in the case m > 1). If m → ∞, the coupling becomes a delta function. Thus, it is likely that their methods could be applied to our situation. The analysis of any other networks (small N or local coupling) is probably best handled with a Monte Carlo simulation. How does this approach compare or differ from weakly coupled noisy oscillators? Suppose that the PRC is small (as we assumed for the perturbation methods) and the oscillators are identical. Then Eq. (1) can be averaged leading to
where we have added an independent source of noise to each oscillator. Letting ψ = φ B −φ A denote the phase-difference between the oscillators, it is easy to derive a FokkerPlanck equation for the distribution of the phase differences (Gardiner, 1997) and from this extract the stationary PDF:
where
and A is a normalization constant. The peaks and valleys of P(ψ) correspond to zeros of the odd part of the PRC. There is clearly no phase-dependence of the noise amplitude in this model. Thus, for example, in the case of I-I coupling in Netoff et al. (2005) , this simple model is probably a good predictor of the stationary PDF, but would fail in the example illustrated in Figurei 3 . Similarly, for the weak noise case, this expression fails to capture the complexity of, say, Fig. 5 which arises due to the finite (as opposed to infinitesimal) nature of the coupling. Thus, while there have been numerous papers on weakly coupled noisy phase-locking, there are aspects of the problem which are best captured by maps and the integral equations which arise from these maps. 
