Abstract. Certain implicit time stepping procedures for the incompressible Stokes or NavierStokes equations lead to a singular-perturbed Stokes type problem at each type step. The paper presents a convergence analysis of a geometric multigrid solver for the system of linear algebraic equations resulting from the disretization of the problem using a finite element method. Several smoothing iterative methods are considered: a smoother based on distributive iterations, the BraessSarazin and inexact Uzawa smoother. Convergence analysis is based on smoothing and approximation properties in special norms. A robust (independent of time step and mesh parameter) estimate is proved for the two-grid and multigrid W-cycle convergence factors.
The major obstacle for extending existing analyses for the case of α > 0 is the lack of an appropriate approximation property. Such approximation property is established in this paper. In general, the proof follows the simplified Verfürth's pattern from [17] . The handling of α > 0 via special norms involves some equivalence results and representations from [16, 19, 21] for the discrete and continuous pressure Schur complement operators. Further we consider smoothing properties in appropriate norms of distributive iterations and coupled iterations similar to the methods of Braess-Sarazin [6] and Bank et al. [2] . From these results the convergence of the two-grid method follows immediately. To establish the multigrid convergence we additionally prove the stability of prolongation operator and smoothing iterations.
The mesh-dependent norms introduced here to prove approximation property (theorem 5.1) seem to be a natural extension for α > 0 of the norms used in [29] . However to prove some specific norm equivalence results (lemma 2.1) we need the assumption on pressure finite element space to be a subspace of H 1 (Ω). Not all stable discretizations of (1.1) satisfy this assumption, but many popular discretizations do satisfy, e.g. the family of Tailor-Hood elements or MINI element. All other assumptions which are used in proving approximation and smoothing properties are quite standard and collected in the next section. From approximation and smoothing properties the uniform convergence of the two-grid method follows. No extra assumptions are needed to pass from two-grid to multigrid convergence result.
The remainder of the paper is organized as follows. Section 2 introduces necessary spaces and norms. An important technical result is given by lemma 2.1. In section 3 we prove a priori estimates and error bounds for the solution of (1.1) and its finite element counterpart. Section 4 provides an algebraic framework for multigrid analysis. Based on results of section 3, the approximation property is proved in section 5. In section 6 we deduce smoothing and stability properties for the distributive, BraessSarazin and inexact Uzawa smoothing iterations. Finally, section 7 contains multigrid convergence estimates.
Preliminaries.
Throughout the paper we use the notation (·, ·) and · for the scalar product and norm in L 2 (Ω) and L 2 (Ω) d . Define the following spaces
On V and Q we introduce the norms:
By V −1 we define the dual space to V. Consider the operator S := div (∆ − αI) −1 ∇, where −(∆ − αI) −1 is the solution operator to the following elliptic problem:
It is easy to check that S is a self-adjoint positive definite operator on Q and
The estimate in (2.1) follows with the help of the Nechas inequality: q ∇q −1 , q ∈ Q. In order to avoid the repeated use of generic but unspecified constants, here and further by x y we mean that there is a constant c such that x ≤ c y, and c does not depend of the parameters which x and y may depend on, e.g. α and mesh size. Obviously, x y is defined as y x, and x y when both x y and y x.
By · Q −1 we denote the dual norm to · Q with respect to the L 2 -duality. Clearly, it holds
for q ∈ Q.
On the product space V × Q we define the product norm and the bilinear form:
The weak formulation of the Stokes type problem (1.1) reads: Given f ∈ V −1 and g ∈ Q find u ∈ V and p ∈ Q such that
Bilinear form a(·; ·) satisfies the following stability and continuity estimates [10] :
We will also assume to the following H 2 -regularity condition: The domain Ω is such that the Stokes problem (1.1) with α = 0 and g = 0 is H 2 -regular, i.e., there is a constant c R such that for any
The condition is satisfied for convex domains [12] . For the discretization of (1.1) we introduce a quasi-uniform family of nested triangulations of Ω (triangles in 2D, tetrahedra in 3D) based on global regular refinement. We use conforming finite elements with piecewise polynomial functions. This results in a hierarchy of nested finite element spaces for velocity and pressure
The corresponding mesh size parameter is denoted by h k and satisfies h k /h 0 2 −k . We assume the discrete LBB condition to be valid
We will also refer to the following inequality known as a weak infsup condition for the case of
The proof of the inequality (2.7) for the Taylor-Hood and isoP2-P1 elements can be found in [4, 21] , another example is the Mini element proposed in [1] . Assume the following standard interpolation properties of the finite element spaces 9) and for the case Q k ⊂ H 1 (Ω):
10)
The discrete problem on grid level k is given by:
Due to (2.6) there exists a unique solution to (2.11).
Besides the product norm |[·, ·]| defined above we endow every finite element subspace pair V k × Q k with the level-dependent product norm:
Note that the later relation defines a norm on Q k due to the LBB condition (2.6). Again, · Q 
In the following lemma we prove an important technical result. Lemma 2.1. Assume Q k ⊂ H 1 (Ω) and (2.7). Then it holds
and
Proof. The upper bound in (2.13) immediately follows from the definition of the norms and the embedding V h ⊂ V. To prove the low bound we use the following two inequalities [19, 21] : 
Therefore, the upper bound in (2.14) immediately follows from (2.17), (2.18), (2.19) and the embedding
Given our assumptions on the triangulation one has ∇P k q ∇q , cf. [9] . Therefore
This estimate together with (2.17) and (2.18) yields the low bound in (2.16).
Remark 1. Note that (2.14) does not follow directly from (2.13), since the inverse of the L 2 -projection of the operator S on Q k is not necessarily equal to the
3. A priori and error estimates. First we prove two useful a priori estimates for the solution of (1.1).
The following estimate holds for the solution of (1.1)
Furthermore, if the H 2 -regularity condition holds and g
Proof. The stability estimate (2.3), identity (2.2) and the Friedreich inequality
Thus we prove (3.1). Assume now g = 0 and considerf = (f − αu), then u, p solves the Stokes problem 
Proof. Let u I be the best possible approximation to u in V k with respect to the · V norm and p I be the best possible approximation to p in Q k with respect to the · Q norm. The norm equivalence (2.13), stability (2.12), continuity (2.4) estimates and the orthogonality property of finite element error function give:
With the help of this estimate and the triangle inequality we get
Taking v k = 0 and q k = 0 on the right-hand side of (3.3) leads to
With the help of a standard duality argument we prove the lemma below. Lemma 3.3. Let u, p be a solution to (2.2) and u, p solves (2.11), then
Using the weak form of the problem and the orthogonality property for e k , r k , we get
with arbitrary w k ∈ V k , q k ∈ Q k . Thanks to (2.4), interpolation properties (2.8)-(2.9), and a priori estimates from lemma 3.1, we get
Now we are in position to prove the main result of this section.
. Let u, p be a solution to (2.2) and u k , p k solves (2.11), then the following error estimate holds
Below we consequently use (2.3), orthogonality properties, estimates (3.4) and (3.5) for the differences v −ṽ k and q −q k :
We proceed using (3.5):
Remark 2. In the proof of the theorem the extra assumption Q k ⊂ H 1 (Ω) was involved only through the usage of the estimate (3.4). We conjecture, however, that (3.4) still holds for more general case of LBB stable elements.
4. Multigrid method and algebraic framework. For the approximate solution of the discrete problem (2.11) we apply a multigrid method. The method and its convergence analysis will be presented in a matrix-vector form as in Hackbush [14] . To this end consider a space Q + k := Q k ⊕ span{1}, i.e. a pressure finite element space without orthogonality condition. Denote by {φ i } 1≤i≤nk and {ψ i } 1≤i≤mk the standard nodal bases in V k and Q + k . Consider the isomorphisms:
Both
Let the matrices A k ∈ R nk×nk , B k ∈ R mk×nk and the velocity and pressure mass matrices M u ∈ R nk×nk and M p ∈ R mk×mk be given by
Finite element formulation (2.11) can be written as a linear system of the form
with f and g such that f, v = (f , P k v) for all v ∈ R nk and g, q = (g, R k q) for all q ∈ R mk . By A k and S k we denote the stiffness and pressure Schur complement matrices of the finite element problem (2.11) on level k:
Remark 3. Note that both S k and A k are singular matrices and have a onedimensional kernel. Define the constant vector e := R −1
T ∈ R m . Then we have ker(S) = span{e}. Note that
Thus the orthogonality condition in Q k corresponds to the orthogonality to the vector M p e in R mk . This can be written as
⊥ . Below we always consider S k on the subspaceỸ k and A k on the subspace X k ×Ỹ k . Moreover, from the definition of the · Qk norm and S k it follows
Furthermore, we define two product norms on X k ×Ỹ k :
(4.7)
Denote D k = diag(A k ). Due to regular mesh refinement the following relations hold (cf. [20] , [21] )
Here and further I k is the identity matrix for a corresponding vector space and A ≤ B for two square matrices if B − A is non-negative definite.
For the prolongation and restriction in the multigrid algorithm we use the canonical choice:
Note that both p k and r k keep the pressure vector in the right subspace. In section 6 we consider several linear smoothing iterations of the form
with corresponding iteration matrix denoted by
With the components defined above a standard multigrid algorithm with ν presmoothing iterations can be formulated (cf. [14] ) with an iteration matrix that satisfies the recursion
The choices γ = 1 and γ = 2 correspond to the V-and W-cycle, respectively. For the analysis of this multigrid method we use the framework of [14] based on the approximation and smoothing property. Below we derive these properties for the generalized Stokes problem.
Approximation property. The theorem below states the necessary approximation property.
Theorem 5.1 (Approximation property). Let A k be the stiffness matrix from (4.5) and p k , r k the prolongation and restriction as in (4.11) 
. Then under the assumptions of theorem 3.4 the following approximation property holds:
with l = k and l = k − 1. Due to h k−1 h k this yields
Now we use the result of lemma 2.1 to obtain
From the definition of A k and (4.11) it follows that
Thus, using (4.1) and (4.6), we get
which proves the theorem.
Based on the "inexact" Schur complement S
Thanks to (4.8) it holds S k S k . Therefore we get from theorem 5.1
Corollary 5.2. Under the assumptions of theorem 5.1 the following approximation property holds:
6. Smoothing property. In this section we prove a smoothing property for several iterative methods (smoothers) known from the literature. This smoothing property will complement the approximation property from the previous section, resulting in the uniform estimate of the two-grid convergence. We also analyze stability of smoothing iterations, since this property is used for proving multigrid W-cycle convergence.
We will need the following result, cf. e.g. [15] . Lemma 6.1. Assume A, A, S are symmetric positive definite and S = BA −1 B T . Assume also that the inequalities
hold with positive constants ρ 1 , ρ 2 , µ 1 , µ 2 . Then all eigenvalues of the problem
Remark 4. Similar eigenvalue bounds for (6.3) can be found in other papers, e.g. [25] . Further we will use the result of the lemma for the case, when S and S are symmetric positive definite on the subspaceỸ k and the problem (6.3) has a zero eigenvalue corresponding to the eigenvector {0, e}.
Distributive iterations.
Writing the system (4.4) in a general form A x k = b the idea behind the distributive smoothing iterations can be expressed as follows. One chooses matrices B and C and consider smoothing iterations of the form:
One possibility is to set
AB is a positive definite matrix and self-adjoint in a proper scalar product. We consider a Jacobi type iterations, i.e. C is a block diagonal matrix defined below. Let N k be a matrix of the preconditioner for the discrete pressure Neumman problem, such that
and set C = ωD k with a parameter ω > 0. The iteration matrix L k in this case can be written in the form (4.12) with W
Theorem 6.2 (Smoothing property). Assume ω > 0 is small enough, but independent of α and k. It holds
Proof. With the auxiliary matrix
and observe the equality
We get
Thanks to the eigenvalue estimate of lemma 6.1 and bounds in (4.8) and (6.6) one can choose such ω 1 that sp(Ā) ∈ [−1, 1]. Hence
Finally we use (4.9), (4.10) and (6.6) to verify that Proof. From (4.9), (4.10) and (6.6) we get max{h −2 k , α}D s D k for the matrices D s and D k defined in (6.7) and (6.9). Therefore
k . In the proof of theorem 6.2 we have shown that sp(Ā) ∈ [−1, 1]. Hence it holds
Inequalities (6.11)-(6.12) yield (6.10).
For the Stokes problem (α = 0) the similar smoothing iterations were considered first in [29] and [22] . The smoother from [29] and [22] can be written in the form of (6.5) with
Clearly, its analysis fits in the framework given in this paper.
6.2. Braess-Sarazin and inexact Uzawa smoothers. In this section D k is arbitrary symmetric matrix satisfying (4.8) and (4.9). One may still think of D k as
where M u is the velocity mass matrix or its diagonal approximation. Let ω be some given positive parameter. Consider iterations of the form:
13) At each iteration (6.13) one has to solve the auxiliary system:
To solve (6.14) one can eliminate v from the system (6.14) and obtain a problem for the q variable (we recall notation Remark 5. Smoothing iterations (6.13) were first proposed in [6] with D k = I k for the case g = 0, see also [5] . More general choice of D k was analyzed in [31] and [17] . Considering a general g ∈Ỹ k causes no additional difficulties.
The method requires an exact solution of the problem (6.15) which can be interpret as a discrete pressure Poisson problem. Note that the distributive smoother from section 6.1 requires an approximate solution of the similar problem, cf. (6.6). Below we also consider a smoother closely related to (6.13), which avoids the exact solution of (6.15) . Hence consider the block iterative method from [2] , which can be seen as a variant of inexact Uzawa method. Let G k be a preconditioner for S k such that
One step of the method can be divided in the following three substeps:
The iteration matrix of the method (6.18)-(6.20) is written in the form (4.12) with
Thus iterations (6.13) can be interpret as (6.18)-(6.20) with exact preconditioner for the "inexact" Schur complement S k (for the sake of analysis we need a strict low bound in (6.17), however). The smoothing property of (6.18)-(6.20) is based on the following lemma from [31] .
Lemma 6.4. Assume (6.16) and (6.17) .
s is symmetric and 
Proof. Define the auxiliary matrix 
By a simple closure argument for the case
Then the iteration matrices L k of (6.13) satisfy the smoothing property (6.21). Theorem 6.6, corollary 6.5 together with theorem 5.1 guarantee the uniform convergence estimates for the two-grid method with Braess-Sarazin or inexact Uzawa smoothings. To analyze multigrid convergence we need additional stability property from the theorem below.
Theorem 6.7 (Stability of smoother). Assume (6.16) and
Proof. Define the following product norms on X k ×Ỹ k :
Due to (4.9) and (6.16) we have min{h
, c = 1 to conclude that the right-hand side of (6.23) is less than 1.
7. Multigrid convergence. In this section we prove the convergence result for the multigrid method. The result is based on the approximation and smoothing properties from the previous sections. First, however, we prove the following technical lemma. 
For the case of distributive smoothings it holds
and for smoothings (6.13) or (6.18)-(6.20) Since h k h k−1 relations (7.4) and (7.5) prove the first relation in (7.1). Now consider the relations
Thus we prove the second equivalence in (7.1) passing to the limit in the first relation and applying the scaling argument. Now we are going to prove (7.2). Thanks to (7.1) we have with distributive smoother:
Now observe the following identity
Hence using the approximation, smoothing and stability properties we get
The estimate (7.3) is proved similarly.
The iteration matrix of the multigrid W -cycle with ν pre-smoothings satisfies the recursion 6) where
k is the iteration matrix of the two-grid method. Approximation and smoothing properties yield the estimates holds with a constant ξ * < 1 independent of k and α. Proof. Consider the W-cycle with distributive smoothings. Define ξ k := M k Sk→Sk . Using the recursion relation (7.6) for M k and (7.1), (7.2) it follows that
with a positive constant C > 0 independent of all parameters. Now use the two-grid bound given in (7.7) with sufficiently large ν and a fixed point argument. It is clear that the proof of the theorem for the case of smoothings (6.13) or (6.18)-(6.20) is literally the same with the only difference that instead (7.2) and (7.7) one should use (7.3) and (7.8).
