Abstract. We consider Markovian multiclass multi-pool networks with heterogeneous server pools, each consisting of many statistically identical parallel servers, where the bipartite graph of customer classes and server pools forms a tree (acyclic). Customers form their own queue and are served in the FCFS discipline, and can abandon while waiting in queue. Service rates are both class and pool dependent. The objective is to study the scheduling and routing control under the long run average (ergodic) cost criteria in the Halfin-Whitt regime, where the arrival rates of each class and the numbers of servers in each pool grow to infinity appropriately such that the system becomes critically loaded while service and abandonment rates are fixed.
Introduction
We study the scheduling and routing control of multiclass multi-pool parallel server networks under the long run average (ergodic) cost criteria in the Halfin-Whitt regime. There are I classes of customers (jobs) and J parallel server pools, each of which has many statistically identical servers. Customers of each class can be served in a subset of the server pools, and each server pool can serve a subset of the customer classes, which forms a bipartite graph. We assume that this bipartite graph is a tree. The scheduling and routing control decides which class of customers to serve (if any waiting in queue) when a server becomes free, and which server pool to route a customer when multiple server pools have free servers to serve the customer. Customers of each class arrive according to a Poisson process and form their own queue. They are served in the first-come-first-served (FCFS) discipline. Customers waiting in queue may renege if their patience times are reached before entering service. The patience times are exponentially distributed with class-dependent rates. The service times are exponentially distributed with rates depending on both the customer class and the server pool. We assume that the system operates in the HalfinWhitt regime [19] , where the arrival rates of each customer class and the number of servers in each pool grow large, while the service and abandonment rates are fixed, in such a manner that the system gets critically loaded. Scheduling control of such parallel server networks has been studied under infinite-horizon discounted cost criteria in [5] [6] [7] 15] , under finite-time horizon cost criteria in [12, 13, 28] and under long-run average cost in [3, 4] (for the inverted "V" model). In this paper, we investigate the scheduling and routing control to minimize the long-run average (ergodic) cost.
Specifically, we consider two formulations for the ergodic control of multiclass multi-pool networks. LetQ n = (Q n 1 , . . . ,Q n I ) T be the diffusion-scaled queue length processes of the customer classes, andŶ n = (Ŷ n 1 , . . . ,Ŷ n J ) T be the diffusion-scaled idleness processes of the server pools. In the first formulation, both queueing and idleness are penalized in the running cost, and we refer to this as the "unconstrained" problem. The ergodic cost criterion is given by lim sup
where the running cost functionr : R I + × R J + → R + is a nonnegative function with polynomial growth, defined byr for positive vectors ξ = (ξ 1 , . . . , ξ I ) T and ζ = (ζ 1 , . . . , ζ J ) T . In the second formulation, only the queueing cost is minimized, while a constraint is imposed upon the idleness of all server pools. We refer to this as the"constrained" problem. The ergodic cost criterion is given by lim sup
where the running cost functionr : R I + → R + is given as in (1.1) with ζ ≡ 0, and the constraint requires that the long-run average (ergodic) cost of idleness satisfies the bound lim sup
Ŷ n j (s) m ds ≤δ j , j ∈ J , m ≥ 1 , whereδ n := (δ 1 , . . . ,δ J ) ∈ R J + . The constraint can be regarded as a "fairness" condition on server pools. For example, when m = 1, the long-run average idleness of each server pool cannot exceed a threshold. In both formulations, the control is the allocation of servers in server pools to customers of different classes at service completion times and/or customer arrival times. We only focus on preemptive control policies that satisfy the usual work conserving condition (no server can idle if a customer it can serve is in queue), as well as the joint work conserving condition [5] [6] [7] under which, customers can be rearranged in such a manner that no server will idle when a customer of some class is waiting in queue. The value of the problem is defined as the infimum of the above ergodic cost criteria over all admissible controls in the class of preemptive control policies.
These optimal control problems are solved via the corresponding ergodic control problems for the diffusions in the Halfin-Whitt limiting regime. Under the preemptive admissible control policies, the diffusion-scaled processes counting the number of customers in each classX n = (X n 1 , . . . ,X n I ) have a limit X, which is a controlled diffusion as proved and studied in [5] [6] [7] . The drift of the limiting controlled diffusion X has a rather complicated form, and is implicitly given as the unique solution to a linear program. Our first main result is to show that the drift can be explicitly written as a piecewise linear function of X and the control U , as a consequence of a recursive leaf elimination algorithm developed for the multiclass multi-pool networks; see Section 4.1. This explicit representation of the drift enables us to study the positive recurrence properties of the stable. Like the "V" model, the associated diffusion for the multiclass multi-pool networks do not fall into those two categories. Our second key contribution is to show that the first formulation of the ergodic control for the multiclass multi-pool network can be solved using the framework developed in [1] . For that, we rely heavily on the explicit representation of the drift in the limiting controlled diffusions. A key result, which is somewhat surprising, is that for any Markovian multiclass multipool (acyclic) network in the Halfin-Whitt regime, there exists a stationary Markov control under which the limiting diffusion is geometrically ergodic, and its invariant probability distribution has all moments finite.
Ergodic control with constraints for diffusions was studied in [10, 11] ; see Sections 4.2 and 4.5 in [2] . However, the existing methods and theory also fall into the same two categories as above. Our third key contribution is to extend the framework in [1] to address ergodic control with constraints. We then apply the general theory to the second formulation of the ergodic control problem for multiclass multi-pool networks.
Our work relates to the recent study of the stability/recurrence properties of the multiclass multi-pool networks in the Halfin-Whitt regime under certain classes of control policies. Stolyar and Yudovina [26] studied the stability of multiclass multi-pool networks under a load balancing scheduling and routing control policy, "longest-queue freest-server" (LQFS-LB). They showed that the fluid limit may be unstable in the vicinity of the equilibrium point for certain network structures and system parameters, and that the sequence of stationary distributions of the diffusion-scaled processes may not be tight in both the underloaded regime and the Halfin-Whitt regime. They also provided positive answers to the stability and exchange-of-limit results in the diffusion scale for one special class of networks. Stolyar and Yudovina [27] proved the tightness of the sequence of stationary distributions of multiclass multi-pool networks under a leaf activity priority policy (assigning static priorities to the activities in the order of sequential "elimination" of the tree leaves) in the scale n 1 /2+ǫ (n is the scaling parameter) for all ǫ > 0, which was extended to the diffusion scale in [25] . Stolyar [24] recently studied the two-class two-pool network (the "N" model) under a static priority scheduling control policy, and showed that the sequence of stationary distributions of the diffusion-scaled processes is tight in the Halfin-Whitt regime. This was accomplished by using a single common Lyapunov function defined on the entire state space as a functional of the driftbased fluid limits. The stability/recurrence properties for general multiclass multi-pool networks under other scheduling control policies remain open. It is important to note that our approach to ergodic control of these networks does not, a priori, rely on any uniform stability properties of the networks.
1.2.
Organization. The rest of this section contains a summary of the notation used in the paper. In Section 2.1, we introduce the multiclass multi-pool parallel server network model, the asymptotic Halfin-Whitt regime, the state descriptors and the admissible scheduling and routing controls. In Section 2.2, we state the two formulations of ergodic control problems in the Halfin-Whitt regime, and in Section 2.3, we state the corresponding formulations of the ergodic control problems at the diffusion limit. We summarize the asymptotic optimality results for these two formulations in Section 2.4. In Section 3, we first review the general model of controlled diffusions studied in [1] , and then state the general hypotheses and the associated stability results (Section 3.2). We then study the associated ergodic control problems with constraints in Section 3.3. We focus on the recurrence properties of the controlled diffusions for the multiclass multi-pool networks in Section 4. The leaf elimination algorithm and the resulting drift representation are introduced in Section 4.1, and some examples applying the algorithm are given in Section 4.2. We verify the two hypotheses of Section 3.2 for the limiting controlled diffusions of multiclass multi-pool networks in Section 4.3, and discuss some special cases in Section 4.4. The optimal Markov controls for the limiting diffusion are characterized in Section 5. We prove the asymptotic optimality of these controls in Section 6. Some concluding remarks are given in Section 7.
1.3. Notation. The following notation is used in this paper. The symbol R, denotes the field of real numbers, and R + and N denote the sets of nonnegative real numbers and natural numbers, respectively. Given two real numbers a and b, the minimum (maximum) is denoted by a ∧ b (a ∨ b), respectively. Define a + := a ∨ 0 and a − := −(a ∧ 0). The integer part of a real number a is denoted by ⌊a⌋. We use the notation e i , i = 1, . . . , d, to denote the vector with i-th entry equal to 1 and all other entries equal to 0. We also let e := (1, . . . , 1) T .
For a set A ⊂ R d , we useĀ, A c , ∂A, and I A to denote the closure, the complement, the boundary, and the indicator function of A, respectively. A ball of radius r > 0 in R d around a point x is denoted by B r (x), or simply as B r if x = 0. The Euclidean norm on R d is denoted by | · |, and x · y, denotes the inner product of x, y ∈ R d .
For a nonnegative function g ∈ C(R d ) we let O(g) denote the space of functions f ∈ C(R d ) satisfying sup x∈R d |f (x)| 1+g(x) < ∞. This is a Banach space under the norm
.
We also let o(g) denote the subspace of O(g) consisting of those functions f satisfying lim sup
= 0 .
Abusing the notation, O(x) and o(x) occasionally denote generic members of these sets. For two nonnegative functions f and g, we use the notation f ∼ g to indicate that f ∈ O(g) and g ∈ O(f ). We denote by L p loc (R d ), p ≥ 1, the set of real-valued functions that are locally p-integrable and by W k,p
The set of all bounded continuous functions is denoted by
we denote the set of functions that are k-times continuously differentiable and whose k-th derivatives are locally Hölder continuous with exponent α. We define C k b (R d ), k ≥ 0, as the set of functions whose i-th derivatives, i = 1, . . . , k, are continuous and bounded in R d and denote by C k c (R d ) the subset of C k b (R d ) with compact support. For any path X(·) we use the notation ∆X(t) to denote the jump at time t.
Given any Polish space X , we denote by P(X ) the set of probability measures on X and we endow P(X ) with the Prokhorov metric. By δ x we denote the Dirac mass at x. For ν ∈ P(X ) and a Borel measurable map f : X → R, we often use the abbreviated notation
The quadratic variation of a square integrable martingale is denoted by · , · and the optional quadratic variation by [ · , · ]. For presentation purposes we use the time variable as the subscript for the diffusion processes. Also κ 1 , κ 2 , . . . and C 1 , C 2 , . . . are used as generic constants whose values might vary from place to place.
2. Controlled Multiclass Multi-Pool Networks in the Halfin-Whitt Regime 2.1. The multiclass multi-pool network model. All stochastic variables introduced below are defined on a complete probability space (Ω, F, P). The expectation w.r.t. P is denoted by E. We consider a sequence of network systems with the associated variables, parameters and processes indexed by n.
Consider a multiclass multi-pool Markovian network with I classes of customers and J server pools. The classes are labeled as 1, . . . , I and the server pools as 1, . . . , J. Set I = {1, . . . , I} and J = {1, . . . , J}. Customers of each class form their own queue and are served in the firstcome-first-served (FCFS) service discipline. The buffers of all classes are assumed to have infinite capacity. Customers can abandon/renege while waiting in queue. Each class of customers can be served by a subset of server pools, and each server pool can serve a subset of customer classes. For each i ∈ I, let J (i) ⊂ J be the subset of server pools that can serve class i customers, and for each j ∈ J , let I(j) ⊂ I be the subset of customer classes that can be served by server pool j. For each i ∈ I and j ∈ J , if customer class i can be served by server pool j, we denote i ∼ j as an edge in the bipartite graph formed by the nodes in I and J ; otherwise, we denote i ≁ j. Let E be the collection of all these edges. Let G = (I ∪ J , E) be the bipartite graph formed by the nodes (vertices) I ∪ J and the edges E. We assume that the graph G is connected.
For each j ∈ J , let N n j be the number of servers (statistically identical) in server pool j. Customers of class i ∈ I arrive according to a Poisson process with rate λ n i > 0, i ∈ I, and have class-dependent exponential abandonment rates γ n i ≥ 0. These customers are served at an exponential rate µ n ij > 0 at server pool j, if i ∼ j, and otherwise, we set µ n ij = 0. We assume that the customer arrival, service, and abandonment processes of all classes are mutually independent. The edge set E can thus be written as
A pair (i, j) ∈ E is called an activity.
2.1.1. The Halfin-Whitt regime. We study these multiclass multi-pool networks in the Halfin-Whitt regime (or the Quality-and-Efficiency-Driven (QED) regime), where the arrival rates of each class and the numbers of servers of each server pool grow large as n → ∞ in such a manner that the system becomes critically loaded. In particular, the set of parameters is assumed to satisfy the following: as n → ∞, the following limits exist
where µ ij > 0 for i ∼ j and µ ij = 0 for i ≁ j. Note that we allow the abandonment rates to be zero for some, but not for all i ∈ I.
In addition, we assume that there exists a unique optimal solution (ξ * , ρ * ) satisfying
and ξ * ij > 0 for all i ∼ j (all activities) in E, to the following linear program (LP): Minimize ρ subject to
This assumption is referred to as the complete resource pooling condition [6, 30] . It implies that the graph G is a tree [6, 30] . Following the terminology in [6, 30] , this assumption also implies that all activities in E are basic since ξ * ij > 0 for each activity (i, j) or edge i ∼ j in E. Note that in our setting all activities are basic.
We define the vector x * = (x * i ) i∈I and matrix z * = (z * ij ) i∈I, j∈J by
The vector x * = (x * i ) can be interpreted as the steady-state total number of customers in each class, and the matrix z * as the steady-state number of customers in each class receiving service, in the fluid scale. Note that the steady-state queue lengths are all zero in the fluid scale. The solution ξ * to the LP is the steady-state proportion of customers in each class at each server pool. It is evident that (2.3) and (2.4) imply that
where ν := (ν j ) j∈J .
2.1.2. The state descriptors. For each i ∈ I and j ∈ J , let X n i = {X n i (t) : t ≥ 0} be the total number of class i customers in the system, Q n i = {Q n i (t) : t ≥ 0} be the number of class i customers in the queue, Z n ij = {Z n ij (t) : t ≥ 0} be the number of class i customers being served in server pool j, and Y n j = {Y n i (t) : t ≥ 0} be the number of idle servers in server pool j. Set X n = (X n i ) i∈I , Y n = (Y n i ) i∈I , Q n = (Q n i ) i∈I , and Z n = (Z n ij ) i∈I, j∈J . The following fundamental equations hold: for each i ∈ I and j ∈ J and t ≥ 0, we have
The processes X n can be represented via rate-1 Poisson processes: for each i ∈ I and t ≥ 0, it holds that 6) where the processes A n i , S n ij and R n i are all rate-1 Poisson processes and mutually independent, and independent of the initial quantities X n i (0).
2.1.3. Scheduling control. We only consider work conserving policies that are non-anticipative and preemptive. The scheduling decisions are two-fold: (i) when a server becomes free, if there are customers waiting in one or several buffers, it has to decide which customer to serve, and (ii) when a customer arrives, if she finds there are several free servers in one or multiple server pools, the manager has to decide which server pool to assign the customer to. These decisions determine the processes Z n at each time. Work conservation requires that whenever there are customers waiting in queues, if a server becomes free and can serve one of the customers, the server cannot idle and must decide which customer to serve and start service immediately. Namely, the processes Q n and Y n satisfy
Service preemption is allowed, that is, service of a customer can be interrupted at any time to serve some other customer of another class and resumed at a later time. Following [6] , we consider a stronger condition, joint work conservation, for preemptive scheduling policies. Specifically, let X n (t) be the set of all possible values of X n (t) at each time t ≥ 0 for which there is a rearrangement of customers such that there is no customer in queue or no idling server in the system and the processes Q n and Y n satisfy
Note that the set X n (t) may not include all possible scenarios of the system state X n (t) for finite n at each time t ≥ 0, but asymptotically as n → ∞, the joint work conservation condition holds almost surely for all system states, and therefore holds for the limiting diffusion model (see Lemma 3 in [6] ). We can define the action set U n (x) as
Then we can write Z n (t) ∈ U n (X n (t)) for each t ≥ 0. Define the σ-fields
where N is the collection of all P-null sets,
The filtration F n := {F n t : t ≥ 0} represents the information available up to time t, and the filtration G n := {G n t : t ≥ 0} contains the information about future increments of the processes. We say that a scheduling control policy is admissible if (i) it is joint work conserving; (ii) Z n (t) is adapted to F n t ; (iii) F n t is independent of G n t at each time t ≥ 0; (iv) for each i ∈ I and i ∈ J , and for each t ≥ 0, the process δS n ij (t, ·) agrees in law with S n ij (µ n ij ·), and the process δR n i (t) agrees in law with R n i (γ n i ·). We denote the set of all admissible control policies (Z n , F n , G n ) by U n .
2.2.
Ergodic control problems in the Halfin-Whitt regime. We define the diffusion-scaled processesX
These are square integrable martingales w.r.t. the filtration F n with quadratic variations
By (2.6), we can writeX n i (t) aŝ
with z * ij as defined in (2.4). By (2.4), (2.5), and (2.9), we obtain the balance equations: for all t ≥ 0, we havê
Also, by (2.7), (2.8), and (2.9), we have the work conservation conditions in the diffusion scale:
By (2.12) and (2.13), these work conservation conditions in the diffusion scale also imply that for all t ≥ 0, we have
In other words, in the diffusion scale, at each time t, the total number of customers in queue and the total number of idle servers are equal to the positive and negative parts of the centered total number of customers in the system, respectively. Note that under the assumptions on the parameters in (2.1)-(2.2) and the first constraint in the LP, the constants ℓ n in (2.11) converge:
(2.14)
We let ℓ := (ℓ 1 , . . . , ℓ I ) T .
Control objectives.
There are two desirable goals: (i) customers should not be kept waiting, and (ii) the idle time should be distributed fairly among servers. We now introduce the running cost function for the control problem. Letr :
where ξ = (ξ 1 , . . . , ξ I ) T and ζ = (ζ 1 , . . . , ζ J ) T are positive vectors. Here the cost is imposed on both the queues and idle servers. This assumption includes linear and convex running cost functions.
Given an initial state X n (0), and an admissible scheduling policy Z n ∈ U n , we define the diffusionscaled cost criterion as
Note that this cost criterion is defined using the diffusion-scaled processes. The associated cost minimization problem becomesV n (X n (0)) := inf
We refer toV n (X n (0)) as the diffusion-scaled optimal value given the initial state X n (0) in the n th system. For simplicity, we assume that the initial condition
An alternative formulation of the ergodic control problem is to impose idleness constraints for server pools while minimizing the queueing cost. We letr(q) denote the running costr as in (2.15) but with ζ ≡ 0. The diffusion-scaled cost criterion J(X n (0),Ẑ n ) is defined correspondingly as in (2.16) withr(Q n (s)), that is,
The associated cost minimization problem becomeŝ
2.3. The limiting diffusion ergodic control problems. As shown in [6] , the processesX n converge in distribution to a controlled diffusion process X for each admissible control policy Z n ∈ U n . Before introducing the limiting diffusion, we define a mapping to be used for the drift. For any α ∈ R I and β ∈ R J , let
and define a linear map G :
It is shown in Proposition 7 of [5] that that there is a unique map G satisfying (2.20) . We define the matrix
The control set U is defined as
We use u c and u s to represent the control variables for customer classes and server pools, respectively, throughout the paper. For each x ∈ R I and u = (u c , u s ) ∈ U, define a mapping
is clearly well defined for u = (u c , u s ) = (0, 0), in which case we denote it by G 0 (x).
The limit process X is an I-dimensional diffusion process, satisfying the Itô equation
with initial condition X 0 = x and the control U t ∈ U, where the drift b : R I × U → R I takes the form 24) and the covariance matrix is given by
Let U be the set of all admissible controls for the limiting diffusion. The associated processesQ n ,Ŷ n andẐ n also converge in distribution to the limiting processes Q, Y , and Z as n → ∞, respectively, which satisfy the following: Q i ≥ 0 for i ∈ I, Y ≥ 0 for j ∈ J , and for all t ≥ 0, it holds that
We also have the work conservation conditions:
We now introduce the cost minimization problem for the limiting diffusion process. Define the running cost function r : 25) wherer is the same function in (2.15), and thus, 26) for the given ξ = (ξ 1 , . . . , ξ I ) T and ζ = (ζ 1 , . . . , ζ J ) T in (2.15).
The ergodic criterion associated with the controlled diffusion X and the running cost r is defined as
The ergodic cost minimization problem is then defined as
The quantity ̺ * (x) is called the optimal value of the ergodic control problem for the controlled diffusion process X with initial state x. The alternative formulation of the ergodic control problem corresponding to (2.18)-(2.19) is as follows. The running cost function r 0 (x, u) is as defined in (2.26) with ζ ≡ 0. Also define
and letδ = (δ 1 , . . . ,δ J ) be a positive vector. The ergodic cost minimization problem under idleness constraints is defined as
The constraint in (2.30) can be written as
2.4. Asymptotic optimality. We now state the asymptotic optimality results of the paper. We show that the values of the unconstrained and constrained ergodic control problems in the diffusion scale converge to the values of the corresponding unconstrained and constrained ergodic control problems for the limiting diffusion, respectively. The proofs are given in Section 6.
Theorem 2.1. LetX n (0) ⇒ x ∈ R I as n → ∞. Assume that (2.1), (2.2), and the complete resource pooling condition hold.
where ̺ * (x), as defined in (2.28), is the optimal value for the ergodic control problem for the limiting diffusion.
(
where ̺ * c (x), as defined in (2.29), is the optimal value for the ergodic control problem under idleness constraints for the limiting diffusion. Theorem 2.2. Under the assumptions of Theorem 2.1, if the running cost r is convex, then
Ergodic Control of a Broad Class of Controlled Diffusions
We review the model and the structural properties of a broad class of controlled diffusions for which the ergodic control problem is well posed [1] . We augment the results in [1] with the study of ergodic control under constraints.
3.1. The model. Consider a controlled diffusion process X = {X t , t ≥ 0} taking values in the d-dimensional Euclidean space R d , and governed by the Itô stochastic differential equation
All random processes in (3.1) live in a complete probability space (Ω, F, P). The process W is a ddimensional standard Wiener process independent of the initial condition X 0 . The control process U takes values in a compact, metrizable set U, and U t (ω) is jointly measurable in (t, ω) ∈ [0, ∞)×Ω. Moreover, it is non-anticipative: for s < t, W t − W s is independent of F s := the completion of σ{X 0 , U r , W r , r ≤ s} relative to (F, P) .
Such a process U is called an admissible control. Let U denote the set of all admissible controls. We impose the following standard assumptions on the drift b and the diffusion matrix σ to guarantee existence and uniqueness of solutions to equation (3.1).
(A1) Local Lipschitz continuity: The functions
are locally Lipschitz in x with a Lipschitz constant C R > 0 depending on R > 0. In other words, for all x, y ∈ B R and u ∈ U,
We also assume that b is continuous in (x, u). (A2) Affine growth condition: b and σ satisfy a global growth condition of the form
where
In integral form, (3.1) is written as
The third term on the right hand side of (3.2) is an Itô stochastic integral. It is well known that under (A1)-(A3), for any admissible control there exists a unique solution of (
, where u ∈ U plays the role of a parameter, by
Of fundamental importance in the study of functionals of X is Itô's formula. For f ∈ C 2 (R d ) and with L u as defined in (3.3), it holds that
where 
and it is called stationary Markov if v does not depend on t, i.e., v : R d → U. Correspondingly (3.1) is said to have a strong solution if given a Wiener process (W t , F t ) on a complete probability space (Ω, F, P), there exists a process X on (Ω, F, P), with X 0 = x 0 ∈ R d , which is continuous, F t -adapted, and satisfies (3.2) for all t a.s. A strong solution is called unique, if any two such solutions X and X ′ agree P-a.s., when viewed as elements of C [0, ∞), R d . It is well known that under Assumptions (A1)-(A3), for any Markov control v, (3.1) has a unique strong solution [18] .
Let U SM denote the set of stationary Markov controls. Under v ∈ U SM , the process X is strong Markov, and we denote its transition function by P t v (x, · ). It also follows from the work of [9, 23] that under v ∈ U SM , the transition probabilities of X have densities which are locally Hölder continuous. Thus L v defined by
, is the generator of a strongly-continuous semigroup on C b (R d ), which is strong Feller. We let P v x denote the probability measure and E v x the expectation operator on the canonical space of the process under the control v ∈ U SM , conditioned on the process X starting from x ∈ R d at t = 0.
Recall that control v ∈ U SM is called stable if the associated diffusion is positive recurrent. We denote the set of such controls by U SSM , and let µ v denote the unique invariant probability measure on R d for the diffusion under the control v ∈ U SSM . We also let M := {µ v : v ∈ U SSM }, and G denote the set of ergodic occupation measures corresponding to controls in U SSM , that is,
where L u f (x) is given by (3.3). We need the following definition:
When this property holds for A ≡ R d , then we simply say that h is inf-compact.
Recall that v ∈ U SSM if and only if there exists an inf-compact function
We denote by τ(A) the first exit time of a process {X t , t ∈ R + } from a set A ⊂ R d , defined by
The open ball of radius R in R d , centered at the origin, is denoted by B R , and we let τ R := τ(B R ), andτ R := τ(B c R ). We assume that the running cost function r(x, u) is nonnegative, continuous and locally Lipschitz in its first argument uniformly in u ∈ U. Without loss of generality we let C R be a Lipschitz constant of r( · , u) over B R . In summary, we assume that (A4) r : R d × U → R + is continuous and satisfies, for some constant
and all R > 0.
In general, U may not be a convex set. It is therefore often useful to enlarge the control set to P(U). For any v(du) ∈ P(U) we can redefine the drift and the running cost as
It is easy to see that the drift and running cost defined in (3.5) satisfy all the aforementioned conditions (A1)-(A4). In what follows we assume that all the controls take values in P(U). These controls are generally referred to as relaxed controls. We endow the set of relaxed stationary Markov controls with the following topology: v n → v in U SM if and only if
Then U SM is a compact metric space under this topology [2, Section 2.4]. We refer to this topology as the topology of Markov controls. A control is said to be precise if it takes value in U. It is easy to see that any precise control U t can also be understood as a relaxed control by U t (du) = δ Ut . Abusing the notation we denote the drift and running cost by b and r, respectively, and the action of a relaxed control on them is understood as in (3.5) . In this manner, the definition of J x,U [r] in (2.27), is naturally extended to relaxed U ∈ U and x ∈ R d . For v ∈ U SSM , the functional J x,v [r] does not depend on x ∈ R d . In this case we drop the dependence on x and denote this by
is the ergodic occupation measure corresponding to v ∈ U SSM , then we have
Therefore, the restriction of the ergodic control problem in (2.28) to stable stationary Markov controls is equivalent to minimizing
over all π ∈ G. If the infimum is attained in G, then we say that the ergodic control problem is well posed.
3.2. Hypotheses. A structural hypothesis was introduced in [1] to study ergodic control for a broad class of controlled diffusion models. This is as follows:
For some open set K ⊂ R d , the following hold: (i) The running cost r is inf-compact on K.
(ii) There exist inf-compact functions V ∈ C 2 (R d ) and
Without loss of generality, we assume that V and h are nonnegative.
In Hypothesis 3.1, for notational economy, and without loss of generality, we refrain from using any constants. Observe that for K = R d the problem reduces to an ergodic control problem with inf-compact cost, and for K = ∅ we obtain an ergodic control problem for a uniformly stable controlled diffusion. As shown in [1] , Hypothesis 3.1 implies that
The hypothesis that follows is necessary for the value of the ergodic control problem to be finite. It is a standard assumption in ergodic control. Hypothesis 3.2. There exists U ∈ U such that J x,U [r] < ∞ for some x ∈ R d . Hypothesis 3.2 alone does not imply that ̺ v < ∞ for some v ∈ U SSM , which is a requirement for the ergodic control problem to be well posed. However, when combined with Hypothesis 3.1, this is the case as Lemma 3.1 in [1] asserts. We quote this result as follows.
Theorem 3.1. Suppose Hypotheses 3.1 and 3.2 hold. Then there exists v 0 ∈ U SSM such that ̺ v 0 < ∞. Moreover, there exists a nonnegative inf-compact function V 0 ∈ C 2 (R d ), and a positive constant c 0 such that
As shown in [1] , under Hypotheses 3.1 and 3.2, the ergodic control problem is well posed. Moreover there exists a solution to the associated HJB equation, which is unique in a certain class, and characterizes the optimal stationary Markov controls.
3.3.
We are also given a set of positive constantsδ i , i = 1, . . . , n. The objective is to minimize
over all π ∈ G, subject to
It is straightforward to show that H is convex and closed in G. Let H e denote the set of extreme points of H. We have the following lemma.
Lemma 3.1. Suppose that Hypothesis 3.1 holds for r in (3.6), that H = ∅ and that inf π∈H π(r 0 ) < ∞. Then there exists π * ∈ H such that
Moreover, π * may be selected so as to correspond to a precise stationary Markov control.
Proof. By hypothesis, there existsδ 0 ∈ R such that
for K as defined in (4.4), and h(x, u) as in Hypothesis 3.1. By Hypothesis 3.1 and [1, Lemma 3.3] there exists an inf-compact functionh ∈ C(R d × U) which is locally Lipschitz in its first argument uniformly w.r.t. its second argument, and satisfies
for all (x, u) ∈ R d × U, and for some positive constant k 0 ≥ 2. Moreover, for some constant κ > 0 we have
By (3.9)-(3.10) we obtain
By compactness π n → π * ∈ P(R d ×U) along some subsequence. Since every limit point in P(R d ×U) of ergodic occupation measures is also an ergodic occupation measure, it follows that π * ∈ G. On the other hand, since the functions r i are continuous and bounded below we have π * (r 0 ) ≤ ̺ 0 and π * (r i ) ≤δ i for i = 1, . . . , k. It follows that π * ∈ H 0 ⊂ H. Applying Choquet's theorem as in the proof of [2, Lemma 4.2.3], it follows that there exists π * ∈ (H 0 ) e , the set of extreme points of H 0 such thatπ * (r 0
Lagrange multiplier theory provides us with the following.
Lemma 3.2. Suppose that Hypothesis 3.1 holds for r in (3.6), and thatδ is feasible.
Moreover, if π * ∈ H attains this infimum, then we have
The proof is standard. See [22, pp. 216-221] .
Define the running cost g λ by
Also, for β > 0, we define the set of Markov controls
and let H β denote the set of corresponding ergodic occupation measures. We next state the associated dynamic programming formulation of the ergodic control problem under constraints. Recall thatτ ε denotes the first hitting time of the ball B ε , for ε > 0.. 
(b) With V as in Hypothesis 3.1, we have ϕ * ∈ O(V), and ϕ − * ∈ o(V).
(c) A stationary Markov control v ∈ U SSM is optimal if and only if it satisfies
(d) The function ϕ * has the stochastic representation
for anyv ∈ U SM that satisfies (3.12).
. Since π * (r) < ∞, there exists a function ϕ * ∈ W 
and satisfies, for all ε > 0,
Let R > 0 be arbitrary, and select a Markov control v R satisfying
It is clear that v R ∈ U SSM , and that if π R denotes the corresponding ergodic occupation measure, then we have π R (r) < ∞. It follows by (3.13) and the definition of v R that
By (3.14) using [2, Corollary 3.7.3] we obtain
2, it follows that we must have equality in (3.14) a.e. in R d . Therefore, since R > 0 was arbitrary, we obtain (3.11). By elliptic regularity, we have ϕ * ∈ C 2 (R d ). This proves part (a). Continuing, note that by the proof of Lemma 3.1 we have π * (h) < ∞, and moreover that sup π∈H β π(h) < ∞ for all β > 0. Thus we can follow the approach in Section 3.5 of [1] , by considering the perturbed problem with running cost of the form r 0 + εh under the constraints in Concerning uniqueness the analogue of Theorem 3.5 in [1] holds, which we quote below.
15)
such thatφ − ∈ o(V) andφ(0) = 0. Then the following hold: (a) Any measurable selectorv from the minimizer of (3.15) is in U SSM and L(πv, λ * ) < ∞.
We note here that the spatial truncation result in [1, Theorem 4.2] holds for (3.11) and this enables the proof of asymptotic optimality for the ergodic control problem of the multiclass multipool system under constraints. This is reviewed in Section 5.
Recurrence Properties of the Controlled Diffusions Arising in Multiclass
Multi-Pool Networks
In this section, we show that the limiting diffusions for a multiclass multi-pool network satisfy Hypothesis 3.1 relative to the running cost in (2.26) for any value of the parameters. Also, provided γ = 0, Hypothesis 3.2 is also satisfied. The proofs rely on a recursive leaf elimination algorithm which we introduce next.
4.1.
A leaf elimination algorithm and drift representation. We now present a leaf elimination algorithm and prove some properties. Recall the linear map G defined in (2.20) and the associated matrix Ψ in (2.21), and also the map G defined in (2.22).
Definition 4.1. Let G I ∪ J , E, (α, β) denote the labeled graph, whose nodes are labeled by (α, β), i.e., each node i ∈ I has the label α i , and each node j ∈ J has the label β j . The graph G is a tree and there is a one to one correspondence between this graph and the matrix Ψ = Ψ(α, β) defined in (2.21). We denote this correspondence by Ψ ∼ G.
Let Ψ (−i) denote the (I − 1) × J submatrix of Ψ obtained after eliminating the i th row of Ψ. Similarly, Ψ (−j) is the I × (J − 1) submatrix resulting after the elimination of the j th column.
Ifî ∈ I is a leaf of G I ∪ J , E, (α, β) , we let jî ∈ J denote the unique node such that (î, jî) ∈ E and define (α, β) (−î) := α 1 , . . . , αî −1 , αî +1 , . . . , α I , β 1 , . . . , β jî−1 , β jî − αî, β jî+1 , . . . , β J , i.e., (α, β) (−î) ∈ R I−1+J is the vector of parameters obtained after removing αî and replacing β jî with β jî − αî. Similarly, if ∈ J is a leaf, we define i and (α, β) (−) in a completely analogous manner.
Lemma 4.1. Ifî ∈ I and/or ∈ J are leafs of G I ∪ J , E, (α, β) , then
Proof. Ifî ∈ I is a leaf of G I ∪ J , E, (α, β) , then ψî ,jî is the unique non-zero element in theî th row of Ψ(α, β). Therefore, the equivalence follows by the fact that the concatenation of Ψ (−î) (α, β) and rowî of Ψ(α, β) has the same row and column sums as Ψ(α, β). Similarly if ∈ J is a leaf.
Definition 4.2.
In the interest of simplifying the notation, for a labeled tree G = G I ∪J , E, (α, β) we denote
and
for leavesî ∈ I and ∈ J , respectively.
We now present a leaf elimination algorithm, which starts from a server leaf elimination. A similar algorithm can start from a customer leaf elimination.
Leaf Elimination Algorithm. Consider the tree G = G I ∪ J , E, (α, β) as described above. Server Leaf Elimination. Let J leaf ⊂ J be the collection of all leaves of G which are members of J . We eliminate each ∈ J leaf sequentially in any order, each time replacing G by G (−) and setting β 1 ) ) denote the graph obtained. Note that I 1 = I and J 1 = J \ J leaf , and all the leaves of G 1 are in I. Note also that since G 1 is a tree, it contains at least two leaves unless its maximum degree equals 1. Let Ψ 1 denote the collection of nonzero elements of Ψ thus far defined.
Given
, for each k = 1, 2, 3, . . . , I − 1, we perform the following:
(i) Choose any leafî ∈ I k and set ψî jî = α k ı and π(î) = k. Replace G k with G k (−î) . Let
(ii) For G k (−î) obtained in (i), perform the server leaf elimination as described above, and denote the resulting graph by G k+1 , and by Ψ k+1 denote the collection of nonzero elements of Ψ thus far defined. At step I −1, the resulting graph G I has a maximum degree of zero, where I k = {î} is a singleton and J k is empty and Ψ contains exactly I + J − 1 non-zero elements. We set π(î) = I.
Remark 4.1. We remark that in the first step of server leaf elimination, all leaves in J are removed while in each customer leaf elimination, only one leaf in I (if more than one) is removed. Thus, exactly I steps of customer leaf elimination are conducted in the algorithm. The input of the algorithm is a tree G with the vertices I ∪ J , the edges E and the indices (α, β). The output of the algorithm is the matrix Ψ = Ψ(α, β)-the unique solution to the linear map G defined in (2.20) , and the permutation of the leaves I which tracks the order of the leaves being eliminated, that is, for each k = 1, 2, . . . , I, π(i) = k for some i ∈ I. Note that the permutation π may not be unique, but the matrix Ψ is unique for a given tree G. The elements of the matrix Ψ determine the drift b(x, u) = b(x, (u c , u s )) by (2.24) . It is shown in the lemma that follows that the nonzero elements of Ψ are linear functions of (α, β), which provides an important insight on the structure of the drift b(x, u); see Lemma 4.3.
Lemma 4.2. Let π denote the permutation of I defined in the leaf elimination algorithm, and π −1 denote its inverse. For each k = 1, . . . , I, (a) the elements of the matrix Ψ k are functions of
and the set of nonzero elements of rows π −1 (1), . . . , π −1 (k) of Ψ are equal; (c) there exists a linear function F k such that
Proof. This is evident from the incremental definition of Ψ in the algorithm. 
1) where B 1 is a lower-diagonal I × I matrix with positive diagonal elements, B 2 is an I × J matrix and Γ = diag{γ 1 , . . . , γ I }.
Proof. We perform the leaf elimination algorithm and reorder the indices in I according to the permutation π. Thus, leaf i ∈ I is eliminated in step i of the customer leaf elimination. Let j i ∈ J denote the unique node corresponding i ∈ I, when i is eliminated as a leaf in step i of the algorithm. It is important to note that, with respect to the reordered indices, the matrix G 0 (x) (see Remark 2.1) takes the following form
where each G ij is a linear function of its arguments. As a result, by Lemma 4.2, the drift takes the form
Two things are important to note: (a)F i is a linear function, and (b) µ ij i > 0 (since i ∼ j i ). Let b denote the vector field
Then b is a linear vector field corresponding to a lower-diagonal matrix with negative diagonal elements, and this is denoted by −B 1 . The form of the drift in (4.1) then readily follows by the leaf elimination algorithm and (2.24). 
4.2.
Examples. In this section, we provide several examples to illustrate the leaf elimination algorithm, including the classical "N", "M", "W" models and the non-standard models that cannot be solved in [5, 6] . Note that in Assumption 3 of [6] (and in Theorem 1 of [5] ), it is required that either of the following conditions holds: (i) the service rates µ ij are either class or pool dependent, and γ i = 0 for all i ∈ I; (ii) the tree G is of diameter 3 at most and in addition, γ i ≤ µ ij for each i ∼ j in G. We do not impose any of these conditions in asserting Hypotheses 3.1 and 3.2 later in Section 4.3. 
Following the algorithm, the matrix Ψ takes the form
and the permutation π satisfies π −1 (k) = k for k = 1, 2, 3. The matrices B 1 and B 2 in the drift b(x, u) are 
and the permutation π satisfies π −1 (k) = k for k = 1, 2, 3, 4. The matrices B 1 and B 2 in the drift b(x, u) are 
where m is as given in (2.26), and the matrix Q is a diagonal matrix satisfying x T (QB 1 + B T 1 Q)x ≥ 8|x| 2 . This is always possible, since −B 1 is a Hurwitz lower diagonal matrix. Then we have
δ , for some positive constant C 2 . Similarly on the set K δ ∩ {|x| ≥ 1}, we can obtain the following inequality
for some positive constant C 3 > 0. Combining the above and rescaling V, we obtain
for some positive constants C 4 and C 5 . Thus Hypothesis 3.1 is satisfied.
Theorem 4.2. Suppose that the vector γ is not identically zero. There exists a constant Markov controlū = (ū c ,ū s ) ∈ U which is stable and has the following property: For any m ≥ 1 there exists a Lyapunov function V of the form V(x) = (x T Qx) m /2 for a diagonal positive matrix Q, and positive constants κ 0 and κ 1 such that
As a result, the controlled process underū is geometrically ergodic, and its invariant probability distribution has all moments finite.
Proof. Letî ∈ I be such that γî > 0. At each step of the algorithm the graph G k has at least two leaves in I, unless it has maximum degree zero. We eliminate the leaves in I sequentially until we end up with a graph consisting only of the edge (î,). Then we setū ĉ ı =ū ŝ  = 1. This definesū c andū s . It is clear thatū = (ū c ,ū s ) ∈ U. Note also that in the new ordering of the indices (replace with the permutation π) we haveî = I and and we can also let = J.
By construction (see also proof of Lemma 4.3), the drift takes the form
where b is as in (4.3). Note that the term (e · x) − does not appear in b i (x, u 0 ). The result follows by the lower-diagonal structure of the drift. 
4.4. Special cases. In the unconstrained control problems, we have assumed that the running cost function r(x, u) takes the form in (2.26), where both the vectors ξ and ζ are positive. However, if we were to select ζ ≡ 0 (thus penalizing only the queue), then in order to apply the framework in Section 3.1, we need to verify Hypothesis 3.1 for a cone of the form
for some δ > 0. Hypothesis 3.1 relative to a cone K δ,+ implies that, for some κ > 0, we have
In other words, if under some Markov control the average queue length is finite, then so is the average idle time.
Consider the "W" model in Example 4.2. When e · x < 0, the drift is
We leave it to the reader to verify that Hypothesis 3.1 holds relative to a cone K δ,+ with a function V of the form V(x) = (x T Qx) m /2 . The same holds for the "N" model, and the model in Example 4.4. However for the "M" model, when e · x < 0, the drift takes the form
Then it does not seem possible to satisfy Hypothesis 3.1 relative to the cone K δ,+ , unless restrictions on the parameters are imposed, for example, if the service rates for each class do not differ much among the servers. We leave it to the reader to verify that, provided
, Hypothesis 3.1 holds relative to the cone K δ,+ , with Q equal to the identity matrix. An important implication from this example is that the ergodic control problem may not be well posed if only the queueing cost is minimized without penalizing the idleness either by including it in the running cost, or by imposing constraints in the form of (2.30).
We present two results concerning special networks.
Corollary 4.1. Consider the ergodic control problem in (2.28) with X in (2.23) and r(x, u) in (2.26) with ζ ≡ 0. For any m ≥ 1, there exist positive constants δ,δ, andκ, and a positive definite Q ∈ R I×I such that, if the service rates satisfy max i∈I, j,k∈J (i) (2.22) and (2.24), if µ ij = µ ik =μ for all i ∈ I and j, k ∈ J , then b i (x, u) = −μx i when e · x ≤ 0, for all i ∈ I. The result then follows by continuity. Proof. The proof follows by a straightforward application of the leaf elimination algorithm.
Remark 4.4. Consider the multiclass multi-pool networks with pool-dependent service rates, that is, µ ij = µ j for all i ∈ I(j) and j ∈ J . It was shown in [7] that the controlled limiting diffusion X can be reduced to a one-dimensional diffusion model when the objective is to minimize delay costs (as discounted functions of queue lengths in the infinite horizon). When the running cost function r(x, u) takes the form in (2.26), penalizing both the queue and idleness, the controlled diffusion does not reduce to a one-dimensional diffusion model. It can be shown that with r(x, u) having ζ ≡ 0 in (2.26), the ergodic control problem in (2.28) is equivalent to an ergodic control problem for a reduced one-dimensional controlled diffusion.
Remark 4.5. Consider the single-class multi-pool network (inverted "V" model). This model has been studied in [3, 4] . The service rates are pool-dependent, µ j for j ∈ J . The limiting diffusion X is one-dimensional. It is easy to see from (2.24) that
It is easy to see that the controlled diffusion X for this model not only satisfies Hypothesis 3.1 relative to K δ,+ , but it is positive recurrent under any Markov control, and the set of invariant probability distributions corresponding to stationary Markov controls is tight.
Optimal Controls for the Multiclass Multi-Pool Model
In this section, we characterize the optimal controls via the HJB equations associated with the ergodic control problem for the limiting diffusion.
5.1.
The discounted control problem. The discounted control problem for the multiclass multipool network has been studied in [5] . The results strongly depend on estimates on moments of the controlled process that are subexponential in the time. We note here that the discounted infinite horizon control problem is always solvable for the multiclass multi-pool queueing network at the diffusion scale, without requiring any additional hypotheses (compare with the assumptions in Theorem 1 of [5] ). Let g : R I × U → R + be a continuous function, which is locally Lipschitz in x uniformly in u, and has at most polynomial growth. For θ > 0, define
It is immediate by (4.6) that J θ (x;ū) < ∞ and that it inherits a polynomial growth from g. Therefore inf U ∈U J θ (x; U ) < ∞. It is fairly standard then to show (see Section 3.5.2 in [2] ) that
Moreover, a stationary Markov control v is optimal for the criterion in (5.1) if and only if it satisfies
Asymptotic optimality holds under the general hypotheses of Theorems 2.1 and 2.2. Proof. Recall that Hypothesis 3.1 is satisfied with h(x) :=C|x| m for some constantC > 0, as in the proof of Theorem 4.1. It is rather routine to verify that (3.9) holds for an inf-compact functioñ h ∼ |x| m . The result then follows from Theorem 3.2 in [1] .
We next state the characterization of the optimal solution via the associated HJB equations. where H is defined in (5.2).
(iii) The function V has the stochastic representation
for anyv ∈ U SM that satisfies (5.4), where v * is the optimal Markov control satisfying (5.4).
Proof. The existence of a solution V to the HJB (5.3) follows from Theorem 3.4 in [1] . It is facilitated by defining a running cost function r ǫ (x, u) := r(x, u) + ǫh(x, u) for ǫ > 0, and studying the corresponding ergodic control problem. Uniqueness of the solution V follows from Theorem 3.5 in [1] . The claim that the positive part of V grows no faster than |x| m follows from Theorems 4.1 and 4.2 in [1] , and the claim that its negative part is in o |x| m follows from Lemma 3.10 in [1] .
Parts ( 
The following result follows directly from Theorem 3.6 of [1] . Let r 0 (x, u) be as defined in (2.26) with ζ ≡ 0, and
Let θ be an interior point of S J , i.e., θ j > 0 for all j ∈ J , and consider the problem with constraints given by
The constraints in (5.7) impose fairness on idleness. In terms of ergodic occupation measures, the problem takes the form
Following the proof of Lemma 3.1, using (4.8) and Assumption 5.1, we deduce that the infimum in (5.8)-(5.9) is finite, and is attained at some π * ∈ G. Define
We have the following theorem.
Theorem 5.5. Let Assumption 5.1 hold. Then for any θ in the interior of S J there exists a v * ∈ U SSM which is optimal for the ergodic cost problem with constraints in (5.6)-(5.7). Moreover, there exists λ * ∈ R
and v * can be selected to be a precise control.
Proof. The proof is analogous to the one in Lemma 3.2. It suffices to show that the constraint is linear and feasible (see also [22, Problem 7, p. 236] ). LetG := {π ∈ G : π(r 0 ) < ∞}. By the convexity of the set of ergodic occupation measures, it follows thatG is a convex set. Consider the map F :G → R J−1 given by
The constraints in (5.9) can be written as F (π) = 0 and therefore are linear. We claim that 0 is an interior point of F (G). Indeed, since θ be an interior point of S J , for each ∈ {1, . . . , J − 1} we may selectû s ∈ S J such thatû s j = θ j for j ∈ {1, . . . , J − 1} \ {}, and u ŝ  > θ. By Assumption 5.1, there exists v ∈ U SSM , of the form v = (v c ,û s ) such that π v ∈G. It is clear that F j (π v ) = 0 for j =, and F(π v ) > 0. Repeating the same argument withû ŝ  < θ we obtain π v ∈G such that F j (π v ) = 0 for j =, and F(π v ) < 0. Thus we can construct a collectioñ G 0 = {π 1 , . . . ,π 2J−2 } of elements ofG such that 0 is an interior point of the convex hull of F (G 0 ). This proves the claim, and the theorem. Also, the dynamic programming counterpart of Theorem 5.5 is completely analogous to Theorem 3.2.
Asymptotic Optimality
In this section, we prove Theorems 2.1 and 2.2.
6.1. The lower bound.
Proof of Theorem 2.1. Recall the definition ofV n (X n (0)) in (2.17). We consider a subsequence such that sup nV n (X n (0)) < ∞. Recall the diffusion-scaled processesX n ,Ŷ n ,Q n , andẐ n in (2.9) and (2.10).
We first show that sup n lim sup
This follows a similar argument as in the proof of Theorem 2.1 in Section 5.1 of [1] . We provide the details here for completeness. Let ϕ ∈ C 2 (R) be any function satisfying ϕ(x) = |x| m for |x| ≥ 1. By applying Itô's formula on ϕ (see, e.g., [20, Theorem 26 .7]), we obtain from (2.10) that for each i = 1, . . . , I, and for t ≥ 0,
with z * ij being defined in (2.4). By (2.1), (2.2) and (2.14), given that x i − j z ij ≤ |(e · x)| for each i = 1, . . . , I, it is easy to obtain that for each i = 1, . . . , I,
For the jumps in (6.2), we first note that by definition of ϕ, since the jump size is of order n −1/2 , there exists a positive constant κ 3 such that sup |y−x|≤1 |ϕ ′′ (y)| ≤ κ 3 (1 + |x| m−2 ) for each x ∈ R. Then by Taylor's expansion, we obtain that for each i = 1, . . . , I,
Thus, we have
for some positive constants κ 4 and κ 5 , independent of n. Therefore, for some positive constants κ 6 and κ 7 , and for each i = 1, . . . , I, and t ≥ 0, we have
This, together with the assumption in (2.15) and sup nV n (X n (0)) < ∞ along the sequence, implies that (6.1) holds.
We are now ready to show the lower bound (i) for the unconstrained problem. Define the following processes: for i = 1, . . . , I, and t ≥ 0,
and for j = 1, . . . , J, and t ≥ 0,
if e ·Ŷ n (t) = (e ·X n (t)) − > 0 , e J , otherwise .
(6.4)
The process U c,n i (t) represents the proportion of the total queue length in the network at queue i at time t, while U s,n j (t) represents the proportion of the total idle servers in the network at station j at time t. Let U n := (U c,n , U s,n ), with U c,n := (U c,n 1 , . . . , U c,n I ) T , and U s,n := (U s,n 1 , . . . , U s,n J ) T . Then under the joint work conserving condition, we have U n = (U c,n , U s,n ) ∈ U. By the definition of (U c,n , U s,n ), we havê
Define the mean empirical measures
for Borel sets X 0 ⊂ R I and A = (A c , A s ) ⊂ U. Then (6.1) implies that {Φ n T (X 0 × (A c , A s )) : T > 0, n ≥ 1} is tight and thus, for any sequence, let π ∈ P(R I × U) be the limit along some subsequence. Thus, we have that
It now remains to show that π is an ergodic occupation measure for the diffusion.
Let φ ∈ C ∞ c (R I ). By applying Itô's formula and the definition of Φ n T in (6.5) andX n in (2.10), we obtain that
for linear functionsb n i andF n i and µ n ij i > 0 (since i ∼ j i ). The second equalities in (6.6) and (6.7) follow from the leaf elimination algorithm as used in the proof of Lemma 4.3.
Thus, by applying the same argument as in the proof of Theorem 2.1 in [1] , we can show that
We next show the lower bound (ii) for the constrained problem. Define the processes U c,n as in (6.3) and choose any admissible Markov control U s,n such that the constraint (2.19) is satisfied. Consider the mean empirical measure Φ n T defined in (6.5) . Then the tightness of the family {Φ n T : T > 0, n ≥ 1} is easily obtained, and let π ∈ P(R I × U) be the limit along some subsequence. A similar argument above shows that the limit π is an ergodic occupation measure for the controlled diffusion. Let g λ be defined by
By Lemma 3.2 and Theorem 4.1, there exists the optimal Lagrange multiplier λ * for the associated control problem of the limiting diffusion with constraints, that is, inf π π(r) = inf π L(π, λ * ) where
Moreover, the constraints are satisfied and imply that π(g λ * ) ≤ 0. Thus, we obtain lim sup
which implies that
The proof is complete.
6.2. The upper bound. To prove Theorem 2.2, we use the spatial truncation technique introduced in [1] . We first construct an admissible control policy for each n ∈ N. Fix K > 1. Let ̟ : {z ∈ R I + : e · z ∈ Z} → Z I + be a measurable map defined by This set is used for the spatial truncation below.
Recall the permutation π on customer classes I in the leaf elimination algorithm performed on the graph G, and we reorder the indices in I according to the permutation π. Note that there is also a permutationπ on the server pools J in the leaf elimination algorithm. We also reorder the indices in J according to the permutationπ. which implies that
Note that E sup s∈[0,T ] |X n (s)| q < ∞ by observing from (2.6) that X n i (t) ≤ X n i (0) + A n i (λ n i t) for each t ≥ 0. This implies (6.13) holds by letting T → ∞.
We now focus on proving (6.15) . Note that (a ± 1) q − a q = ±qa q−1 + O(a q−2 ) , a ∈ R .
Letx n i := x i − nx * i for each i = 1, . . . , I. Then by (6.14), we have 
where the last inequality follows from the assumption on the parameters in (2.1) and (2.2).
Thus, when x ∈ X n and large n, from (6.18), we obtain that for some properly chosen β i , there exists a positive constantβ * such that Now when x ∈ (X n ) c , for large n, the second term on the right hand side of (6.16) becomes where κ n i = λ n i − µ n i,j i nx * i = O( √ n),b n i is as defined in (6.18). The last equality follows from the definition of Q n [e I , e J ](x) in (6.9) that for n large, (Q n [e I , e J ](x)) i = 0 for i = 1, . . . , I − 1 and (Q n [e I , e J ](x)) I = (e · x − ne · x * ) + = (e ·x n ) + . Similar to (6.14) , by applying Young's inequality, we obtain that for some positive constantκ I . Thus, by (6.20) , we obtain that when x ∈ (X n ) c , for large n, the constants β i can be chosen such that there exists a constantβ * such that Therefore, by (6.16), (6.17), (6.19) , and (6.21), we can choose the constants β i properly so that there exists a positive constantC 2 ,
Now applying Young's inequality again to the first two terms on the right hand side of (6.22), we obtain
for some positive constant κ * . We can then chooseC 1 properly to obtain the claim in (6.15) . The proof of the lemma is complete.
Proof of Theorem 2.2. We provide the detailed proof for part (i) below and a similar argument can be done for part (ii) using the Lagrange relaxation formulation and Langrange duality. Recall that r is convex and thus r(x, u) = r(x, (u c , u s )) =r((e · x) + u c , (e · x) − u s ) is convex and satisfies (2.25) with m ≥ 1. By the definition of ̺ * (x) in (2.28), for any given δ > 0, we can choose (u c δ , u s δ ) ∈ U SSM such that (u c δ , u s δ ) is a precise continuous control with invariant probability measure µ δ on R I and 
