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We show that the energy gap induced by ferromagnetically aligned magnetic impurities on the surface of a
topological insulator can be filled, due to scattering off the non-magnetic potential of the impurities. In both
a continuum surface model and a three-dimensional tight-binding lattice model, we find that the energy gap
disappears already at weak potential scattering as impurity resonances add spectral weight at the Dirac point.
This can help explain seemingly contradictory experimental results as to the existence of a gap.
PACS numbers: 73.20.At, 73.20.Hb, 73.90.+f
The recent discovery of topological insulators (TIs) [1–4]
has led to exciting possibilities for producing electronically
engineered states. TIs are bulk insulators but host metal-
lic surface states with a Dirac-like dispersion [5, 6]. The
momentum-spin locking in the surface states [7–10] offers
unique technological capabilities, especially if an energy gap
can be created.
A gap in the TI surface states can be generated by time-
reversal breaking perturbations and one of the currently most
discussed approaches for engineering a gap is magnetic dop-
ing [11–14]. The idea is that ferromagnetically ordered im-
purities will produce a net magnetic field, which then gaps
the TI surface states [15, 16]. Beyond an energy gap, this
would also give rise to multiple other exotic phenomena, such
as the anomalous Hall effect recently observed [17]. How-
ever, despite a multitude of recent experimental studies, ev-
idence for a gap in the TI surface states from magnetic dop-
ing remains controversial. Both angle-resolved photoemission
spectroscopy (ARPES) and scanning tunneling spectroscopy
(STS) measurements have reported the presence of an en-
ergy gap [11–14], while other similar studies have found no
gap [18–22]. Interestingly, several studies have even reported
no significant difference between magnetic and non-magnetic
surface impurities [19, 23].
The key assumption, when expecting an energy gap from
magnetic impurities, is that the TI surface electrons only see
an average Zeeman magnetic field. Here we point out that
magnetic impurities, such as Fe or Cr, also strongly scatter
electrons. Thus, in addition to an effective magnetic field, the
presence of magnetic impurities also adds non-magnetic, or
potential, scattering. Potential scattering is known to induce
low-energy impurity resonances in Dirac materials [24], rang-
ing from graphene [25] and d-wave superconductors [26], to
TIs [27–30].
In this work, we investigate the effect on the TI surface
states of both the magnetic and potential scattering by mag-
netic impurities. We find that there are two effects that si-
multaneously modify the Dirac spectrum of the TI surface
states. First, the presence of magnetic scattering opens a gap
in the spectrum. The gap is generated due to the magnetic
scattering (M = JS z) modifying the energy dispersion rela-
tion E = h¯vFk →
√
(h¯vF)2k2+M2. Secondly, the potential
scattering (U) induces impurity resonance states, which add
low-energy states to the spectrum. The relative strength of
the potential and magnetic scattering determines the net den-
sity of states (DOS). In the case of weak potential scattering
(U . M), we find a well-defined gap. On the other hand,
for stronger potential scattering (U & M), the tail of the im-
purity resonances dominates the low-energy spectrum around
the Dirac point and the gap is filled. This provides a unifying
framework that allows us to reconcile the conflicting claims
about the presence/absence of a gap at the Dirac point in mag-
netically doped TIs. More specifically, we use both a con-
tinuum surface model and a tight-binding three-dimensional
(3D) lattice model of a TI, where we introduce dilute concen-
trations of magnetic impurities. We find that these two distinct
models generate remarkably similar results and thus produce
a convincing picture regarding the role of magnetic and po-
tential contributions in magnetic impurity scattering.
Continuum surface model.—We first consider an effective
continuum model of the surface states of a TI and their cou-
pling to local magnetic impurities using the Hamiltonian
Hsurf =
∑
k
h¯vFψ
†
k(k× zˆ) ·σψk+
∫
ψ†(r)V(r)ψ(r)dr. (1)
Here h¯vF is the Fermi velocity of the surface states, σ de-
notes the vector of Pauli matrices, and ψk = (ψk↑, ψk↓)t =∫
ψ(r)e−ik·rdr is the electron annihilation spinor at momentum
k. The magnetic impurities are modeled by the total scattering
potential V(r) =
∑
m(Uσ0 − JS ·σ)δ(r− rm), which includes
both scattering off a potential U, with the identity matrix σ0,
and magnetic moment S, both acting as point defects at po-
sitions rm. For simplicity, since the quantum nature of the
spins is not crucial, we use large spin moments |S| → ∞ and
weak couplings J→ 0, requiring J|S| = constant, such that the
impurity spins can be treated as classical.
With the spin of the surface states oriented within the xy-
plane inHsurf , a magnetic field along the zˆ-direction gaps the
surface spectrum at the Dirac point, as it adds a term pro-
portional to σz [5, 6, 24]. Single magnetic impurities with
moment along zˆ (with potential scattering ignored) and with
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2FIG. 1: (Color online) Evolution of the band structure as a function
of the impurity potential U/M = 0, 1, 2, 3, 4, 5, 6, 10. Here, ρ= 0.1,
M = Mzˆ, Dc/h¯vF = 300, and h¯vF = 1.
a finite spatial extent have also been shown to give an effec-
tive local gap [15], while a single point-like magnetic impu-
rity results in no incipient gap [31]. For finite concentration
of point-like magnetic impurities, their spins has been shown
to align and thus produce an effective magnetic field [16], and
we are primarily interested in this latter system.
To proceed, we study the scattering off a finite concentra-
tion of impurities in Eq. (1) using the T -matrix approach, see
e.g. Refs. [30, 32]. For a low density of localized magnetic
impurities, all with the scattering potential V(r), the impu-
rity averaged Fermion Green function (GF) reads G(k,z) =
G0(k,z)[σ0 −Σ(k,z)G0(k,z)]−1 to first order in the density
of impurities ρ. Here, the self-energy in the Born approxi-
mation is given by Σ(k,z) = ρ[σ0 −V0g0(z)]−1V0, with V0 =
(Uσ0− JS ·σ). Resolving the algebra, we obtain
G(k,z) =
[z− U˜(z)]σ0+ [h¯vFk× zˆ+M˜(z)] ·σ
[z− U˜(z)]2− M˜z(z)− |h¯vFkeiϕ+ M˜+(z)|2
, (2a)
U˜(z) =ρ
U −g0(z)[U2−M2]
[1−g0(z)U]2−g20(z)M2
, (2b)
M˜(z) =
ρ
[1−g0(z)U]2−g20(z)M2
M. (2c)
Here g0(z)σ0 =
∑
k g(k,z) = −z log[Dc/(−z)]σ0/4pi(h¯vF)2,
where we have introduced a finite cut-off energy Dc for the
band width of the surface states. In addition, we have intro-
duced M = −JS, M = |M|, M+ = Mx + iMy, and tanϕ = kx/ky.
Using −ImGr(k,ω)/pi to calculate the low-energy band
structure, the formulation provided in Eqs. (2) enables a con-
tinuous variation of the potential scattering U. In Fig. 1 we
plot the evolution of the calculated band structure for increas-
ing potential scattering U, but fixed strength of the local mag-
netic impurity moment M = Mzˆ. We here explicitly choose a
magnetic moment such that there is a clear gap at the Dirac
point for zero potential scattering. The band structure shows
an essentially unperturbed and gapped band structure for po-
tentials U/M . 1, see Figs. 1(a) and (b). However, the gap
vanishes rapidly for increasing U/M & 1, as seen in Figs. 1(b)
– (h). The flattening of the lower part of the Dirac cone for
U/M & 1 indicates the presence of an impurity resonance.
Even though the impurity resonance is located well below the
Dirac point, there is enough spectral weight available from its
tail to significantly modify the gap and for U/M ≥ 4 the gap is
completely filled. We thus conclude that even weak potential
scattering significantly alters the low-energy spectrum by fill-
ing the magnetically induced gap at the Dirac point. There is
also an overall upward energy shift of the band structure with
increasing U, indicated by the shift z→ z−U˜(z) in the denom-
inator of G(k,z) in Eqs. (2). This is expected since potential
scattering contributes as a local positive (hole) doping. This
effect is advantageous since it both breaks particle-hole sym-
metry, not usually present in TIs [27], and it can also be seen
to mimic additional carrier doping of the material. Both the
gap turning into a region of suppressed, but finite, intensity
and the energy shift in Fig. 1 agree very well with the exper-
imental results reported in Ref. [11]. The results in Fig. 1 are
for magnetic moments along σz. Adding a small moment also
along σx,y does not change the results. This is clear since the
shift h¯vFkeiϕ → h¯vFkeiϕ + M˜+(z) in the dispersion relation in
Eqs. 2 does not act as a mass term in the Hamiltonian, but
merely renormalizes the angular dependence of the energy.
In order to compare to local probing experiments and more
clearly resolve the impurity resonance structure, we are also
interested in the integrated DOS around the Fermi energy
EF . For this purpose, we study the properties of DOS(ω) =
−Im∑kGr(k,ω)/pi. Assuming |M+|  |Mz|  Dc, there is
only a weak angular dependence in the momentum summa-
tion and we can perform the summation analytically, giving
G(z) =
[z− U˜(z)]σ0+M˜(z)·σ
4pi(h¯vF)2
log
|M˜(z)|2− (z− U˜(z))2
D2c
. (3)
The resulting DOS is plotted in Fig. 2 for different ratios U/M.
In the case of vanishing U, Fig. 2(a), the DOS retains the lin-
ear dispersion of the surface states and has a distinct energy
gap centered around the Dirac point, as is expected for a finite
concentration of purely magnetic impurities [15, 16]. Slightly
increasing 0 <U/M . 1, there is an overall energy shift of the
spectrum towards a hole doped state, but more importantly,
the size of the energy gap also decreases. The reduced gap
is a direct consequence of the impurity resonance from the
potential scattering moving toward lower energies and effec-
tively crowding out the gap. Already for U/M = 2, a very
realistic value for the potential scattering of a magnetic im-
purity atom (see Concluding remarks), there is a clear res-
onance peak visible in the low-energy spectrum and its tail
has already started to fill up the energy gap. Thus, we again
see clearly how including a realistic potential scattering term
lifts the magnetically induced gap and, as a consequence, the
DOS instead tends towards that of a potential impurity [27–
31]. This offers a simple explanation to recent experimental
studies, which have found no significant difference between
magnetic and non-magnetic surface impurities [19, 23]. We
also note how the impurity resonance at intermediate U val-
ues tends to split up in two peaks, a feature which has also
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FIG. 2: (Color online) Evolution of the DOS as a function of the
impurity potential U/M = 0, 0.2, 0.6, 1, 2 (a) and U/M = 4, 6, 8, 10
(b). Other parameters are the same as in Fig. 1.
been reported experimentally [11].
3D lattice model.—The continuum model results demon-
strate the importance of including the potential scattering con-
tribution for magnetic impurities, since the resulting impurity
resonance easily fills the magnetically induced gap. In fact, a
realistic impurity can easily provide a potential scattering per-
turbation (& 1 eV) exceeding that of the bulk energy gap in
a TI (∼ 0.3 eV). This also raises the question if a continuum
surface model, with an infinitely large bulk gap, accurately
captures the low-energy properties of TI surface impurities.
We therefore also study magnetic surface impurities with fi-
nite potential scattering in a full 3D lattice model. This lattice
calculation excellently complements the continuum model, as
it not only includes a finite bulk gap, but also captures the
nonzero penetration of the surface states into the bulk of the
TI. Moreover, we only access the behavior of Dirac delta im-
purities in the continuum model, whereas the lattice model
naturally allows for non-singular impurities.
More specifically, we use a simple tight-binding model of a
TI, which consists of s-orbitals arranged on a diamond lattice
[7, 33]:
Hlatt =
∑
〈i, j〉,σ
(t+δti j)c
†
iσc jσ+
4iλ
a2
∑
〈〈i, j〉〉,σσ′
c†iσσ·(d1i j×d2i j)c jσ′. (4)
Here ciσ is the annihilation operator on site i in the lattice
with spin-index σ, t is the nearest neighbor hopping, λ is the
spin-orbit coupling,
√
2a is the cubic cell size, and d1,2i j are
the two bond vectors connecting next-nearest neighbor sites i
and j. This system becomes a strong TI with a single Dirac
surface cone when setting δti j = 0.25t for one of the nearest
neighbor directions not parallel to (111) [7]. To access a sur-
face, we construct a slab in the (111) direction with ABBCC
... AABBC stacking termination. To avoid a hybridization gap
between the two slab surfaces, we use eight lateral unit cells,
each consisting of six atomic layers. Finally, we set t = 2 and
λ = 0.3t, which gives h¯vF u 1 for the surface states, the same
as inHsurf .
To study surface impurities, we create a rectangularly
shaped surface supercell with n sites in each direction, re-
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FIG. 3: (Color online) Evolution of the surface local DOS (per en-
ergy and area unit) maximally away from the impurity as a function
of the impurity potential U/M = 0,1,2 (a) and U/M = 3,5,10 (b).
Here n = 4 and M = 4.
sulting in a surface area A =
√
3n2a2/2, where a = 1 is the
unit of length. We then add Himp = ∑σ,σ′Vc†BσcBσ′ to the
Hamiltonian, where V is the total impurity scattering potential
and B is one specific surface lattice site within the supercell.
We only consider single-site impurities, which model substi-
tutional or on-top absorbed adatoms, as those most straight-
forwardly connects to the continuum model results. However,
we do not expect any qualitative changes for extended defects.
For the impurity, we include both potential and magnetic scat-
tering: V = Uσ0 − JS ·σ. The surface states in Hlatt do not
have as simple a spin structure as the continuum modelHsurf ,
but we nonetheless find that a Zeeman magnetic field along
the yˆ-direction develops a clear energy gap at the Dirac point.
We therefore use a total scattering potential V =Uσ0+Myˆ ·σ
to study the influence of potential scattering on the magnetic
impurity induced gap. We solve H =Hlatt +Himp in the su-
percell using exact diagonalization and use the eigenstates to
calculate the local DOS at each lattice site. We use a 70× 70
k-point grid to achieve a high energy resolution capable of
accurately resolving small energy gaps and a 0.01 Gaussian
broadening to compensate for the finite system size.
In Fig. 3, we plot the local surface DOS maximally away
from a M = 4 impurity in a n = 4 supercell, corresponding to
7% surface impurity concentration. At U = 0, we see a clear
energy gap at the Dirac point centered around the Fermi level.
Slowly increasing U moves the energy gap to slightly higher
energies and, at the same time, very clear impurity resonance
peaks start to appear at progressively lower energies. The lat-
ter causes the energy gap to shrink and it is completely filled
already at U/M & 5. We especially note that the gap disap-
pears already for small values of U. This is very far from the
unitary scattering limit, where the impurity resonance peak is
firmly centered around the Dirac point [27] and then generates
such a large amount of DOS around the Fermi level, that the
system becomes prone to spontaneous magnetization through
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FIG. 4: (Color online) (a) Extracted energy gap and (b) position of
the Dirac point (middle of the energy gap) (b) as a function of the
impurity potential U for supercell sizes n and impurity magnetic mo-
ments M. Dashed line is for chemical potential µ = 0.1.
a Stoner-like impurity mechanism [34]. Instead, the energy
gap in Fig. 3 disappears due to the tail of the impurity res-
onance peak adding spectral weight at the Dirac point. We
also note that the impurity resonance has a clear double-peak
structure, which we here attribute to bonding and anti-bonding
impurity bands. While we in Fig. 3 plot the local DOS far
away from the impurity, the energy gap is a global property
and does not change throughout the surface. The impurity
resonances are naturally taller closer to the impurity, but we
find that the peaks are non-dispersive, and thus their influence
on the energy gap is the same both near and far away from
the impurity. Quite remarkably, all the results and trends with
increasing strength of the potential scattering U are very sim-
ilar for the 3D lattice model in Fig. 3 and the continuum sur-
face model in Fig. 1. These include the energy gap shrinking
and moving to higher energies, before finally disappearing for
U/M of the order of one, as well as the two-peaked impurity
resonance structure. This is especially noteworthy since the
lattice calculation has a bulk gap of only about ±0.6 and the
impurity resonance state has been found to penetrate as deep
as ten layers into the TI [27, 35].
In order to explicitly track the influence of the potential
scattering on the energy gap, we plot in Fig. 4(a) the extracted
energy gap as function of U for several different impurity con-
centrations and magnetic moments. Clearly, the energy gap is
larger for larger M and higher impurity concentrations, as both
generate an overall larger effective Zeeman magnetic field.
However, we find that the gap in all cases diminishes and is
finally completely filled for very realistic strengths of the po-
tential scattering associated with a magnetic impurity. This
result is unaffected if we add a finite chemical potential µ to
the Hamiltonian Hlatt (dashed line). Thus both intrinsic dop-
ing and local charge puddles [36] will not affect the results,
if anything, non-local effects from charge puddles have been
proposed to further diminish the gap [37, 38]. In Fig. 4(b),
we finally plot the position of the Dirac point. There is a sub-
linear increase in position of the Dirac point with increasing
U, but, notably, the size of the magnetic moment does not
influence the position of the Dirac point. Adding a finite µ
simply shifts the Dirac point an equivalent distance.
Concluding remarks.—Finite concentration of magnetic
impurities, where a Zeeman magnetic field is produced as a
collective effect [15, 16], has been considered to be a promis-
ing pathway for gap opening and thus functionalizing the TI
surface. We have here shown that by also including the po-
tential scattering, present for all impurities, the magnetically
induced gap can be completely filled. Potential scattering in
Dirac materials is known to give rise to impurity resonances
[24], and we find that the tail of their spectral weight easily
fills up the energy gap. Most strikingly, we find that the en-
ergy gap is completely filled for a ratio between the potential
and magnetic scattering contributions as low as 1 – 10, which
is well within the range of expected values for the potential (1
– 10 eV) and magnetic (0.1 – 1 eV) scattering for magnetic
dopants in TIs. The remarkably close alignment between re-
sults from a continuum surface model and a 3D tight-binding
lattice model makes it possible to rule out modeling deficien-
cies. Our results therefore provide new crucial understanding
and could offer to resolve the seemingly contradictory experi-
mental situation as to if magnetic impurities induce an energy
gap in the TI surface states.
We acknowledge useful discussions with J. C. Davis,
N. Nagaosa and Q.-K. Xue. This work was supported by
the Swedish Research Council, the Go¨ran Gustafsson Foun-
dation, the Knut and Alice Wallenberg Foundation, and the
European Research Council under the European Union’s Sev-
enth Framework Program (FP/2207-2013)/ERC Grant Agree-
ment No. DM-321031. Work at Los Alamos was supported
by the US DOE Basic Sciences for the National Nuclear Se-
curity Administration of the US Department of Energy under
Contract No. DE-AC52-06NA25396.
∗ Electronic address: annica.black-schaffer@physics.uu.se
† Electronic address: jonas.fransson@physics.uu.se
[1] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005).
[2] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science 314,
1757 (2006).
[3] M. Ko¨nig, S. Wiedmann, C. Brune, A. Roth, H. Buhmann,
L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang, Science 318,
766 (2007).
[4] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava, and
M. Z. Hasan, Nature 452, 970 (2008).
[5] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[6] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[7] L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 98, 106803
(2007).
[8] J. E. Moore and L. Balents, Phys. Rev. B 75, 121306 (2007).
[9] X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Phys. Rev. B 78,
195424 (2008).
[10] D. Hsieh, Y. Xia, D. Qian, L. Wray, J. H. Dil, F. Meier, J. Os-
terwalder, L. Patthey, J. G. Checkelsky, N. P. Ong, et al., Nature
460, 1101 (2009).
[11] Y. L. Chen, J.-H. Chu, J. G. Analytis, Z. K. Liu, K. Igarashi,
H.-H. Kuo, X. L. Qi, S. K. Mo, R. G. Moore, D. H. Lu, et al.,
5Science 329, 659 (2010).
[12] L. A. Wray, S.-Y. Xu, Y. Xia, D. Hsieh, A. V. Fedorov, Y. S.
Hor, R. J. Cava, A. Bansil, H. Lin, and M. Z. Hasan, Nature
Phys. 7, 32 (2011).
[13] S.-Y. Xu, M. Neupane, C. Liu, D. Zhang, A. Richardella, L. An-
drew Wray, N. Alidoust, M. Leandersson, T. Balasubramanian,
J. Sanchez-Barriga, et al., Nature Phys. 8, 616 (2012).
[14] I. Lee, C. K. Kim, J. Lee, S. J. L. Billinge, R. Zhong, J. A.
Schneeloch, T. Liu, T. Valla, J. M. Tranquada, G. Gu, et al.,
Proc. Natl. Acad. Sci. U.S.A. 112, 1316 (2015).
[15] Q. Liu, C.-X. Liu, C. Xu, X.-L. Qi, and S.-C. Zhang, Phys. Rev.
Lett. 102, 156603 (2009).
[16] D. A. Abanin and D. A. Pesin, Phys. Rev. Lett. 106, 136802
(2011).
[17] D.-X. Qu, Y. S. Hor, J. Xiong, R. J. Cava, and N. P. Ong, Sci-
ence 329, 821 (2010).
[18] M. R. Scholz, J. Sa´nchez-Barriga, D. Marchenko,
A. Varykhalov, A. Volykhov, L. V. Yashina, and O. Rader,
Phys. Rev. Lett. 108, 256810 (2012).
[19] T. Valla, Z.-H. Pan, D. Gardner, Y. S. Lee, and S. Chu, Phys.
Rev. Lett. 108, 117601 (2012).
[20] J. Honolka, A. A. Khajetoorians, V. Sessi, T. O. Wehling,
S. Stepanow, J.-L. Mi, B. B. Iversen, T. Schlenk, J. Wiebe, N. B.
Brookes, et al., Phys. Rev. Lett. 108, 256811 (2012).
[21] T. Schlenk, M. Bianchi, M. Koleini, A. Eich, O. Pietzsch, T. O.
Wehling, T. Frauenheim, A. Balatsky, J.-L. Mi, B. B. Iversen,
et al., Phys. Rev. Lett. 110, 126804 (2013).
[22] P. Sessi, F. Reis, T. Bathon, K. A. Kokh, O. E. Tereshchenko,
and M. Bode, Nat. Commun. 5, 5349 (2014).
[23] M. Bianchi, R. C. Hatch, J. Mi, B. B. Iversen, and P. Hofmann,
Phys. Rev. Lett. 107, 086802 (2011).
[24] T. Wehling, A. Black-Schaffer, and A. Balatsky, Adv. Phys. 63,
1 (2014).
[25] M. M. Ugeda, I. Brihuega, F. Guinea, and J. M. Go´mez-
Rodrı´guez, Phys. Rev. Lett. 104, 096804 (2010).
[26] A. V. Balatsky, I. Vekhter, and J.-X. Zhu, Rev. Mod. Phys. 78,
373 (2006).
[27] A. M. Black-Schaffer and A. V. Balatsky, Phys. Rev. B 85,
121103 (2012).
[28] M. Teague, H. Chu, F.-X. Xiu, L. He, K.-L. Wang, and N.-C.
Yeh, Solid State Commun. 152, 747 (2012).
[29] Z. Alpichshev, R. R. Biswas, A. V. Balatsky, J. G. Analytis, J.-
H. Chu, I. R. Fisher, and A. Kapitulnik, Phys. Rev. Lett. 108,
206402 (2012).
[30] J. Fransson, A. M. Black-Schaffer, and A. V. Balatsky, Phys.
Rev. B 90, 241409(R) (2014).
[31] R. R. Biswas and A. V. Balatsky, Phys. Rev. B 81, 233405
(2010).
[32] N. M. R. Peres, F. Guinea, and A. H. Castro Neto, Phys. Rev. B
73, 125411 (2006).
[33] L. Fu and C. L. Kane, Phys. Rev. B 76, 045302 (2007).
[34] A. M. Black-Schaffer and D. Yudin, Phys. Rev. B 90, 161413
(2014).
[35] A. M. Black-Schaffer and A. V. Balatsky, Phys. Rev. B 86,
115433 (2012).
[36] H. Beidenkopf, P. Roushan, J. Seo, L. Gorman, I. Drozdov, Y. S.
Hor, R. J. Cava, and A. Yazdani, Nature Phys. 7, 939 (2011).
[37] B. Skinner and B. I. Shklovskii, Phys. Rev. B 87, 075454
(2013).
[38] B. Skinner, T. Chen, and B. I. Shklovskii, JETP 117, 579
(2013).
