The submodular system k-partition problem is a problem of partitioning a given finite set V into k non-empty subsets
. In this paper, we consider the submodular system k-partition problem, that asks to find a minimum cost k-partition of given submodular system (V , f ). It is supposed that f is given as an oracle which returns f (X) for each X ⊆ V .
Submodularity often plays an essential role in studies on the connectivity of graphs. In fact, the submodular system k-partition problem generalizes the graph k-cut problem and hypergraph k-cut problem. For a graph or hypergraph G = (V , E) with non-negative weight w : E → + , a k-cut is defined as a set of edges whose removal divides G into at least k connected components. The k-cut problem asks to find a minimum weight k-cut of the given graph or hypergraph.
For a graph G and X ⊆ V , define f (X) as e∈δ (X) w(e) where δ(X) denotes the set of edges joining vertices in X and in V \ X. It is known that this set function is symmetric and submodular. For a k-partition (V i ) is exactly twice the weight of a k-cut disconnecting V 1 , V 2 , . . . , V k each other. Hence the k-cut problem of undirected graphs can be formulated as the submodular system k-partition problem with symmetric submodular functions.
The definition of f can be easily extended to hypergraphs, but it does not formulate the hypergraph k-cut problem as the submodular system k-partition problem. We however show that it is possible to formulate the hypergraph k-cut problem as the submodular system k-partition problem by defining submodular functions appropriately (see Sect. 3) . Note that the submodular functions used in our formulation is not symmetric.
The graph k-cut problem is one of the fundamental problems in combinatorial optimization. It is closely related to the reliability of networks, and has many applications, for example, to the traveling salesperson problem, VLSI design, and evolutionary tree construction [5, 14] . When k = 2, the problem is the minimum cut problem, which has been extensively studied so far [15] . Goldschmidt and Hochbaum [7] showed that the graph k-cut problem is NP-hard when k is a part of input. For fixed k, they presented a polynomial-time algorithm. Its running time is O(n k 2 T (n, m)) where T (n, m) is time for computing maximum flows in graphs consisting of n vertices and m edges. Note that T (n, m) is known to be O(mn log(n 2 /m)) [6] . After their work, many polynomial-time algorithms for fixed k are obtained. An algorithm due to Kamidoi, Yoshida and Nagamochi [9] runs in O(n 4k/(1−1.71/ k ≥ 7 2 − 2/k (Garg et al. [4] ) k − 1 (Zhao et al. [22] )
problem is NP-hard or polynomial-time solvable for fixed k in general. With regards to approximation algorithms, Zhao, Nagamochi and Ibaraki [22] gave an algorithm that computes a k-cut from a given (k − 1)-cut. Using the algorithm due to Xiao [20] for computing a 3-cut, their algorithm achieves the approximation factor (1 − 2/k) min{k, d max } where d max denotes the maximum size of hyperedges. We show in this paper that the problem can be reduced to the terminal k-vertex cut problem in bipartite graphs (see Sect. 3). The LP-rounding algorithm proposed by Garg, Vazirani and Yannakakis [4] for the terminal k-vertex cut problem achieves the approximation factor 2 − 2/k for the hypergraph k-cut problem.
Little is known about the submodular system k-partition problem. Zhao, Nagamochi and Ibaraki [22] presented a (k − 1)-approximation algorithm for the problem with non-negative submodular functions. For the problem with symmetric submodular functions and monotone submodular functions, Zhao, Nagamochi and Ibaraki [22] gave a (2 − 2/k)-approximation algorithm (Queyranne [16] announced the same result for symmetric submodular functions).
The purpose of this paper is to advance the progress in studies on the submodular system k-partition problem and the hypergraph k-cut problem. First, we show that the hypergraph k-cut problem can be reduced to the submodular system k-partition problem and the terminal k-vertex cut problem. We then present an algorithm for the submodular system k-partition problem. For k = 3, our algorithm computes an exact solution. For k ≥ 4, it is an approximation algorithm. We also discuss the approximation factor of our algorithm for the hypergraph k-cut problem. Table 1 summarizes the approximation factors of our algorithm and previous studies. In the table, the factors of Garg et al. represents the approximation factor of an algorithm proposed by Garg, Vazirani, Yannakakis [4] for the terminal k-vertex cut problem. Since we provide the reduction from the hypergraph k-cut problem to this problem, their algorithm can be applied to the hypergraph k-cut problem. The factor of our algorithm for the submodular system k-partition problem with k ≥ 7 is represented by k + 1 − 2 √ k − 1 in the table. In Sect. 5, more accurate factor is presented. Our algorithms perform well especially for small k. For the hypergraph k-cut problem with k ≥ 5, our algorithm presents worse factor than the algorithm of Garg et al. [4] . However, our algorithm has an advantage since it does not need to solve linear programs.
The key of our algorithms is uncrossing operation, which has been applied to many problems related to submodular functions. In this paper, we prove a theorem on uncrossing k-partitions and 2-partitions satisfying some conditions (Theorem 5). This theorem is originally proven by Xiao [20] for hypergraphs. We reveal in this paper that his result essentially relies only on submodularity of the cut function in hypergraphs.
The rest of this paper is organized as follows. Section 2 introduces notations and fundamental facts. Section 3 describes the reduction of the hypergraph k-cut problem to the terminal k-vertex cut problem in bipartite graphs, and shows that the submodular system k-partition problem contains the hypergraph k-cut problem. Section 4 proves several important properties of k-partitions. Section 5 provides our algorithm for the submodular system k-partition problem and analyses its performance. Section 6 shows that the algorithm achieves better approximation factor for the hypergraph k-cut problem. Section 7 concludes this paper.
Preliminaries
In this paper, and + stand for the sets of reals and non-negative reals, respectively. For a submodular system (V , f ), we denote |V | by n. Each v ∈ V is called a vertex. The complement of a subset X of V is denoted by X (i.e., X = V \ X).
For U ⊂ V , define a set function f U on U such that f U (X) = f (X) for all X ⊆ U . Notice that if f is submodular, then f U is submodular. We call a submodular system (U, f U ) subsystem of (V , f ) induced by U .
For U ⊂ V , define V U as a set obtained from V by replacing U with a new single vertex u (i.e., V U = (V \ U) ∪ {u}). Moreover, define f U as a set function on V U such that for every
It is easy to check that if f is submodular, then f U is submodular. We call this operation shrinking U into u.
, their union is defined as the partition consisting of the non-empty sets in
We say that a 2-partition
That is to say, each k-partition of (V , f ) whose some component contains X corresponds to a kpartition of (V X , f X ). The contrary also holds. Throughout this paper, we do not distinguish such a k-partition of (V , f ) with the corresponding one of (V X , f X ).
For a finite set V , a hyperedge is defined as a subset of V . A hypergraph is defined as a pair (V , E) of V and a set E of hyperedges on V . [12] .
A k-partition is called h-size if its all components contain at least h vertices. We let a minimum h-size k-partition stand for a partition of minimum cost among all the h-size k-partitions, and an h-size minimum k-partition stand for an h-size partition of minimum cost among all the k-partitions.
For computing a minimum h-size 2-partition, the algorithm presented by Vazirani and Yannakakis [19] , call VY-Algorithm, can be used. This algorithm enumerates all the 2-partitions in the order of non-decreasing costs and with the delay between two successive outputs at most O(n) minimum (s, t)-partition computations. Since the number of 2-partitions not being h-size is at most n h−1 , we need to compute at most n h−1 + 1 outputs to obtain a minimum h-size 2-partition. Hence we have the next theorem.
Theorem 1 A minimum h-size 2-partition of the submodular system can be found by computing minimum (s, t)-partitions O(n h ) times.

Reduction of the Hypergraph k-Cut Problem
In the terminal k-vertex cut problem, an undirected graph (V , E) with vertex weight w : V → and k terminals t 1 , t 2 , . . . , t k ∈ V are given. A vertex cut is defined as a subset U of V whose removal disconnects given terminals each other. The objective of the problem is to find a vertex cut U minimizing v∈U w(v). First, let us observe that the hypergraph k-cut problem can be reduced to the terminal k-vertex cut problem in bipartite graphs.
Let G = (V , E) be a hypergraph with weight w : E → + . Let V E be the set of vertices corresponding to E while v e ∈ V E denotes the vertex corresponding to e ∈ E.
Define E as a set of edges on V ∪ V E such that E contains an edge joining u ∈ V and v e ∈ V E if and only if the hyperedge e contains u in G. Then the bipartite graph
Choosing k terminals from V , solve the terminal k-vertex cut problem with B and w . The obtained minimum vertex cut U contains no vertex in V by the definition of w . Let F ⊆ E be the set of hyperedges corresponding to the vertices in U . Then F is a k-cut of hypergraph G because removing F from G disconnects the k vertices in V chosen as terminals in the terminal k-vertex cut problem each other. Moreover, e∈F w(e) = v∈U w (v) holds. Therefore, by solving the terminal k-vertex cut problem with choosing every set of k vertices in V as terminals, we can solve the hypergraph k-cut problem.
Notice that this reduction preserves the approximation factor. Hence with a (2 − 2/k)-approximation algorithm [4] to the terminal k-vertex cut problem, we obtain the following.
Theorem 2 The hypergraph k-cut problem can be approximated within a factor of
We can reduce the hypergraph k-cut problem to the submodular k-partition problem as follows. For each hyperedge e ∈ E, define the head denoted by h(e) as an arbitrary vertex contained by e. Moreover, define a set function f G :
. Therefore, we obtain the following.
Theorem 3 The hypergraph k-cut problem is contained by the submodular system k-partition problem.
We note that the submodular function defined from the hypergraph is not symmetric. This is the difference between the graph k-cut problem and the hypergraph k-cut problem.
Basic Properties of Partitions
In this section, we prove two important properties of k-partitions.
is a minimum -partition of (X, f X ). Suppose that there exists an -partition
This implies that the cost of
Theorem 5 Let
Proof We prove the case where i = j = 1. The other cases can be proven similarly. It is obvious from the assumption that P k is a k-partition of (V , f ). Hence in the following, let us prove
By the submodularity of f ,
holds. Similarly, it follows that
Summing (1) and (2) gives Moreover, it follows from the assumption that f (
We therefore have
Figure 1 illustrates k-partitions P k and P k in Theorem 5. Theorems 4 and 5 have been already proven in [20] for hypergraphs. In particular, Theorem 5 is important. Indeed, it tells that when a minimum k-partition is crossed by a 2-partition and they satisfy the conditions, there exists another minimum k-partition which is not crossed by the 2-partition. In other words, if the 2-partition crosses all minimum k-partition, then some condition described in Theorem 5 is violated. This observation presents the following corollary. f ) satisfying one of the following conditions up to changing indices of components in P and P k , where n i , i ∈ {1, 2} denotes the number of components of P k intersecting X i :
Corollary 1 For integers
k ≥ 3 and h ≥ 1 with |V | > 2k(h − 1), let P = [X 1 , X 2 ] be a minimum h-size 2-partition of a submodular system (V , f ). If k ≥ 4, then there exists a minimum k-partition P k = [Y 1 , Y 2 , . . . , Y k ] of (V ,(i) P k is not h-size; (ii) P k is not crossed by P ; (iii) 2 ≤ n 1 ≤ k − 2, and 2 ≤ n 2 ≤ k − 2; (iv) 2 ≤ n 1 ≤ k − 2, n 2 = k, and |X 1 ∩ Y j | < h for j ∈ {1, 2, . . . , k}.
If k = 3, then the same claim holds with only Conditions (i) and (ii).
Proof Assuming that no minimum k-partition of (V , f ) satisfies any of (i), (iii) and (iv), we prove the existence of a minimum k-partition of (V , f ) satisfying (ii).
Let
Since it does not satisfy (i), P k is h-size (i.e., |Y j | ≥ h for j ∈ {1, 2, . . . , k}). We assume without loss of generality that n 1 ≤ n 2 . Since n 1 = 1 implies that P k is crossed by P , let us consider the case where n 1 ≥ 2, and we construct another minimum k-partition satisfying (ii) from P and P k by applying Theorem 5. We denote X i ∩ Y j by Z i,j for i ∈ {1, 2} and j ∈ {1, 2, . . . , k}.
First, let us consider the case where n 1 = n 2 = k, i.e., Z i,j = ∅ for every i ∈ {1, 2} and j ∈ {1, 2, . . . , k}. Since |V | > 2k(h − 1), some pair of i and j satisfies
. By these facts and Theorem 5, we can construct another minimum k-partition of (V , f ) that is not crossed by P in this case.
Next, consider the case where n 1 = k − 1. Without loss of generality, Z 1,j = ∅ for j ∈ {1, 2, . . . , k − 1} and
Next, consider the case where n 1 ≤ k − 2 and n 2 = k. Since P k does not satisfy (iv), |Z 1,j | ≥ h for some j ∈ {1, 2, . . . , k} in this case. That is to say, [Z 1,j , Z 1,j ] is an h-size 2-partition of (V , f ) . Hence by the definition of P , it holds that f (Z 1,j , Z 1,j ) ≥ f (P ). Recall that Z 2,j = ∅ for every j ∈ {1, 2, . . . , k} because n 2 = k. By these facts and Theorem 5, we can construct another minimum k-partition of (V , f ) that is not crossed by P in this case.
The remaining case is when n 1 ≤ k −2 and n 2 = k −1 since (iii) is not satisfied. By n 2 = k − 1, we can assume without loss of generality that Z 2,1 = ∅ and Z 2,j = ∅ for j ≥ 2.
Hence by the definition of P , it holds that f (Z 1,1 , Z 1,1 ) ≥ f (P ). By these facts and Theorem 5, we can construct another minimum k-partition of (V , f ) that is not crossed by P in this case.
Algorithm for the Submodular k-Partition Problem
Corollary 1 tells that there exist only five cases when a minimum h-size 2-partition is given; |V | ≤ 2k(h − 1), or each of Conditions (i), (ii), (iii) and (iv) is satisfied by a minimum k-partition P k . In this section, we first explain how to compute an approximate solution in each of these cases. After that, these discussions are put together and the entire of our algorithm is described.
Recall that a minimum h-size 2-partition P can be found by computing minimum (s, t)-partitions O(n h ) times by Theorem 1. Below it is supposed that we have an α i -approximation algorithm for the submodular i-partition problem for i < k. The notations defined in the proof of Corollary 1 are used in this section.
Case of |V | ≤ 2k(h − 1)
In this case, |V | is a constant if h is fixed to a constant. Actually our algorithm sets h to 3 for k = 4 and to 2k − 3 for k ≥ 5 so that our algorithm finds an approximate solution when Condition (iv) is satisfied as described below. Then enumerating all k-partitions of (V , f ) needs O(k |V | ) = O(1) time. By selecting the best one among the enumerated k-partitions, we can compute a minimum k-partition in this case.
Case of Condition (i)
Let P k be a minimum k-partition satisfying Condition (i). Then P k can be represented 
Case of Condition (ii)
Let P k be a minimum k-partition satisfying Condition (ii). In this case, shrinking component X 1 or X 2 of P preserves P k . If h is set to a constant greater than 1, then |X 1 | ≥ 2 and |X 2 | ≥ 2. Thus shrinking them decreases the size of instance. Applying our algorithm to these smaller instances recursively computes an approximate solution.
Case of Condition (iii)
Let P k be a minimum k-partition satisfying Condition (iii). In this case, only k ≥ 4 is considered. Recall that at least one of Z 1,j = ∅ and Z 2,j = ∅ holds for any j ∈ {1, 2, . . . , k}, and hence n 1 + n 2 ≥ k. For k − n 2 ≤ ≤ n 1 , define P 1 and P 2 k− as a minimum -partition of (X 1 , f X 1 ) and a minimum (k − )-partition of (X 2 , f X 2 ), respectively. We show that both of f (P 1 ) and f (P 2 k− ) are at most f (P k ) for any . To see this, we need the following preparatory lemma.
Lemma 1 Suppose that Condition (iii) or (iv) is satisfied by P and P k , and that Condition (i) is not satisfied by
Proof By the submodularity and the non-negativity of f ,
holds. Since P k does not satisfies Condition i, |Y j | ≥ h holds for every j ∈ {1, 2, . . . , k}.
Recall that we are assuming Z 1,j = ∅ for j ∈ {1, 2, . . . , n 1 }. By these facts and Theorem 5,
holds. The required inequality is immediate from (3) and (4).
Lemma 2 Suppose that Condition (iii) is satisfied by P and P k , and that Condition (i) is not satisfied by
Proof We here show only f (P 1 ) ≤ f (P k ) because f (P 2 k− ) ≤ f (P k ) can be proven similarly. Suppose without loss of generality that Z 1,j = ∅ for 1 ≤ j ≤ n 1 and Z 1,j = ∅ for n 1 + 1 ≤ j ≤ k. Lemma 1 implies that f (Z 1,1 , Z 1,2 , . . . , Z 1,n 1 , X 2 ) ≤ f (P k ). From the non-negativity of f , Theorem 4, and the definition of P 1 ,
follows. This proves the required inequality.
Lemma 2 tells that the union of an α -approximate -partition of (X 1 , f X 1 ) and an α k− -approximate (k − )-partition of (X 2 , f X 2 ) achieves approximation factor α + α k− for any k − n 2 ≤ ≤ n 1 . Since we do not know n 1 and n 2 in advance, our algorithm computes such a solution for every 2 ≤ ≤ k − 2, and outputs the best one among them. This achieves the approximation factor at most max 2≤ ≤ k/2 (α + α k− ) in this case.
When k = 4, Condition (iii) means that exactly two of Y i , i ∈ {1, 2, 3, 4} intersect only X 1 and the other two of them intersect only X 2 . In this case, the union of P 1 2 and P 2 2 is a minimum 4-partition of (V , f ).
Case of Condition (iv)
Let P k be a minimum k-partition satisfying Condition (iv). Without loss of generality, suppose that 0 < |Z 1,j | < h for j ∈ {1, 2, . . . , n 1 } and Z 1,j = ∅ for j ∈ {n 1 + 1, . . . , k}. In this case, only k ≥ 4 is considered. Our algorithm for k ≥ 5 enumerates 2-partitions, call [A i , B i ], i ∈ {1, 2, . . . , p}, of (X 1 , f X 1 ) by the VY-algorithm until X 1 is divided into at least k − 1 non-empty subsets by their union [C 1 , C 2 , . . . , C k ]. Since the number of 2-partitions for a set of size k − 1 is at most 2 k−3 , the number p of the enumerated 2-partitions is at most 2 k−3 . Moreover, k − 1 ≤ k ≤ 2(k − 2) holds since the union of [A i , B i ], i ∈ {1, 2, . . . , p − 1} divides X 1 into at most k − 2 non-empty subsets by the definition. When k = 4, our algorithm computes only one 2-partition [A 1 , B 1 ] by the VY-algorithm. In this case, obviously k = 2. This special treatment for k = 4 is explained in the proof of Lemma 3.
Set h to 3 when k = 4, and to 2k − 3 when k ≥ 5. Then some i ∈ {1, 2, . . . , k } satisfies 
, and
In what follows, we prove that 
, and then give a bound on f (
Lemma 3 Suppose that Condition (iv) is satisfied by P and P k and that Condition
Proof Below we show how to construct a (k − 1)-partition P of X 1 such that
The required inequality follows from the existence of such a partition because
by the non-negativity of f and Lemma 1.
Initially 
from which it follows that
is at most the sum of this increase over all i ∈ {1, 2, . . . , p}, and
Lemma 4 Suppose that Condition (iv) is satisfied by P and P k , and that (V , f ) has no minimum k-partition that satisfies Condition (ii) with P . Then
Proof Notice that Z 2,j = ∅ for all j ∈ {1, 2, . . . , k} now. Hence by Theorem 5, if
for some i ∈ {1, 2, . . . , n 1 }, then we can obtain a minimum k-partition of (V , f ) not crossed by P , a contradiction to the assumption. Thus
By the submodularity and non-negativity of f ,
By these, we obtain
On the other hand,
holds by Lemma 1.
By the submodularity,
holds. From this, (5), and (6), it follows that
f (X 1 , X 2 ) = f (P k )/n 1 attains the maximum value of the right-hand side in the above inequality, which presents the required upper-bound on f (
Lemma 5 Suppose that Condition (iv) is satisfied by P and P k , and that Condition (i) is not satisfied by P k . Moreover, suppose that (V , f ) has no minimum k-partition that satisfies Condition (ii) with P , and that shrinking the components of the partition
f ) achieves the approximation factor g(k).
Proof By Lemmas 3 and 4,
Recall that 2 ≤ n 1 ≤ k −2. If k = 4, then n 1 = 2 and hence the right-hand side of (7) is 1.5f (P k ). If k ≥ 5, then the right-hand side of (7) is maximum when
The Entire Algorithm
Since we do not know in advance which condition in Corollary 1 is satisfied, our algorithm basically executes all operations described in previous subsections, and outputs the best one among the obtained k-partitions. However, if the operations for Conditions (ii) and (iv) are done simultaneously, then the running time is not bounded by a polynomial. In order to avoid it, we combine the operations for Conditions (ii) and (iv). Below the entire algorithm for k ≥ 4 is described. In the algorithm, for k-partitions
Algorithm MINPT(k, V , f ) Input: A submodular system (V , f ) and an integer k ≥ 4 Output: A k-partition of (V , f )
Step 1: Initialize the solution S with an arbitrary k-partition of (V , f ). Set h ← 3 if k = 4, and h ← 2k − 3 if k ≥ 5.
Step 2: If |V | ≤ 2k(h − 1), then enumerate all k-partitions of V , and terminate with outputting minimum one among them.
Step 4:
. . . , V k−1 ]). (This step is for Condition (i).)
Step 5: For every 2 ≤ i ≤ k − 2, execute the following operations: Compute
(This step is for Condition (iii).)
(This step is for Condition (ii).)
Step 7: If |X 1 | ≤ (k − 2)(h − 1), then execute following operations: When k ≥ 5, enumerate 2-partitions of (X 1 , f X 1 ) by the VY-algorithm until X 1 is divided into at least k − 1 subsets, and let (V , f ) be the system obtained by shrinking those subsets respectively; When k = 4, compute a minimum 2-partition of (X 1 , f X 1 ), and let (V , f ) be the system obtained by shrinking its components; Enumerate all (k − 1)-partitions of (X 1 , f X 1 ), and call a minimum one among them by
(This step is for Conditions (ii) and (iv).) Step 8: Terminate with outputting S.
When k = 3, either Condition (i) or (ii) is always satisfied by a minimum 3-partition. Hence Steps 5 and 7, defined for Conditions (iii) and (iv), can be removed. Moreover, it suffices to set h = 2 in Step 2. Define Algorithm MINPT for k = 3 as the algorithm modified by this way.
Let us analyze the approximation factor of Algorithm MINPT.
Theorem 6
Let α k be the approximation factor achieved by Algorithm MINPT for the submodular system k-partition problem. Then
Proof For convenience, we let α 2 = 1 because the submodular 2-partition problem can be solved exactly in polynomial time. First, we prove that α k is at most
for k ≥ 5 by the induction on n.
If n ≤ 2k(h − 1), then Step 5 with n 1 ≤ i ≤ k − n 2 achieves the approximation factor α i + α k−i by Lemma 2. Hence in all of these cases, α k is at most (8) .
Let us assume that Condition (ii) is satisfied by [X 1 , X 2 ] and some minimum k-partition. In this case, shrinking X 1 or X 2 preserves an optimal solution as mentioned in Sect. 5.
Step 6 returns a solution whose approximation factor is at most (8) by the induction hypothesis. Notice that (V , f ), computed in Step 7, is the system obtained by shrinking some vertices in X 1 . Therefore if
Step 7 returns a solution of approximation factor at most (8) .
The remaining case is when Condition (iv) is satisfied by [X 1 , X 2 ] and some minimum k-partition. We suppose that no minimum k-partition satisfies any of Conditions (i), (ii) and (iii) with [X 1 , X 2 ]. In this case,
e., the algorithm executes the operations described in Step 7. By Lemma 5, either an optimal solution is preserved in (V , f ) constructed in Step 7, or 
achieves approximation factor g(k). In the former case, MINPT(k, V , f ) returns a solution of approximation factor (8) by the induction hypothesis. In both cases, the algorithm achieves the approximation factor at most (8) .
When k = 3, we do not need to consider Conditions (iii) and (iv). Hence α 3 = 1 can be proven similarly to the above. When k = 4, Step 5 computes an optimal solution when Condition (iii) holds. Hence α 4 ≤ max(g(4), α 3 ) = 1.5. By computing from α 2 , α 3 and α 4 , it is observed that (8) is equal to 0.5(k − 1) for k = 5 and k = 6. For k ≥ 7, it can be proven by the induction on k that the maximum in (8) is attained by g(k).
Hence this function can be also used as the upper bound on α k for k ≥ 7.
Next, we discuss the running time of Algorithm MINPT. It is evaluated by the times of computing minimum (s, t)-partitions.
Theorem 7 Algorithm MINPT computes minimum (s, t)-partitions O(n
Proof Define D k (n) as the times of minimum (s, t)-partition computations in Algorithm MINPT applied for the system with |V | = n. For convenience, let D 2 (n) = O(n) because a minimum 2-partition can be found by computing minimum (s, t)-
All operations in Steps 1 to 4 can be done by
Step 5 can be done by O(
holds if x > 2(k − 2) 2 , and otherwise
holds. Recall that h = 3 if k = 4, and h = 2k − 3 if k ≥ 5. It can be shown that
, k ≥ 5 satisfies both (9) and (10).
Analysis for the Hypergraph k-Cut Problem
Let α k be the approximation factor of Algorithm MINPT for the hypergraph k-cut problem. In this section, we present a better bound on α k than presented in Theorem 7 by improving some of lemmas in Sect. 5. 
Lemma 6 Assume that the submodular system (V , f ) is defined from a hypergraph
Proof Assume without loss of generality that Z 1,i = ∅, i ∈ {n 1 + 1, n 1 + 2, . . . , k} and that
it holds that
and hence
Assume that
holds. Therefore
Thus the required inequality has been obtained.
The following is an improvement of Lemma 4.
Lemma 7
Assume that the submodular system (V , f ) is defined from a hypergraph G = (V , E) with weight w : E → + as described in Sect. 3. Moreover, suppose that Condition (iv) is satisfied by P and P k , and that Condition (i) is not satisfied by P k . Then 
Moreover, (Y 1 , Y 2 ). This is a contradiction, implying that w in (Z 1,1 , X 1 \ Z 1,1 ) = w in (Z 1,1 , Z 1,2 ) ≤ w in (Z 1,1 , Z 2,1 ). This inequality, (11), (12) , and (13) prove the required inequality for n 1 = 2.
Lemma 8
Assume that the submodular system (V , f ) is defined from a hypergraph G = (V , E) with weight w : E → + as described in Sect. 3 f (P k ), n 1 ≥ 3.
The right-hand side of this inequality is at most max(k/3, k/2 − 1)f (P k ).
Lemmas 6 and 8 improve Theorem 7 as follows. By the induction on k, it can be proven that α 5 ≤ 5/3 and α k ≤ k/2 − 1 for k ≥ 6.
Concluding Remarks
In this paper, we have shown that the hypergraph k-cut problem is contained by the submodular k-partition problem and can be reduced to the terminal k-vertex cut problem in bipartite graphs. In addition, we have presented algorithms for the submodular k-partition problem. For k = 3, our algorithm is the first exact algorithm for this problem. For k ≥ 4, our algorithms achieve the better approximation factors than the previous best algorithms. We have also discuss their approximation factors for the hypergraph k-cut problem.
In spite of the progress made by this paper, it remains open whether the hypergraph k-cut problem and the submodular system k-partition problem are polynomial-time solvable or NP-hard for fixed k ≥ 4. This is a challenging future work.
