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Abstract
Impulse-based methods efficiently and accurately model high-frequency collisions of complex
shapes based on the enforcement of non-penetrating constraints. It does not rely on penalty
parameters nor requires the computation of penetration between bodies. This work presents
a novel necessary condition for energy conservation in impulse-based methods. In previous
versions of the impulse methods, such as sequential and simultaneous impulse methods, the
relative velocity at the contact points after collision is directly derived from the relative velocity
before collision, in a purely simultaneous or sequential manner. This work presents a novel
energy tracking method (ETM), in which the relative velocities are iteratively but gradually
adjusted, simultaneously modelling their interaction at each iteration. ETM ensures the energy
conservation while capturing the propagation of forces during collision. The ETM is applied
to model the dynamics of fragment collision in the context of fragmentation. Two approaches
of fragmentation are proposed: a finite-discrete element approach, and a low cost, fragmen-
tation pattern-based approach. The first approach models the growth of fractures using the
finite element method (FEM) and advanced re-meshing technology. This finite-discrete element
approach suffers from the drawback of massive computational cost. The low-cost, fragmenta-
tion pattern-based approach separate colliding bodies directly. The fragmentation pattern is
generated using Weibull distribution equations, the patterns and size distributions computed
using full finite/discrete element simulations and experimental results. This work investigates
the influence of fragmentation on the frequency of hang-up events and on the gravity flow of
rock fragments within a block caving system. Numerical results indicate that models that do
not consider fragmentation tend to overestimate the frequency of hang-up accidents.
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1 Introduction
Fragmentation results when colliding bodies break. Fragmentation is common in industrial
processes, such as tumble mills in agriculture [Mishra, 2003], rock fragmentation in mining
engineering [Vyazmensky, 2008, Munjiza and Latham, 2004], projectile collision in military en-
gineering [Tanaka et al., 2002], and explosion in chemical engineering [Kaneko et al., 1999].
Engineers seek to enhance the comminution and fragmentation of raw ores, often for the pur-
pose of increasing surface area and enhancing chemical reactions [Cheong et al., 2004], while
sometimes aiming to avoid it, as unwanted fragmentation leads to the loss of particles and to the
production of hazardous dust [Shipway and Hutchings, 1993]. During fragmentation, a part of
the input energy is used to create new fracture surfaces, while the rest is wasted in the form of
noise and heat [Fuerstenau and Abouzeid, 2002]. Laboratory experiments have been shown to
succeed in investigating this complex process qualitatively, e.g. by measuring the relationship
between size distribution and impact velocity [Wittel et al., 2008], but are also restricted in
scale and measurability. The present work focuses on the investigation of fragmentation using
numerical tools.
1.1 Simulation of fragmentation
Numerical methods provide means to investigate complex problem settings quantitatively, ro-
bustly and under conditions difficult to reproduce in a lab. Take an example, the dream of
mining on the moon might become true in the future, however, it is difficult to simulate frag-
mentation under low gravity conditions. Challenges related to fragmentation modelling include
accurate geometric representation of fragments and cracks, accurate mechanical computations
of movement and energy transfer, efficient processing of large volumes of data, incorporating
dynamically defined boundary conditions, handling the collisions among multiple bodies accu-
rately, and most importantly reducing the computational cost to model the fragmentation of
hundreds and thousands of bodies. A brief review of the main numerical methods available to
address the issues of collision dynamics, fragmentation and fracture propagation follows. Three
main approaches for the simulation the collisions among multiple bodies dominate the literature:
the penalty method, discontinuous deformation analysis, and impulse-based methods.
The penalty method, which employs a spring-damper model, transforms constrained optimi-
sation problems into a set of non-constrained optimisation problems by iteratively searching a
proper penalty parameter [Babus˘ka, 1973]. The penalty method is widely applied to deal with
contact problems due to its simplicity [Bourago and Kukudzhanov, 2005, Hasegawa and Fujii,
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2003b]. Numerical treatment with penalty parameters has been used to solve contact problems:
the formulation of the geometry, the statement of interface laws, the variational formulation
and the development of algorithms were considered [Wriggers, 1996]. The main disadvantage
of the penalty method is that it relies in a somewhat arbitrary penalty parameter to describe
the relation between geometric body penetration and repulsion force. Particularly for contact
detection algorithms, the penalty method needs to be defined locally, as the shapes of the bod-
ies tend to be complex, and penalties have to be evaluated with a local perspective to achieve
convergence.
Discontinuous Deformation Analysis (DDA), originally proposed by Shi and Goodman [1984],
is an extension of the penalty-based discrete element method (DEM) [Cundall and Strack, 1979].
DDA solves the stress-displacement of bodies similarly to FEM; however, it is focussed on solving
the interaction of discrete blocks along discontinuities for problems of fractured and jointed rock
masses. DDA is also an implicit discrete element model [Jing, 1998]. Instead of considering
the contact response separately, a stiffness matrix is implemented based on minimizing the
potential energy. The strain energy from the contact force is represented by a function of
penetration [Shi and Goodman, 1984]. The advantages of DDA include that the equilibrium of
dynamics is always satisfied; stability can be ensured without any extra damping parameter;
and penetration and traction are avoided at each step. The disadvantages are the expensive
requirements for computational time and memory. Some extensions of DDA are: DDA with
second-order displacement functions [Grayeli and Mortazavi, 2006], and its application to solve
dynamics problems [Tsesarsky et al., 2005].
Impulse-based method, which employs impulse to avoid penetration between two colliding
bodies, was proposed by [Mirtich and Canny, 1994, 1995]. The impulse-based method has the
ability to capture models with frequent collisions and contact modes with frequent changes
[Mirtich and Canny, 1994]. Unlike FEM-based methods, which compute explicit constraint
forces at contact points, the impulse method captures collision impulses between bodies by
solving the Linear Complementarity Problem [Baraff, 1994]. The impulse method is suited
for non-linked rigid body environments as it was demonstrated in a multi-body simulator for
haptic display [Chang and Colgate, 1997]. Its main advantage is that it does not require full
geometric intersection checks during the dynamics simulation, and is therefore computationally
less costly than the penalty-based alternative. Thus, it requires less iterations to compute
the contact response at single contact points. With the impulse method, all types of contact
including sliding and rolling can be computed using a single model. Additionally, in contrast
to the penalty and Lagrange-based methods, it does not rely on arbitrary penalty parameters
that define repulsion as a function of penetration but instead predicts collisions as a function
of impact between proximal bodies.
Simulating the propagation of cracks which split colliding bodies is essential for the simulation
of fragmentation. The finite element method (FEM) [Zienkiewicz and Taylor, 2000] is prob-
ably the most widely used computational method to resolve engineering problems, including
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modelling fragmentation [Paluszny and Zimmerman, 2013, Paluszny et al., 2013]. However, the
simulation of fracture propagation and fragmentation is limited by the technology of controlling
geometry change of fractures and colliding fragments. Mesh re-generation related to evolving
geometry is one of the main difficulties of modelling fracture propagation in 3D FEM. Thus, a
myriad of approaches to avoid meshing and geometric handling have been developed over the
past decades. In discrete element method (DEM) [Cundall and Strack, 1979] and combined
finite-discrete method (FDEM) [Munjiza et al., 1995], the fractures propagate along the bound-
ary of discrete elements, which avoids the mesh generation during simulation. An alternative
approach is to simulate crack growth explicitly and use fractures to drive fragmentation. Crack
representation is often defined in a sub-grid fashion, as an entity within the mesh to avoid mesh
modifications and re-generation. Other methods, e.g. boundary element method, aim to reduce
complexity by representing only the boundaries of the bodies in question: these are unable to
capture heterogeneity in the matrix. Mesh-free methods bypass meshing completely and de-
fine domains as a set of points: these introduce difficulties such as domain interface blurring,
and costly computational operations. An overview of numerical methods for crack growth and
fragmentation follows.
The Discrete Element Method (DEM) [Cundall and Strack, 1979] is frequently used to simu-
late fragmentation, as it is able to jointly model handle collisions and fracturing. In DEM, the
contacts are updated automatically during the calculation process, the discrete elements are al-
lowed to express finite displacements and rotation [Cundall, 1988]. DEM was initially proposed
to solve the collision behaviour of granular material [Cundall and Strack, 1979]. Then it was
improved to simulate the multiple crack propagation within solid materials, such as intact rock
[Hajiabdolmajid et al., 2002] and concrete [Camborde et al., 2000]. DEM has been successfully
implemented to model the impact-induced fragmentation of rocks in 3D [Wang and Tonon,
2011] in the context of impact fragmentation for the simulation of fly-rock and the design of
defence structures [Wang and Tonon, 2010]. Ghaboussi [1988] introduced the deformation of
individual discrete element into numerically model processes, which is named hybrid FEM and
DEM method (FEM-DEM). Recent work presents FEM-DEM applied to rock engineering [Elmo
et al., 2013], including the modelling of surface subsidence associated with block caving mining
[Vyazmensky et al., 2007], the simulation of dynamic 2D geo-mechanics problems [Onate and
Rojek, 2004], and the simulation of rock-fill in 2D [Bagherzadeh et al., 2010]. The deformation
of the individual blocks can be considered using the varying of equivalent distance between
two discrete blocks [Wang and Tonon, 2011]. Alternatively, Ghaboussi [1988] considered the
deformation of the individual blocks in two dimensions, in which the blocks are simulated as
single quadrilateral element. DEM suffers from some drawbacks. For example, the simulation
of fragmentation using DEM usually relies on debonding growth that follows the structure of
the mesh and requires the calibration of micro- to macro-material properties.
In order to resolve problems involving discontinuum and continuum, Munjiza et al. [1995]
proposed an alternative approach, combined finite-discrete method (FDEM), which inherits the
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finite element-based analysis of continuum and the discrete element-based analysis of contact
and collision interaction [Munjiza, 2004, Munjiza et al., 2011]. In the context of FDEM, a
computational domain is discretized into a group of separate discrete elements which have
separate finite meshes [Munjiza et al., 1999, Munjiza and John, 2002]. With the ability to model
the transition from continuum to discontinuum conveniently, FDEM has been widely used to
simulate the collision, fracturing and fragmentation, ranging from micro-scale experiments in
laboratory to macro-scale engineering problems [Mahabadi et al., 2012]. In laboratory, FDEM
was used to used to investigate the gravitational deposition of identical cubes [Munjiza and
Latham, 2004] and track the fracture trajectories in Brazilian disc test [Mahabadi et al., 2009,
Mahabadi and Grasselli, 2010]. In coastal engineering, FDEM was used to simulate the packing
and repositioning of concrete armors Latham et al. [2008b,a], Munjiza et al. [2010]. Latham et al.
[2008a] coupled FDEM with computational fluid mechanics to model massive particulates for
breakwater engineering. In hydropower engineering, Tatone et al. [2010] used FDEM to assess
the stability of gravity dam. Rockfall, that falls along a vertical or sub-vertical cliff, might
cause disasters to pedestrians or buildings under the cliff. Therefore, Lisjak and his co-workers
[Lisjak and Grasselli, 2010, Lisjak et al., 2010] used FDEM to understand the impact-induced
fragmentation of a rockfall, which helps the design of defense constructions. In addition, the
cliff recession was modelled using FDEM [Mahabadi et al., 2012]. FDEM also inherits the
disadvantage of DEM, such as requiring the calibration of micro- to macro-material properties
for elastic problem.
In the Boundary Element Method (BEM) [Banerjee and Butterfield, 1981, Wrobel and Ali-
abadi, 2002], only the domain boundary is discretised. This feature makes it attractive for
fracture problems [Cruse, 1969]. However, BEM has several disadvantages. For example, it
suffers from a lack of volumetric property distribution, since the discretisation is only imple-
mented on the boundary. BEM is not well suited to handle non-functional material variations
in the volume. Furthermore, the boundary integral equation degenerates when two surfaces are
in close proximity [Cruse, 1972, Mukhopadhyay et al., 1998, 2000]. The dual boundary element
method (DBEM) was extended to three dimensions by [Mi and Aliabadi, 1994]. DBEM, for
crack growth in 3D, utilises special crack front elements which incorporate the displacement
variation by modifying shape functions, a technique which allows continuous elements in the
discretisation on crack surfaces [Wilde and Aliabadi, 1999]. BEM has also been applied to grow
multiple fatigue cracks in 3D [Cisilino and Aliabadi, 1997]; specifically by using a multi-domain
model to analyse fracture problems in non-symmetric media [Blandford et al., 1981]. Fur-
thermore, the dual boundary element method and the time domain method were presented to
simulate dynamic fracture problem [Fedelinski et al., 1995]. Although BEM can significantly re-
duce computational cost [Kolk et al., 2005], and stress intensity factor computation is accurate,
the method lacks flexibility in terms of volumetric domain definition.
As an extension of finite element method, the smeared crack method [Jirasek, 1998] is imple-
mented to simulate fracture propagation. In the smeared crack method, cracks are described by
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multiple embedded displacement discontinuities with explicit representation [Jirasek and Zim-
mermann, 2001]. The main advantage of embedding smeared cracks within elements is to avoid
the remeshing process [Jirasek and Zimmermann, 1998a,b]. The main disadvantage is that there
is no stress singularity and stress intensity factors cannot be directly computed. Additionally,
as the domain is not explicitly defined, it requires a refined mesh to be able to represent the
emerging smeared crack. Alternation, Beissel et al. [1998] and Tang et al. [1998] extended the
FEM to simulate fracture propagation via tagging and deleting broken finite elements. In their
approaches, the stiffness and strength of elements are reduced to represent the fractures. Be-
cause the geometry of fractures is simplified and remeshing is avoided, their methods are able to
handle multiple fracture propagation [Jia and Tang, 2008]. One main drawback of this method
is that the stress singularity at the crack tips is not correctly represented and the criterion of
fracture propagation is a function of local element strength [Tang et al., 1998]. As compared to
the fracture criterion based on linear elastic fracture mechanics (LEFM), the fracture criterion
based on stresses at the elements is strongly influenced by the amount and size of elements of
the mesh. Furthermore, the mesh is required to be homogeneously refined throughout the simu-
lation to capture the onset of fracturing. Difficulties related to the technical implementation of
geometric evolution and automatic remeshing motivated the development of mesh-independent
methods.
Fracture propagation has been simulated using enrichment functions using partition of unity
methods [Griebel and Schweitzer, 2002]. The Extended Finite Element (XFEM) was first pro-
posed by Belytschko and Black [1999] to overcome the meshing burden associated with FEM
methods. In XFEM, fracture is described explicitly and a set of enrichment functions are added
into the global approximation of conventional FEM to consider crack tips and crack boundaries
[Moes et al., 1999, Fries and Baydoun, 2012, Zhu, 2012]. XFEM was then developed by Daux
et al. [2000] to simulate arbitrary branched and intersecting cracks. More contributions include
Sukumar et al. [2000] who improved the XFEM to model crack propagation in three dimensions.
To consider more special problems, the enrichment function is improved in XFEM to study the
presence of internal pressure inside cracks [Lecampion, 2009]. The problems related to contact
and friction are also solved in the context of XFEM [Khoei and Nikbakht, 2006]. XFEM was
extended to handle multiple crack growth in brittle materials [Budyn et al., 2004]. Although a
mesh is not required in XFEM to capture crack surfaces for the construction of shape functions,
elements are still required to be divided according to the crack surface for accurate integration.
Moreover, to simulate multi-crack propagation and due to the impossibility to anticipate frac-
ture path during growth, the mesh requires quite a high degree of homogeneous refinement in
order to accurately capture deformation, and possible stress singularities, in any given region
of the model. When the geometry of cracks is complicated, XFEM also has difficulties repre-
senting intra-element fracture intersection, multiple fractures in one element, requires of special
approaches to handle fracture tips within elements, and is bound to a fixed amount of level-set
functions that restrict crack orientation within each element.
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Similarly to the XFEM, the cracking particle method adds enrichment functions into the
global approximation of conventional FEM to consider the crack tips and crack boundaries.
However, in the cracking particle method, fractures are represented implicitly and are repre-
sented by a set of point-based enriched functions [Rabczuk et al., 2007b,a, 2004]. Using H-
adaptivity, particles can be added and removed without changing the underlying data structure
[Rabczuk and Belytschko, 2005]. The cracking particle method was extended to 3D by Rabczuk
and Belytschko [2007]. The cracking particle method was proposed to simplify the geometric
demonstration for cracks. To simulate fragmentation, fragments are split by sets of growing
fracture surfaces. However, in the cracking particle method, there is no explicit information of
the fracture surface. Thus, a methodology relying on cracking particle method would require
reinterpretation of fracture geometry during growth and at the fragmentation stage.
The mesh-free method was proposed by Belytschko et al. [1994] to avoid the drawbacks of
remeshing for the computation of displacement field and stress field [Belytschko et al., 1994,
1996]. Then the kernel function was introduced into mesh-free method to improve numerical
stability [Liu et al., 1995, Chen et al., 1996]. When the mesh-free method was first used
to simulate fracture analysis, it was aided by a background mesh and a visibility criterion
[Belytschko et al., 1995a]. In this case, the construction of shape functions is not based on a
background mesh, and the mesh is applied only for integration in the computational domain.
Numerical examples show that the mesh-free method can obtain accurate stress intensity factors
and crack growth can be modelled conveniently. Since the mesh-free method avoids re-meshing,
it is attractive to simulate fracture propagation in 3D [Rabczuk et al., 2007b]. Even though
stress intensity factors can be obtained accurately using the mesh free method, stress oscillation
around the crack tip requires adequate point density and refinement of the underlying mesh.
Enriched Element-free Galerkin method (EFG) Belytschko et al. [1994] formulation for frac-
ture problems can obtain accurate stress intensity factors with few degrees of freedom in 2D
[Fleming et al., 1997] and 3D [Duflot, 2006]. Initiation, growth, coalescence and branching
of multiple cracks, as well non-linear material and dynamics were taken into account under
the frame of mesh free method with enrichment [Bordas et al., 2006]. The reproducing kernel
particle method has also been used to model arbitrary crack propagation in 2D and 3D [Ren
and Li, 2010, Ren et al., 2011]. The mesh-free method has several disadvantages. First, the
distribution of nodes has a significant influence on accuracy. Second, the time to generate node
connectivity is not less than the time spending on generating a mesh for an equivalent element
method simulation [Idelsohn and Oate, 2006]. Finally, the support domain of nodes in the mesh
free method is round or ball, not controlled by the geometric boundary, rendering it difficult to
apply external forces exactly.
The Finite Element Method (FEM) remains the most popular numerical method to analyse
the behaviour of solid material in engineering [Zienkiewicz and Taylor, 2000]. The finite ele-
ment method has the ability to handle nonlinear behaviour and boundary conditions. A salient
feature of the FEM is that the continuum computational domain is discretised by a set of dis-
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crete elements, which are connected using topological connection. The interpolation of FEM is
constructed on these elements to ensure the compatibility of the interpolation. However, the
numerical compatibility condition is not the same as the physical compatibility condition of a
continuum. In fracture propagation simulation, the mesh is required to be updated and match
the fracture surfaces. To simulate the propagation of cracks, there are two main challenges:
first, to accurately compute stress intensity factors at fracture tip; second, to capture frac-
ture geometry change due to growth. Thus, advanced, non-interactive, remeshing technology
simulations is essential for its implementation. Traditional methods for stress intensity factor
computation rely on brick-wise meshes to compute energy around the tips, introducing further
constraints to the required meshing. Nonetheless, the method has been widely used for fracture
propagation during the past decades. Mesh refinement aimed at enhancing stress field modelling
was initially set to be localized at the tips, due to computational time restrictions [Wawrzynek
and Ingraffea, 1989]. As meshing became less expensive, full remeshing approaches were pro-
posed as alternatives [Bittencourt et al., 1996] to bypass refinement region identification and
merging. However, most available methods, albeit aimed at propagation of quasi-static brittle
fracture cracks in 3D, rely on manual interaction during remeshing and resort to cumbersome
brick-wise meshes around the tip for accurate stress intensity factor computations [Gurses and
Miehe, 2009]. By implementing a methodology for stress intensity factor computation on arbi-
trary meshes, it becomes feasible to formulate a FEM-based method, which in combination with
re-meshing, can simulate fully automatic multiple fracture propagation in 2D [Bouchard et al.,
2000, Paluszny and Matthai, 2009] and 3D [Paluszny and Zimmerman, 2011]. The simulation of
fragmentation is instrumental as it allows modelling of scenarios for the prediction and control
of the process, and adds to the understanding of its controlling mechanisms.
In the present work, the fragmentation simulation involves capturing two main processes:
damage and cracking of single bodies, and dynamics/collision between fragments. The analysis
of damage and cracking in single bodies includes challenges such as defining initial material
properties and rock heterogeneities, crack nucleation, and propagation of multiple cracks. Mod-
elling collisions between fragments includes capturing processes such as collision detection, force
transfer due to impact and compression, and energy loss during collision.
1.2 Block caving system
Block caving system [Brown, 2003] is a effective and environmental friendly method to extract
massive ore fragments from underground. The caving method for mining is frequently used in
the extraction of ore bodies [Brown, 2003]. Widely used caving methods include block caving
[Kvapil et al., 1989], panel caving [Trueman et al., 2002], and sub-level caving [Freidin et al.,
2008]. The present work focuses on block caving and addresses the fragmentation phenomenon
in block caving system (see Fig. 1.1). The block caving system seems to be environmental
friendly, because most of the operations are carried out underground, which avoid damaging the
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buildings and landscape. Meanwhile, the block caving system is an effective mining technology,
which damages a part of ore bed using gravity and collects fragmented ore through an array
of undercutting draw points [Brown, 2003]. In the process of block caving, a series of haulage
tunnels are constructed to extract ores from different levels [Sainsbury, 2012]. In contrast to
open pit caving, there is a large uncertainty related to the advance and dynamics of the cave,
and how cave progression can be controlled due to its occluded nature. Despite its elevated
cost, block cave mining is sometimes necessary as the ore may be too deep to be mined using
an open pit, or the pit may not be allowed for environmental reasons. In a block caving system,
the ore bed is initially fractured by explosion and further fracturing fragments of the rock
bed are induced by gravity. Draw points and tunnels are then drilled to collect ores. The
present work discusses some critical issues related to block caving: the influence of size and
shape of ore fragments on the gravity flow of material; secondary fragmentation which occurs
during the movements of ore fragments from their initial position to the draw points; and the
hang-up phenomenon. Analysis of gravity flow is critical since it strongly influences the speed
of extraction. Understanding gravity flow also helps to investigate the interaction among ore
fragments, which is the foundation of secondary fragmentation modelling. The present work
makes use of the novel energy tracking method to resolve the dynamics of ore fragments. The
interlocking among oversized ore fragments frequently causes the hang-up phenomenon around
draw points, which might terminate the mining process. Extra explosion and operation are
required to further fragment these hang-up over rocks. Secondary fragmentation reduces the
size of ore fragments, and delays or avoids hang-up. Secondary fragmentation in this context
is consistently used within the present thesis as an application of the developed fragmentation
method.
1.3 Main contributions and publications
The present work focused on the simulation of fragmentation, which combines the simulation
of fragment dynamics and the simulation of fracture propagation. The geometry and energetic
state of thousands of created fragments are investigated. A velocity dependent fragmentation
pattern-based approach is developed and then used to model the influence of secondary frag-
mentation in block caving system. The main contributions of this thesis are the following:
• Impulse based methods are used to resolve the collision forces among multiple ore frag-
ments. A necessary condition for the impulse method to be energy conservative was
proposed.
• Energy tracking method improves the overall ability of impulse based methods to capture
propagation of forces during dynamics simulations.
• Hybrid impulse-based method and FEM is applied to model fragmentation. Fragment
sizes follow a two parameter Weibull distribution.
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• To reduce computational cost, a low-cost Weibull distribution based fragmentation pattern
is developed to fragment colliding bodies efficiently.
• The fragmentation pattern based method is applied to investigate the fragmentation phe-
nomenon within the context of a block caving system. When the size and position of the
ore fragments are the same, the weaker material, which leads to fragmentation, predicts
higher extraction rates as opposed to the non-fragmentation experiments.
The publications associated to the above contributions are listed:
• X.H. Tang, A. Paluszny, R.W. Zimmerman, 2013, An impulse-based energy tracking
method for collision resolution, Computer Methods in Applied Mechanics and Engineer-
ing, under review.
• X.H. Tang, A. Paluszny, R.W. Zimmerman, 2013, Energy conservative property of impulse-
based methods for collision resolution, International Journal for Numerical Methods and
Engineering, 95 (6), 529-540.
• A. Paluszny, X. H. Tang, R.W. Zimmerman, 2013, Fracture and impulse based finite-
discrete element modeling of fragmentation, Computational Mechanics, 52(5), 1071-1084.
• X.H. Tang, A. Paluszny, R.W. Zimmerman, 2013, A study of the influence of fragmenta-
tion in ore-pass hang-up phenomena. ARMA 13-406.
• X.H. Tang, A. Paluszny, and R.W. Zimmerman, 2012, Impulse-based simulation of particle
flow during subsurface block-cave mining. XXIII Int. Cong. Theor. Appl. Mech., 1924
August, Beijing, China.
• A. Paluszny, X.H. Tang, and R.W. Zimmerman, 2012, A multi-modal approach to 3D
fracture and fragmentation of rock using impulse-based dynamics and the finite element
method. ARMA 12-213.
1.4 Thesis organisation
This study has focussed on the simulation of the fragmentation process, from the fragmentation
of a single colliding body to the fragmentation of hundreds of ore fragments. The collisions
between multiple bodies are resolved using the impulse-based energy tracking method. Two
approaches are developed to model the fracture propagation within a single colliding body:
first, the finite element method and linear elastic fracture mechanics (LEFM) are used to model
the fracture propagation inside ore fragments; second, a low-cost fragmentation based approach
is developed to reduce computational cost and model the fragmentation of hundreds of bodies.
Finally, the influence of fragmentation on the hang-up of ore fragments around a single draw
point is investigated using the fragmentation simulator.
19
Chapter 2 introduces impulse-based methods, which are able to effectively handle high fre-
quent collisions among hundreds and thousands of bodies. Impulse-based methods make use
of non-penetrating constraints, apply impulses to colliding bodies, and change the relative ve-
locities between colliding bodies directly. Impulse-based methods do not need calibration to
determine the value of penetration parameters which is required in penalty-based method. The
main contribution in Chapter 2 is the discussion about the energy conservation property of
impulse-based methods. A necessary condition is proposed for the impulse-based methods to
be energy conservative [Tang et al., 2012a]. According to the condition, Guendelman’s impulse-
based approach is energy conservative, whereas Hahn’s approach does not appear to. Both
Guendelman’s impulse-based approach and Hahn’s impulse-based approach are used to run a
group of numerical tests. According to the numerical results, ensuring energy conservation
property seems to be able to improve the stability of simulation for collision resolution in a
system of non-convex polyhedral objects.
Chapter 3 proposed a novel impulse based method, energy tracking method (ETM). The
dominant features of ETM are: first, like all the impulse-based methods, impulse are applied to
colliding bodies to avoid penetration between bodies; second, by applying impulses gradually
to the contact points, the impulses are able to influence multiple contact points at the same
time, enabling propagation of impulse effects, and thereby improving the overall ability of
the method to capture propagation of forces during dynamics simulations [Tang et al., 2012b,
Paluszny et al., 2012]. In addition, ETM ensures the energy conservation during collision and
improves numerical stability.
Chapter 4 introduces an algorithm to model fragmentation process, which couples fracture
and fragmentation using a combined finite element, impulse-based approach [Paluszny et al.,
2012, 2013]. This work can be regarded as the extension of a 3D fracture propagation method,
where the geometry of arbitrary fractures is presented exactly and fracturing propagation is
resolved using finite element method and linear elastic fracture mechanics (LEFM) [Paluszny
and Zimmerman, 2011, 2013]. The angle and velocity of fracture propagation are calculated by
maximum circumferential stress criterion and Paris’ law. The fragmentation of a single sphere
is used to validate the present method. The observed fragment volume distribution can be
fitted using a two-parameter Weibull distribution, and the average fragment sizes decreases as
a function of the impact velocity.
Chapter 5 presents a low-cost fragmentation pattern based approach to reduce computational
cost and meet the requirement of the fragmentation simulation of hundreds and thousands of col-
liding bodies. The colliding bodies are fragmented using fragmentation pattern directly, which
avoids FEM-based crack propagation simulation and remeshing and re-creates solid geometry
during simulation. The fragmentation pattern, which is controlled by three parameters, is estab-
lished by learning from existing numerical and experimental results in which three parameters
are defined as a function of the colliding velocities directly. The Weibull distribution is used
to evaluate the performance of the fragmentation pattern. The performance of this low-cost
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fragmentation pattern based approach is validated by a group of numerical tests, which include
the fragmentation of single sphere and single realistic shaped rock and the fragmentation of a
pack of spheres.
In Chapter 6, the fragmentation simulator is used to investigate the influence of secondary
fragmentation on the hang-up of ore fragments around a single draw point in a block caving
system. Ten different models are presented. First, the gravity flow and hang-up phenomenon of
spherical ore fragments with two different sizes of spherical ore fragments is investigated. Then,
the gravity flow and hang-up phenomenon of cuboid ore fragments is discussed. Two initial
sizes of cuboid ore fragments populate the simulation models. Three different arrangements
of fragments are considered. All the models are simulated with and without fragmentation.
Simulations with fragmentation yield significantly different predictions as compared to their
static counterparts in terms of amount of extracted volume and frequency of draw point hang-
up.
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Figure 1.1: Simplified block caving system.
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2 Energy conservative impulse-based
discrete element method
2.1 Introduction
The simulation of collision-driven interactions in a multi-body system is instrumental in mod-
elling scenarios for the prediction and control of industrial processes, and adds to the under-
standing of their controlling mechanisms. Often involving hundreds of thousands to millions
of interacting bodies, these simulations must constantly weigh numerical stability, physical
accuracy, and computational speed, if they are to become industrial tools. This trade-off is
especially critical in the simulation of rock fragmentation for mining engineering [Vyazmen-
sky, 2008, Munjiza and Latham, 2004], and for tumble mills in agriculture [Mishra, 2003], for
which geometric representation is believed to play a decisive role in the interaction behaviour.
The main methods proposed to simulate multiple contacts in a rigid body system include an-
alytic [Baraff, 1994], penalty [Guises et al., 2009], and impulse-based methods [Mirtich, 1996,
Guendelman et al., 2003].
Analytical Method Analytical methods compute contact forces by expressing the system as
a linear complementary problem (LCP) [Chardonnet et al., 2006]. Analytical methods do not
require the determination of a penalty parameter, and do not require a damping parameter in
order to remain stable. One drawback of analytical methods arises when there is a need to con-
sider the influence of friction. The system becomes complex when dynamic friction is added, as
the defining matrix becomes non-symmetric and non-positive definite e.g. [Drumwright, 2008].
Furthermore, when static friction is considered, the constraints of the two tangent directions
at the contact point become nonlinear, and the problem becomes a nonlinear complementarity
problem. An alternative method is the Lagrange-multiplier method, which does not need to
calibrate the penalty parameter and damping parameter, and is able to exactly implement the
boundary constraints. However, the Lagrange-multiplier method introduces extra unknowns,
and the Lagrange-multiplier method is only available for bilateral constraint, such as joint
constraint; it lacks the ability to solve unilateral constraints [Drumwright, 2008].
Penalty Method The penalty method [Belytschko, 1993, Babus˘ka, 1973] transforms con-
strained optimisation problems into a set of non-constrained optimisation problems by iter-
atively computing a proper penalty parameter which enforces collisions as non-penetrating
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[Bourago and Kukudzhanov, 2005, Hasegawa and Fujii, 2003a]. The penalty method is simple
and is able to simulate the propagation of impact-induced stress waves within deformable collid-
ing bodies [Wang and Tonon, 2011]. The penalty method suffers from some drawbacks. Firstly,
the penalty method requires the value of normal and tangential stiffness of a force-spring system,
which is difficult to determine and requires numerical and experimental tests to validate [Hentz
et al., 2004, McCarthy et al., 2010]. Secondly, if the bodies collide with high relative velocity,
immense overlap may be detected, which leads to large forces and instability in simulation. As
a result, a somewhat arbitrary damping parameter is usually used to induce energy dissipation
and to keep the simulation stable [Laursen and Chawla, 1997, Drumwright, 2008]. To guaran-
tee energy conservation, the midpoint integration rule combined with the Lagrange multiplier
method [Haikal and Hjelmstad, 2007] and penalty regularization of contact rates [Noels et al.,
2006, Chawla and Laursen, 1998] have been proposed. Thirdly, the penalty method relies on
the expensive and geometrically complex computation of penetration distances, volumes and
surfaces over intersection of two colliding bodies in order to compute the damping condition
[Munjiza and Andrews, 2000]. In engineering, the penalty method is widely used in the context
of the discrete element method (DEM) [Cundall and Strack, 1979, Magnier and Donz, 1999],
smoothed particle hydrodynamics (SPH) [Lucy, 1977, Gingoid and Monaghan, 1977], material
point method (MPM), and discontinuous deformation analysis (DDA) [Shi and Goodman, 1984].
These three methods are able to simulate the collision and contact between two bodies, as well
as to simulate the deformation and fracturing of deformable bodies. The collision resolution
of the previous methods is based on the a posteriori penalization of mesh penetration. DEM
assembles a set of tetrahedra [Latham et al., 2008b,a] or sphere-conglomerates [Chandramohan
and Powell, 2005, Vyazmensky, 2008] in three dimensions. SPH [Liu and Liu, 2003] and MPM
[Bardenhagen et al., 2000, Sulsky and Kaul, 2004] are both point-based methods, often applied
to simulate explosions and problems involving large deformations. Both apply point-to-point
contact detection, which is associated with difficulty in determining the direction of contact
force vector [Campbell et al., 2000]. DDA solves for the stresses, displacements and contacts
of bodies by minimizing the potential energy, and represents the strain energy arising from the
contact force as a function of penetration. Solving for all the constraints in a system of linear
equations implies that DDA has the tendency to be extremely time consuming as compared to
the impulse method.
Discontinuous Deformation Analysis Discontinuous Deformation Analysis (DDA) is an
extension of the discrete element method that was originally proposed by Shi and Goodman
[1984]. DDA solves for the stress-displacement of bodies in a manner similar to FEM; however,
it is focussed on solving the interaction of discrete blocks along discontinuities for problems of
fractured and jointed rock masses. DDA is also an implicit discrete element model [Jing, 1998].
Instead of considering the contact response separately, a stiffness matrix is implemented, based
on minimizing the potential energy. The strain energy from the contact force is represented
by a function of penetration [Shi and Goodman, 1984]. The advantages of DDA include that
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the equilibrium of dynamics is always satisfied, stability can be ensured without any extra
damping parameter, and penetration and traction are avoided at each step. The disadvantages
are the expensive requirements for computational time and memory. Some extensions of DDA
include DDA with second-order displacement functions [Grayeli and Mortazavi, 2006], and its
application to solve dynamics problems [Tsesarsky et al., 2005].
Impulse Based Method The impulse method (IM) efficiently and accurately models high-
frequency collisions of complex non-convex shapes, based on sequentially enforcing non-penetrating
constraints [Hahn, 1988, Schmitt et al., 2005, Mirtich and Canny, 1995]. IM has been shown to
be energy conservative [Tang et al., 2013], does not rely on penalty parameters, does not require
the computation of penetration between bodies, and benefits from its ability of directly using
meso-scale material properties. IM is regularly applied to model haptic interfaces in robotics
research [Hollerbach et al., 1999] and to simulate the motion of tendons, joints, and muscles
[Sueda et al., 2008, Weinstein et al., 2008]. IM has been used in engineering for simulated sen-
sorless manipulation of objects [Reznik et al., 1997], and, in combination with the finite element
method, for the simulation of gravity-driven fragmentation [Paluszny et al., 2012]. Unlike a
posteriori methods, the impulse-based method does not rely on arbitrary penalty and damping
parameters that define repulsion as a function of penetration. Instead, it predicts collisions as
a function of predicted impact trajectory and impulse. Thus, IM does not require geometric
intersection checks, but instead relies collision time estimation algorithms, e.g. the efficient
Lin-Canny algorithm [Lin, 1993, Lin and Canny, 1991]. Contact detection is based on the com-
putation of the relative normal velocity of colliding bodies at each contact point. Newton’s
impact law, as defined for a single-point collision, is applied either sequentially (SQM) [Erleben
et al., 2005] or simultaneously (SMM) [Baraff, 1994, Coutinho, 2001] to deal with multiple
collisions and multiple contact points.
There are at least two versions of SMM. In 1989, Baraff [Baraff, 1994] proposed a simple
version of SMM which treated multiple collisions as a linear complementarity problem; it only
considered normal impulses and the change of normal velocities, and did not consider friction.
The generic SMM [Coutinho, 2001] enforces constraints to all collisions by solving a system
of linear equations, taking into account impulses in the normal and tangential directions, and
considering friction.
SQM treats multiple concurrent collisions one-by-one. Non-penetrating constraints are en-
forced to multiple collisions sequentially, iterating over the contact points until no objects collide.
In SQM, Newton’s impact law is locally applied to each contact, making it particularly well
suited for parallelisation. The analysis of energy dissipation among multiple collisions is a criti-
cal issue in engineering, such as the design of comminution devices [Powell and McBride, 2006,
Khanal and Powell, 2010, Powell et al., 2008]. In the present work, the physical accuracy of
the impulse-based method is validated in the context of energy and momentum conservation.
Energy and momentum conservation for frictionless and perfectly elastic collisions is a basic
requirement for a numerical method, to ensure that energy loss in simulation is not caused
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by numerical error. A necessary condition for an impulse-based method to be energy con-
servative is proposed below. The present work examines different proposals available in the
literature regarding the resolution of collisions using this approach, namely those proposed by
Hahn [1988] and Guendelman et al. [2003]. Numerical experiments (described below) indicate
that Guendelman’s approach is energy conservative.
2.2 Impulse Based Method
2.2.1 Single-point collision: Contact model
Hahn [1988] was the first to apply the impulse-momentum form of Newton’s second law to
compute collision response of multi-body systems [Garstenauer, 2006]. Using this approach,
collisions are modelled sequentially, and do not require the computation of penetration depth,
area, or volume between the interacting bodies. Collision time is assumed to be of infinitesimal
duration; therefore, during the collision, the positions of the bodies are treated as constant.
Schmitt et al. [2005] proved that impulse-based solutions for collisions converge towards the
exact solution of the dynamics problem as the timestep is reduced. This section introduces
the impulse-based approaches proposed by Hahn [1988] and Guendelman et al. [2003]. As time
progresses, {t0, t1, t2, ...}, positions and velocities of bodies are updated. The non-penetrating
strategy [Lin, 1993, Lin and Canny, 1991], based on the fast search of the closest features among
convex polyhedra, identifies collision candidates based on the concept of collision time. Accurate
estimation of collision time, tc, is required to apply impulses and avoid geometric overlap due
to collision (Fig. 2.1). A body bN collides with another body bM at contact point ci (Fig.
Figure 2.1: Estimation for the time of contact. Each circle represents a moving object approach-
ing the ground at consecutive time steps. A collision is detected between time steps
ti and ti+1. Collision time is estimated as tc.
2.2). A pair of impulses, pi(s0) and −pi(s0) are applied at the contact point. The velocities of
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Figure 2.2: Collision between bodies bN and bM at collision ci: k =0 or 1, s0 and s1 indicate the
status before and after applying impulse. vN (s0) and v
M (s0) are linear velocities
before collision. vN (s1) and v
M (s1) are linear velocities after collision. ω
N (s0)
and ωM (s0) are angular velocities before collision. ω
N (s1) and ω
M (s1) are angular
velocities after collision. rNi and r
M
i are the vectors from the centre of mass of
bodies to the contact point ci. u
N
i (s0) and u
M
i (s0) are the velocities at the contact
point before collision. uNi (s1) and u
M
i (s1) are the velocities at the contact point
after collision. pi(s0) is the impulse applied to the two colliding bodies to avoid
penetration.
colliding bodies at the contact point ci before and after collision are denoted as
uNi (s0) = v
N (s0) + ω
N (s0)×rNi (2.1)
uNi (s1) = v
N (s1) + ω
N (s1)×rNi (2.2)
uNi (s0) = v
M (s0) + ω
M (s0)×rMi (2.3)
uNi (s1) = v
M (s1) + ω
M (s1)×rMi (2.4)
where, rNi = {rNi,x, rNi,y, rNi,z}T and rMi = {rMi,x, rMi,y, rMi,z}T are the vectors from the centre of mass
of bodies to the contact point ci, which is assumed to be constant during the collision. u
N
i (s0)
and uNi (s1) are the velocities of body bN at the contact point ci before and after applying
impulse. uMi (s0) and u
M
i (s1) are the velocities of body bM at the contact point ci before and
after applying impulse, respectively. vN (s0) and v
N (s1) are the linear velocities of body bN
at the centre of mass before and after applying impulse. vM (s0) and v
M (s1) are the linear
velocities of body bM at the centre of mass before and after applying impulse, respectively.
ωN (s0) and ω
N (s1) are the angular velocities of body bN before and after applying impulse.
ωM (s0) and ω
M (s1) are the angular velocities of body bM before and after applying impulse.
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The relative velocities of two colliding bodies at contact point ci are defined as
ui(s0) = u
N
i (s0)− uMi (s0) (2.5)
ui(s1) = u
N
i (s1)− uMi (s1) (2.6)
where ui(s0) and ui(s1) are relative velocities before and after applying the impulse, respectively.
The change of relative velocity is defined as
4ui(s0) = ui(s1)− ui(s0) (2.7)
When a pair of impulses of opposite signs pi(s0) and −pi(s0) is applied to colliding bodies,
these impulses effectively change their linear and angular velocities,
pi(s0) = m
N4vN (s0) (2.8)
rNi × pi(s0) = IN4ωN (s0) (2.9)
−pi(s0) = mM4vM (s0) (2.10)
−rMi × pi(s0) = IM4ωM (s0) (2.11)
where IN and IM are the inertia tensors for body bN and body bM , respectively, which are
constant during the collision, and are computed using an explicit exact expression [Tonon,
2004], and
4vN (s0) = vN (s1)− vN (s0) (2.12)
4ωN (s0) = ωN (s1)− ωN (s0) (2.13)
4vM (s0) = vM (s1)− vM (s0) (2.14)
4ωM (s0) = ωM (s1)− ωM (s0) (2.15)
where mN and mM are the masses of body bN and body bM , respectively. Mirtich [1996]
proposed that, once the change of relative velocity is known, impulses are computed from the
collision matrix,
pi(s0) = K
−1
i 4ui(s0) (2.16)
where the collision matrix Ki, which is constant, non-singular, symmetric, and positive definite,
is defined as
Ki =
(
1
mN
+
1
mM
)
1− (r˜Ni (IN )−1r˜Ni + r˜Mi (IM )−1r˜Mi ) (2.17)
28
Figure 2.3: A local coordinate system (ti,ni,qi) is defined at the contact point between bodies
bM and bN .
where 1 is the identity matrix, and
r˜Ni =
 0 −r˜
N
i,z r˜
N
i,y
r˜Ni,z 0 −rNi,x
−r˜Ni,y r˜Ni,x 0
 (2.18)
r˜Mi =
 0 −r˜
M
i,z r˜
M
i,y
r˜Mi,z 0 −rMi,x
−r˜Mi,y r˜Mi,x 0
 (2.19)
where r˜Ni and r˜
M
i are the cross-product matrices of r
N
i and r
M
i . For the following analysis,
a local orthogonal coordinate system in {ti,ni,qi} is defined at the locality of the contact in
terms of the normal and tangential components of the collision (Fig. 3.2). It follows:
ti =
ni×pi(s0)
|ui(s0)| (2.20)
qi = ti × ni (2.21)
where ni is the normal direction of collision surface, and ti and qi are the two tangential
directions at the contact point. It follows that the impulse p˜i(s0) = {p˜i,t(s0), p˜i,n(s0), p˜i,q(s0)}T
and relative velocity before and after collision can be formulated in terms of this local coordinate
system as 
u˜i(s0) = Liui(s0)
u˜i(s1) = Liui(s1)
p˜i(s0) = Lipi(s0)
(2.22)
where Li = (ti,ni,qi)
T defines the transformation from global to local coordinates. The em-
pirical law is used in the impulse-based method, in which it models response by reversing the
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normal relative velocity:
u˜n(s1) = −eu˜n(s0) (2.23)
2.2.2 Single-point collision: Impulse and work
Mirtich [1996] proposed that the work done by contact forces, 4Wi(s0), is path independent
and is a function of the relative velocity before and after applying the impulse:
4Wi(s0) = 1
2
(ui(s1) + ui(s0))
T K−1i (ui(s1)− ui(s0)) (2.24)
To ensure the conservation of energy of the entire system, this work should be zero. Mirtich
[1996] discussed the condition of energy conservation in the impulse-based method, and proposed
the following lemma:
Lemma 2.2.1. If during a collision, the relative contact velocity is exactly reversed, that is to
say, ui(s1) = −ui(s0), then the work done by the collision forces is zero, and the energy of the
system is therefore unchanged by the collision.
Note that ui(s1) = −ui(s0) is a potential solution that implies 4Wi(s0) = 0. However,
it neglects the change of velocity direction caused by the collision. For instance, after an
object collides with the ground, the velocity in the normal direction should be reversed, while
the velocity in the tangential direction should remain unchanged. Thus, this solution is not
often chosen, despite the fact that it conserves energy. An alternative condition for the energy
conservative in the impulse-based method is now proposed.
Lemma 2.2.2. If the impulse is only applied in the normal direction, and the relative velocity
in the normal direction is exactly reversed, u˜i,n(s1) = −u˜i,n(s0), then the energy of the system
is conserved during collision.
Proof. By substituting Eq. (2.16) into Eq. (2.24), it is found that
4Wi(s0) = 1
2
(ui(s0) + ui(s0))
Tp(s0) (2.25)
The work done by the impulse can be expressed in terms of the defined local coordinate system,
as follows:
4Wi(s0) = 1
2
(L−1u˜i(s1) + L−1u˜i(s0))T(L−1p˜(s0)) (2.26)
4Wi(s0) = 1
2
(u˜i(s1) + L
−1u˜i(s0))T(L−1)T(L−1)p˜(s0)) (2.27)
where (L−1)TL−1 = 1, and so,
4Wi(s0) = 12(u˜i(s1) + u˜i(s0))Tp˜(s0))
= 12 [u˜i,t(s1) + u˜i,t(s0), u˜i,n(s1) + u˜i,n(s0), u˜i,q(s1) + u˜i,q(s0)]
 p˜(s0)tp˜(s0)n
p˜(s0)q
 = 0 (2.28)
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It assumes that u˜i,n(s1) = −u˜i,n(s0) and the impulse is only applied to the normal direction.
Thus, p˜t(s0) = 0 and p˜q(s0) = 0, and so
4Wi(s0) = 1
2
[u˜i,t(s1) + u˜i,t(s0), 0, u˜i,q(s1) + u˜i,q(s0)]
 0p˜i,n(s0)
0
 = 0 (2.29)
2.2.3 Single-point collision: Friction
Collision response without friction Hahn [1988] introduced friction into the approach by
assuming that the body is static in the tangential directions after collision, and neglecting the
tangential velocity after the collision:
u˜i,n(s1) = −enu˜i,n(s0) (2.30)
which can be rewritten in local coordinates as[
u˜t(s1) u˜n(s1) u˜q(s1)
]T
=
[
0 −eu˜n(s0) 0
]T
(2.31)
Once the relative velocity after the collision is determined, if the static friction condition is
satisfied, then
|p˜t(s0)| < µ|p˜n(s0)| (2.32)
then p(s0) is computed using Eq. (2.16), where µ is the coefficient of friction. If the static
friction condition (2.32) is not satisfied, then, p(s0) is computed as follows:
p(s0) = np˜n(s0) + µt|p˜n(s0)|. (2.33)
Collision response with friction Guendelman et al. [2003] proposed re-computing the im-
pulse if the static friction assumption is not satisfied. Similarly to Baraff’s impulse-based
approach, it does so while constraining the relative velocity after the collision to be exactly the
inverse of the relative velocity before the collision in the normal direction n, u˜n(s1) = −u˜n(s0).
Then, the magnitude of the impulse is computed using the collision matrix, K, as follows:
|p(s0)| = − u˜n(s0)(e+ 1)
nTK(n− µt) (2.34)
When the static condition is not satisfied, the impulse is defined as
p(s0) = |p(s0)|n + µ|p(s0)|t. (2.35)
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2.2.4 Multiple Collisions: Sequential impulse method
Fig. 2.4 illustrates multiple collisions, c = {c0, c1, c2, ..., cn}, between multiple bodies, b =
{b0, b1, b2, ..., bm}, detected at a time step tc, where m is the total colliding bodies and n is the
total contact points. At each iteration, the multiple collisions are treated as concurrent collisions
and impulses are computed and applied to contact points sequentially. The interaction of
multiple collisions is simulated by repeating the computation until all relative normal velocities
are non-negative (Algorithm 1).
Figure 2.4: Collision of multiple bodies: multiple bodies, b = {b0, b1, b2, ..., bm}, collide with
multiple contact points c = {c0, c1, c2, ..., cn}, m is the total number of collid-
ing bodies and n is the total number of contact points. A set of impulses,
(p0(s0),p1(s0),p2(s0), ...pn(s0)), are applied to contact points.
Algorithm 1 Sequential impulse method: Collision response for multiple collisions
Require: A set of bodies b = {b0, b1, ...bn} collide at contact points c = {c0, c1, ...cm}
1: identify the contact point with smallest relative normal velocity, cmin
and its relative normal velocity u˜min,n
2: while u˜min,n < 0 do
3: compute impulses at cmin by Eq. 2.34-2.35
4: update the linear and angular velocity of colliding bodies related to cmin
5: recompute the minimum contact point, cmin and its relative normal velocity u˜min,n
6: end while
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2.3 Numerical Tests
Numerical tests are now used to investigate energy and linear momentum conservation of the
approaches proposed by Hahn [1988] and Guendelman et al. [2003]. In all tests density is 1
kg/m3 and the time step is 1/600 s. The ability to capture energy conservation and linear
momentum conservation is essential for a numerical method to simulate collisions correctly.
The total system energy, E, is expressed as
E =
n∑
i
(
Epi + E
k
i
)
=
N∑
i
(
mighi +
∫
Vi
u2i (x)
2
dm
)
(2.36)
where n is the number of bodies, Epi and E
k
i are the potential energy and kinetic energy of body
i, mi is the mass of body i, g is the gravitational acceleration, hi is the height of the centre
of gravity of body i, Vi is the volume, and ui(x) is the linear velocity of body i at integration
point x. The system is expected to be energy conservative for the special case of perfectly elastic
collisions, where µ = 0 and en = 1. For the case of perfectly elastic collisions, the relative error
of E is measured as follows:
εe =
∣∣∣∣Eb − EfEb
∣∣∣∣ (2.37)
where Eb and Ef are the energies before and after collision, and εe is the relative error of energy.
The total linear momentum of the system is computed as
M =
n∑
i
mivi (2.38)
where M = {Mx,My,Mz}T. If there is no external forces acting on a closed system, the linear
momentum of the system remains constant. The relative error in the linear momentum of a
closed system is defined as
εM = max
(∣∣∣∣∣Mfx −M bxM bx
∣∣∣∣∣ ,
∣∣∣∣∣M
f
y −M by
M by
∣∣∣∣∣ ,
∣∣∣∣∣Mfz −M bzM bz
∣∣∣∣∣
)
(2.39)
where Mb and Mf refer to the linear momenta before and after collision. Throughout the
above discussion, it is known that IM-Guendelman is able to capture the property of energy
conservation, since it is able to ensure that u˜n(s1) = −u˜n(s0). However, IM-Hahn is not able to
capture the property of energy conservation, since u˜n(s1) is not exactly the inverse of u˜n(s0).
In the following, several collision scenarios are simulated using IM-Guendelman and IM-Hahn,
respectively, and the energy and linear momentum before and after collision are measured and
compared. These tests include the collision of two tetrahedral fragments, a sphere falling down
a slope, and ore fragments flowing through a cylindrical draw point in a block-cave mine [Brown,
2003]. In these tests, each body, whether convex or non-convex, is represented by a conglomerate
of tetrahedra (Fig. 2.5).
33
(a) (b)
Figure 2.5: Geometric representation of bodies.
2.3.1 Collision of two tetrahedra
The energy- and linear momentum-conservative properties of the collision of two tetrahedra are
measured in this test (see Fig. 2.6 (a) and (b)). To eliminate the numerical error from the
computation of velocity change caused by gravity, it is assumed that g=0 m/s2. In the first
part of the test, (a), body j is fixed and static, while another, body i, moves with an initial
velocity and eventually collides with it (Fig. 2.6). In (b), body j is initially static, but moves
after the collision. In (a), the initial linear velocity is v1 = (0, 0,−10) m/s, and the initial
angular velocity is ω1 = (0, 0,−10) m/s. In (b), initial linear velocities are v1 = (0, 0,−10) m/s
and v2 = (0, 0, 0) m/s, and initial angular velocities are ω1 = (5, 10, 3) m/s and ω2 = (0, 0, 0)
m/s. Fig. 2.6(b) shows snapshots of the simulation. In (b), no external force acts on the
two tetrahedra. Therefore, this is a closed system. Results, shown in Table 2.1, suggest that
both IM-Hahn and IM-Guendelman are linear momentum conservative. However, while IM-
Guendelman appears to conserve energy, IM-Hahn does not.
Table 2.1: Energy and linear momentum for (a) a moving tetrahedron collides with a static one,
(b) two colliding tetrahedra
(a) IM-Hahn (a) IM-Guendelman (b) IM-Hahn (b) IM-Guendelman
ts size εe εe εe εm εe εm
1/60 -2.12 4.37×10−8 −2.11×10−2 0 5.91×10−4 0
1/120 -2.12 −4.15×10−9 −2.11×10−2 0 5.91×10−4 0
1/300 -2.19 −1.18×10−9 −2.57×10−2 0 7.48×10−4 0
1/600 -2.19 −4.06×10−8 −2.57×10−2 0 7.48×10−4 0
1/900 -2.19 3.71×10−8 −2.57×10−2 0 7.48×10−4 0
1/1200 -2.19 −9.06×10−9 −2.63×10−2 0 7.65×10−4 0
1/2400 -2.20 1.44×10−8 −2.63×10−2 0 7.65×10−4 0
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(a)
(b)
(c)
Figure 2.6: Moving tetrahedra colliding with: (a) one static tetrahedron and (b) a moving
tetrahedron, and (c) images of a spherical object falling down a slope. Wireframe
rendering denotes static bodies. In (a) and (b) objects are defined as: tetrahedron
1, node list: (-1, 1, 0), (1, 1, 0), (1, -1, 0), (1, 1, -2); tetrahedron 2, node list: (-2, 2,
-4), (2, 2, -4), (2, -2, -4), (2, 2, -6).
2.3.2 Sphere falling down a slope
The movement of a sphere bouncing down a fixed slope is now investigated (Fig. 2.6(c)). The
diameter of the sphere is d = 2 m, at an initial height of h = 4 m, and the slope is a : b = 1 : 10
(Fig. 2.7(a)). In the following tests, g = 9.81m/s2. The sphere is a conglomerate of 106
tetrahedra, whereas the slope is represented by 115 tetrahedra. Perfectly elastic collisions are
considered. The energy change during the simulation is shown in Fig. 2.7(b). When IM-
Guendelman is used, the average relative error is 2.28×10−5. However, for the IM-Hahn, a
relative error in the energy of up to 0.45 is found.
2.3.3 Draw point
Block caving is a methodology to extract massive ore fragments from underground mines in
which ore fragments collapse due to gravity and are collected through an undercutting draw
point [Brown, 2003]. The gravity-driven fall of 490 ore fragments through a single draw point
in a block-cave mine is modelled. The heap width is taken to be a = 20 m. The draw point is
a cylinder of radius r = 5.6 m, and depth c = 11.6 m, and the thickness of the wall is d = 5 m.
The radii of the ore particles is approximately 3 m, and the initial height of the heap is b ≈ 45
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(a)
(b)
Figure 2.7: (a) Details of the slope test. (b) Energy change of a sphere bouncing down a slope.
m. To simplify the simulation model, only a quarter of the model is considered, as shown in
Fig. 2.8(a). Each ore particle has the same shape and contains sixteen tetrahedra. Figure 2.9
shows the initial and final stages of the system, for e = 0.8 and µ = 0.5. Energy values as a
function of simulation progression are shown in Fig. 2.8(b) for different friction and restitution
values, and in more detail in Fig. 2.8(c) for the perfectly elastic case. Results suggest that for
e = 1, µ = 0 energy is conservative, with a relative error of less than 1×10−3. For e 6= 1, µ 6= 0,
the energy of the system decreases accordingly. Fig. 2.8(b) and (c) that IM-Guendelman is
able to ensure energy conservation. Meanwhile, it is also observed that the energy discrepancy
increases sharply when IM-Hahn is used.
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(a)
(b) (c)
Figure 2.8: (a) Details of the single draw point test. (b) Energy curve for the system of fragments
falling through a cylindrical draw point with different friction and restitution values.
(c) Relative error of total energy for the case of perfectly elastic collisions.
2.4 Conclusions
In this chapter, the energy conservative property and momentum conservative property of the
impulse collision method have been discussed. A necessary condition for the impulse method to
be energy conservative has been proposed. According to the condition, Guendelman’s impulse-
based approach is energy conservative, whereas Hahn’s approach does not appear to be. Both
approaches were investigated numerically in terms of energy and momentum conservation. Table
2.1 shows that both approaches appear to conserve linear momentum. The impulse method
conserves energy, and was shown to be a stable and fast method for collision resolution in a
system of non-convex polyhedral objects.
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(a) (b)
Figure 2.9: Collision of 7 × 7 × 10 = 490 ores, around a single draw point, at (a) initial and
(b) intermediate stage. Fragments stop falling through the draw point after ≈ 12k
simulation steps. Bodies are conglomerates comprising 9208 tetrahedra.
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3 Energy tracking method for collision
response
3.1 Introduction
Even though the impulse method is able to simulate multiple collision system effectively, this
method has several drawbacks. The generic simultaneous impulse method (SMM) [Coutinho,
2001] enforces constraints on all collisions by solving a system of linear equations, taking into
account impulses in the normal and tangential directions, while considering friction. Due to the
simultaneous evaluation of collisions, SMM cannot capture the propagation of contact forces
during a collision. The sequential impulse method (SQM) treats multiple concurrent collisions
one-by-one, and non-penetrating constraints are enforced to multiple collisions sequentially,
iterating over the contact points until no objects collide. In SQM, Newton’s impact law is locally
applied to each contact, making it particularly well suited for parallelisation. A drawback of
SQM is that it inverts relative normal velocities of collisions one-by-one, yielding results that
depend on the order in which collisions are resolved [Erleben et al., 2005, Mosterman, 2007].
In this chapter, a generalised form of the impulse method, called the energy tracking method
(ETM), is introduced. ETM addresses the individual shortcomings of SQM and SMM. It is
aimed at efficiently and accurately modelling high-frequency collisions of non-convex bodies.
ETM treats multiple concurrent collisions as a series of single-point collisions, and introduces
an additional level of iteration at each collision time step. At the beginning of the collision
analysis the relative velocity is negative, indicating that the bodies are in collision course. An
impulse is applied to each body to avoid penetration, in a step-wise manner, incrementally
increasing the relative velocity until it reaches zero. At each step, velocities at each collision
point are updated. During this process, kinetic energy decreases and elastic energy at the
contact points increases. Subsequently, the relative normal velocity continues to increase until
all elastic energy is released. As opposed to the standard SQM, ETM gradually applies impulses
to change the relative normal velocities of multiple collisions iteratively yet simultaneously. In
contrast to SMM, ETM yields low angular velocity errors when dealing with multi-contact
collisions, due to its ability to simulate the interaction of forces during collision. ETM is
advantageous, as it processes collisions in a simultaneous, albeit iterative, manner. Energy is
shown to be conservative for large multi-body systems of spheres, cubes and non-convex crosses.
Numerical experiments evaluating the angle of repose of systems of these objects compare well
with macroscopic laboratory experiments reported in the literature [Zhou et al., 2002].
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3.2 Generalized form of the impulse based method
In SQM and SMM, the relative normal velocity is directly inverted. ETM gradually applies
impulses to change the relative normal velocity over a set of iterations, applying impulses to
multiple collisions at the same. This procedure is described for a single-point collision. In ETM,
the colliding objects are assumed not to deform. A body bN collides with another body bM
Figure 3.1: Collision between bodies bN and bM at iteration sk: v
N (sk) and v
M (sk) are linear
velocities, ωN (sk) and ω
M (sk) are angular velocities, r
N
i and r
M
i are the vectors
from the centre of mass of bodies to the contact point ci, u
N
i (sk) and u
M
i (sk) are
the velocities at the contact point, and pi(sk) is the impulse applied to the two
colliding bodies to avoid penetration.
at contact point ci (Fig. 3.1). A set of impulses, {pi(s0),pi(s1),pi(s2), ...}, is applied at the
contact points to each colliding body sequentially. The subscript i in pi(sk) denotes that the
impulse is applied to the contact point ci, and sk denotes this impulse is applied at the iteration
sk. The velocities of colliding body bj (j = N or M) at the contact point ci at iteration sk is
denoted as:
uji (sk) = v
j(sk) + ω
j(sk)×rji (3.1)
where rji = {rji,x, rji,y, rji,z}T is the vector from the centre of mass of body bj to the contact point
ci, which is assumed not to change during the collision. u
j
i (sk) is the velocity of body bj at the
contact point ci. v
j(sk) is the linear velocity at the centre of mass, and ω
j(sk) is the angular
velocity. The relative velocity of two colliding bodies at contact point ci, ui(sk), is defined as:
ui(sk) = u
N
i (sk)− uMi (sk) (3.2)
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The change of relative velocity from iteration sk to iteration sk+1 is defined as
4ui(sk) = ui(sk+1)− ui(sk) (3.3)
First, an assumption for the change of relative velocity before and after applying an impulse
without considering energy loss is described. Energy loss caused by the impulse in the normal
direction of contact surface is handled by Stronge’s hypothesis. The consideration of friction
is introduced in Section 3.5 for single-point collisions and Section 3.6 for multiple collisions.
When a pair of impulses of opposite signs pi(sk) and −pi(sk) is applied to colliding bodies,
these impulses effectively change their linear and angular velocities,
pi(sk) = m
j4vj(sk) (3.4)
rji × pi(sk) = Ij4ωj(sk) (3.5)
where Ij is the inertia tensor, which is constant during the collision, and is computed using an
explicit exact expression [Tonon, 2004], and
4vj(sk) = vj(sk+1)− vj(sk) (3.6)
4ωj(sk) = ωj(sk+1)− ωj(sk) (3.7)
where mj is the mass of body bj . Once the change of relative velocity is known, impulses are
Figure 3.2: A local coordinate system (ti,ni,qi) is defined at the contact point between bodies
bM and bN .
computed from the collision matrix [Mirtich, 1996],
pi(sk) = K
−1
i 4ui(sk) (3.8)
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where the collision matrix Ki is constant, non-singular, symmetric, and positive definite. ETM
applies Stronge’s hypothesis to express the energy dissipation in the normal direction. Let
Wrelease be the work done by the normal component of the collision impulse during a collision.
Then [Mirtich, 1996]
Wrelease = −e2nWmc (3.9)
where en∈(0, 1) is the normal coefficient of restitution, which is a measurement of bounce, such
that en = 1 implies a perfectly elastic collision and en = 0 implies that relative normal velocity
is reduced to zero after the collision, and Wmc is the work done by the normal impulse at
the point of maximum compression, where the relative normal velocity changes sign. For the
following analysis, a local orthogonal coordinate system in {ti,ni,qi} is defined at the locality
of the contact in terms of the normal and tangential components of the collision (Fig. 3.2) in
the generalised form of impulse method. It follows:
ti =
ni×pi(sk)
|ui(sk)| (3.10)
qi = ti × ni (3.11)
where ni is the normal direction of collision surface, and ti and qi are the two tangential
directions at the contact point. It follows that the impulse p˜i(sk) = {p˜i,t(sk), p˜i,n(sk), p˜i,q(sk)}T
and relative velocity u˜i(sk) can be formulated in terms of this local coordinate system as:u˜i(sk) = Liui(sk)p˜i(sk) = Lipi(sk) (3.12)
where Li = (ti,ni,qi)
T defines the transformation from global to local coordinates.
3.3 Single-point collision: Impulse and work
The work done by contact forces, 4Wi(sk), is path independent and is a function of the rel-
ative velocity before and after applying the impulse, which can be represented in the form of
generalised impulse method as,
4Wi(sk) = 1
2
(ui(sk+1) + ui(sk))
T K−1i (ui(sk+1)− ui(sk)) (3.13)
Work done by the normal and tangential impulses are considered separately.
Lemma 3.3.1. During a collision, the work done by the impulse can be decomposed into the
work done by the impulse in the normal direction, and the work done by the impulse in the
tangential direction, as follows:
4Wi,t(sk) = 1
2
(2u˜i,t(sk) +4u˜i,t(sk))p˜i,t(sk) (3.14)
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4Wi,n(sk) = 1
2
(2u˜i,n(sk) +4u˜i,n(sk))p˜i,n(sk) (3.15)
4Wi,q(sk) = 1
2
(2u˜i,q(sk) +4u˜i,q(sk))p˜i,q(sk) (3.16)
Proof. According to Eq. 3.13, the work done by contact force from iteration sk to sk+1 is:
4Wi(sk) = 1
2
(ui(sk+1) + ui(sk))
TK−1i (ui(sk+1)− ui(sk)) (3.17)
Substituting Eq. 3.8 into the previous,
4Wi(sk) = 1
2
(ui(sk+1) + ui(sk))
Tpi(sk) (3.18)
Considering the collision in local coordinate system defined by Eq. 3.10 and Eq. 3.11, it follows:
4Wi(sk) = 1
2
(L−1i u˜i(sk+1) + L
−1
i u˜i(sk))
TL−1i p˜i(sk) (3.19)
4Wi(sk) = 1
2
(u˜i(sk+1) + u˜i(sk))
TL−Ti L
−1
i p˜i(sk) (3.20)
Since Li is an orthogonal matrix, L
−1
i = L
T
i ,
4Wi(sk) = 1
2
(u˜i(sk+1) + u˜i(sk))
Tp˜i(sk) (3.21)
and
4Wi(sk) = 1
2
 2u˜i,t(sk) +4u˜i,t(sk)2u˜i,n(sk) +4u˜i,n(sk)
2u˜i,q(sk) +4u˜i,q(sk)

T  p˜i,t(sk)p˜i,n(sk)
p˜i,q(sk)
 (3.22)
Thus,
4Wi(sk) = 4Wi,t(sk) +4Wi,n(sk) +4Wi,q(sk) (3.23)
4Wi,t(sk) = 1
2
(2u˜i,t(sk) +4u˜i,t(sk))p˜i,t(sk) (3.24)
4Wi,n(sk) = 1
2
(2u˜i,n(sk) +4u˜i,n(sk))p˜i,n(sk) (3.25)
4Wi,q(sk) = 1
2
(2u˜i,q(sk) +4u˜i,t(sk))p˜i,q(sk) (3.26)
Lemma 3.3.2. During a collision, if the impulse is only applied in the normal direction of the
colliding surface, where p˜i,t(sk) = 0 and p˜i,r(sk) = 0 in local coordinates, then, the work done
by the contact force can be expressed as a function of the change of relative normal velocity:
4Wi(sk) = 1
2
(2u˜i,n(sk) +4u˜i,n(sk))(H21A+H22 +H23B)4u˜i,n(sk) (3.27)
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where,
H =
 H11 H12 H13H21 H22 H23
H31 H32 H33
 = LiK−1i (L−1i ) (3.28)
A = −H23H12 −H13H32
H33H11 −H13H31 (3.29)
B = −H31H12 −H11H32
H31H13 −H11H33 . (3.30)
Proof. According to Eq. 3.31, the work done by the normal contact force is independent of the
change of relative velocity in tangential directions, and can be expressed as a function of the
change of relative velocity in normal direction:
4Wi(sk) = 1
2
(2u˜i,n(sk) +4u˜i,n(sk))p˜i,n(sk) (3.31)
To replace p˜i,n(sk) by a function of 4u˜i,n(sk), the relationship between p˜i,n(sk) and 4u˜i,n(sk)
is expressed as:
pi(sk) = K
−1
i 4ui(sk) (3.32)
L−1p˜i(sk) = K−1i L
−14u˜i(sk) (3.33)
p˜i(sk) = LiK
−1L−1i 4u˜i(sk) (3.34)
where
p˜i(sk) = H4u˜i(sk) (3.35)
H = LK−1(L)−1 (3.36) p˜i,t(sk)p˜i,n(sk)
p˜i,q(sk)
 =
 H11 H12 H13H21 H22 H23
H31 H32 H33

 4u˜i,t(sk)4u˜i,n(sk)
4u˜i,q(sk)
 (3.37)
 p˜i,t(sk)p˜i,n(sk)
p˜i,q(sk)
 =
 H114u˜i,t(sk) +H124u˜i,n(sk) +H134u˜i,q(sk)H214u˜i,t(sk) +H224u˜i,n(sk) +H234u˜i,q(sk)
H314u˜i,t(sk) +H324u˜i,n(sk) +H334u˜i,q(sk)
 (3.38)
where p˜i,t(sk) = 0 and p˜i,q(sk) = 0. 0p˜i,n(sk)
0
 =
 H114u˜i,t(sk) +H124u˜i,n(sk) +H134u˜i,q(sk)H214u˜i,t(sk) +H224u˜i,n(sk) +H234u˜i,q(sk)
H314u˜i,t(sk) +H324u˜i,n(sk) +H334u˜i,q(sk)
 (3.39)
Regarding 4u˜i,n(sk) as unknown and solving above equation, 4u˜i,t(sk) and 4u˜i,q(sk) can be
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expressed as function of 4u˜i,n(sk):
4u˜i,t(sk) = −H33H12 −H13H32
H33H11 −H13H314u˜i,n(sk) = A4u˜i,n(sk) (3.40)
4u˜i,q(sk) = −H31H12 −H11H32
H31H13 −H11H334u˜i,n(sk) = B4u˜i,n(sk) (3.41)
Then p˜i,n(sk) is expressed as a function of 4u˜i,n(sk),
p˜i,n(sk) = (H21A+H22 +H23B)4u˜i,n(sk) (3.42)
Substituting the previous into Eq. 3.31:
4Wi(sk) = 1
2
(2u˜i,n(sk) +4u˜i,n(sk))(H21A+H22 +H23B)4u˜i,n(sk) (3.43)
By manipulating Eq. 3.43, the change of relative normal velocity is defined as follows, if the
change of energy is known:
4u˜i,n(sk) = −u˜i,n(sk)±
√
C + u˜2i,n(sk) (3.44)
C =
24Wi
H21A+H22 +H23B
(3.45)
Since the relative normal velocity increases during the simulation, the positive solution is chosen:
4umaxi,n (sk) = −u˜i,n(sk) +
√
C + u˜2i,n(sk)
C = 24WiH21A+H22+H23B
(3.46)
Lemma 3.2 defines a necessary condition for the impulse-based method to model an energy-
conservative collision, implying that there should be no energy loss during impact, and that
no artificial source or sink of energy is introduced by the numerical method. The energy-
conservative collision is idealised, in that no frictional or other sources of energy loss are taken
into account. However, the ability to simulate frictionless and perfectly elastic collisions remains
a basic requirement for realistic impact mechanics simulation. Approaches proposed by Baraff
[1994] and Guendelman et al. [2003] both satisfy this lemma, indicating that they are energy
conservative, whereas the approach proposed by Hahn is not [Hahn, 1988].
3.4 Single-point collision: Friction
In ETM, the change of relative velocity is first computed in the normal direction, after which
friction is considered. A static friction condition of ETM is the same as the static friction
condition of the impulse method, which is defined by assuming that there is no tangential
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velocity after collision, such that the change of the relative normal velocity is
u˜i(sk+1) =
[
0 u˜i,n(sk) +4u˜i,n(sk) 0
]T
(3.47)
The impulse in this case is expressed as pi(sk) = (Ki)
−14ui(sk) (Eq. 3.8). Decomposing this
impulse into its normal and tangential directions,
pi,n(sk) = n
T
i pi(sk)ni (3.48)
pi,q(sk) = pi(sk)− pi,n(sk) (3.49)
the tangential direction is
qi =
pi,q(sk)
|pi,q(sk)| (3.50)
where the static friction condition is defined as
|pi,q(sk)| ≤ µp˜i,n(sk) (3.51)
If the static friction condition is satisfied, the above impulse is expressed by Eq. 3.8. Otherwise,
the impulse is re-computed as follows, to ensure that the change of relative normal velocity is
4u˜i,n(sk) after applying the impulses. The impulse is expressed as
pi(sk) = p˜i,n(sk)ni + µp˜i,n(sk)qi (3.52)
where
p˜i,n(sk) =
4u˜i,n(sk)
nTi Ki(ni + µqi)
(3.53)
Proof. The tangential impulse is derived as follows.
pi,q(sk) = µp˜i,n(sk)qi (3.54)
So
pi(sk) = pi,n(sk) + pi,q(sk) = pi,n(sk) + µp˜i,n(sk)qi (3.55)
Kipi(sk) = 4ui(sk) (3.56)
nTi Kipi(sk) = n
T
i 4ui(sk) (3.57)
nTi Ki(pi,n(sk) + qiµp˜i,n(sk)) = 4u˜i,n(sk) (3.58)
p˜i,n(sk) =
4u˜i,n(sk)
nTi Ki(ni + µqi)
(3.59)
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3.5 Energy Tracking: Single Collision
Once collisions are identified, a series of impulses is applied, to avoid penetration. Unlike SQM
and SMM, ETM does not instantaneously invert the relative normal velocity directly: u˜i,n(s1) =
−enu˜i,n(s0). Instead, it updates the relative normal velocity gradually over a set of iterations,
{s0, s1, s2, ...smd}, by applying a set of impulses, {pi(s0),pi(s1),pi(s2), ...}, sequentially. This
is advantageous as it allows to track the change of relative normal velocity and elastic energy
at each contact point, and the fluctuation of total and kinetic energy of system during a single
collision (Fig. 3.3). The collision response is divided into three stages: compression, in which
Figure 3.3: The change of energy and relative normal velocity during collision resolution for a
single collision. During compression (Stage I), the relative normal velocity increases
from negative to zero, elastic energy at the contact point increases, and dynamic
energy decreases. During separation (Stage III), the relative normal velocity and
dynamic energy increase until all elastic energy is released. The total energy is
conservative. In this plot the collision is assumed to be perfectly elastic.
u˜i,n(sk) is negative; restitution, the stage in which the estimated energy loss can be accounted
for; and separation, in which the relative normal velocities are positive. The initial change of
relative normal velocity, 4u˙n, is defined as
4u˙n = u˜i,n(s0)
md
(3.60)
where u˜i,n(s0) is the initial relative normal velocity, and md is a positive integer which controls
the rate of change of the relative normal velocity during collision analysis. md constitutes
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the number of iterations for impulse computation at each collision time step. Without loss of
generality, the change of relative normal velocity is initially chosen as 4u˙n for each iteration,
and is recomputed at different stages to ensure the energy conservative property (Algorithm 2).
Algorithm 2 Collision response for a single collision
Require: Body bN and body bM collide at contact point ci
1: initialise the iteration number k = 0
2: initialise Wi,n(s0) = 0
3: calculate the initial change of relative normal velocity, 4u˙n (Eq. 3.60)
4: compute relative normal velocity before collision,
5: while u˜i,n(sk) < 0 do
6: compute relative normal velocity, u˜i,n(sk)
7: compute 4u˜i,n(sk) (Eq. 3.60)
8: compute impulse, pi(sk) (Eq. 3.47-3.52) considering friction
9: calculate work done by impulse (Eq. 3.13) and update the energy at contact point by
Wi,n(sk+1) = Wi,n(sk) +4Wi,n(sk)
10: update the linear and angular velocity of bN and bM by applying impulses
11: k=k+1
12: end while
13: compute the energy dissipation using Stronge’s hypothesis: Wi,n(sk+1) = e
2
nWi,n(sk)
14: k=k+1
15: while Wi(sk) > 0 do
16: compute the maximum change of relative normal velocity, 4umaxi,n (sk), from the residual
energy at the contact point (Eq. 3.46)
17: compute 4u˜i,n(sk) (Eq. 3.64)
18: compute impulse, pi(sk) (Eq. 3.47-3.52) considering friction
19: compute work done by impulse, Wi (Eq. 3.13) and update the energy at the contact
points: Wi,n(sk+1) = Wi,n(sk) +4Wi,n(sk)
20: update the linear velocity and angular velocity of colliding bodies bN and bM
21: k=k+1
22: end while
First stage The compression of two colliding bodies is modelled taking friction into account.
The assumption of the change of relative normal velocity from iteration sk to iteration sk+1 is
expressed as
4u˜i,n(sk) =
{
4u˙n if u˜i,n(sk) +4u˙n < 0
|u˜i,n(sk)| if u˜i,n(sk) +4u˙n > 0
(3.61)
The change of relative normal velocity is defined as 4u˙n, unless the relative normal velocity be-
comes positive after applying an impulse. In this case, the change of the relative normal velocity
is recomputed to ensure that it reaches zero after applying the impulse for a single collision.
Once the assumption for the change of relative normal velocity is established, the impulse is
obtained from Eq. 3.47-3.52. Work done by the impulse in normal direction, 4Wi,n(sk), is
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expressed by Eq. 3.13. The elastic energy at the contact point before collision is set to zero,
Wi(s0) = 0. At each step, the energy due to the normal contact force at contact point ci is
updated,
Wi,n(sk+1) = Wi,n(sk) +4Wi,n(sk). (3.62)
Second stage At the end of the first stage, the work done by the normal impulse reaches
the maximum value, and the sign of the relative normal velocity changes to positive. Energy
dissipation in the normal direction is expressed by Stronge’s hypothesis,
Wi(sk+1) = e
2
nWi(sk). (3.63)
Third stage Separation of two colliding bodies is modelled taking friction into account. The
change of relative normal velocity from iteration sk to iteration sk+1 is expressed as
4u˜i,n(sk) =
{
4u˙i if 4u˙n≤4umaxi,n (sk)
4umaxi,n (sk) if 4u˙n > 4umaxi,n (sk)
(3.64)
The change of relative normal velocity is defined as 4u˙n. However, there is a limitation of
the change of relative normal velocity as the work done by impulse should be smaller than the
energy at contact point. Therefore, there is a maximum change of relative normal velocity,
4umaxi,n (sk), which releases the residual energy at the contact point. This maximum change of
the relative normal velocity is expressed by Eq. 3.47. In Eq. 3.52 there are two solutions for
the change of relative normal velocity. Once the assumption of the change of relative normal
velocity is established, the impulse is computed using Eq. 3.47-3.52. The work done by the
impulse, 4Wi(sk), is expressed by Eq. 3.13. As in Stage I, the energy at each contact point ci
is updated at each step according to Eq. 3.62.
3.6 Energy tracking method for multiple collisions
Fig. 3.4 illustrates revolution of multiple collisions by ETM which is a generalised form of
impulse based method. c = {c0, c1, c2, ..., cn}, between multiple bodies, b = {b0, b1, b2, ..., bm},
detected at a time step tc, where m is the total colliding bodies and n is the total contact
points. At each iteration, multiple collisions are treated as concurrent collisions, and impulses
are computed and applied to contact points sequentially. The interaction of multiple collisions
is simulated by repeating the computation until all relative normal velocities are non-negative
(Algorithm 3). The computation for multiple collisions consists of three main stages.
First stage Impulses are applied to eliminate all negative relative normal velocities among
contact points. At each iteration sk, the contact point with the smallest relative normal velocity,
the minimum contact point, cmin, is identified. If the minimum contact point is colliding (its
relative normal velocity is negative), a pair of impulses, obtained using Eq. 3.47-3.52 considering
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Figure 3.4: Collision of multiple bodies: multiple bodies, b = {b0, b1, b2, ..., bm}, collide with
multiple contact points c = {c0, c1, c2, ..., cn}, m is the total number of collid-
ing bodies and n is the total number of contact points. A set of impulses,
(p0(sk),p1(sk),p2(sk), ...pn(sk)), are applied to contact points at iteration sk.
friction, is applied to cmin to resolve the collision. The work done by normal impulses is
computed using Eq. 3.13, and the energy at the contact point is updated. The linear and
angular velocities of the colliding bodies, and the relative velocities of all related contact points,
are also updated. The procedure is repeated until the cmin is not colliding. At the end of this
stage, all relative normal velocities will be non-negative and the total energy among collisions
reaches its maximum value.
Second stage Energy dissipation in the normal direction is applied sequentially over all
collisions applying Stronge’s hypothesis (Eq. 3.63).
Third stage Impulses are applied to progressively release energy at all collision points. At
each iteration sk, contact points c = {c0, c1, c2, ...} are sequentially evaluated. If the elastic
Wi,n(sk) is positive, a pair of impulses, pi(sk) and −pi(sk) is applied to contact point ci to
release energy. This computation is repeated until the energy at all contact points is zero,
i.e. max{Wi} = 0. For each iteration sk and each collision ci, impulses are expressed by Eq.
3.47-3.52. The work done by normal impulses is computed using Eq. 3.13. Subsequently, the
energy of the collision, and the velocities of the colliding bodies related to contact point ci,
are updated. The above three stages are repeated until no negative relative normal velocity
remains. As in SQM, ETM cannot ensure termination after a certain number of iterations for
perfectly elastic collisions. For oscillating cases, termination is enforced after the three stages
have been repeated a finite amount of times, e.g. 300, after which the normal restitution is
set to zero. Once the restitution is zero, the computation is ensured to terminate after a few
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Algorithm 3 Collision response for multiple collisions
Require: A set of bodies {b0, b1, ...bn} collide at contact points ci ∈ {c0, c1, ...cm}
1: initialise Wi = 0 for each contact point i
2: identify the contact point with smallest relative normal velocity, cmin
and its relative normal velocity u˜min,n
3: while u˜min,n < 0 do
4: while u˜min,n < 0 do
5: compute impulses (Eq. 3.47-3.52)
6: calculate work done by impulse (Eq. 3.13) and update the energy at the contact point
7: update the linear and angular velocity of colliding bodies
8: recompute the minimum contact point, cmin and its relative normal velocity u˜min,n
9: end while
10: apply Stronge’s hypothesis to all the contact points
11: search contact point with maximum elastic energy, max{Wi}
12: while max{Wi} > 0 do
13: for all ci do
14: compute impulses (Eq. 3.47-3.52)
15: calculate work done by impulse (Eq. 3.13) and update the energy at the contact
point
16: update the linear and angular velocity of colliding bodies
17: end for
18: recompute contact point with maximum elastic energy, max{Wi}
19: end while
20: recompute the minimum contact point, cmin and its relative normal velocity u˜min,n
21: end while
iterations.
3.7 Parallel computing in ETM
Parallel computing [Chapman et al., 2007] is a methodology in which many calculations are
carried out simultaneously and amis to reduce computational time. ETM resolves collision
responses locally at every contact point, thus, it is particularly well suited for parallelization.
In the present work, the resolution of collision response is parallelized using OpenMP (Open
Multi-Processing) [Chapman et al., 2007], a shared-memory application programming interface
supporting multi-platform shared memory multiprocessing programming in C++.
The three dimensional domain is divided into four parallel domains for parallel computing
and one overlap domain, which is used to coordinate different parallel domains, see Fig. 3.5.
First, a local coordinate system is created, whose origin is at the geometry center of all moving
bodies and whose axes are parallel to the axes of global coordinates. Then, the computation
domain is simply divided into four parallel domains and one overlap domain using the four
quadrants of the local coordinates. The colliding bodies whose nodes are all in quadrant i (i=1,
2, 3, 4) are inserted into a set PBi (i=1, 2, 3, 4). The colliding bodies whose nodes are in
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different quadrants are inserted into a set PBo. The contact points, which are on the colliding
bodies of PBo, are inserted to a set PCo. The contact points, which are on the colliding bodies
of PBi and are not on the colliding bodies of PBo, are inserted into a set PCi (i=1, 2, 3, 4).
The influence domain of the contact points in the set PBi is called the parallel domain i. The
influence domain of the contact points in the set PBi is called overlap domain. It means that
changing the state of colliding bodies in parallel domain i will only influence the colliding bodies
in parallel domain i, not influence the colliding bodies in other parallel domains. Meanwhile,
changing the state of the colliding bodies in overlap domain probably influence the colliding
bodies in the four parallel domains.
The resolving of collision responses is parallelized in the three stages of the ETM, as shown
in Algorithm 4. At the first stage of ETM, the first step is to apply impulses to eliminate
negative relative velocity in four parallel domain, which can be parallelized. The second step is
to eliminate the negative relative velocities the overlap domains. Because the colliding bodies
in overlap domain probably share contact points with the colliding bodies in parallel domains.
When the state of colliding bodies in the overlap domain is changed, negative relative velocities
might appear again in parallel domains again. At this time, the first step and the second step are
repeated until there is no negative relative velocity in the entire computational domain. When
restitution e < 1, the convergence of computational is ensured. At the second stage of ETM,
the parallel computation is much simpler. Stronge’s hypothesis is applied to the contact points
in different parallel domains and overlap domain, which can be parallelized as the operations
on each contact point do not depend on each other.
At the third stage of ETM, in which impulses are applied to release all the elastic energy at
collisions, first impulses are applied to release energy in four different parallel domains, which
can be parallelized as the operations on each contact point do not depend on each other. Then,
impulses are applied to release energy in overlap domain separately. As shown in Fig. 3.6,
the computational domain of the packing and repositioning of 192 concave concrete crosses,
which is introduced in Section 3.8.5 (see Fig. 3.18 (c)), is divided into four parallel domains
and one overlap domain. In the entire computational domain, there are 193 colliding bodies,
including the boundary wall. The numbers of crosses in four parallel domains are 23, 20, 14,
24, respectively. The number of crosses in the overlap domain is 105. Additionally, there are
seven separate crosses which do not share contact points with others, which are not considered
in the calculation. The crosses in the four parallel domains are colored with blue, green, red
and dark gray, respectively. The crosses in the overlap domain and seven separate crosses are
colored with light gray and brown, respectively.
The computational efficiency of serial and parallel computing is compared in Fig. 3.7. This
test is run on a personal computer which uses intel(R) Core(TM) i3 CPU with 2.13GHz, 4GB
installed memory, and four cores. Computational cost of parallel computing is not constantly
cheaper than serial computing. However, average computational time of parallel computing
is less than that of serial computing. Average computational time to calculate impulses using
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Figure 3.5: Three dimensional computational domain division for parallel computing.
serial computing and parallel computing are 10.65 s and 10.32 s respectively. The computational
time is not reduced by four times, which is the number of the parallel domains. The reasons
might be that number of colliding bodies in the overlap domain is relatively huge and the
numbers of colliding bodies in the four parallel domain are too different. However, the overall
computational cost of parallel computing is cheaper than that of serial computing.
The computational domain for the gravity flow of ore fragments in block caving system,
introduced in Section 6.3.1 (see see Fig. 6.13 and Fig. 6.14), is divided into four parallel
domains and one overlap domain. As shown in Fig. 3.8. There are totally 3757 cuboid ore
fragments in the whole computational domain, including the one static boundary wall and
static cuboid ore fragments on the boundary. The numbers of ore fragments in four parallel
domains are 557, 507, 545 and 516 respectively. The number of ore fragments in the overlap
domain is 1280. The number of separate ore fragments, which do not collide with others, is
352. The ore fragments in the four parallel domains are colored with blue, red, drak gray and
green respectively. The ore fragments in the overlap domain and the separate ore fragments are
colored with light gray and brown respectively.
3.8 Numerical tests
ETM is investigated using selected numerical tests. The collision of two tetrahedra validates the
performance of ETM for single-point collisions. A series of multi-contact scenarios are selected
to exhibit ETM advantages as compared to SQM and SMM. In some cases gravity is disregarded,
certain examples are assumed perfectly elastic to evaluate possible artificial energy losses and
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(a) Front view (b) Top view
(c) Oblique view
Figure 3.6: The computational domain of packing and repositioning of 192 concave concrete
crosses (see Fig. 3.18 (c)) is divided into four parallel domains and one overlap
domain. There are totally 193 colliding bodies, including the boundary wall. The
numbers of colliding bodies in four parallel domains are 23, 20, 14, 24 respectively.
The number of colliding bodies in the overlap domain is 105. The number of separate
crosses, which do not collide with others, is seven. The crosses in the four parallel
domains are colored with blue, dark gray, red and green respectively. The crosses
in the overlap domain and seven separate crosses are colored with light gray and
brown respectively.
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Figure 3.7: Compare computational costs of serial computing and parallel computing for the
packing and repositioning of concave concrete crosses.The average computational
time to calculate impulses using serial computing and parallel computing are 10.65
s and 10.32 s respectively.
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(a) Front view with static boundary wall (b) Front view without static boundary wall
(c) Top view without static boundary wall
Figure 3.8: The computational domain for the gravity flow of ore fragments in block caving
system (see see Fig. 6.13 and Fig. 6.14) is divided into four parallel domains and
one overlap domain. There are totally 3756 cuboid ore fragments, including static
ore fragments on the boundary. The numbers of ore fragments in four parallel
domains are 557, 507, 545 and 516 respectively. The number of colliding bodies in
the overlap domain is 1280. The number of separate ore fragments, which do not
collide with others, is 352. The ore fragments in the four parallel domains are colored
with blue, red, dark gray and green respectively. The ore fragments in the overlap
domain and separate ore fragments are colored light gray and brown respectively.56
Algorithm 4 Parallel computing for multiple collision.
Require: A set of bodies {b0, b1, ...bn} collide at contact points ci ∈ {c0, c1, ...cm}, contact
points in overlap domain PCo, and contat points in parallel domains PCi (i=1, 2, 3, 4).
1: Identify the contact point with smallest relative normal velocity, cmin
and its relative normal velocity u˜min,n
2: while u˜min,n < 0 do
3: Parallel computing on contact points in different parallel domains PCi (i=1, 2, 3, 4)
4: Eliminate all the negative relative velocities at contact points in parallel domains i.
5: End parallel computing
6: Eliminate all the negative relative velocities in overlap domain.
7: Renew cmin and u˜min,n.
8: end while
9: Parallel computing on contact points in different parallel domains PCi (i=1, 2, 3, 4) and
overlap domain.
10: Apply Stronge’s hypothesis to the contact points in different parallel domains and overlap
domain.
11: End parallel computing
12: Parallel computing on contact points in different parallel domains PCi (i=1, 2, 3, 4)
13: Release elastic energy at contact points in parallel domains i.
14: End parallel computing
15: Release elastic energy at collisions in overlap domain.
gains, and in all cases the time step size is taken to be 1/600 seconds. Energy conservation and
repose angles are evaluated for a series of packing and repositioning numerical tests involving
spheres, cubes, and non-convex cross objects.
3.8.1 Single-point collision test
The energy tracking method is investigated using a single-point collision of two tetrahedra, a
and b (Fig. 3.9). Initial linear and angular velocities of body a are va = (0, 0,−100) m/s
and ωa = (5, 10, 3) rad/s, respectively. Body b is initially static, and only moves after the
collision. No external forces act on these bodies. In this test, the collision is assumed to
be perfectly elastic and frictionless, i.e. en = 1 and µ = 0. The experiment constitutes a
simple closed system, which is expected to be energy conservative. The progression of the
relative normal velocity, elastic and kinetic energy at the contact point, and the total system
energy are plotted Fig. 3.10. There are a total of 200 iterations during the collision. During
the simulation of collision, the total energy of the system remains constant. During the first
stage, the relative normal velocity changes from -211.84 m/s to 0 m/s, the elastic energy at the
contact point increases from zero to 60124 J, and the kinetic energy decreases from 83809.2 J
to 23685.2 J. During the third stage, the relative normal velocity changes from zero to 211.84
m/s, the elastic energy at the contact point decreases from 60124 J to zero, and the kinetic
energy decreases from 23685.2 J to 83809.2 J. Only a single contact point is taken into account
here. The influence of md is investigated by measuring the relative error of total energy. A
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Figure 3.9: Collision of two tetrahedra.
Figure 3.10: Progression of relative normal velocity, and the elastic, kinetic and total energy of
a system of two colliding tetrahedra. All but the relative normal velocity are scaled
by 1/300 to facilitate plotting.
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variation of the error is measured for increasing md values of {1, 5, 10, 100, 200, 500}, yielding
errors, ξEt = {1.73×10−16, 6.94×10−16, 1.21×10−15, 1.73×10−16, 1.51×10−14, 1.42×10−14} that
are initially close to the numerical epsilon but increases by two orders of magnitude for 500
iterations. The consistently low errors indicate that the single collision can be resolved exactly.
The increase of this error, with increasing md, exhibits the accumulation of the numerical error
due to the increased amount of iterations and operations. This numerical error is also observed
to be low.
3.8.2 Energy conservation
The energy conservative property of multiple bodies is investigated. A necessary condition for
the impulse-based method to be energy-conservative has been previously identified [Tang et al.,
2013]. Namely, and particularly in the context of an SQM formulation, the relative contact
velocity must be exactly reversed, as opposed to only being inverted in the normal direction. In
contrast, ETM ensures conservation by constraining iterations based on the tracking of energy
during collision resolution. This property is illustrated by quantifying artificial energy loss
and gain during collision resolution, in terms of the measurement of the relative error in the
computation of energy conservation of the collision. To this end, two perfectly elastic cases are
examined, in which 540 and 1080 spherical bodies fall into a static box. Relative energy errors
for at each collision step, over 250 time steps, are plotted in Fig. 3.13. Overall, relative errors
for both models are consistently below 8× 10−3, for both SQM and ETM.
3.8.3 Comparison with SMM
SMM inserts all collisions into a system of linear equations, so that constraints on the relative
normal velocities, u˜i,n(s1) = −enu˜i,n(s0), are enforced simultaneously. u˜i,n(s0) and u˜i,n(s1)
are the relative normal velocities before and after collision, respectively. In some cases, this
empirical velocity constraint does not match real physical behaviour. The example investigated
in this section is one of them. Consider the collision of two box-shaped bodies, where one is
static and the other dynamic, and gravity acceleration is ignored. The initial linear velocity of
the cube is (0, 0, -10) m/s, and its angular velocity is zero. The moving cube is expected to
rotate after collision, as all of its contact points are located on one half of the contact surface,
and are repelled upwards after the collision, generating a positive rotational moment that throws
the body out of balance. For SMM, since relative normal velocities at all contact points are the
same before collision, u˜i,n(s0) = −10 m/s, then, relative normal velocities at all contact points
are the same after collision, u˜i,n(s0) = 10 m/s. Therefore, SMM does not model the rotation
which is a function of the propagation of the impulses during collision (Fig 3.11). Angular
velocities in x, y and z directions of the SQM and energy tracking method are plotted in Fig.
3.12. SMM fails to predict post-collision non-zero angular velocities. In contrast, ETM predicts
angular velocities that are consistent with the expected rotation.
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step 1 step 120 step 150
step 1 step 120 step 150
Figure 3.11: Comparison of SMM and ETM: Collision of a moving body and a static body:
Multiple contact points.
Figure 3.12: Comparison of SMM and ETM: Angular velocities of a moving body colliding with
ground.
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(a)
(b)
Figure 3.13: Relative error of energy during the packing of (a) 540 and (b) 1080 bodies.
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3.8.4 Comparison with SQM
The collision of a 2×2×1 m box-shaped body and the ground is investigated. Gravitational
acceleration is ignored, and the collision is assumed to be perfectly elastic. The initial linear
and angular velocities are (1, 1, -10) m/s and zero, respectively. Since there is no initial angular
velocity of the cube before the collision, and the ground surface is perfect horizontal, the linear
and angular velocities after the collision should be exactly inverted. SQM treats multiple colli-
sions as concurrent collisions and simply inverts the relative normal velocity after applying the
impulse. Thus, impulses are applied to collisions one by one, and not simultaneously. In con-
trast, ETM applies the impulses to multiple collisions simultaneously, but does so by gradually
increasing the relative normal velocity during the collision. In this numerical experiment, mul-
tiple collisions occur simultaneously between the box-shaped object and the ground, exposing
the difficulty of SQM to treat impulse propagation during collisions as compared to ETM. The
object collides with the ground at time step 166 (Fig. 3.14). The relative error of the linear
velocities constantly remains close to zero, and does not vary with md for either method. The
relative error of the angular velocity is lower for ETM as compared to SQM from the onset,
and further decreases as md increases (Fig. 3.15). For higher values of md, i.e. md > 50,
the accumulated numerical error becomes measurable and the relative velocity error does not
further reduce. In the simulations herein we consider md = 30.
3.8.5 Packing and repositioning of multiple bodies
The experiment models the interaction between multiple bodies of different shapes, includ-
ing 326 cubes, 541 spheres, and 192 concave units, discretised using a tetrahedral mesh (Fig.
3.16). Cubes and spheres are typical convex proxies for rock fragments, while specialised three-
dimensional concrete crosses are widely used in coastal structure engineering to protect the
coast against wave action. Gravitational acceleration is assumed to be -9.8 m/s2. Spheres,
cubes, and concave units are initially set up in an array, randomly oriented about their axis.
These undergo gravity-driven fall and settle into a box with static boundary walls (Fig. 3.17).
The ETM is used to investigate the repose angle of the slope generated by removing the right
boundary of the previously generated stacks (Fig. 3.18). Snapshots of the final repose angles for
different object shapes and for different frictions are shown in Fig. 3.19. To measure the angle
of repose, the floor of the container is subdivided using an 8 × 16 grid, where the longest side
of the container is subdivided sixteen times. Eight lines are fitted, using least squares, through
the highest nodes identified in each of the sixteen cells. The slopes of these are regarded as
the repose angles in these eight zones (Fig. 3.20). The average repose angle corresponds to
the average measured slope. The absolute error is the average difference of the average repose
angle as compared to the maximum and minimum measured repose angles. For the spheres,
the absolute error ranges from 0.0255 to 0.8 degrees, for cubes from 1.29 to 3.17 degrees, and
for crosses from 1.2 up to 12.89 degrees. The angle of repose and respective measurement error
is plotted as a function of the friction coefficient in Fig. 3.21. For comparison, angles of repose
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obtained experimentally and numerically for dry sand [Nakashima et al., 2011] are plotted along
the numerical results. Results are in good agreement with laboratory experiments, which show
that the angle of repose increases non-linearly with the friction coefficient [Zhou et al., 2002].
The discrete element method (DEM) has been used to investigate the numerical methodologies
to design concrete armour units [Rogers et al., 1996, Latham et al., 2008a]. A numerically gen-
erated repose angle for the same cross, computed using 3D DEM [Latham et al., 2008a, Munjiza
et al., 2010], is also plotted for comparison. As expected, crosses exhibit more interlocking than
spheres and cubes and yield, almost consistently, higher repose angles. For all shapes, repose
angles are close to, but greater than measured values for dry sand. Results obtained by ETM
are comparable those reported in [Latham et al., 2008a].
3.9 Conclusions
A novel energy tracking method is proposed to solve collision responses in a multi-body system.
The ETM belongs to the family of impulse methods, which apply impulses to avoid penetration.
In previous versions of the impulse method, i.e. SMM and SQM, the relative velocity at the
contact points after collision is directly derived from the relative velocity before collision - in
a purely simultaneous or sequential manner, and the impulse is a function of the change of
relative normal velocity. In this generalised form of the impulse method, the relative velocity
is adjusted gradually over a set of iterations, within each of these iterations their effect is
considered simultaneously. By applying velocities gradually to the contact points, the impulses
are able to influence multiple contact points at the same time, enabling propagation of impulse
effects, and thereby improving the overall ability of the method to capture propagation of forces
during dynamics simulations. Furthermore, ETM ensures that no artificial energy loss or gain
results from the resolution of the collisions, setting the grounds for a more rigorous analysis of
energy lost due to other factors, such as brittle deformation, during impact.
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step 1 step 120 step 150
step 1 step 120 step 150
Figure 3.14: Comparison of SQM and ETM: Collision of a moving body and a static body with
multiple contact points.
Figure 3.15: Comparison of SQM and ETM: Angular velocities of moving body colliding with
ground.
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(a) (b) (c)
Figure 3.16: Geometry of colliding bodies: (a) sphere, where a=3 m, (b) cube, where b=2.4 m,
and (c) cross, where 3c=3.78 m.
(a) spheres
(b) cubes
(c) cross units
Figure 3.17: Packing of multiple bodies with different shapes, µ = 0.3 and en = 0.3. In (a),
540 spheres are packed. In (b) and (c), 325 cubes and non-convex cross units
are packed. The box is subdivided by a wall, which is later removed to model
repositioning. Objects are coloured randomly, and the container mesh is displayed
using a wireframe.
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(a) spheres
(b) cubes
(c) cross units
Figure 3.18: Settling of multiple bodies with different shapes, µ = 0.64 and en = 0.64.
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µ spheres cubes cross units
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Figure 3.19: Repositioning of multiple bodies with frictions ranging from 0.05 up to 0.6. Normal
restitution is assumed en = 0.3.
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Figure 3.20: Eight lines are fitted through the ensuing dataset to estimate the repose angle.
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(a)
(b)
Figure 3.21: Friction dependent angle of repose. (a) Variation for each shape as compared to
experimental and numerical results reported in the literature, (b) measurement
error for each case.
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4 Numerical modelling of fragmentation
4.1 Introduction
This section discusses methods aimed at simulating fragmentation. Namely, the discrete element
method (DEM), is often used to model multi-body interaction, and fragmentation, and the
hybrid finite/discrete element method, which combines the finite and discrete element methods
to capture fragmentation.
FEM with advanced re-meshing technology The finite element method has the ability
to handle material heterogeneity, nonlinear behaviour, and boundary conditions [Zienkiewicz
and Taylor, 2000, Banks-Sills, 1991]. In FEM, a mesh is used to discretise the computational
domain for which a discretised set of equations can be solved. To simulate the propagation of
cracks, there are main two challenges: to accurately compute stress intensity factors at fracture
tip locations, and to capture fracture geometry changes due to growth. Thus, advanced, non-
interactive, re-meshing technology simulations is essential for its implementation. Additionally,
traditional methods for stress intensity factor computation rely on brick-like meshes to compute
the energy around the tips, introducing further constraints to the required meshing. Nonethe-
less, the method has been widely used for fracture propagation during the past few decades.
Mesh refinement aimed at enhancing stress field modelling was initially set to be localised at
the tips, due to computational time restrictions [Wawrzynek and Ingraffea, 1989]. As meshing
became less expensive, full re-meshing approaches were proposed as alternatives [Bittencourt
et al., 1996] to bypass refinement region identification and merging. However, most available
methods, albeit aimed at propagation of quasi-static brittle fracture cracks in 3D, rely on man-
ual interaction during re-meshing and resort to cumbersome brick-like meshes around the tip
for accurate stress intensity factor computations [Gurses and Miehe, 2009].
By implementing a methodology for stress intensity factor computation on arbitrary meshes, it
becomes feasible to formulate a FEM-based method, which in combination with re-meshing, can
simulate fully automatic multiple fracture propagation in 2D [Bouchard et al., 2000, Paluszny
and Matthai, 2009] and 3D [Paluszny and Zimmerman, 2011]. Crack propagation is controlled
by three criteria: failure, propagation magnitude, and propagation angle. A failure criterion
determines whether or not the tip will advance, the propagation magnitude determines the
fracture surface gained, and the propagation angle controls the final shape of the fracture. These
three criteria take as input the magnitude of the locally computed stress intensity factor, K, and
stress intensity factor for opening model (KI), sliding model (KII) and tearing model (KIII).
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Thus, the model relies on the accurate computation of the energy ahead of the propagating
tip. The three criteria are input to the model, and can be adjusted to satisfy material and in-
situ constraints. The implemented criteria includes a sub-critical failure criterion, a Paris-type
propagation law, and a maximum circumferential stress angle criterion, and introduce how they
are used to change the propagating fracture shape.
FEM without remeshing Finite element method (FEM) [Zienkiewicz and Taylor, 2000] is
properly the most popular computational method for solid mechanics in engineering. However,
mesh generation becomes the main difficulty for FEM to simulate fracture propagation and frag-
mentation, in which the geometries of colliding bodies require updating. To avoid remeshing,
smeared crack method is proposed, in which FEM is applied without explicit fracture represen-
tation [Jirasek, 1998, Jirasek and Zimmermann, 1998a,b]. 2D cracks are described by multiple
embedded displacement discontinuities [Jirasek and Zimmermann, 2001]. The main disadvan-
tage is that there is no stress singularity available for the computation of stress intensity factors.
Additionally, as the domain is not explicitly defined, it requires a refined mesh to be able to
represent the emerging smeared crack.
Alternatively, to avoid remeshing, Beissel et al. [1998] and Tang et al. [1998] model the discon-
tinuity inside material using tagging and deleting of broken mesh elements. used this method-
ology to model crack propagation. Using this approach, the criterion of crack propagation is
a function of local element strength [Tang et al., 1998]. Its main advantage is the simplicity
with which the geometry is represented. The disadvantages of this method include: (a) results
that are strongly influenced by the amount and size of elements, (b) the mesh is required to
be homogeneously refined throughout the simulation to capture the onset of fracturing, and
(c) the stress singularity at the crack tips is not correctly represented. Difficulties related to
the technical implementation of geometric evolution and automatic re-meshing motivated the
development of mesh-independent methods.
Discrete element method The discrete element method (DEM) is a numerical method
that is used to solve for dynamics, stress, and displacements of a group of discrete bodies
[Cundall, 1988]. DEM often relies on the penalty method to compute collisions, and computes
finite rotations as well as the displacements of discrete bodies separately. Contact detection
in DEM was applied to arbitrary shapes in 2D [Cundall, 1988] and 3D [Hart et al., 1988],
which are composed by conglomerates of lower level particles such as spheres. Thus, internal
slits such as those defined by fractures are modelled with difficulty in DEM. DEM is used to
model the contact problem [Magnier and Donz, 1999, Williams and Connor, 1999], with the
advantage that it is inherently applicable to discontinuous domains. DEM has been used to
model fracture propagation [Wittel et al., 2003, 2008], rock fragmentation [Ferenc and Hans,
1996] and molecular dynamics (MD) under shear loads [Tillemans and Herrmann, 1995]. Rock
fragmentation in rock fall was simulated using DEM by [Wang and Tonon, 2010]. Instead,
fracture propagation is often a function of bond breakage between DEM particles. Furthermore,
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a difficulty posed by DEM is the need to define micro-properties including maximum tensile
strength and maximum shear strength [Wang, 2009]. These micro-level parameters defined at
the scale of the spheres are different from the macro-level, measurable properties, rendering
calibration necessary for their identification for each material. Ghaboussi [1988] considered
the deformation of individual discrete element to numerically model processes that combine
continuous and discontinuous domains in two dimensions, which is named hybrid FEM and
DEM method, named as FEM-DEM. FEM-DEM has been applied to simulate rock-fill in 2D
[Bagherzadeh et al., 2010]. In that work, collision and movement is modelled using DEM, while
fracturing is reduced to partitioning polygon-shaped elements using a simple breakage line.
However, most of the work on DEM-FEM for fragmentation is in 2D, and does not implement
accurate failure-criterion based propagation. DEM-FEM has been implemented to simulate
fracture mechanics studies of heterogeneous media in 2D [Azevedo and Lemos, 2006], transport
phenomenon that occurs in highly saturated soil due to seepage forces [Bierawski and Maeno,
2006]. In contrast to FEM, DEM is better suited to model multi-body dynamics; however, its
disadvantages include computational expense, difficulty in capturing complex geometry using
spherical particles, lack of accuracy in displacement computations as compared to FEM, and
difficulty in accurately modelling fracture propagation.
Hybrid finite and discrete element method Munjiza et al. [1995] proposed a combined
finite-discrete method (FDEM) which is able to model the transition from continuum to discon-
tinuum conveniently. FDEM discretized a computational domain into a group of separate dis-
crete elements, meanwhile each discrete element has a finite element meshes separately [Munjiza
et al., 1999, Munjiza and John, 2002]. Therefore, FDEM is able to inherit the finite element-
based analysis of continuum and the discrete element-based analysis of contact and collision
interaction [Munjiza, 2004, Munjiza et al., 2011].
FDEM is widely used to model collision, fracturing and fragmentation which involve discon-
tinuum and continuum [Morri et al., 2002, Onate and Rojek, 2004, Morris et al., 2006, Mahabadi
et al., 2012]. Munjiza et al. [1999] demonstrated the use of FDEM to model the initiation and
propagation of cracks under mode I loads. In his work, FEM is implemented for the hardening
part of constitutive law, and is used before the stress in the material reaches the ultimate tensile
strength. The opening and propagation of cracks is simulated using DEM. Applying FDEM to
simulate the fracturing in Brazilian disc test can be found in references [Mahabadi et al., 2009,
Mahabadi and Grasselli, 2010]. Munjiza and John [2002] investigated sensitivity to mesh size
of the combined single and smeared crack model, and showed that, for refined meshes, accurate
stress and strain fields can be captured around crack tips. Munjiza and Latham [2004] compared
the gravitational depositions of cubes by experimental and numerical methods. Their results
are sensitive to initial conditions and model parameters.
In practical engineering, FDEM has been successfully used to simulate the packing and repo-
sitioning of concrete armors in coastal engineering Latham et al. [2008b,a], Munjiza et al. [2010].
By combining FDEM with computational fluid mechanics, the massive particulates for break-
73
water engineering was investigated Latham et al. [2008a]. Tatone et al. [2010] used FDEM
to assess the stability of gravity dam in hydropower engineering. To predict the behaviour of
rockfall, which falls along a vertical or sub-vertical cliff, the impact-induced fragmentation of a
single rockfall was investigated in references [Lisjak and Grasselli, 2010, Lisjak et al., 2010].In
addition, the cliff recession was modelled using FDEM [Mahabadi et al., 2012]. FDEM also
inherits the disadvantage of DEM, such as requiring the calibration of micro- to macro-material
properties for elastic problem. Elmo et al. [2007] investigated the surface subsidence in block
caving mining engineering in two dimensions.
Boundary Element Method In the Boundary Element Method (BEM), only the boundary
of the computational domain is discretised [Mi and Aliabadi, 1994]. This feature makes it
attractive for fracture problems [Cruse, 1969, Kolk et al., 2005]. However, BEM has several
disadvantages. For example, it is difficult to deal with the interfaces of different materials, since
the discretisation is only implemented on the boundary. BEM has difficulty in considering a
situation with multiple materials. Furthermore, the boundary integral equation degenerates
when two surfaces are in close proximity [Cruse, 1972, Mukhopadhyay et al., 1998, 2000]. The
dual boundary element method (DBEM) was extended to three dimensions by [Mi and Aliabadi,
1994]. DBEM, for crack growth in 3D, utilises special crack front elements which incorporate
the displacement variation by modifying shape functions, a technique which allows continuous
elements in the discretisation on crack surfaces Wilde and Aliabadi [1999]. BEM has also been
applied to grow multiple fatigue cracks in 3D [Cisilino and Aliabadi, 1997]; specifically by using
a multi-domain model to analyse fracture problems in non-symmetric media [Blandford et al.,
1981]. Furthermore, the dual boundary element method and the time domain method were
presented to simulate dynamic fracture problem [Fedelinski et al., 1995].
Extended Finite Element Method (XFEM) The Extended Finite Element (XFEM) was
proposed to overcome the meshing burden associated to FEM methods [Moes et al., 1999,
Belytschko and Black, 1999]. In this method, enrichment functions are applied to represent
fractures at a sub-grid level. XFEM has been applied to grow [Moes et al., 1999] and intersect
[Daux et al., 2000] fractures in 2D and 3D [Sukumar et al., 2000], including the modelling of
intra fracture friction [Dolbow et al., 2001]. Although a mesh is not required in XFEM to
capture crack surfaces for the construction of shape functions, elements are still required to be
divided according to the crack surface, for accurate integration. Moreover, to simulate multi-
crack propagation, and due to the impossibility of anticipating the fracture path during growth,
the mesh requires quite a high degree of homogeneous refinement in order to accurately capture
deformation, and possible stress singularities, in any given region of the model. XFEM also has
difficulties representing intra-element fracture intersection or multiple fractures in one element,
requires of special approaches to handle fracture tips within elements, and is bound to a fixed
amount of level-set functions that restrict crack orientation within each element.
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Cracking particle method The cracking particle method (CPM) is a numerical method
designed to simulate crack propagation, in which crack surfaces are represented by a set of
point-based enriched functions [Rabczuk et al., 2007b,a, 2004]. It is similar to XFEM in that
the enrichment of test, trial, and sign functions is exploited. In CPM, fractures are represented
by a set of nodes. Using H-adaptivity, particles can be added and removed without changing
the underlying data structure [Rabczuk and Belytschko, 2005]. CPM was extended to 3D by
Rabczuk and Belytschko [2007]. The cracking particle method was proposed to simplify the
geometric representation of fractures. However, to simulate fragmentation, fragments are split
by sets of growing fracture surfaces. However, in CPM, the enrich functions are structured based
on a set of point-based line segments, therefore actually the crack surfaces are represented by a
set of line segments and there is no explicit information of fracture surface. Thus, a methodology
relying on CPM would require reinterpretation of fracture geometry during growth and at the
fragmentation stage.
Mesh-free method The mesh-free method was proposed to avoid the drawbacks of remeshing
for the computation of the displacement and stress fields [Belytschko et al., 1994, 1995a,b, 1996].
When the mesh-free method was first used to simulate fracture processes, it was aided by a
background mesh [Belytschko et al., 1995a,b, Liu and Tu, 2002]. However, the background is
applied only for integration in the computational domain, but not used for the construction
of shape functions. Numerical examples show that the mesh-free method can obtain accurate
stress intensity factors, and crack growth can be modelled conveniently. Since the mesh-free
method avoids re-meshing, it is attractive to simulate fracture propagation in 3D [Rabczuk et al.,
2007b]. Even though stress intensity factors can be obtained accurately using the mesh-free
method, stress oscillation around the crack tip requires adequate point density and refinement
of the underlying mesh. The Enriched Element-free Galerkin method (EFG) formulation for
fracture problems can obtain accurate stress intensity factors with few degrees of freedom in 2D
[Fleming et al., 1997] and 3D [Duflot, 2006]. Initiation, growth, coalescence and branching of
multi cracks, as well non-linear material properties and dynamics were taken into account under
the framework of the mesh-free method with enrichment [Bordas et al., 2006]. However, the
mesh-free method has several disadvantages. Firstly, the distribution of nodes has a significant
influence on accuracy. Secondly, the time to generate node connectivity is not less than the time
needed to generate a mesh for an equivalent element method simulation. Finally, the support
domain of nodes in the mesh-free method is round or spherical, and is not controlled by the
geometric boundary, so it is difficult to apply external forces in this context.
4.2 Fragmentation simulation workflow
Fig. 4.1 shows the technology roadmap proposed for the fragmentation simulation. The method-
ology is aimed at simulating crack propagation, dynamics, and collision between multiple vol-
umetric bodies in 3D. The cycle describes the interaction between the FEM-based modelling
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of discrete fracture propagation and the impulse-based dynamics and collision response. The
initial volumetric model, including the ore and its boundaries, is created using off-the-shelf
CAD software (Rhino). In most tests, the fragments initially begin to move due to gravity. The
dynamics and collision response is computed at each time step. Fracture is simulated selec-
tively in those fragments that are subjected to large contact forces - larger than a pre-defined
threshold value. Fragment geometry is updated according to results of fracturing: some are
split by fracture surfaces and the resulting fragments are subsequently handled independently,
in some fragments the internal fracture pattern of the fragments is updated, and others remain
intact. Geometric information, fragment velocities, and boundary conditions are submitted to
the input dynamics and collision response computation, which are resolved using the hybrid
impulse/penalty method described before. To combine the FEM-based modelling of discrete
fracture propagation and the modelling of dynamics and collision response, it is expected to
simulate crack propagation more accurately and achieve more accurate results about the energy
transfer during collision, comparing with DEM. As compared to the penalty-based methods,
the computational cost will be reduced, since the impulse-based methods will be implemented.
Figure 4.1: The fracture/fragmentation cycle combines the computation of fracturing and the
computation of multi-body interaction
4.3 Geometric representation
Each body is represented by a family of points, curves, and surfaces. Both fragments and
fractures are represented volumetrically. The first have mass, while the second do not. The
standard Boundary Representation (BREP) is used to define water-tight volumetric bodies
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before discretisation. Two different discretisation are generated during the simulation: the first
is a coarse volumetric representation of fragments used for the dynamics simulation, the second
is a refined volumetric representation for fracture propagation. Fragments can, therefore, be
convex or non-convex and are always discretised by tetrahedral or hexahedral elements (Fig.
4.2). The points, curves, surfaces that comprise the fracture are grouped into different families.
Fracture surfaces are represented by a combination of 3D faceted surfaces and Non-Uniform
Rational B-Splines (NURBS) surfaces. Thus, fracture tips are reduced to polyline and NURBS
curve descriptions. Families are retained during re-meshing to avoid searching and re-grouping
operations. Figure 4.3 shows how fractures are represented before and after discretisation.
(a) (b)
Figure 4.2: Geometric data structure of bodies: (a) tetrahedral element, (c) complex body
composed by multiple tetrahedral elements.
After meshing, a group of 3D triangles and segments represent each fracture and its tips. The
number of tips and surfaces is arbitrary and increases with propagation. During the simulation of
fracture propagation, the geometry is updated using the deformed mesh. Additionally, fractures
grow as a function of stress integration at the tips by adding new lofted fracture surface segments
between the old tip and the newly created tip (Fig. 4.3 c,d). Specifically, propagation vectors
~4n are used to determine the location of the new tip nodes,
pi+1n = p
i
n +
~4n (4.1)
During the crack growth, Boolean operations are used to determine the intersection and closure
of fractures. As shown in Fig. 4.3, once a tip reaches a free surface it stops. Boolean operations
are used again to merge the bodies of the participating fractures. Further details of the geometric
evolution can be found in reference [Paluszny and Zimmerman, 2011]
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(a) (b)
(c) (d)
Figure 4.3: The representation of fractures during crack growth: (a) smooth fracture surface
before meshing, (b) the mesh of fracture surface, (c) propagation vectors, and (d)
new tip fitted through propagated nodes: tipi and tipi+1 are the tip curves of a
fracture at steps i and i+ 1, and are the nodes of fracture n at steps i and i+ 1.
4.4 Deformation
Fragments are handled as independent FEM domains. Deformation is modelled quasistatically
assuming a homogeneous, isotropic, linear elastic medium [Jaeger et al., 2007]:
σ = De(ε− ε0) + σ0 (4.2)
where σ and ε are the strain and stress vectors, σ0 and ε0 are the initial strain and stress, and
De is a linear elastic stiffness matrix. For a static system
∂σ + F = 0 (4.3)
where ∂ is the divergence operator and F represents the external body forces, i.e. gravity,
dilatation, and acceleration. The ensuing system is solved using FEM, for which displacements
are the solution variable defined at the nodes, and material properties are defined at the element
Gaussian integration points at which stresses and strains are computed. The FEM inversion
of the matrix is performed using the Fraunhofer SAMG Solver [Stu¨ben, 2001], which solves for
vectorial fields using the multi-grid method.
The fragment domain is discretised using a three-dimensional mesh composed of a set of isopara-
metric quadratic bars, triangles and tetrahedra. Elements around the crack tip are quarter-point
tetrahedra, which better capture the singularities at the fracture tips, and improve accuracy in
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stress intensity factor calculations [Banks-Sills and Sherman, 1986, Banks-Sills, 1991]. Figure
4.4 illustrates the stress contours computed during the collision of a sphere with the ground,
the non-symmetric nature of the field is attributed to the effect of growing internal fractures.
The insides of the fractures are not meshed. These exist as negative volumes surrounded by
matrix elements. Meshes are generated based on the geometry, and their optimisation is based
on geometry, whereby
tr = O(dt) (4.4)
where tr is the triangle resolution, O is a quadratic function, and dt is the distance to the closest
fracture NURBS surface tip.
4.5 Fracture propagation
The simulation of crack propagation is limited by the technology available for controlling ge-
ometry and mesh generation. Thus, a myriad of approaches to avoid meshing and geometric
handling have arisen over the past decades. Crack representation is often defined in a sub-grid
fashion, as an entity within the mesh to avoid mesh modifications and re-generation. Other
methods, e.g. the boundary element method, aim to reduce complexity by representing only
the boundaries of the bodies in question: these are unable to capture heterogeneity in the
matrix. Mesh-free methods bypass meshing completely and define domains as a set of points:
these introduce difficulties such as domain interface blurring, and costly computational opera-
tions. In this section, a brief overview of the available methods to model fracture propagation,
multi-body interaction and fragmentation are presented. Figure 4.4 illustrates the results of the
three-dimensional fracture propagation approach presented herein.
(a) (b) (c)
Figure 4.4: Fragmentation driven by fracture growth. (a) A set of initially planar, elliptic flaws
grow as a function of stress intensity factor measurement at the tip locality. (b)
Fractures advance at a relative speed controlled by the propagation factor exponent.
(c) Once fractures reach the solid’s boundary, the fragment domain is automatically
sub-divided. In (b) the red cone at the bottom-left represents the point of impact,
in (c) the object is rotated to the left by 45 degrees.
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4.5.1 Stress intensity factor computation
The amount of energy release by a unit crack extension in the direction of the crack plane can
be described in the form of area integration using the J integral [Cherepanov, 1967, Rice, 1968]:
Jv =
1
Ac
∫
V
(σi,j
∂uj
∂
xk −Wεik)∂uj
∂xk
dv (4.5)
where Ac is the area of the J integration, σi,j is the Kronecker delta, q is an arbitrary weighting
vector function representing the virtual crack extension, W is the strain energy, and ε and σ
are the strain and stress ahead of the tip, respectively. Quarter point elements [Henshell and
Shaw, 1975, Barsoum, 1976] are used to better capture the singularity at the fracture tips. By
decomposing the stress and displacement fields into symmetric and anti-symmetric parts, mixed-
mode stress intensity factors can be extracted using the interaction energy integral [Cervenka
and Saouma, 1997]. Details on how to integrate J a three-dimensional an arbitrary mesh can be
found in reference [Paluszny and Zimmerman, 2013]. It follows that for isotropic, homogeneous,
linear elastic materials J = G, where G is the strain energy release rate, and G is related to
stress intensity factor K by  G1G2
G3
 = 1
Eeff
 K
2
I
K2II
Eeff
2µ K
2
III
 (4.6)
where KI , KII , and KIII are the modal stress intensity factors. Once stress intensity factors
ahead of the crack have been computed, the approximate propagation can be captured.
4.5.2 Failure criterion
Once K is computed, a sub-critical failure criterion is used for tensile failure, KIC < K < KC ,
where KC is the material toughness and KIC is a sub-critical value, which is lower than the
material toughness to account for the lower strength of the damage zone, and other tip processes.
Additionally, a Coulomb-based failure criterion is used for failure in compression.
4.5.3 Propagation magnitude
The computation of the propagation magnitude is based on a Paris-type law, derived from
experimental observation [Charles, 1958]:
da
dN
= C(4K)m (4.7)
where a is the length of crack, N is the number of cycles (the number of simulation steps of
crack propagation), 4K is the change of the stress intensity factor during crack propagation,
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and C and m are constants. It follows that [Renshaw and Pollard, 1994]:
ladv = l(
G
Gmax
) (4.8)
where lmax is the maximum crack advance, ladv is the tip advance magnitude and α is an
experimentally-derived exponent.
4.5.4 Propagation direction
The direction of crack propagation is determined in the plane perpendicular to the crack front
(Erdogan and Shi, 1963). In the classical maximum circumferential propagation angle approach,
the propagation angle, θ0, is assumed to be independent of the mode III stress intensity factor
KIII , and is in turn, formulated as a function of the local KI and KII ahead of the tip,
cosθ0 = −sin(KII)
6K
2
II + 2K
2
I
√
1 + 8
(
KII
KI
)2
18K2II + 2K
2
I
 (4.9)
Alternatively, the propagation angle can be defined as a function of all modes, as described by
Dhondt (2003). The fracture engine was developed by Dr. Paluszny and her coworkers in C++
and it relies on a volumetric mesher (Ansys ICEM Tetra), an efficient algebraic solver (Fraun-
hofer SAMG), and a robust Computer Aided Design tool (Rhinoceros) to operate [Paluszny
and Matthai, 2009, Paluszny and Zimmerman, 2011, Paluszny et al., 2012, Paluszny and Zim-
merman, 2013, Paluszny et al., 2013].
4.5.5 Dynamics
Calculating the dynamics motion of blocks and the collision velocity and collision force is im-
portant, as the resulting damage pattern is strongly related to the collision velocity and collision
force in the process of fragmentation (Wittel et. al., 2008). This section introduces the methods
for calculating collisions and dynamics of the system. Assume that two bodies collide, where
xa(t) is the position of body A, va(t) is its velocity, ua(t) is the velocity of body A relative to
body B, and ub(t) is the velocity of body B relative to body A at the contact location. Thus,
va(t) = x˙a(t)
aa(t) = v˙a(t)
(4.10)
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where (t) is the linear acceleration of body A. From the Newton-Euler equation, the following
equations are obtained:
F(t) = maaa(t)
−F(t) = mbab(t)
ra×F(t) = Iaβa(t) + ωa(t)×Iaωa(t)
−rb×F(t) = Ibβb(t) + ωb(t)×Ibωb(t)
(4.11)
where βa(t) is the angular acceleration of body A relative to body B, βb(t) is the angular
acceleration of body B relative to body A, F(t) is the collision force, ma and mb the mass of
rigid body, Ia and Ib are the inertia tensor. ra and rb are the vector from the centre of body
to the contact point. During the simulation, the velocities of the objects are updated at each
time-step.
4.6 Case study: Impact-Induced Fragmentation
The methodology is now demonstrated by numerically fragmenting a brittle sphere. The sphere
has a radius of 100 mm, and collides with a flat surface at 90 degrees, with a velocity at impact
of 100, 173, 190, or 202 m/s. The sphere’s Young’s modulus is 20 GPa, and its Poisson’s
ratio is 0.25. A low value of KIC of 1.5 MPa·m1/2 is assigned, to encourage fragmentation.
The volume based cumulative fragment size distribution is computed, and the shape of the
fragments and their final geometric distribution are studied. The sphere initially contains fifty
planar disk flaws, randomly located, with a normal distribution of radii having a mean of 5 mm
and a standard deviation of 0.5 mm (Fig. 4.4). Fig. 4.5 illustrates the mean stress contours
of the sphere at impact. A compressive zone is observed around the impact location, with
tensile stress concentrations at flaws located away from the impact location. By adjusting the
propagation exponent, α, the relative speed at which fractures grow at impact is controlled.
For low velocities, α >10(100 m/s), fractures with a higher stress intensity factors at their tips
will grow considerable faster than will their neighbours. Fig. 4.4 shows growth for α = 10:
the fracture at the impact location grows significantly faster than the others. The sphere is
fragmented into two pieces in this case (Fig. 4.4 c). For α=5(173 m/s) and α=2(190 m/s),
thirty-five and seventy-five fragments are obtained, respectively, as shown in Fig. 4.6 a, b.
Finally, for α=0.35(202 m/s), modelling a high velocity impact, 775 fragments are obtained
(Fig. 4.6 c). These experiments are referred to as case s.l.1 (α = 10), s.h.2 (α = 5), s.h.3 (α=2),
and s.vh.4 (α=0.35). In all cases and images, the point of impact is at the bottom of the sphere.
These results indicate that cumulative fragment mass distributions are characterised by a two-
parameter cumulative Weibull distribution, as has been observed in laboratory experiments
[Cheong et al., 2004]. The two-parameter cumulative Weibull distribution is commonly used to
characterise brittle behaviour [Shih, 1980]. It can be expressed as
y = 1− exp
[
−( x
xc
)m
]
(4.12)
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where x is the fragment volume, y is the corresponding volume fraction, m is the shape factor,
and xc is the scaling factor.
Fragment mass distributions resulting from the previous experiment are measured and compared
to experimental data. Fragment sizes decrease as the velocity increases. In the graphs, cases
s.h.2 and s.h.3 correspond to a lower velocity and a higher propagation exponent, and case
s.vh.4 corresponds to a higher velocity and a lower propagation exponent. For the fragment
mass distribution, F (m), in Fig. 4.7, a power law distribution with an exponential cut-off
[Wittel et al., 2008] is observed. This corresponds to a power-law distribution of the small
fragment size, and an exponential regime for the larger fragments.
In terms of the two-parameter Weibull distribution, Cheong et al. [2004] observed that xc reduces
linearly as a function of increased velocity, whereas m reduces exponentially with velocity. In
the present experiments, both xc and m reduce as the velocity increases
(xc : 0.47→0.164,m : 3.08→1.5) (4.13)
In Fig. 4.9, the distribution presented by Wittel et al. [2008] is presented, in normalised form, for
comparison. The distribution resulting from the low velocity case fits well with the fragment size
distributions presented therein, for the chosen function α = f(v). For the higher velocity case,
a reduced shape and scaling factor for the fitted cumulative Weibull distribution is obtained.
Fragment shape distribution has been shown to depend on scale, material, velocity of impact,
and angle of impact [Cheong et al., 2004, Gorham and Salman, 2005, Chunsheng et al., 2002].
Here, the focus is on reproducing the fragment size variation as a function of the velocity of
impact, while scale, material and angle of impact are kept constant. The idea is to reproduce,
not only fragment size distributions, but also final fragment shape characteristics as a function
of velocity. For case s.h.2, most fragmentation occurs around the impact location. Conical
fragmentation areas around the zone of impact are reproduced, along with wedge and cap shaped
fragments (see Fig. 4.5). One large fragment dominates the distribution, and fractures tend to
grow radially out of the centre of the model. For case s.h.3, a wider distribution of fragment sizes
occurs, and the formation of wedges and caps is observed. Case s.vh.4, which models higher
velocity impact, exhibits a wider distribution of fragment sizes. Significant crushing around
the impact location occurs in this case, and prominent wedge fragments are created radially.
Wedges are formed due to the growth of meridian plane fractures. These have been observed
to form as an effect of the compressive conical region on the sphere’s stress state [Gorham and
Salman, 2005].
4.7 Conclusions
Simulation capabilities to model coupled fracture and fragmentation processes using a combined
finite element, impulse-based approach, have been presented. The method can be implemented
as an extension of a 3D fracture propagation code, provided that the representation of the cracks
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is explicit and geometry-based. Geometric collision is based on polyhedral tracing, divided into
broad and narrow phase contact detection for increased efficiency. Thus, objects are not allowed
to penetrate during the collision. Instead, object trajectories are used to estimate time-of-
impact, and contact between bodies is modelled by collisions at contact locations. This results
in a smaller geometric computation burden, as penetration distances and penetration points, as
would be required by the penalty method, need not be computed, and material properties are
allowed to be defined at the macro-scale. The advantages of the proposed method include:
• Fragmentation that is controlled by fracturing rather than driven by bond-breakage.
• Explicit geometric representation of fractures and fragments via geometric modelling of
surfaces and solids.
• Direct definition of macroscopic material properties.
Fragments can assume polyhedral or spherical shapes, depending on their size, and fracture
propagation is modelled using an energy-based growth approach. The Paris law propagation
exponent is defined as a function of impact velocity. This methodology has been demonstrated
on the problem of fragmenting a sphere, with the resulting fragment size distribution quanti-
fied. The observed fragment volume distribution can be fitted using a two-parameter Weibull
distribution, and the average fragment sizes decreases as a function of the impact velocity.
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(a)
(b)
Figure 4.5: Mean stress state contours of sphere at impact. The red arrow indicates the location
of impact. The images are two rotations of the same 3D contour distribution. Notice
the compression area ensuing around the point of impact, and the tensile fields
emerging around growing fractures.
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(a)
(b)
(c)
Figure 4.6: Fragment shapes for (a) case s.h.2 - low, (b) case s.h.3 - mid, (c) case s.vh.4 - high
velocity impact.
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Figure 4.7: Fragment mass distribution, where v is the volume of the fragment, and F (m) is the
frequency of fragments of a specific volume. Notice that the simulation generates
fragments below the volume threshold, fthreshold = 1×10−3m3, these are not further
fragmented, they are accumulated as the simulation advances but do not interact
with the remaining fragments.
Figure 4.8: Cumulative fragment mass distribution, where s∗ is the normalised fragment volume,
and the y-axis plots the volume-based cummulative distribution of the fragments.
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Figure 4.9: Collection of fragment shapes for s.h.2, s.h.3, and s.vh.4.
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5 Low-cost Weibull distribution based
fragmentation pattern
5.1 Introduction
The fragmentation phenomenon occurs in a variety of materials, ranging from the breakage of a
single micro galena grain, of size 1- 2.5 mm [Ali and Bradshaw, 2011], as part of cumminution
in mining, up to huge geological faults in the Earth’s brittle crust, with fragmentation occurring
in the kilometre scale [Holland et al., 2006, Holland, 2004]. Fragmentation in nature is usually a
complicated process that relates to a large number of collisions among hundreds and thousands
of bodies and the fragmentation that ensues among these bodies. In particular, fragmentation
is relevant to various geological and geotechnical processes. Fault gouges in the crust [Holland,
2004, Zhao et al., 2012] are often filled by a huge number of rock fragments. The evolution of
active fault gouges may provoke earthquakes which cause injury or property damage to a large
population. Understanding the collision and fragmentation of rock fragments is instrumental
to predicting and reproducing the evolution of fault gouges. Rock fall [Marsal, 1967] is another
widely existing natural hazard strongly related to the impact induced fragmentation process
[Agliardi and Crosta, 2003]. Huge falling rocks may fragment into several large rock fragments
and many small fragments, which increases the difficulty of predicting the trajectories of falling
rocks. Fragmentation changes the size, mass, shape and trajectory of falling rocks which are
critical controlling parameters for the design of defence structures [Wang, 2009]. Investigating
the fragmentation of rock mass as a function of the quality of the impact can be used to improve
comminution equipment, such as high pressure grinding rolls (HPGR) [Klymowsky et al., 2002,
Napier-Munn et al., 1996, Djordjevic and Morrison, 2006], which are widely employed to reduce
the size distribution of multiple ore fragments [Tromans, 2008]. It has been shown that only
0.1−1% of the input energy is used to create new fracture surfaces in conventional grinding, and
the rest is wasted in the form of noise and heat [Fuerstenau and Abouzeid, 2002]. Therefore,
it is worthwhile to try to contribute to the understanding of the mechanisms that control ore
fragmentation.
This work proposes a methodology to study fragmentation using numerical simulations. All
of the aforementioned fragmentation related processes combine the collision among and frag-
mentation of multiple colliding bodies. However, the simulation of the fragmentation of multiple
bodies is difficult, mainly due to the intensive computational cost of fracture modelling. Ad-
vanced computer technologies, such as GPU-based parallel computation, can be employed to
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handle the computational cost [Cleary and Sawley, 2002]. However, speeding up the calculations
using computational techniques is not enough. The intensity of the process requires a strategy
that reduces the computational cost by developing a cheaper, upscaled algorithm of fragmen-
tation simulation. The present work develops a fragmentation pattern based on the Weibull
distribution of fragment sizes of colliding bodies, so as to reduce computational cost. This frag-
mentation pattern has three controlling parameters, and is derived from existing numerical tests
and experiments. This fragmentation-pattern-based approach does not require the re-meshing
for explicit fracturing propagation simulation. Instead, colliding bodies are fragmented based
on the application of fragmentation patterns directly. The size distribution and size of the
largest ensuing bodies due to fragmentation are controlled by the two Weibull parameters, and
therefore always satisfy the Weibull distribution that is widely accepted to describe the frag-
mentation behaviour of brittle materials [Shih, 1980, Cheong et al., 2004, Chunsheng et al.,
2002, Wittel et al., 2008].
Associated references about fragmentation are introduced in Section 5.2. The fragmentation
pattern based methodology used in present work is discussed in Section 5.3. The validations
of the present methodology include the fragmentation of a single sphere (Section 5.4), the
fragmentation of a realistically shaped rock (Section 5.5) and the fragmentation of multiple
spheres (Section 5.6).
5.2 Fragmentation pattern
Fragmentation process and the ensuing geometric properties are characterised in the literature
via laboratory experiments, analytical methods, and numerical methods. This section briefly
introduces the studies associated to the ensuing fragmentation patterns, including the fragmen-
tation of single and multiple bodies. Wu et al. [2004] investigated the fragmentation pattern
of spheres under double impact test. Different impact velocities, impact angle, strengths and
sizes are considered in experiments. Some useful fragmentation patterns observed under static
compression are:
• Spheres are crushed into two or three slices, which like the shape of orange slices.
• Two conical fragments fall from the contact zone.
Because fragmentation behaviour under quasi-static and dynamic load conditions is different
[Kutter and Fairhurst, 1971]. Wu et al. [2004] also investigates the fragmentation of 141 brittle
plaster spheres between two rigid platens under dynamic impacts. A MotionScopeR PCI system
was used to capture the process of breakage. Twelve failure patterns were identified, according
to the intensity of crushing around the axis of compression, and the total number of fragments.
Some useful fragmentations patterns observed under dynamic impact are:
• A meridional primary crack is initiated at the early stage of fragmentation. This primary
fracture passes through the vertical axis of spheres, which is the loading axis. At the
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second stage, secondary cracks initiate and propagate off the vertical loading axis.
• The crushed fragments can be classified into two classes, the larger fragments and smaller
fragments. The larger fragments resulting from the evolution of primary cracks and the
smaller fragments resulting from the evolution of secondary cracks.
• The number of fragments increase with increasing impact energy.
• The cumulative mass of size larger is roughly fitted into a Gates-Gaudin-Schuhmann
distribution.
5.3 Methodology: Fragmentation based on the Weibull
distribution
In Section 4.6, the fracture propagation during collision is modelled using the finite element
method (FEM). Without representing fractures implicitly as a set of particles [Rabczuk et al.,
2007b,a] or damaged element [Jirasek, 1998], the method used in Chapter 4 describes the frac-
tures explicitly and exactly on their own geometry. The geometry of computational model and
mesh are updated at each simulation step. This method, which combines FEM and re-meshing,
is able to simulate arbitrary multiple-crack propagation, and consequently it has high accuracy.
However, its computational cost is enormous, and it is difficult to use to simulate fragmentation
of hundreds or thousands of colliding bodies. Instead of simulating fracture propagation using
FEM and re-meshing, the present work establishes a velocity-based fragmentation pattern and
uses it to subdivide the colliding bodies directly. This fragmentation approach uses a set of
cutting boxes to subdivide colliding bodies, and has three parameters, as shown in Fig. 5.2.
For a given impact velocity, the three parameters describing the fragmentation pattern can be
looked up in Table 5.1, which avoids massive FEM computational and re-meshing processes.
The fragmentation pattern is established by learning from existing experimental and numerical
results. The performance of the task of fragmentation is measured by comparing the shape and
size distribution of fragments obtained from numerical simulation, to the fragmentation pattern
achieved from existing experimental and numerical results. The fragmentation of spheres sub-
jected to loads in one dimension is the basic step to understand the fragmentation mechanism
of arbitrarily shaped colliding bodies. As discussed in Section 5.1, many researchers have dis-
cussed the fragmentation pattern of spheres [Wu et al., 2004, Cheong et al., 2004] and observed
some useful fragmentation patterns. The present work tries to capture some features of the
fragmentation of spheres subjected to loads in one dimension. The existing observations, which
should be captured by the fragmentation pattern, include:
• It is assumed that a primary direction axis exists during the fragmentation process. Wu
et al. [2004] investigated the fragmentation pattern of a set of spheres under double impact
tests, and found that there is a primary direction axis during simulation. It was found that
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at the early stage of fragmentation, a meridional primary crack is initiated and propagates
along a primary direction. Next, a number of secondary cracks initiate and propagate off
the vertical loading axis. Cheong et al. [2004] fragmented a set of brittle spheres using
16-mm bore pressurised gas gun in order to understand fragmentation mechanism. The
primary direction axis of the fragmentation pattern was also observed. In order to capture
this property of a primary direction axis during fragmentation, a primary direction is found
based on the maximum impact velocity. A local coordinate system is established using
this primary direction, in Section 5.3.1. The following steps to generate the fragmentation
pattern is based on this local coordinate system.
• It is assumed that the fragments can be classified into two classes: a small number of
larger fragments, and a large number of smaller fragments. In Wu’s experiment [Wu et al.,
2004], it was found that, when the impact velocity is low, the spheres are fragmented into
several larger fragments. When the impact velocity is high, the fragments resulting from
fragmentation can be classified into smaller fragments, which initiate from the evolution
of secondary cracks, and several larger fragments, which initiate from the propagation of
primary cracks. As shown in reference [Wu et al., 2004, Cheong et al., 2004], with high
impact velocity, the smaller fragments are mainly distributed in the region in the vicinity
of the contact point. This property is captured by using two different rules to generate
cutting boxes in the region near the contact point, and in the region far from the contact
point, which is introduced in Section 5.3.2. The cutting boxes are a part of the algorithm
to generate fragmentation pattern. In the region near the contact point, the cutting boxes
have three parameters, a, b, and c, which have the ability to control the number and size
of smaller fragments after fragmentation. In the region near the contact point, the cutting
boxes have two parameters, a and b, which have the ability to control the number and
size of larger fragments after fragmentation.
• Classifying the fragments into smaller and larger fragments is not sufficient; the size and
number of smaller and larger fragments are further controlled using Weibull distribution
further. Many researchers have found that the size distribution of fragment achieved after
a fragmentation process can be fitted using a two-parameter Weibull distribution [Chun-
sheng et al., 2002, Wu et al., 2004, Cheong et al., 2004]. For a given impact velocity v, the
two parameters of the Weibull distribution can be found from existing experimental and
numerical results. This Weibull distribution, which is obtained from existing experimental
and numerical results, is defined as the target Weibull distribution. The parameters of
the present fragmentation pattern are trained by comparing the achieved size distribution
to the target Weibull distribution. The target function is the difference between achieved
size distribution and the target Weibull distribution, which should be minimised. This
learning process is introduced in Section 5.3.3.
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• The number of fragments should increase with an increase of impact energy. When the
third property of Weibull distribution is captured, this property will be satisfied automat-
ically.
The relation between impact velocity and the parameters of fragmentation pattern is shown in
Table 5.1. The implementation of the fragmentation pattern is simple, and has four main steps:
1. Get impact velocity from the dynamics simulator and use it to generate the fragmentation
pattern.
2. The maximum change of relative velocity in the normal direction is found and is then
used to generate a local coordinate system.
3. For a given impact velocity v, the parameters of the fragmentation pattern can be found
in the Table 5.1.
4. Subdivide the rock fragment using the fragmentation pattern with the obtained parame-
ters. Update the geometry of the colliding bodies and give the updated geometry to the
dynamics simulator.
This fragmentation pattern based method has several advantages. Firstly, this methodology
reduces the computational cost substantially, because it avoids updating the geometry and the
re-meshing process at each simulation step to track the fracture propagation. Secondly, this
methodology does not increase the number of elements in colliding bodies at each simulation of
fragmentation, which makes the modelling more stable. Thirdly, the fragmentation pattern is
trained by learning from existing experimental and numerical results, using the target function
of the Weibull distribution. Therefore, the accuracy of size distribution after fragmentation can
be ensured.
5.3.1 Local coordinates
Under compression, normal splitting is the primary mode of failure, as observed in the crushing
of granular materials [Lee and Farhoomand, 1997, Mesri and Vardhanabhutib, 2009], the frag-
mentation of falling rocks [Marsal, 1967], the compression of drained sand [Yamamuro and Lade,
1996, Yamamuro et al., 1996, Nakata et al., 2001], the compression of elastic spheres [Sternberg
and Rosenthal, 1952] and the compression of irregularly shaped rocks [Hiramatsu and Oka,
1966]. According to the results of Wu’s double impact tests discussed in Section 5.2, the size
and shape of the larger fragments are strongly related to the primary cracks, which propagate
along the loading axis, and the primary direction of fragmentation [Wu et al., 2004]. In the
present fragmentation pattern, a primary direction of fragmentation is assumed. This primary
direction is derived from the maximum change of relative velocity in the normal direction at
each collision step. Subsequently, this primary direction is used to establish a local coordinate
system, as shown in Fig. 5.1, which is then implemented to fragment the colliding bodies. The
generation of the local coordinate system is introduced in the following parts of this section.
93
Figure 5.1: A local coordinate system is defined by the primary contact direction. o is the ge-
ometry centre of colliding bodies. y′− axis is the primary direction of fragmentation
and x′− axis is the secondary direction of fragmentation. z′− axis is perpendicu-
lar to the plan resulting from x′− and y′−. 4ui is the change of relative velocity
at contact point i. 4ui,s and 4ui,c are the shearing component and compression
component of 4ui, respectively.
Primary direction y′ The change of the relative velocities at each contact point 4ui,c is
decomposed into two components: one compression component and one shearing component.
Taking an example, as shown in Fig. 5.1, the change of relative velocity 4ui is decomposed into
compression component 4ui,c and shearing component 4ui,s. The compression component is
calculated as
4ui,c = 4uiri|ri| (5.1)
and the shearing component of 4ui is calculated by
4ui,s = 4ui −4ui,c (5.2)
where, ri is the vector form contact point ci to the centre of colliding body o, which is calculated
by
ri = o− ci (5.3)
The above computation of the compression component is repeated on all contact points. The
contact point with the maximum change of relative velocity in compression direction is found.
The maximum change of relative velocity in the compression direction is defined as 4umaxc .
The vector from the contact point with 4umaxs to the geometry centre of the colliding body is
denoted as y′, which is primary direction. Then, the primary direction y′ is used to establish the
local coordinate system for fragmentation. The detection of the primary direction is summarised
in Algorithm 5.
Secondary direction x′ Three directions are required to establish a local coordinates system.
After the primary direction y′ is determined, the secondary direction x′ is found from the
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Algorithm 5 Search the primary direction
Require: A set of contact points ci ∈ {c0, c1, ...cm}
1: Initialise the maximum change of relative velocity in compression 4umaxc = 0.
2: for all ci do
3: Calculate the change of relative velocity in compression, 4ui,c using Eq. (5.1).
4: If(4ui,c > 4umaxc )
5: 4umaxc = 4ui,c
6: Calculate ri using Eq. (5.3).
7: Set ri as the primary direction, y
′ = ri.
8: End if
9: end for
candidates which are roughly perpendicular to the primary direction. Calculate the vector from
the contact point to the geometric centre of the colliding body, ri, over all contact points.
When ri is roughly perpendicular to the primary direction, this contact point is inserted to the
candidates of the secondary direction. Then the candidate with maximum change of relative
velocity in the compression direction is found and is used to establish the secondary direction.
For example, for contact point ci, the change of relative velocity at this contact point is 4ui.
The compression component of the change of relative velocity at this contact point is 4ui,c,
which is calculated using Eq.(5.2). The direction from this contact point to the geometric centre
of the colliding body is the compression force ri, which is calculated using Eq.(5.3). The angle
between ri and primary direction y
′ is calculated using:
θi,p = acos(
riy
′
|ri||y′|) (5.4)
When θi,p > 0.25pi, it means that ri is roughly perpendicular to the primary direction. This
contact point is inserted into the set of the candidates of the secondary direction. Then the
candidate with maximum change of relative velocity in the compression direction is selected to
define the secondary direction. The algorithm that is to search secondary direction is shown in
Algorithm 6.
Construct local coordinates After the primary direction y′ and the secondary direction
x′ are identified, they are used to establish a local coordinate system (x′,y′, z′). The third
direction of the local coordinates z′ is perpendicular to plane of x′ and y′:
z′ = x′×y′ (5.5)
Consider a point P = (xp, yp, zp) in the global coordinate system. The point in terms of this
local coordinate system, P˜ = (x˜p, y˜p, z˜p), is calculated by
P˜ = LP (5.6)
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Algorithm 6 Search the secondary direction
Require: A set of contact points ci ∈ {c0, c1, ...cm} and the primary direction y′
1: Initialise the maximum change of relative velocity in the compression direction 4usecc = 0.
2: for all ci do
3: Calculate the angle θi,p, which is the angle between ri and primary direction y
′, by Eq.
5.1.
4: If(θi,p > 0.25pi)
5: Calculate the change of relative velocity in the compression direction 4ui.c.
6: If(4ui,c > 4usecc )
7: 4usecc = 4ui,c
8: Set ri as the secondary direction, x
′ = ri.
9: End if
10: End if
11: end for
where L is the transfer matrix.
5.3.2 Cutting boxes
The fragmentation pattern uses a set of cutting boxes to subdivide colliding boxes directly.
These cutting boxes are based on the local coordinates {x′,y′, z′} and have three parameters.
As mentioned in Section 5.2, the fragments resulting from double impact tests can be classified
to two different sizes: larger fragments and smaller fragments [Wu et al., 2004]. The larger
fragments result from primary fractures, which mainly pass through the primary direction,
wheres smaller fragments result from secondary fractures and distribute in the vicinity of contact
points. Therefore, the present work uses two different rules to generate cutting boxes in the
region near the contact point and the region far from the contact point, respectively. Thus, the
cutting boxes are able to generate a number of smaller fragments and several larger fragments.
Moreover, cutting boxes are able to ensure that smaller fragments mainly are located in the
region around the contact point. As shown in Fig. 5.2(a), in the lower half of the colliding body,
cutting boxes are created in three dimensions. The number of cutting boxes in three dimension
are a, b and c respectively. As shown in Fig. 5.2(b), in the upper half of the colliding body,
cutting boxes are created in two dimensions. The number of cutting boxes is two dimension
are a and b, respectively. To simplify the algorithm, the values of a and b are same in both the
upper half and lower half of the body.
There are many approaches to generate cutting boxes. The present work uses the Voronoi
tessellation to generate cutting boxes. To generate a Voronoi tessellation, a set of seeds is
needed. The distribution of seeds is achieved in Algorithm 7. Here, six control points, as shown
in Fig. 5.3, are used to assist the generating of Voronoi tessellation seeds. Then, a group
of Voronoi tessellation is generated using a three-dimensional Voronoi cell library, Voro++
[Rycroft, 2009]. One Voronoi tessellation is shown in Fig. 5.4. It is seen that, according to the
rule of generating Voronoi tessellation [Okabe et al., 2000], when the distribution of the seeds
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of Voronoi tessellation is orthogonal, the Voronoi cells will be boxes It has to be admitted that
using a Voronoi tessellation to generate cutting boxes is not the simplest approach. The reason
for implementing a Voronoi tessellation is to remain the structure of the code used in the rock
mechanics group at Imperial College.
Figure 5.2: Cutting boxes define the overall fragmentation of the object. The colliding body
is equally divided into two domains. The domain near the contact point is defined
as the lower half of the body. (a) In the lower half of the body, cutting boxes are
generated in three dimensions to generate smaller fragments. The number of cutting
boxes in three dimension are a, b and c, respectively. For example, in this graph,
a=4, b=2 and c=2. (b) In the upper half of the body, cutting boxes are fragmented
in two dimensions to generate the larger fragments. The number of cutting box is
two dimensions are a and b, respectively. For example, in this graph, a=4 and b=2.
To simplify algorithm, the value of a and b are same in both upper half and lower
half of body.
5.3.3 Measure performance of fragmentation pattern using Weibull
distribution
In this section, the parameters of cutting boxes are further trained by learning from existing ex-
perimental and numerical results based on the Weibull distribution equation. Many researchers
have found that the size distribution of fragments achieved from a fragmentation process is able
to be fitted using a two-parameter Weibull distribution using a least square fit. The Weibull
distribution equation is
y = 1− exp[−(− x
xc
)m] (5.7)
where, x is the fragment size and y is the volume fraction corresponding to fragment size. The
Weibull distribution equation has two parameters, m and xc. m is corresponding to the width
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Algorithm 7 Creating cutting boxes
Require: The domain of colliding body is denoted as Ω. The nodes in colliding body are
denoted as (p0,p1,p2, ...,pn). n is the total number of nodes. In global coordinates system
and local coordinates system, the coordinates of node pi are (xi, yi, zi, ) and (x˜i, y˜i, z˜i, ),
respectively. The seeds of Voronoi tessellation are stored in Ωvoronoi
1: Initialise x˜min, y˜min, z˜min, x˜max, y˜max and z˜max.
2: for all nodes in domain Ω do
3: Calculate the coordinates of pi in local coordinates system, and is denoted as (x˜i, y˜i, z˜i)
4: If(y˜i < y˜min)
5: y˜min = y˜i, c1 = pi.
6: End if
7: If(y˜i > y˜max)
8: y˜max = y˜i, c2 = pi.
9: End if
10: If(z˜i < z˜min)
11: z˜min = z˜i, c3 = pi.
12: End if
13: If(x˜i > x˜max)
14: x˜max = x˜i, c4 = pi.
15: End if
16: If(z˜i > z˜max)
17: z˜max = z˜i, c5 = pi.
18: End if
19: If(x˜i < x˜min)
20: x˜min = x˜i, c6 = pi.
21: End if
22: end for
23: Initialise ipx = 1, ipy = 1 and ipz = 1.
24: while ipx < (b− 1) do
25: while ipy < (c− 1) do
26: while ipz < (a− 1) do
27: pvoronoi = c1 + ipy0.5(c2 − c1) + ipx(c5 − c3) + ipz(c6 − c4)
28: Insert pvoronoi into Ωvoronoi.
29: ipz=ipz+1.
30: end while
31: ipy=ipy+1.
32: end while
33: ipx=ipx+1.
34: end while
35: A group of Voronoi tessellation is generated using a three-dimensional Voronoi cell library,
Voro++, according to the seeds in Ωvoronoi.
36: Voronoi tessellation is used to fragment the colliding body.
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Figure 5.3: Control point for Voroni tessellation. These six control points are the limits of
colliding body in local coordinates system.
of distribution [Shih, 1980] and xc is the fragment size corresponding to a volume-fraction of
1-1/e [Cheong et al., 2004]. For a given impact velocity v, the two parameters can be found
from existing experimental and numerical results. The Weibull distribution that satisfies the
experimental and numerical data is defined as the target Weibull distribution. The parameters
of cutting boxes, a, b and c, are trained by comparing the achieved size distribution to the
target Weibull distribution. To define the learning process, three features of this problem are
defined:
1. Task: Fragment a colliding body.
2. Performance measure: Comparing the achieved size distribution to the target Weibull
distribution. For a given impact velocity v, the size distribution under this impact ve-
locity can be fitted by a Weibull distribution with calculated parameters achieved from
existing experimental and numerical results, uisng Eq. (5.9) and Eq. (5.8). The Weibull
distribution with these two parameters, which are obtained from Eq. (5.9) and Eq. (5.8),
is the target.
3. Target function: The difference between the achieved size distribution and the target
Weibull distribution is defined as the Target function. The parameters of cutting boxes
are chosen to minimise the value of the Target function, which is to say to minimise
the difference between the size distribution that is obtained from the present numerical
simulation, and the target Weibull distribution. The algorithm to find a, b and c is shown
in Fig. 5.5, which is introduced in detail in the following parts of this section.
Target Weibull distribution The Weibull distribution is widely used to fit the size distribu-
tion of fragments resulting from fragmentation process [Shih, 1980]. The Weibull distribution
has two parameters m and xc. m corresponds to the width of distribution of ore fragments
[Shih, 1980], whereas xc is the fragment size corresponding to a volume-fraction of 1-1/e in this
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Figure 5.4: Voronoi cells for generating cutting boxes when impact velocity is 20 m/s. The
fragmentation pattern parameters are chosen as a=3, b=4, c=3. It is noticed that
the voronoi cells are all box-shape.
case [Cheong et al., 2004]. According to the existing experimental results, the number and size
of smaller fragments and larger fragments correspond to the impact velocity. It means that,
for a given impact velocity, the m and xc can be determined using a function of the impact
velocity. The present work uses Cheong’s experimental results [Cheong et al., 2004] to establish
the relation between the impact velocity v and the Weibull distribution parameters. Cheong
et al. [2004] fragmented a set of brittle spheres using 16-mm bore pressurised gas gun in order
to understand the fragmentation mechanism. The experimental data obtained by Cheong et al.
[2004] is shown in Fig. 5.6(a) and Fig. 5.6(b). The data points are fitted using the following
equations:
xc = 3.9130− 0.6897(v − 25.9973); (5.8) if v > 19.54316 m = 29.1252− 9.9783(v − 17.0251)if v≤19.54316 m = 4 (5.9)
Hence, for a given impact velocity v, m and xc can be obtained using the above two equations.
The Weibull distribution, with the two parameters obtained from Eq. 5.8 and Eq. 5.9, is defined
as the target Weibull distribution, and is denoted as few(l), where l is the size of fragments.
Measure the performance of fragmentation pattern For a given impact velocity v,
without remeshing, regenerating geometry, and computing stress and strain, the cutting boxes
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Figure 5.5: Algorithm to find the relation between a special value of v and the parameters of
fragmentation pattern, a, b and c.
of fragmentation pattern is used to fragment colliding bodies directly. The property of cutting
boxes is controlled by three parameters a, b and c. The size distribution of fragments achieved by
fragmentation pattern is called the pattern-based Weibull distribution fpw(l). The performance
of the fragmentation pattern is measured by comparing the pattern-based Weibull distribution
to the target Weibull distribution. The target function, , which is the error between pattern-
based Weibull distribution and the target Weibull distribution, can be expressed as
 =
∫ lmax
0
|fpw(l)− few(l)|dl (5.10)
For a given impact velocity, the exhaustion method is used to find the parameters of fragmen-
tation. The algorithm is shown in Fig. 5.5, which contains six main steps: First, for a given
impact velocity v, two parameters of the Weibull distribution, xc and m, are calculated using
Eq. 5.8 and Eq. 5.9. This Weibull distribution achieved from Eq. 5.8 and Eq. 5.9 is the
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(a) (b)
Figure 5.6: Cheong’s experimental results define the relation between impact velocity and the
two parameters of the Weibull distribution. (a) The experimental relation between
impact velocity v and parameter m is fitted using Eq. (5.9); (a) The experimental
relation between impact velocity v and parameter xc is fitted using Eq. (5.8).
target Weibull distribution. Secondly, the parameters of fragmentation pattern, a, b and c,
are initialised empirically. Thirdly, use the fragmentation pattern with a, b and c to create
cutting boxes and fragment the colliding body. Fourthly, use the Weibull distribution to fit the
volume-based cumulative fragment size distribution resulting from fragmentation process using
a least squares fit. The Weibull distribution obtained from the present fragmentation pattern
is called the pattern-based Weibull distribution. Fifthly, calculate the difference between the
pattern-based Weibull distribution and the target Weibull distribution equation, , using the
target function (see Eq. 5.10). Lastly, if  < 0.25, the parameters, a, b and c for impact velocity
v are found and stored in Table 5.1. If not, the parameters are adjusted and steps three, four
and five are repeated until  is smaller than 0.25.
5.3.4 Determine parameters of fragmentation pattern using a table
Repeat the algorithm above for different impact velocities and insert the found proper parame-
ters of fragmentation pattern into Table 5.1. Because the relation between the impact velocity
and the parameters of fragmentation is expressed discretely in Table 5.1, it is impossible to
cover all the impact velocities. When a given impact velocity is not covered by Table 5.1, a best
approximation is found from Table 5.1 and is used to establish the fragmentation pattern. For
example, if the impact velocity is 20 m/s, the best approximated impact velocity in the Table
5.1 is 21.47 m/s, and the parameters of the fragmentation pattern are a=3, b=4, c=3.
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Table 5.1: The relation between impact velocities and the parameters of fragmentation pattern
Impact velocity (m/s) xc (m) m a c b Error
16.66 10.353 32.7691 3 2 2 0.0046
18.38 9.1668 15.6064 4 2 2 0.0921
21.47 7.0356 4 3 4 3 0.2146
23.68 5.5113 4 4 6 4 0.0858
24.66 4.8354 4 4 8 5 0.0353
25.32 4.3802 4 5 10 5 0.0386
25.42 4.3112 4 5 60 5 0.1624
25.87 4.0008 4 6 60 5 0.1385
26.26 3.7318 4 6 60 6 0.1222
5.4 Case study: Fragmentation of a single sphere
The performance of the fragmentation pattern is validated by modelling the fragmentation of a
single sphere, as shown in Fig. 5.7. The diameter of the sphere is 12.7 mm, and it density is 100
kg/m3. The restitution coefficient is zero, and friction is ignored. The sphere falls downwards
and collides with a rigid ground at different impact velocities of 17 m/s, 20 m/s, and 26 m/s.
The snapshots of the collision and fragmentation process for an impact velocity of 26 m/s are
shown in Fig. 5.7. The restitution coefficient is zero and the friction is ignored, which means
that the relative velocities are set to zero after the collision, therefore the absolute values of
the change of the relative velocities and impact velocities are the same. Using Table 5.1, the
simulator finds the corresponding parameters of the fragmentation pattern automatically. For
an impact velocity of 17 m/s, the best-approximated velocity in Table 5.1 is 16.66 m/s and
the parameters of the fragmentation pattern are a=3, b=2, and c=2. For an impact velocity of
20 m/s, the best-approximated velocity is 21.47 m/s, and the parameters of the fragmentation
pattern are a=3, b=4, and c=3. For an impact velocity of 26 m/s, the best-approximated
velocity is 26.26 m/s and the parameters of fragmentation pattern are a=6, b=60, and c=6.
These parameters are used to generate cutting boxes for different impact velocities, and to
fragment the sphere.
Fig. 5.8 shows the shape of the fragments resulting from the fragmentation at impact velocity
of 20 m/s. The sphere shatters into eight fragments. Figure 5.9 shows the shape of the fragments
resulting from fragmentation at an impact velocity of 26 m/s. As shown in Fig. 5.9, when the
impact velocity reaches 26 m/s, the region around the contact points is fragmented into a large
number of small fragments. The rest of the sphere is fragmented into several main fragments.
This distribution of small fragments and main fragments is in agreement with the experimental
observations in [Cheong et al., 2004]. Comparing Fig. 5.8 to Fig. 5.9, the number of fragments
increases with increasing impact velocity. The two-parameter Weibull distribution equation
is then used to fit the volume-based cumulative fragment size distribution, by a least-squares
fit. As shown in Fig. 5.10, the size distributions obtained from the simulation are marked by
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Figure 5.7: A sphere falls downwards, collides with a rigid ground at with impact velocity 26
m/s, and fragments into a large number of fragments. Each fragment is coloured
arbitrarily for visualisation purposes.
circles, regular triangles and inverted triangles, for impact velocities of 17 m/s, 20 m/s, and 26
m/s respectively. Then the numerical data are fitted using the Weibull distribution equation.
Three fitting curves for different impact velocities are shown in Fig. 5.10. The volume-based
cumulative fragment size distribution can be fitted very well by the Weibull distribution. Cheong
et al. [2004] used a gas gun to crush the spheres, whose diameters were 12.7 mm, with different
impact velocities of 17 m/s, 20 m/s and 26 m/s. The two two-parameter Weibull distribution
equation is then used to fit the volume-based cumulative fragment size distribution obtained
from his experiments. The fitting curves drawn by Cheong are also plotted in Fig. 5.10 for
comparison. The Weibull distributions obtained from the numerical results are close to the
Weibull distributions obtained from the experimental data.
5.5 Case study: Fragmentation of a realistically shaped rock
The performance of the fragmentation pattern is further validated by modelling the fragmen-
tation of a realistically-shaped rock. This rock falls downwards, collides with a rigid ground,
and breaks up. The geometry of this rock is shown in Fig. 5.11, and the size of this rock is
approximately 3m×4m×5m. The density is 1 kg/m3, and the restitution coefficient and friction
coefficient are both set to be zero. A total of 1458 tetrahedral elements are used to discrete
this realistically-shaped rock. Three different impact velocities are considered: 17 m/s, 20 m/s,
and 26 m/s. The restitution coefficient and friction coefficient are both zero, it means that the
relative velocities is vanished to be zero after collision, therefore the absolute of initial impact
velocities are same with the change of relative velocities. Using Table 5.1, the simulator finds
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(a)
(b)
Figure 5.8: Shape of fragments achieved from the fragmentation of a single sphere, with im-
pact velocity 20 m/s. (a) shows the fragments as a whole, where the fragments
are coloured arbitrarily to distinguish each other. (b) shows these eight fragments
separately. A total of eight fragments are obtained.
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(a) (b)
(c)
Figure 5.9: Shape of fragments achieved from the fragmentation of a single sphere, with impact
velocity 26 m/s. (b) and (c) show these fragments separately. The smaller fragments
are in the vicinity of the contact point, while larger fragments form away from the
contact point.
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Figure 5.10: Volume-based cumulative size distribution resulting from the fragmentation of a
single sphere is fitted by two-parameter Weibull distribution equation. The size
distributions obtained from simulation are marked by circles, regular triangles and
inverted triangles for impact velocities of 17 m/s, 20 m/s, and 26 m/s respectively.
The numerical data are then fitted using the Weibull distribution. Cheong et al.
[2004] used a gas gun to crush the spheres, whose diameters were 12.7 mm, with im-
pact velocities of 17 m/s, 20 m/s and 26 m/s. The Weibull distributions that were
fit to Cheong’s experimental data are plotted for comparison. The Weibull distri-
butions obtained from the numerical results are close to the Weibull distributions
obtained from the experimental data.
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(a) (b)
Figure 5.11: Geometry of a realistic shaped rock.
the corresponding parameters of the fragmentation pattern automatically. For an impact ve-
locity of 17 m/s, the best-approximated velocity in Table 5.1 is 16.66 m/s, and the parameters
of the fragmentation pattern are a=3, b=2, and c=2. For an impact velocity of 20 m/s, the
best-approximated velocity is 21.47 m/s, and the parameters of the fragmentation pattern are
a=3, b=4, and c=3. For an impact velocity of 26 m/s, the best-approximated velocity is 26.26
m/s, and the parameters of the fragmentation pattern are a=6, b=60, c=6. These parameters
are used to generate cutting boxes for different impact velocities, and to fragment the sphere.
The shape of fragments resulting from the fragmentation at an impact velocity of v=26
m/s is shown in Fig. 5.12. This rock is fragmented into a number of smaller fragments, and
several larger fragments. The smaller fragments are mostly distributed in the vicinity of the
contact point. A similar distribution of smaller fragments and larger fragments are also observed
experiments of the fragmentation of a single sphere, which has been discussed in Section 5.4.
Then, two-parameter Weibull distribution is used to fit the volume-based cumulative fragment
size distribution of fragments with the least-squares fit, which is shown in Fig. 5.13. It is seen
that the size distribution of fragments resulting from fragmentation can be well fitted by a
two-parameter Weibull distribution.
To test the stability of the simulator, a hammer is allowed to fall downwards, and to fragment
this realistically-shaped rock, which is placed in a cuboid container with rigid boundary walls.
As shown in Fig. 5.15, the width of the container is 6m×6m. The density of the hammer
is 100 kg/m3. Six elements are used to discretise the hammer, and 3448 elements are used
to discretise the rigid container. The threshold of fragmentation initialisation is set to be 0
m/s, which means that the fragmentation process will never stop until all of the fragments
are small fragments. The fragmentation process is shown in Fig. 5.14 and Fig. 5.15. It is
shown that after 2000 simulation steps, the realistically-shaped rock has fragmented into a set
of small fragments, most of which are single-element fragments. This test shows the ability of
the simulator to handle huge number of small fragments in a stable manner.
This test is run on a personal computer which uses Intel Xeon E5640 CPU with 2660MHz,
12GB installed memory, and four cores. This test spent approximately two minutes.
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(a)
(b)
Figure 5.12: Shape of fragments resulting from the fragmentation of the realistic shaped rock at
impact velocity 26 m/s. This realistically shaped rock fragments into a number of
smaller fragments and several larger fragments. The smaller fragments mostly are
distributed in the vicinity of the contact point. The similar distribution of smaller
fragments and larger fragments are also observed experiments of the fragmentation
of a single sphere, which has been discussed in Section 5.4.
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5.6 Case study: Fragmentation of 5×5×5 spheres
This fragmentation pattern is used to fragment 5×5×5 ore particles, in order to validate the
performance of the code for multiple colliding bodies. The fragmentation of multiple bodies
is critical to control the fragmentation process in mining engineering. An example is the high
pressure grinding rolls (HPGR) that are is widely used to comminute ore particles. Studying
confined multiple-particle breakage is critical to reduce comminution energy and enhance down-
stream mineral recover in pressure grinding rolls [Ali and Bradshaw, 2009, 2011, Fitzgibbon and
Veasy, 1990, Walkiewicz et al., 1993].
In this test, the breakage of a confined particle bed, which consists of 5×5×5 ore particles, is
investigated. These seventy-five ore particles are placed in a static and rigid container, which
has static and rigid boundary walls in five directions, as shown in Fig. 5.16. The dimension of
the static container are 60 m×60 m×110 m. The height, width and length of the particle bed
are all 60 m. The ore particles are spherical, and their diameter is 12 m. A cuboid hammer
moves downwards and compresses the ore particles. The dimensions of the hammer are 60 m×60
m×25 m. The ore particles are constrained in the other five directions, and no ore particle can
escape from the container. The density of the ore particles is 1 kg/m3, and each ore particle
is discretised using 550 tetrahedral elements. The container is discretised into 4025 tetrahedral
elements, and the hammer is discretised into six tetrahedral elements. The restitution coefficient
and friction coefficient of the ore particles are set to 0.8 and 0.4, respectively. The restitution
coefficient and friction coefficient of the container and hammer are 0.7 and 0.4, respectively. To
study the influence of the crushing velocity, two tests DC1f and DC2f are conducted: in DC1f,
the crushing velocity is 10 m/s, and in DC2f, the crushing velocity is 100 m/s. The resulting
images for DC1f are shown in Fig. 5.17. The ore particles are coloured to enhance visualization.
The resulting fragmentation of DC2f is shown in Fig. 5.18. For a crushing velocity of 10 m/s, the
hammer starts to compress the ore particles at step 598. When the impact velocity is 100 m/s,
the first collision between the hammer and ore particles is detected at step 541. Fragmentation
develops from the top of the ore particles to the bottom with as the simulation progresses. To
show the change of volume of the ore particles, the ore particles are coloured based on their
volume, as shown in Fig. 5.19 and Fig. 5.20 for DC1f and DC2f, respectively. In these two
graphs, the intact ore particles, of volume 868 m3, are in orange and small ore fragments whose
volume is under 200 m3 are in blue. For both DC1f and DC2f, it can be seen that at early
stages, catastrophic damage mainly occurs at the top layer of particles.
As the simulation progresses, the fragmentation develops from the top to the bottom of the
sphere pack. Meanwhile, the size distribution of ore particles of DC1f at step 658 and the size
distribution of ore particles of DC2f at step 650 are both plotted in Fig. 5.21. The −x axis is
the normalised fragmentation volume and y axis it the percent of total volume. The Weibull
distribution is used to fit the size distribution of curshed the fragments, whose volume is smaller
than 868 m3 (the volume of intact ore particles is 868 m3), as shown in Fig. 5.22. It is found
that size distribution in DC1f and DC2f are similar, even the numerical of damage fragments
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increase significantly with the increasing of crushing velocity. It is shown that the fragmentation
increases with the increasing of impact velocities. For instance, for DC2f, crushing velocity is 10
m/s, approximately 43% of fragments are smaller than 600 m3. For DC1f, the crushing velocity
is 100 m/s, and approximately 18% of fragments are smaller than 600 m3. This means that if
600 m3 is the maximum limit to collect ore fragments, the qualified ore fragments produced in
DC1f is 25% more than the qualified ore fragments produced in DC2f. The above observation
is agree with existing numerical results [Ali and Bradshaw, 2011], which models the ore particle
bed breakage using the discrete element method. In reference [Ali and Bradshaw, 2011], it
is shown that there is catastrophic damage the top-layered ore particles. This is also found in
other existing experimental and numerical results [Khanal et al., 2007, Liu et al., 2005, Tsoungui
et al., 1999].
The relation among total computation time, computation time of fragmentation, and number
of contacts at each simulation step for DC1f and DC2f are shown in Fig. 5.23. The number of
contacts is scaled by 1/50 in Fig. 5.23(a), and by 1/40 in Fig. 5.23(b). The total computational
time of each simulation step increases significantly with the increase in the number of contacts.
More fragments are generated in DC2f (v=100 m/s) than in DC1f(v=10 m/s); therefore, the
total computational time of each simulation step increases more in DC2f rather than the total
computational time of each simulation step in DC1f. In Fig. 5.23(b) the total computational
time and the number of contacts at each simulation step increase at the same. However, the
time of fragmentation does not significantly increase with the increasing of number of contacts.
The average computational times per contact in in DC1f and in DC2f are shown in Fig. 5.24.
The number of contacts for DC1f is scaled by 1/1×106, and is shown in Fig. 5.24(a). The
number of contacts for DC2f is scaled by 1/2×106, and is shown in Fig. 5.24(b). The average
computational time per contact increases with the increasing of number of contacts, the time
of collision detection increases with the increasing of connection among contacts.
These two tests are run on a personal computer which uses Intel Xeon E5640 CPU with
2660MHz, 12GB installed memory, and four cores. Both two tests spent approximately six
hours to run 650 simulation steps.
5.7 Conclusions and future work
In order to meet the requirement of the fragmentation simulation of hundreds and thousands
of colliding bodies, a low-cost fragmentation pattern based approach is proposed. Using the
fragmentation pattern, the colliding bodies are fragmented directly, without simulating crack
propagation, thereby avoiding re-meshing and re-creating solid geometry during the simulation.
The parameters of the fragmentation pattern are derived from impact velocities. The relation
between impact velocities and fragmentation pattern parameters is described discretely. The
fragmentation pattern is established by learning from existing numerical and experimental re-
sults. The performance of fragmentation pattern is controlled using the Weibull distribution,
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fitted to the volume-based cummulative distribution.
This fragmentation pattern was used to fragment a single sphere. It was found that the
present methodology is able to capture some phenomenon that are observed in experiments. For
example, most of the smaller fragments are located close to the contact point. The volume-based
cummulative distribution achieved using present method agrees to the experimental results well.
Then, fragmentation pattern is used to crush a realistically shaped rock. Similar to the previous
simulation, the volume-based cummulative distribution that is obtained, follows the Weibull
distribution very well. Finally, the presented method is used to crush 5×5×5 spheres in a static
and rigid container. Numerical results show that the average size of fragments decreases with
the increasing of impact velocity. The above results agree with numerical and experimental
results reported in the literature.
However, the present methodology can still be improved. This fragmentation pattern is
relatively simple, and ignores many factors influencing fragmentation. For example, the present
fragmentation pattern only learns from the existing fragmentation of spheres. However, in
mining engineering, the shape of the rocks is arbitrary. Many researchers have shown that the
shape of colliding bodies has a significant impact on the fragmentation behaviour [Kevin, 2002,
Mair et al., 2002, Anthony and Marone, 2005, Abe and Mair, 2009, Morgan and Boettcher,
1999, Grady and Kipp, 1980, Margolin, 1983, Denoual and Hild, 2000]. An obvious extension to
this algorithm is to consider the fragmentation of multiple shapes of fragments for the upscaling
of pattern formation during impact.
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Figure 5.13: The Weibull distribution is employed to fit volume-based cumulative size distri-
bution of fragments resulting from the fragmentation of realistically shaped rock.
The size distributions for three different impact velocities all can be well fitted by
the Weibull distribution.
113
0 step 2000 steps
Figure 5.14: A hammer falls downwards and shatters the realistically shaped rock, which is
placed in a container with static boundary walls. The static container is shown by
the grid. After 2000 simulation steps, this rock has fragmented into a set of small
fragments. Most of the fragments are single-element fragments.
1100 steps 1281 steps 1400 steps
1500 steps 1600 steps 2000 steps
Figure 5.15: Zoom in on the fragmentation process of a realistically shaped rock. After 2000
simulation steps, this rock has fragmented into a set of small fragments. Most of
the fragments are single-element fragments.
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Figure 5.16: Geometry of container. The dimension of the container is b×b, where b=60 m. The
depth of the hammer is l=25 m.
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Figure 5.17: The snapshots for DC1f. The first collision between hammer and ore particles is
detected at step 598. Fragmentation develops from the tops of the ore particles to
the bottoms of the ore particles, with the increase of simulation steps.
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Figure 5.18: The snapshots DC2f. The first collision between hammer and ore particles is de-
tected at step 541. Fragmentation develops from the tops of the ore particles to
the bottom of the ore particles, with the increase of simulation steps.
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Figure 5.19: The snapshots DC1f, where the fragments are coloured according to their volume.
At the early stage, the smaller fragments, which are blue, only exist at the top
layered particles. With the evolution of simulation steps, fragmentation develops
from the top to the bottom of spheres.
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Figure 5.20: The snapshots DC2f, where the fragments are coloured according to their volume.
At the early stage, the smaller fragments, which are blue, only exists at the top
layered particles. With the evolution of simulation step, the fragmentation develops
from the top to the bottom of spheres.
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Figure 5.21: Size distribution of DC1f (v=10 m/s) and DC2f(v=100 m/s). The size of fragments
achieved from fragmentation decreases with the increasing of impact velocities.
Figure 5.22: The Weibull distribution is used to fit the size distribution of DC1f and DC2f. Size
distributions in DC1f and DC2f are similar. The numerical of damage fragments
increase significantly with the increasing of crushing velocity.
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(a) DC1f (v=10 m/s)
(b) DC2f (v=100 m/s)
Figure 5.23: The relation among total computation time, computational time of fragmentation,
and number of contacts at each simulation step for two different crushing veloc-
ities. The number of contacts is scaled by 1/50 in (a), and is scaled by 1/40 in
(b). The total computational time of each simulation step increases significantly
with the increase in the number of contacts. More fragments are generated at a
crushing velocity of v=100 m/s as compared to the amount when the crushing
velocity is v=10 m/s. The computational time of fragmentation does not increase
significantly with the number of contacts points, and has weaker impact on the
total computational time.
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(a) DC1f (v=10 m/s)
(b) DC2f (v=100 m/s)
Figure 5.24: The average computational time per contact for DC1f and DC2f. The number of
contacts for v=10 m/s is scaled by 1/1×106 and is shown in (a). The number
of contacts for v=100 m/s is scaled by 1/2×106 and is shown in (b).The average
computational time per contact increases with the number of contacts.
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6 Block caving case study on the influence
of fragmentation on draw-point hang-up
6.1 Introduction
In recent years, there has been increased interest in underground mining methods such as block
caving, sub-level caving and panel caving [Brown, 2003]. Underground mining methods are able
to extract massive volume of rock from underground, and therefore they are perceived as being
more environmental friendly. The present work uses the impulse-based method and the impact-
velocity-based fragmentation pattern to investigate the influence of fragmentation on the gravity
flow and hang-up phenomenon in a block caving system. The block caving method does not
completely blast the ore body to small ore fragments, but blasts initially large intact ore bodies,
and allows the ore bodies to progressively fragment under their own weight [Melo et al., 2009].
Because the block caving method uses gravity to fragment and transport a large amount of rock
fragments, including ore and waste fragments, it provides a low cost, economical, and effective
approach for underground mining. The dynamics of multiple ore fragments is simulated by the
energy tracking method (ETM), and ore fragments are fragmented directly using the Weibull
distribution based fragmentation pattern, which was described in Chapter 5. The influence of
fragmentation is investigated by comparing the volumes of extracted ore fragments in strong
materials and weak materials. The fragmentation happens within the ore fragments of a weak
material, whereas no fragmentation occurs in the ore fragmentation of a strong material. The
hang-up phenomenon, which is a major problem in block caving, requires extra explosions and
operations to crush the oversized ore fragments. Moreover, the cave front propagates upwards
due to gravity, which leads to the problem of surface subsidence [Vyazmensky, 2008, Sainsbury,
2012]. The present work investigates the influence of shape and size distribution on gravity flow
and hang-up phenomenon.
Gravity flow in block caving system Understanding the gravity flow of ore fragments and
waste fragments contributes to understanding and controlling the ore recovery and dilution in
design and production [Laubscher, 1994]. For example, the entry of waste into valuable ore
fragments significantly reduces the efficiency of block caving systems, and should be avoided.
The hang-up phenomenon is a frequently occurring problem around draw points. Some oversized
ore fragments may block the draw points, often requiring further fragmented by blasting and
rock breakers. Hydraulic breaking, and placing a concussion bag below or between oversize
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rocks, are also widely used to deal with the blockage around draw points [Ngidi and Pretorius,
2011]. The present work uses the energy tracking method (ETM) to handle the collisions of ore
fragments and the gravity flow in block caving system is discussed. The hang-up phenomenon
around a single draw point is also discussed with and without considering fragmentation process
during simulation.
Gravity flow has been studied by many researchers [Kvapil, 1992, Kvapil et al., 1989]. They
identify the gravity flow of material as occurring in two zones: the extraction zone and movement
zone. The extraction zone is the area from which material is removed, and the movement
zone is formed by the material that is flowing. Kvapil [Kvapil, 1992, Kvapil et al., 1989] and
other researchers [Chen, 1997, Power, 2004] suggested that the geometries of the extraction
zone and the movement zone are ellipsoidal. Susaeta [2004] employed large three-dimensional
models to study the geometry of isolated movement zone, which is represented as a cylindrical
shape. The width of the isolated movement zone has a maximum value after the start of
drawing. Laubscher [2000], Vyazmensky et al. [2007] used experimental models to propose a
design chart that is able to predict the cave angle via the MRMR (Mining Rock Mass Rating),
the density of the caved rocks, the height of the caved rocks, and the minimum and maximum
span of a footprint. Castro et al. [2007] employed a large three-dimensional physical model to
investigate the gravitational transport of cohesionless gravel, so as to understand the gravity
flow of coarse ore fragments [Power, 2004]. The material is drawn from an isolated draw point
and forms an isolated extraction zone. Castro discussed some critical parameters of gravity flow
in experiments, which include height of draw, particle size, draw point dimension and the effect
of model scale. The experimental data statistically demonstrates that the total mass drawn
and the height of draw have significant impact on the shape of extract zones and movement
zones. However, draw point width and particle size have only a slight impact on the geometry
of draw zones. Castro also shown that stress arch zones, which collapse as material is drawn,
have significant influence on the height of the isolated movement zones.
Secondary fragmentation in block caving system To analyse fragmentation and grav-
ity flow in a block caving system, a conceptual model of a self-sustained propagating cave is
proposed, using seismic investigations and underground instrumentation [Duplancic, 2003]. As
shown in Fig. 6.1, the ore bed around a single draw point is divided into four regions: the
elastic zone, the seismogenic zone, the yielded zone, and the mobilised zone.
• Elastic zone This zone is far from the draw points, where caving activities have only a
slight influence. The rock mass in this zone can be treated approximately as a continuous
material. Natural and pre-existing faults in this zone can be ignored.
• Seismogenic zone Due to the redistribution of stress and strain caused by caving ac-
tivities, some pre-existing fractures, such as joints and faults, slip along fracture surfaces,
and some new faults are initiated. Microseismic or seismic phenomenon can be detected
by underground instrumentation in this zone.
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Figure 6.1: The conceptual model of a self-sustained propagating cave [Sainsbury, 2012]
• Yielded zone Comparing to the seismogenic zone, in this zone the displacement of the
rock mass increases. Existing fractures evolve further, and more new fractures are initi-
ated. The developing fracture surfaces split the rock mass, and consequently hundreds
and thousands of ore fragments are generated and prepare to move down.
• Mobilised zone A large number of rock fragments are generated in the yielded zone,
move downwards into this mobilised zone, and are collected through the draw points. The
failure to control the movement of the ore fragments might cause blockage around the
draw points.
During a block caving operation, the fragmentation phenomenon involves primary and secondary
phases. The primary fragmentation occurs in the yielded zone due to the propagation of fracture
surfaces. The secondary fragmentation occurs within the air gap and the mobilised region, where
ore fragments are further fragmented during transportation. The secondary fragmentation
process further reduces the size of rock fragments resulting from the primary fragmentation.
Secondary fragmentation is strongly influenced by the size distribution of rock fragments, and
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the heights of the air gap and the mobilised zone [Laubscher, 1994]. Understanding the influence
of secondary fragmentation on the size distribution of ore fragments is critical to improving the
production effectiveness of block cave mining [Pierce, 2010].
Hang-up phenomenon in ore pass system An ore pass system is used in block cave
mining to transport rock fragments [Lessard and Hadjigeorgiou, 2006]. The low cost ore pass
system is designed for gravitational transportation of ore fragments along long vertical distances.
The performance of ore pass systems strongly influence the economic performance of mining
production [Hagan and Acheampong, 1999]. The failure of gravitational transportation in an
ore pass system can disruptore production [Stacey and Swart, 1997, Ferguson, 1991]. According
to the statistical data from U.S. Mine Safety and Health Administration (MSHA), ore pass
related hazards widely exist, and cause thousands of injures. Approximately 75% of injuries
happen when hand tools are employed to pull or free the ore pass chutes in ore passes [Beus
et al., 1997].
Two kinds of hang-up phenomena are observed in block cave mining: interlocking arches and
cohesive arches. The interlocking of large size boulders is referred to as interlocking arches, and
the cementation of fine and sticky particles is referred to as cohesive arches [Nazeri et al., 2002].
A survey investigated the performance of ore pass system in ten Quebec underground mines
and demonstrated that interlocking hang-up phenomenon of coarse material are much more
common, compared to the cohesive arching phenomenon [Lessard and Hadjigeorgiou, 2007].
The interlocking hang-up problems were observed in eight out of the ten surveyed mines. Some
researchers have employed risk assessment methodologies to investigate the main controlling
factors in ore pass failure [Oraee et al., 2011].
Physical modelling and particle flow analysis are also employed to evaluate ore-pass design
[Beus et al., 1997]. The performance of the ore pass system is influenced by the size distribution
of rock fragments, and the geometry of the ore pass system. The shape of the ore pass system
can be straight or curved. The geometry of screening devices can include grizzles, scalpers and
mantles. The ratio between the ore pass dimension and the largest rock block size, e, is used to
ensure the free flow of ore fragments. This parameter is calculated as e = Dd , where D is the ore
pass dimension and (d) is the dimension of largest rock fragment. Jenike [Jenike, 1961] suggests
that e > 2 be used in order to ensure the free flow of rock material. Lessard and Hadjigeorgiou
[2007] used 1065 numerical runs to identify the relationship between maximum rock block size
and the dimension of the ore pass system. These numerical results then helped to avoid the
failure of ore pass system. Lessard and Hadjigeorgiou [2007] discussed the difference of vertical
and inclined ore pass systems. The difference between square and circular pass systems, and the
difference between spherical and cuboid particles were also discussed. Numerical results showed
that the results of cuboid shaped rocks are closer to the realistic results, as compared to the
results of simulations of spherical objects. The friction coefficient is another critical parameter
influencing the hang-up phenomenon.
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6.2 Case study: Hang-up of initially spherical rock fragments
In this section, the influence of fragmentation on interlocking hang-up of spherical particles in
the vicinity of a single draw point is investigated. As shown in Fig. 6.2, the geometry of the
draw point is characterised as a=12 m, b=1.15 m, and c=10 m. The depth of the draw point is
d=10 m. The ore fragment is discretised using a series of tetrahedra. Above the draw points,
a cuboid boundary wall is created to constrain the movement of ore fragments. The width of
the cuboid boundary wall is 30 m×30 m.
Figure 6.2: The geometry of a draw point for the hang-up modelling of spherical ore fragments.
The percent of volume of extracted ore fragments before the occurrence of hang-up is strongly
related to the efficiency of a block caving system. The percentage of volume of extracted ore
fragments, e, is calculated by,
e =
Vextract
Vtotal
(6.1)
where Vextract is the volume of extracted ore fragments whose geometric centre is below the
bottom of the draw point (-10 m), and Vtotal is the total volume of all ore fragments. Four
tests, with varying diameters of ore fragments, with and without considering fragmentation, are
modelled. As shown in Table 6.1, DPST1 and DPST1f simulate the gravity flow of small spheres
whose diameters are 5.775 m. DPST1 and DPST1f simulate the gravity flow of small spheres
whose diameters are 7.5 m. In DPST1 and DPST2, the material of ore fragments is strong,
and so no fragmentation is expected. In DPST1f and DPST2f, the material comprising the ore
fragments is weak, and so fragmentation happens during flow. The density of the ore fragments
is 2400 kg/m3. The total volume of ore fragments in the four tests is similar. The restitution
coefficient is 0.3, and the friction coefficient is 0.75, both of which values are appropriate for a
variety of mining rocks [Cleary and Sawley, 2002]. Simulation results of DPST1 are shown in
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step 0 steps 310 steps 4000
Figure 6.3: DPST1 at step 0, 310, and 4000. The image includes the mesh representation of the
container and the draw point.
0 step 310 steps 4000 steps
Figure 6.4: DPST1f at step 0, 310, and 4000.
(a) (b) (c) (d)
Figure 6.5: Fragmentation simulation of one ore fragment in DPST1. After collision, the initial
rock is fragmented as a function of speed and contact point location, and its effect
on fracture growth.
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Figure 6.6: Percentage of volume of extracted ore as a function of time, as predicted by sim-
ulations with and without fragmentation (r = 5.77 m). Considering the influence
of fragmentation is important to predict the efficiency of extracting. In this test, if
there is no fragmentation, there is no extraction.
Fig. 6.3, where the boundary wall is displayed via a mesh, and ore fragments are displayed via
coloured solid tetrahedra. DPST1f is shown in Fig. 6.4; in this case, the display of the model
boundaries is turned off. Sample fragmented shapes are shown in Fig. 6.5, where different
colours correspond to separate final fragments. Fragmentation occurs during the impact of
a fragment with other ore fragments, and with the lower boundary wall. The rock has been
subdivided into 43 smaller fragments, as shown in Fig. 6.5(d). Minimum fragment size is
capped by the original refinement of the mesh, and can be adjusted depending on available
computational time and memory for the simulation. This cap is a highly desirable feature of
the methodology, as high-speed impact may yield fragmentation patterns in which thousands,
or indeed up to millions, of new fragments are created. The comparative evolution of the
percentage of volume of extracted ore fragments during simulation is shown in Fig. 6.6.
Images of DPST2 and DPST2f are presented in Fig. 6.7 and 6.8, respectively. Sample
fragment shapes are shown in Fig. 6.9. In this test, the most strongly fragmented piece of
ore broke up into 34 smaller fragments. The comparative progress of extraction of ore volume
during the simulation is plotted in Fig. 6.10.
According to Fig. 6.7, without considering the influence of fragmentation, some ore fragments
initially fall through the draw point. However, in DPST1, which uses a smaller diameter for
the ore fragments, no ore fragment is extracted (see Fig. 6.3). This test demonstrates that
the appearance of hang-up phenomenon is not only related to the size of the ore fragments,
but also related to the initial position of ore fragments, and the relative position of the draw
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0 step 2210 steps 4000 steps
Figure 6.7: DPST2 at step 0, 2210 and 4000.
0 step 2210 steps 4000 steps
Figure 6.8: DPST2 at step 0, 2210 and 4000.
(a) (b) (c) (d)
Figure 6.9: DPST2f at step 0, 2210 and 4000.
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Figure 6.10: Percentage of volume of extracted ore as a function of time as predicted by simu-
lations with and without fragmentation (r = 0.75m).
Figure 6.11: Geometry specification of a single draw point. l=20 m, h1=20 m and h2=10m.
The dimensions of the draw point are: a=7.16 m, b=3 m, and c=3 m.
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Table 6.1: Parameters for the hang-up modelling of spherical ore fragments.
Diameter r Total volume of Initial number of Fragmentation happens
(m) fragments (m3) fragments
DPST1 5.775 9246.44 96 No
DPST1f 5.775 9246.44 96 Yes
DPST2 7.5 9493.88 45 No
DPST2f 7.5 9493.88 45 Yes
point. For DPST2, it is observed that 8.89% ore volume of ore fragments falls though the
draw point before hang-up. In contrast, in DPST2f, 11.46% ore volume of ore fragments fall
though the draw point before hang-up. In total, 2.57% more ore volume of rock is extracted
before hang-up, implying that the extraction process, albeit with larger initial fragment sizes,
in this case was more effective. In the following section, the gravity flow of cuboid ore fragments
is investigated. The shape of the ore fragments has significant impact on the gravity flow of
system. Wang et al. [2011] used the discrete element method to simulate the gravity flow of
spheres, octahedra, tetrahedra and a mixture thereof, and showed that sphere flowability is
greater than that of tetrahedra. Meanwhile, the tetrahedra flowability is significantly greater
than that of the octahedra.
6.3 Case study: Hang-up of initially cuboid fragments
As ore fragment geometry has a significant impact on the flowability of ore fragments [Wang
et al., 2011], the present section simulates the jointed ore bed by a set of cuboid ore fragments,
instead of spherical particles. Because it is relatively convenient to fill the ore bed in experi-
ments using cuboid fragments, and the interlocking among tightly placed cuboid fragments can
simulate the interlocking among nature ore fragments, McNearny and Abel [1993] used cuboid
half-bricks to investigate the gravity flow of ore fragments around draw points in large-scale
two-dimensional block caving model tests. The geometry of the draw point and the ore frag-
ments are shown in Fig. 6.11. The density of the ore bed is 10 kg/m3. This ore bed is a cuboid
area. The bottom of this ore bed is a square, whose width is l=20 m. The height of ore bed
is h1=20 m. Therefore, the total volume of the ore bed is 27000m
3. A trapezoidal draw point
is used to collect the ore fragments. The top width of this trapezoidal draw point is a=7.16
m, the bottom width of this draw point is c=3 m, and the depth of this draw point is b=3 m.
There is a void space between the ore bed and the bottom of draw point, the height of which is
h2=10 m. The ore fragments are constrained in a rigid and box-like boundary wall. Therefore,
the ore fragments can be collected through the draw point. The restitution coefficients of the
boundary wall and the ore fragments are both 0.6. The friction coefficients of boundary wall and
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(a) DPC1 and DPC1f
(b) DPC2 and DPC2f (c) DPC3 and DPC3f
Figure 6.12: Different size distribution of cuboid rock fragments.
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ore fragments are both 0.77. These restitution coefficients and friction coefficients allow energy
loss during collision, and enhance the interlocking among ore fragments. The jointed ore bed is
simulated by cubes which are placed side-by-side and end-to-end, as shown in Fig. 6.12. These
ore fragments are packed tightly and interlocked, to simulate weathered and brocken rocks. To
simulate different size distributions of ore fragments, two different sizes of bricks are used: small
fragments and large fragments. Both the small and large fragments are shorter in one dimension
than in the other two. The size of the small fragments is 1.5 m×1.5 m×1 m, and the size of the
large fragments is 4 m×4 m×2.5 m. Each fragment is discretised using six tetrahedral elements.
Different size distributions are simulated by placing the small fragments and large fragments in
different layers, as shown in Fig. 6.12 Three different cases are considered:
• DPC1: As shown in Fig. 6.12(a), the upper half of ore bed is fragmented by a set of
large cuboid ore fragments, and the lower half of ore bed is fragmented by a set of small
cuboid ore fragments. There are totally 3756 cuboid ore fragments initially. The material
of ore fragments is assumed to be strong. Therefore, no fragmentation occurs during the
simulation.
• DPC1f: The distribution of small and large ore fragments is the same as the distribu-
tion in DPC1. The difference is that material of the ore fragments is weaker, therefore
fragmentation is more likely to occur during the simulation.
• DPC2: As shown in Fig. 6.12(b), the layers of small fragments and large fragments are
mixed. There are totally 3400 cuboid ore fragments initially. The material comprising
the ore fragments is assumed to be strong. Therefore, no fragmentation occurs during the
simulation.
• DPC2f: The arrangement of small and large ore fragments is the same as the arrangement
in DPC2. The difference is that material comprising the ore fragments is weaker, and so
no fragmentation occurs during the simulation.
• DPC3: As shown in Fig. 6.12(c), the upper half of the ore bed is fragmented by a set
of small cuboid ore fragments, and the lower half of the ore bed is fragmented by a set
of large cuboid ore fragments. There are totally 3400 cuboid ore fragments initially. The
material of ore fragments is assumed to be strong. Therefore, no fragmentation occurs
during the simulation.
• DPC3f: The arrangement of small and large ore fragments is the same as in the ar-
rangement in DPC3. The difference is that material of the ore fragments is weaker, and
therefore fragmentation is more likely to occur during the simulation.
6.3.1 DPC1 and DPC1f
As shown in Fig. 6.1, the size of the ore fragments decreases with the decrease of the distance
of the ore fragments to the draw point. In DPC1 and DPC1f, small ore fragments are set up to
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step 0 step 750 step 1450
step 1500 step 1650 step 12200
Figure 6.13: Front view of DPC1, where no fragmentation occurs. Ore fragments are coloured
arbitrarily to distinguish with each other. Few small ore fragments pass through
the draw point.
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step 0 step 750 step 1450
step 1500 step 1650 step 12200
Figure 6.14: Sectional view of DPC1, where no fragmentation occurs. Ore fragments are
coloured using their initial height. The subsidence of ore fragments increases with
the decrease of their distances to the central axis of draw point.
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step 0 step 750 step 1450
step 1500 step 1650 step 12200
Figure 6.15: Front view of DPC1f, where fragmentation happens. Ore fragments are coloured
arbitrarily to distinguish them from each other.
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step 0 step 750 step 1450
step 1500 step 1650 step 12200
Figure 6.16: Sectional view of DPC1f, where fragmentation happens. Ore fragments are
coloured using their initial height. The subsidence of ore fragments increases with
the decrease of their distances to the central axis of the draw point.
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Figure 6.17: The volume of extracted ore fragments in DPC1, the volume of extracted ore
fragments and damaged ore fragments in DPC1f. In DPC1, no fragmentation,
ore fragments hang-up in the vicinity of draw point at step 2400 (approximately).
Approximately 5 m3 of ore fragements are collected below the draw point. In
DPC1f, fragmentation happens, and hang-up is delayed to approximately step 7800.
Approximately 9 m3 ore fragments are collected; the fragmentation process has
increased the volume of extracted ore fragments. Fragmentation mostly happens
around step 1000. The volume of damaged ore fragments reaches to 54 m3.
be nearer than the large fragments, as shown in Fig. 6.12(a) The depth of small fragments is
d1=16 m, and the depth of large fragments is d2=14 m. To simulate the interlocking between
intact rocks and broken rocks, the ore fragments next to the boundary wall are set to be static
during simulation. The rest of ore fragments are initially static, but start to move downward
under gravity. The front view for DPC1, where no fragmentation occurs, is illustrated in
Fig. 6.13. In this figure, the boundary wall is displayed via the mesh, and the ore fragments
are coloured arbitrarily to distinguish each other. Few ore fragments fall through the draw
point. The sectional view of DPC1 is shown in Fig. 6.14. To display the movement of ore
fragments clearly, these ore fragments are coloured using their initial height. It is found that
the displacements of the ore fragments around the central axis are larger than the displacements
of the ore fragments that are far away from the central axis. A cluster of ore fragments, which is
triangular, starts to move down before the others, because of the interlock among ore fragments
and interlock between the ore fragments and the boundary wall. Fig. 6.15 illustrates the front
139
view for DPC1f, which involves the fragmentation process. Few ore fragments fall through the
draw point. The sectional view of DPC1f is shown in Fig. 6.16. To display the movement
of ore fragments clearly, these ore fragments are coloured using their initial height. It also
can be found that the displacements of the ore fragments around the central axis are larger
than the displacements of the ore fragments that are far from the central axis. The volume of
extracted ore fragments in DPC1, and also the volume of extracted ore fragments and crushed
ore fragments in DPC1f, are shown in Fig. 6.17. In DPC1, without fragmentation, ore fragments
hang up in the vicinity of the draw point at step 2400 (approximately). Approximately 5 m3 of
ore fragments are collected below the draw point. In DPC1f, fragmentation happens, and hang-
up is delayed to approximately step 7800. Approximately 9 m3 of ore fragments are collected;
the fragmentation process has increased the volume of extracted ore fragments. Fragmentation
mostly happens around step 1000, and the volume of damaged ore fragments reaches to 54 m3.
Comparing Fig. 6.14 to Fig. 6.16, it is seen that the influence of fragmentation is slight on the
displacement of most of the ore fragments, because the fragmentation only occurs around the
draw point.
There are totally 3756 cuboid ore fragments initially. In DPC1f, at step 12200, the number of
ore fragments reaches to 4017. DPC1 and DPC1f are both run on a personal computer which
uses Intel Xeon E5690 CPU with 3.45GHz (two processors), 12GB installed memory, and 12
cores. DPC1 and DPC1f spent approximately 19 days and 30 days to run 12200 simulation
steps respectively.
6.3.2 DPC2 and DPC2f
In many ore beds, the size distribution varies in different horizontal layers. As an example, coal
is a sedimentary rock which is created from decaying plants. Over millions of years, the plants
are pushed down by layers of overburden rock, and the size distributions vary in the layers of
coal. In DPC2 and DPC2f, some layers of the ore bed are fragmented into small fragments, and
some layers of ore bed are fragmented into larger fragments. The layers of small fragments and
the layers of large fragments are mixed, as shown in Fig. 6.12(b). The depth of large fragment
layers and the depth of small fragment layers are the same, d1=4 m and d2=4 m. To simulate
the interlocking between intact rocks and broken rocks, the ore fragments next to the boundary
wall are set to be static during simulation. The ore fragments are initially static, and start to
move downward under gravity.
The front view of DPC2 is illustrated in Fig. 6.18, where the boundary wall is displayed as
a mesh. It is seen that the large fragments block the draw point immediately after the start
of the simulation. Therefore, no ore fragments pass through the draw point. The sectional
view of DPC2 is shown in Fig. 6.19. Because of interlocking, most of the ore fragments remains
nearly frozen in their initial place. For large fragments, only the lowest layers fall down. For the
simulation in which fragmentation happens, the front view for DPC2f is illustrated in Fig. 6.20.
Some ore fragments fragment around the draw point, and several ore fragments pass through
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Figure 6.18: Front view of DPC2, where no fragmentation happens. Ore fragments are coloured
arbitrarily to distinguish them from each other. No ore fragments pass through
the draw point.
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Figure 6.19: Sectional view of DPC2, where no fragmentation happens. Ore fragments are
coloured using their initial height.
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Figure 6.20: Front view of DPC2f, where fragmentation happens. Ore fragments are coloured
arbitrarily to distinguish them from each other.
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Figure 6.21: Sectional view of DPC2f. Ore fragments are coloured using their initial height.
The displacements of the ore fragments around the central axis are larger than the
displacements of the ore fragments that are far from the central axis.
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Figure 6.22: The volume of extracted ore fragments in DPC2, the volume of extracted ore
fragments and damaged ore fragments in DPC2f. In DPC2, no fragmentation, no
ore fragments falls through the draw point. However, in DPC2f, fragmentation
happens, approximately 17m3 ore fragments are collected below draw point. The
ore fragments hang-up at step 5900 approximately. Fragmentation mostly happens
between step 2800 and step 3800, the volume of damaged ore fragments reaches 25
m3.
the draw point. The sectional view of DPC2f is shown in Fig. 6.21. It is found that, because of
interlocking, most of the ore fragmentsremains frozen in their initial place, which was also found
in DPC2. This means that the fragmentation process does not have a significant impact on the
region far from the draw points. Compared to DPC1 and DPC1f, flowability is significantly
influenced by the arrangement of small and large fragments. When the large fragments are
at the bottom of ore bed, they tend to interlock with each other, and hold up the rest of the
fragments. The volume of extracted ore fragments in DPC2, and the volume of extracted ore
fragments and damaged ore fragments in DPC2f, are shown in 6.22. In DPC2, no fragmentation
occurs, and no ore fragments pass through the draw point. However, in DPC2f, fragmentation
happens, and approximately 17 m3 ore fragments are collected below the draw point. The ore
fragments hang up at step 5900 (approximately). Fragmentation mostly happens between step
2800 and step 3800, and the volume of damaged ore fragments reaches 25 m3.
There are totally 3400 cuboid ore fragments initially.In DPC2f, at step 6021, the number of
ore fragments reaches to 3415. DPC2 and DPC2f are both run on a personal computer which
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uses Intel Xeon E5690 CPU with 3.45GHz (two processors), 12GB installed memory, and 12
cores. DPC2 and DPC2f spent approximately 26 days to run 6025 simulation steps respectively.
6.3.3 DPC3 and DPC3f
In DPC3 and DPC3f, the small fragments are distributed in the upper half of ore bed, and the
large fragments are distributed in the lower half of the ore bed, as shown in Fig. 6.12 (c). The
ore fragments are initially static, and start to move downward under gravity. The front view of
DPC3 is illustrated in Fig. 6.23, where the boundary wall is displayed via the mesh. Similar to
the snapshots of DPC3, without fragmentation, no ore fragment passes through the draw point.
The large fragments block the draw point immediately after the start of the simulation. The
sectional view of DPC3 is shown in Fig. 6.24, where ore fragments are coloured based on their
initial height. The front view for DPC3f, where fragmentation happens, is shown in Fig. 6.25
and the sectional view of DPC3f is shown in Fig. 6.26, where the ore fragments are coloured
based on their initial height. With fragmentation, some ore fragments pass through the draw
point. Similar to DPC2 and DPC2f, because interlocking, most of the ore fragments remain
nearly frozen in their initial place. Only the ore fragments in the bottom of ore bed fall down.
The volume of extracted ore fragments in DPC3, and the volume of extracted ore fragments
and damaged ore fragments in DPC3f are shown in 6.27. In DPC3, without fragmentation, no
ore fragments falls through the draw point. However, in DPC3f, where fragmentation happens,
approximately 2 m3 of ore fragments are collected through the draw point. The ore fragments
hang-up at step 2900, approximately. Fragmentation mostly happens between step 2200 and
step 3, and the volume of damaged ore fragments reaches to 24 m3. Comparing Fig. 6.24 to
Fig. 6.26, The influence of fragmentation on the displacement of most of the ore fragments is
small, because fragmentation only exists around the draw point.
There are totally 3756 cuboid ore fragments initially. In DPC3f, at step 11301, the number of
ore fragments reaches to 3415. DPC3 and DPC3f are both run on a personal computer which
uses Intel Xeon E5690 CPU with 3.45GHz (two processors), 12GB installed memory, and 12
cores. DPC3 and DPC3f spent approximately 18 days and 13 days to run 5050 simulation steps
respectively.
6.3.4 Surface subsidence associated with block caving mining
Table 6.2: Surface subsidence above the centre of the undercut.
DPC1 DPC2 DPC3
at step 12000 at step 12100 at step 11300
surface subsidence -3.1889m -0.6743m -1.5708
The block caving system is characterised by extracting a large amount of ore fragments un-
derground. Ore fragments are fragmented and collected through draw points under their own
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Figure 6.23: Front view of DPC3, where no fragmentation happens. Ore fragments are coloured
arbitrarily to distinguish them from each other. No ore fragments pass through
the draw point
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Figure 6.24: Sectional view of DPC3, where no fragmentation happens. Ore fragments are
coloured based on their initial height.
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Figure 6.25: Front view of DPC3f, where fragmentation happens. Ore fragments are coloured
arbitrarily to distinguish them from each other.
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Figure 6.26: Sectional view of DPC3f, where fragmentation happens. Ore fragments are
coloured based on their initial height.
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Figure 6.27: The volume of extracted ore fragments in DPC3, the volume of extracted ore frag-
ments and crushed ore fragments in DPC3f. In DPC3, no fragmentation occurs,
and no ore fragments fall through the draw point. However, in DPC3f, fragmenta-
tion happens, and approximately 2 m3 of ore fragments are collected below draw
point. The ore fragments hang up at step 2900, approximately. Fragmentation
mostly happens between step 2200 and step 3500, and the volume of damaged ore
fragments reaches to 24 m3.
gravity. Extracting large amounts of ore fragments might trigger surface subsidence [Vyaz-
mensky, 2008, Vyazmensky et al., 2007] which is a danger for the mining infrastructure and
operational hazard assessments. Surface subsidence is also another important issue for both
environmental impact and the efficiency of the mining process. Hoek [1974] used an analytical
model to investigate the progressive hanging wall failure sequence with the increasing of depth
of a mine. Numerical methods also provide opportunities to predict the surface subsidence
phenomenon and govern the subsidence development [Vyazmensky, 2008, Vyazmensky et al.,
2007]. As shown in Fig. 6.28, surface subsidence is found in these three tests after those ore
fragments close to the draw point have fallen down. Because fragmentation is only considered
in the vicinity of the draw point, fragmentation does not have a significant impact on the grav-
ity flow in the region far from draw points, and only the results without fragmentation are
considered here. The maximum subsidence above the centre of the undercut, for three tests
at approximately same simulation step, are shown in Table 6.2. It is seen that the surface
subsidence phenomenon is related to the distribution of small and large fragments. The surface
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Figure 6.28: Surface subsidence of three tests.
subsidence of DPC1 is -3.1559 m, which is most severe. It can be seen from Fig. 6.16 and Fig.
6.14 that the displacement of ore fragments in DPC1 are much more than the displacement of
ore fragments in DPC2 and DPC3. The value of surface subsidence of DPC3 (-1.5708 m) is
slightly greater than the surface subsidence of DPC2 (0.6743 m).
6.4 Conclusions
Fragmentation was taken into account within the framework of a numerical investigation of
the interlocking hang-up phenomena in the vicinity of a single draw point. First, the gravity
flow of spherical ore fragments was investigated. Numerical results were compared between
simulations that do or do not consider fragmentation during the fall through the draw point.
It was observed that, with fragmentation, 1.93% more ore volume is extracted before hang-up
when the initial diameter of ore fragments is 5.775 m, and 2.57% more ore volume of ore is
extracted with fragmentation before hang-up when the initial diameter of ore fragments 7.5 m.
This implies that the simulation with fragmentation predicts higher extraction rates than its
non-fragmentation counterpart. These numerical tests illustrate the importance of modelling
fragmentation during the simulation of draw point extraction as part of block caving mine
planning.
Then, the gravity flow of cuboid ore fragments was investigated. Two different sizes of
ore fragments were considered, small ore fragments and large ore fragments. Moreover, three
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different arrangements of small fragments and large fragments were considered. In test DPC1
and DPC1f, all the large ore fragments are located higher than the small ore fragments. In
DPC2 and DPC2f, the layers of small fragments and the layers of large fragments are mixed.
In DPC3 and DPC3f, all the small ore fragments are higher than the large ore fragments.
The fragmentation process does not occur in DPC1, DPC2 and DPC3, whereas fragmentation
does occur in DPC1f, DPC2f and DPC3f. Numerical results show that DPC1f extracts 4 m3
more ore fragments than DPC1. DPC2 and DPC3 do not extract any ore fragments, whereas
DPC2f and DPC3f extract 17 m3 and 2 m3 of ore fragments, respectively, before the hang-up
of ore fragments occurs. This means that when the size and position of the ore fragments are
same, the weaker material, which leads to fragmentation, predicts higher extraction rates than
does its non-fragmentation counterpart. Furthermore, the arrangement of ore fragments has a
significant impact on the gravity flow of ore fragments. Greater flowability is found in DPC1
and DPC1f, where the big fragments are all higher than the small fragments, compared to the
other four tests. In addition, greater flowability leads to greater surface subsidence.
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7 Conclusions and recommendations for
future research
7.1 Conclusion
The present work focussed on the simulation of fragmentation, which must simultaneously
resolve fragment dynamics and fracture propagation, while keeping track of the geometry and
energetic state of thousands of created fragments. The main contributions of this thesis are the
following:
(a) a rigorous discussion of the energy conservation property of the impulse based method;
(b) the development of a fragmentation approach that combines the finite element method
(FEM) and the impulse-based method;
(c) a low-cost fragmentation approach based on the Weibull distribution has been imple-
mented to simulation fragmentation;
(d) an analysis and discussion of the influence of secondary fragmentation on block caving.
7.1.1 Modelling particle collisions
The energy conservative property and momentum conservative property of the impulse-based
method was investigated, and a necessary condition for the impulse method to be energy con-
servative was proposed. In the context of the impulse-based method, Guendelman and Hahn
proposed two versions of algorithms to handle collisions in numerical tests. Guendelman’s
impulse-based approach, which conserves energy, was shown to be a stable and fast method
for collision resolution in a system of non-convex polyhedral objects. Only Guendelman’s ap-
proach is able to ensure momentum and energy conservation during simulations, whereas Hahn’s
approach only conserves momentum.
Previously existing impulse-based methods suffer from some drawbacks. For example, in the
simultaneous impulse-based method (SMM) and sequential impulse-based method (SQM), the
relative velocity at the contact points after collision is directly derived from the relative velocity
before the collision, and the impulse is a function of the change of relative normal velocity. Since
the change of relative velocity at the contact points is implemented directly, it leads to instability
in the simulation. A novel energy tracking method (ETM) was proposed to compute collision
responses in a multi-body system, which changes the relative velocity gradually among multiple
collisions. In the ETM, the relative velocity is adjusted gradually over a set of iterations, and
within each of these iterations their effect is considered simultaneously. By applying velocities
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gradually to the contact points, the impulses are able to influence multiple contact points at
the same time, enabling the propagation of impulse effects, and thereby improving the overall
ability of the method to capture propagation of forces during dynamic simulations.
7.1.2 Simulation of fragmentation
Two approaches to modelling fragmentation, a finite-discrete element approach, and a low cost,
velocity dependent fragmentation pattern-based approach, were presented for fragmentation
simulation. The former approach is based on advanced re-meshing techniques and FEM, in
which cracks are represented explicitly based on their geometry. The path of crack propagation
in this approach can be arbitrary, and is not necessarily forced to follow the element boundaries.
Fragmentation is controlled by fracturing, rather than driven by bond breakage. This approach
suffers from the drawback of massive computational cost. In order to meet the requirement of
the fragmentation simulation of hundreds and thousands of colliding bodies, the latter approach
used a low-cost fragmentation pattern based on the Weibull distribution to separate colliding
bodies directly. This approach makes use of patterns and size distributions computed during
full finite/discrete element simulations. It generates informed cutting boxes that create a spatial
subdivision, which reproduces the fragment size distribution, while generating a low-cost subdi-
vision of the analysed fragment. This method is fast, and ensures physical accuracy by learning
existing fragmentation patterns from experiments and numerical results. Validations of the
low-cost fragmentation method included the impact-induced fragmentation of a single spherical
rock fragment and a realistically shaped rock fragment, and the crushing of an assemblage of
spherical rock fragments.
7.1.3 Influence of secondary fragmentation in block caving
Fragmentation was taken into account within the framework of a numerical investigation of
the interlocking hang-up phenomena in the vicinity of a single draw point. Numerical results
of both spherical and cuboidal ore fragments showed that the simulations with fragmentation
predict higher extraction rates than do their non-fragmentation counterparts. Results indicate
that the spatial arrangement of poly-disperse ore fragments has a significant impact on the
gravity flow of ore fragments. Thus, simulating the flow of randomly placed spherical fragments
arranged around one or more draw points, even if considering fragmentation, may not accurately
represent the complexity of the effects of breakage and spatial arrangement on draw point flow.
The presented numerical tests contribute to showing the importance of modelling fragmentation
and gravity flow in the simulation of draw point extraction as part of block caving mine planning.
Enhancing the physical accuracy of simulations has been shown to improve the numerically
stability of the presented fragment dynamics numerical method. The consistent energy-based
modelling is critical to ensuring physical accuracy, as it affects behaviour by controlling the ve-
locity of the fragments, and influencing fragmentation. Comparing Guendelman’s and Hahn’s
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impulse-based approaches, the performance of Guendelman’s impulse-based approach, which
is able to ensure the energy conservation, is able to achieve reasonable results when it is used
to model the gravity flow of ore fragments around a single draw point test (see section 2.3.3),
however Hahn’s approach fails. In addition, by modelling the propagation of contact forces
more accurately, the results of ETM are more accurate than those of the other two previously
used impulse-based methods. Moreover, it is important to consider the limitation of computa-
tional cost, especially for simulations that involve hundreds and thousands of ore fragments in
engineering. In order to address this limitation, the thesis proposes to shift the paradigm of
fragmentation simulation moving away from FEM and linear fracture mechanics based simula-
tion towards fragmentation pattern based simulation. Using the fragmentation pattern, which
is established based on both experimental results, and on FEM and linear fracture mechan-
ics based simulations, the computational cost is reduced sharply. The proposed pattern-based
simulation provides an attractive prospect to simulate the fragmentation of large numbers of
colliding rock blocks.
7.2 Recommendations for future work
Although detailed work has been done to resolve collision responses and simulate fragmentation
process in this work, the understanding of the complicated process of collision and fragmenta-
tion is still limited. In order to enhance this understanding, the following additional work is
recommended:
7.2.1 Improve the low-cost Weibull distribution based fragmentation pattern
In order to reduce computational costs and improve numerical stability, the present work makes
use of the low-cost Weibull distribution based fragmentation pattern to fragment colliding bodies
directly, thereby avoiding the difficulties of re-meshing and regenerating the geometry during
the simulations. Even though this fragmentation pattern has been validated by a series of
numerical tests, it is still in its infancy. To meet the requirements of modelling complicated
fragmentation processes in engineering, more factors that influence the fragmentation pattern
should be taken into account.
• Shape In the present work, the experiments associated to the fragmentation of spheres
are used to establish the fragmentation pattern. However, in a real block caving system,
the ore fragments have arbitrary and complicated shapes. To simulate the fragmentation
of ore fragments with arbitrary shapes, more geometrical factors, which have significant
influence on fragmentation, should be taken into account when generating the fragmen-
tation pattern. For example, the results of experiments provide strong evidence for the
impacts of aspect ratio and angularity on fragmentation potential under compression. The
ore fragments with higher aspect ratio are expected to be susceptible to bending loads
[McDowell and Humphries, 2002]. The impact of angularity has been discussed in the
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model by [Hardin, 1985] and other existing experiments [Lee, 1992, Lee and Farhoomand,
1997, Lee and Seed, 1967]. The model of [Hardin, 1985] suggests that fragmentation
potential increase with increasing angularity. In addition, this model also suggests that
higher void ratio or porosity also increases the potential for fragmentation. The reason
for this is that, considering the fragmentation in a group of ore fragments, higher porosity
decreases the number of neighbouring contacts and increases the shearing-induced tensile
stress in fragments.
• Strength The fragmentation pattern in the present work summarises the results of ex-
perimental works carried out with uniform materials. However, the mechanical material
properties have significant influence on the induced dynamic response of ore fragments
[Wu and Chau, 2006]. The initial distribution of flaws and fracture toughness obviously
influences the propagation of cracks and affects the final fragmentation pattern.
• Impact energy and impacting angle The critical role of impact energy has been shown
in many experiments [Giacomini et al., 2009, Wu et al., 2004]. Further studies are required
to enhance the understanding of the relationship between the impacting energy and other
collision parameters, including the restitution coefficient, the friction coefficient, and the
resultant change of relative velocity. Moreover, the impacting angle plays a key role in
the fragmentation process. Giacomini et al. [2009] suggests that compared to the effect of
the impact angle, the effect of the impact energy tends to be of second order.
7.2.2 Reproduce the realistic shape of ore fragments in block caving
The present work modelled the gravity flow and secondary fragmentation in a block caving
system. However, the current simulator has some difficulties in reproducing the gravity flow in
block caving.
• Reproduce more accurate gravity flow around a single draw point Although
spherical particles [Pierce, 2010] and cubic half-bricks [McNearny and Abel, 1993] have
been used to successfully predict the character of gravity flow in the isolated movement
zone (IMZ) [Castro et al., 2007] and the isolated extraction zone (IEZ) [Castro et al.,
2007], it is still worthwhile to generate the ore fragments using realistic shapes and initial
size distribution. The realistic shape and initial size distribution can be exploited in future
work, to improve the accuracy of the simulation of interlocking, friction, and fragmentation
of broken rocks. Moreover, joints and fractures measured from on site monitoring should
be utilised to fragment the ore bed and generate initial ore fragments.
• Multiple interactive draw points The present work has investigated gravity flow in
the vicinity of a single draw point. In the process of block caving, multiple draw points are
normally exploited to extract ore fragments underground at the same time [Brown, 2003].
Neighbouring draw points have an influence on each other, and change the behaviour
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of gravity flow. Obviously, increasing the number of draw points will increase the cost
of mining. However, increasing the spacing between two neighbouring draw points, and
reducing the number of draw points, might lead to the abandonment of large volumes of
potentially caved rock. Therefore, understanding the interaction of multiple draw points
is crucial to the improvement of the design of the spacing between the draw points.
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