F inding a linear layout of a graph having minimum bandwidth is a combinatorial optimization problem that has been studied since the 1960s. Unlike other classical problems, the approach based on stating a suitable integer linear program and solving the associated linear-programming relaxation seems to be useless in this case. This makes it nontrivial to design algorithms capable of solving to optimality instances of reasonable size. In this paper, we illustrate a new simple lower bound on the optimal bandwidth and its extension within an enumerative algorithm, leading to integer linear-programming relaxations that can be solved efficiently and provide effective lower bounds if part of the layout is fixed. Keeping the integrality constraints in these relaxations is essential for this purpose. We show that the resulting method can solve to proven optimality 24 out of the 30 instances from the literature with less than 200 nodes, each in less than a minute on a personal computer. The new approach is also analyzed on randomly generated instances with up to 1,000 nodes. Moreover, we propose a method to compute the well-known density lower bound on the optimal bandwidth, which succeeds in finding this bound within minutes for most instances in the literature with up to 250 nodes.
Introduction
The bandwidth problem, calling for a linear layout of a graph in which the maximum distance between adjacent nodes is minimized, is a classical problem in combinatorial optimization that finds its main application in the solution of systems of linear equations. Specifically, finding a minimum-bandwidth layout of a graph is the same as permuting the rows and columns of a symmetric square matrix so as to minimize the distance of the nonzero elements from the main diagonal, and systems of linear equations are easier to solve if this distance is small (Chinn et al. 1982) . The problem is known to be NP-hard even for binary trees (Garey et al. 1978) , and the most recent results on its approximability are due to Unger (1998) and Feige (2000) .
One of the main characteristics of the bandwidth problem is that the methods that are successful for other important combinatorial optimization problems do not seem to be particularly useful. For instance, preliminary computational experiments indicated that some natural integer linear-programming formulations of the problem have extremely weak linearprogramming relaxations. A well-known strong lower bound on the minimum bandwidth of a graph introduced in the early 1970s (Chvátal 1970 ) is the so-called density lower bound, which was shown to be on average almost equal to the minimum bandwidth (under an appropriate distribution of the instances) (Turner 1986 ). On the other hand, it is unclear how to compute this bound as well as how to use it within an enumerative algorithm to fathom subproblems for which part of the solution is fixed (typically, the first/last nodes in the layout). It is also known that the problem can be solved in polynomial time by dynamic programming if the bandwidth is bounded by a constant (Gurari and Sudborough 1984) , but the exponent of the polynomial for both the time and the space complexity is given by the bandwidth itself, which makes the method impractical when this value is not very small.
As a consequence of the above situation, although successful ad hoc heuristics have been proposed for the problem (see e.g. Cuthill and McKee 1969; Gibbs et al. 1976a, b; Dueck and Jeffs 1995; Esposito et al. 1999; Martí et al. 2001; Del Corso and Romani 2001) , neither exact algorithms nor strong lower bounding procedures capable of tackling instances of reasonable size can be found in the literature. The only recent exception is Del Corso and Manzini (1999) , which illustrates an enumerative algorithm implicitly based on a very simple lower bound that can be computed in a very effective way. This algorithm works very well for dense graphs, essentially because for these graphs the simple bound coincides with other stronger bounds, whereas it is not effective for sparse instances like those encountered in practice. Note that the optimal bandwidth value is unknown for most instances in the Matrix Market collection (Boisvert et al. 1997) , which is the main source of instances for the problem.
Although spending a long time to minimize the bandwidth of a single system of linear equations is certainly not worth it to speed-up the solution of the system itself, finding the exact value of the bandwidth for a relevant set of test instances is a challenging optimization problem in itself, and its outcome can be used to test the effectiveness of practical heuristics. Moreover, there are cases in which many systems of linear equations with the same nonzero pattern must be solved, in which case it is worth investing time in the corresponding (unique) bandwidth instance since this will speed up the solution of all the systems.
In this work, we first analyze some lower bounds on the minimum bandwidth, discussing the complexity of their computation and some dominance relations among them. Specifically, we show that the computation of the density lower bound is NP-hard and introduce a new lower bound that can be found efficiently and is suited for use within an enumerative scheme. Interpreting this latter lower bound as the optimal value of a suitable integer linear-programming relaxation of the problem leads naturally to a stronger bound to be used within enumeration and is still efficient to compute. We stress that, in this relaxation, variables are restricted to be integer (if this condition were relaxed, the model would be useless). We further tighten this relaxation, showing that a better lower bound can be found quickly by solving a suitable bilevel integer linear program. The resulting branchand-bound method is quite successful, in that it is capable of solving to proven optimality 24 out of the 30 instances from the literature associated with graphs having up to 200 nodes, each in less than a minute, whereas only the 10 easiest instances can be solved by the method of Del Corso and Manzini (1999) . We also show how our method behaves for random instances, confirming its effectiveness when the graph is sparse. Finally, we devise a simple but effective method to compute the density lower bound, whose value is reported for all instances in the literature with up to 250 nodes except one.
Basic Definitions and Notation
Consider an undirected connected graph G = V E and let n = V and m = E . A (linear) layout of G is a total ordering of the nodes of G, defined by a bijection V → 1 n . For notational convenience, given v ∈ V , we will write v for v . Moreover, for a given layout, we will often imagine the nodes on a horizontal line, from left to right according to increasing values of , saying that u is on the left of v if u < v . The bandwidth of the layout, denoted by G , is the maximum difference between the numbers assigned to adjacent nodes, i.e.,
The bandwidth of G, denoted by G , is the minimum bandwidth of a layout of G, i.e., G = min G layout of G . Figure 1 shows a graph G with 10 nodes and an associated (optimal) layout with G = G = 4. For convenience, we will refer to the nodes of G with the numbers from zero to nine as indicated in the figure.
A partial layout for node set S ⊆ V is a function S → 1 n such that u = v for u v ∈ S, u = v. Given a partial layout , we will let G denote the minimum bandwidth of a layout obtained by extending .
Given two nodes u v ∈ V , we let d u v denote the distance between u and v, i.e., the minimum number of edges in a path from u to v. Given two (not necessarily disjoint) node sets S T ⊆ V , we let d S T = max d u v u ∈ S v ∈ T denote the maximum distance between a node in S and a node in T . We call d S S the diameter of S, and denote it by d S . Note that d S is associated with distances in the original graph G and not in its subgraph induced by S. Moreover, we will write
Finally, for a graph G, we let G denote the maximum cardinality of a clique of G, i.e.,
Old and New Lower Bounds
In this section we first present the most famous lower bound on G , known as the density lower bound, showing that it is hard to compute and illustrating a related lower bound that can be found efficiently. Then, we present a new lower bound that is suited for use within an enumerative scheme (which does not seem to be the case for the density bound and its variation) and illustrate the use of this bound once a partial layout has been fixed.
The Density Lower Bound
The density lower bound, apparently proposed first by Chvátal (1970) , is defined by
For the graph G in Figure 1 we have G = 3, achieved, e.g., for S = 0 1 2 5 7 9 .
The (very simple) proof of the following proposition is given explicitly since the same argument will be used to show the validity of other lower bounds.
Proof. In any layout of G, the shortest path P using only nodes in S and joining the leftmost node u in S ( u = min v v ∈ S ) to the rightmost node w in S ( w = max v v ∈ S ) contains no more than d S edges. This means that
Although G is a very well known lower bound, we could not find any reference in which the complexity of its computation is proved. This is somehow surprising since this lower bound tends to be close to G in practice (Cuthill and McKee 1969; Gibbs et al. 1976a, b) , as it is also partially explained by probabilistic analysis (Turner 1986) . Actually, it is easy to see the following.
Proposition 2. Computing G is NP-hard.
Proof. We give a simple reduction from the problem of finding the size H of a maximum clique of a graph H = W F , which is well known to be NP-hard (Garey and Johnson 1979) . Let G be obtained from H by adding W new nodes to W , which are all pairwise connected as well as connected to all nodes in W . Clearly, G has 2 W nodes and
whereas taking S as any set that is not a clique (with
This implies that computing G is the same as computing H , completing the proof.
The following expression for G , clearly equivalent to (1), points out the analogies and differences with the other lower bounds of this section
The worst-case ratio between G and G is not known exactly. The following proposition summarizes the current state-of-the-art, the upper bound being from Feige (2000) and the lower bound from Chung and Seymour (1989) .
Proposition 3. For every graph G, G = O log 3 n log n log log n G Moreover, there exist graphs G for which G = log n G . Blum et al. (2000) illustrate a 1/2-approximation algorithm for the computation of G . Actually, the algorithm computes another lower bound G on G whose value is in G /2 G . Since the algorithm is only sketched in Blum et al. (2000) and its performance guarantee not proved formally, we give a precise (short) description here, also considering that the new lower bound that we will propose in §2.3 is somehow related to G . This lower bound is defined by
For the graph G in Figure 1 we have G = 3 = G , achieved again for S = 0 1 2 5 7 9 and v = 1 (with d v S = 1). The next proposition shows the relationship between G and G along with a simple way to compute G , essentially due to Blum et al. (2000) .
Proof. We first derive an equivalent expression for G that leads immediately to an efficient algorithm for its computation. Consider the node v * ∈ V and node set S * ⊆ V (v * ∈ S * ) for which the maximum in (3) is attained, letting k
which means that G can be computed in O nm time by finding, for each node
Since all nodes in S * are at distance at most k * from v * , we have d S * ≤ 2k * , which means
To show G ≥ G /2, consider now a set S for which the maximum in (1) is attained and let v ∈ S . Clearly, all nodes in S are at distance at most
showing that both inequalities in the statement of Proposition 4 may be tight.
The following trivial lower bound, which is weaker than G , is the starting lower bound used in the enumerative algorithm by Del Corso and Manzini (1999):
Observe that G is simply the maximum degree of a vertex in G divided by two and rounded up; the above definition is given to point out the relation to G . For the graph G in Figure 1 , G = 3, achieved for v = 1.
Computing G
Although G is by far the most famous lower bound on G , we are not aware of any attempt to compute it exactly or even approximately with the exception of the computation of G (never tested experimentally, to the best of our knowledge). Actually, there is apparently no reasonable integer linear programming (ILP) formulation for G and therefore, as is the case for G , one has to resort to nonstandard methods.
Let S * be the set leading to the maximum in (1). As already noted before, if d S * = 1, computing G is the same as finding the size G of a largest clique of G. Here we propose an enumerative scheme for the computation of G , which is based on guessing the value d of d S * and searching for a set S with d S = d and S as large as possible. The key idea for an effective upper bound on the size of such an S is given by the following proposition, whose proof is obvious. For W ⊆ V and d ∈ 1 n − 1 , define the auxiliary graph A d W = W D whose edges represent the fact that the length d W u v of the shortest path between two nodes u v ∈ W using only nodes in W has length at most 
Maximum
This simple result inspires the recursive enumerative procedure FIND_MAX_S given in Figure 2 , which is initially called with F = V , S = , and S * = , where S is the current (partial) candidate set, F is the set of nodes still not fixed either inside S or outside S, and S * is the best set found so far. For a partial set S, we can impose outside S all the nodes v such that d v S > d. Then, the upper-bound test according to the proposition above amounts to checking whether the largest clique in A d S ∪ F is larger than S * (if this is not the case we can backtrack). Note that such a clique will contain all the nodes in S. In practice, finding the size of a largest clique in a graph of relatively small size is quite fast by using combinatorial enumerative algorithms (Johnson and Trick 1996) . Actually, the computational bottleneck of the algorithm above turns out to be the recomputation of the distances d S∪F u v each time some nodes are imposed outside S ∪ F , by procedure UPDATE_DISTANCES. The distances are then used to remove nodes from F when another node is imposed in S.
A New Lower Bound
We now present a new lower bound on G , which can be found in O nm time. The major advantage of this bound over G is that it is a natural bound to use within an enumerative scheme to find G , as explained in the next section. The bound is For the graph G in Figure 1 we have G = 4, achieved, e.g., for v = 4 and S = V \ 7 9 (with d v S = 2).
Proof. By the same observation as in the proof of Proposition 4, we have
i.e., the determination of G also requires the deter-
To show G ≥ G , let u be the leftmost node in an optimal layout of G ( u = 1) and consider the set S * such that u ∈ S * and S * −1 /d u S * is maximum. Letting w be the rightmost node in S * in layout , the same argument as in the proof of Proposition 1 shows that the bandwidth of is at least
Moreover, if G is obtained by joining a complete graph K p on p nodes with a path u 0 u 1 · · · u p , identifying u p with one of the nodes in K p , we have n = 2p, G = G = p − 1, G = p/2 , and G = 2p − 1 / p + 1 ≤ 2 (the node for which the minimum in (6) is attained is u 0 ). In other words, we may have G = n G , which is a big difference in terms of a worst-case performance guarantee of G with respect to G (see Proposition 3). Finally, note that the graph G in Figure 1 shows that G > G is possible.
Although the worst-case performance of G can be much worse than that of G (and G ), G is of comparable quality in practice and is a natural lower bound to use within enumerative schemes to compute G , in which layouts are constructed from left to right. Of course, if u is the leftmost node in the layout, the associated bandwidth cannot be less than max S⊆V u∈S S − 1 /d u S . A careful elaboration of this basic idea leads to much stronger lower bounds if more than one node is fixed in the layout, as discussed in §3.
Another lower bound on G , which is obvious and implicitly used in the enumerative scheme for the problem proposed in Del Corso and Manzini (1999) , is obtained by considering in (7) only k = 1, namely the bound is
Clearly, G is simply the minimum degree of a vertex of G-the above expression is given to point out the relation to G . For the graph G in Figure 1 we have G = 2, achieved e.g., for v = 9 (with N 1 v = 1 3 9 ).
The following is, of course, a corollary of Proposition 6, which is stated formally for future reference.
Lower Bounds for Partial Layouts
The practical use of lower bounds G and G within an enumerative scheme is the following. Suppose enumeration has already fixed the, say, k leftmost nodes in the layout
be the set of free nodes, and recall that G denotes the minimum bandwidth of a layout obtained by extending the partial layout . Of course,
This trivial lower bound, which is of course embedded into our implementation, will not be mentioned explicitly for the rest of the paper, with few exceptions.
The following are the simple extensions of Proposition 6 and Corollary 1 taking into account the partial
For r i = h = 1, since u i is fixed in position i and has nodes u i+1 u k fixed on the right, the rightmost node in the layout belonging to
The proof for higher values of r i and h is similar, using considerations analogous to those in the proof of Proposition 6.
Consider the partial layout with k = 2, u 1 = 0, and u 2 = 2 for the graph G of Figure 1 . The highest value in the right-hand side of (10) is four, achieved e.g., for i = 2 and h = 1, for which N 1 v 2 ∩ F = 1 3 6 7 . This is also the maximum for the lower bound of the following corollary, which extends Corollary 1.
In the next section, we will show how to find lower bounds that are closely related to (and inspired by) the above, but significantly stronger. To define these bounds and show that they are stronger we will have to consider suitable relaxations of the problem.
Finding Optimal Layouts
The enumerative schemes that we will consider do not use the lower bounds of the previous section as they are, but only the (simple) ideas behind their definition. Namely, we will formulate the computation of G as an ILP and then solve suitable relaxations of this ILP, always keeping the integrality constraints in the relaxations (that otherwise would be useless).
Whenever needed, we will assume that the dis- 
ILP Formulations and Relaxations
The following is an easy ILP formulation for the determination of G :
where denotes the set of all permutations of 1 n , each one corresponding to a layout of G, and is mathematically described by
Note that the continuous relaxation of formulation (12) (with (13) instead of ∈ and the integrality constraints removed) is completely useless since its optimal solution value is zero, achieved by setting u = n + 1 /2 for all u ∈ V . The fact that the feasible region of the continuous relaxation of (13) has only integer vertices does not help since the objective function in (12) is not a linear function of .
Another ILP formulation (whose continuous relaxation is again useless) is given by
Note that the additional constraints in (14) with respect to (12) are all linearly implied by those in (12).
On the other hand, when some of the constraints are relaxed, (14) is significantly stronger than (12), as discussed below. We first show how the above ILP formulations can be used to derive the same lower bounds as in the previous section within an enumerative scheme. Then, we derive stronger bounds based on stronger ILP relaxations.
As in the previous section, suppose enumeration has already fixed u i = i for i = 1 k and let L = u 1 u k and F = V \L. Lower bounds (11) and (10) coincide with the optimal solution value of suitable relaxations of the above, which take into account the fixing constraints. In particular, for i = 1 k, consider the following relaxation of the formulation defined by (12) plus the fixing constraints
Proposition 8. The maximum value of (15) for i = 1 k is equal to the right-hand side of (11).
Proof. For i = 1 k, the optimal solution of (15) 
Consider now the following relaxation of (14) plus the fixing constraints, again for some i = 1 k:
The maximum value of (16) for i = 1 k is equal to the right-hand side of (10).
Proof. This is analogous to the proof of Proposition 8. In particular, the optimal solution of (16) is obtained by laying out, starting from position k, first the nodes in N 1 u i ∩ F , then the nodes in N 2 u i \N 1 u i ∩ F , and so on, the corresponding value being
Stronger Relaxations
Stronger relaxations than (15) and (16) 
First we show how to solve the following relaxation of (12) plus the fixing constraints, which is stronger than (15):
This is exactly the relaxation (implicitly) considered in Del Corso and Manzini (1999), which is easily solved by assigning to positions k + 1 n first the nodes in F adjacent to u 1 (if any), then the nodes adjacent to u 2 (if any), and so on. This is stated formally in the following proposition.
Proposition 10. ILP relaxation (17) can be solved in
and that for each u ∈ N 1 v we can check if u ∈ L and possibly update the minimum in constant time by using flag p u . Then, we sort the nodes in F according to increasing values of d v (breaking ties arbitrarily) and assign the nodes to positions k + 1 n according to this order. This can be done in O n time by bucket sort noting that the number of different d v values is O n . It is easy to check that the corresponding solution is optimal for (17).
Consider again the partial layout with k = 2, u 1 = 0, and u 2 = 2 for the graph G of Figure 1 . In an optimal solution of (17), nodes 1 7 5 3 6 are laid out in this order in positions 3 4 5 6, and 7 (and the remaining nodes in the other positions), and the corresponding value of is five (instead of four, which is the optimal value of (15) and (16)).
Actually, the repeated solution of (17) within an enumerative scheme, each time with an additional node in L, requires on average m/n time per subproblem (details are omitted here), which makes the method proposed in Del Corso and Manzini (1999) extremely fast in exploring subproblems.
A completely analogous approach can be used to compute a lower bound that is much tighter in practice for sparse graphs with computational effort that is not much higher. This is the main advantage of our approach with respect to the one in Del Corso and Manzini (1999). The relaxation, which is stronger than (16), is
denote the shortest distance between a node in L and v. Moreover, let
denote the set of neighbors of v whose shortest distance from a node in L is one unit smaller than that
Proof. We show how to check in O m time the feasibility of the problem obtained from (18) by fixing to a value in 1 n . Then, performing binary search on yields the overall complexity.
A solution of (18) has value at most if and only if each node v ∈ F having distance h from a node u i ∈ L is assigned to a position v ≤ h + i. Specifically, we must have v ≤ v , where
We can think of v as the last feasible position for node v in a solution of (18) of value at most . Note that 
Consider the partial layout with k = 2, u 1 = 9, and u 2 = 8 for the graph G of Figure 1 . It is easy to check that the corresponding optimal value of (16) and (17) is = 4. The constraints in (18) yield the values for v given in Table 1 , and it is easy to see that the relaxation is infeasible (a trivial necessary condition for feasibility is v ≥ n = 10 for at least one node v ∈ F ). In fact, the optimal value of (18) is = 5.
We now present a generalization of the above relaxation that can be used when, in addition to the k leftmost nodes in the layout, the q rightmost nodes in the layout v 1 v 2 · · · v q have also been fixed, with u i = i Table 1 Values of for the Graph in Figure 1 with k = 2, u 1 = 9, u 2 = 8 v 0 1 2 3 4 5 6 7 v 9 5 9 5 6 9 6 9
for i = 1 k (as before), and
Proposition 12. ILP relaxation (23) can be solved in O m log n + n log 2 n time.
Proof. As in the proof of Proposition 11, we perform binary search on the value of . For v ∈ F , let v be defined by (21) and
(f v can be thought of as the first feasible position for node v in a solution of (23) of value at most .) A solution of (23) has value at most if and only if, for each node v ∈ F , we have f v ≤ v ≤ v . Accordingly, we can compute v and f v for v ∈ F in O m time from the node distances as in the proof of Proposition 11, and then, for i = k + 1 n − q, assign to the current position i the node with smallest v such that f v ≤ i. The corresponding procedure, called FEASIBLE_POSITIONS and illustrated in Figure 3 , can be implemented to run in time O n log n by using a heap to store the set v ∈ F f v ≤ i dynamically in order of v since every node is inserted and removed at most once from the heap. Initially, only the nodes with f v ≤ k + 1 are inserted into the heap, and, each time i is increased, the nodes with f v = i are added to the heap.
Combined with the O log n steps for the binary search of the correct value of , the above discussion shows an overall complexity of O m log n + n log 2 n . As an illustration of procedure FEASIBLE_ POSITIONS, consider the partial layout with k = q = 1, u 1 = 0, and v 1 = 8 for the graph G of Figure 1 . Table 2 gives the corresponding values of v , f v , and the resulting layout for = 4 (for which relaxation (23) is of course feasible-see Figure 1 ).
In the parametric solution of (18) and (23) and f v can be done in O n time (see §3.4), whereas the complexity of the remaining operations is essentially unchanged. This yields parametric complexities of O n log n and O n log 2 n , respectively. When the value of G is close to n (which is often the case for relatively dense graphs) the lower bound provided by (18) tends to be the same as the one associated with (17), which makes this latter relaxation much more effective (being faster to solve). Specifically, note that for ≥ n/2 we have v = n for all v ∈ F such that L ∩ N 1 v = , which means that a solution of value exists for (18) if and only if it exists for (17). Of course, the same applies considering (23) and its "bidirectional" counterpart obtained from (17).
Further Strengthening
In this section, we discuss a further strengthening of the relaxations in the previous section. Recall the vectors and f in the proof of Proposition 12, representing, respectively, the first and last feasible positions of each node v ∈ F in a layout of bandwidth at most (if any). The strengthening in this section amounts to computing tighter values for v and f v ; afterward, the solution of the relaxations proceeds as in the previous section.
Assume first that only the leftmost part of the layout has been fixed, again letting L = u 1 u k ,
n , let p denote the set of all p-tuples of distinct integer values in 1 n (noting that n ≡ ). Table 2 Values of f and for the Graph in Figure 1 with k = q = 1, 
Here, the value of v is determined by the inner ILP (one for each v ∈ F ), generally referred to as the inner-level ILP, in which a layout v of the nodes in N L 1 v ∪ v compatible with and such that v v is as large as possible is found. The outer ILP is called the outer-level ILP. Note that and appear both in the inner and outer-level ILP. The optimal solution of (25) yields a lower bound on the bandwidth of any layout with u h = h for h = 1 k, since, given such a layout , setting = , = , and
each inner-level ILP yields a feasible solution of (25).
Consider again the partial layout with k = 2, u 1 = 9, and u 2 = 8 for the graph G of Figure 1 , already considered in the previous section and for which the values of v for (18) associated with = 4 are given in Table 1 . Consider node 2. We have N L 1 2 = 1 3 6 . In the corresponding optimal solution of the innerlevel ILP for = 4, we have (18), the example shows the improvement in the v values (and suggests that, in practice, the optimal solution value of (25) may often be strictly larger than that of (18)).
Before discussing how to solve (25), we show that it is stronger than (18).
Proposition 13. The optimal value of ILP relaxation (25) is at least as large as that of ILP relaxation (18).
Proof. Letting , , , and be a feasible solution of (25), we show that , is feasible for (18). This amounts to proving
Actually, we will show
which implies (26) together with v ≤ v for v ∈ F .
We prove first (27) We next address the solution of (25).
Proposition 14. ILP relaxation (25) can be solved in O m log n time.
Proof. We show how to check feasibility for a given value of . Computation of s v as defined in (19) for each node v ∈ F takes O m time (and can be done once for all before searching for the correct value). Then, the inner-level ILPs in (25) (18), illustrated in the proof of Proposition 11.
We note that a stronger version of (25) could be defined by imposing in the inner-level ILP the constraint
This relaxation could be solved iteratively in a time that is provably polynomial but considerably higher than the one needed for (25). Since the lower bound provided in practice by this variant was exactly the same as the one given by (25) for all instances we tried (for all subproblems in the enumeration), we decided to stick to (25) in our implementation.
Another strengthening of (25) is given by defining the following inner-level ILP:
where N L v = u ∈ V s u < s w is the set of nodes that are closer to L than v is. Each inner-level ILP here can be solved by assigning the values v w to each w ∈ N L v , as for the solution of (25), with the difference that this assignment is now completely analogous to the one in Figure 3 . Namely, the first position available is * = max w∈N L v w , and we set for which d w 2 v is smallest, and so on. Accordingly, the time for the solution of each inner-level ILP is now O n log n (noting that N L v may be n ), and therefore the overall solution time for the relaxation is O n 2 log 2 n . In our computational experiments, this new relaxation yielded better lower bounds than did the original (25) in some cases, but the corresponding smaller number of subproblems in the enumeration did not compensate the higher running time required for its solution. This confirmed our choice of (25).
In (25), the role of the inner-level ILPs is to provide stronger (lower) values of v than in (18). In a completely analogous way, one can define (independent) inner-level ILPs that provide stronger (higher) values of f v . The resulting ILP relaxation, which is to (23) what (25) is to (18), reads
where
Proposition 15. ILP relaxation (29) can be solved in
O m log n + n log 2 n time.
Proof. For a fixed , the solution of the inner-level ILPs can be carried out as for (25), in O m time, whereas, once the and f vectors have been computed, feasibility can be checked as for (23).
Apparently, the parametric solution of (25) and (29), when the partial layout is extended, has the same worst-case complexity as does the solution from scratch (see Propositions 14 and 15).
Enumerative Schemes
The enumerative scheme used in Del Corso and Manzini (1999) fixes the value of and looks for a layout of bandwidth , if any exists. The layout is constructed from left to right and the backtracking condition is that the optimal value of relaxation (17) is larger than .
Here, we present two enumerative schemes, one based on relaxations (18) and (25) and the other on (23) and (29). Since the parametric solution of (18) and (23) within an enumerative scheme is considerably faster than (25) and (29), we first solve the weaker relaxation and resort to the stronger one only if the subproblem is not fathomed.
Instead of performing binary search on every time the relaxation is solved, we decided to fix externally the value of and then check internally whether the optimal solution value of the relaxations is larger than (in which case we backtrack) or not. This allows us to derive strong lower bounds on G within shorter time, as discussed in the next section. Since the scheme associated with relaxations (23) and (29), called LAYOUT_BOTH_WAYS, is essentially a generalization of the one based on (18) and (25), called LAYOUT_LEFT_TO_RIGHT, we illustrate the former and then show how the latter can be obtained as a special case.
In the enumeration, we keep track of the labels f v , v for each node v not laid out so far. Letting k + 1 and n − q denote the leftmost and rightmost positions not assigned to any node in the layout, we decide whether to extend the layout occupying position k + 1 or n − q depending on the number of nodes that may be assigned to one of these two positions. The corresponding implementation into recursive procedure LAYOUT_BOTH_WAYS is given in Figure 4 . The global variables are initialized as
Procedures SAVE and RESTORE simply save and restore the vectors and f before and after fixing the next node in the layout. Procedure UPDATE determines in O n time the new vectors and f associated with ILP relaxation (23) after the fixing, and is given in Figure 5 . If these values are enough to prove infeasibility, i.e., FEASIBLE_POSITIONS returns FALSE, we backtrack. Otherwise, as described in the previous section, we compute tighter vectors and f by solving the inner-level ILP problems in (29), by procedure TIGHTER_POSITIONS (whose pseudo code is not reported), and then apply FEASIBLE_POSITIONS with these tighter values. If the outcome is TRUE again, we branch by calling LAYOUT_BOTH_WAYS recursively. Overall, for each subproblem generated in the enumerative process (each recursive call to LAYOUT_ BOTH_WAYS), the execution time is O n 2 log n + nm since we may call n times FEASIBLE_ POSITIONS (that has complexity O n log n ) and TIGHTER_POSITIONS (that has complexity O m ).
Procedure LAYOUT_LEFT_TO_RIGHT is obtained from LAYOUT_BOTH_WAYS by always expanding the layout on the left (R = throughout the enumeration). The worst-case execution time for each subproblem is O nm .
nodes that may occupy the first available position; B = v ∈ F v = n − q ; comment: nodes that may occupy the last available position; if A B then comment: expand layout on the left;
; end for each; else comment: expand layout on the right; 
Computational Results
Our algorithms were implemented in ANSI C and tested on a PC with an AMD 1333 MHz processor running Windows 98. Our code as well as the test bed instances illustrated in the following are publicly available in the Online Supplement to this paper on the journal's website.
procedure UPDATE(v,DIR);
Figure 5 Procedure to Update and f After Fixing a Node in the Layout
Since our enumeration schemes check the existence of a layout of bandwidth , we have to decide on the sequence of input values of . This choice has to be performed with some care since the difficulty of the search may strongly depend on , as one would expect. Somewhat surprisingly, this difficulty does not increase monotonically as the distance between the tentative and the correct value G decreases. To be more precise, given two values 1 and 2 with G ≤ 1 < 2 enumeration often takes much longer with input value 2 than with 1 . This may simply be bad luck (in both cases enumeration stops as soon as a feasible layout equal to the input is found), but may also be explained by the fact that the search space with value 1 is much smaller, and enumeration is quickly driven to a solution. On the other hand, for 1 < 2 < G , enumeration with input value 1 always takes less time since there is no solution and all the search space must be examined. This implies that classical binary search on the value of G is widely outperformed by a method that starts from equal to a lower bound on G and increases by one as long as no feasible layout of value exists.
According to the discussion above, our procedure works as follows. We let = max G G and = be initial lower and upper bounds on G , where denotes the bandwidth of the layout in which nodes appear in the same order as they appear on input. We impose a global time limit T on the overall procedure, as well as a (smaller) time limit t for the enumeration for each specific value of . Starting with = and increasing by one at each iteration, we apply enumeration for each value ∈ − 1 . If the enumeration ends before the time limit t, we update in case of success, and update in case of failure (i.e., if no layout of bandwidth exists). If, after trying all values of , we have < (i.e., the time limit t was exceeded in some enumeration) and the global time limit T has not been reached, we repeat enumeration for all ∈ − 1 , each time with a new time limit equal to the maximum between 2t and the remaining time divided by − . This method typically gives good solutions also for the instances that we cannot solve to optimality since we also try higher values of when we cannot terminate enumeration for a specific value. In our experiments, T was set to one hour, t to one minute, and the time limit is checked every 10,000 subproblems.
A heuristic that comes for free in our enumeration schemes, but tends to give good results only if the input is close to G , is the following. The solution of relaxations (18), (23), (25), and (29) provides a heuristic layout of G computing the value of the layout and possibly updating the best layout so far takes O m time (with a very small multiplicative constant), without increasing significantly the running time of the enumeration.
We report results for real-world instances from the library Matrix Market (Boisvert et al. 1997 ). In particular, we considered the 39 instances in the library with n ≤ 250. Table 3 provides the characteristics of these instances, which are reported in the same order as they appear in the library, distinguishing between matrices for which only the zero-nonzero pattern is given (instances bcspwr01 through dwt__87) and those for which the actual values of the entries are available (instances bcsstk01 through tub100). The table gives for each instance the values of n, m, and the associated density dens = 2m/ n n−1 ; the values of the lower bounds G , G , G , G (all computable in a very short time) and G , along with the corresponding computing time time and the number subpr of subproblems explored (i.e., max-clique problems solved) in the enumeration using the method in §2.2; the value of the bandwidth for the "input" layout (see above); and the value of G , giving the range of possible values if this value is unknown. Note that instances bcsstk02 and tub100 are trivial and are reported just for the sake of completeness. The table shows that the time to compute G is typically very small, with few exceptions (for instance can_187 we could not prove within five hours the optimality of value 8 since within that time, we could only complete enumeration for d ≤ 12). On the other hand, the quality of lower bounds G , G , and G is on average comparable, and typically much better than G and G . More precisely, G is in most cases close to G , with the irrelevant exception of bcsstk02 (complete graph). In a few cases, either G is notably better than G or vice-versa (the former situation being more frequent). Overall, max G G appears to be a good lower bound on G . Table 4 reports the results of LAYOUT_LEFT_TO_ RIGHT with and without using ILP relaxation (25) (i.e., with and without calling TIGHTER_POSITIONS in the fathoming test), and LAYOUT_BOTH_WAYS (using ILP relaxation (29)). We report the values of the best lower bound and upper bound on G (that coincide when the instance was solved to optimality) along with the overall number subpr of subproblems explored in the enumeration and the corresponding running time time and the time h-time needed to find the best layout. Comparison of the first two columns shows the clear advantage of using also a more complex relaxation in the bounding step, which leads in many cases to a significant reduction in the running time, allowing us to solve four more instances to proven optimality and leading to consistently smaller gaps for the instances that can be solved. The same conclusions can be drawn by comparing LAYOUT_BOTH_WAYS with and without using ILP relaxation (29), so we do not report detailed results for the latter. Comparison of the second and third column shows that the performance of our two enumerative schemes varies significantly depending on the instance. Since we do not know how to distinguish a priori whether one enumerative scheme will be better than the other for a given instance, a hybrid method obtained by combining the two, called HYBRID, turns out to be a good compromise. Method HYBRID is simply obtained by running first LAYOUT_BOTH_WAYS for ∈ − 1 with time limit t for each run, then LAYOUT_LEFT_ TO_RIGHT for ∈ − 1 , again with time limit t. Then LAYOUT_BOTH_WAYS is run again for ∈ − 1 with time limit equal to the maximum between 2t and the remaining time divided by − (of course, the values and typically change during the execution). Table 5 compares the method of Del Corso and Manzini (1999), implicitly based on ILP relaxation (17) and denoted by DCM, for which a very efficient C-language implementation was kindly sent to us by the authors, and HYBRID, showing that our method is much better on these (sparse) instances in that it can solve overall 25 out of the 39 instances, whereas DCM terminates for only 10 instances. For the instances that we cannot solve to optimality, our final lower bound is notably better than the one provided by DCM. Note that we can solve to proven optimality 24 out of 30 instances with n ≤ 200. The largest instance solved is dwt_245, with n = 245, whose initial and optimal layout are displayed in Figure 6 .
We also compared the algorithms on instances generated according to the random model in Turner Table 4 Comparison of Enumeration Schemes LAYOUT_LEFT_TO_RIGHT LAYOUT_LEFT_TO_RIGHT LAYOUT_BOTH_WAYS without (25) with (25) with ( (1986) and considered in the computational results of Del Corso and Manzini (1999) . These instances are generated as follows. Given integers n and < n and a probability p, we generate a random graph G with n nodes 1 n in which no edge u v for u − v > is present, and each edge u v with u − v ≤ is present with probability p (which is independent of the presence of other edges). Of course G ≤ , and equality holds with a probability increasing with p. In any case, the actual value of G tends to be close to even for relatively small values of p. To "hide" the layout of bandwidth , the nodes are randomly permuted before giving them in input. This makes it nontrivial even to find such a layout. Considering the discussion at the end of §3.2, the results of our methods for the cases in which > n/2 (and therefore G is not significantly smaller than n/2) are not particularly meaningful since relaxations that are much simpler than those we use (e.g., the relaxation that is implicitly used by DCM) yield the same lower bounds and are orders of magnitude faster to solve than ours. Therefore, we mainly concentrate on the sparse cases in which ≤ n/2. Table 5 Comparison of the Method of Del Corso and Manzini (1999) and HYBRID Table 6 Results on Randomly Generated Instances for p = 0 3 (10 Trials for Each Line) p = 0 5 are easier, the optimal value often being . In a few cases, our method returns = = G but cannot find an optimal layout. This shows on the one hand the effectiveness of our method in finding lower bounds, and on the other the difficulty (at least for our method, but probably intrinsic) in finding an optimal layout (as opposed to proving optimality). The gap between and is always small (also the lower bound provided by DCM is of good quality), whereas the computing time for the instances solved greatly differs from instance to instance. In any case, we can solve to proven optimality the majority of the instances for p = 0 5 but only a few of the instances for p = 0 3 and n, large.
Finally, Tables 8 and 9 report the same information  as Tables 6 and 7 for instances with large n and . The time limit was set to T = 500 seconds in this case, with t = 10 seconds and time limit checked every 1,000 subproblems. These tables show that we can solve to proven optimality some of the instances with n = 1,000, the average gap being around 1% for the unsolved cases.
Conclusions
Solving to proven optimality the bandwidth problem is certainly a challenging task, on which classical exact methods in combinatorial optimization seem to fail miserably. In this paper, we have presented an approach based on simple ILP relaxations of the problem, in which the integrality constraints are essential to achieve useful lower bounds. The method is suited for cases in which the bandwidth value is smaller than half the number of nodes since otherwise simpler lower-bounding methods should be used. It is successful on most instances from the literature associated with graphs with up to 200 nodes. On the other hand, there are instances with fewer than 150 nodes for which the gap between the best known upper and lower bound is almost 20%. This gives wide space for improvement, possibly by using other nonstandard methods. We hope that the present paper will stimulate further research in this direction.
