We give a capacity formula for the classical communication over a noisy quantum channel, when local operations and global permutations allowed in the encoding and bipartite states preshared between the sender and the receiver. The two endpoints of this formula are the Holevo capacity (without entanglement assistance) and the entanglementassisted capacity (with unlimited entanglement assistance). What's more, we show that the capacity satisfies the strong converse property and thus the formula serves as a sharp dividing line between achievable and unachievable rates of communication. We prove that the difference between the assisted capacity and the Holevo capacity is upper bounded by the discord of formation of the preshared state. As examples, we derive analytically the classical capacity of various quantum channels of interests. Our result witnesses the power of random permutation in classical communication, whenever entanglement assistance is available.
I. INTRODUCTION
A FUNDAMENTAL task in information theory is to characterize the capability of transmitting classical message over a channel in the asymptotic limit. The Shannon's noisy channel coding theorem [1] - [3] stated that the capacity of a classical channel is representable as a single-letter quantity, capturing the amount of message that can be transmitted. Quantum channels, however, do not have a single quantity characterizing their capacity for classical information transmission. The Holevo-Schumacher-Westmoreland (HSW) theorem [4] , [5] established that the classical capacity of a quantum channel is given by the regularized Holevo information of the channel.
When entanglement comes to play, the classical communication over quantum channels becomes much more profound. Unlike shared randomness cannot increase a classical channel's capacity [1] , shared entanglement will generally increase the classical communication rate of a quantum channel. For example, the superdense coding [6] reveals that two classical bits can be sent through a single use of a noiseless qubit channel, when assisted by a Bell state. The Bennett-Shor-Smolin-Thapliyal (BSST) theorem [7] , [8] established a single-letter formula quantifying the capacity of a quantum channel for classical communication, under the assumption that unlimited entanglement assistance is available.
On the other hand, less is known on the limited entanglement-assisted classical communication regime: if the preshared entanglement between the sender and the receiver is limited, or even noisy, how can we make use of this entanglement assistance and how much classical information can be transmitted? Shor [9] gave a trade-off curve showing the classical capacity of a quantum channel as a function of the amount of available entanglement preshared. The entanglement is measured in ebits. Furthermore, Zhu et al. [10] constructed a channel for which the classical capacity is additive, but that with limited entanglement assistance can be superadditive. Zhuang et al. [11] gave an additive capacity formula for the classical communication, with separable encoding by the sender and limited resources supplied by the receiver's preshared ancilla. Bäuml et al. [12] showed that for any entangled state, one can always construct a quantum memory channel whose the feedback-assisted classical capacity can be increased by using the state as assistance.
In this work we push forward the study of limited entanglement-assisted classical communication by deriving a capacity formula for entangled state assisted classical communication over a noisy quantum channel, when the encoding operations are restricted to local operations and global permutations and multiple copies of an entangled state are preshared among the sender and the receiver in product form. The two endpoints of this formula are the Holevo capacity -corresponding to the case without entanglement assistance -and the entanglement-assisted capacity -corresponding to the case with unlimited entanglement assistance. Our result reveals that whenever entanglement assistance is available, global permutation can enhance classical communication compared to the case when only local encoding is allowed. What's more, we show that the capacity satisfies the strong converse property and thus the formula serves as a sharp dividing line between achievable and unachievable rates of communication. We also quantitatively investigate the gap between the assisted capacity and the Holevo capacity, aiming to explore the preshared state's ability in enhancing classical communication. We prove that this gap is upper bounded by the discord of formation of the preshared state.
Notation The identity matrix is denoted as 1 and the maximally mixed state is denoted as π. Multipartite quantum systems are described by tensor product spaces. We use capital letters to denote the different systems and subscripts to indicate on what subspace an operator acts. For example, if L AB is an operator on H AB = H A ⊗ H B , then L A = Tr B L AB is defined as its marginal on system A. Systems with the same letter are assumed to be isomorphic: A ∼ = A. We call a state a classical-quantum state if it is of the form ρ XA = x p X (x)|x x| X ⊗ ρ x A , where p X a probability distribution, {|x } an orthonormal basis of H X , and ρ x A ∈ D(H A ). A linear map N : L (H A ) → L (H B ) maps operators in system A to operators in system B. N A→B is positive if N A→B (ρ A ) ∈ P(H B ) whenever ρ A ∈ P(H A ). Let id A denote the identity map acting on system A. N A→B is completely positive if the map id R ⊗N A→B is positive for every reference system R. N A→B is trace-preserving if Tr[N A→B (ρ A )] = Tr ρ A for all operator ρ A ∈ L (H A ). If N A→B is completely positive and trace-preserving, we say that it is a quantum channel or quantum operation. A positive operator-valued measure (POVM) is a set {Λ m } of operators satisfying ∀m, Λ m ≥ 0 and m Λ m = 1.
Outline: The remainder of the paper is structured as follows. In Section II, we introduce several different information of a quantum channel quantifying its ability in establishing correlation assisted by the preshared entanglement. Properties and relations among these quantities are investigated and a discord-type upper bound is derived. In Section III, we formally define the set of available encoding operations and the classical communication task. Section IV is devoted to prove our main result -a capacity formula for the classical capacity defined in the last section. In Section V we consider various quantum channels of interests and show that their classical capacities have analytically expression. We conclude in Section VI with some open problems.
II. INFORMATION OF A QUANTUM CHANNEL
Let ρ ∈ D ≤ (H) and σ ∈ P(H) such that the support of ρ is contained in the support of σ. The quantum relative entropy is defined as. The quantum relative entropy is defined as
where logarithms are in base 2 throughout this paper. The quantum entropy of ρ is defined as
The quantum mutual information and conditional entropy of ρ AB are defined, respectively, as
The quantum mutual information of ρ AB is defined as
while the conditional entropy of ρ AB is defined as
Let N A→B be a quantum channel. The Holevo information of N is defined as
where the maximization is taken over all classical-quantum states of the form
p X is a priori probability distribution over alphabet X and {ρ x A } is a set of quantum states. The mutual information of N is defined as
where the maximization is taken over all quantum states in system A and I(N |ρ) is the mutual information of N w.r.t. (with respect to) the input state ρ A :
The Holevo information and the mutual information represent two extremes of a quantum channel's ability to preserve correlations: the former characterizes the ability to preserve the correlation without entanglement assistance, while the latter characterizes the ability to preserve the correlation with unlimited entanglement assistance. Motivated by this observation, we are interested in the ability of a quantum channel to preserve correlation assisted by limited entanglement. We define two information measures aiming to quantify this ability.
Definition 1 (Limited entanglement-assisted Holevo and mutual information of quantum channel) Let ρ EAEB be a preshared bipartite state among Alice and Bob and let N A→B be a quantum channel from Alice to Bob. The ρ EAEB -assisted Holevo information of N is defined as
while the ρ EAEB -assisted mutual information of N is defined as
where both maximizations are taken over classical-quantum states of the form
p X a priori probability distribution over alphabet X and {E x EA→A } a set of encoding channels.
Remark 2 Note that χ ρ (N ) was previously defined and studied in [13] . However, I ρ (N ) is a new quantity to the best of our knowledge. This new definition is similar in the form to χ ρ (N ) but using different partition with respect to which the mutual information is evaluated.
We can use the quantum relative entropy "distance" between density operators to give the above defined four information theoretic quantities a geometric and unified view. As we will see, these min-max formulas turn out to be extremely helpful. The proof is given in Appendix A.
Proposition 3 It holds that
where ϕ AA is a purification of ρ A and E EA→A ranges over all quantum channels from E A to A.
The only difference between χ ρ (N ) and I ρ (N ) lies in with which two parties we measure the correlation -for the former we measure the correlation w.r.t. system cut X:BE B , while for the latter we measure the correlation w.r.t. system cut XE B :B. Interestingly enough, the new cut induces a larger correlation measure. To show this, we need the following lemma, which is proved in Appendix B.
By taking the maximum w.r.t. ω XBEB , Lemma 4 yields the following relation. The BSST theorem [7] , [8] emphasized that I(N ) characterizes the channel N 's ultimate ability to establish correlation, when unlimited entanglement is available. We want to know if it is possible for I ρ (N ) to reach I(N ) when ρ is sufficiently entangled. We obtain the following relation between I ρ (N ) and I(N ). Especially, we give a necessary and sufficient condition under which these two quantities are equal. The proof is deferred to Appendix C. Assume that ϕ A A is a state achieving I(N ) w.r.t. (14) . 
Upper bounds
It is known that separable states are useless for classical communication [12] , [14] while maximally entangled states double the classical capacity of a noiseless channel using superdense coding [6] . These two extreme cases imply that some states can improve a channel's classical communication ability while others cannot. This motivates the question of to what extend a given bipartite quantum state ρ EAEB can enhance a channel's classical communication capability, that is, how large the gap between I ρ (N ) and χ(N ) can be for an arbitrary N ?
It turns out that such an enhancement (if possible) is upper bounded by the discord of formation of ρ EAEB , a quantity obtained from the relative entropy of quantum discord [15] , [16] using the convex-roof construction [17] . This technique was previously applied to define the entanglement of formation [18] , [19] form the relative entropy of entanglement [20] .
Definition 8 ([15])
Let ρ AB be a bipartite quantum state. The relative entropy of discord of ρ AB is defined as
where the minimization is taken over all orthonormal bases {|φ y φ y |} of system B, p y := Tr φ y | ρ AB |φ y , and ρ A y := φ y | ρ AB |φ y /p y .
Note that when ϕ AB is pure, D R (ϕ AB ) evaluates to the entropy of the reduced state ϕ A , i.e., D R (ϕ AB ) = H(A) ϕ . Now we are ready to define a new discord measure -the discord of formation.
Definition 9 (Discord of formation) Let ρ AB be a bipartite quantum state. The discord of formation of ρ AB is defined as
where the minimization is taken over all possible probability distributions p X and choices of ρ x AB such that ρ AB = x p X (x)ρ x AB . If the minimization is restricted to pure state decompositions ρ AB = x p X (x)ϕ x AB in (18), we recover the definition of the entanglement of formation E F [18] . As so, for arbitrary quantum states ρ AB ,
In Appendix E we show the following.
Proposition 10 Let ρ EAEB be a preshared bipartite state among Alice and Bob and let N A→B be a quantum channel from Alice to Bob. It holds that
Using the fact that the entanglement of formation is faithful [18] , we easily recover the fact that separable states are useless for classical communication from Proposition 10. We remark that the validity of the converse statement -that every entangled state is helpful for classical communication -is still open [12] .
Corollary 11 Let N A→B be a quantum channel. It holds that
where SEP(E A :E B ) is the set of separable states of the composite system E A E B .
III. CLASSICAL COMMUNICATION USING SEMI-GLOBAL OPERATIONS
Throughout this section, we assume ρ EAEB a bipartite state preshared between Alice and Bob and N A→B a quantum channel from Alice to Bob. We will describe the ρ EAEB -assisted classical communication over N A→B such that only local operations and global permutations are allowed when encoding the message. To begin with, we formally define the operations composed of local operations and global permutation. Such operations will be termed as semi-global operations.
E A →A operating on n different local systems and followed by a global permutation channel P π A n →A n .
Semi-global operation: Let n be a positive integer. Let S(n) be the set of permutations π : [n] → [n]. Let π ∈ S(n) be a permutation and P π A n →A n be the permutation channel from A n to A n induced by π. Such a channel reorders the output systems according to π. A semi-global operation from E n A to A n is n parallel local channels from E A to A, followed by a permutation channel on A n . Formally, a channel T E n A →A n is semi-global if there exists a set of local channels {E
EA→A } n i=1 and a permutation channel P π A n →A n such that
Here the supscript [i] indicates that the channel operates on the i-th input system. See Fig. 1 for illustration. At first glance, (22) seemingly does not cover all operations composed of local operations and global permutations. In Appendix F we consolidate the compact definition of (22) does so. We denote by T E n A →A n the set of semi-global operations from E n A to A n . When n = 1, T EA→A reduces to the set of quantum channels from E A to A. ρ-assisted classical communication using semi-global operations: The task is to transmit classical message as much as possible from Alice to Bob, using multiple copies of ρ through many independent uses of N , under the constraint that a copy of ρ is consumed per channel use and ρ cannot be distributed among more than one channel. Consider now a channel coding of blocklength n. Alice selects some message m from the alphabet M n , whose size is M n . Let M denote the random variable corresponding to Alice's choice. She applies a semi-global operation T m E n A →An to her share of the state ρ ⊗n EAEB depending on message m. In this way, she encodes m into the preshared quantum states. This is called semi-global coding since only semi-global operations are allowed on Alice's side. After encoding, Alice and Bob share the state
where {E
[i]|m EA→A } and P m are chosen such that T m E n A →A n can be decomposed as (22) . Note that T m is message m dependent and so is E [i]|m and P m . After encoding, Alice sends her encoded state to Bob, through n independent uses of N A→B , leading to the state
On receiving the state, Bob performs a measurement D := {Λ m } m∈Mn on ω m B n E n B to infer the encoded message m. is called a semi-global coding protocol of blocklength n for the state-channel pair (ρ, N ). Let M be the random variable corresponding to the output of Bob's decoding, representing Bob's inferred message. The decoding operation leads to the classical state
where the conditional decoding probability obeys 7 A decoding error occurs if the output m is not equal to the input m. The probability that Bob successfully decodes m is given by
As a result, the probability of error for a particular message m is
We need to quantify the performance of the protocol (n, T , D). One commonly adopted way to quantify the performance of the protocol is to compute the average probability of error that the decoded message M is not equal to the encoded message M : e(n, T , D) :
In general, smaller error probability indicates better protocol. However, in order to make the error probability small, one can only encode classical message with a smaller size. This motivates us to define another quantity that quantitatively measure the size of the encoded message. We define the coding rate of the protocol as
It measures how many bits of classical message can be transmitted per state and channel use. Let ε ∈ [0, 1) fixed. A coding protocol (n, T , D) is said to be an (n, R, ε)-code for (ρ, N ), if the protocol satisfies the following two conditions:
• Coding rate condition: R = r(n, T , D); and • Performance condition: e(n, T , D) ≤ ε. Intuitively, these two conditions state that the coding protocol (n, T , D) can transmit classical message at rate R with probability of error at most ε. Let R ∈ R + fixed. If for arbitrary δ > 0, there always exists an (n, R − δ, ε)code for (ρ, N ) when n is sufficiently large, we say this rate R is ε-achievable. The ρ-assisted ε-classical capacity of N is defined to be the supremum of all achievable rates.
Definition 12 (ρ-assisted classical capacity with semi-global operations) Let ε ∈ [0, 1). The ρ-assisted ε-classical capacity of N , when semi-global operations is available, is defined as
The supscript π in C π,ε ρ refers to permutation and indicates that the capacity is defined by using only semi-global operations, and the supscript ε indicates that the decoding error probability is upper bounded by constant ε. By definition, it is easy to see C π,ε ρ is monotonic in ε in the sense that
Holevo information using semi-global operations: Let n ∈ N + . We define the n-th ρ-assisted Holevo information of N , using only semi-global operations, as
where
{p x } is a priori probability distribution over the message space X , and {T x ∈ T E n A →A n } is a set of semi-global operations. Correspondingly, the regularized ρ-assisted Holevo information of a quantum channel, using only semiglobal operations, is defined as
The regularized ρ-assisted Holevo information is a lower bound on C π,ε ρ .
Proposition 13 Let ε ∈ [0, 1). It holds that C π,ε ρ (N ) ≥ χ π ρ (N ).
Proof: By the achievability part of the Holevo-Schumacher-Westmoreland theorem [4] , [5] (see also [21, Chapter 4 ] for a thorough discussion), it holds that the regularized ρ-assisted Holevo information χ π ρ (N ) is an achievable rate with asymptotically vanishing error probability, that is
On the other hand, the monotonicity (32) guarantees the above inequality holds for arbitrary ε ∈ [0, 1). Classical communication using product operations: Assume now that in the above channel coding framework, the permutation over systems A n is not allowed. In this case we can also define a classical capacity using only product operations.
Definition 14 (ρ-assisted classical capacity with product operations) The ρ-assisted ε-classical capacity of N , when only product operations is available, is defined as
The supscript ⊗ in C ⊗,ε ρ indicates that the capacity is defined using only product operations. By the achievability part of the Holevo-Schumacher-Westmoreland theorem [4] , [5] , χ ρ (N ) is an achievable rate for C ⊗,ε ρ (N ). On the other hand, since the set of quantum channels {E EA→A } is compact, it then follows that χ ρ (N ) is a strong converse bound for C ⊗,ε ρ (N ) [21, Chapter 4] . To summarize, we obtain the following.
IV. THE CAPACITY FORMULA
In this section we will show that when pure state ϕ EAEB is available, we can derive a "single-letter" formula for the capacity C π,ε ϕ (N ) -it is given exactly by I ϕ (N ), the ϕ-assisted mutual information of channel N . This result -together with Propositions 5 and 15 -reveals the power of global permutation in classical communication: it can increase the communication rate compared to the case when only product operations is available.
We first consider the converse part. We show that I ρ (N ) is a strong converse bound for arbitrary ρ EAEB -assisted classical communication using semi-global operations.
Combining Proposition 15 and Lemma 16, we have for arbitrary ε ∈ [0, 1) that
Due to Proposition 5, the equalities in both inequalities hold when there exists a distribution p X on the set {E x EA→A } for which E B and B independent and I(XE B :B) ω = I ρ (N ). Under this equality condition, local product operations are as powerful as the semi-global operations in ρ-assisted classical communication.
As a corollary of the above two Lemmas 16 and 17, we obtain the following capacity formula.
Combining Proposition 15 and Theorem 18, we have for arbitrary ε ∈ [0, 1) that
Therefore, whenever the equality condition given in Proposition 5 does not hold, global permutations increase the communication rate compared to the case when only product operations is available.
A. Achievability
This section aims to prove Lemma 17. More specifically, we will construct a sequence of state ensembles induced by semi-global operations for which the regularized Holevo information satisfies
This fact together with Proposition 13 implies Lemma 17.
. Define the following quantum states:
By assumption
The n-th tensor of σ XBEB has the form
Let ρ A be a quantum state with spectral decomposition ρ A = z λ z |z z| A . Let {Z u ρ } be the set of Weyl operators in system A w.r.t. to basis {|z }, i.e.,
where d A is the dimension of system A. We denote by Z u ρ (·) := Z u ρ (·)(Z u ρ ) † the corresponding unitary channel. One can check that Z u ρ (ρ) = ρ. Assume the reduced state ϕ EA of ϕ EAEB has the spectral decomposition ϕ EA = z λ z |z z|. Let Z be a random variable such that p Z (z) = z| ϕ EA |z = λ z . Let ϕ EB|z := z| ϕ EAEB |z /λ z . Then
That is, random phase changing operations Z u erase the entanglement in ϕ EAEB , resulting a classical-quantum state ρ ZEB , with both systems E A and E B dephased in their eigenbases. Let Λ n be a random variable with alphabet S(n) and probability distribution p(Λ n = π n ) = 1/(n!). Λ n represents the event of choosing a permutation randomly and uniformly from S(n). Our achievability proof makes use of the following lemma.
Lemma 19
Let n ∈ N + . Let M EA→B be an arbitrary quantum channel. Define the following states:
where d is the dimension of system E A . It holds that
Proof: For each π n and u n , define the conditional state:
Then
(53)
We have the following reduced states:
Since ϕ EAEB is pure and Z u ϕ commutes with ϕ EA , we can identify another unitary Z u ϕ on E B such that
Also, for each permutation P πn on E n A , we can always choose a permutation P π n on E n B such that
The above two observations tell us that the operations Z u ϕ and P πn on system E A can be exchanged to corresponding operations on system E B without altering the output state. As so
Consider the following chain of inequalities:
where the last inequality follows from the data-processing inequality. Let's go depth on the state τ E n A E n B :
where the last equality follows from (48). Let T be the set of types for Z n , t ∈ T be a type, T Z n t be the type class corresponding to t, d t be the size of T Z n t , and p t be the probability of sequences in T Z n t . We refer to [21] , [22] for more information on the concept of type and its applications. We have
Set q t ≡ p t d t . Then t∈T q t = 1 and
where (78) Proof of (40): Our goal is to construct a set of signal states whose Holevo information is no less than I ϕ (N ) when n is sufficiently large. Let T be the set of types for X n , t ∈ T be a type, T X n t be the type class corresponding to t, d t be the size of T X n t , and p t be the probability of sequences in T X n t . Fix t. For each a ∈ X , define the following quantities Λ nt(a) := (nt(a))!, Λ a := max
Let π := {π 1 , · · · , π |X | } be an instance of Λ such that each π i is an instance of Λ a . Define the conditional probability distribution p Λ|X n as
, ∀a ∈ X , π a ≤ Λ ntxn (a) 0, otherwise
This is an valid conditional probability distribution since p Λ|X n (π|x n ) ≥ 0 and ∀x n ∈ X n , π p Λ|X n (π|x n ) = 1.
Fix x n . Let n a ≡ nt x n (a). We classify the n input systems E A into |X | groups based on x n such that each group contains systems E A belonging to the same alphabet, that is,
For each conditional sequence π|x n , we define the following permutation operation:
where each permutation P πa operates only on the group a as classified in (84) and is indexed by π a . The size of S( n a ) is Λ na , which is smaller than Λ a by definition (81). As so, π a is possibly out of range when indexing the set of permutation channels from E na A to E na A . To get rid of this problem, we make the following convention:
That is, if π a is no larger than Λ na , we use it to index the permutation channels from E na A to E na A as usual; if π a is larger than Λ na , we set its corresponding permutation channel to be the identity channel. Our conditional probability distribution construction (82) guarantees that this convention does not affect our result, as we will show.
For each sequence x n ∈ X n , define the classical-quantum state:
The constructions of the conditional probability distribution p Λ|X n (π|x n ) in (82) and permutation operation P π|x n in (85) together yield
where t is the type of x n . We use t instead of x n to indicate the fact that for all sequences x n of the same type t, the conditional state ω x n ΛU n B n E n B necessarily reduces to (91), which is only type dependent. One can check that each conditional state ω a|t is of the form (50) defined in Lemma 19 with M ≡ N ⊗ E a . This observation is essential in the achievability part. Consider the classical-quantum state induced by P X n (x n ):
The reduced state of ω ΛX n U n B n E n B satisfies:
where the second equality follows as Z u (ϕ A ) = ϕ A and ϕ ⊗n EA is permutation invariant. By the data-processing inequality of quantum mutual information, it holds that
Consider now the following chain of inequalities: 
where (100) 
We are done.
B. Strong converse
This section aims to prove Lemma 16. More concretely, we will show that I ρ (N ) is a strong converse bound for arbitrary ρ EAEB -assisted classical communication under semi-global operations, even when ρ EAEB is noisy. That is, the error probability necessarily converges to one in the limit of many channel uses whenever the communication rate exceeds I ρ (N ). Together with the achievability statement in Lemma 17 for pure states ϕ EAEB , we conclude that I ϕ (N ) is a very sharp dividing line between which communication rates are either achievable or unachievable asymptotically.
Our strong converse proof makes use of a meta-converse technique originally invented in [24] and further investigated in [21, Section 4.6 ] (see also [25] , [26] for more applications of this technique). Roughly speaking, the meta-converse states that a quantum divergence satisfying some reasonable properties induces an upper bound on the success probability of any channel coding scheme. Here we adopt the sandwiched Rényi divergence D α [26]- [29] , which meets all required properties. For two real numbers x, y ∈ [0, 1], denote the binary divergence
Adapting the meta-converse argument into our communication scenario, we conclude the following relation for arbitrary α ∈ (1, ∞) and blocklength n:
where R is the rate of communication, e(n, R) is the error probability, ω XB n E n B is defined in (34), and σ B is a state achieving I ρ (N ) w.r.t. (16) . Let s(n, R) := 1 − e(n, R) be the success probability. Evaluating the binary divergence gives [26, (17) ]
Substituting this into the meta converse (111), we get the following upper bound on the success probability:
(115)
Consider now the following chain of inequalities:
where (117) follows from the direct-sum property, (120) follows from the fact that N ⊗n commutes with P and (σ B ⊗ ρ EB ) ⊗n is invariant under permutation, and (122) follows from the additivity property w.r.t. tensor product. Taking the limit α → 1 on both sides of the above inequality gives
where (126) follows from lim α→1 D α = D and (127) follows from that σ B is a state achieving I ρ (N ). When R > I ρ (N ), (115) and (127) together guarantee that there exists some α > 1 for which the exponent
is strictly positive, which implies the success probability decays exponentially fast to 0. This concludes the strong converse part.
C. Comparison with previous results
Assume E A ∼ = A and let γ BEB := N A→B (ϕ EAEB ). The achievability part of the BSST theorem [7] , [8] showed that I(B:E B ) γ is an achievable rate for ϕ-assisted classical communications. The constructed protocol used global encoding operations. Later, Shor [9] proposed a new protocol using semi-global operations to achieve I(B:E B ) γ . Surprisingly, we find that I ϕ (N ) is larger than I(B:E B ) γ . That is to say, we find a larger achievable rate for the ϕ-assisted classical communication, when semi-global operations are allowed. 
where (129) follows from the fact that min max is no less than max min, and (132) by choosing E to be the identity channel.
V. EXAMPLES

A. Pinching channels
Proposition 5 states that χ ρ (N ) ≤ I ρ (N ) holds in general. In this section, we show that for pinching channels this inequality can be strict. That is, there exist a pinching channel P and a pure state ϕ EAEB for which χ ϕ (P) < I ϕ (P). In the light of Proposition 15 and Theorem 18, this result witnesses the power of permutation in classical communication -the ϕ-assisted classical capacity of P using local operations and global permutations (aka. semiglobal operations) is strictly larger than the ϕ-assisted classical capacity of P using local operations only.
Let A 1 , · · · , A k be k Hilbert spaces that each is
This channel is a special case of phase-damping channel that removes off-diagonal blocks of the input matrix. Since I(P|ρ A ) is concave in ρ A [21, (8.45) ], I(P) is achieved among states ρ A of the form
where p ≡ (p 1 , · · · , p k ) forms a probability distribution. Let ϕ A A be a purification of ρ A and set σ A A = P A→A (ϕ A A ). By definition, P(ρ A ) = ρ A and thus σ A = σ A . Then
where ∆ ≡ k i=1 d 2 i and (d 2 i /∆) ≡ (d 2 1 /∆, · · · , d 2 k /∆) denotes a probability distribution. Since quantum relative entropy is non-negative, the minimization in (138) is achieved when p = (d 2 i /∆), that is, p i = d 2 i /∆, and the corresponding optimal state ρ A has the form
Assume now that there exist indices i = j for which d i = d j . Under this assumption, ρ A is not completely mixed on its support since p is not uniform. Let ϕ A A be a purification of ρ A . In the light of Proposition 7, we conclude that for the ϕ A A -assisted classical communication over P, permutation does improve the communication rate compared to the case when only local encoding is allowed, as captured in the following proposition, whose proof can be found in Appendix G.
Proposition 21
The strict inequality C ⊗,ε ϕ (P) < C π,ε ϕ (P) = log ∆ holds for ε ∈ [0, 1).
Inspecting the proof for Proposition 21, we obtain an upper bound on the gap between C ⊗,ε ϕ (P) and C π,ε ϕ (P).
Corollary 22
The inequality C π,ε ϕ (P) − C ⊗,ε ϕ (P) ≤ H(p ) holds for ε ∈ [0, 1).
B. Covariant channels
In this section we investigate the equality condition for χ ρ (N ) ≤ I ρ (N ). More concretely, we show that for the class of covariant channels, these two information measures are equal for arbitrary state ρ EAEB .
Consider the (projective) representations f A and f B of a compact group G on H A and H B , respectively, such that f A is irreducible. We call a quantum channel N A→B covariant with respect to 
where |Φ A A := dA i=1 1/d A |ii is the maximally entangled state of rank d A . Furthermore, we show that χ ρ (N ) is equal to I ρ (N ) and obtain an useful expression for these quantities. The proof is given in Appendix H.
Proposition 23
Let ρ EAEB be a bipartite state and N A→B be a covariant channel. It holds that χ ρ (N ) = I ρ (N ) = H(N A→B (π A )) + H(ρ EB ) − min
Remark 24 We emphasize that (143) holds even when ρ EAEB is not pure. In the light of Proposition 15 and Lemma 16, (143) implies that the transmission rate χ ρ (N ) is optimal among semi-global encoding, whenever the channel is covariant.
Remark 25 For a covariant channel N , (20) becomes
Substituting (141) and (143), we reach the following non-trivial lower bound which might be of independent interests regarding covariant channels:
C. Erasure channels
As a concrete example of covariant channels discussed above, we consider the qudit erasure channel, whose corresponding group G is the unitaries on the input system. Specifically, the qudit erasure channel is defined as
where p ∈ [0, 1] and |e is an erasure symbol orthogonal to the qudit space. It holds that [21, Section 9.7.6]:
We assume the following two-qudit pure entangled state is available
where λ ≡ (λ 1 , · · · , λ d ) satisfying λ i ≥ 0 and i λ i = 1. Set Φ λ ≡ |Φ λ Φ λ | and let H(λ) denote the entropy of λ. When d = 2 (the two-qubit case), we write for simplicity Φ λ ≡ Φ (λ,1−λ) , where λ ∈ [0, 1/2]. As shown in Appendix I, the Φ λ -assisted classical capacities of E d,p using product encoding and semi-global encoding have analytic expression.
Proposition 26 Let ε ∈ [0, 1). It holds that
Note that χ(E d,p ) is recovered when Φ λ is product, i.e., λ = (1, 0, · · · , 0), while I(E d,p ) is recovered when Φ λ is maximally entangled, i.e., λ = (1/d, · · · , 1/d). As an illustrative example, Fig. 3 shows how the Φ λ -assisted capacity varies with parameters p and λ for the qubit erasure channel E 2,p and two-qubit pure entangled state Φ λ . Fig. 3 . The Φ λ -assisted classical capacity of the erasure channel E2,p using semi-global operations as a function of the erasure parameter p and the state parameter λ. When λ = 0, we recover χ(E2,p); when λ = 1/2, we recover I(E2,p).
We also compare the bounds discussed in Proposition 20 for the qubit erasure channel. By Proposition 20, we have the following chain of inequalities:
Recall that I(E 2,p |Φ λ ) is defined in (9) . Actually, for E p these inequalities can all be strict. In Fig. 4 we compare these quantities on the full range p ∈ [0, 1] with fixed λ = 0.2. The strict gap between I(E 2,p |Φ 0.2 ) and I Φ0.2 (E 2,p ) for p ∈ (0, 1) indicate that our obtained capacity formula for the ϕ-assisted classical communication, when only semi-global operations are allowed, is better than the achievable rate previous derived in [9] .
VI. CONCLUSION
We have investigated a special case of classical communication over quantum channels, in which the set of available encoding is restricted to local operations and global permutations and multiple copies of an entangled state are preshared among the sender and the receiver in product form. A capacity formula for the classical capacity was established when the preshared state is pure. Furthermore, we showed that the capacity satisfies the strong converse property and thus the capacity formula served as a sharp dividing line between achievable and unachievable rates of communication.
As demonstrative examples, we considered various quantum channels of interests and showed that their classical capacities have analytical expression. Our result highlighted the importance of random permutation in entanglement assisted classical communication -it can enhance classical communication compared to the case when only local encoding is allowed. As by-product, we introduced a new quantity I ρ (N ) -the ρ-assisted mutual information of N -to quantify how much classical correlation Alice and Bob can establish by using the N , under the assistance of a preshared ρ. We showed that the gap between I ρ (N ) and the Holevo capacity is upper bounded by the discord of formation of ρ.
An important open problem is whether our derived capacity formula can be extended to the noisy entanglement assistance case, i.e., is I ρ (N ) equal to C π,ε ρ (N ) for arbitrary bipartite quantum state ρ EAEB and channel N A→B ? It is also interesting to study how large the gap between I ϕ (N ) and χ ϕ (N ) can be. This gap quantitatively witnesses the power of random permutations in classical communication.
APPENDIX A PROOF OF PROPOSITION 3
Proof: (13) was proved in [30, (19) ] and (14) was proved in [8, (5) ]. We are going to prove (15) . (16) can shown using the same technique. For arbitrary p X and σ BEB , define the quantity
By definition, we have
where ω x BEB := N A→B • E x EA→A (ρ EAEB ) and the last equality follows from the direct-sum property of quantum relative entropy. It then follows that J(N , p X , σ BEB ) is linear in p X and convex in σ BEB . By the positivity of quantum relative entropy we have 
where (A.159) follows from Sion's minimax theorem [31] .
APPENDIX B PROOF OF LEMMA 4
Proof: By the definition of ω XBEB (cf. (12) ), X and E B are independent. We have
The proof of Proposition 6 relies on the following two lemmas.
Lemma 27
The function I(N A→B |ρ A ), defined in (9) , is strictly concave in ρ A .
Proof: This can be shown by applying the Petz's equality condition for the monotonicity of relative entropy [21, Corollary 6.1] to [21, Exercise 8.24] . For completeness, we write down the details.
Let ρ 1 and ρ 2 be arbitrary two quantum states such that ρ 1 = ρ 2 and let λ ∈ (0, 1). We now show the following strict inequality
from which the strict concavity property follows. Let U A→BE be a Stinespring representation of N A→B . Let
We need the following two statements [32, Theorem 7]:
, the above two equalities regarding quantum relative entropy cannot both hold. Using this fact, we have the following chain of inequalities:
(C.171) = λ I (N |ρ 1 ) + (1 − λ) I (N |ρ 2 ) .
(C.172)
Lemma 28
The maximum
is attained only when ρ A A can be converted to ϕ A A via a local unitary on A .
Proof: Assumeρ A A achieves the maximum in (C.173). Letφ RA A be a purification ofρ A A . Applying the Petz's equality condition for the monotonicity of relative entropy [21, Corollary 6.1] to the following inequality
we find thatφ RA has the formφ R ⊗φ A , which implies thatρ A A is actually a pure state. Hence, combining Lemma 27, we obtain the desired statement.
Proof of Proposition 6: Inspecting (14) and (16) and considering the case with ϕ AA = E EA→A (ρ EAEB ), we obtain the inequality I ρ (N ) ≤ I(N ).
As for the necessary and sufficient condition, we focus on the RHS. of (14) and (16) . We find that I ρ (N ) = I(N ) holds if and only if there exists a channel E EA→A such that ϕ AA = E EA→A (ρ EAEB ). By Lemma 28, this condition is equivalent to the condition that ϕ AA = ρ EAEB and E EA→A preserves the eigenspace of the reduced density Tr A ϕ AA for a non-zero eigenvalue, and thus its action on the eigenspace composed of non-zero eigenvalues is an unitary. Hence, we identify the equality condition.
APPENDIX D PROOF OF PROPOSITION 7
Proof: Due to Proposition 5, χ ρ (N ) = I ρ (N ) if and only if there exist a distribution p X and a set of encoding operations {E x EA→A } such that the corresponding ω XBEB , as constructed in (12), satisfies the property that its reduced state ω BEB has independent systems E B and B. On the other hand, from the proof of the equality condition for I ρ (N ) = I(N ) (cf. Proposition 6), we know each E x EA→A is a unitary that acts only on the support of the reduced state Tr A ϕ A A and it must hold that x p x E x EA→A (ρ EA ) = Tr A ϕ A A . Under these constraints, p X and {E x EA→A } exist only when the Tr A ϕ A A is completely mixed on its support.
APPENDIX E PROOF OF PROPOSITION 10
Proof: That χ ρ (N ) − χ(N ) ≤ I ρ (N ) − χ(N ) follows trivially from Proposition 5. We now show I ρ (N ) − χ(N ) ≤ D F (ρ EAEB ). Assume D F (ρ EAEB ) is achieved by the decomposition ρ EAEB = z q Z (z)ρ z EAEB and for each ρ z EAEB , D R (ρ z EAEB ) is achieved by the orthonormal bases {|φ y|z } in system E B . For each y and z, define the following conditional probability and state:
(E.175)
Then by assumption we have
where we use classical symbol Y to represent the collapsed quantum system E B . Define the following classicalquantum states: 
For σ XZBEB and σ XZBY defined above, we have the following reduced states:
. where the equality follows from assumption and the inequality follows from data processing inequality. What's more, since X, Y , and Z are all classical systems, we have
Consider now the following chain of inequalities where W u is understood as that W ui is performed on subspace A i . Note that these unitary channels are commutative to the subspace projections Π i . The size of this set is D ≡ k i=1 d 2 i . Let U be a D-dimensional classical system. Consider the following classical-quantum states:
The reduced state ω A A has the form
where π i is the completely mixed state of system A i . Since U is classical, ω U A A forms a feasible solution to I ϕ A A (P A→A ). We have where the last inequality follows from (138). Since I(P) = log ∆, we conclude that ω U A A is an optimal state achieving I ϕ A A (P A→A ). From the above argument, we easily obtain the following lower bound on χ ϕ A A (P A→A ), since ω U A A forms a feasible solution: 
