Let F be a 2-regular graph of order v. The Oberwolfach problem, OP (F ), asks for a 2-factorization of the complete graph on v vertices in which each 2-factor is isomorphic to F . In this paper, we give a complete solution to the Oberwolfach problem over infinite complete graphs, proving the existence of solutions that are regular under the action of a given involution free group G. We will also consider the same problem in the more general contest of graphs F that are spanning subgraphs of an infinite complete graph K and we provide a solution when F is locally finite. Moreover, we characterize the infinite subgraphs L of F such that there exists a solution to OP (F ) containing a solution to OP (L).
Introduction
In this paper we deal with graphs, finite or infinite, which are simple and with no loops. Given a graph Λ we denote by V (Λ) and E(Λ) the set of vertices and the set of edges of Λ, respectively. As usual we will use the notation K V for the complete graph whose vertex set is V .
If we define the degree of a vertex v the number of edges e such that v ∈ e, a graph F is 2-regular if and only if every vertex has degree 2. A spanning subgraph F of a graph Λ is a subgraph such that V (F ) = V (Λ); equivalently a spanning subgraph of Λ is a subgraph obtained by edge deletions only. We are now able to provide the definitions of 2-factor and 2-factorization: Definition 1.1.
• A a 2-factor F of Λ is a 2-regular spanning subgraph of Λ.
• A decomposition C of a graph Λ is a partition of the edges of Λ into subgraphs. In the case each subgraph is a 2-factor the decomposition is said to be a 2-factorization.
Keeping those definitions in mind, we introduce the famous Oberwolfach problem: Problem 1.2. Given a 2-factor F of a complete graph K, the Oberwolfach problem OP (F ) asks for a 2-factorization of K whose 2-factors are all isomorphic to F .
We remark that a finite 2-regular graph F is an union of cycles and two finite 2-regular graphs F 1 and F 2 are isomorphic if and only if there exists a bijection σ between their cycles that preserves their lengths. In this case we may assume F consists of m i cycles of length k i for i = 1, . . . , t and the OP (F ) is denoted by:
OP (k m1 1 , . . . , k mt t ). The original formulation, given by Ringel in 1967, asks to arrange a series of meals for an odd number v of people around t tables of sizes k 1 , . . . , k t so that each person sits next to each other exactly once. Despite its simple formulation, a complete solution to the classical OP have not been achieved yet.
an infinite group G. However the problem of finding regular decompositions has attracted much attention also in the finite case and one of the most efficient tools applied for solving this problem is the difference method (see, for example, [17, 20, 21, 22] ). Definition 2.2. Given a graph Γ with vertices in an additive group G, the list of differences of Γ is the multiset ∆(Γ) of all differences b − b ′ between two adjacent vertices of Γ.
More generally, given a set B of copies of Γ with vertices in G, ∆B refers to the union (counting multiplicities) of all multisets ∆Γ ′ , where Γ ′ ∈ B.
Theorem 2.3. Let B be a set of copies of Γ with vertices in the group G.
• If ∆B = G − {0} then C = {B + g : B ∈ B, g ∈ G} is a Γ-decomposition of the complete graph K G that is G-regular and B is a set of base graphs of C.
In the case the set B is given by a single graph Γ and ∆(Γ) = G − {0}, the graph Γ is said to be a difference graph. We also denote by partial difference graph a graph Γ such that ∆(Γ) is a set.
If we have a difference graph that is also a spanning subgraph of K G we can say even more:
Proposition 2.4. Let G be an additive group and let F be a spanning subgraph of K G . If F is also a difference graph then it is a base graph of a G-regular F -decomposition of K G whose parts are spanning subgraphs isomorphic to F . In particular the Generalized OP (F ) has a solution.
We remark that, if F is a finite graph without isolated vertices, the previous proposition can not be used. In fact:
Remark 2.5. Let G be a finite group. Then any spanning subgraph F of K G that is without isolated points is not a difference graph.
Proof. Indeed, if F were a difference graph, we would have ∆(F ) = G − {0} and hence:
Instead, if F were a spanning subgraph of K G whose vertices have finite nonzero degree:
In the finite case, however, it is worth recalling the similar concept of a 2-starter (see [5, 7, 8, 9, 19, 25] ) that has strongly inspired our work.
In the infinite case, instead, the idea of Proposition 2.4 can be used for every nontrivial locally finite graph and indeed the main part of this paper will be dedicated to prove the following proposition: Proposition 2.6. Let G be an infinite, involution free group and let F be a locally finite graph such that |V (F )| = |E(F )| = |G|. Then there exists an embedding σ of F in K G whose image Γ is both:
• a spanning subgraph K G ;
• a difference graph.
Here an embedding of a graph F in Λ is defined as an injection σ : V (F ) → V (Λ) such that {σ(v), σ(w)} ∈ E(Λ) whenever {v, w} ∈ E(F ). The image σ(F ) = Γ is defined as the subgraph of Λ such that V (Γ) = σ(V (F )) and E(Γ) = σ(E(F )).
Proof of Proposition 2.6
In this section we will give a proof of Proposition 2.6. Since we will need to apply the so called well-ordering theorem, we first recall some facts of logic. Definition 3.1. A well-order ≺ on a set X is a total order on X with the property that every non-empty subset of X has a least element.
The well-order property is used for stating the following theorem that is equivalent to the axiom of choice. Theorem 3.2 (Well-ordering theorem). Every set X admits a well-order ≺.
Given an element x ∈ X we define the section associated to it:
Corollary 3.3. Every set X admits a well-order ≺ such that the cardinality of any section is smaller than the one of X.
Proof. Let us consider a well-order ≺ on X. Let x be the smallest element such that X ≺x has the same cardinality as X. The set Y = X ≺x is such that all its sections with respect to the order ≺ have smaller cardinality. Since Y instead has the same cardinality as X, the order ≺ on Y induces an order ≺ ′ on X with the required property.
The well-orderings are useful because they allow proofs by induction:
Theorem 3.4 (Transfinite induction). Let X be a set with a well-order ≺ and let P x be a proposition. Suppose that, for all x ∈ X, we have:
Then P x is true for every x ∈ X.
The abelian case
In order to better explain the proof of Proposition 2.6 we first consider the case of abelian involution free groups. The proof for the general case will follow a similar outline but it is slightly more complicated. We begin with a technical lemma.
Lemma 3.5. Let S be a finite subset of an involution free, abelian group G. Then the set of x ∈ G such that | ± {x − y : y ∈ S}| < 2|S| is finite.
Proof. Given distinct y 1 and y 2 ∈ G, for every x ∈ G, we have that x − y 1 = x − y 2 . Therefore the set ±{x − y : y ∈ S} has cardinality smaller than 2|S| if and only if x − y 1 = −(x − y 2 ) for some y 1 , y 2 ∈ S. Let us suppose there exist two values x 1 , x 2 ∈ G such that x 1 − y 1 = −(x 1 − y 2 ) and x 2 − y 1 = −(x 2 − y 2 ). It would follow that
and, because of the abelianity of G, that 2(x 1 − x 2 ) = 0. The latter equation is absurd since there are no involutions in G. Therefore, for each pair of distinct elements y 1 , y 2 ∈ S, we have at most one x such that x − y 1 = −(x − y 2 ). The claim follows since, set k = |S|, the number of such pairs is k 2 . Now we state a lemma that allows us to construct, inductively, an embedding σ of the given locally finite graph F . First we need to provide some definitions. In this context, we say that two vertices p 1 and p 2 of V (F ) are connected if there exists a path between them, and we call connected component of v the set of all vertices of V (F ) that are connected with v. We define the distance between two connected vertices p 1 and p 2 as the length of the shortest path between them. Given a vertex v ∈ V (F ) the set of vertices that are at distance 1 from v will be denoted by N (v) or the neighborhood of v; similarly, considering a subgraph F ′ of F and a vertex v ∈ V (F )
. An induced subgraph F ′ of F is a subgraph obtained by vertex deletions only: F ′ can be seen as the restriction of F on the subset W = V (F ′ ) of V (F ). We also speak about the subgraph induced by W . Lemma 3.6. Let G be an infinite, involution free, abelian group and let F be a locally finite graph such that |V (F )| = |E(F )| = |G|. We consider an induced subgraph F ′ of F of size |V (F ′ )| < |V (F )| and let us suppose there exists an embedding σ ′ of F ′ in K G as a partial difference graph Γ ′ . Then the following statements hold.
2) Given g ∈ G, there exists an induced subgraph
3) Given g ∈ G − {0}, there exists an induced subgraph
Denoted by F ′′ the graph induced by V (F ′ )∪{v}, we would like to extend σ ′ to an embedding of F ′′ in K G . We note that:
• given δ ∈ ∆(Γ) and w ∈ N (v, F ′ ), there exist at most two values of x such that one of the differences x − σ ′ (w) and σ
• because of Lemma 3.5, the set of
Therefore it is possible to choose a vertex x ∈ G such that:
Because of the properties (b) and (c), Γ ′′ is a partial difference graph. Due to property (a), x ∈ V (Γ ′ ) and hence we can define σ ′′ (v) = x and σ ′′ | F ′ = σ ′ . We obtain an extension of σ ′ that embeds F ′′ in K G as the partial difference graph Γ ′′ .
2) We can assume g ∈ G − V (Γ ′ ). We note that |V (F ′ )| < |V (F )|, and, since the degree of each vertex of F ′ in F is finite, also the set of vertices v ∈ F that have distance at most one with V (F ′ ) has size smaller than that of F . Therefore there exists a vertex v ∈ F such that
Thus we obtain an extension of σ ′ that embeds F ′′ in K G as the partial difference graph Γ ′′ given by Γ ′ joined with the isolated vertex g.
3)
We can assume g ∈ G − ∆(Γ ′ ). We note that |V (F ′ )| < |V (F )|, and, since the degree of each vertex of F ′ in F is finite, also the set W of vertices v ∈ F that have distance at most two with V (F ′ ) has size smaller than that of F . CallingF ′ the graph induced by W , we note that |E(F ′ )| < |E(F )| = |G|. Therefore there exists {v, w} ∈ E(F ) − E(F ′ ) with v ∈ V (F ) − W and w ∈ N (v, F ). Since v has distance at least three with V (F ′ ), we have that N (v, F ) and N (w, F ) are disjoint from V (F ′ ). Let us denote by F ′′ the graph induced by V (F ′ ) ∪ {v, w}. We note that, for every x ∈ V (Γ ′ ), there exist at most two y such that
there exist x and y such that x − y = g and both x, y are not in V (Γ ′ ). We would like to extend σ ′ to an embedding of F ′′ in K G . Since the degree of v and w in F ′′ is one we can define σ
Thus we obtain an extension of σ ′ that embeds F ′′ in K G as the partial difference graph Γ ′′ given by Γ ′ joined with the isolated edge {x, y}.
Now we are able to prove Proposition 2.6 for abelian groups.
Proposition 3.7. Let G be an infinite, involution free, abelian group and let F be a locally finite graph such that |V (F )| = |E(F )| = |G|. Then there exists an embedding σ of F in K G whose image Γ is both:
• a spanning subgraph of K G ;
Proof. We consider a well-order ≺ on G that satisfies the condition of Corollary 3.3. We note that, since |V (F )| = |G| we can assume V (F ) = {v g : g ∈ G}. Now we prove, using the transfinite induction (see Theorem 3.4) , that there exists a family of induced subgraphs {F g : g ∈ G} of F and a family of embeddings
• ∆(Γ g ) is a set (i.e. Γ g is a partial difference graph);
• whenever h ≺ g we have that
Let us assume there exists F h and σ h with such properties for all h ≺ g. We define F ≺g and Γ ≺g to be ∪ h≺g F h and ∪ h≺g Γ h . It is easy to see that we can define the map σ ≺g : F ≺g → Γ ≺g so that σ ≺g | F h = σ h whenever h ≺ g. Because of Corollary 3.3 the section G ≺g = {h ∈ G : h ≺ g} has a smaller cardinality than that of G and thus also the size of F ≺g is smaller than that of G. Therefore we can extend the graph F ≺g by applying in sequence the points 1, 2 and 3 of Lemma 3.6. We obtain an extension F g of F ≺g that satisfies the required conditions.
Let us now consider the graph Γ = g∈G Γ g . Because of the construction, Γ is isomorphic to F . Moreover, since each Γ g is such that ∆(Γ g ) is a set, ∆(Γ) is also a set. Finally, we note that, for every g ∈ G, g ∈ V (Γ g ) ⊆ V (Γ) and, if g is nonzero, g ∈ ∆(Γ g ) ⊆ ∆(Γ). Therefore Γ is a copy of F that is a spanning subgraph of K G such that ∆(Γ) = G − {0}.
The general case
Now we provide the proof for a generic involution free group G. In that case, however, Lemma 3.5 is false; in fact, as noted by an anonymous referee, there exist groups which satisfy the following property:
Remark 3.8. There exists an infinite, involution free group G such that the map f (x) = x+x = 2x has fibers of infinite size.
Proof. Let H be the free product of countable many involutions. Namely a set of generators for H is I = {h i : i ∈ N} where the elements of I satisfy the relations h i + h i = id for every i ∈ N; although H is not abelian, we use the additive notation in accordance with [1] and [7] . Now we consider the map φ from H × Z to Z 2 defined by:
where h i1 +h i2 +· · ·+h it is the unique minimal way of writing h as a sum of elements of I. It is easy to note that φ is a group homomorphis and let us consider the kernel G of this homomorphism. To see that G is involution free, assume that there is an involution (h, k) ∈ G. Clearly k = 0, h = h i1 + h i2 + · · · + h it is an involution and t is even. Since h is an involution, we have that
But then h would be the identity of H. It follows that G is involution free. Lastly, we have that f (h i , 1) = (h i , 1) + (h i , 1) = (id, 2) for every h i ∈ I; therefore there exist infinitely many elements of G that are mapped to the same element by f .
Hence, given the group G of Remark 3.8, if we consider y 1 and y 2 distinct elements of G such that y 1 + y 2 = (id, 2), the equality x − y 1 = −(x − y 2 ) holds for infinitely many x ∈ G, which is in contradiction with Lemma 3.5. However, we are able to prove the following weaker version of this lemma also for nonabelian groups. Given a finite subset S of G, we define the set V S = {x ∈ G : | ± {x − y|y ∈ S}| = 2|S|}.
Lemma 3.9. Let us consider an infinite, involution free group G.
1) Given y 1 = y 2 ∈ G, then we have that |V {y1,y2} | = |G|.
2) Let S be a finite subset of G such that V S has the same cardinality as G. Then the set of z ∈ G such that V S∪{z} has cardinality smaller than that of G is finite.
Proof. 1) We note that | ± {x − y i : i ∈ [1, 2]}| = 4 if and only if:
, we have that y 1 − x + y 1 ∈ V {y1,y2} , in fact, since G is involution free:
Since the map x → y 1 − x + y 1 is injective, we obtain that |G − V {y1,y2} | ≤ |V {y1,y2} |. Finally, since G is infinite, it follows that |V {y1,y2} | = |G|.
2) We note that x ∈ V S∪{z} if and only if the following conditions hold:
• x − z = y − x for every y ∈ S.
Let us denote by y 1 , . . . , y k the elements of S and let us suppose, by contradiction, that there exist infinitely many distincts z 1 , . . . , z n , . . . such that, for every i ∈ N, we have
Since |V S∪{z i } | < |V S | = |G|, we have:
Definition 3.10. Let F ′ be a subgraph of F and let σ ′ :
We note that, in the case G is infinite, involution free and abelian, any embedding of a subgraph F ′ of F in K G as a partial difference graph satisfies the property ⋆. In fact, as a consequence of Lemma 3.5, for every v ∈ V (F ), V σ ′ (N (v,F ′ ) ) equals G without at most a finite set.
Lemma 3.11. Let G be an infinite, involution free group and let F be a locally finite graph such that |V (F )| = |E(F )| = |G|. We consider an induced subgraph F ′ of F of size |V (F ′ )| < |V (F )| and let us suppose there exists an embedding σ ′ of F ′ in K G as a partial difference graph Γ ′ that satisfies the property ⋆, then the following hold.
and σ ′′ satisfies the property ⋆.
2) Given g ∈ G, there exists an induced subgraph F ′′ of F that is an extension of F ′ with |V (F ′′ )| < |V (F )|, and an embedding σ
3) Given g ∈ G − {0}, there exists an induced subgraph F ′′ of F that is an extension of F ′ with |V (F ′′ )| < |V (F )|, and an embedding σ
Denote by F ′′ the graph induced by V (F ′ ) ∪ {v}, we would like to extend σ ′ to an embedding of F ′′ in K G . We note that:
. Because of Lemma 3.9(2), the set of x such that V σ ′ (N (w,F ′ ))∪{x} has cardinality smaller than that of G is finite;
• since σ ′ satisfies ⋆, the set V σ ′ (N (v,F ′ )) has the same cardinality as G.
, the set V σ ′ (N (w,F ′ ))∪{x} has the same cardinality as G;
Because of the properties (b) and (d), Γ ′′ is a partial difference graph. Due to property (a), x ∈ V (Γ ′ ) and hence we can define σ ′′ (v) = x and σ ′′ | F ′ = σ ′ . We obtain an extension of σ ′ that embeds F ′′ in K G as the partial difference graph Γ ′′ . Moreover, because of the property (c), the map σ ′′ satisfies the property ⋆.
2) Here we proceed as in Lemma 3.6(2). In order to guarantee that the extension still satisfies ⋆, it is enough to choose the vertex v of the proof of Lemma 3.6(2) so that v ∈ V (F ) is at distance at least three with V (F ′ ).
3) Also here we proceed as in Lemma 3.6(3). In order to guarantee that the extension still satisfies ⋆, it is enough to choose the edge {v, w} of the proof of Lemma 3.6(3) so that {v, w} ∈ E(F ) and both v and w have distance at least three with V (F ′ ). Then property ⋆ easily follows because, for Lemma 3.9(1), |V {σ ′′ (v),σ ′′ (w)} | = |G|.
We remark that, since the property ⋆ is always satisfied by abelian groups, Lemma 3.11 is actually a generalization of Lemma 3.6.
We can now prove Proposition 2.6, for every infinite, involution free group, in the same way as Proposition 3.7 by using Lemma 3.11 instead of Lemma 3.6.
Solution to the infinite Oberwolfach problem
By applying Propositions 2.4 and 2.6 we are able to solve the Generalized Oberwolfach problem for every infinite, locally finite graph: Theorem 3.12. Let G be an infinite, involution free group and let F be a nontrivial, locally finite, graph of the same cardinality (i.e. |V (F )| = |G|). Then there exists a G-regular solution to the Generalized OP (F ).
Proof. Since F is a locally finite, infinite graph, we have that |V (F )| ≥ |E(F )|. We divide the proof in two cases: CASE 1: |E(F )| = |V (F )| = |G|. In this case the proof immediately follows from Propositions 2.6 and 2.4. CASE 2: |E(F )| < |V (F )| = |G|. Then there are at most 2|E(F )| vertices with nonzero degree. This means that there is a family B of graphs such that:
• any F ′ ∈ B is a copy of F whose vertex set is V (F );
• for every v ∈ V (F ) there is at most one F ′ ∈ B such that the degree of v ∈ F ′ is nonzero;
• |B| = |V (F )| = |G|.
Denoting byF = F ′ ∈B F ′ we have that |E(F )| = |V (F )| = |V (F )| = |G| and therefore, because of CASE 1, there is a solution to the Generalized OP (F ) that is G-regular. SinceF is the union of copies of F and each F ′ ∈ B is a spanning subgraph ofF , we obtain a G-regular solution also to the Generalized OP (F ).
We remark that the difference method could work also for some graphs that admit vertices with infinite degree. In particular, as noted by an anonymous referee, our proof can be easily adapted to graphs F whose vertices degrees are smaller than the cardinality of G.
However we can not hope that this procedure works for every graph F with |V (F )| = |G|. For example, if F is a complete graph, we can embed it only as Γ = K G and ∆(K G ) is not a set.
Therefore we leave open the following question.
Open Problem 3.13. Given an infinite, involution free group G, characterize the graphs F that admit a G-regular solution to the Generalized OP (F ).
As a consequence of Theorem 3.12, we obtain a complete solution to the infinite Oberwolfach problem: Theorem 3.14. Let G be an infinite, involution free group and let F be a 2-regular graph of the same cardinality. Then there exists a G-regular solution to the OP (F ).
In the previous theorems we require that the group G has no involutions, therefore one can wonder what happens if G admits a nontrivial involution. In that case Theorems 3.12 and 3.14 would be false; in fact we have the following non existence result.
Remark 3.15. Let G be an infinite group with a nontrivial involution i and let F be a 2-regular graph that is the disjoint union of infinitely many odd cycles. Then there does not exist any G-regular solution to the OP (F ).
Proof. Let us suppose, by contradiction, that there exists a G-regular solution to the OP (F ). Let i be a nontrivial involution, let v ∈ V (F ) and let w = v i where by v i we denote the action of i on the vertex v. We note that the edge e = {v, w} is fixed by the action of i, therefore the cycle C = (w, c 2 , c 3 , . . . , c k−1 , v) of the decomposition that contains e is fixed too. This means that i does not move the vertex c (k−1)/2 . But this is absurd because c (k−1)/2 is fixed also by 0 and therefore the action of G is not sharply vertex transitive on V (F ).
More generally, given a group G that has nontrivial involutions, it makes sense to consider the following problem:
Open Problem 3.16. Given an infinite group G with nontrivial involutions, characterize the graphs F that admit a G-regular solution to the Generalized OP (F ).
Existence of Subsystems
Here we consider infinite graphs F and L that are locally finite and without isolated vertices. Our goal will be to determine the conditions under which there exists a solution F to the OP (F ) over the complete graph K V that contains a solution L to the OP (L) over K W where W is a subset of V . Clearly we must have that |V (L)| ≤ |V (F )| and, since the decomposition L is the restriction of F on K W , we can assume L is an induced subgraph of F . Then, in the case |V (L)| < |V (F )|, we obtain a solution to the OP (F ) with the required subsystem using Proposition 2.6 and Lemma 3.11. This procedure does not work when |V (L)| = |V (F )| and thus we provide another construction for this case. We begin by generalizing Lemma 3.9.
Lemma 4.1. Let us consider an infinite, involution free group G and let H be a normal subgroup of G of the same cardinality.
1) Given y
2) Let S be a finite subset of G such that V S ∩ H ′ has the same cardinality as G for a given coset H ′ of H in G. The set of z ∈ G for which V S∪{z} ∩ H ′ has cardinality smaller than that of G is finite.
Proof.
1) We note that | ± {x − y i |i ∈ [1, 2]}| = 4 if and only if:
• y 1 = y 2 ;
Given x ∈ V {y1,y2} we have than y 1 − x + y 1 ∈ V {y1,y2} , in fact, since G is involution free:
The map x → y 1 − x+ y 1 is injective and, since H is a normal subgroup, it maps the coset H ′ into another coset, say
Finally, since H is infinite, it follows that at least one between V {y1,y2} ∩ H ′ and V {y1,y2} ∩ H ′′ has the same size as H and hence as G.
2) We note that x ∈ V S∪{z} ∩ H ′ if and only if the following conditions hold:
Since
we have:
Therefore we have only a finite set of z ∈ G for which V S∪{z} ∩ H ′ has cardinality smaller than that of G.
Given a subset W of V (F ), we denote by F/W the graph obtained from F by contracting (i.e. identifying) the vertices of W and removing the multiple edges and the loops. We will also denote by max deg(F ) the maximum degree of the vertices of F . Now we provide a generalization of property ⋆.
Definition 4.2. Let us consider an embedding
We say that σ ′ satisfies the property ⋆ 1 with respect to the subset
Now we consider infinite graphs F and L that are locally finite and without isolated vertices such that L is an induced subgraph of F , |V (L)| = |V (F )| and V (F ) − V (L) is either the empty graph (i.e. F = L) or has the same cardinality as V (F ). Given an involution free group G, we would like to embed F in K G as a difference graph so that L is embedded as a difference graph in K H where H is a normal subgroup of G. Clearly we need that |G| = |V (F )|, |H| = |V (L)| and |G − H| = |V (F ) − V (L)|. We also assume that ⌈i(G : H)/2⌉ > max deg(F/V (L)): this technical hypothesis is satisfied for example if F = L or if i(G : H) = ∞. Under those assumptions we obtain the following:
. Then the following statements hold.
satisfies the property ⋆ 1 with respect to V (L).
Proof. 1) We can assume v ∈ V (F )− V (F ′ ). Denoted by F ′′ the graph induced by V (F ′ )∪{v}, we would like to extend σ ′ to an embedding of F ′′ in K G . We note that:
′ has the same cardinality as G, the set of x such that V σ ′ (N (w,F ′ ))∪{x} ∩ H ′ has cardinality smaller than that of G is finite;
If v ∈ V (L) we consider H ′ to be the subgroup H, otherwise we consider H ′ = H to be a coset such that, for every w ∈ N (v, F ′ ), we have σ ′ (w) ∈ H ′ and |V σ ′ (N (v,F ′ )) ∩ H ′ | = |G|; that coset exists since σ ′ satisfies ⋆ 1 . Then it is possible to choose a vertex x ∈ G such that:
and hence, for every w ∈ N (v, F ′ ), we have ±(σ ′ (w) − x) ∈ H if and only if {v, w} ∈ E(L);
Because of the properties (b) and (d), Γ
′′ is a partial difference graph. Due to property (a), x ∈ V (Γ ′ ) and hence we can define σ ′′ (v) = x and σ ′′ | F ′ = σ ′ . We obtain an extension of σ ′ that embeds F ′′ in K G as the partial difference graph Γ ′′ . Moreover, again because of the property (a),
Lastly, because of the property (c), the map σ ′′ satisfies the property ⋆ 1 .
2) Here we proceed as in Lemma 3.11 (2): we guarantee that the extension still satisfies ⋆ 1 by choosing v ∈ V (F ) at distance at least three with V (F ′ ). Moreover, in order to have that
it is possible to do that choice for v.
3) Also here we proceed as in Lemma 3.11 (3): we guarantee that the extension still satisfies ⋆ 1 by choosing {v, w} ∈ E(F ) so that both v and w have distance at least three with
, property ⋆ 1 easily follows from Lemma 4.1 (1) . Moreover, in the case g ∈ G − H, we choose the edges {v, w} and {x, y} of the proof of Lemma 3.11(3) so that {v, w} ∈ E(F ) − E(L) and x, y ∈ G − H. As a consequence we have that
In the case g ∈ H, instead, we need to take {v, w} ∈ E(L) and x, y ∈ H. Since F and L are locally finite graphs without isolated points we have that
therefore it is possible to do the required choice.
Because of Lemma 3.5, in the case the group G is abelian, the property ⋆ 1 is always satisfied under the other assumptions of Lemma 4.3. We have also noted that the condition ⌈i(G : • the image Γ of F is a difference graph;
• Γ is a spanning subgraph of K G ;
• calling Λ = σ(L), we have that ∆(Λ) = H;
Proof. We divide the proof in two cases. CASE 1: |V (L)| < |V (F )|. Because of Proposition 3.7 there exists an embedding σ ′ : L → Λ in K H such that ∆(Λ) = H − {0} and V (Λ) = H. We consider a well-order ≺ on G − H that satisfies the condition of Corollary 3.3. We note that, since |V (F ) − V (L)| = |G − H|, we can assume V (F ) − V (L) = {v g : g ∈ G − H}. Then, following the proof of Proposition 2.6, by repeated application of Lemma 3.11, we get an ascending family σ g of extensions of σ ′ . We obtain an embedding σ of F in Γ ⊆ K G such that Γ is a difference graph, Γ is a spanning subgraph of K G and, since L is an induced subgraph of F , σ| F ∩V (L) = σ ′ . CASE 2: |V (L)| = |V (F )|. In this case we follow the proof of Proposition 2.6 extending, at each step, the embedding σ g via Lemma 4.3 instead of via Lemma 3.6. We obtain an embedding σ of F in Γ ⊆ K G such that Γ is both a difference graph and a spanning subgraph of K G ; set Λ = σ(L), since L is an induced subgraph of F , Λ is the spanning subgraph of K H given by H ∩ Γ and ∆(Λ) = H − {0}. Proof. Let us suppose conditions 1 and 2 hold. Let G be an involution free group with the same cardinality as V (F ) and let H be a normal subgroup of G such that |H| = |V (L)| and i(G : H) = ∞. Then, according to Proposition 4.4, there exists an embedding σ of F → Γ in K G such that:
• Γ is a difference graph;
• Λ is a spanning subgraph of K H .
Because of Proposition 2.4, the action of G over Γ gives us a solution to the Generalized OP (F ) while the action of H over Λ gives us a solution to the Generalized OP (L) that is contained in the first one.
Let us now suppose there exists a solution F to the Generalized OP (F ) over the graph K V (F ) , that contains a subsystem L relative to L. This means that the vertex set of any element of L is a subset W of V (F ). We can assume that F = {F α : α ∈ F } and L = {L α : α ∈ L} where L is a subset of F and L α = F α |W . Moreover, givenᾱ ∈ L, we can identify F with Fᾱ and we defineL to be the graph Lᾱ. Clearly, since Lᾱ is the restriction of Fᾱ on the vertex set W = V (Lᾱ),L is an induced subgraph of F .
Finally, let us suppose by contradiction, that condition 2 does not hold for the graph Lᾱ =L, and hence |V ( We note that, given a 2-factor F and a subgraph L of F that is also a 2-factor, then L is always an induced subgraph of F . Therefore we obtain the following characterization to the existence of subsystems of solutions to the Oberwolfach problem.
Theorem 4.7. Let F and L be two infinite 2-regular graphs. Then there exists a solution to the OP (F ) that admits a subsystem relative to L if and only if:
• F contains a copyL of L such that eitherL = F or |V (F ) − V (L)| = |V (F )|.
Finally, we remark that, here, we have assumed the degree of each vertex of F and of L to be finite and nonzero. We have used that hypothesis, both in the proof of Lemma 4.3 and in the one of Theorem 4.5, in order to avoid isolated vertices. As a consequence we leave the following question open:
Open Problem 4.8. Characterize the infinite graphs F and L such that there exists a solution to the Generalized OP (F ) that admits a subsystem relative to L.
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