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Abstract
This paper provides central limit theorems for the wavelet packet decomposition of stationary band-
limited random processes. The asymptotic analysis is performed for the sequences of the wavelet packet
coefficients returned at the nodes of any given path of the M -band wavelet packet decomposition tree. It is
shown that if the input process is centred and strictly stationary, these sequences converge in distribution
to white Gaussian processes when the resolution level increases, provided that the decomposition filters
satisfy a suitable property of regularity. For any given path, the variance of the limit white Gaussian
process directly relates to the value of the input process power spectral density at a specific frequency.
Index Terms
Wavelet transforms, Band-limited stochastic processes, Spectral analysis.
I. INTRODUCTION
This paper addresses the statistical properties of the M -Band Discrete Wavelet Packet Transform,
hereafter abbreviated as M -DWPT. In [1], asymptotic analysis is given for the correlation structure and
the distribution of the M -Band wavelet packet coefficients of stationary random processes. The limit
autocorrelation functions and distributions are shown to be the same for every M -DWPT path. This
seems to be a paradox because the M -DWPT paths are characterised by several sequences of wavelet




2results presented in [1] seem to be in contradiction with those stated in [2] concerning the autocorrelation
functions of the standard discrete wavelet packet transform (M -DWPT with M = 2) of wide-sense
stationary random processes. The results presented in [2] highlight that the limit variance of the wavelet
packet coefficients does depend on the path followed in the wavelet packet tree.
In fact, as shown below, the limit results in [1, Corollary 5, Proposition 12] apply to only one path of
the M -DWPT, namely the standard approximation path (only low-pass filters are used in this path). The
same holds true for [3, Proposition 7], which extends [1, Corollary 5] to the case of the dual-tree M -
DWPT. Actually, the limit analysis of the autocorrelation and distributions of the M -DWPT coefficients
is more intricate than presented in [1] and [3] because, as shown below, this analysis depends on the
path chosen and the wavelet filters used for decomposing the input random process. This analysis is
presented for the Shannon M -DWPT filters and standard families of paraunitary filters that converge to
the Shannon paraunitary filters.
II. PRELIMINARY RESULTS
A. General formulas on the M -DWPT
In what follows, j and M are natural numbers and M > 2. An M -DWPT is performed by using
wavelet paraunitary filters with impulse responses hm ;m = 0;1;2;:::;M   1. For further details about







hm [‘]exp(  i‘!); (1)
and  be a function such that fk :k 2 Zg is an orthonormal system of L2(R), where k :t7 !
(t  k). Let U be the closure of the space spanned by this orthonormal system.
The M -DWPT decomposition of the function space U involves splitting U into M orthogonal sub-




W 1;m ; (2)




W j+ 1;M n+ m ; (3)
for every natural number j and every n = 0;1;2;:::;M j  1. In this decomposition, the wavelet packet
space W j;n is the closure of the space spanned by the orthonormal set of the wavelet packet functions
DRAFT
3fW j;n;k :k 2 Zg whose Fourier transforms are given by






F W j;n(!); (4)
with





where the sequence W n;n = 0;1;2;:::;is recursively defined by
F W m (!)= H m (!=M )F (!=M ); (6)
and
F W M n+ m (!)= H m (!=M )F W n(!=M ); (7)
for m = 0;1;2;:::;M   1 and n 2 N .
Note that the function  in Eq. (6) is not necessarily the standard scaling function associated with
the low-pass filter h0 (see [5, Lemma 10.5.1] for more details). If  is this scaling function, we have
W 0 =  in Eq. (6).
B. M -ary representations of the M -DWPT paths




, where W j;n(j) W j  1;n(j  1), with n(0)= 0 by convention and
n(j)= M n(j  1)+ m j; (8)









at every resolution level j. By construction, each W j;n(j) is obtained by recursively decomposing U via
a particular sequence of filters (hm ‘)‘= 1;2;:::;j where each m ‘ belongs to f0;1;:::;M   1g. Thus, path P
can be associated with a unique M -ary sequence = (m ‘)‘2N of elements of f0;1;:::;M   1g. From
now on, any given M -DWPT decomposition path will be represented by an M -ary sequence . Since
the shift parameter n depends on j and  via Eq. (9), the notation n = n (j) will hereafter be used
to indicate this dependence if required. Therefore, an M -ary sequence  associated with an M -DWPT
decomposition path specifies a unique sequence (W j;n (j))j2N of wavelet packets. Now we have:
Lemma 1: Let P =
 
U ;fW j;n (j)gj2N

be some path of the M -DWPT decomposition tree. If the
shift parameter n is a bounded function of j, then  is the null sequence 0 = (0;0;:::).
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4Proof: If there exists some j0 such that n(j0)6= 0, then it follows from Eq. (9) that n(j)> M j  j0
for every j> j0. Therefore, n cannot be upper-bounded by a constant.
Remark 1: Lemma 1 states that the approximation path (associated with the null sequence) is the unique
M -DWPT decomposition path for which the shift parameter n is bounded by a constant independent of
j. As a consequence, the results established in [1, Corollary 5, Proposition 12] and [3, Proposition 7]
concern the approximation path only, because the assumption that n is constant is made in this reference
to derive the asymptotic analysis.
The results given in the present paper depends on the path chosen in the M -DWPT tree. In fact, the
M -ary representation of the M -DWPT paths plays an important role throughout because it allows a
complete path characterization. The following lemma will prove useful in the sequel.














Proof: An easy extension of [2, Lemma 1].
C. Shannon M -DWPT and the Paley-Wiener space of  band-limited functions
The Shannon M -DWPT filters are hereafter denoted hSm for m = 0;1;:::;M   1. These filters are






1l m (!   2‘); (11)
where 1lK denotes the indicator function of a given set K : 1lK (x) = 1 if x 2 K and 1lK (x) = 0,
















. The scaling function S associated with these
filters is defined for every t2 R by S(t)= sinc(t)= sin(t)=twith  S(0)= 1. The Fourier transform
of this scaling function is
F 
S
= 1l[  ;]: (12)
The closure U S of the space spanned by the orthonormal system fkS :k 2 Zg is then the Paley-
Wiener (PW) space of those elements of L2(R) that are  band-limited in the sense that their Fourier
transform is supported within [  ;].
Let X be any band-limited Wide-Sense Stationary (WSS) random process whose spectrum is supported








5so that U S is the natural representation space of such a process. Any M -DWPT of X can thus be
initialized with the samples X [k], k 2 Z.
Now, let us consider the Shannon M -DWPT of the PW space U S. The wavelet packet functions W Sj;n
of this M -DWPT can be computed by means of Eqs. (5), (6) and (7), by setting  = S and H m = H Sm ,
m = 0;1;:::;M   1. The Fourier transforms of these wavelet packet functions are given by proposition
1 below, which extends [6, Proposition 8.2, p. 328] since the latter follows from the former with M = 2.




j=21l j;G (n ); (14)



















and G is defined by recursively setting, for m = 0;1;:::;M   1 and ‘= 0;1;2;:::, G (0)= 0 and




M G (‘)+ m if G (‘)is even;
M G (‘)  m + M   1 if G (‘)is odd:
(16)













III. ASYMPTOTIC ANALYSIS FOR THE AUTOCORRELATION FUNCTIONS OF THE M -DWPT OF
SECOND-ORDER WSS RANDOM PROCESSES
Let X denote a centred second-order real random process assumed to be continuous in quadratic mean.
The autocorrelation function of X , denoted by R , is defined by R(t;s)= E[X (t)X (s)]. The projection




X (t)W j;n;k(t)dt; k 2 Z; (18)




R(t;s)W j;n;k(t)W j;n;k(s)dtds (19)
exists, which will be assumed in the rest of the paper since commonly used wavelet functions are
compactly supported or have sufficiently fast decay. The sequence given by Eq. (18) defines the discrete
random process cj;n = (cj;n[k])k2Z of the wavelet packet coefficients of X at any resolution level j and
for any shift parameter n 2 f0;1;:::;M j   1g.
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R(t;s)W j;n;k(t)W j;n;‘(s)dtds: (20)
If X is WSS, we write R(t;s)= R(t  s)with some usual and slight abuse of language. From Eq.





R(t)W j;n;k(t+ s)W j;n;‘(s)dtds: (21)
In the sequel, the spectrum  of X , that is, the Fourier transform of R , is assumed to exist. By using
Fubini’s theorem and Parseval’s equality, we can proceed as in [2, Appendix C] to derive from Eqs. (4),
(5) and (21) that cj;n is WSS. For any k;‘2 Z, and with the same abuse of language as above, the value












Let us assume that  2 L 1 (R) and is continuous at 0. These two assumptions have two easy
consequences. First, the integrand on the right hand side (rhs) of Eq. (22) is integrable since its absolute
value is upper-bounded by kk1 jF W n( )j2, whose integral equals kk1 ; second, the limit of ( !M j )
is (0) when j tends to 1 . Therefore, for every given natural number n, it follows from Lebesgue’s














W n(t)W n(t  k)dt= (0)[k]; (23)




1 if m = 0;
0 if m 6= 0:
The result thus obtained is that given in [1, Corollary 5].
From Lemma 1, we distinguish two cases, for any given M -DWPT path P =
 
U ;fW j;n (j)gj2N

.
First, if n is a constant function of j, then  is the null sequence 0, and thus, P is the approximation
path. In this case, the shift parameter n(j) is 0 at each resolution level j and the M -DWPT of X
through path P = P0 consists of an infinite sequence of low-pass filters. The decorrelation is then
guaranteed by Eq. (23) (see also [1, Corollary 5]). The second case is that of a function n which cannot
be upper-bounded by a constant independent of j when j tends to infinity1. In such cases where n is
1Example: for the sequence  = (1;1;:::), we have n(j)= M j   1 . The nodes (j;M j   1) are those of the path located
at the extreme rhs of the M -DWPT decomposition tree.
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when j tends to 1 is no longer a mere consequence of Eq. (23) since Lebesgue’s dominated convergence















This equality derives from Eq. (22) after a change of variable and by taking into account Eq. (5).
The purpose of the next section is then to analyse the behaviour of R j;n in the case of the Shannon
filters and some families of filters that converge to the Shannon filters.
B. Asymptotic decorrelation achieved by the Shannon M -DWPT
Let = (m ‘)‘2N be an M -ary sequence of elements of f0;1;:::;M   1g. Consider the Shannon M -
DWPT, that is, the decomposition of U S associated with the Shannon M -DWPT filters (hSm )m = 0;1;:::;M   1.
Let P = (U S;fW Sj;n (j)gj2N)be the path associated with  in the Shannon M -DWPT decomposition
tree. It follows from proposition 1 that the support of W S
j;n (j)
is  j;p (j), where p(j)= G (n(j)). For
j2 N , the sets  j;p+

(j) are nested closed intervals whose diameters tend to 0. Therefore, their intersection






Let X be some centred second-order WSS random process, continuous in quadratic mean, with
spectrum . The autocorrelation function R Sj;n resulting from the projection of X on W Sj;n derives from



















From Eqs. (14) and (26) and by taking into account that  is even, as the Fourier transform of the even













where  +j;p is given by Eq. (17) and p = G (n). When X satisfies some additional assumptions, the
following theorem 1 states that the Shannon M -DWPT of X yields coefficients that tend to be decorrelated
when j tends to infinity. One of these additional assumptions is that X is band-limited in the sense that
its spectrum is supported within [  ;]. When M = 2, theorem 1 is equivalent to [2, Proposition 1].
Theorem 1: Let X be a centred second-order WSS random process, continuous in quadratic mean.
Assume that the spectrum  of X is an element of L 1 (R) and is supported within [  ;]. Let  =
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8(m ‘)‘2N be an M -ary sequence of elements of f0;1;:::;M   1g and P = (U S;fW Sj;n (j)gj2N)be the
Shannon M -DWPT decomposition path associated with .







uniformly in k 2 Z, where R S
j;n (j)
is the autocorrelation function of the coefficients resulting from the
projection of X on W S
j;n (j)
.
Proof: The proof is an easy generalisation of that of [2, Proposition 1], which concerns the standard
wavelet packet transform (M = 2). The key point of the proof is proposition 1 above, which makes it
possible to compute Eq. (25).
The foregoing theorem is mainly of theoretical interest since the Shannon M -DWPT filters have infinite
supports and are not really suitable for practical purpose. In order to obtain a result of the same type
for filters of practical interest, the M -DWPT is now assumed to be performed by using decomposition








The parameter r is called the order of the M -DWPT filters. According to [7], the Daubechies filters
satisfy Eq. (29) for M = 2 when r is the number of vanishing moments of the Daubechies wavelet
function; according to [8], Battle-Lemarie´ filters also satisfy Eq. (29) for M = 2 when r is the spline
order of the Battle-Lemarie´ scaling function. The existence of such families for M > 2 remains an open
issue to address in forthcoming work. However, it seems reasonable to expect that general M -DWPT
filters of the Daubechies or Battle-Lemarie´ type converge to the Shannon filters in the sense given above.
Theorem 2: Let X be a centred second-order WSS random process, continuous in quadratic mean.
Assume that the spectrum  of X is an element of L 1 (R)and is supported within [  ;]. Assume that
the M -DWPT of the PW space U S is achieved by using decomposition filters h[r]m , m = 0;1;:::;M   1,
satisfying Eq. (29).
For every natural number j and every n = 0;1;:::;M j   1, let R [r]j;n stand for the autocorrelation










uniformly in k 2 Z and n, where R Sj;n is given by Eq. (27).
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where n is given by Eq. (9). These equations straightforwardly derive from Eq. (10) of lemma 2. From









uniformly in n. The three equalities above will prove useful below.
















































where R Sj;n is given by Eq. (27). From Eqs. (5), (31) and (32), and by taking into acount that jH [r]m ‘(!)j


























The results derives from Eqs. (33), (35), (36) and Lebesgue’s dominated convergence theorem.
IV. CENTRAL LIMIT THEOREMS
We now consider a real random process X that has finite cumulants and polyspectra. Denote by
cum (t;s1;s2;:::;sN )= cum fX (t);X (s1);X (s2);:::;X (sN )g; (37)
the cumulant of order N + 1 of X . The above cumulant is hereafter assumed to belong to L2(RN + 1)
and to be finite for any natural number N (see [9, Proposition 1] for a discussion about the existence of
this cumulant). The cumulant of order N + 1 of the random process cj;n has the integral form given by
(see [9, Proposition 1]):






R N + 1
dtds1:::dsN cum (t;s1;s2;:::;sN )W j;n;k(t)W j;n;‘1(s1):::W j;n;‘N (sN ): (38)
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Assume that X is strictly stationary so that cum (t;t+ t1;t+ t2;:::;t+ tN )= cum (t1;t2;:::;tN ),
then cj;n is a strictly stationary random process with cumulants cum j;n[k;k+ k1;k+ k2;:::;k+ kN ]=
cum j;n[k1;k2;:::;kN ]. Assume also that X has a polyspectrum N (!1;!2;:::;!N ) 2 L1 (RN ) for
every natural number N and every (!1;!2;:::;!N )2 RN . The polyspectrum is the Fourier transform
of the cumulant cum (t1;t2;:::;tN ). When N = 1, 1 is the spectrum of X and is simply denoted  as
in section III. Then after some routine algebra, Eq. (38) reduces:
cum j;n[k1;:::;kN ]=





d!1:::d!N exp(  i(k1!1 + :::+ kN !N ))




)F W n(  !1   :::  !N )F W n(!1):::F W n(!N ): (39)
If n is a bounded function of j, it follows from Lebesgue’s dominated convergence theorem that, for
any natural number N > 1, cum j;n[k1;k2;:::;kN ]tends to 0 uniformly in k1;k2;:::;kN when j tends
to 1 . This is a consequence of [1, Proposition 11]. On the other hand, if n cannot be upper-bounded
by a constant independent with j, the situation is similar to that discussed in section III-A: the shift
parameter n depends on j and Lebesgue’s dominated convergence theorem does not apply to Eq. (39) to
prove the vanishing behaviour of the cumulants. The vanishing behaviour of the cumulants are hereafter
given by theorems 3 and 4.











(k1!1 + :::+ kN !N )

N (  !1;:::;  !N )F W j;n(  !1   :::  !N )F W j;n(!1):::F W j;n(!N ): (40)
Theorem 3: Let X be a centred second-order strictly stationary random process, continuous in quadratic
mean. Assume that the polyspectrum N of X is an element of L1 (RN ) for any N > 1 and that the





j;n[k1;k2;:::;kN ]= 0: (41)
Proof: When the wavelet packet functions are the functions W Sj;n, it follows from Eqs. (14) and (40)
that the cumulant cum Sj;n[k1;k2;:::;kN ]of the discrete random process returned at node (j;n) by the












where  Nj;p =  j;p   j;p  :::  j;p
| {z }
N times
and p = G (n).
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According to Eq. (15), R
 j;p
d! = 2=M j:Therefore, we obtain
jcum
S
j;n[k1;k2;:::;kN ]j6 kN k1 M
  j(N   1)=2
: (43)
Given any natural number N > 1, the rhs of the latter inequality does not depend on n, k1;:::;kN and
vanishes when j tends to 1 , which completes the proof.
Corollary 1: With the same assumptions and notation as those of theorems 1 and 3, assume that  is






converges in the following
distributional sense to a white Gaussian process with variance (!): for every x 2 RN and every > 0,
there exists j0 = j0(x;)> 0 such that, for every j > j0, the absolute value of the difference between











and the value at x of the centred N -variate normal distribution N (0;(!)IN )with covariance matrix
(!)IN is less than .
Proof: A straightforward consequence of theorems 1 and 3.
Consider filters satisfying Eq. (29). Let  be an M -ary sequence of elements of f0;1;:::;M   1g.
The following results describe the asymptotic distribution of the discrete random process c[r]
j;n (j)
returned
at node (j;n(j))when the resolution level j and the order r of the filters increase.
Theorem 4: Let X be a centred second-order strictly stationary random process, continuous in quadratic
mean. Assume that the polyspectrum N of X is an element of L1 (RN )for every natural number N > 1
and that the spectrum  is supported within [  ;].
For every given natural number j and every n 2 f0;1;:::;M j  1g, let cum [r]
j;n
stand for the cumulant
of order N + 1 of the wavelet packet coefficients of X with respect to the packet W [r]j;n.






























j;n(!N )  F W
S





















where we use Eqs. (5), (31), (32), and take into acount that jH [r]m ‘(!)jand jH Sm ‘(!)jare less than or
equal to 1. The upper-bound given by Eq. (46) is independent of r and integrable; its integral equals
2M j(N + 1)=2(2)N . By taking Eq. (33) into account, we derive from Lebegue’s dominated convergence
theorem that the upper bound in Eq. (45) tends to 0 when r tends to + 1 .
Corollary 2: With the same assumptions and notations as those of theorems 2 and 4, assume that 








following distributional sense to a white Gaussian process with variance (!): for every x 2 RN and
every > 0, there exists j0 = j0(x;)> 0 and there exists r0 = r0(x;j0;) such that, for every j> j0
and every r> r0, the absolute value of the difference between the value at x of the probability distribution











and the value at x of the centred N -variate normal distribution N (0;(!)IN )with covariance matrix
(!)IN is less than .
Proof: The result follows from Eqs. (28), (30), (41) and (44).
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