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Re´sume´ :
La de´couverte de nouvelles physiques, graˆce a` la de´tection de nouvelles particules au LHC, pourra
eˆtre effectue´e si le bruit de fond est bien connu. La plupart du temps il est constitue´ d’un grand
nombre de processus multi-particules, et pour avoir une pre´diction fiable, il faut le calculer a`
l’ordre au dela` des logarithmes dominants, qui ne´cessite le calcul de diagrammes a` une boucle. Par
des me´thodes classiques de re´duction, il devient difficile de calculer ces diagrammes avec plus de
cinq pattes externes. Ne´anmoins, de nouvelles techniques de calcul de boucles ont e´te´ de´veloppe´es.
Elles sont base´es sur deux principes fondamentaux de la physique : l’unitarite´ et la causalite´.
Cette the`se consiste a` combiner la me´thode des amplitudes d’he´licite´s et les me´thodes d’unitarite´
pour cre´er une proce´dure syste´matique de calcul d’amplitude d’un diagramme a` une boucle. Cette
proce´dure a e´te´ applique´e a` l’amplitude a` six photons avec une boucle de fermions non massifs
puis ge´ne´ralise´e, dans certains cas, avec une boucle massive. Les re´sultats tre`s compacts obtenus
sont la preuve de la puissance de cette me´thode.
D’autres part ces re´sultats compacts ont permis l’e´tude des singularite´s de Landau particulie`res
aux processus a` six pattes externes sans masse : le ”double parton scattering”. Elles correspondent
a` une configuration cine´matique particulie`re dans laquelle la boucle virtuelle tend vers deux sous
processus physiques d’annihilations. Dans le cas du processus a` six photons, ce type de singularite´s
n’engendre pas de divergences.
La section efficace du processus a` six photons dans des cas re´els a e´te´ calcule´e nume´riquement.
Mots-cle´s : Diagramme a` une boucle, re´duction, spineur, unitarite´, tenseurs, inte´grales, termes
rationnels, six photons.
Abstract :
The discovery of new physics, which leads to new particles, at the LHC can be done if the back-
ground is known accurately. It is often made up by many multi-particles processes, which have to
be calculated at NLO to have a reliable prediction. Yet standard methods are not efficient enough
to compute loops with at least five external legs. Nevertheless, new methods, based of the two
fondamental principles of physics : unitarity and causality, have been developed.
The aim of this thesis is to combine the helicity amplitude method and those unitarity methods to
create a systematic procedure to calculate a one-loop diagram. This procedure have been applied
the six-photon amplitudes with a massless fermion loop, and extended, in some case to a massive
loop. The compactness of the result is the proof of the efficiency of this method.
Those compact results lead to the study of special Landau singularities : the double parton scat-
tering. It corresponds to a kinematical configuration where the virtual loop tends to two real
juxtaposed scattering processes. In the case of the six-photon amplitudes, those singularities do
not create divergences.
The cross section of the six-photon amplitudes have been computed numerically in existing collider
energies.
Key words : One-loop diagram, Reduction, Spinor, unitarity, tensor, integrals, rational terms,
six photons.
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INTRODUCTION
Le futur collisioneur LHC (Large hadron Colliders) a e´te´ construit dans le but de mettre en
e´vidence de la nouvelle physique telle que de la supersyme´trie ou du Higgs. Concre`tement, on espe`re
observer de nouvelles particules comme le boson de Higgs. Pour cela, on de´tectera les particules
e´mises de la collision de deux protons, dont chacun aura une e´nergie de 7 TeV. A` cette e´nergie,
on peut conside´rer un proton comme un plasma de partons. Il y a aura donc une multitude de
processus partoniques 2 → N , avec N = 2, 3, 4.. qui constituera un bruit de fond, a` priori non
ne´gligeable. La connaissance pre´cise de ce bruit de fond est absolument indispensable si on veut
« voir « de nouvelles particules. Une « Wish List » rassemble tous les processus qui seront
pre´sents et qu’ils seraient donc bien de connaˆıtre, a` l’ordre des logarithmes dominant, pour la mise
en marche du LHC, pre´vue pour 2008-2009 :
Processus (V ∈ {Z,W, γ}) Bruit de fond de Calcule´
Calculs effectue´s depuis 2005
1. pp→ V V jet ttH, nouvelle physique WW jet [1, 2, 3]
2. pp→ H+2jets H dans le canal gg [4]
dans le canal VBF [5, 6]
3. pp→ V V V nouvelle physique ZZZ [7]
WWZ [8]
WWW [9]
Calculs restant depuis 2005
4. pp→ tt¯ bb¯ tt¯H
5. pp→ tt¯+2jets tt¯H
6. pp→ V V bb¯, VBF → H → V V , tt¯H
7. pp→ V V+2jets VBF → H → V V [10]
VBF [11, 12, 13]
8. pp→ V+3jets nouvelle physique
Calculs NLO ajoute´s en 2007
9. pp→ bb¯bb¯ H, nouvelle physique
Calculs au dela`
10. gg →W ∗W ∗ O(α2α3s) H
11. NNLO pp→ tt¯
12. NNLO → VBF et Z/γ+jet H
En QED comme en QCD, le couplage de´pend d’une e´chelle d’e´nergie non physique. Pour re´duire
cette de´pendance, il faut augmenter le de´veloppement perturbatif. Donc pour avoir une bonne
connaissance, du bruit de fond, le calcul des amplitudes a` l’ordre de l’arbre n’est pas suffisant, il faut
les calculer a` l’ordre d’une boucle. La pre´dictivite´ en sera d’autant meilleure que le de´veloppement
sera e´leve´.
Cependant un processus 2 → N engendre des diagrammes a` une boucle avec N+2 pattes
externes. La re´duction de ce genre de diagrammes croˆıt exponentiellement avec le nombre de pattes
externes. Il est donc ne´cessaire de trouver un moyen efficace de re´duire ces boucles. Re´cemment
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de nouvelles me´thodes base´es sur l’unitarite´ d’un processus ont e´te´ de´veloppe´es dans le but de
re´duire tre`s astucieusement les boucles. Cependant il reste un certain nombre de points flous que
j’ai essaye´ de re´soudre dans cette the`se.
Ici le but principale n’est pas d’obtenir un calcul de section efficace, mais plutoˆt d’exposer et
d’ame´liorer ces me´thodes, c’est pourquoi, je me suis limite´ a` des amplitudes en QED pour m’e´viter
le proble`me des couleurs. Dans les chapitres 1, 2 et 3, j’ai rappele´ la structure des diffe´rentes
QED. Puis dans les chapitres 4, 5 et 6, j’ai calcule´ tous les arbres ne´cessaires dans la suite de
la the`se. Les chapitres 7, 8, 9 et 10 constituent la partie the´orique de la the`se, dans laquelle j’ai
e´tudie´ la structure analytique des boucles pour en de´duire une me´thode de re´duction. Enfin, j’ai
applique´ cette me´thode a` l’amplitude a` quatre photons en the´orie massive et non massive dans
les chapitres 11, 12, 13 et 14, puis au processus de cre´ation de deux photons a` partir d’une paire
d’e´lectron-positron dans le chapitre 15 et enfin, au processus a` six photons dans les chapitres
18, 17, 19, 20, 21 et 22. Le premier processus permet d’e´tudier le comportement des masses dans la
boucle, le deuxie`me permet d’appre´hender les divergences infrarouges et ultraviolettes alors que
la troisie`me permet d’e´tudier des singularite´s de Landau particulie`res, celles qui correspondent a`
la configuration cine´matique du double parton scattering. En fin de the`se, j’ai effectue´ une e´tude
nume´rique du processus a` six photons qui a conduit au calcul de la section efficace. Dans ce chapitre,
on a e´crit un espace de phase 2→ 4 qui pourra servir pour d’autres processus.
Premie`re partie
QED’s, Amplitude d’He´licite´s.
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Chapitre 1
Les diffe´rentes the´ories QED.
Sommaire
1.1 La the´orie φ3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 La the´orie QED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 La the´orie QED scalaire . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4 La the´orie QEDN=1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Dans ce chapitre, on va rappeler les diffe´rentes the´ories, utilise´es dans cette the`se, ainsi que les
re`gles de Feynman des propagateurs, des vertexs et des particules externes. Le but de cette the`se est
d’e´tudier les diagrammes a` une boucle, plus pre´cise´ment, la structure analytique et tensorielle des
boucles, en vue de les re´duire facilement. On va principalement utiliser les the´ories φ3, QED, QED
scalaire et la the´orie supersyme´trique QEDN=1. Les QED sont des the´ories de jauge abe´lienne,
il n’y donc aucune structure de couleur, ce qui permet de simplifier les calculs. La the´orie φ3 est
e´tudie´e car elle sera utile dans la re´duction des boucles tensorielles. On note Qe la charge du
fermion, ainsi un e´lectron sera de´crit par Q = −1. On peut retrouver toutes ces re`gles dans des
livres tels que [14, 15, 16, 17].
1.1 La the´orie φ3
Soit un champ scalaire re´el φ. Le lagrangien de la the´orie φ3 est compose´ d’un lagrangien libre
scalaire de Klein-Gordon et d’un terme d’inte´raction en φ3 :
Lφ3 =
1
2
(
(∂φ)2 −m2φ2
)
− g
3!
φ3 (1.1)
= L1 + L2. (1.2)
Pour chaque terme L1 = 12
(
(∂φ)2 −m2φ2
)
et L2 = − g3!φ3 du lagrangien, on va e´crire un dia-
gramme et une amplitude. Le premier terme L1 du lagrangien de la the´orie φ3, correspond a`
la propagation libre du champ φ, alors que le second terme L2 correspond a` l’interaction. Les
diagrammes associe´s et les re`gles de Feynman sont :
propagateur scalaire :
k
Sφ3 =
i
k2 −m2 + iλ =
i
D2k
(1.3)
vertex scalaire : − ig (1.4)
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Pour un scalaire externe on a le diagramme et la re`gle suivante :
scalaire externe : 1 (1.5)
1.2 La the´orie QED
La QED (Quantum Electro Dynamics) permet de de´crire un champ de fermions en inte´raction
avec un champ de photons. On veut de´crire la propagation libre d’un champ de fermions ψ. Ce-
pendant, ce lagrangien libre n’a qu’une invariance de jauge globale. Pour restaurer l’invariance de
jauge locale, il faut et il suffit d’introduire un champ de jauge Aµ et de transformer les de´rive´es
en de´rive´es covariante : ∂µ → Dµ = ∂µ + iQeAµ dans le lagrangien libre du fermion. Le tenseur
de jauge Fµν = ∂µAν − ∂νAµ est de´ja` invariant de jauge. Le lagrangien de QED, note´ LQED est
alors compose´ du lagrangien libre du fermion ψ et du lagrangien libre du champ de jauge Aµ :
LQED = ψ (i 6 Dµ −m)ψ − 14FµνF
µν (1.6)
= ψ (i 6 ∂µ −m)ψ −QeψγµψAµ − 14FµνF
µν (1.7)
= ψ (i 6 ∂µ −m)ψ + jµAµ − 14FµνF
µν (1.8)
=L1 + L2 + L3. (1.9)
jµ = −Qeψγµψ est le courant de Noether associe´ a` la syme´trie de jauge locale. Le lagrangien
est compose´ de trois termes dont un terme d’inte´raction entre les champs. Le premier terme :
L1 = ψ (i 6 ∂µ −m)ψ correspond au lagrangien de propagation libre du champ fermionique ψ, il
donne le propagateur du champ spinoriel :
p Sψ =
i
6p−m+ iλ =
i (6p+m)
p2 −m2 + iλ . (1.10)
Le deuxie`me terme du lagrangien (1.8) est L2 = jµAµ est un terme d’inte´raction line´aire entre le
courant fermionique jµ et le champ de jauge Aµ. Il de´finit le vertex d’inte´raction d’amplitude :
µ V µS = iQeγµ. (1.11)
Enfin le troisie`me terme du lagrangien (1.8) : L3 = − 14FµνFµν est le lagrangien de propagation
libre du champ de jauge Aµ. Il donne le propagateur de ce champ :
q
µ ν
SA =
iηµν
q2 + iλ
. (1.12)
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Pour les particules externes, les re`gles de Feynman sont :
fermions externes :

p
u (p) (initial)
p
u (p) (final)
(1.13)
antifermions externes :

p
v (p) (initial)
p
v (p) (final)
(1.14)
photons externes :

p
εµp (initial)
µ
q
εµp
∗ (final)
(1.15)
1.3 La the´orie QED scalaire
La propagation libre d’un champ scalaire complexe φ est donne´e par le lagrangien de Klein-
Gordon, note´ LKG :
LKG = (∂µφ) † (∂µφ)−m2φ†φ. (1.16)
Cependant ce lagrangien ne respecte pas l’invariance de jauge locale. Comme dans le cas de la
QED, pour restaurer cette invariance, on introduit la de´rive´e covariante et un champ de jauge Aµ.
Ainsi le lagrangien de QED scalaire, note´ LQEDs est compose´ d’un lagrangien de champ scalaire
complexe libre φ, e´crit avec la de´rive´e covariante ∂µ → Dµ, plus du lagrangien de propagation libre
du champ de jauge associe´ Aµ :
LQEDs = (Dµφ) † (Dµφ)−m2φ†φ− 14FµνF
µν (1.17)
= (∂µφ) † (∂µφ) + iQeAµ ((∂µφ) †φ− φ† (∂µφ)) +Q2e2A2φ†φ−m2φ†φ− 14FµνF
µν
(1.18)
= (∂µφ) † (∂µφ)−m2φ†φ− 14FµνF
µν + jµAµ +Q2e2A2φ†φ (1.19)
= L1 + L2 + L3 + L4. (1.20)
jµ = iQe ((∂µφ) †φ− φ† (∂µφ)) est le courant de Noether associe´ a` la syme´trie de jauge locale.
Le lagrangien est compose´ de quatre termes dont deux d’inte´ractions entre les deux champs. Le
premier terme L1 = (∂µφ) † (∂µφ)−m2φ†φ correspond au lagrangien libre du champ scalaire φ. Il
donne le propagateur du champ φ :
p
Sφ =
i
p2 −m2 + iλ . (1.21)
Le deuxie`me terme L2 = − 14FµνFµν est le lagrangien libre du champ de jauge Aµ. Il donne le
propagateur SA, en jauge de Feynman :
q
µ ν
SµνA =
iηµν
q2 + iλ
. (1.22)
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Le troisie`me terme du lagrangien (1.19) : L3 = jµAµ est un terme d’inte´raction line´aire entre le
courant de Noether du champ scalaire et son champ de jauge. Il de´finit un premier vertex :
µ
p
′
p V µs = iQe(p+ p
′
)
µ
, (1.23)
enfin le quatrie`me terme de ce lagrangien (1.19) : L4 = Q2e2A2φ†φ est un terme d’inte´raction non
line´aire du champ de jauge. Son amplitude est :
ν
µ
Bµνs = 2iQ2e2ηµν . (1.24)
Les particules externes sont de´crites par les meˆmes re`gles que dans les the´ories pre´ce´dentes. Les
scalaires externes sont de´crits par (1.5) et les photons externes sont de´crits par (1.15).
1.4 La the´orie QEDN=1
La QED est une the´orie de jauge abe´lienne, mais qui n’est pas totalement syme´trique. Il y a
une brisure de syme´trie entre les degre´s de liberte´ fermionique et bosonique. Pour re´tablir cette
syme´trie, on ajoute un champ, appele´ super champ bosonique (resp. fermionique), a` chaque champ
fermionique (respectivement bosonique) de la QED. Un boson ou un fermion est caracte´rise´ par
son spin ou sa charge. On cre´e donc des ge´ne´rateurs de champs supersyme´triques a` partir de la
charge des champs. Ici l’exposant « N = 1 » signifie que l’on applique une fois le ge´ne´rateur de
supersyme´trie. La the´orie supersyme´trique est encore une the´orie de jauge, qui incorpore la the´orie
non-supersyme´trique.
La supersyme´trie ne´cessite qu’au champ de jauge Aµ de spin 1, on ajoute un partenaire fermionique,
appele´ le photino, de spin 1/2, qui est repre´sente´ par le spineur de Majorana
(
λα, λ
α
)
. La cohe´rence
de l’alge`bre de supersyme´trie ne´cessite l’introduction de deux champs bosoniques : deux champs
scalaires
(
φ−L , φ
+
R
)
, associe´s au fermion ψ de la the´orie non-supersyme´trique. Au final on a donc
un vecteur multiplet
(
Aµ, λα, λ
α
)
et deux multiplets chiraux
(
ψL, φ−L
)
et
(
ψR, φ+R
)
de charges
respectives QL = −1 et QR = 1. On a donc maintenant autant de degre´ de liberte´ fermioniques
que bosoniques.
Le lagrangien de QED supersyme´trique N = 1, note´ LN=1 est compose´ de lagrangien libre pour
chaque champ et de l’addition des lagrangiens d’inte´ractions. On appelle couramment ce lagrangien,
le lagrangien de Wess-Zumino :
LN=1 = − 14F
µνFµν + |Dµφ−L |2 + |Dµφ+R|2 −m2
(
φ−L
†
φ−L + φ
+
R
†
φ+R
)
+ ψ (i6D −m)ψ
− 1
2
e2
(|φ−L |2 + |φ+R|2)2 + 12λi6∂λ+√2e(ψΠ+λφ−L + φ+RλΠ+ψ + h.c.) . (1.25)
On note Π± = 1±γ52 le projecteur de chiralite´ et « h.c. » signifie hermitique conjugue´. La premie`re
ligne de l’expression du lagrangien (1.25) correspond au lagrangien libre des diffe´rents champs bo-
soniques et fermioniques, alors que la deuxie`me ligne correspond aux lagrangiens d’inte´ractions. On
n’effectue pas tout le de´veloppement des de´rive´es covariantes pour retrouver les termes d’inte´ractions
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et au final les re`gles de Feynman associe´es aux propagateurs sont :
propagateur fermion : p Sψ =
i
6p−m+ iλ =
i (6p+m)
p2 −m2 + iλ (1.26)
propagateur photon :
q
µ ν
SµνA =
iηµν
q2 + iλ
(1.27)
propagateur scalaire :
p
Sφ =
i
p2 −m2 + iλ (1.28)
propagateur photino :
p
Sλ =
i
6p−m+ iλ =
i (6p+m)
p2 −m2 + iλ . (1.29)
On note e˜ l’e´lectron scalaire. Les inte´ractions sont donne´es par les vertexs suivants, que l’on trouve
dans [18] :
µ V µS = iQeγµ (1.30)
µ
p
′
p V µs = iQe(p+ p
′
)
µ
(1.31)
ν
µ
Bµνs = 2iQ2e2ηµν (1.32)
˜ej
˜ej
˜ei
˜ei
{
2ie2 i = j
−ie2 i 6= j (1.33)
˜
e
{
+iQe√2Π+ e˜ = φ−L
−iQe√2Π− e˜ = φ+R
† (1.34)
˜
e
{
+iQe√2Π− e˜ = φ−L
†
−iQe√2Π+ e˜ = φ+R
(1.35)
Les re`gles pour les scalaires (respectivement fermions,photons) externes sont donne´s par les for-
mules (1.5) (respectivement (1.13), (1.15)).
Notations : De´sormais, l’amplitude d’un arbre, d’une chaˆıne ou d’une boucle aura en exposant
un « φ3 » (respectivement « s », « S », « N = 1 ») pour de´finir la the´orie dans laquelle elle est
calcule´e, c’est a` dire, en the´orie φ3 (respectivement en QED scalaire, en QED et en QEDN=1). On
prendra toujours comme fermion un electron, donc on aura Q = −1.
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d’he´licite´s.
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2.1 La me´thode des amplitudes d’he´licite´s
2.1.1 Proble`mes rencontre´s lors d’un calcul d’amplitude
Soit un processus d’e´tat initial |i〉, repre´sente´ par l’ope´rateur unitaire S. L’amplitude de pro-
babilite´ de trouver un e´tat final |f〉 est donne´e par l’e´le´ment de matrice Sfi = 〈f |S|i〉. Cette
amplitude de probabilite´ s’e´crit au moyen de l’e´le´ment de matrice Mfi :
Sfi = δfi − i(2pi)4δ (pf − pi)NMfi, (2.1)
ou` pi (respectivement pf ) est l’impulsion dans l’e´tat initial (resp. final). N est un facteur de norma-
lisation qui provient des permutations sur les particules discernables et indiscernables. L’amplitude
totale du processus est donne´e par la somme sur toutes les contributions de cette amplitude. Dans
le cas de la section efficace diffe´rentielle dσ, on inte`gre l’amplitude sur l’espace de phase de l’e´tat
final :
dσ ∝ (2pi)4δ (pf − pi)
∏
f
d3pf
(2pi)3Ef
|Mfi|2 , (2.2)
ou` Mfi peut se de´crire par les diagrammes de Feynman. Supposons donc qu’il y ait des bosons
entrants caracte´rise´s par i et sortants, caracte´rise´s par j et des fermions entrants d’impulsion p et
sortants, d’impulsion q alors on a :
Mfi = εµi ε∗j νv(p)u(p)6Aµνu(q)v(q) (2.3)
Le tenseur 6Aµν s’exprime en fonction des re`gles de Feynman des vertexs et des propagateurs. Ce-
pendant pour pouvoir simplifier l’expression il faudrait pourvoir exprimer simplement les vecteurs
repre´sentant les particules externes.
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Proble`me : Comment exprimer les vecteurs polarisations ε, ε∗ et les spineurs u, v, u et v.
2.1.2 De´composition de l’amplitude
Les particules externes sont caracte´rise´es par leurs polarisations. L’espace des polarisations des
particules sans masse est de dimensions deux. On choisit donc de de´finir la polarisation des parti-
cules externes par leur he´licite´. On peut aussi de´composer les polarisations par deux polarisations
plates. Le processus est donc caracte´rise´ par son e´tat d’he´licite´, qui est la donne´e des he´licite´s des
particules externes. L’amplitude s’e´crit :
Afi =
∑
he´licite´:σ
Aσfi. (2.4)
Chaque e´tat d’he´licite´ fait partie d’un processus, donc les e´tats d’he´licite´s sont orthogonaux entre
eux. Par conse´quent le module de l’amplitude s’e´crit :
|Afi|2 =
∣∣∣∣∣ ∑
he´licite´:σ
Aσfi
∣∣∣∣∣
2
=
∑
he´licite´:σ
∣∣Aσfi∣∣2 . (2.5)
Maintenant imaginons un faisceau de particules non-polarise´es, et des de´tecteurs ne faisant pas la
distinction entre les he´licite´s des diffe´rentes particules alors, l’amplitude de Feynman correspond a`
la moyenne des amplitudes sur les spins des particules entrantes et sortantes :
|Afi|2 = 1∏
i (2si + 1)
∑
he´licite´:σ
|Aσfi|2. (2.6)
Le proble`me rencontre´ est de trouver une repre´sentation simple des vecteurs polarisations des
photons externes et les spineurs des fermions externes afin obtenir une amplitude compacte. La
solution est donne´e dans [19, 20, 21, 22], elle consiste a` exprimer les spineurs et les vecteurs
polarisations repre´sentant les particules externes en fonction de spineurs chiraux.
Me´thode : Au lieu de calculer une amplitude, on calcule chaque e´tat d’he´licite´. On repre´sente,
dans chaque amplitude d’he´licite´, les vecteurs polarisations et les spineurs des particules externes
en fonction de spineurs chiraux. Ceci permet d’avoir une e´criture compacte de chaque amplitude
d’he´licite´. On appelle cette me´thode la me´thode des amplitudes d’he´licite´s.
Dans la suite, on va exprimer les spineurs et les vecteurs polarisations en fonction de spineurs
chiraux.
2.2 Repre´sentation spinorielle des vecteurs polarisations
On se limite a` des particules externes non-massives. Il existe une extension de cette repre´sentation
a` des particules massives. En particulier, les bosons W et Z0, et les quarks lourds ont besoin d’une
repre´sentation massive dans le cas d’e´nergie de re´action faible.
Soit un fermion d’impulsion p non-massif : p2 = 0. On note les projecteurs de chiralite´ : Π± = 1±γ52 .
Dans le cas de particule non-massive, il y a un e´quivalence entre he´licite´ et chiralite´.
De´finition 2.2.1. Les spineurs repre´sentants les fermions entrants et sortants sont de´finis par :
u±(p) = Π±u(p) = v∓(p) = Π∓v(p) = |p±〉 (2.7)
u±(p) = u(p)Π∓ = v∓(p) = v(p)Π± = 〈p± |. (2.8)
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Les spineurs sont normalise´s de fac¸on a` avoir 〈p± |γµ|p±〉 = 2pµ. L’e´quation de Dirac donne :
6p|p±〉 = 〈p± |6p = 0. (2.9)
On peut de´velopper toute une alge`bre autour des spineurs, dont les principales notations utilise´es
par la suite sont :
〈pa − |pb+〉 = 〈ab〉 (2.10)
〈pa + |pb−〉 = [ab] (2.11)
〈pa − |6pb|pc−〉 = 〈abc〉 = [cba] = 〈pc + |6pb|pa+〉 = [pcpb]〈pbpa〉 (2.12)
〈pa + |6pb 6pc|pd−〉 = [abcd] = −[dcba] = −〈pd + |6pc 6pb|pa−〉. (2.13)
Graˆce a` la de´finition des spineurs dans l’appendice D, les deux produits spinoriels 〈ab〉 et [ab] sont
antisyme´triques : 〈ab〉∗ = [ba]. Les vecteurs polarisations des photons s’expriment a` partir de
spineurs.
De´finition 2.2.2. Soit un photon d’impulsion p, sur couche de masse et soit une deuxie`me im-
pulsion de type lumie`re R 6= p, alors les vecteurs polarisations εσp des deux e´tats d’he´licite´s σ = ±
sont :
ε+p
µ =
〈Rγµp〉√
2〈Rp〉 ε
−
p
µ =
[Rγµp]√
2[pR]
. (2.14)
Cette de´finition respecte les relations d’orthonormalisation habituelles :
ε+p .ε
−
p
∗ = 0 ε+p .ε
+
p
∗ = −1, (2.15)
ainsi que la transversalite´ des vecteurs de polarisations ε∗p.p = εp.p = 0. Ils sont de type lumie`re
ε∗p
2 = ε2p = 0 et la parite´ est respecte´e : ε−p
∗ = ε+p . Les vecteurs polarisations se contractent avec
les matrices γ de la manie`re suivante :
6ε+p =
√
2
〈Rp〉
(|p−〉〈R− |+ |R+〉〈p+ |) 6ε−p = √2[pR](|p+〉〈R+ |+ |R−〉〈p− |). (2.16)
2.3 Discussion autour de la me´thode
La me´thode des amplitudes d’he´licite´s a` l’avantage certain d’exprimer les vecteurs de polari-
sations et les spineurs des particules externes en spineurs chiraux. On peut relier les vecteurs les
spineurs aux variables de Mandelstam suivant la formule : 〈ab〉[ba] = (pa + pb)2 = sab. On peut
donc espe´rer e´crire une amplitude d’he´licite´ en fonction de variable de Mandelstam et de produits
spinoriels.
Cependant, cette me´thode nous demande de calculer toutes les amplitudes d’he´licite´s. Dans le cas
de particules non-massives, il y a deux e´tats d’he´licite´ par particules externes et donc 2N e´tats
d’he´licite´s a` calculer, avec N le nombre de particules externes. Dans le cas de particules massives,
le proble`me est encore plus graves, puisqu’une particule massive a trois e´tats d’he´licite´s diffe´rents.
Ne´anmoins, graˆce aux syme´tries du proble`me, il y a souvent un nombre conside´rable d’e´tats
d’he´licite´s facilement de´ductibles. Les syme´tries utilise´es sont la parite´ P , la syme´trie de Bose,
la conjugaison C, et l’inversion T . La parite´ permet de re´duire par deux le nombre d’e´tat d’he´licite´
calcule´, elle change le sens de propagation des particules. Donc la parite´ inverse l’he´licite´ de la
particule. Elle s’applique sur l’amplitude en prenant le complexe conjugue´ de l’amplitude.
De plus, expe´rimentalement on peut cre´er des de´tecteurs polarise´s et n’observer que des particules,
dans un seul e´tat de polarisation. Chaque e´tat d’he´licite´ est un processus, d’ou` l’inte´reˆt de calcul
chacun d’entre eux.
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Dans ce paragraphe, on va relier les trois QED, ce qui nous permettra, par la suite, de simplifier
les calculs. Il suffira de connaˆıtre l’amplitude dans une the´orie pour obtenir les autres. Cette relation
entre les QED, initialise´e dans [24], fait intervenir le moment magne´tique des champs de jauge.
3.1 Moment magne´tique d’un champ de jauge
3.1.1 Ressemblance et diffe´rence entre la QED et la QED scalaire
Soient SS(E,−→p ) (respectivement Ss(E,−→p )) le propagateur du fermion (resp. scalaire), d’e´nergie
E et de vecteur −→p en QED (QED scalaire). On regarde l’action de l’ope´rateur conjugaison de
charge C = iγ2γ0 sur un courant de fermions puis de scalaires. Cette ope´rateur inverse la charge
de la particule. En utilisant les proprie´te´s des matrices gamma (Appendice D), les courants sont
transforme´s :
C−1 SS(E,−→p ) C = SS(E,−−→p )T C−1 Ss(E,−→p ) C = Ss(E,−→p ). (3.1)
On en de´duit que le propagateur fermionique est charge´ alors que le propagateur scalaire ne l’est
pas. La QED et la QED scalaire sont donc fondamentalement diffe´rentes au niveau de la charge de
la matie`re. Donc si l’on veut relier les deux the´ories, il faut arriver a` se´parer la QED en une partie
« charge´e » et une partie « non charge´e » , qui serait directement lie´e a` la QED scalaire.
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Une autre diffe´rence entre les deux QED est dans le nombre de vertexs. La QED contient un
seul vertex line´aire AµS alors que la QED scalaire a un vertex line´aire A
µ
s et un vertex non line´aire
Bµνs . La raison est que la QED a un lagrangien avec une de´rive´e simple alors que pour de´crire un
champ scalaire il faut une de´rive´e seconde. On retrouve cette diffe´rence dans l’e´quation qui relie
les diffe´rents propagateurs :
SS(E,−→p ) = ( 6p+m)Ss(E,−→p ). (3.2)
3.1.2 Moment magne´tique
Pour faire e´merger une partie « charge´e » d’une partie « non charge´e » de la QED, on utilise
le moment magne´tique, de´fini a` partir des e´quations de Gordon :
De´finition 3.1.1. Soit un champ de jauge d’impulsion p, de vecteur polarisation εp et d’he´licite´
σ. Le moment magne´tique Mσp associe´ a` ce champ est de´fini par :
6Mσp = eσµνpνεµp =
ie
2
(6εp 6p− 6p6εp) = ie2 [6εp, 6p] , (3.3)
qui s’e´crit plus explicitement, en utilisant les expressions des vecteurs polarisations :
6M+p = i e
√
2|p−〉〈p+ | et 6M−p = −i e
√
2|p+〉〈p− |. (3.4)
Maintenant on va re´e´crire l’expression d’un vertex en QED en fonction du moment magne´tique du
photon associe´ a` l’inte´raction fermion-photon. On conside`re un vertex en QED avec un fermion
impulsion k et un photon d’impulsion p entrants. On prend en compte les deux sens de propagations
et on transforme l’expression de cet arbre pour faire apparaˆıtre le vertex simple en QED scalaire
et le moment magne´tique :
−ie 6k + 6p
D2p
6 εp − ie 6 εp 6 k
D2p
= −ie (26k + 6p+ 6p) 6 εp
2D2p
− ie 6 εp 6 k
D2p
(3.5)
=
−ie
D2p
(
(2k + p) .εp − 6 εp2 (26k + 6p)+ 6 p
6 εp
2
)
− ie 6 εp 6k
D2p
(3.6)
=
−ie
D2p
(
(2k + p) .εp + iσµνεpµpν
)
(3.7)
=
−ie
D2p
(2kµ + iσµνpν) εµp . (3.8)
Sur le coˆte´ gauche de la relation nous avons deux courants de fermions, un qui entre et un autre qui
sort du vertex fermionique. Sur le coˆte´ droit de la relation, on reconnaˆıt le vertex simple scalaire
et le moment magne´tique associe´ au champ de jauge. On peut repre´senter sche´matiquement par
l’e´quation en diagramme :
µ
p
k + p
+
p
µ
p
=
k
µ
p
k + p
+
k
µ
p
k + p
(3.9)
Le dernier diagramme avec le carre´ repre´sente le moment magne´tique. On de´finit une inte´raction
effective pour de´crire la QED : V µM,p.
De´finition 3.1.2. Soit un fermion d’impulsion k et un champ de jauge d’impulsion p, on de´finit
une inte´raction effective entre le photon et le fermion par le vertex V µM :
k
µ
p
k + p
V µM,p = −ie (2kµ + pµ + iσµνpν) (3.10)
On note Up :
Up = −ie (2kµ + pµ + iσµνpν) εµp = −i e (2kµ + pµ) εµp + 6Mp = Vp.εp + 6Mp. (3.11)
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Quelque soit le sens de propagation du fermion, on a :
−ie 6k + 6p
D2p
6εp − ie 6εp
6k
D2p
=
Up
D2p
(3.12)
Maintenant on va utiliser cette de´composition pour calculer des chaˆınes de photons puis des boucles
de photons en QED.
3.2 Relation entre une chaˆıne de fermions et une chaˆıne de
scalaires
3.2.1 Chaˆıne de photons
De´finition 3.2.1. On de´finit une chaˆıne de N photons et d’impulsions p1, ... , pN et d’he´licite´
σ1...σN sur une ligne constitue´e par des particules entrantes (respectivement sortantes) d’impulsion
pA (respectivement pB) et d’he´licite´ σA (respectivement σB) :
Aarbre (pσAA , pσBB , pσ11 , ....pσ2N ) =
p1
p2 pN
pA pB
(3.13)
La ligne peut eˆtre fermionique ou bosonique. La boule noire rassemble tous les diagrammes a` l’ordre
de l’arbre correspondant au processus pA + p1 + ...+ pN → pB . Une chaˆıne est donc invariante de
jauge a` partir du moment ou` les particules externes sont re´elles.
Remarque : Si on a une chaˆıne de photons sur des fermions non massifs, alors les fermions entrants
et sortants ont la meˆme he´licite´. En effet un vertex est de´crit par une matrice γ de Dirac, et comme
les projecteurs de chiralite´ ne commutent pas avec les matrices de Dirac. La chiralite´ change lors
du passage par une matrice de Dirac :
∏
± γµ = γµ
∏
∓. Pour une particule non-massive la chiralite´
est l’he´licite´ sont identiques, donc l’he´licite´ change au niveau d’un vertex. De plus l’he´licite´ change
a` nouveau quand on passe d’un bout a` l’autre d’un propagateur puisque le fermion qui est sortant
sur l’ancien vertex est devenu entrant sur le nouveau vertex. Au final, l’he´licite´ d’une particule ne
change pas le long d’une ligne de fermions.
On va d’abord s’inte´resser aux chaˆınes qui ont des photons avec une seule et meˆme he´licite´ puis
aux chaˆınes qui ont un photon avec une he´licite´ diffe´rente de celle des autres photons. Dans les
chapitres 4, 5, 6, on fera un calcul explicite de ces chaˆınes.
3.2.2 Premier type de chaˆıne
Proposition 3.2.2. Soit une chaˆıne compose´e de N photons qui ont tous une he´licite´ positive, et
les fermions ou de scalaires externes sont sur couches de masses :
p+1
p+2 p+N
pA pB
,
alors l’amplitude de la chaˆıne en QED : ASarbre
(
pσAA , p
σB
B , p
+
1 , ....p
+
N
)
= AS et en celle QED scalaire
Asarbre
(
pσAA , p
σB
B , p
+
1 , ....p
+
N
)
= As sont relie´es par :
Si σA = + alors AS = 〈RA〉〈RB〉A
s (3.14)
Si σA = − alors AS = 〈RB〉〈RA〉A
s, (3.15)
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ou` tous les photons ont pour vecteur de re´fe´rence |R〉.
De´monstration : On conside`re le cas ou` l’on a σA = +. L’autre cas d’he´licite´ se de´montre
de la meˆme manie`re. L’amplitude s’e´crit en utilisant directement les formulations spinorielles des
vecteurs polarisations (2.16) :
AS = (−ie)
N iN−1
√
2
N
〈R1〉...〈RN〉 [BN ]
N−1∏
i=1
〈R 6qii〉 = −i
(
e
√
2
)N √
2
N [BN ]〈RA〉√
2〈RN〉
N−1∏
i=1
εi.qi (3.16)
= −i (2e)N 〈RBN〉〈RA〉√
2〈RB〉〈RN〉
N−1∏
i=1
εi.qi = −i (2e)N 〈RA〉〈RB〉
N∏
i=1
εi.qi (3.17)
On a utilise´ les formules scalaires de vecteurs polarisations donne´es par la de´finition 2.2.2. Puis on a
multiplie´ en haut et en bas par le spineur 〈RB〉. Les vecteurs polarisations ont tous le meˆme vecteur
de re´fe´rence, donc on a ∀i, j εi.εj = 0, par conse´quence, tous les vertex doubles de l’amplitude
scalaire sont nuls. On reconnaˆıt alors l’amplitude en QED scalaire, dans la dernie`re e´quation. uunionsq
Remarque : On peut ge´ne´raliser cette relation de supersyme´trie dans le cas de photons avec des
he´licite´s ne´gatives :
Si σA = + alors AS = [RB][RA] ,A
s et si σA = − alors AS = [RA][RB]A
s (3.18)
Maintenant on va utiliser cette formule de supersyme´trie pour calculer directement une chaˆıne
de photons d’he´licite´s identiques.
Proposition 3.2.3. Une chaˆıne de N photons d’he´licite´s positives, avec des particules externes
sur couches de masses et non massives p2A = p
2
B = 0 a une amplitude nulle :
ASarbre
(
pσAA , p
σB
B , p
+
1 , ....p
+
N
)
= Asarbre
(
pσAA , p
σB
B , p
+
1 , ....p
+
N
)
= 0 (3.19)
De´monstration : On conside`re une chaˆıne de N photons d’he´licite´s positives en QED avec un
fermion entrant d’he´licite´ positif. On pose le vecteur de re´fe´rence de ces photons comme e´tant e´gal
a` l’impulsion de la particule qui entre |R〉 = |A〉. Alors en utilisant la forme spinorielle des vecteurs
polarisations (2.16), l’amplitude en QED est directement proportionnelle a` AS ∝ 〈AA〉 = 0 et avec
la proposition pre´ce´dente 3.2.2, on a As = 0. Si le fermion d’entre´ a une he´licite´ ne´gative alors on
prend le vecteur de re´fe´rence de photons |R〉 = |A〉. uunionsq
On peut facilement calculer une chaˆıne ne contenant que des photons d’he´licite´s ne´gatives en
appliquant la parite´ a` l’amplitude, puisque la QED est invariante par parite´ :
ASarbre
(
pσAA , p
σB
B , p
+
1 , ....p
+
N
)
= 0 (3.20)
⇒ P †ASarbre
(
pσAA , p
σB
B , p
+
1 , ....p
+
N
)
P = P †0P (3.21)
⇒ ASarbre
(
p−σAA , p
−σB
B , p
−
1 , ....p
−
N
)
= 0. (3.22)
3.2.3 Deuxie`me type de chaˆıne
Dans cette partie, on regarde une chaˆıne ou` tous les photons ont une meˆme he´licite´ sauf un.
On cherche une relation de supersyme´trie entre les amplitudes de la chaˆıne en diffe´rentes QED.
Proposition 3.2.4. Soit une chaˆıne compose´e de N+1 photons. Les N photons d’impulsions
p1...pN ont tous une he´licite´ positive et le photon d’impulsion pI a une he´licite´ ne´gative.
p+1
pA pB
p+2 p
+
N p−I
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On suppose que les fermions ou les scalaires externes sont sur couches de masses. Alors l’amplitude
de la chaˆıne en QED, ASarbre
(
pσAA , p
σB
B , p
+
1 , ...., p
−
I , ..., p
+
N+1
)
= AS et l’amplitude en QED scalaire,
Asarbre (pσAA , pσBB , p+1 , ...., p−I , ...p+N+1
)
= As sont relie´es par :
Si σA = + alors AS = 〈IA〉〈IB〉A
s (3.23)
Si σA = − alors AS = 〈IB〉〈IA〉A
s. (3.24)
De´monstration : On conside`re le cas ou` l’he´licite´ de la particule entrante est positive : σA = +,
si l’he´licite´ avait e´te´ ne´gative alors la de´monstration aurait e´te´ similaire. On note |r〉 le vecteur de
re´fe´rence du photon d’he´licite´ ne´gative et on prend le vecteur de re´fe´rence des photons d’he´licite´s
positives tel que |R〉 = |I〉. Alors l’amplitude s’e´crit en utilisant directement les formulations
spinorielles de vecteurs polarisations (2.16) :
AS = (−ie)
N+1iN
√
2
N+1
〈R1〉...〈RN〉[Ir] [BN ][BN ]〈I − |6qN ...6qi|I−〉〈r − |...6q1|1−〉〈IA〉 (3.25)
= −i
(
e
√
2
)N+1√
2
N+1 [BN ]〈IA〉√
2〈IN〉
N∏
i=1
εσii .qi (3.26)
= −i (2e)N+1 〈IA〉〈IB〉
N+1∏
i=1
εσii .qi (3.27)
On utilise les formules scalaires de vecteurs polarisations (de´f. 2.2.2), puis on multiplie en haut et
en bas par le spineur 〈IB〉. Comme le vecteur de re´fe´rence des photons d’he´licite´s positives est
e´gale a` l’impulsion du photon d’he´licite´ ne´gative alors ∀i, j εi.εj = 0, et par conse´quences, tous
les vertex doubles de l’amplitude scalaire sont nuls. Finalement, on reconnaˆıt l’amplitude en QED
scalaire dans la dernie`re e´quation. uunionsq
On peut obtenir l’amplitude d’une chaˆıne de photons ne contenant que des photons d’he´licite´s
ne´gatives sauf un. Cette amplitude dans laquelle on a e´change´ les he´licite´s des photons, est note´e
avec une barre : AS .
Proposition 3.2.5. Soit une chaˆıne de N+1 photons dont N, qui ont tous une he´licite´ ne´gative
sauf un. Alors l’amplitude s’e´crit :
AS (pσAA , pσBB , p−1 , ...., p+I , ..., p−N+1) = AS (pσAA , pσBB , p+1 , ...., p−I , ..., p+N+1)∗
⇒ AS = AS∗ (3.28)
As (pσAA , pσBB , p−1 , ...., p+I , ..., p−N+1) = As (pσAA , pσBB , p+1 , ...., p−I , ..., p+N+1)∗
⇒ As = As∗ (3.29)
De´monstration : Pour inverser l’he´licite´ d’un photon, il suffit de prendre le complexe conjugue´
du vecteur polarisation : ε−∗ = ε+. On conside`re que l’amplitude de la chaˆıne A est de´crite par le
tenseur Tµ..νρ :
AS = ε+1 µ...ε+Nνε−I ρTµ...νρ =
(
ε+1 µ...ε
+
Nνε
−
I ρT
µ...νρ
)∗∗
(3.30)
=
(
ε+1
∗
µ...ε
+
N
∗
νε
−
I
∗
ρT
µ...νρ∗
)∗
=
(
ε−1 µ...ε
−
Nνε
+
I ρT
µ...νρ
)∗
(3.31)
= AS∗ (3.32)
On a utilise´ le fait que la QED est invariante par parite´ pour affirmer T = T ∗ uunionsq
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On peut re´viser la proposition 3.2.4 pour re´ve´ler une de´composition supersyme´trique :
AS =
( 〈IB〉
〈IA〉 +
〈IA〉
〈IB〉
)
As =
( 〈IA〉2 + 〈IB〉2
〈IA〉〈IB〉
)
As (3.33)
=
(
(〈IA〉 − 〈IB〉)2
〈IA〉〈IB〉 + 2
)
As (3.34)
AS = 2 As +∆ (3.35)
L’origine du facteur « 2 » rappelle qu’il suffit de deux champs scalaires complexes pour reconstruire
un champ spinoriel en terme de degre´ de liberte´.
3.2.4 Facteur eikonal
De´finition 3.2.6. Soit une amplitude A avec des particules externes d’impulsions p1...pN telle que
p21 = 0. Alors dans la limite des petites e´nergies, l’amplitude se factorise par un facteur infrarouge :
A(1, ..., N) −−−→
p21→0
e
√
2
〈PQ〉
〈P1〉〈1Q〉A(0, 2, ..., N), (3.36)
ou` P,Q ∈ {p2...pN}. Le facteur S1 = e
√
2 〈PQ〉〈P1〉〈1Q〉 s’appelle le facteur eikonal [27].
En utilisant des relations de recurrence, on peut calculer un certain nombre d’arbres et de
chaˆınes [25, 26]. Dans les chapitres 4, 5 et 6, on calculera de fac¸on explicite ces types de chaˆınes.
Maintenant, on va s’inte´resser aux boucles de fermions ou de scalaires.
3.3 Relations entre une boucle de fermions et une boucle
de scalaires
3.3.1 De´composition d’une boucle de fermions
Proposition 3.3.1. L’amplitude du processus d’annihilation des N photons γ1 + ...+ γN → 0 en
QED s’e´crit :
ASN = −
1
N
∑
σ(1..N)
∫
dnq iN
tr (6ε1 (6q1 +m) 6ε2...6ε4 ( 6qN +m))
D21...D
2
N
(3.37)
ASN = −
1
2N
∑
σ(1..N)
∫
dnq iN
tr (U1...UN )
D21...D
2
N
+ iN−1
B12S tr (U3..UN )
D22...D
2
N
+ iN−1
B23S tr (U1U4...UN )
D21D
2
3...D
2
N
+ ...
+ i2
B12S B
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S tr (U5...UN )
D22D
2
4...D
2
N
+ ...
+ ... (3.38)
La structure tensorielle de cette amplitude correspond exactement a` la structure de la boucle en
QED scalaire, dans laquelle on a remplace´ le vertex simple V µs (de´f. 1.23), par l’inte´raction effective
V µM (de´f. 3.1.2). Cette relation est valable diagramme par diagramme.
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De´monstration : On commence par de´velopper l’amplitude d’un diagramme a` N photons en
QED :
ASN = −
1
N
∑
σ(1..N)
∫
dnq iN
tr (6ε1 (6q1 +m) 6ε2 ... 6ε4 (6qN +m))
D21...D
2
N
, (3.39)
en 2N termes. Puis, on applique la formule de Gordon (3.12) pour e´liminer toutes les impulsions
6qi dans le nume´rateur dans chacun des 2N termes. Ensuite, on re´utilise une seconde fois la relation
de Gordon, qui inverse le sens du courant dans la boucle et e´limine les termes avec un nombre
impair d’impulsion qi. Pour retrouver le sens initial, on applique la relation sur les matrices gamma
tr (γ1....γN ) = tr (γN ....γ1). Enfin, on syme´trise la relation afin de cre´er les vertexs doubles de la
QED scalaire : BijS . uunionsq
Cette relation peut aussi eˆtre de´montre´e, a` partir du formalisme de la the´orie des cordes. On
e´crit une action effective pour une boucle de scalaires ou de fermions. Ces deux actions sont relie´es
par un coefficient affine qui est le moment magne´tique [23]. Cette relation est remarquable, puisque
qu’une boucle de scalaire avec des photons entrants devient une boucle de fermions en remplac¸ant
juste le vertex simple V µs εpµ par l’inte´raction effective Up. Le the´ore`me de Furry nous dit qu’une
amplitude a` N photons est non nulle si N est impair. La de´monstration de ce the´ore`me est base´e sur
la conservation de la charge lors de l’inversion du sens de rotation de l’impulsion dans la boucle.
On retrouverait ce re´sultat en remarquant qu’une trace de moment magne´tique est impaire en
fonction du sens de rotation de la boucle. Toute l’information « charge´e » est contenue dans les
moments magne´tiques des champs de jauges. Maintenant on peut de´velopper l’inte´raction Up avec
(3.1.2) dans l’expression d’une boucle de fermion (3.38). Comme Up contient les vertexs simples
scalaires alors il e´merge tous les termes de l’amplitude scalaire, avec un coefficient « -2 » :
ASN = −2 AsN +∆. (3.40)
Tous les termes de ∆ contiennent au moins un moment magne´tique au nume´rateur. Le rang des
inte´grales de ces termes est donc infe´rieur au rang des inte´grales des amplitudes ASN et AsN .
Dans le prochain paragraphe, on va calculer ce terme ∆ pour les deux amplitudes d’he´licite´s
les plus simples.
3.3.2 De´composition supersyme´trique des amplitudes d’he´licite´ ASN(±+
..++)
Proposition 3.3.2. Les deux premie`res amplitudes d’he´licite´s du processus a` N photons a` l’ordre
d’une boucle en QED et QED scalaire, massive et non-massive, sont line´airement relie´es par :
AS4 (1±, 2+, ..., N+) = −2 As4(1±, 2+, ..., N+). (3.41)
Cette relation est valable diagramme par diagramme.
De´monstration : On conside`re, premie`rement, une boucle de fermion avec N photons entrants
d’he´licite´s positives et de vecteur de re´fe´rence |R〉. Par conse´quent, les vecteurs polarisations sont
tous orthogonaux ∀(i, j) ∈ [1..N ], εi.εj = 0, et le de´veloppement de l’amplitude donne :
A = −eN
∫
dnq
tr (6ε1 ( 6q1 +m) ...6εN (6qN +m))
D21...D
2
N
= −eN
∫
dnq
tr (6ε1 6q1...6εN 6qN )
D21...D
2
N
. (3.42)
Tous les termes proportionnels a`m2 sont proportionnels a` εi.εj = 0, donc ils s’annulent. Maintenant
si on utilise les formules explicites des vecteurs polarisations (2.16), alors on obtient directement
(3.41), diagramme par diagramme. Le facteur « 2 » vient du fait que chaque vecteur polarisa-
tion se de´compose en deux termes, qui correspondent aux deux courants chiraux dans la boucle.
Deuxie`mement, si l’on a un et un seul photon d’he´licite´ ne´gative, alors on impose le vecteur de
re´fe´rence des photons d’he´licite´s positives comme e´tant e´gal a` l’impulsion du photon d’he´licite´
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ne´gative. Dans ce cas, on a a` nouveau ∀(i, j) ∈ [1..N ], εi.εj = 0. Par le meˆme raisonnement que
pre´ce´demment on trouve le meˆme re´sultat. uunionsq
Dans ces deux cas particuliers d’amplitudes d’he´licite´s, le terme ∆ est donc nul par identification
entre les formules de de´composition supersyme´trique (3.40) et (3.41). Maintenant, on va rede´finir
ce terme ∆.
3.3.3 De´composition supersyme´trique d’une boucle de fermions
Proposition 3.3.3. Les amplitudes du processus γ1+ ....+γN → 0 a` l’ordre d’une boucle en QED,
QED scalaire et QEDN=1 sont line´airement relie´es par :
ASN = −2 AsN +AN=1N . (3.43)
Cette relation est valable diagramme par diagramme.
De´monstration : Soit un diagramme a` une boucle du processus γ1 + ....+ γN → 0 en QED. Ce
diagramme est constitue´ de photons entrant dans une boucle de fermions. En utilisant le fait que
l’on peut soustraire et additionner les degre´s de liberte´ des lignes internes alors on peut de´composer
la ligne interne de fermions en une ligne de scalaires et une ligne de sfermions [28] :
f = −2 s+ (f + 2s) ⇒ ASN = −2 AsN +AN=1N . (3.44)
uunionsq
Remarque : On comprend alors l’origine du « -2 » devant l’amplitude en QED scalaire. Le signe
« - » vient du fait que l’on transforme un scalaire en fermion et le facteur « 2 », du fait que
l’on de´compose un spineur en deux scalaires complexes, en termes de degre´s de liberte´. Dans la
de´monstration de (3.3.2), le facteur « 2 » s’explique par le fait qu’il y a deux courants chiraux
dans la boucle. Un scalaire ne peut repre´sente qu’un seul courant. Il faut donc deux scalaires.
On peut comparer les deux expressions de la de´composition d’une boucle de fermions (3.40)
et (3.3.3), et l’on de´duit imme´diatement que le terme magne´tique correspondent a` l’amplitude
supersyme´trique : ∆ = AN=1N .
3.3.4 Proprie´te´s d’une boucle de fermions en QEDN=1
Dans les paragraphes pre´ce´dents, on a vu que l’amplitude supersyme´trique est constitue´e de
diagrammes avec des moments magne´tiques. Dans le nume´rateur de cette amplitude, les propaga-
teurs et les vecteurs polarisations ont fait place au moment magne´tique de l’inte´raction effective
(3.1.2). Ce moment magne´tique est non seulement invariant de jauge et mais en plus il ne contient
pas l’impulsion de la boucle. Donc l’amplitude supersyme´trique est constitue´e de diagrammes dont
leur invariance de jauge a augmente´ mais en plus leur rang a diminue´. Ce phe´nome`ne provient
des interfe´rences bosons-fermions qui rele`vent des proprie´te´s ge´ne´rales de la QED, principalement
l’invariance de jauge.
Dans le cas d’une the´orie supersyme´trie encore plus « syme´trie », par exemple N = 4, alors
l’invariance de jauge sera encore plus mise en valeur. Dans le calcul des processus a` quatre et a` six
photons, on va voir que les interfe´rences bosons-fermions annulent certains termes.
Deuxie`me partie
Calcul d’arbres.
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Les chaˆınes et les arbres sont importants pour calculer le premier ordre non nul d’un grand
nombre de processus. Cependant pour augmenter le pouvoir pre´dictif, il est ne´cessaire de calculer
l’ordre supe´rieur de l’amplitude. Dans le chapitre 10, on va donner une me´thode pour re´duire les
boucles tensorielles. Cette me´thode utilise l’amplitude des arbres et des chaˆınes, sur couche de
masse, contenus dans cette boucle. On va voir que les arbres de type MHV (Maximal Helicity
Violating), c’est-a`-dire qu’au maximum une seule he´licite´ sera diffe´rente des autres, sont suffisants
pour re´duire les boucles de toutes les amplitudes des processus e+e− → γ1+γ2, γ1+γ2+γ3+γ4 → 0
et γ1 + γ2 + γ3 + γ4 + γ5 + γ6 → 0.
Dans cette partie, on va calculer les deux types de chaˆınes vues dans les paragraphes 3.2.2 et
3.2.3, qui ont une topologie au maximum MHV.
En re´alite´, les arbres MHV sont suffisants pour calculer toutes les boucles, tant qu’elles sont
non massives. La chiralite´ et l’he´licite´ deviennent e´quivalentes quand la masse d’une boucle devient
nulle. Si la masse de la particule de la boucle est nulle, alors les courants se´lectionnent les he´licite´s
des particules externes. Mais si la masse de la particule dans la boucle est non nulle, alors ce courant
massif me´lange les he´licite´s des particules externes et l’he´licite´ de la particule interne. Dans ce cas
il n’y a pas assez d’interfe´rences pour e´liminer les configurations d’he´licite´s qui ne sont pas MHV.
Il a donc e´te´ de´veloppe´ des me´thodes pour calculer les arbres automatiquement a` partir du
the´ore`me des re´sidus. Witten a montre´ que lorsqu’une amplitude est transforme´e dans l’espace
des twisteurs alors elle a une interpre´tation ge´ome´trique tre`s simple [29, 30]. Cela conduit a` in-
troduire seulement les arbres MHV et des propagateurs scalaires pour de´crire tous les arbres.
Avec l’unitarite´, les re´sidus des limites re´elles des propagateurs scalaires sont suffisants pour
calculer tous les arbres [31, 32]. Cette me´thode a ensuite vu des extensions dans le cas massif
[33, 34, 35, 36, 37, 38, 39]. Mais, dans cette partie, on a choisi de calculer les chaˆınes avec des
me´thodes de re´currence ou par calcul direct comme dans les articles pre´curseurs tels que [40, 41].
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Chapitre 4
Chaˆıne de type 1 (parag. 3.2.2).
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4.1 L’amplitude d’une chaˆıne de type 1 (parag. 3.2.2).
Soit une chaˆıne de N photons d’he´licite´s positives et de vecteurs de re´fe´rences |R〉 sur une ligne
de scalaires, d’amplitude AsN
(
pA, pB , p
+
1 , ...p
+
N
)
= AsN . On suppose que les scalaires entrants et sor-
tants de la chaˆıne sont non massifs mais hors couches de masses. On note pA = q0 (respectivement
pB = qN ) l’impulsion du scalaire qui entre (resp. qui sort). On a alors p2A 6= p2B 6= 0.
pA pB
p+1
p+2 p+N
AsN = −i (2e)N D2N
∑
σ(1..N)
N∏
i=1
ε+i .qi
D2i
.
On a :
AsN = i
(
−e
√
2
)N
D2ND
2
0
∑
σ(1..N)
N∑
i=1
Φ(N)
〈RqiiR〉
D2i−1D
2
i
(4.1)
= −i (2e)N D2ND20
∑
σ(1..N)
N∑
i=1
χ(i)
D2i−1
ε+i .qi
D2i
, (4.2)
avec :
Φ(N) =
1
〈R1〉〈12〉....〈N − 1N〉〈NR〉 (4.3)
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χ(i) = (−1)i+1 ε
+
1 .p2
s12
...
ε+i−1.pi
si−1,i
ε+i+1.pi
si,i+1
...
ε+N .pN−1
sN−1,N
, (4.4)
ou` χ(i) est une phase que l’on peut exprimer de diffe´rentes manie`res (avec des produits spinoriels
ou des produits scalaires de vecteurs polarisations εµi et impulsion pi ou meˆme avec les tenseurs
champs e´lectromagne´tiques Fµνi ). On va commencer par montrer la formule dans un espace de
Minkowski de dimension 4, puis on ge´ne´ralisera dans un espace un peu particulier en vue du calcul
a` six photons.
4.2 De´monstration pour dans un espace de Minkowski di-
mension 4.
La de´monstration de ce the´ore`me s’effectue par re´currence. On commence donc par calcu-
ler l’amplitude d’une chaˆıne avec un, puis deux et enfin N photons. On trouve des exemples de
de´monstration de ce genre dans [25, 26]. Dans le cas ou` la chaˆıne n’a qu’un seul photon (N=1), la
ve´rification de (4.2) est triviale :
As1 = (−2ie) ∗D21
ε+1 .q1
D21
= −i 2e
∑
σ(1..1)
1∏
i=1
D21
ε+i .qi
D2i
= −i 2e
∑
σ(1..1)
1∑
i=1
D20D
2
1
D20
ε+1 .q1
D21
. (4.5)
On va ve´rifier (4.2) maintenant pour une chaˆıne de deux photons.
4.2.1 Chaˆıne de type 1 avec deux photons
On a cette fois une chaˆıne de deux photons, donc N=2. On utilise la de´composition des vecteurs
polarisations ε+i en spineurs (def. 2.2.2) :
As2 = (−2ie)2 ∗ i ∗
∑
σ(1..2)
D22
2∏
i=1
ε+i .qi
D2i
= −i(2e)2D22
∑
σ(1..2)
〈Rq11〉√
2〈R1〉D21
〈Rq22〉√
2〈R2〉D22
∗ 〈12〉〈12〉 (4.6)
= i(e
√
2)2D22
∑
σ(1..2)
〈Rq112q2R〉
〈R1〉〈12〉〈2R〉D21D22
, (4.7)
On pose Φ(1, 2) = Φ = 1〈R1〉〈12〉〈2R〉 , une phase antisyme´trique sur les permutations. Le nume´rateur
de (4.7) se simplifie avec la conservation de l’e´nergie impulsion au deuxie`me vertex : p2 = q2 − q1
puis au premier vertex p1 = q1 − q0 :
〈Rq112q2R〉 = 〈Rq01〉q22 − 〈Rq01q1q2〉 = q22〈Rq01R〉 − q21〈Rq0q2R〉+ q20〈Rq1q2R〉 (4.8)
= q22〈Rq11R〉 − q21〈Rq0q2R〉+ q20〈Rq22R〉, (4.9)
et l’amplitude s’e´crit :
As2 = i(e
√
2)2
∑
σ(1..2)
D20D
2
2Φ(1, 2)
N∑
i=1
〈RqiiR〉
D2i−1D
2
i
− i(e
√
2)2
∑
σ(1..2)
D20D
2
2 Φ(1, 2)
〈Rq0q2R〉
D22
. (4.10)
Sachant que Φ est antisyme´trique par permutation des deux photons (1↔ 2), et que 〈Rq0q2R〉
D22
ne de´pend pas des impulsions des deux photons, alors le deuxie`me terme de (4.10) est nul. On
retrouve (4.2). On peut alors refaire apparaˆıtre les vecteurs polarisations a` partir de la de´finition
(def. 2.2.2) :
As2 = −i(2e)2D22
∑
σ(1..2)
2∏
i=1
ε+i .qi
D2i
= −i(2e)2
∑
σ(1..2)
D22
ε+1 .q1
D21
ε+2 .p1
s12
− D
2
0
D21
ε+1 .p2
s12
ε+2 .q2. (4.11)
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On va maintenant montrer la formule dans le cas ou` l’on a une chaˆıne de N photons.
4.2.2 Chaˆıne de type 1 de N photons
On suppose que la relation (4.2) est vraie pour une chaˆıne de N-1 photons, et on va ve´rifier
l’exactitude de la formule pour une chaˆıne de N photons. On applique directement la formule sur
les N-1 premiers photons d’une chaˆıne de N photons :
AsN = (−ie
√
2)N iN−1 D2N
∑
σ(1..N)
N∏
i=1
〈Rqii〉
〈Ri〉D2i
= e
√
2D2N
∑
σ(1..N)
〈RqNN〉
〈RN〉D2N
AsN−1 (4.12)
= (−1)N−1 i
(
e
√
2
)N
D2N
∑
σ(1..N)
〈RqNN〉
〈RN〉D2N
Φ(1, N − 1)D20
N−1∑
i=1
〈RqiiR〉
D2iD
2
i−1
(4.13)
= i
(
−e
√
2
)N
D2N
∑
σ(1..N)
Φ(1, N)D20
N−1∑
i=1
〈RqNN〉〈iqiR〉
D2iD
2
i−1D
2
N
〈Ri〉〈N − 1N〉
〈N − 1R〉 . (4.14)
On applique la relation de Schouten (D.7) a` 〈Ri〉〈N − 1N〉 :
∑
σ(1..N)
N∏
i=1
〈Rqii〉
〈Ri〉D2i
= (−1)N
∑
σ(1..N)
Φ(1, N)D20
N−1∑
i=1
〈RqNNiqiR〉
D2iD
2
i−1D
2
N
− (−1)N
∑
σ(1..N)
Φ(1, N − 1)D20
N−1∑
i=1
〈RqNN〉〈iqiR〉
q2iD
2
i−1D
2
N
〈N − 1i〉
〈N − 1N〉 . (4.15)
Graˆce a` la conservation de l’e´nergie impulsion au i-e`me vertex, le nume´rateur de (4.15) s’e´crit :
〈RqNNiqiR〉 = q2N 〈RiqiR〉 − q2i 〈RqNqi−1R〉+ q2i−1〈RqNqiR〉+ 〈RqN∆N−1,iiqiR〉, (4.16)
et l’amplitude devient :
∑
σ(1..N)
2∏
i=1
〈Rqii〉
〈Ri〉D2i
=(−1)N
∑
σ(1..N)
Φ(1, N)D20
N−1∑
i=1
( 〈RiqiR〉
D2i−1D
2
i
− 〈RqNqi−1R〉
D2i−1D
2
N
+
〈RqNqiR〉
D2iD
2
N
)
− (−1)N
∑
σ(1..N)
Φ(1, N)D20
N−1∑
i=1
〈RqN∆N−1,iiqiR〉
D2i−1D
2
iD
2
N
− (−1)N
∑
σ(1..N)
Φ(1, N − 1)D20
N−1∑
i=1
〈RqNN〉〈iqiR〉
D2iD
2
i−1D
2
N
〈N − 1i〉
〈N − 1N〉 . (4.17)
On regarde d’abord le premier terme de (4.17) dans lequel on calcul explicitement la somme :
N−1∑
i=1
〈RiqiR〉
D2i−1D
2
i
− 〈RqNqi−1R〉
D2i−1D
2
N
+
〈RqNqiR〉
D2iD
2
N
= −〈RqNq0R〉
D20D
2
N
+
〈RNqNR〉
D2N−1D
2
N
+
N−1∑
i=1
〈RiqiR〉
D2i−1D
2
i
. (4.18)
Comme le premier terme : 〈RqNq0R〉
D20D
2
N
ne depend pas de l’ordre des photons, et que la phase Φ(1, N)
est antisyme´trique (D.9), alors il s’annule. On rassemble les deux termes dans une meˆme somme,
finalement, le premier terme (4.17) s’e´crit :
(−1)N
∑
σ(1..N)
Φ(1, N)D20
N−1∑
i=1
( 〈RiqiR〉
D2i−1D
2
i
− 〈RqNqi−1R〉
D2i−1D
2
N
+
〈RqNqiR〉
D2iD
2
N
)
= (−1)N
∑
σ(1..N)
Φ(1, N)D20
N∑
i=1
〈RiqiR〉
D2i−1D
2
i
(4.19)
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Maintenant, on effectue une relabe´lisation cyclique du deuxie`me terme de (4.17) pour l’annuler
avec le troisie`me :
Φ(1, N)〈RqN∆N−1,iiqiR〉 = 〈RqN ((i+ 1) + ...+ (N − 1))iqiR〉〈R1〉〈12〉...〈N − 1N〉 (4.20)
=
〈RqNNiqiR〉
〈R1〉〈12〉...〈i− 1i〉∗
1
〈iN〉〈Ni+ 1〉...〈N − 1R〉 +
1
〈ii+ 1〉〈i+ 1N〉...〈N − 1R〉
+ ....
+
1
〈ii+ 1〉〈i+ 1i+ 2〉...〈N − 2N〉〈NN − 1〉〈N − 1R〉 . (4.21)
On peut mettre en facteur un certain nombre de spineurs :
Φ(1, N)〈RqN∆N−1,iiqiR〉 = 〈RqNNiqiR〉〈R1〉...〈i− 1i〉 ∗
1
〈ii+ 1〉...〈N − 1R〉 ∗
N−1∑
j=i
〈jj + 1〉
〈jN〉〈Nj + 1〉 , (4.22)
et on simplifie (4.22) avec (D.8) :
〈RqN ((i+ 1) + ...+ (N − 1))iqiR〉
〈R1〉〈12〉...〈N − 1N〉 = −Φ(1, N − 1)〈RqNN〉〈Rqii〉
〈iN − 1〉
〈NN − 1〉 . (4.23)
La relation (4.23) montre que les deux derniers termes (4.17) sont oppose´s. En ne gardant que le
premier terme, donne´ par (4.19), on retrouve l’expression de l’amplitude (4.2). Maintenant, on va
la transformer pour faire apparaˆıtre les vecteurs polarisations εµi .
4.2.3 E´criture de l’amplitude avec les vecteurs polarisations εµi
Pour faire apparaˆıtre les vecteurs de polarisations εµi dans l’amplitude AsN , on modifie la phase
Φ(1, N) = 1〈R1〉〈12〉...〈N−1N〉〈NR〉 en multipliant par le facteur unitaire :
[21]...[NN − 1]
[21]...[NN − 1] ∗
〈R2〉...〈Ri〉...〈RN − 1〉
〈R2〉...〈Ri〉...〈RN − 1〉 , (4.24)
puis en de´veloppant les spineurs et en les regroupant :
〈RqiiR〉
〈R1〉〈12〉...〈N − 1N〉〈NR〉 (4.25)
=
〈RqiiR〉
〈R1〉〈12〉...〈N − 1N〉〈NR〉 ∗
[21]...[NN − 1]
[21]...[NN − 1] ∗
〈R2〉...〈Ri〉...〈RN − 1〉
〈R2〉...〈Ri〉...〈RN − 1〉 (4.26)
=
〈Rqii〉
〈Ri〉
〈Ri〉〈Ri〉
〈12〉...〈N − 1N〉[21]...[NN − 1]
〈R2〉...〈RN − 1〉[21]...[NN − 1]
〈R1〉...〈RN〉 . (4.27)
On retourne les N-i derniers spineurs (〈ab〉 → −〈ba〉) de (4.27) :
〈RqiiR〉
〈R1〉〈12〉...〈N − 1N〉〈NR〉 = (−1)
N−i 〈R21〉...〈Rii− 1〉〈Rqii〉〈Rii+ 1〉〈RN − 1N〉
〈R1〉...〈RN〉s12...sN−1,N . (4.28)
Comme les vecteurs de polarisations s’e´crivent ε+i
µ
= 〈Rγ
µi〉√
2〈Ri〉 , alors l’amplitude de la chaˆıne a` N
photons d’he´licite´s positives devient :
AsN = −i (2e)N
∑
σ(1..N)
N∑
i=1
(−1)i+1D
2
0D
2
N
D2i−1
ε+1 .p2
s12
...
ε+i−1.pi
si−1,i
ε+i .qi
D2i
ε+i+1.pi
si,i+1
...
ε+N .pN−1
sN−1,N
(4.29)
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4.3 Ge´ne´ralisation pour un espace de Minkowski de dimen-
sion n.
La formule (4.2) permet de transformer un produit de propagateurs en une somme de propa-
gateurs. Une chaˆıne de N photons contient N propagateurs. Plus on applique la formule et plus le
nombre de propagateur diminue. Imaginons que cette chaˆıne soit dans une boucle. Alors on va voir
dans le chapitre 8 que moins il y a de propagateurs, plus la boucle peut diverger dans l’ultraviolet.
Pour y reme´dier, on e´tend l’espace de Minkowski a` un espace a` n = 4−2² dimensions. On suppose
que les premie`res re´ductions n’engendrent pas de divergences, mais que la dernie`re re´duction, cre´e
des divergences. Donc, le dernier propagateur se trouvera dans un espace a` n = 4− 2² dimensions.
Pour e´tendre l’espace, on ajoute un espace de dimension −2², appele´ extra-espace, orthogonal a`
l’espace quatre dimensions. Les impulsions des photons restent dans l’espace initial de dimension
quatre, mais le propagateur d’impulsion Qi de dimension n, se de´compose en une impulsion de
dimension n− 4 = −2² : q̂i et une impulsion de dimension quatre : qi. On aura alors Qi = qi+ q̂i.
On de´veloppera davantage ces notations dans le chapitre 8.
4.3.1 L’amplitude, pour une chaˆıne de type 1, dans un espace de Min-
kowski de dimension n
Soit une ligne de N photons dont tous les propagateurs sont dans un espace a` quatre dimensions
sauf le dernier. Alors :
AsN,n = − i(2e)N
∑
σ(1..N)
N∑
i=1
(−1)i+1D
2
0D
2
N
D2i−1
ε+1 .p2
s12
...
ε+i−1.pi
si−1,i
ε+i .qi
D2i
ε+i+1.pi
si,i+1
...
ε+N .pN−1
sN−1,N
−i(2e)N q̂2
∑
σ(1..N)
N−1∑
i=1
(−1)i+1 D
2
0D
2
N
D2i−1D
2
N
ε+1 .p2
s12
...
ε+i−1.pi
si−1,i
ε+i .∆N,i
D2i
ε+i+1.pi
si,i+1
...
ε+N .pN−1
sN−1,N
(4.30)
Par rapport a` la premie`re formule (4.2), il y a un terme supple´mentaire proportionnel a` « q̂2 »,
qui est invariant de jauge. On utilisera encore une re´currence pour montrer cette formule. On
commence par ve´rifier cette formule pour une chaˆıne de deux photons.
4.3.2 Chaˆıne de type 1, de deux photons, dans un espace de Minkowski
de dimension n
Soit une chaˆıne de deux photons dont les propagateurs sont dans un espace de dimension n.
Comme les vecteurs polarisations sont de dimensions 4, et que l’espace de dimension quatre et
l’extra-espace sont orthogonaux, alors : ε+i .Qi = ε
+
i . (qi + q˜i) = ε
+
i . (qi).
As2,n = −i(2e)2D22
∑
σ(1..2)
2∏
i=1
ε+i .Qi
D2i
= i(e
√
2)2D22
∑
σ(1..2)
1
〈R1〉〈12〉〈2R〉
〈Rq112q2R〉
D21D
2
2
. (4.31)
On utilise la conservation de l’e´nergie impulsion aux vertexs : p2 = q2 − q1 et p1 = q1 − q0. La
diffe´rence par rapport au cas a` quatre dimensions commence a` cette e´tape, les propagateurs sont
de dimensions n, donc qi2 = Q2i + q̂
2 :
As2,n = i(e
√
2)2D22
∑
σ(1..2)
Φ(1, 2)
〈Rq01R〉(Q22 − q̂2)− 〈Rq0q2R〉(Q21 − q̂2) + 〈Rq1q2R〉(Q20 − q̂2)
D21D
2
2
.
(4.32)
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Comme 〈Rq11R〉 − 〈Rq0q2R〉+ 〈Rq1q2R〉 = 〈R12R〉, et que Φ(1, 2) est antisyme´trique, alors :
As2,n = i(e
√
2)2
∑
σ(1..2)
Φ(1, 2)D20D
2
2
2∑
i=1
〈RqiiR〉
D2i−1D
2
i
+ i(e
√
2)2q˜2
∑
σ(1..2)
Φ(1, 2)D22
〈R12R〉
D21D
2
2
. (4.33)
Le premier terme de l’amplitude (4.33) correspond au terme dans un espace uniquement a` quatre
dimensions. Le second terme est directement proportionnel a` la norme de l’impulsion dans l’extra
espace. En terme de vecteur polarisation ε+1,2, on a :
As2,n = −i(2e)2
(
D22
ε+1 .q1
D21
ε+2 .p1
s12
− D
2
0D
2
2
D21
ε+1 .p2
s12
ε+2 .q2
D22
+ q˜2
ε+1 .p2ε
+
2 .p1
s12
D22
D21D
2
2
)
(4.34)
4.3.3 Chaˆıne de type 1, avec N photons, dans un espace de Minkowski
de dimension n
Le de´but de la de´monstration est similaire a` celle en quatre dimensions. Il vient juste se greffer
un terme supple´mentaire proportionnel a` l’extra-impulsion q̂2. D’apre`s les hypothe`ses, on suppose
qu’il n’y a pas besoin de prolonger l’espace de Minkowski si l’on applique la formule sur les N − 1
premiers photons. Cependant, pour re´duire la chaˆıne en conside´rant le dernier photon, il faut
e´tendre les propagateurs restant a` un espace a` n dimension. On se place a` quatre dimensions et on
applique la formule a` quatre dimensions pour les N-1 premiers photons, puis on passe en dimensions
n pour le dernier photon. Donc on peut reprendre directement la formule (4.15) :
∑
σ(1..N)
N∏
i=1
〈Rqii〉
〈Ri〉D2i
=(−1)N
∑
σ(1..N)
Φ(1, N)D20
N−1∑
i=1
〈RqNNiqiR〉
D2iD
2
i−1D
2
N
− (−1)N
∑
σ(1..N)
Φ(1, N − 1)D20
N−1∑
i=1
〈RqNN〉〈iqiR〉
D2iD
2
i−1D
2
N
〈N − 1i〉
〈N − 1N〉 . (4.35)
La diffe´rence provient de la transformation du nume´rateur du premier terme de (4.35) :
〈RqNNiqiR〉 = Q2N 〈RiqiR〉 −Q2i 〈RqNqi−1R〉+Q2i−1〈RqNqiR〉+ 〈RqN∆N−1,iiqiR〉
+ q̂2〈R∆N,iiR〉. (4.36)
Par la meˆme de´monstration que dans un espace a` quatre dimensions on transforme la premie`re.
Au final, on a :
AsN,n = (−1)N i(e
√
2)N
∑
σ(1..N)
Φ(1, N)D20D
2
N
N∑
i=1
〈RQiiR〉
D2i−1D
2
i
+ (−1)N i(e
√
2)N q˜2
∑
σ(1..N)
Φ(1, N)D20D
2
N
N−1∑
i=1
〈R∆N,iiR〉
D2iD
2
i−1D
2
N
. (4.37)
On peut exprimer l’amplitude avec les vecteurs polarisations, de la meˆme manie`re que pour une
chaˆıne de type 1 dans un espace de Minkowski de dimension quatre :
∑
σ(1..N)
N∏
i=1
ε+i .qi
D2i
=
∑
σ(1..N)
N∑
i=1
(−1)i+1D
2
0D
2
N
D2i−1
ε+1 .p2
s12
...
ε+i−1.pi
si−1,i
ε+i .Qi
D2i
ε+i+1.pi
si,i+1
...
ε+N .pN−1
sN−1,N
+ q˜2
∑
σ(1..N)
N−1∑
i=1
(−1)i+1 D
2
0D
2
N
D2i−1D
2
N
ε+1 .p2
s12
...
ε+i−1.pi
si−1,i
ε+i .∆N,i
D2i
ε+i+1.pi
si,i+1
...
ε+N .pN−1
sN−1,N
.
(4.38)
Chapitre 5
Chaˆınes de type 2 (parag. 3.2.3).
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5.1 L’amplitude d’une chaˆıne de type 2
Soit une chaˆıne compose´e N+1 photons avec N photons d’he´licite´s positives et de vecteur de
re´fe´rence |I〉 et un photon d’he´licite´ ne´gative d’impulsion |I〉, et de vecteur de re´fe´rence |r〉. On
suppose que la chaˆıne se trouve sur une ligne de scalaires et que toutes les particules externes sont
sur couches de masses.
pA pB
p+1 p
−
I
p+N
Alors l’amplitude de cette chaˆıne de photons s’e´crit :
AsN,I = i(e
√
2)N+1
〈IA〉〈IB〉∏N
i=1〈iA〉〈iB〉
〈AB〉N−1 (5.1)
= −i(−e
√
2)N+1
∑
σ(1..N)
Φ(N)
〈IA1〉
D21
〈IBN〉
D2N
, (5.2)
avec Φ(1, N) = 1〈I1〉...〈NI〉 .
5.2 De´monstration
Comme le vecteur de re´fe´rence des photons d’he´licite´s positives est l’impulsion du photon
d’he´licite´ ne´gative, alors d’apre`s la de´finition 2.2.2 des vecteurs polarisations, ils sont tous ortho-
gonaux : ∀i, j ∈ [1..N + 1], ε±i .ε±j = 0. Donc l’amplitude est compose´e seulement de (N+1) !
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diagrammes de vertexs simples :
ASN,I = C(
√
2)N+1
∑
σ(1..N+1)
(
N∏
i=1
εi.qi
D2i
)
εN+1.qN+1 (5.3)
= C(
√
2)N+1 lim
D2N+1→0
D2N+1
∑
σ(1..N+1)
N+1∏
i=1
εi.qi
D2i
, (5.4)
Pour simplifier les notations, on sous-entendra la limite. C est un coefficient de couleur scalaire duˆ
a` la pre´sence de N+1 vertexs et N propagateurs :
C = (−2ie)
N+1iN
√
2
N+1
= −i(e
√
2)N+1. (5.5)
Conside´rons l’ensemble des diagrammes tels que le photon d’he´licite´ ne´gative soit en position i.
De chaque cote´ de ce photon, il y a une chaˆıne de type 1, compose´e de photons d’he´licite´s positives
avec un scalaire externe hors couche de masse et l’autre sur couche de masse :
p+1
p+2 p
+
N
p−I
pBpA
=
N+1∑
i=1
p+1
pBpA
p+N
p+i
qi
p−Ip+i−1
(5.6)
⇔ AsN,I =
N+1∑
i=1
Asi−1
ε−I .qi
D2i
AsN−i. (5.7)
Il y a trois sortes de topologies de diagrammes : quand le photon ne´gatif se trouve en de´but,
au centre ou en fin de chaˆıne. On utilise l’expression de la chaˆıne de type 1 (4.2) sur ces trois
topologies :
AsN,I =
ε−I .q1
D21
{
(−1)N+1D21D2N+1Φ(1, N)
N∑
i=1
〈Rqi+1iR〉
D2iD
2
i+1
}
+
N−1∑
i=1
(−1)i−1Φ(1, i)D20
i∑
j=1
〈RqjjR〉
D2j−1D
2
j
 ε−I .qi+1D2i+1(−1)(N−i)−1Φ(i+ 1..N)D2i+1
N∑
j=i+1
〈Rqj+1jR〉
D2jD
2
j+1

+
(−1)N−1Φ(1, N)
D20
ε−I .qN+1
D2N+1
N∑
i=1
〈RqiiR〉
D2i−1D
2
i
. (5.8)
Comme les scalaires externes sont sur couches de masses alors D20 → 0 et D2N+1 → 0, donc
apre`s simplification :
AsN,I =
(−1)N−1Φ(1, N)
D2N+1
(
ε−I .q1
〈RBNR〉
D2N
)
+
(−1)N−1Φ(1, N)
D2N+1
(
N−1∑
i=1
− 〈ii+ 1〉〈iR〉〈Ri+ 1〉
〈RA1R〉
D21
〈RBNR〉
D2N
ε−I .qi+1
)
+
(−1)N−1Φ(1, N)
D2N+1
(
ε−I .qN+1
〈RA1R〉
D21
)
. (5.9)
On me´lange les vecteurs polarisations dans tous les termes des topologies centrales (deuxie`me ligne
de (5.9)) :
〈RA1R〉〈RBNR〉 = −q2N
〈RA1R〉
〈1N〉 − q
2
1
〈RBNR〉
〈1N〉 +
〈R1ABNR〉
〈1N〉 . (5.10)
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On regroupe (5.10) dans (5.9) et apre`s simplification :
AsN,I =(−1)N−1
Φ(1, N)
D2N+1
〈RA〉〈RB〉
[Rr]
(
[BNR][Ar]
D2N
+
N−1∑
i=1
[A1NB]
D21D
2
N
χi〈Rqi+1r〉+ [A1R][Br]
D21
)
,
(5.11)
avec χi =
〈i,i+1〉〈1R〉〈NR〉
〈iR〉〈Ri+1〉〈1N〉 , qui ve´rifient
∑N−1
i=1 χi = −1. Comme les scalaires entrants et sortants
sont sur couches de masses alors les propagateurs de bout de chaˆınes s’e´crivent comme en produits
spinoriels q21 = 〈1A1〉 et q2N = −〈NBN〉. On transforme aussi la phase Φ(1, N) en une phase
cyclique T (1, N) :
Φ(1, N) = T (1, N)
〈N1〉
〈R1〉〈NR〉 ⇒ T (1, N) =
1
〈12〉...〈N1〉 . (5.12)
Avec ces deux remarques, l’amplitude devient :
AsN,I =(−1)N−1
T (1, N)
[Rr]D2N+1
∗
(
−〈RAr〉〈RB〉〈N1〉〈NB〉〈R1〉
−〈1N〉〈RA〉〈RB〉〈1A〉〈BN〉
N−1∑
i=1
〈Rqi+1r〉 〈ii+ 1〉〈iR〉〈Ri+ 1〉 −
〈RA〉〈RBr〉〈N1〉
〈1A〉〈NR〉
)
. (5.13)
Pour continuer la simplification, on e´crit le terme central de (5.13) comme une somme de termes
eikonaux (de´f. 3.2.6) Oi =
〈ii+1〉
〈iR〉〈Ri+1〉 :
N∑
i=1
〈1N〉〈RA〉〈RB〉
〈1A〉〈BN〉 〈R(A+ 1 + ...i)r〉Oi (5.14)
=
〈1N〉〈RA〉〈RB〉
〈1A〉〈BN〉
(
〈RAr〉
N−1∑
i=1
Oi + 〈R1r〉
N−1∑
i=1
Oi+
〈R2r〉
N−1∑
i=2
Oi + ...+ 〈RN − 1r〉
N−1∑
i=N−1
Oi
)
(5.15)
=
〈1N〉〈RA〉〈RB〉
〈1A〉〈BN〉
(
〈RAr〉 〈1N〉〈1R〉〈RN〉 +
〈N(B −A−R)r〉
〈RN〉
)
(5.16)
L’amplitude s’e´crit alors :
AsN,I = (−1)N
T (1, N)
[Rr]D2N+1
〈RA〉〈RB〉∗(
[Ar]〈N1〉
〈NB〉〈R1〉 +
[Br]〈N1〉
〈NR〉〈1A〉 +
〈1N〉
〈1A〉〈BN〉
〈RAr〉〈1N〉
〈1R〉〈RN〉 +
〈1N〉
〈1A〉〈BN〉
〈N(B −A−R)r〉
〈RN〉
)
. (5.17)
Le terme entre parenthe`se peut se re´duire, juste par des manipulations spinorielles :
[Ar]〈N1〉
〈NB〉〈R1〉 +
[Br]〈N1〉
〈NR〉〈1A〉 +
〈1N〉
〈1A〉〈BN〉
〈RAr〉〈1N〉
〈1R〉〈RN〉 +
〈1N〉
〈1A〉〈BN〉
〈N(B −A−R)r〉
〈RN〉 (5.18)
=
〈N1〉
〈NB〉
〈NRr〉
〈1A〉〈RN〉 . (5.19)
On fait re´apparaˆıtre les propagateurs graˆce aux formules spinorielles, et on prend la limite D2N+1 →
0. Enfin, on rajoute le facteur de couleur C calcule´ (5.5) :
AsN,I =
∑
σ(1..N)
(−1)N−1T (1, N)
[Rr]
〈RA〉〈RB〉〈N1〉〈NR〉[Rr]
〈NB〉〈1A〉〈RN〉 (5.20)
=
∑
σ(1..N)
(−1)N−1T (1, N)〈N1〉 〈RA1〉
D21
〈RBN〉
D2N
, (5.21)
avec (D.9), on retrouve la premie`re expression (5.1).
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5.3 Autres e´critures
5.3.1 Avec le facteur eikonal (de´f. 3.2.6)
On peut re´e´crire l’amplitude AsN,I en fonction de ce facteur eikonal :
AsN,I = i(−e
√
2)
〈IA〉〈IB〉
〈AB〉
N∏
i=1
Si, (5.22)
avec Si = e
√
2 〈AB〉〈A1〉〈1B〉 . On obtient un formule de re´currence :
AsN,I = SNAsN−1,I . (5.23)
Remarque : Cette formule de re´currence dit que l’amplitude ASN,I est e´gale a` sa limite quand
l’e´nergie de chaque photons d’he´licite´s positives devient nulle. C’est une proprie´te´s de ce type de
chaˆıne.
5.3.2 L’amplitude AsN,I
L’amplitude AsN,I est de´finie par l’inversion des he´licite´s des photons de AsN,I . Donc avec
l’invariance par parite´ de la QED (prop. 3.2.5), on a :
AsN,I = AsN,I(p−1 , ...p−N , p+I ) = AsN,I∗, (5.24)
avec T (N) = 1[12][23]...[N−1N ][N1] . En utilisant (D.10) :
AsN,I = −i(e
√
2)N+1
∑
σ(1..N)
T (1..N)
[IA1]
Q21
[IBN ]
Q2N
= i(−e
√
2)N+1
[IA][IB]∏N
i=1[iA][iB]
[AB]N−1. (5.25)
Donc pour passer de l’amplitude AsN,I a` l’amplitude A
s
N,I il suffit juste de changer les spineurs en
antispineurs : 〈...〉 → [...], et de multiplier par le coefficient (−1)N+1.
5.3.3 Chaˆıne de type 2 en QED
Proposition 5.3.1. Soit une chaˆıne de photons N photons d’he´licite´s positives d’impulsion p1...pN
et un photon d’he´licite´ ne´gative d’impulsion |I〉 en QED. L’amplitude s’e´crit :
ASN,I = χ− + χ+ =
( 〈IB〉
〈IA〉 +
〈IA〉
〈IB〉
)
AsN,I (5.26)
ASN,I = χ− + χ+ =
(
[IB]
[IA]
+
[IA]
[IB]
)
AsN,I . (5.27)
χ− (respectivement χ+) correspond au cas ou` l’he´licite´ du fermion entrant est positive (resp.
ne´gative).
De´monstration : La de´monstration est e´vidente. Il suffit d’appliquer la proposition 3.2.4. uunionsq
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6.1 Chaˆıne de type 1 avec deux photons.
6.1.1 L’amplitude de la chaˆıne
Soit une chaˆıne de deux photons d’he´licite´s positives et d’impulsions p1 et p2 sur une ligne de
scalaires. Le scalaire entrant a une impulsion pA et le scalaire sortant une impulsion pB . On suppose
que les photons sont sur couche de masses alors que les scalaires sont massifs de masse m2 et hors
couches de masses : p2A 6= p2B 6= m2. Dans ce cas l’amplitude de la chaˆıne As2 (pA, pB , p1, p2) = As2
s’e´crit :
pA pB
p+1 p
+
2
As2 = 2ie2D20D22
∑
σ(1..2)
Φ(1, 2)
2∑
i=1
〈RqiiR〉
D2i−1D
2
i
+ 2ie2m2
[12]
〈12〉
∑
σ(1..2)
1
D21
. (6.1)
Au premier terme, correspondant a` la formule de la chaˆıne non massive (4.2) vient s’ajouter un
second terme, proportionnel a` la masse du scalaire.
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6.1.2 De´monstration
On suppose que les deux photons ont le meˆme vecteur de re´fe´rence |R〉, donc ε+1 .ε+2 = 0. La
chaˆıne s’e´crit :
As2 = CD22
∑
σ(1..2)
ε+1 .q1
D21
ε+2 .q2
D22
= −C
2
D22
∑
σ(1..2)
Φ(1, 2)
〈Rq112q2R〉
D21D
2
2
, (6.2)
avec Φ(1, 2) = 1〈R1〉〈12〉〈2R〉 la phase antisyme´trique par permutation 1 ↔ 2, et C = (−2ie)2 ∗ i =
−4ie2 le facteur de couleur. On applique la conservation de l’e´nergie impulsion au deuxie`me vertex
puis au premier vertex :
As2 = −
C
2
D22
∑
σ(1..2)
Φ(1, 2)
〈Rq01R〉q22 − 〈Rq0q2R〉q12 + 〈Rq1q2R〉q02
D21D
2
2
. (6.3)
Or les scalaires sont hors couches de masses, donc q20 = D
2
0 +m
2, q22 = D
2
2 +m
2 et q21 = D
2
1 +m
2,
avec D2i le de´nominateur du propagateur, donc :
As2 = −
C
2
D22
∑
σ(1..2)
Φ(1, 2)
(
m2 (〈Rq01R〉 − 〈Rq0q2R〉+ 〈Rq1q2R〉)
D21D
2
2
−〈Rq0q2R〉
D22
+
D20〈Rq1q2R〉+D22〈Rq11R〉
D21D
2
2
)
. (6.4)
Graˆce a` la conservation de l’e´nergie impulsion aux vertexs, on a : 〈Rq01R〉−〈Rq0q2R〉+〈Rq1q2R〉 =
〈R12R〉. Comme 〈Rq0q2R〉 en de´pend pas de l’ordre des photons et que Φ(1, 2) est antisyme´trique
alors le deuxie`me terme est nul. Il reste :
As2 = −
C
2
D22
∑
σ(1..2)
Φ(1, 2)
(
m2〈R12R〉
D21D
2
2
+
D20〈Rq1q2R〉+D22〈Rq11R〉
D21D
2
2
)
. (6.5)
En simplifiant la phase Φ(1, 2), on retrouve la formule (6.1) :
As2 = 2ie2m2
[12]
〈12〉
∑
σ(1..2)
1
D21
+ 2ie2D20D
2
2
∑
σ(1..2)
Φ(1, 2)
2∑
i=1
〈RqiiR〉
D2i−1D
2
i
. (6.6)
6.2 Chaˆıne massive de type 1 avec trois photons.
6.2.1 L’amplitude
Soit une chaˆıne de trois photons entrants d’he´licite´s positives et d’impulsions p1, p2 et p3 sur
une ligne de scalaire. Le scalaire entrant, d’impulsion pA, et le scalaire sortant, d’impulsion pB ,
sont suppose´s massifs de masse m2. Toutes les particules externes sont sur couches de masses. Dans
ce cas l’amplitude As3 (pA, pB , p1, p2, p3) = As3 de la chaˆıne s’e´crit :
pA pB
p+1 p
+
2 p
+
3
As3 = i(e
√
2)3m2
∑
σ(1..3)
[31]
〈12〉〈23〉
{
1
D21
+
[12q33]
[31]D21D
2
2
}
(6.7)
= i(e
√
2)3m2
∑
σ(1..3)
1
〈12〉〈23〉
{
[3q3∆311]
D21D
2
2
}
. (6.8)
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6.2.2 Amplitude avec les scalaires hors couche de masse
On suppose que tous les photons ont le meˆme vecteur de re´fe´rence |R〉, donc ∀i ∈ [1..3], ε+i .ε+j =
0. Par conse´quence, la chaˆıne est de´crite par six diagrammes de trois vertexs simples :
As3 = C lim
D23→0
D23
∑
σ(1..3)
3∏
i=1
ε+i .qi
D2i
. (6.9)
On applique la formule de la chaˆıne a` deux photons massive hors couche de masse sur la chaˆıne
constitue´es par les deux premiers photons. On oublie la limite, que l’on reprendra a` la fin de la
de´monstration, et le facteur de couleur C = (−2ie)3i2 = −i(2e)3, que l’on remettra a` la fin du
calcul :
As3 = −
∑
σ(1..3)
Φ(1, 2)
{
D20
2∑
i=1
〈RqiiR〉
D2i−1D
2
i
+m2
〈R12R〉
D21D
2
2
}
〈Rq33〉
〈R3〉D23
. (6.10)
Maintenant on va arranger les spineurs, des termes non massifs, de la meˆme manie`re que pour le
calcul de la chaˆıne non massive (4.2). Il va alors apparaˆıtre des termes supple´mentaires avec masse.
On a, en utilisant l’identite´ de Schouten aux spineurs 〈Ri〉〈23〉 dans (6.11) :
2∑
i=1
Φ(1, 2)
〈RqiiR〉 〈Rq33〉
D2i−1D
2
iD
2
3
= −
2∑
i=1
Φ(1, 3)
〈Ri〉〈23〉〈3R〉
〈2R〉
[iqiR] 〈Rq33〉
D2i−1D
2
iD
2
3
(6.11)
=−
2∑
i=1
Φ(1, 3)
〈3R〉
〈2R〉 (〈R3〉〈2i〉+ 〈R2〉〈i3〉)
[iqiR] 〈Rq33〉
D2i−1D
2
iD
2
3
(6.12)
=−
2∑
i=1
Φ(1, 3)
〈3R〉 〈Rq33iqiR〉
D2i−1D
2
iD
2
3
+Φ(1, 2)
〈Rq33〉[iqiR]〈2i〉〈R3〉
D2i−1D
2
iD
2
3〈23〉
, (6.13)
avec Φ(1, 3) = 1〈R1〉〈12〉〈23〉〈3R〉 . En remettant l’expression (6.13) dans l’amplitude (6.10) :
As3 ∝
∑
σ(1..3)
{
D20
(
2∑
i=1
Φ(1, 3)
〈3R〉 〈Rq33iqiR〉
D2i−1D
2
iD
2
3
+Φ(1, 2)
〈Rq33〉[iqiR]〈2i〉〈R3〉
D2i−1D
2
iD
2
3〈23〉
)
−m2φ(1, 2) 〈R12R〉
D21D
2
2
〈Rq33〉
〈R3〉D23
}
. (6.14)
Maintenant on transforme le nume´rateur du premier terme de (6.14) :
〈Rq33iqiR〉 = D23〈RiqiR〉 −D2i 〈Rq3qi−1R〉+D2i−1〈Rq3qiR〉
− 〈Rq3∆3iiqiR〉+m2〈R∆3iiR〉. (6.15)
En rajoutant le facteur de couleur, l’amplitude de la chaˆıne scalaire hors couche de masse devient :
As3 = i(e
√
2)3
∑
σ(1..3)
{
Φ(1, 3)D20
(
3∑
i=1
〈RqiiR〉
D2i−1D
2
i
+m2
2∑
i=1
〈Ri∆3iR〉
D2i−1D
2
iD
2
3
)
+m2φ(1, 2)
〈R12R〉
D21D
2
2
〈Rq33〉
〈R3〉D23
}
. (6.16)
6.2.3 Amplitude avec les scalaires sur couche de masse (6.7)
Dans la limite ou` les propagateurs initiaux et finaux sont sur couche de masse, D23, D
2
0 → 0,
alors l’amplitude hors couche de masse (6.16) devient l’amplitude sur couche de masse :
As3 = −i(e
√
2)3m2
∑
σ(1..3)
{
Φ(1, 3)
〈R1∆31R〉
D21D
2
3
− φ(1, 2) 〈R12R〉
D21D
2
2
〈Rq33〉
〈R3〉D23
}
. (6.17)
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Toutes les particules externes sont sur couche de masse, donc l’amplitude doit eˆtre invariante de
jauge. Pour le ve´rifier explicitement, on commence par mettre en facteur la phase Φ(1, 3) :
As3 = −i(e
√
2)3m2
∑
σ(1..3)
Φ(1, 3)
{ 〈R1∆31R〉
D21D
2
3
+
〈R12〉 〈Rq33〉〈23〉
D21D
2
2D
2
3
}
. (6.18)
Puis on fait la manipulation spinorielle 6q3 6p3 = −D22 − 6p3 6q3 dans l’expression (6.18) :
As3 = −i(e
√
2)3m2
∑
σ(1..3)
Φ(1, 3)
{ 〈R1∆31R〉
D21D
2
3
− 〈R12R〉
D21D
2
3
− 〈R12〉 〈R3q32〉
D21D
2
2D
2
3
}
. (6.19)
Comme ∆31 = p3 + p2 et Φ(1, 3) = 1〈R1〉〈12〉〈23〉〈3R〉 , alors on trouve directement le re´sultat (6.7) :
As3 = i(e
√
2)2m2
∑
σ(1..3)
[31]
〈12〉〈23〉
{
1
D21
+
[12q33]
[31]D21D
2
2
}
. (6.20)
Pour obtenir (6.8), il suffit de transformer le nume´rateur du premier terme de (6.7), sachant que les
scalaires externes sont sur couches de masse : −[13]D22 = [13q33]. Puis on remplace et en regroupe
les produits spinorielles de fac¸on a` reconstruire l’impulsion ∆31 = p2+p3. Maintenant on va donner
la formule pour une chaˆıne de scalaire massifs de quatre photons.
6.3 Chaˆıne massive de type 1 avec quatre photons.
6.3.1 L’amplitude
Soit une chaˆıne de deux photons entrants, d’he´licite´s positives, et d’impulsions p1, p2, p3 et p4
sur une ligne de scalaire. Le scalaire entrant d’impulsion pA et le scalaire sortant d’impulsion pB
sont massifs de masse m2. On suppose de plus que toutes les particules externes sont sur couches
de masses. Dans ce cas l’amplitude de la chaˆıne As4 (pA, pB , 1+, 2+, 3+, 4+) = As4 s’e´crit :
pA pB
p+1 p
+
2 p
+
4
p+3
As4 = −i(e
√
2)4
∑
σ(1,2,3,4)
ε+1 .q1ε
+
2 .q1ε
+
3 .q3ε
+
4 .q4
D21D
2
2D
2
3
As4 = − i(e
√
2)4
(
m2
)2 ∑
σ(1,2,3,4)
[12][34]
〈12〉〈34〉
1
D21D
2
2D
2
3
− i(e
√
2)4
(
m2
)2 ∑
σ(1,2,3,4)
[14]
〈12〉〈23〉〈34〉
1
D21D
2
3
− i(e
√
2)4 m2
∑
σ(1,2,3,4)
[4q4q01]
〈12〉〈23〉〈34〉
1
D21D
2
3
. (6.21)
6.3.2 De´monstration
Tous les photons ont la meˆme he´licite´ et le meˆme vecteur de re´fe´rence |R〉, donc les diagrammes
avec des vertexs doubles sont nuls et l’amplitude de la chaˆıne s’e´crit :
As4 = D24 ∗ C ∗ lim
D24→0
∑
σ(1..4)
4∏
i=1
ε+i .qi
D2i
. (6.22)
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On sous-entend le facteur de couleur C = (−2ie)4i3 = −i(2e)4 et la limite, que l’on rajoutera a` la
fin de la de´monstration. On applique alors l’expression de la chaˆıne a` trois photons hors couches
de masses, calcule´e pre´ce´demment (6.16), aux trois premiers photons :
As4 =
∑
σ(1..4)
{
− Φ(1, 4)D20
(
4∑
i=1
〈RqiiR〉
D2i−1D
2
i
+m2
3∑
i=1
〈Ri∆41R〉
D2i−1D
2
iD
2
4
)
+ Φ(1, 3)D20m
2
2∑
i=1
〈Ri∆3iR〉
D2i−1D
2
iD
2
3
〈Rq44〉
〉R4〉D24
− Φ(1, 2)m2 〈R12R〉
D21D
2
2
〈Rq33〉
〉R3〉D23
〈Rq44〉
〉R4〉D24
}
, (6.23)
avec ∀i ∈ N, Φ(1, i) = 1〈R1〉〈12〉...〈iR〉 . Pour rendre le dernier terme de (6.23) explicitement invariant
de jauge, on utilise l’expression de la chaˆıne scalaire massive a` deux photons hors couche de masse
(6.1) que l’on applique aux photons 3 et 4 :
∑
σ(3,4)
〈Rq33〉
〈R3〉D23
〈Rq44〉
〈R4〉D24
= −Φ(3, 4)
(
D22
4∑
i=3
〈RqiiR〉
D2i−1D
2
i
+m2
〈R34R〉
D23D
2
4
)
. (6.24)
L’amplitude de la chaˆıne scalaire massive a` quatre photons (6.23) devient :
As4 = − i(2e)4
∑
σ(1..4)
{
− Φ(1, 4)D20
(
4∑
i=1
〈RqiiR〉
D2i−1D
2
i
+m2
3∑
i=1
〈Ri∆41R〉
D2i−1D
2
iD
2
4
)
+ Φ(1, 3)D20m
2
2∑
i=1
〈Ri∆3iR〉
D2i−1D
2
iD
2
3
〈Rq44〉
〈R4〉D24
+ m2Φ(1, 2)Φ(3, 4)
〈R12R〉
D21
4∑
i=3
〈RqiiR〉
D2i−1D
2
i
+ m2
2
Φ(1, 2)Φ(3, 4)
〈R12R〉〈R34R〉
D21D
2
2D
2
3D
2
4
}
. (6.25)
On a obtenu une expression de l’amplitude de la chaˆıne scalaire massive hors couche de masse avec
quatres photons d’he´licite´s positives. Dans la limite ou` les scalaires externes sont sur couche de
masses D20, D
2
4 → 0, l’amplitude doit eˆtre invariante de jauge :
As4 = − i(2e)4
∑
σ(1..4)
{
−Φ(1, 4)m2 〈R1∆41R〉
D21D
2
4
+ Φ(1, 3)m2
〈R1∆31R〉
D21D
2
3
〈Rq44〉
〈R4〉D24
+ m2Φ(1, 2)Φ(3, 4)
〈R12R〉
D21
〈Rq44R〉
D23D
2
4
+ m2
2
Φ(1, 2)Φ(3, 4)
〈R12R〉〈R34R〉
D21D
2
2D
2
3D
2
4
}
= T1 + T2 + T3 + T4, (6.26)
T4 e´tant de´ja` invariant de jauge. On modifie alors la phase de T3 : Φ(1, 2)Φ(3, 4) =
〈23〉
〈R2〉〈34〉〈4R〉Φ(1, 3) :
T3 = m2
〈12〉
[12]
〈Rq44〉
〈R3〉〈R4〉D21D23D24
= −m2Φ(1, 3) 〈R123〉〈Rq44〉〈34〉D21D23D24
, (6.27)
et on effectue la transformation 6q4 6p4 = −D23 − 6p4 6q4 ainsi que le changement de phase Φ(1, 3) =
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〈34〉〈4R〉
〈3R〉 Φ(1, 4) dans T2 :
T2 = − Φ(1, 3)m2 〈R1∆31R〉〈R3〉
D21D
2
4〈34〉〈R4〉
− Φ(1, 3)m2 〈R1∆31R〉〈3q44〉
D21D
2
3D
2
4〈34〉
(6.28)
= Φ(1, 4)m2
〈R1∆31R〉
D21D
2
4
− Φ(1, 3)m2 〈R1∆31R〉〈3q44〉
D21D
2
3D
2
4〈34〉
. (6.29)
On remplace les nouvelles expressions de T2 (6.27) et T3 (6.29) dans l’amplitude (6.27), puis on
factorise les termes ayant les meˆmes de´nominateurs :
As4 = − m2
∑
σ(1..4)
{
Φ(1, 4)
〈R14R〉
D21D
2
4
− Φ(1, 3) 1
D21D
2
3D
2
4
{〈R1∆31R〉〈3q44〉 − 〈R123〉〈Rq44〉}
− Φ(1, 2)Φ(3, 4) 〈R12R〉〈R34R〉
D21D
2
2D
2
3D
2
4
}
= T1 + T2 + T3. (6.30)
Dans cette nouvelle expression, seul le terme central T2 n’est pas explicitement invariant de jauge.
Pour cela on transforme le terme entre accolades de T2 :
〈R1∆31R〉〈3q44〉 − 〈R123〉〈Rq44〉 (6.31)
= 〈R1〉
{
〈R31〉〈3q44〉+ 〈321〉D23
〈R3〉
〈43〉 +
〈3q44〉
〈43〉 〈421〉〈R3〉
}
(6.32)
=
〈R1〉laR3〉
〈43〉
{
〈3q44〉〈4(3 + 2)1〉+ 〈321〉D23
〈R3〉
〈43〉
}
, (6.33)
que l’on reporte dans l’expression de l’amplitude (6.30). On factorise les deux premiers termes par
Φ(1, 4) 〈R14R〉
D21D
2
4
:
As4 = − m2
∑
σ(1..4)
{
Φ(1, 4)
〈R14R〉
D21D
2
4
(
1 +
〈3q44〉〈4(3 + 2)1〉
〈43〉[14]D23
+
〈321〉
〈43〉[14]
)
− m2Φ(1, 2)Φ(3, 4) 〈R12R〉〈R34R〉
D21D
2
2D
2
3D
2
4
}
. (6.34)
Cette l’amplitude est clairement invariante de jauge. Mais on peut encore transformer cette ex-
pression en re´duisant au meˆme de´nominateur le terme entre parenthe`se. On applique la formule
6q4 6p4 = −D23 − 6p4 6q4 :
1 +
〈3q44〉〈4(3 + 2)1〉
〈43〉[14]D23
+
〈321〉
〈43〉[14] =
〈3q44(3 + 2)1〉
〈43〉[14]D23
+
〈3(4 + 2)1〉
〈43〉[14] (6.35)
=
〈34q4(4 + 3 + 2)1〉
〈43〉[14]D23
=
〈34q4(q4 − q1)1〉
〈43〉[14]D23
. (6.36)
Pour finir, on remplace (6.36) dans l’amplitude (6.34), on de´veloppe les deux phases Φ(1, 2),Φ(3, 4)
et Φ(1, 4) et on rajoute le facteur de couleur :
As4 = − i(e
√
2)4m4
∑
σ(1..4)
{
[12][34]
〈12〉〈34〉
1
D21D
2
2D
2
3D
2
4
+
[14]
〈12〉〈23〉〈34〉
1
D21D
2
3D
2
4
}
− i(e
√
2)4m2
∑
σ(1..4)
1
〈12〉〈23〉〈34〉
[4q4q11]
D21D
2
3D
2
4
. (6.37)
Troisie`me partie
E´tude analytique d’une boucle.
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7.1 De´finition et repre´sentation d’une boucle.
7.1.1 Notation d’un diagramme avec une boucle
On conside`re l’amplitude A d’une boucle avec N pattes externes entrantes (fig 7.1) dans le cas
ge´ne´ral ou` l’impulsion de la boucle e´volue dans un espace de Minkowski de dimension n = 4− 2².
L’espace initial de dimension quatre est e´tendu a` un espace de dimension n, en ajoutant un espace
de dimension −2² orthogonal a` l’espace a` quatre dimension. De´sormais, on aura une inte´grale de
dimension n et de mesure :
d4q → dnQ. (7.1)
Notations : L’impulsion tournante Qµ est alors compose´e d’une partie a` quatre dimensions qµ
et d’une partie a` −2² dimensions : q̂µ. Comme les espaces a` quatre dimensions et a` −2² sont
orthogonaux entre eux, on a donc : {
Q = q + q̂
Q2 = q2 + q̂2 . (7.2)
On prendra la notation Euclidienne introduit par Mahlon : q̂2 = −µ2. La conservation de l’e´nergie
impulsion a` chaque vertex implique la conservation de l’e´nergie impulsion dans la boucle :
N∑
i=1
pi = 0, (7.3)
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p1
p2
p3
pi
q1
qi−1
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q3
qi
pN
Fig. 7.1 – Structure generale d’une boucle.
et amplitude de la boucle (fig 7.1) s’e´crit :
A =
∫
dnQ
Num(Q)
D21....D
2
N
, (7.4)
comme une inte´grale d’une fonction de l’impulsionQµ, dont le nume´rateur Num (Q) de´pend de l’im-
pulsion. Le nume´rateur de´pend de la the´orie, dans laquelle est de´crite la boucle. Les de´nominateurs
s’e´crivent :
∀i ∈ [1..N ], D2i = Q2i −m2i + iλ. (7.5)
L’impulsion du propagateur nume´ro « i » s’e´crit Qµi = Qµ + r
µ
i . La conservation de l’e´nergie
impulsion a` chaque vertex s’e´crit pi = ri − ri−1 et dans la boucle rN = r0. De plus, a` cause de la
conservation de l’e´nergie impulsion dans la boucle, les ri sont de´finis a` une constante pre`s. On peut
imposer une valeur a` l’un des ri suivant le proble`me regarde´. L’e´quation (7.4) est la repre´sentation
dans l’espace des impulsions de la boucle de la figure 7.1. On peut aussi la repre´senter dans l’espace
des parame`tres de Feynman, mais avant on va s’inte´resser a` son ensemble de de´finition.
7.1.2 Ensemble de de´finition de l’amplitude d’une boucle
On conside`re la boucle de la figure 7.1, et d’amplitude (7.4), dont on notera par la suite A (Q),
l’inte´grant : A = ∫ dnQ A (Q). On note DA (respectivement DAA) son ensemble de de´finition (
resp. ensemble d’analycite´). Dans l’espace des impulsions, les lagrangiens des the´ories de champs
standards sont des polynoˆmes des champs. Donc la fonction Num (Q) est un polynoˆme de l’im-
pulsion Qµ de la boucle. Sachant que les de´nominateurs D2i sont des trinoˆmes de l’impulsion de
la boucle, alors l’inte´grant A (Q) est une fonction rationnelle dont l’ensemble de de´finition est un
ouvert. Dans ce cas d’une fonction rationnelle DAA = DA.
De´finition 7.1.1. On appelle poˆles les points de coordonne´es « finis » de l’espace de phase qui
annule le de´nominateur de A (Q). On appelle singularite´s les points de coordonne´es « finis » de
l’espace des phases ou` A (Q) n’est pas analytique, c’est a` dire non de´velopable en se´rie entie`re.
L’analycite´ est plus contraignante que la non-existence de poˆles : DAA ⊂ DA. L’existence de
l’amplitude se de´compose en deux conditions ne´cessaires et suffisantes :
Re´sultat 7.1.2. A existe si et seulement si :
- A (Q) inte´grable aux bornes infinies de DA (7.6)
- A (Q) inte´grable en tous points « finis » de R4 (7.7)
Il faut comprendre que meˆme si l’inte´grant n’est pas analytique ou posse`de un poˆle, alors il peut
eˆtre inte´grable. Lorsque l’inte´grant n’est pas inte´grable en l’infinie, on dit qu’il y a divergence
ultraviolette, que l’on e´tudiera dans le chapitre 8. Quant a` la deuxie`me condition, Landau a donne´
une me´thode ge´ne´rale pour rechercher l’ensemble d’analycite´ DAA. On les e´tudiera dans le chapitre
9.
Maintenant, on va repre´senter les amplitudes dans l’espace fini des parame`tres de Feynman.
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7.1.3 Repre´sentation avec les parame`tres de Feynman.
Pre´ce´demment on a de´crit la boucle dans l’espace de dimension n de l’impulsion tournante (7.4).
Cette repre´sentation ne´cessite une inte´grale de dimension n sur un ouvert infinie. On va transformer
cette inte´grale sur un borne´ fini. Cela facilite les de´veloppements limite´s dans l’inte´grale et les
e´tudes locales. On conside`re l’amplitude d’une boucle de N pattes externes (7.4), et N parame`tres
de Feynman z1...zN ∈ [0, 1] tels que
∑N
i=1 zi = 1. On de´finit la mesure d’inte´gration associe´ a ce
borne´ :∫
dzi =
∫ 1
0
dz1....
∫ 1
0
dzN δ
(
1 =
N∑
i=1
zi
)
=
∫ 1
0
dz1
∫ 1−z1
0
dz2....
∫ 1−...−zN−2
0
dzN−1
∫ +∞
−∞
dzN δ
(
zN = 1−
N−1∑
i=1
zi
)
. (7.8)
Comme A1...AN = Γ(N)
∫
dzi
(∑N
i=1 ziAi
)N
, alors l’amplitude s’e´crit :
A = Γ(N)
∫
dnQ
∫
dzi
Num(Q)(∑N
i=1 ziD
2
i
)N = Γ(N)∫ dnQ∫ dzi Num(Q)D(Q, z1, ..., zN ) . (7.9)
Le de´nominateur D(Q, z1, ..., zN ) est devenu une somme de de´nominateurs D2i = (Q+ ri)
2−m2i +
iλ :
D(Q, z1, ..., zN ) =
(
N∑
i=1
ziD
2
i
)N
(7.10)
=
(q + N∑
i=1
ziri
)2
+
N∑
i=1
zi
(
r2i −m2i
)− N∑
i=1
N∑
j=1
zizjri.rj + iλ
N (7.11)
=
(
L2 −R2)N , (7.12)
avec :
L = Q+
N∑
i=1
ziri (7.13)
R2 =
N∑
i=1
N∑
j=1
zizjri.rj −
N∑
i=1
zi
(
r2i −m2i
)− iλ. (7.14)
Lµ repre´sente l’impulsion «moyenne » de la boucle, ponde´re´e par les poids des propagateurs alors
que R2 contient l’information de la cine´matique externe et interne de la boucle. On peut le re´e´crire
comme un produit scalaire.
De´finition 7.1.3. On de´finit la matrice cine´matique d’une boucle par :
Sij = (ri − rj)2 −m2i −m2j . (7.15)
Cette matrice donne l’ordre d’entre´e des impulsions externes dans la boucle ainsi que la masse
des propagateurs. La fonction S 7→ A (S) est bijective, la cine´matique d’une boucle est donc
entie`rement de´crite par cette matrice et on peut re´e´crire R2 en introduisant le vecteur des pa-
rame`tres de Feynman −→z = (z1, ...zN ), par :
R2 = −1
2
−→z >.S.−→z − iλ. (7.16)
On de´finit aussi une autre matrice qui intervient re´gulie`rement dans le calcul des inte´grales : la
matrice de Gram. Cependant il n’existe pas de bijection entre une boucle et une matrice de Gram.
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De´finition 7.1.4. On de´finit la matrice de Gram d’une boucle de N pattes externes d’impulsions
entrantes p1...pN par :
Gij = 2 pi.pj . (7.17)
Le but est de re´duire les inte´grales tensorielles de´crivant les boucles, en inte´grales scalaires, que
l’on va de´finir.
7.2 Inte´grales scalaires
7.2.1 De´finition
On e´tend encore l’espace de Minkowski de dimension n en un espace de dimension n = 2t, t ∈ N
par l’ajout non pas d’un espace de dimension −2² mais d’un espace de dimension −2²+ 2t.
De´finition 7.2.1. A` partir de l’amplitude (7.4) d’une boucle de´crite par la matrice cine´matique Sij,
on de´finit les inte´grales scalaires de dimension n+2t, t ∈ N, en imposant la fonction Num(Q) = 1 :
In+2tN,M (S) =
1
ipin/2
∫
dn+2tQ
1
D21...D
2
N
, (7.18)
M ≤ N e´tant le nombre de pattes externes ayant une masse.
Dans la suite, on notera In4,2A (respectivement I
n
4,2B) l’inte´grale scalaire a` quatre points deux masses
adjacents (resp. oppose´es), rappele´es dans l’appendice A.
On sous entendra le facteur −ipi−n/2 dans la mesure. Ce facteur permet des simplifications dans
l’inte´gration sur l’impulsion de la boucle. On effectuera donc toujours le changement de mesure
dnQ → −ipi−n/2dnQ. Les boucles de dimension n sont normalise´es par le facteur spatiale 1/(2pi)n.
Pour retrouver la bonne normalisation, on multipliera le re´sultat final par le facteur :
K =
i
(4pi)n/2
. (7.19)
On peut e´tendre la de´finition pour une extra-inte´grale scalaire.
De´finition 7.2.2. Soit une boucle, de´finie par la matrice cine´matique Sij, dont la particule dans la
boucle a` une masse m2 sur tous les propagateurs. On de´finit alors les extra-inte´grales en dimension
n par :
JnN (S) =
∫
dnQ
µ2
D21...D
2
N
(7.20)
KnN (S) =
∫
dnQ
µ4
D21...D
2
N
(7.21)
Dans le cas d’une boucle massive, il peut eˆtre commode de faire une extension massive des extra-
inte´grales scalaires (de´f. 11.2.2). Avant de donner des relations liant ces inte´grales scalaires, on va
les calculer.
7.2.2 Calcul d’une inte´grale scalaire
L’absence de nume´rateur dans l’inte´grale scalaire permet de les calculer exactement. Dans
cette partie on exposera juste la me´thode, mais les re´sultats sont donne´s dans l’appendice A. On
peut commencer par remarquer qu’une inte´grale scalaire est en fait la description, a` un facteur
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pre`s, d’une boucle en the´orie scalaire dans l’espace de l’impulsion de la boucle. On commence par
transformer l’inte´grale scalaire en repre´sentation parame´trique, graˆce a` (7.9) :
InN (S) = Γ(N)
∫
dnQ
∫
dzi
1
D(Q, z1, ..., zN )
, (7.22)
puis on effectue le changement de variable line´aire : Q → L. L’impulsion de la boucle L se
de´compose en une partie de dimension 4 : l et une partie de dimension n− 4 = −2ε : l̂. Comme les
deux espaces de dimension 4 et n−4 sont orthogonaux, alors on a : L = l+ l̂ et L2 = l2+ l̂2 = l̂2−µ2.
Maintenant, avant d’inte´grer sur L, on commence par transformer l’espace de Minkowski de la
boucle en un espace Euclidien indice´ par E :
InN (S) = Γ(N)
∫
dnL
∫
dzi
1
(l2 −R2)N
(7.23)
= Γ(N)
∫
dzi
∫
dnLE
1(−LE2 −R2)N (7.24)
= Γ(N)(−1)N i
∫
dzi
∫
d|lE |dΩn lE
n−1(
LE
2 +R2
)N . (7.25)
On utilise l’expression de la surface d’une sphe`re de dimension n :
∀n ∈ R+∗,
∫
dΩn =
2pin/2
Γ(n/2)
, (7.26)
pour inte´grer la partie angulaire et la formule sur les inte´grales rationnelles :∫ +∞
0
dx
xp
(xn + zn)q
=
1
n
zp+1−nq
Γ
(
p+1
n
)
Γ
(
q − p+1n
)
Γ(q)
. (7.27)
pour la partie spatiale en LE . L’inte´grale scalaire devient :
InN (S) = Γ(N)
∫
dnL
∫
dzi
1
(L2 +R2)N
= (−1)NΓ (2) Γ
(
N − n
2
)∫
dzi
(
R2
)n
2−N . (7.28)
Maintenant il faut de´finir la matrice cine´matique pour pouvoir inte´grer sur les parame`tres de
Feynman. On peut trouver des exemples d’inte´gration dans [14, 17]. Les formes analytiques des
inte´grales scalaires sont donne´es dans [87, 89], que l’on rappelle dans l’appendice A. On remarque
qu’elles peuvent s’e´crire comme une partie « divergente » plus une partie que l’on appelle « finie ».
On va expliciter le lien entre ces deux parties et les inte´grales scalaires de dimensions n + 2 dans
le prochain paragraphe.
7.2.3 Re´duction d’une inte´grale scalaire
Proposition 7.2.3. Une boucle scalaire avec N, telle que N ≤ 6, pattes externes, de´crite par la
matrice cine´matique Sij et une matrice de Gram Gij se re´duit :
InN (S) =
N∑
i,j=1
S−1ij InN−1 (S − {i})− (−1)N+1 (N − n− 1)
det (G)
det (S) I
n+2
N (S) . (7.29)
On note InN−1 (S − {i}) l’inte´grale scalaire a` N-1 pattes externes en ayant pince´ le propagateur
n˚ « i » a` partir de l’inte´grale scalaire a` N pattes et S − {i} sa matrice cine´matique, obtenue en
oˆtant la ligne et la colonne « i » de la matrice S.
62 Notation, De´finition et Inte´grales scalaires.
De´monstration : On conside`re une inte´grale scalaire avec N pattes externes de dimension n
en repre´sentation parame´trique (parag. 7.1.3) que l’on transforme en utilisant la de´finition de la
matrice cine´matique (7.15) et de R2 (7.14) :
InN (S)−
N∑
i,j=1
S−1ij InN−1 (S − {i}) (7.30)
=
∫
dnQ
1−∑Ni,j=1 S−1ij D2i
D21...D
2
N
(7.31)
= Γ(N)
∫
dnL
∫
dzi
1−∑Ni,j=1 S−1ij (L+ ri −∑Nk=1 zkrk)2
(L2 −R2)N
(7.32)
=− Γ(N)
N∑
i,j=1
S−1ij
∫
dnL
∫
dzi
L2 +R2
(L2 −R2)N
(7.33)
Dans le cas ou` N < 7 alors les e´le´ments de la matrice cine´matique inverse S−1 sont relie´s a` la
matrice de Gram par :
N∑
i,j=1
S−1ij = (−1)N+1
det (G)
det (S) . (7.34)
Si N > 6 alors comme il y a plus de d’impulsions externes que de dimensions dans l’espace de
Minkowski, le de´terminant de la matrice cine´matique est nul. On peut ge´ne´raliser cette expression
en faisant intervenir un pseudo-inverse construit a` partir des matrices cine´matiques re´duites [56, 57].
Puis on inte`gre l’inte´grale de dimension n sur l’impulsion L graˆce aux inte´grales rationnelles (7.27).
On voit alors apparaˆıtre l’inte´grale scalaire de dimension n+ 2 :
−Γ(N)
∫
dnL
∫
dzi
L2 +R2
(L2 −R2)N
= (−1)N+1Γ
(
N − n+ 2
2
)
(N − n− 1)
∫
dzi
1
(R2)N−(n+2)/2
(7.35)
= − (N − n− 1) In+2N (S) . (7.36)
uunionsq
On a de´compose´ une inte´grale scalaire en une somme d’inte´grales scalaires avec moins de points
plus un terme contenant une inte´grale scalaire de dimension n + 2. Ce dernier terme correspond
a` la partie « finie » de l’inte´grale, vue dans le paragraphe pre´ce´dent. On verra dans les chapitres
suivants que la divergence infrarouge de cette inte´grale scalaire de dimension n + 2 est moindre.
Cette transformation permet de mettre a` part les divergences infrarouges.
7.2.4 Calcul d’une extra-inte´grale scalaire
Dans ce paragraphe, on va pre´senter une me´thode pour calculer les extra-inte´grales scalaires.
Proposition 7.2.4. Les inte´grales scalaires et extra-inte´grales scalaires repre´sentant une boucle,
de matrice cine´matique S non massive, sont relie´es par :
JnN = −²In+2N (7.37)
KnN = −² (1− ²) In+4N (7.38)∫
dnQ
(
µ2
)r
D21....D
2
N
= −² (1− ²) ...(r − 1− ²)In+2rN . (7.39)
De´monstration : On prend r ∈ N. On commence par de´composer l’impulsion en une partie a`
quatre dimensions et une partie a` n−4 dimensions Q = q+ q̂ = q+ iµ. La partie a` n−4 dimensions
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est de´ja` euclidienne. Puis on inte`gre sur la partie angulaire a` n − 4 dimensions. Ensuite, au lieu
d’inte´grer la partie spatiale a` n−4 dimensions, on la transforme en une partie spatiale a` n−4+2r
dimensions :∫
dnQ
(
µ2
)r
D21....D
2
N
= i
∫
d4q
∫
dn−4q̂
µ2r
D21....D
2
N
(7.40)
= i
∫
dn−4µ µ2r
∫
d4q
1
D21....D
2
N
(7.41)
= i
∫
dΩn−4
∫
d|µ|µ2r+n−5
∫
d4q
1
D21....D
2
N
(7.42)
= i
∫
dΩn−4
∫
dn−4+2rµ∫
dΩn−4+2r
∫
d4q
1
D21....D
2
N
(7.43)
= i
∫
dΩn−4∫
dΩn−4+2r
∫
dn−4+2rµ
∫
d4q
(−1)r
D21....D
2
N
=
∫
dΩn−4∫
dΩn−4+2r
In+2rN . (7.44)
Pour finir, on applique la formule sur les inte´grales de surfaces (7.26). uunionsq
Dans l’appendice B, on rappelle les extra-inte´grales scalaires utilise´es dans cette the`se. Dans les
deux prochains chapitres, on va e´tudier le comportement aux bornes de l’ensemble de de´finition
d’une boucle.
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Chapitre 8
Divergences ultraviolettes.
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8.1 Le proble`me ultraviolet.
8.1.1 Les divergences ultraviolettes - De´finition et comptage de puis-
sance
Les divergences ultraviolettes apparaissent dans un diagramme a` une boucle, d’amplitude :
A =
∫
d4q
Num(q)
D21....D
2
N
, (8.1)
lors de l’inte´gration en +∞. Il faut un nombre suffisant de propagateurs pour qu’il n’y ait pas de
proble`me d’inte´gration sur l’impulsion qµ. E´tudier la limite de l’inte´grant en +∞ s’appelle faire
un comptage de puissance.
De´finition 8.1.1. On dit qu’une inte´grale est divergente dans l’ultraviolet si l’inte´grant n’est pas
inte´grable en +∞.
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On conside`re un diagramme de Feynman D avec une ou plusieurs boucles. On calcule le degre´
superficiel de divergence ω(D) du diagramme, c’est-a`-dire la puissance du module de l’impulsion
en l’infini dans les boucles. On note EB le nombre de lignes externes de bosons entrants de spin 0
ou 1, EF le nombre de lignes externes de fermions entrants de spin 1/2, ni le nombre de vertex de
type « i » dans D et δi la dimension de la constante de couplage. Pour une boucle a` n dimensions,
le degre´ superficiel de divergence s’e´crit :
ω(D) = n− EB − 32EF +
∑
i
niδi. (8.2)
Ce degre´ est valable quelque soit le diagramme et le nombre de boucle dans le diagramme a` partir
du moment ou` la the´orie est de´finit. Dans le cas d’un diagramme a` une boucle, si ω(D) < 0,
alors le diagramme est convergent dans l’ultraviolet, mais si ω(D) ≥ 0, alors le diagramme est
divergent dans l’ultraviolet. Le degre´ de divergence est souvent abaisse´ par des syme´tries telles
que l’invariance de jauge ou de Lorentz. Cependant il est limite´, dans le sens ou` il ne s’applique
qu’aux diagrammes. De nombreuses explications sont donne´es dans les livres classiques tels que
[14, 45, 46, 47].
On appelle ce phe´nome`ne « divergences ultraviolettes », car il intervient pour de grandes impul-
sions donc de petites longueurs d’ondes. Mais il n’est pas le signe d’une incohe´rence de la the´orie.
Un diagramme de Feynman n’a pas de re´alite´ physique et peut contenir des divergences ultra-
violettes, cependant un e´le´ment de la matrice 〈f |S|i〉 ou une amplitude, qui est une somme de
diagrammes, correspond a` une re´alite´ physique et ne doit plus contenir de divergences ultravio-
lettes a` chaque ordre perturbatif. Pour enlever ces divergences, on ajoute des contre-termes a` la
the´orie, dont les constantes sont ajuste´es pour e´liminer les divergences. Dans le dernier paragraphe
du chapitre, on abordera plus en de´tails le principe de la renormalisation qui permet d’oˆter les
proble`mes ultraviolets. Pour l’instant, on va re´gulariser les inte´grales graˆce a` la me´thode de la
re´gularisation dimensionnelle : c’est-a`-dire que l’on va e´tendre l’espace de l’impulsion de la boucle,
qui e´tait initialement de dimension 4, a` un espace de dimension n = 4− 2². Les divergences seront
alors comprises dans limite ²→ 0. De´sormais dans ce chapitre, on aura une inte´grale de dimension
n (parag. 7.1.1).
8.1.2 Recherche de divergences ultraviolettes dans une boucle
On veut connaˆıtre le comportement d’une inte´grale pour de grandes valeurs de l’impulsion
tournante. On la re´gularise par une « extension » de l’espace de Minkowski, qui va nous per-
mettre d’inte´grer sur l’impulsion de la boucle. Il est pre´fe´rable de commencer par la re´e´crire en
repre´sentation parame´trique (7.9) :
A = Γ(N)
∫
dnQ
∫
dzi
Num(Q)
D (Q, z1...zN )
, (8.3)
dont la mesure d’inte´gration dzi est donne´e par (7.8) et le de´nominateur par (7.12). Avant d’inte´grer
sur l’impulsion de la boucle Q, on commence par effectuer le changement de variable line´aire :
Q → L. L’impulsion inte´gre´e L se de´compose comme une partie de dimension 4 : l et une par-
tie de dimension n − 4 = −2ε : l̂. Pour pouvoir inte´grer, il faut aussi expliciter le nume´rateur
Num (L, z1...zN ). Seule l’inte´gration sur l’impulsion est importante dans le comptage de puissance.
On ne prendra donc pas en compte les parame`tres de Feynman dans le nume´rateur Num(L). Comme
on se place dans des the´ories de jauges, alors le nume´rateur sera un polynoˆme de l’impulsion de la
boucle qui, dans le cas ge´ne´ral, s’e´crit :
Num(L) =
(
l2
)r (
l̂
)s
, (8.4)
avec r, s ∈ N. Maintenant que le nume´rateur est explicite´, on peut inte´grer l’amplitude. On com-
mence par transformer l’espace de Minkowski de l’impulsion en un espace Euclidien, indice´ par
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E :
A = Γ(N)
∫
dzi
∫
d4l
∫
dn−4 l̂
(
l2
)r (
l̂2
)s
(
l2 + l̂2 −R2
)N (8.5)
= Γ(N)i
∫
dzi
∫
d4lE
∫
dn−4 l̂E
(−lE2)r (−l̂E2)s(
−lE2 − l̂E
2 −R2
)N (8.6)
= Γ(N)(−1)r+s−N i
∫
dzi
∫
dn−4 l̂E l̂E
2s
∫
d|lE |dΩ4 lE
2r+3(
lE
2 + l̂E
2
+R2
)N , (8.7)
puis on de´compose les mesures d’inte´grations en parties angulaires et spatiales :
A = Γ(N)(−1)r+s−N i
∫
dzi
∫
dΩn−4d|l̂E | l̂E
2s+n−5
∫
d|lE |dΩ4 lE
2r+3(
lE
2 + l̂E
2
+R2
)N , (8.8)
enfin on inte`gre les parties angulaires avec les inte´grales de surface (7.26), et les inte´grales spatiales
graˆce aux inte´grales rationnelles (7.27) :
A = (−1)r+s−N Γ (r + 2)Γ
(
n
2 − 2 + s
)
Γ
(
N − r − s− n2
)
Γ
(
n
2 − 2
) ∫ dzi (R2)n2−N+r+s . (8.9)
On introduit le parame`tre critique M = N − r − s− 2 :
A = (−1)r+s−N Γ (r + 2)Γ (s− ²) Γ (M + ²)
Γ (−²)
∫
dzi
(
R2
)−M−²
, (8.10)
qui traduit l’e´quilibre entre le poids de l’impulsion dans le nume´rateur et dans le de´nominateur.
Ce parame`tre critique va donner les conditions de divergences. Dans le cas ou` une boucle est un
diagramme, alors ce parame`tre est directement relie´ au degre´ superficiel de divergence :
M + ² = −ω (D)
2
. (8.11)
8.1.3 Conditions de convergences
La limite ultraviolette se de´finit lorsque l’impulsion de la boucle tend vers l’infini Q→ +∞. On
a re´gularise´ cette inte´grale par une extension de l’espace de Minkowski, donc la limite ultraviolette
est atteinte quand cette extension devient nulle : ε → 0. L’amplitude d’une boucle (8.3), e´tant
e´gale a` (8.9), est convergente en +∞ si et seulement si :
A converge⇔ lim
ε→0
Γ (s− ε) Γ (M + ε)
Γ (−²) converge (8.12)
⇔ lim
ε→0
−ε(s− 1)! Γ(M + ε) converge (8.13)
⇔
{
s > 0
⋃
M > 0
}
ou
{
s = 0
⋂
M > 0
}
(8.14)
Maintenant on a besoin de connaˆıtre la boucle et donc les parame`tres r et s du nume´rateur pour
pouvoir continuer. On remarque tout de suite que plus le nombre de propagateur est grand et
plus l’inte´grale a des chances d’eˆtre convergente. De plus, on remarque imme´diatement, que si il
apparaˆıt au nume´rateur une puissance non nulle de l’extra-impulsion (s > 0), alors l’inte´grale est
convergence. La re´gularisation joue bien son roˆle, puisque tant que l’extra-espace n’est pas nul,
l’inte´grale reste finie.
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Proposition 8.1.2. Les extra-inte´grales ve´rifiant les conditions : {s > 0⋂M > 0} sont nulles au
premier ordre en ² et les extra-inte´grales scalaires ve´rifiant les conditions {s > 0⋂M ≤ 0} sont
rationnelles au premier ordre en ².
De´monstration : Les extra-inte´grales scalaires sont de´finies pour s > 0. Si M > 0 alors on a :
lim
ε→0
Γ (s− ε) Γ (M + ε)
Γ (−ε) ∝ limε→0 ε = 0. (8.15)
Si maintenant on a M ≤ 0 alors, au premier ordre en ², l’amplitude est proportionnelle a` une
inte´grale sur un polynoˆme de parame`tre de Feynman, qui donne un scalaire :
A ∝²→0 ²
²
∫
dzi
(
R2
)−M
. (8.16)
uunionsq
Remarque : Le re´sultat de convergence pre´ce´dent peut eˆtre ge´ne´ralise´ pour une inte´grale scalaire
de dimension n+2t ou` t est un entier naturel. Dans ce cas les conditions de convergences deviennent :
A converge⇔
{
s+ t+ 1 > 0
⋃
N − r − s− t > 2
}
. (8.17)
Maintenant, on va regarder le cas de chacune des the´ories e´tudie´es dans le chapitre 1.
8.2 Divergences ultraviolettes the´orie φ3 et en QED
8.2.1 Divergences ultraviolettes en the´orie φ3
On utilise le degre´ superficiel de divergence (8.2). En the´orie φ3, il n’y a qu’un type de vertex
et la constante de couplage a` une dimension δi = −1.
Proposition 8.2.1. Les boucles en the´orie φ3 et en dimension n sont divergentes dans l’ultraviolet
si et seulement si elles ont deux points.
De´monstration : Le degre´ superficiel de divergence pour une boucle de N scalaire s’e´crit :
ω (D) = 2−N. (8.18)
Il y a divergence si le degre´ est positif donc si la boucle a au maximum deux pattes externes. uunionsq
On peut ge´ne´raliser le re´sultat a` des inte´grales scalaires de dimensions supe´rieures.
Proposition 8.2.2. Une inte´grale scalaire a` N points en dimension n+2t avec t > 0 est divergente
dans l’ultraviolet si :
t = 0 ⇒ In+2t2 divergentes (8.19)
t = 1 ⇒ In+2t2 , In+2t3 divergentes. (8.20)
8.2.2 Divergences ultraviolettes en QED...
On e´tudie le comportement ultraviolet de diagrammes en QED donc on utilise le degre´ super-
ficiel de divergence. La constante du vertex fermion-photon a une dimension δi = ².
Avant d’e´tudier le comportement ultraviolet d’une boucle de fermions, il faut se rappeler le
the´ore`me de Furry qui dit qu’une boucle de fermions a une contribution nulle si il y a un nombre
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impair de photons entrants dans la boucle. On a donc N = pair. La de´monstration de ce the´ore`me
est base´e sur le fait que le vertex fermion-photon ne conserve pas la conjugaison de charge. Par
conse´quent il faut un nombre pair de vertexs pour que la conjugaison de charge soit conserve´e dans
la boucle [15].
Proposition 8.2.3. Une boucle de fermions en QED et en dimension n est convergente dans
l’ultraviolet si et seulement si il y a au moins N= 6 photons entrants dans la boucle.
De´monstration : Le degre´ superficiel de divergence pour une boucle de N fermions s’e´crit :
ω (B) = n−N +N². (8.21)
Il faut donc au moins cinq photons entrant dans la boucle pour que le degre´ soit ne´gatif et donc
la boucle convergente. On peut aussi retrouver ce re´sultat en remarquant qu’une boucle de fer-
mions est caracte´rise´e par les parame`tres : r + s ≤ N2 . Alors les conditions de convergences (8.14)
deviennent :
A converge⇔
{(
s > 0
⋃
N − s− r > 2
)⋂(
r + s ≤ N
2
)⋂
(Npair)
}
(8.22)
⇔
{(
s > 0
⋃
N > 4
)⋂
(Npair)
}
(8.23)
Comme s peut eˆtre nul, par conse´quent une boucle avec au moins six photons converge dans
l’ultraviolet, qu’une boucle de deux ou quatres photons a des divergences ultraviolettes. uunionsq
Proposition 8.2.4. Une boucle de fermions en QED, avec un propagateur de photon est conver-
gente dans l’ultraviolet en dimension n si et seulement si il y a au moins deux photons externes
entrants dans la boucle.
De´monstration : Le degre´ superficiel de divergence pour une boucle de N photons et N-2 fermions
externes en dimension n s’e´crit :
ω (B) = n−N − 1 +N². (8.24)
Le diagramme est convergent ω (B) < 0 ⇔ N > 4. Il faut donc au moins deux photons externes
entrants dans la boucle. Cette boucle est caracte´rise´e par les parame`tres : r + s ≤ E (N−22 ), avec
E la fonction partie entie`re. Alors les conditions de convergences (8.14) deviennent :
A converge⇔
{(
s > 0
⋃
N − s− r > 2
)⋂(
r + s ≤ E
(
N − 2
2
))}
(8.25)
⇔
{
s > 0
⋃
N > 3
}
. (8.26)
uunionsq
8.2.3 Divergences ultraviolettes en QED scalaire
En QED scalaire, il y a deux vertexs, il faut donc regarder les divergences des boucles avec les
deux vertexs. Cependant le vertex double, correspond au pincement d’un propagateur et de deux
vertexs simples en terme de puissance de l’impulsion de la boucle l :
ε1.l1ε2.l2
D1
∼ ε1.ε2. (8.27)
Les deux morceaux de diagramme ont le meˆme comportement ultraviolet. Or, les re`gles de Feynman
indiquent que si il y a un diagramme avec un vertex double alors il existe les diagrammes e´quivalents
avec deux vertexs simples et un propagateur non pince´. Il suffit donc de regarder les diagrammes
contenant seulement des vertexs simples pour connaˆıtre le comportement ultraviolet d’une boucle
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en QED scalaire. La dimension de ce vertex est δ = −². Ce vertex a` la meˆme dimension que celui
en QED, donc la diffe´rence de structure ultraviolette ne viendra que de la nature des particules
entrantes dans la boucle.
Le the´ore`me de Furry peut-eˆtre e´tendu a` la QED scalaire bien qu’un scalaire n’ait pas de charge.
Proposition 8.2.5. Une boucle de scalaires est convergente dans l’ultraviolet si et seulement si il
y a au moins N = 6 photons entrants.
De´monstration : La divergence ultraviolette d’une boucle de N scalaire est :
ω (D) = n−N −N² (8.28)
Comme en QED, il faut au moins cinq photons externes. Les parame`tres, caracte´risant une boucle
de photon en QED scalaire, sont encore : r+s ≤ N2 . Les conditions sont les meˆmes en QED scalaire
et en QED. uunionsq
Proposition 8.2.6. Une boucle de scalaires avec un photon dans cette boucle est convergente dans
l’ultraviolet si N ≥ 5.
De´monstration : Le degre´ superficiel de divergence de cette boucle s’e´crit encore :
ω (D) = n−N −N². (8.29)
Il faut encore au moins 5− 2 photons externes. Les parame`tres, caracte´risant cette boucle en QED
scalaire, sont : r + s ≤ N2 et les conditions de convergences (8.14) deviennent :
A converge⇔
{(
s > 0
⋃
N − s− r > 2
)⋂(
r + s ≤ N
2
)}
(8.30)
⇔
{
s > 0
⋃
N > 4
}
. (8.31)
uunionsq
Re´sultat 8.2.7. Une boucle de scalaires ou de fermions ont une structure ultraviolette e´quivalente,
par contre, si un photon se glisse dans la boucle, alors la structure ultraviolette devient diffe´rente.
Cette diffe´rence de structure ultraviolette est lie´e a` la dimension du scalaire qui est diffe´rente de
celle du fermion. Cette diffe´rence se retrouve dans le deuxie`me vertex en QED scalaire, le premier
vertex ayant la meˆme dimension que celui en QED.
8.3 Remarques supple´mentaires
8.3.1 Calcul en dimension n, sche´ma de re´gularisation
Pour re´gulariser une boucle, on e´tend l’espace de Minkowski a` n dimensions. Ceci est raison-
nable dans le sens ou` les particules dans la boucle sont virtuelles. Pour rester proche de la re´alite´
physique, on gardera les particules externes dans un espace a` quatre dimensions : c’est le sche´ma
de re´gularisation appele´ « the four-dimensional helicity scheme », note´ FDHS. Ce sche´ma n’est pas
unique, mais il a l’avantage de de´crire les processus a` une boucle. Dans le cas ou` la boucle s’insert
dans un diagramme, il existe le sche´ma de re´gularisation qui consiste a` mettre toutes les particules
en dimension n.
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On utilisera toujours le sche´ma FDHS. On commence par e´tendre la me´trique a` l’espace de dimen-
sion −2², orthogonal a` l’espace initial de dimension quatre [44] :
ηµν ⇒ ηµνn = ηµν4 + ηµνn−4. (8.32)
Par de´finition de la me´trique, on a : ηµµn = n, η
µµ
4 = 4 et η
µµ
n−4 = n− 4. Les matrices gammas sont
aussi e´tendues dans cet espace :
γµ ⇒n γµn = γµ4 + γµn−4. (8.33)
Comme les deux espaces sont orthogonaux, alors on a les re`gles de commutations suivantes :
{γµn , γνn} = ηµνn {γµ4 , γν4 } = ηµν4 (8.34){
γµn−4, γ
ν
n−4
}
= ηµνn−4 {γµn , γν4 } = 0 (8.35)
On utilisera cette de´composition dans le calcul du processus d’annihilation a` quatre photons. Dans
toute la suite, on notera les impulsions a` quatre dimensions en minuscules et l’impulsion e´quivalente
a` n dimensions en majuscules.
8.3.2 Comptage de puissance
Le comptage de puissance en +∞ est une re`gle simple pour connaˆıtre le comportement d’un
diagramme dans l’ultraviolet. Cependant il y a une subtilite´ auquel il faut faire attention dans le
passage a` la limite ultraviolette qui me`ne a` une contraction d’indice :
Num(q1, q2, ...)
q21 ...q
2
N
=
Num(...)µν
q21 ...q
2
N
q1µq2ν −−−−−→|q|→+∞
Num(...)µν
(q2)N
ηµνq
2 =
Num(...)µµ
(q2)N−1
(8.36)
Il est tout a fait possible que cette contraction rende le scalaire Num(...)µµ nul. Dans ce cas la boucle
diverge dans l’ultraviolet mais il y a des compensations de ces divergences graˆce aux proprie´te´s
physiques de la boucle. Cependant, meˆme si la boucle ne diverge plus dans l’ultraviolet, il faut
quand meˆme imposer une impulsion dans la boucle de dimension n = 4− 2ε car l’extra-dimension
cre´e des termes non divergents que l’on n’obtient pas par un calcul a` quatre dimensions : ces termes
sont des termes rationnels.
8.3.3 Termes rationnels
Pour e´tudier plus attentivement la structure analytique de l’amplitude, on repart de l’expression
d’une boucle (7.4) apre`s inte´gration sur l’impulsion de la boucle (8.10) :
A = (−1)r+s−N Γ (r + 2)Γ (s− ε) Γ (M + ε)
Γ (−²)
∫
dzi
(
R2
)−M−ε
, (8.37)
dont les conditions de convergences dans l’ultraviolet (8.14) sont :
A converge ⇔
{
s > 0
⋃
N − r − s− 2 =M > 0
}
. (8.38)
La fonction R2 est un polynoˆme des parame`tres de Feynman. L’inte´gration de ce polynoˆme, sa-
chant qu’il peut avoir une puissance ne´gative, va produire des termes rationnels et des fonctions
polylogarithmes. Ces dernie`res n’apparaˆıtront que si il y a plusieurs parame`tres de Feynman a`
inte´grer. La structure analytique provient directement de la structure de la boucle, mais les termes
rationnels sont des constantes d’inte´grations qui donnent la valeur de la boucle en un point de
l’espace de phase (limite en infini), ce qui le rend de´licat a` calculer. Pour trouver un moyen de
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l’obtenir, on va comprendre son origine en effectuant un de´veloppement limite´ en ² au premier
ordre dans l’inte´grale d’une boucle (8.37) :
A −−→
²=0
(−1)2−M Γ (r + 2)Γ (s− ²) Γ (M + ²)
Γ (−²)
∫
dzi
(
R2
)−M (
1− ² ln (R2)+ o(²)) . (8.39)
De cette dernie`re expression, on tire les conditions suffisantes pour que l’inte´grale soit rationnelle :{
²→ 0
M ≤ 0 ⇒ inte´grale rationnelle, (8.40)
Pour que la re´ciproque soit valable, il faut que les conditions de convergences (8.14) soient ve´rifie´es :
A rationnelle ⇔
 ²→ 0M ≤ 0
s > 0
. (8.41)
De la condition s > 0, on en de´duit que les termes rationnels sont calcule´s a` partir des extra-
inte´grales scalaires. La deuxie`me condition N − r − s − 2 = M ≤ 0 donne un e´quilibre entre les
puissances de deux parties de l’impulsion tournante et le de´nominateur pour avoir une fonction
rationnelle. Les impulsions au nume´rateur « r+s » ont tendance a` rendre la diagramme de plus en
plus divergent dans l’ultraviolet alors que les de´nominateurs « N » ont plutoˆt tendance a` re´duire
la divergence dans l’ultraviolet.
Proposition 8.3.1. Les termes rationnels de l’inte´gration d’une boucle sont donne´es par les extra-
inte´grales ve´rifiant 2−N + r + s =M ≤ 0 : Jn2 , Jn3 ,Kn4 , ....
De´monstration : Une extra-inte´grale scalaire est de´finie pour r = 0 et s > 0. Avec la condition
(8.41), on obtient directement le re´sultat. uunionsq
8.4 Renormalisation d’une the´orie.
8.4.1 Pourquoi renormalise´e ?
Certaines inte´grales scalaires ou tensorielles sont divergentes dans l’ultraviolet, donc un dia-
gramme ou meˆme une amplitude peuvent eˆtre divergents dans l’ultraviolet, ce qui n’est pas physique
a` priori. Par exemple, chacun des six diagrammes, de l’amplitude a` quatre photons en QED, est
constitue´ d’une boucle de fermions avec quatre photons entrants, ils sont donc tous divergents
dans l’ultraviolet, d’apre`s la proposition 8.2.3. On en de´duit donc que la somme des diagrammes
est, a` priori, divergente dans l’ultraviolet. Cependant si on mesure l’inte´raction de deux photons,
on n’observe pas de divergences. Il faut donc ame´liorer la the´orie pour annuler ces divergences
ultraviolettes. On effectue ce qu’on appelle une ope´ration de renormalisation de la the´orie. On va
expliquer rapidement le principe renormalisation de la QED.
8.4.2 Renormalisation : principe ge´ne´ral
Les lagrangiens du chapitre 1 sont des lagrangiens dits « nus », dans le sens ou les constantes
physiques : la charge de l’e´lectron e et la masse de l’e´lectron m sont « nues » elles aussi. Elles sont
nues car elles repre´sentent la charge et la masse de l’e´lectron, en conside´rant l’e´lectron sans aucune
inte´raction. Dans la re´alite´, cet e´lectron absorbe et e´met des photons virtuels, tout se passe comme
si l’e´lectron e´tait habille´ d’un nuage de photons virtuels. Cette inte´raction « fournit » a` l’e´lectron
une masse supple´mentaire δm. La masse mesure´e expe´rimentalement est :
me = m+ δm. (8.42)
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De meˆme, l’inte´raction de l’e´lectron avec le vide engendre autour de l’e´lectron un nuage de paires
e´lectron-positron virtuelles, qui «modifient » la charge de l’e´lectron de δe. La charge re´elle mesure´e
est :
ee = e+ δe. (8.43)
Les lagrangiens nus ne nous donnent pas les valeurs expe´rimentales. On rajoute donc des contre-
termes, contenant les valeur δm et δe aux lagrangiens nus, pour qu’ils deviennent « habille´s »
et qu’ils contiennent les valeurs expe´rimentales me et ee, On contraint les constantes des contres
termes afin d’e´liminer les divergences ultraviolettes. On ajoutera des diagrammes et des re`gles de
Feynman associe´s a` ces contre-termes. Ici, le but n’est pas de faire un de´veloppement complet de
la renormalisation, mais d’expliquer le calcul a` une boucle et le traitement des divergences. Dans
l’e´tude du processus ee→ γγ, on fera la renormalisation de la the´orie QED scalaire.
8.4.3 Renormalisation de la QED
D’apre`s les deux propositions 8.2.3 et 8.2.4, il y a seulement quatre diagrammes connexes
et irre´ductibles divergents en QED. Ils sont donne´s dans la figure 8.1. Le premier diagramme
correspond a` l’e´nergie propre du photon, le deuxie`me a` l’e´nergie propre de l’e´lectron, le troisie`me
a` la correction du vertex et la quatrie`me a` la diffusion photon-photon.
µ ν k
p2
p3
p p p p
p2
p1
p4
p1
Fig. 8.1 – Diagrammes divergents en QED
Conside´rons le diagramme de l’e´nergie propre du photon d’amplitude P (p). Le de´veloppement
de cette amplitude autour de l’impulsion nulle du photon externe :
P (p) = −e2
∫
dnQ
tr (γµ 6q1γν 6q2)
D21D
2
2
= P (0) + pµP1µ +
pµpν
2
P2µν + PR(p), (8.44)
fait introduire quatre constantes qui sont e´gales a` des de´rive´es premie`res et secondes. Par comptage
de puissance, comme une de´rive´e apporte une puissance supple´mentaire au de´nominateur, alors
les tenseurs P (0), P1µ et P2µν sont a` priori infinies alors que la constante PR(p) est finie : c’est
l’inte´grale renormalise´e. Cependant l’invariance relativiste entraˆıne que le de´veloppement ne de´pend
que de p2 donc Pµ1 .p1µ = 0 et
pµpν
2 P2µν = p
2P2. De meˆme, pour le diagramme de l’e´nergie propre
de l’e´lectron Σ(p), le de´veloppement limite´ de l’amplitude autour de la valeur p0 de l’e´lectron :
Σ(p) = −e2
∫
dnQ
〈Pγµ 6Q1γµP 〉
D21D
2
2
= Σ(p0) + Σ1(p0) (6p− 6p0) + ΣR(p), (8.45)
fait intervenir trois constantes dont Σ(p0) et Σ1(p0) sont infinies par comptage de puissance et
ΣR(p) correspond a` l’inte´grale renormalise´e. Enfin, si on note Λ(p1, p2, k)µ l’amplitude du vertex
et Ω(p1, p2, p3, p4) l’amplitude de la diffusion photon-photon alors ils s’e´crivent :
Λ(p1, p2, k)µ = Λ(p1, p2, 0)γµ + ΛR(p1, p2, k)µ (8.46)
Ω(p1, p2, p3, p4) = Ω0 +ΩR(p1, p2, p3, p4), (8.47)
ou` les constantes Λ(p1, p2, 0) et Ω0 sont infinies alors que le tenseur ΛR(p1, p2, k)µ ainsi que la
constante ΩR(p1, p2, p3, p4) correspondent au vertex et a` l’amplitude photon-photon renormalise´s.
Nous avons donc six constantes infinies P (0), P2,Σ(p0),Σ1(p0),Λ(p1, p2, 0) et Ω0. A` partir des
trois principes physiques, on peut faire disparaˆıtre les « infinies » de ces constantes. Les trois prin-
cipes physiques sont : la renormalisation de la charge, la renormalisation de la masse et l’invariance
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de jauge. Premie`rement, l’invariance de jauge nous dit que les observables physiques ne doivent
pas de´pendre du champ de jauge Aµ mais du tenseur e´lectromagne´tique Fµν(p) = pµAν −Aµpν . Il
s’ensuit qu’avec pµ = 0, les observables doivent s’annuler, donc P (0) = Ω0 = 0. Puis, la renorma-
lisation de la masse implique l’ajout d’un contre-terme proportionnel a` δm. Dans ce cas l’e´nergie
propre de l’e´lectron s’e´crit :
Σ(p) → Σ(p0) + Σ1(p0) ( 6p− 6p0) + ΣR(p) + δm. (8.48)
On absorbe alors les divergences de Σ(p0) dans δm. Σ(p0) contient alors la masse ve´ritablement me-
sure´e me. Ensuite, la renormalisation de la charge de l’e´lectron implique l’ajout d’un contre terme
faisant intervenir δe. Pour rendre compte de la polarisation du vide, on va transformer le tenseur de
jauge par un facteur comprenant la modification de la charge : Fµν(p)→ Fµν(p)
(
1 + (α δe)2
)1/2
.
Dans ce cas le graphe d’e´nergie propre du photon devient :
P (p) = p2P2 + PR(p) + α δe f p2. (8.49)
On utilise alors δe pour compenser la divergence de P2. Enfin, il reste encore deux divergences
non compense´es : Σ1(p0) et Λ(p1, p2, 0)µ. Cependant, le calcul explicite montre que l’introduction
des renormalisations de la masse et de charge implique que les deux constantes se simplifient entre
elles. On peut le de´montrer de fac¸on tre`s ge´ne´rale par les identite´s de Ward [14, 45, 46, 47].
Chapitre 9
Singularite´s de Landau dans une
boucle.
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9.1 Le proble`me - De´finitions des divergences.
9.1.1 Le proble`me
On conside`re une boucle, dans le cas ge´ne´ral (7.4), d’amplitude
A =
∫
dnQ
Num(Q)
D21....D
2
N
, (9.1)
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dans laquelle les de´nominateurs s’e´crivent D2i = (Q+ ri)
2 −m2i + iλ. On note A (Q) l’inte´grant
de l’amplitude : A = ∫ dnQ A (Q), qui se trouve eˆtre une fonction rationnelle de l’impulsion Qµ
dans le cas des the´ories de jauges standards. L’ensemble de de´finition est donc e´gale a` l’ensemble
d’analycite´ (parag. 7.1.2). Landau a donne´ des conditions ge´ne´rales pour de´masquer ces singularite´s.
Ces conditions sont ne´cessaires et suffisantes dans le sens mathe´matique mais seulement ne´cessaires
au sens physique, il faut ve´rifier que toutes les singularite´s correspondent a` une re´alite´ physique.
L’inte´gration sur l’impulsion de la boucle autour de la singularite´ engendre, a` priori, des divergences.
Cependant il faut e´tudier en de´tails le nume´rateur pour voir si il n’y a pas de compensations et si
l’inte´gration ne reste pas finie. On observera ce phe´nome`ne dans le cas des divergences infrarouges
en QED et QED scalaire. De plus, on peut aussi s’attendre a` avoir des diagrammes divergents,
mais assister a` des compensations entre diagrammes, c’est ce que l’on observera dans le cas du
double parton scattering en QED et QED scalaire. Dans tous les cas, les propagateurs fermioniques
ont tendance a` annuler les re´sidus et donc a` compenser les divergences mais premie`rement, on va
donner la me´thode de Landau pour rechercher ces singularite´s.
9.1.2 Recherche des singularite´s
On recherche les singularite´s de l’amplitude d’une boucle de bosons ou de fermions de´crite par
(7.4). Pour pouvoir e´tudier le comportement autour de la singularite´, on effectue une re´gularisation
dimensionnelle en e´tendant l’espace de Minkowski a` quatre dimensions en un espace a` n = 4− 2²
dimensions. On prend les meˆmes conventions que dans le chapitre pre´ce´dent (parag. 8.3.1). Pour
e´tudier le comportement autour d’une singularite´, il est pre´fe´rable de se placer dans l’espace des
parame`tres de Feynman plutoˆt que dans l’espace des impulsions. L’inte´reˆt de cet espace de Feynman
est de transformer le de´nominateur de la fonction a` inte´grer d’un produit en une somme de termes.
Il est donc plus facile de faire des de´veloppement limite´s autour de la singularite´.
On conside`re les parame`tres de Feynman z1...zN ∈ [0, 1] tels que
∑N
i=1 zi = 1 (parag. 7.1.3).
Comme on cherche seulement a` localiser les singularite´s et a` de´finir le comportement autour de ces
singularite´s, on e´crira donc l’amplitude a` une constante multiplicative pre`s C :
A = C
∫
dnQ
∫
dzi
Num(Q)
D (Q, z1, ..., zN )
, (9.2)
avec
D(Q, z1, ..., zN ) =
(
N∑
i=1
zi(Q+ ri)2 + iλ
)N
=
(
L2 −R2)N (9.3)
L = Q+
N∑
i=1
ziri (9.4)
R2 =
N∑
i=1
N∑
j=1
zizjri.rj −
N∑
i=1
zi
(
r2i −m2i
)− iλ. (9.5)
A` partir de cette e´criture de l’amplitude, on peut calculer son ensemble d’analycite´ DAA. Il est
donne´ par les conditions de Landau [48].
Conditions de Landau 1. Une singularite´ est un point de l’espace des phases ou` l’inte´grant de
l’amplitude (9.2) n’est pas analytique. On conside`re le de´nominateur D comme une fonction de
N+1 inconnues : D = D (Q, z1...zN ) (9.3). Dans les cas standards, le nume´rateur de l’inte´grant est
un polynoˆme, donc une singularite´ est un point de l’espace a` N+1 inconnues, solution du syste`me
d’e´quations : 
∀i ∈ [1..N ], ziD2i = 0
et
∂
∂qµ
N∑
i=1
ziD
2
i = 0
⇔

∀i ∈ [1..N ], zi = 0 ou Q2i = m2i
et
N∑
i=1
ziQ
µ
i = 0
(9.6)
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La premie`re condition nous donne tout simplement les points ou` le de´nominateur s’annule. Ce-
pendant, on a e´tendu l’espace d’inte´gration R4 en un espace complexe C4. Pour qu’il y ait non
analycite´, il faut non seulement qu’il y ait un poˆle sur l’axe re´el mais en plus que l’on ne puisse pas
de´former le contour d’inte´gration autour de ce poˆle (Fig. 9.1), que l’on appelle une condition de
pincement (deuxie`me condition). Ces conditions sont aussi rappele´es dans [15, 49, 50, 51]. Elles ne
pole
C
R
C
R
pole
Fig. 9.1 – Poˆles et conditions de pincements.
sont pas commodes a` manipuler, on va donc l’inte´grer sur l’impulsion de la boucle et transformer
les conditions de Landau.
Remarque : Ces conditions sont ne´cessaires mais pas suffisantes pour avoir une singularite´. En
effet, les solutions de ces conditions donnent une valeur pour les variables (Q, z1...zN ), cependant,
elles doivent aussi respecter les conditions :
N∑
i=1
zi = 1
∀i ∈ [1..N ], zi ∈ [0..1]
(9.7)
Enfin, les solutions des conditions de Landau peuvent donner des solutions non physiques (masses
complexes...). Seules les solutions physiques nous inte´resseront par la suite.
A` cause de la conservation de l’e´nergie impulsion dans la boucle, les rµi sont de´finis a` une
constante pre`s. On de´cide de les relier par la relation line´aire :
N∑
i=1
zir
µ
i = 0, (9.8)
qui simplifie le´ge`rement les conditions de Landau :
(9.6)⇔

∀i ∈ [1..N ], zi = 0 ou Q2i = m2i
et Qµ = −
N∑
i=1
zir
µ
i = 0
(9.9)
uunionsq
Cette dernie`re forme des conditions de Landau sera celle que l’on utilisera par la suite.
On appelle les « leading singularities », les singularite´s pour laquelle tous les parame`tres de
Feynman sont nuls. Elles sont d’ordres infe´rieurs, quand le nombre de parame`tres de Feynman
non-nuls augmente. On repre´sente les singularite´s par un diagramme pince´, diagramme auquel
on a pince´ les propagateurs correspondant aux parame`tres de Feynman nuls. Maintenant, on va
faire le lien entre les singularite´s de Landau et les divergences infrarouges que l’on trouve dans la
litte´rature.
9.1.3 Divergences infrarouges
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Les divergences infrarouges sont de´finies dans le cas ou` les particules de la boucle sont non mas-
sives. Il existe deux cas particuliers de divergences infrarouges, qui correspondent aux singularite´s
du premier et du second ordre dans le cas non massif.
On conside`re la singularite´ de Landau de´finie par :
∀i ∈ [2..N ], zi = 0 et z1 6= 0. (9.10)
D’apre`s les e´quations de Landau (9.9) : Qµ = rµ1 = 0 donc D
2
1 = (Q+ r1)
2 = 0. Le propagateur 1
a une impulsion nulle, il n’y a pas de transfert d’e´nergie dans le propagateur 1. Cette singularite´
s’appelle une divergence molle.
De´finition 9.1.1. On appelle divergence soft ou molle, la limite nulle de l’impulsion d’un propa-
gateur dans une boucle.
On conside`re maintenant la singularite´ de Landau de´finie par :
∀i ∈ [3..N ], zi = 0 et z1, z2 6= 0. (9.11)
En introduisant la condition sur les parame`tres de Feynman
∑N
i=1 zi = 1 dans la condition de
pincement, alors on obtient directement :
(9.7)⇒ rµ1 = −z2pµ2 rµ2 = z1pµ2 (9.12)
Puisque l’impulsion de la particule de la boucle est nulle (Qµ = 0), on en conclut que les deux
propagateurs entourant la particule externe 2 sont coline´aires a` cette particule : Qµ1 ∝ Qµ2 ∝ pµ2 .
De´finition 9.1.2. On appelle limite coline´aire dans une boucle, lorsque l’impulsion des deux propa-
gateurs adjacents a` une particule externe deviennent proportionnels a` l’impulsion de cette particule.
Remarque : Dans la limite ou` l’un des parame`tres de Feynman z1 ou z2 devient nul, les deux
divergences coline´aires et molles deviennent e´quivalentes.
z1
zN
La somme des deux parame`tres de Feynman doit eˆtre e´gal
a` 1. Les extre´mite´s de ce simplex correspondent aux diver-
gences molles. L’espace en vert correspond aux divergences
coline´aires et en rouge aux divergences molles. L’espace des
parame`tres de Feynman n’est pas se´pare´ en divergences
sans recouvrement. Cependant on peut effectuer des chan-
gements de variables pour le se´parer.
Il existe bien d’autres cas de singularite´s de Landau. Cependant on e´tudiera que les deux plus
rencontre´es, c’est-a`-dire les divergences infrarouges. On fera aussi un paragraphe sur les singularite´s
de Landau qui conduisent au « double parton scattering ». Les conditions de Landau sont des
conditions ne´cessaires pour avoir une singularite´, mais comme on peut le voir dans les deux exemples
pre´ce´dents, les conditions suffisantes de´finissent la singularite´ comme une re´alite´ physique. Ces
divergences sont appele´es « infrarouges » puisqu’elles correspondent a` la limite ou` l’impulsion
de la particule de la boucle tend vers ze´ro, c’est a` dire quand sa longueur d’onde devient petite,
d’ou` le nom de divergences infrarouges. Les singularite´s de Landau, lorsqu’elles sont physiques,
correspondent toujours a` la limite re´elle des particules virtuelles. Elles mettent donc toujours en
e´vidence un processus physique interne.
Maintenant, on va chercher a` comprendre le comportement autour des divergences infrarouges.
Pour cela, il faut continuer d’inte´grer l’amplitude A, donne´e par (9.2). La particule tournante est
non massive, donc m2i = 0 et son impulsion tend vers ze´ro. On peut alors simplifier la formule de
l’amplitude. On effectue le changement de variable line´aire Q → L et dans la limite infrarouge,
quelque soit le nume´rateur Num (Lµ, z1, ..., zN ), l’impulsion tend vers ze´ro dans celui-ci. Il restera
seulement des parame`tres de Feynman :
AN = C
∫
dnL
∫
dzi
Num(Lµ, z1, ..., zN )
(L2 −R2)N
(9.13)
−−→
IR
C
∫
dnL
∫
dzi
Num(0, z1, ..., zN )
(L2 −R2)N
= C
∫
dzi Num(0, z1, ..., zN )
(
R2
)−N+n2 . (9.14)
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Remarque : On peut rede´finir les conditions de Landau dans le cas ou` l’inte´gration sur l’impulsion
a e´te´ faite (9.14). On peut montrer que les conditions de Landau (9.9) sont e´quivalentes a` :
(9.9)⇔ ∀i ∈ [1..N ],
 zi = 0ou ∂R2
∂zi
= 0.
(9.15)
uunionsq
Pour pouvoir regarder le comportement de l’amplitude autour de chacune des deux divergences
infrarouges, il faut faire des approximations sur le de´nominateur R2. Ces approximations vont
de´pendre de la divergence regarde´e. On va commencer par traiter les divergences molles puis les
divergences coline´aires. Le cas des bulles sera traite´ se´pare´ment.
9.1.4 Divergences molles
On regarde, par exemple, la divergence molle du propagateur 1 de la boucle d’amplitude (9.14).
Cette divergence molle correspond aux conditions de Landau : ∀i 6= 1, zi = 0. Donc on introduit
une grandeur δ ¿ 1, caracte´risant la valeur des parame`tres :
z1 ' O(1)
z2, zN ' O(δ)
z3, ..., zN−1 ' O(δ2).
(9.16)
Ces conditions, ne sont valables que pour N > 2. Avec ces approximations (9.16), a` l’ordre O(δ2),
le de´nominateur R2 devient :
R2 =
N−1∑
i=3
ziSi1 + z2(z2 − 1)S21 + zN (zN − 1)SN1 + z2zN (S21 + S1N − S2N ) +O
(
δ2
)
. (9.17)
On remplace R2, par son approximation molle dans l’amplitude A, puis on inte`gre sur les N − 3
parame`tres de Feynman les plus petits (z3...zN−1), qui ne sont pas contraints par la fonction delta.
On ne garde que la partie divergente de l’amplitude :
A = C
∫
dz1dz2dzNδ (1− z1)Num (0, z1, z2, 0...0, zN )(
z2(z2 − 1)S21 + zN (zN − 1)SN1 + z2zN (S21 + S1N − S2N ) +O
(
δ2
))n
2−3 (9.18)
Il suffit de regarder alors le comportement de la fonction a` ce poˆle en inte´grant sur les derniers
parame`tres de Feynman. Mais cette fois, c¸a de´pend de la fonction Num (0, z1, z2, 0...0, zN ) et donc
de la the´orie.
9.1.5 Divergences coline´aires
On regarde la divergence coline´aire des deux propagateurs autour de la particule 1. Cette
divergence correspond au cas particulier des conditions de Landau : ∀i 6= N, 1, zi = 0. On introduit
δ ¿ 1 caracte´risant les parame`tres de Feynman :{
z1, zN ' O(1)
z2, ..., zN−1 ' O(δ2) (9.19)
La` encore, ces conditions ne sont valables que pour N > 2. Avec ces approximations (9.19), a`
l’ordre O(δ2), le de´nominateur R2 s’e´crit :
R2 =
N−1∑
i=3
ziSi1(2zN − 1) + zN (zN − 1)SN1 +O
(
δ2
)
. (9.20)
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On remplace R2, dans l’amplitude, par son approximation coline´aire (9.20), puis on inte`gre l’am-
plitude A sur les N − 2 parame`tres de Feynman les plus petits (z2...zN−1) non contraints par la
fonction delta. Le poˆle de l’amplitude s’e´crit :
AN = C
∫
dz1dzNδ (1− z1 − zN )Num (0, z1, 0...0, zN )
(
zN (zN − 1)SN1 +O
(
δ2
))n
2−2 (9.21)
Parmi ces poˆles, il y a ceux qui viennent des divergences molles qu’il faut soustraire. Il suffit de
regarder alors le comportement de la fonction a` ce poˆle en inte´grant sur les derniers parame`tres de
Feynman. Le comportement au poˆle va de´pendre de la fonction Num (0, z1, 0...0, zN ), qui elle-meˆme
de´pend de la the´orie dans laquelle nous nous trouvons.
Ces deux formules approche´es (9.18, 9.21) ne sont valables que pour les boucles de plus de trois
propagateurs. On va donc commencer par e´tudier les divergences infrarouges dans les boucles a`
deux pattes externes que l’on appelle « bulles ».
9.1.6 Divergences infrarouges dans les Bulles
Proposition 9.1.3. Quelque soit la the´orie, une bulle non-massive avec des particules externes
massives : p21 = S12 6= 0, ne pre´sente pas de divergence infrarouge. Si au contraire la particule
externe est non massive alors, il y a divergence.
De´monstration : Soit une boucle avec deux pattes externes massives : S12 6= 0. L’amplitude
s’e´crit, dans la limite infrarouge, d’apre`s (9.2) et (9.5) :
A2 = C
∫ 1
0
dz2
∫
dz1δ (1− z1 − z2) Num (0, z1, z2) (z2z1S21)−² . (9.22)
Le nume´rateur est un polynoˆme des parame`tres de Feynman. L’inte´gration sur z1 est e´vidente et
l’inte´gration sur z2 ne pre´sente aucune divergence particulie`re par comptage de puissance. Dans
le cas d’une divergence coline´aire on a un raisonnement e´quivalent. On voit imme´diatement que
si l’une des pattes externes est sans masse, alors le de´nominateur tend vers ze´ro et donc il y a
divergence. uunionsq
Remarque : Dans un cas physique d’une re´action, les particules externes d’une bulle doivent eˆtre
hors couches de masses ou avoir une masse.
Ce re´sultat aura une importance capitale dans la suite, principalement dans le paragraphe sur la
re´duction des inte´grales. Dans la suite, on va e´tudier les divergences molles et coline´aires dans
les quatre the´ories φ3, QED, QED scalaire, et QEDN=1 pour des boucles avec au moins trois
propagateurs.
9.2 Divergences infrarouges en the´orie φ3
L’inte´grant de l’amplitude d’une boucle donne´e par (9.2), en the´orie φ3 a un nume´rateur
constant Num (0, z1, z2, ..., zN ) = 1. Suivant le type de divergences, on regarde l’approximation
de l’amplitude associe´e : (9.18) en limite molle et (9.21) en limite coline´aire.
9.2.1 Divergences molles d’une boucle en the´orie φ3
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Dans l’approximation molle du propagateur 1 (9.18) d’une boucle de N > 2 propagateurs,
l’amplitude s’e´crit :
Aφ3N = C
∫
dz1dz2dzNδ (1− z1)(
z2(z2 − 1)S21 + zN (zN − 1)SN1 + z2zN (S21 + S1N − S2N ) +O
(
δ2
))n
2−3 . (9.23)
Il y a trois cas diffe´rents a` distinguer suivant que les particules externes 1 et 2 entourant le
propagateur 1 ont une masse ou pas. Premie`rement, si les deux particules 1 et 2 sont sur couches
de masses et non massives, alors les deux e´le´ments non diagonaux de la matrice cine´matique sont
nuls S21 = S1N = 0. L’amplitude (9.23) devient :
Aφ3N = C
∫
dz1dz2dzNδ (1− z1)
(
z2zNS2N +O
(
δ2
))−1−² ∝ 1
²2
. (9.24)
Il y a un proble`me « re´gularise´ » de divergence lors de l’inte´gration sur z2, qui fait apparaˆıtre le
facteur ²−1 et lors de l’inte´gration de zN a` cause de la puissance de R2. Si maintenant, seule la
particule 1 est sur couche de masse et sans masse, alors seul un e´le´ment de matrice est nul S1N = 0,
il en sera de meˆme pour la particule 2 :
Aφ3N = C
∫
dz1dz2dzNδ (1− z1) z
n
2−3
2
(
(zN − 1)SN1 + z2 (S21 − S2N ) +O
(
δ2
))−1−² ∝ 1
²
.
(9.25)
Il y a toujours le meˆme proble`me d’inte´gration sur z2 mais celui sur zN a disparu. L’introduction
d’une masse a re´duit un peu le proble`me infrarouge mais ne l’a pas totalement e´limine´. Enfin, si
les deux particules, entourant le propagateur 1, sont massives et ou hors couches de masses alors il
n’y a plus de proble`me d’inte´gration sur tous les parame`tres de Feynman comme le montre (9.23).
Proposition 9.2.1. Les inte´grales scalaires non-massives avec des pattes non massives a` trois
points une masse, quatre points sans masse, quatre points une masse et quatre points deux masses
adjacentes ont des divergences molles alors que les inte´grales scalaires a` trois points deux masses,
trois point trois masses, quatre points deux masses oppose´es, quatre points trois masses et quatre
points quatre masses n’ont pas de divergences molles.
On peut ge´ne´raliser le re´sultat pour des inte´grales de dimensions supe´rieures.
Proposition 9.2.2. Une inte´grale scalaire non-massive et avec des pattes sans masse et sur couche
de masse de dimension n+ 2t avec t > 0, n’a pas de divergences molles.
De´monstration : Soit une inte´grale scalaire de dimension n + 2. Dans la limite des divergences
molles,
Aφ34
n+2
=C
∫
dz1dz2dzN δ (1− z1)(
z2(z2 − 1)S21 + zN (zN − 1)SN1 + z2zN (S21 + S1N − S2N ) +O
(
δ2
))n
2−2 , (9.26)
La puissance de R2 est −², donc l’inte´gration fait apparaˆıtre un facteur (1 − ²)−1 qui n’est pas
divergent. uunionsq
9.2.2 Divergences coline´aires
On regarde l’approximation coline´aire autour de la particule externe 1 (9.21) d’une boucle de
N > 2 propagateurs :
Aφ3N = C
∫
dz1dzNδ (1− z1 − zN )
(
zN (zN − 1)SN1 +O
(
δ2
))n
2−2 . (9.27)
Or l’e´le´ment de matrice du de´nominateur est la masse de la particule 1 : S1N = p21. On voit
imme´diatement que si la particule 1 est sur couche de masse et sans masse alors il y a divergence
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mais que si elle est hors couche de masse ou non-massive alors il n’y a plus aucun proble`me de
divergence et l’on peut inte´grer sur les deux derniers parame`tres de Feynman. Dans le cas ou` la
patte 1 est non massive, en poussant plus loin le de´veloppement limite´ de R2 alors on se rend
compte que la divergence a` un comportement en ²−1.
Proposition 9.2.3. Les inte´grales scalaires non massive avec des pattes non massives a` trois
points une masse, trois points deux masses, quatre points sans masse, quatre points une masse,
quatre points deux masses adjacentes, quatre points deux masses oppose´es et quatre points trois
masses ont des divergences coline´aires alors que les inte´grales scalaires a` trois points trois masses
et quatre points trois masses n’ont pas de divergences coline´aires.
Proposition 9.2.4. Une inte´grale scalaire non massive avec des particules entrantes sans masse
et sur couche de masse de dimension n+ 2t avec t > 0, n’a pas de divergence coline´aire.
De´monstration : Soit une inte´grale scalaire de dimension n + 2 dans la limite des divergences
coline´aires. Dans la limite coline´aire
Aφ3N = C
∫
dz1dzNδ (1− z1 − zN ) (z4(z4 − 1)SN1)
n
2−1 , (9.28)
l’inte´grale est re´gularise´e car la puissance de R2 est de 1−². Il n’y a aucune divergence qui apparaˆıt
lors de l’inte´gration. uunionsq
9.2.3 Re´gularisation par les masses
On remarque dans les deux paragraphes pre´ce´dents que l’introduction d’une particule massive
ou d’une particule sans masse mais hors couche de masse e´limine les divergences molles et les
divergences coline´aires. On appelle ce phe´nome`ne « la re´gularisation par les masses ». Il est encore
plus pertinent lors de la restitution de la masse a` la particule de la boucle.
Proposition 9.2.5. Une amplitude de´crite par une boucle massive n’a aucune divergence infra-
rouge.
De´monstration : Pour simplifier, on conside`re que la masse de la particule dans les propagateurs
est la meˆme tout au long de la boucle : ∀i ∈ [1..N ], m2i = M2. Dans la limite molle ou` les pattes
externes sont sans masse, il n’y a aucun proble`me d’inte´gration dans l’amplitude
Aφ3N = C
∫
dzi
(
R2(M = 0) +M2
)−N+n2 → C ∫ dz1dz2dzNδ (1− z1) (M2 +O (δ))−1−² ,
(9.29)
graˆce a` l’introduction de la masse M2. Il en est de meˆme pour la limite coline´aire. uunionsq
Remarque : Le fait qu’il y ait une masse pour la particule tournante, rend la re´solution des
e´quations de Landau physiquement impossible dans la limite infrarouge.
9.3 Divergences infrarouges en QED.
On conside`re cette fois une boucle, d’amplitude (9.2), en QED. Dans les deux premiers para-
graphes, on regarde le comportement des divergences pour une boucle de fermions, puis dans le
troisie`me on regardera le cas d’un photon s’incrustant dans la boucle.
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9.3.1 Divergences molles en QED d’une boucle de fermions
Proposition 9.3.1. Une boucle de fermions avec au moins quatre photons sur couches de masses
n’a pas de divergences molles.
De´monstration : On regarde la divergence molle du propagateur 1, donc le nume´rateur s’e´crit :
Num (Qµ) = ...6Q2 6ε2 6Q1 6ε1 6QN .... Comme les rN ne sont pas tous fixe´s, on pose
∑N
i=1 ziri = 0.
Dans l’approximation molle (9.16), le nume´rateur devient, sachant que z2+ zN = 1 et que les deux
photons sont sur couches de masses :
Num (0, z1, z2, 0..., zN ) = (z2r2 + zNrN )
µ (z2r2 + zNrN + p1)
ν
(z2r2 + zNrN − p2)ρ ...6γρ 6ε2 6γµ 6ε1 6γν (9.30)
= z2zNT, (9.31)
ou` T est un polynoˆme des parame`tres de Feynman, dont les coefficients sont des chaˆınes de matrices
« gamma ». Le nume´rateur Num (0, z1, z2, 0..., zN ) est proportionnel aux parame`tres de Feynman
z2 et zN . L’amplitude de la boucle, dans l’approximation molle (9.18), sachant que tous les photons
qui entrent sont sur couches de masses, se simplifient :
ASN = C
∫
dz1dz2dzNδ (1− z1)T (z2)−² (zN )−² . (9.32)
Il est donc possible d’inte´grer sur z2 et sur zN sans avoir aucun proble`me de divergence, car leur
puissance a augmente´ d’une unite´. uunionsq
Si les photons sont hors couches de masses alors il n’y a aucun proble`me non plus.
9.3.2 Divergences coline´aires en QED dans une boucle de fermions
Proposition 9.3.2. Une boucle de fermions avec au moins quatre photons sur couches de masses
n’a pas de divergence coline´aire. Si les photons sont hors couches de masses alors il n’y a aucune
divergence non plus.
De´monstration : On regarde la divergence coline´aire autour du photon 1 sur couche de masse.
Le nume´rateur de la boucle de fermion, Num = ...6ε2 6q1 6ε1 6qN 6εN ..., se simplifie car tous les rµN ne
sont pas tous fixe´s. On pose r1 = 0. Dans l’approximation coline´aire autour du photon 1 (9.19),
sachant que z1 + zN = 1, il devient :
Num = (−z1r1 − zNrN )µ1 (rN − z1r1 − zNrN )µN ...6ε2 6γµ1 6ε1 6γµN 6εN ... (9.33)
= −zNz1rµ1N rµNN ...6ε2 6γµ1 6ε1 6γµN 6εN ... = 0. (9.34)
Comme rN = −p1, alors le nume´rateur s’annule. Comme le photon 1 est sur couche de masse
et que son vecteur polarisation est transverse, alors 6p1ε1 6p1 = 0. Par conse´quence l’amplitude est
nulle dans la limite coline´aire. uunionsq
9.3.3 Divergences infrarouges en QED dans une boucle avec au moins
un photon
Le nume´rateur d’une boucle en QED dont le propagateur 1 est un photon s’e´crit :
Num (Qµ) = 〈NγµQN ...Q2γν1〉ηµν = −2〈NQ2...QN1〉+ 2² 〈NQN ...Q21〉. (9.35)
On a contracte´ le tenseur me´trique en dimension n, sachant qu’il y a un nombre impair de matrice
γ dans la chaˆıne. On suppose encore que r1 = 0. Maintenant, on va regarder le comportement du
nume´rateur dans le cas d’une limite molle du propagateur 1 puis d’une limite coline´aire autour de
la particule 1.
84 Singularite´s de Landau dans une boucle.
Proposition 9.3.3. Une boucle en QED dont l’un des propagateurs est un photon n’est pas
re´gularise´e dans la limite molle de ce propagateur.
De´monstration : On peut faire une de´monstration analytique mais il suffit de remarquer que
le propagateur du photon se comporte comme le propagateur d’un scalaire en terme d’impulsion.
Donc d’apre`s la proposition 9.2.1, la divergence n’est pas re´gularise´e en dimension quatre. Dans
le cas des autres propagateurs fermionique il suffit d’utiliser le meˆme genre de de´monstration que
dans la proposition 9.3.1. uunionsq
Les divergences molles dans une ligne de fermions sont re´gularise´es provient du fait que le
propagateur fermionique a une puissance non nulle de l’impulsion de la boucle au nume´rateur ce
qui n’est pas le cas pour le propagateur de photon ou du scalaire.
Proposition 9.3.4. On conside`re une boucle en QED dont le propagateur 1 est un photon. Alors
les deux limites coline´aires autour de ce propagateur ne sont re´gularise´es.
De´monstration : La` encore, une de´monstration analytique n’est pas ne´cessaire. On remarque
que ce type de divergence est re´gularise´e pour une ligne fermionique car les nume´rateurs des
propagateurs entourant la particule 1 tendent vers l’impulsion de la particule externe 1. Dans le
cas d’une ligne avec un photon, il y a un double proble`me, non seulement le propagateur du photon
n’a pas d’impulsion au nume´rateur, mais en plus ce nume´rateur contient la me´trique ηµν qui inverse
le sens de la chaˆıne de matrice γ comme le montre le nume´rateur (9.35). Il n’y a donc plus aucune
compensation possible. Pour les autres limites coline´aires, il suffit de reprendre la de´monstration
de la proposition 9.3.2. uunionsq
9.4 Divergences infrarouges en QED scalaire.
Proposition 9.4.1. En QED scalaire, une boucle non massive de scalaires n’a pas de divergences
molles ni coline´aires.
De´monstration : La boucle est de´crite par l’amplitude (9.2). Il faut donc regarder les divergences
autour des deux vertexs. Cependant le vertex double a pour amplitude εi.εj . Donc, tout se passe
comme si il y a avait un photon massif qui entre dans la ligne de scalaire a` un vertex double. Or
les masses re´gularisent les divergences molles et coline´aires. Donc il ne peut y avoir de divergences
molles dans un propagateur touchant un vertex double ni de divergences coline´aires autour des
photons du vertex double. On regarde maintenant les divergences dans une boucle de vertex simples.
Le nume´rateur s’e´crit Num = qµ11 ...q
µN
N ε1µ1 ...εNµN . La structure du nume´rateur est identique en
QED scalaire et en QED donc, en reprenant la meˆme de´monstration qu’en QED, on arrive au
meˆme re´sultat. uunionsq
Proposition 9.4.2. On conside`re une boucle en QED scalaire dont le propagateur 1 est un photon.
La divergence molle et les divergences coline´aires autour de ce propagateur ne sont pas re´gularise´es.
De´monstration : On utilise les meˆmes arguments qu’en QED. uunionsq
9.5 Re´sume´ - Conclusion.
On peut donner des conditions ne´cessaires dans la matrice cine´matique pour qu’il ait des di-
vergences infrarouges. Une boucle d’amplitude :
A =
∫
dnQ
Num(Q)
D21....D
2
N
, (9.36)
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peut avoir une divergence molle sur le propagateur 2 si la matrice cine´matique s’e´crit :
X 0 X ...
0 0 0 ...
X 0 X ...
. . .
. . .
 , (9.37)
et une divergence coline´aire sur la patte externe 2 si la matrice cine´matique s’e´crit :
0 0 X ...
0 0 X ...
X X X ...
. . .
. . .
 . (9.38)
Cependant le nume´rateur peut re´gulariser la divergence.
Re´sultat 9.5.1. Les propagateurs fermioniques et les vertexs en QED scalaire compensent les
divergences contrairement aux propagateurs de photons et de scalaires. Une boucle en QED ou
en QED scalaire a` la meˆme structure infrarouge. Les seuls divergences molles possibles dans une
Fig. 9.2 – En rouge le propagateur mou non re´gularise´ et en vert les coline´arite´s non re´gularise´es dans une boucle
de fermions ou de scalaires.
boucle en QED et en QED scalaire sont les photons dans la boucle et les divergences coline´aires
autour des particules non massive adjacents au photon.
9.6 Singularite´s de Landau et « le double parton scatte-
ring ».
Dans cette partie, on conside`re un diagramme avec une boucle non massive et six pattes externes
entrantes sans masses. Les re´sultats sont extensibles pour des boucles de plus de six pattes externes.
9.6.1 Re´solution des e´quations de Landau pour des singularite´s du se-
cond ordre.
On e´tudie les singularite´s de Landau du second ordre dans une boucle a` six pattes externes sans
masse. Il y a donc deux parame`tres de Feynman nuls ou deux propagateurs pince´s. Si il y a plus
de trois propagateurs non pince´s adjacents, alors les singularite´s de Landau correspondent a` des
cas particuliers dans lesquels les pattes externes sont coline´aires. On ne s’inte´ressera donc qu’aux
solutions qui correspondent a` des propagateurs adjacents deux a` deux (fig. 9.3). Les conditions
sont : 
z2 = z5 = 0 et Q21 = Q
2
6 = Q
2
3 = Q
2
4 = 0
et
∂
∂Qµ
6∑
i=1
ziQ
2
i = 0.
(9.39)
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p3
p1
Q2
Q5
p2
p4
p5p6
Q3
Q4Q6
p1
Q1
p2
p4
p56
Q3
Q4Q6
p1
Q1
Fig. 9.3 – Singularite´ de landau et son diagramme pince´
On a trois relations supple´mentaires dues, a` la relation line´aire sur les parame`tres de Feynman, a`
la conservation de l’e´nergie impulsion et au degre´ de liberte´ sur les rµi :
6∑
i=1
zi = 1
∀i ∈ [1..6], ri − ri−1 = pi
6∑
i=1
zir
µ
i = 0.
(9.40)
Sachant que ∀i ∈ [1..6], Qi = Q+ ri, alors on obtient une condition sur ri, i ∈ [1, 3, 4, 6] :
(9.39)⇔

z2 = z5 = 0 et r21 = r
2
6 = r
2
3 = r
2
4 = 0
Qµ = −
6∑
i=1
zir
µ
i = 0
6∑
i=1
zi = 1.
(9.41)
Maintenant, on va re´e´crire les e´quations de Landau de fac¸on a` faire intervenir le de´terminant de
la matrice cine´matique associe´ au diagramme pince´.
Proposition 9.6.1. Soit une boucle non massive avec six pattes externes sans masses. Alors les
conditions de Landau s’e´crivent :
z2 = z5 = 0 et r21 = r
2
6 = r
2
3 = r
2
4 = 0
Qµ = −
6∑
i=1
zir
µ
i = 0
∀i 6= 2, 5, zi ∈]0, 1]
⇔

z2 = z5 = 0 et Qµ = −
6∑
i=1
zir
µ
i = 0
det (S) = 0
∀i 6= 2, 5, zi ∈]0, 1].
(9.42)
S est la matrice cine´matique du diagramme pince´ correspondant a` cette singularite´ de Landau. Les
relations de signe sur les parame`tres de Feynman sont absolument indispensables.
De´monstration : On prend le premier syste`me et on transforme la deuxie`me e´quation en la
multipliant par rjµ de chaque cote´ de l’e´quation de fac¸on a` faire apparaˆıtre la matrice cine´matique
du diagramme pince´ :
6∑
i=1 6=2,5
zir
µ
i = 0 ⇔
6∑
i=16=2,5
zi ri.rj = 0 ⇔
6∑
i=16=2,5
zi
(
(ri − rj)2 − r2i − r2j
)
= 0. (9.43)
Or comme on a Q21 = Q
2
6 = Q
2
3 = Q
2
4 = 0⇔ r21 = r26 = r23 = r24 = 0, alors on reconnaˆıt la matrice
cine´matique S ∝ (ri − rj)2 du diagramme pince´ puisque la masse de la particule de la boucle est
nulle et que l’on somme sur les propagateurs dont les parame`tres de Feynman ne sont pas nuls :
6∑
i=16=2,5
zir
µ
i = 0 ⇔
6∑
i=1 6=2,5
ziSij = 0 ⇔ det (S) = 0. (9.44)
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Comme aucune des composantes du vecteur −→zi n’est nulle, alors ce vecteur est vecteur propre de
la matrice cine´matique S de valeur propre nulle, donc le de´terminant est nul. Pour la re´ciproque,
on suppose que le syste`me de droite de (9.42) est vrai. La condition det (S) = 0, sachant que tous
les parame`tres de Feynman sont strictement positifs, implique :
∀j 6= 2, 5,
∑
i 6=2,5
zi (ri − rj)2 = 0 ⇒ ∀i 6= 2, 5, r2i = 0. (9.45)
La condition det (S) = 0 est inde´pendante de l’impulsion Qµ et n’est donc pas suffisante, il faut
forcement une condition faisant intervenir l’impulsion la boucle Qµ, par exemple, la condition
Qµ =
∑6
i=1 zir
µ
i = 0. Dans ce cas la re´ciproque est ve´rifie´e imme´diatement. uunionsq
Maintenant on va traduire de fac¸on ge´ome´trique cette singularite´.
9.6.2 Configurations cine´matique : « Double parton scattering »
De´finition 9.6.2. Une boucle non massive avec six pattes externes sans masse se trouve dans
une configuration cine´matique de « double parton scattering » si et seulement si les conditions
suivantes sont respecte´es (fig. 9.4) : p1 + p4 → p2 + p3 + p5 + p6Qµ1 , Qµ6 ∝ p1
Qµ3 , Q
µ
4 ∝ p4.
(9.46)
p1
p2 p3
p4
p6 p5
Q1 Q3
Q4Q6
Fig. 9.4 – Configuration cine´matique des pattes externes d’une boucle en ”double parton scattering”
Les deux particules externes de l’e´tat initial se de´composent en deux particules coline´aires qui elles-
meˆmes interagissent entre elles pour e´mettre quatre particules. Cette configuration cine´matique
correspond au cas particulier ou` la boucle, compose´e de particules virtuelles, re´sonne avec un sous
processus physiques. On va chercher des conditions ne´cessaires et suffisantes pour caracte´riser le
double parton scattering et pour le repe´rer facilement dans l’espace des phases.
Proposition 9.6.3. Une boucle en configuration cine´matique de double parton scattering est ca-
racte´rise´e par les conditions ne´cessaires et suffisantes :
(9.6.2)⇔
 det(S) → 0s23, s56 > 0
s123 = s456, s234 = s156 < 0,
(9.47)
ou` S est la matrice cine´matique du diagramme associe´.
De´monstration : Pour de´montrer le sens direct de la relation, on se place dans le centre de
masse de l’e´tat initial, compose´ par les particules 1 et 4. On conside`re les hypothe`ses de (9.6.2).
En introduit les deux parame`tres x, y ∈ [0, 1] pour exprimer les propagateurs sur la base {pµ1 , pµ4} :
Q1 = xp1
Q6 = (x− 1)p1
Q3 = (y − 1)p4
Q4 = yp4,
(9.48)
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ce qui impose la valeur des variables de Mandelstam :
s123 = (Q3 −Q6)2 = −(1− y)(1− x) s14 s234 = (Q4 −Q1)2 = −xy s14 (9.49)
s23 = (Q3 −Q1)2 = (1− y)x s14 s56 = (Q6 −Q4)2 = (1− x)y s14. (9.50)
Sachant que x, y ∈ [0, 1], on ve´rifie les ine´galite´s de (9.47). De plus, on a imme´diatement det (S) =
(s123s234 − s23s56)2 = 0. On suppose que l’on a une boucle dont les conditions (9.47) sont ve´rifie´es.
On se place dans le re´fe´rentiel du centre de masse de l’e´tat compose´ par les particules (1,4). La
condition s23 = 2p2.p3 > 0 signifie que les deux particules 2 et 3 sont dans le meˆme e´tat (initial
ou final). Il en est de meˆme pour les particules 5,6 (initial ou final). Les conditions s123, s234 < 0,
signifient que les particules 1,4 ne sont pas dans le meˆme e´tat que les particules 2,3. De meˆme pour
les deux conditions s156, s456 < 0. Donc les ine´galite´s nous donnent les e´tats initiaux et finaux du
processus : p1 + p4 → p2 + p3 + p5 + p6. Maintenant on utilise le meˆme raisonnement que dans la
proposition 9.6.1, la nullite´ du de´terminant de la matrice cine´matique implique :
∀i 6= 2, 5,
∑
i 6=2,5
zi (Qi −Qj)2 = 0 ⇒ ∀i 6= 2, 5, Q2i = 0. (9.51)
Puis en utilisant la conservation de l’e´nergie-impulsion a` chaque vertex Qi−Qi−1 = pi, on obtient
les produits scalaires Q6.p1 = Q1.p1 = 0 et Q3.p4 = Q4.p4 = 0. Puisque les impulsions sont
des vecteurs lumie`res, alors : {
Q1 ∝ Q6 ∝ p1
Q3 ∝ Q4 ∝ p4. (9.52)
uunionsq
9.6.3 Autour de la singularite´ de Landau
Dans le paragraphe pre´ce´dent, on a vu que la nullite´ de de´terminant de la matrice cine´matique
est ne´cessaire pour obtenir le double parton scattering. Cependant, cette configuration cine´matique
correspond a` des points de l’espace de phase ou` l’amplitude peut diverger. Pour e´tudier le compor-
tement de l’amplitude, il faut l’e´tudier localement autour de la singularite´. On va donc ge´ne´raliser
les conditions de double parton scattering.
p1
p2 p3
p4
p6 p5 kt
kt
Fig. 9.5 – Boucle hors de la configuration de « double parton scattering ».
Proposition 9.6.4. Soit une boucle non massive, avec six pattes externes sans masse (fig. 9.5),
dont on note kt =
(
0 ~kt
)
l’impulsion transverse de chaque paire (2,3) et (5,6). Alors, le de´terminant
de la matrice cine´matique du diagramme a` quatre points deux masses oppose´es s’e´crit :
det (S) = (s123s234 − s23s56)2 =
(
s14k
2
t
)2
. (9.53)
De´monstration : On commence par exprimer les deux paires de photons sur la base {p1, p4, kt} :
p23 = −xp1 − (1− y)p4 + kt (9.54)
p56 = −(1− x)p1 − yp4 − kt, (9.55)
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pour calculer les quatre variables de Mandelstam utilise´es dans le de´terminant :
s123 = (p1 + p23)
2 = −(1− x)(1− y) s14 + k2t (9.56)
s234 = (p4 + p23)
2 = −xy s14 + k2t (9.57)
s23 = (p23)
2 = x(1− y) s14 + k2t (9.58)
s56 = (p56)
2 = y(1− x) s14 + k2t . (9.59)
En remplac¸ant dans le de´terminant, on obtient directement le re´sultat. uunionsq
Ce re´sultat tre`s ge´ne´ral est obtenu sans faire aucune hypothe`se sur les propagateurs et la
cine´matique de la boucle, excepte´e l’alignement des deux particules 1 et 4 sur l’axe z. Cet alignement
implique que s14 6= 0. Donc la condition d’existence de double parton scattering devient :
det (S) = 0 ⇔ k2t = 0 ⇒ kµt = 0, (9.60)
car l’impulsion transverse est un vecteur spatiale d’e´nergie nulle.
Re´sultat 9.6.5. Dans une boucle (fig. 9.5), le double parton scattering est caracte´rise´ par la nullite´
des impulsions transverses des deux paires e´mises. kt est donc un re´gulateur qui permet d’approcher
la singularite´.
9.7 « Double parton scattering »en the´orie φ3
9.7.1 Processus φ1 + φ2 → φ3 + φ4
On suppose le processus, en the´orie φ3, φ1 + φ2 → φ3 + φ4, dans lequel seul les deux scalaires
finaux sont massifs de massem23 etm
2
4. Un scalaire massif est e´quivalent a` deux scalaires non massifs
dans la limite du double parton scattering. On a une configuration e´quivalente au paragraphe
pre´ce´dent. On pose s = (p1 + p3)2 et t = (p1 + p4)2. L’amplitude de ce processus :
φ1
φ3
φ2
φ4
Fig. 9.6 – Configuration en double parton scattering d’une boucle de quatre scalaires dont deux massifs.
Aφ34 = g4 In4,2B(s, t,m23,m24), (9.61)
est une fonction a` quatre points deux masses oppose´es, donne´e dans l’appendice A :
In4,2B(s, t,M
2,M2) =
1
st−m23m24
(
2
²2
(
(−s)−² + (−t)−² − (−m23)−² − (−m24)−²
)
− 2 F2B(s, t,m23,m24)
)
. (9.62)
On pose ∆2 =
(
st−m23m24
)2 le de´terminant de la matrice cine´matique. Dans la limite du double
parton scattering, ce de´terminant s’annule. On va donc effectuer un de´veloppement en se´rie de
Laurent de cette inte´grale scalaire autour du poˆle. Il faut faire attention a` la continuation analytique
dans les polylogarithmes. Le double parton scattering impose les ine´galite´s suivantes :
s, t < 0 et m23,m
2
4 > 0. (9.63)
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A` chacune des quatres variables de Mandelstam on ajoute une petite partie imaginaire s→ s+ iλ.
et on transforme alors les logarithmes et les dilogarithmes de fac¸on a` faire apparaˆıtre une variable
avec partie re´elle positive, par exemple :
ln(−m23 − iλ) = ln(m23 + iλ)− ipi (9.64)
ln(s+ iλ) = ln(−s− iλ) + ipi. (9.65)
La partie divergente de l’inte´grale a` quatre points deux masses oppose´es devient, on sous entend
la partie imaginaire dans chaque polylogarithme :
2
²
(
ln
m23m
2
4
st
+ 2ipi
)
+ ln2(−s) + ln2(−t)− ln2(m23)− ln2(m24) + 2pi2 + 2ipi ln
(
m23m
2
4
)
, (9.66)
et la partie finie de la fonction scalaire s’e´crit :
F2B
(
s, t,m23,m
2
4
)
= − Li2
(
1− m
2
3m
2
4
st
)
+ Li2
(
1− m
2
3
s
)
+ Li2
(
1− m
2
4
s
)
+ Li2
(
1− m
2
3
t
)
+ Li2
(
1− m
2
4
t
)
+
1
2
ln2
(s
t
)
(9.67)
On commence par rassembler tous les dilogarithmes entre eux, sachant que le de´terminant tend
vers ze´ro. On va utiliser la formule [106] :
Li2
(
1− 1
z
)
+ Li2 (1− z) = −12 ln
2 (z) . (9.68)
Ici le proble`me dans F2B , c’est que les parties imaginaires des diffe´rents dilogarithmes ne corres-
pondent pas entre elle, par exemple, en utilisant ∆ = 0 :
Li2
(
1− m
2
3
s
)
+ Li2
(
1− m
2
4
t
)
= Li2
(
1− m
2
3
s
+ iλ
)
+ Li2
(
1− m
2
4
t
+ iλ
)
(9.69)
= Li2
(
1− t
m24
− iλ
)
+ Li2
(
1− m
2
4
t
+ iλ
)
, (9.70)
on ne peut pas utiliser directement la formule (9.68), on va donc ajouter et soustraire des termes
avec la bonne partie imaginaire pour pouvoir l’appliquer :
Li2
(
1− m
2
3
s
)
+ Li2
(
1− m
2
4
t
)
(9.71)
=Li2
(
1− m
2
3
s
+ iλ
)
+ Li2
(
1− m
2
4
t
+ iλ
)
+ Li2
(
1− t
m24
− iλ
)
− Li2
(
1− t
m24
− iλ
)
(9.72)
=Li2
(
1− t
m24
+ iλ
)
+ Li2
(
1− m
2
4
t
+ iλ
)
+ Li2
(
1− t
m24
− iλ
)
− Li2
(
1− t
m24
− iλ
)
(9.73)
=− 1
2
ln2
(
m24
t
− iλ
)
+ 2Im Li2
(
1− t
m24
)
(9.74)
=− 1
2
ln2
(
m24
t
− iλ
)
+ 2ipi ln
(
1− t
m24
)
(9.75)
=− 1
2
ln2
(
−m
2
4
t
)
+
pi2
2
+ ipi ln
(
−m
2
4
t
)
+ 2ipi ln
(
1− t
m24
)
. (9.76)
On a pose´ z = m24/t − iλ dans (9.73) et utilise´ (9.68). A` la fin on enle`ve les parties imaginaires
qui sont sous-entendues. En recommenc¸ant l’ope´ration pour les deux autres dilogarithmes. Pour
le premier dilogarithme, il ne faut pas oublier le terme de phase qui s’e´crit, a` cause des signes des
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variables de Mandelstam [106] :
Li2
(
1− m
2
3m
2
4
st
)
+ η
(
m23 + iλ
s+ iλ
,
m24 + iλ
t+ iλ
)
ln
(
1− m
2
3 + iλ
s+ iλ
m24 + iλ
t+ iλ
)
(9.77)
= Li2
(
1− m
2
3m
2
4
st
)
+ 2 i pi Im Li2
(
1− m
2
3 + iλ
s+ iλ
m24 + iλ
t+ iλ
)
. (9.78)
En rassemblant tous les re´sultats, on trouve, au final :
Aφ34 = 2 i pi
g4
∆
{
ln
(
∆
s12
)
+
1
²
}
. (9.79)
Ce re´sultat contient encore des parties divergentes dans l’infrarouge. Le pole est en racine du
de´terminant de la matrice cine´tique.
9.7.2 Amplitude a` six scalaires
On conside`re une boucle non massive en the´orie φ3 avec six pattes entrantes sans masse :
Aφ36 = (−ig)6i6
∑
σ(1,2,3,4,5,6)
∫
dnQ
1
D21...D
2
6
= g6
∑
σ(1,2,3,4,5,6)
Ai. (9.80)
La re´duction d’une inte´grale a` six points est donne´e dans le dernier paragraphe de l’appendice A.
Ici, on de´sire calculer le poˆle de l’amplitude dans le cas ou` il y a double parton scattering de´crit
dans la figure (fig. 9.7).
p6 p5
p4p1
p2 p3
Fig. 9.7 – Configuration en double parton scattering d’une boucle de scalaire
La nullite´ du de´terminant de la matrice cine´matique du diagramme pince´ est une condition
ne´cessaire pour avoir le double parton scattering (9.47). En the´orie φ3, les inte´grales correspondent
aux inte´grales scalaires, on va donc effectuer un de´veloppement limite´ de l’inte´grale scalaire a` six
points en fonction du de´terminant de la matrice cine´matique :
∆2 = detS4 = (s234s345 − s23s45)2 → 0. (9.81)
Pour connaˆıtre le poˆle de l’amplitude (9.80) au premier ordre en ², on commence d’abord par
de´composer les inte´grales scalaires a` six points In6 en inte´grales scalaires a` quatres point I
n
4 graˆce
a` la formule (A.72, A.74) :
Ai =
6∑
i,j=1
6∑
k,l=1,k,l 6=i
S6−1ij S5−1kl In4 (sii+1, skk+1) +O(²). (9.82)
Les matrices cine´matiques inverses des pentagones a` une masse externe sont inversement propor-
tionnelles aux de´terminants de la matrice cine´matique de la fonction quatre points deux masses
oppose´es associe´es (Fig. 9.8) :
detS5 = 2s34s45s56 (s456s345 − s12s45) = 2 sign(s456s345 − s12s45)s34s45s56
√
detS4. (9.83)
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p1
p2
p3
p4
p5
p6
p1
p2
p3
p4
p5
p6
Fig. 9.8 – Inte´grales quatre points deux masses oppose´es associe´es a` un pentagone une masse.
Donc seuls deux de´terminants de pentagones divergent dans la limite du double parton scattering.
Le poˆle d’un diagramme s’e´crit :
Aidiv = g
6
∑
σ(2,6) et σ(3,5)
6∑
i=1
S6−1i2 In5 (s23) +O(²,∆). (9.84)
La permutation traduit l’axe de syme´trie constitue´ par les deux particules 1 et 4. La somme des
e´le´ments de la matrice inverse, au premier ordre en ∆, est :
6∑
i=1
S6−1i2 =
s45s15 − s16s46
s45s234s12 − s456s16s34 +O(∆) =
α
Dem
+O(∆) (9.85)
On recommence exactement la meˆme manipulation pour re´duire les inte´grales a` cinq points. La
re´duction fait apparaˆıtre alors un de´terminant ∆ au nume´rateur devant l’inte´grale scalaire a` quatre
points deux masses oppose´es. Ce de´terminant compense celui de la divergence. Cette inte´grale est
donc la seule a` ne pas avoir de poˆle. L’amplitude devient :
Aidiv = g
6
∑
σ(2,6) et σ(3,5)
α2
2∆Dem
{
1
s16
(
In4,1(s45, s56, s123)−
s234
s56
In4,2A(s45, s156, s16, s23)
)
− 1
s45
(
In4,1(s16, s56, s234)−
s456
s56
In4,2A(s16, s123, s23, s45)
)}
+O(²,∆),
(9.86)
et on re´duit le pole, en de´composant les inte´grales scalaires en inte´grales a` trois points et en
inte´grales en six dimensions graˆce a` la proposition 7.2.3. On utilisera plutoˆt les fonctions F1 et
F2A qui sont les inte´grales a` n + 2 dimensions au de´terminant de Gram pre`s (Appendice A). On
obtient apre`s rassemblement et simplification :
Aidiv = −
∑
σ(2,6) et σ(3,5)
α2
∆ Dem s16s45s56
{F1(s45, s56, s123)− F2A(s45, s156, s16, s23)
−F1(s16, s56, s234) + F2A(s16, s123, s23, s45)}+O(²,∆). (9.87)
Pour chaque diagramme, toutes les divergences infrarouges se compensent. On continue de simpli-
fier en exprimant les fonctions F1 et F2A en fonction de logarithmes et dilogarithmes (Appendice
A). Pour les rassembler, il faut faire attention aux continuations analytiques. Les variables de
Mandelstam sont de´finies a` une partie imaginaire positive pre`s : s → s + iλ et le double parton
scattering leur impose un signe. Pour simplifier, on change les notations s = s234, t = s456 et
m21 = s23,m
2
2 = s56, et on a les ine´galite´s suivantes (9.47) : m
2
1,m
2
2 > 0 s, t < 0. ce qui
implique Li2
(
1− m22t
)
= Li2
(
1−
(
m22
t − iλ
))
et par conse´quence [106] :
Li2
(
1− m
2
2
t
)
+ Li2
(
1− m
2
1
s
)
= −1
2
ln2
(
m22
t
)
+ 2 i ImLi2
(
1− m
2
1
s
)
(9.88)
log
(
m22
t
)
= log
(
m22
t
− iλ
)
= −ipi + log
(
−m
2
2
t
)
(9.89)
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On a transforme´ les logarithmes de fac¸on a` avoir des variables avec une partie re´elle positive, on
peut alors additionner avec les re`gles habituelles et on obtient :
Aφ36 div = −2 ipi
g6
∆
∑
σ(2,3)
∑
σ(5,6)
∑
σ(2,6) et σ(3,5)
α2
Dem s16s45s56
log
(
s45 (s−m22)
s16 (t−m22)
)
+O(²,∆).
(9.90)
Ce poˆle n’est pas nul, ni pour un diagramme, ni pour l’ensemble des diagrammes. La singularite´
n’est pas compense´e, il y a divergence, comme dans le cas pre´ce´dent de l’inte´raction a` quatre
scalaires. De meˆme que dans le cas pre´ce´dent, le poˆle est imaginaire pur et diverge suivant l’inverse
de la racine du de´terminant de la matrice cine´matique. Cependant, cette fois, toutes divergences
infrarouges ont disparu. Elles disparaissent diagramme par diagramme.
9.8 Traitement des divergences infrarouges
Les divergences infrarouges ne sont pas une incohe´rence de la the´orie mais elles viennent en
ge´ne´ral du fait que l’e´tat final conside´re´ n’est pas une observable ou une quantite´ physique. En
fait les forces e´lectromagne´tique et faible ont une porte´e infinie. Or le de´veloppement perturbatif
suppose que les e´tats initiaux et finaux soient libres, ce qui n’est pas le cas en QED comme en
QCD. On ne peut donc pas supposer distinguer dans un e´tat final la production de hadrons ou
la production de hadrons + jet. Le the´ore`me KLM (Kinoshita, Lee, Naunenberg) [52] montre
que les divergences infrarouges (corrections virtuelles) a` un ordre donne´ sont compense´es par les
divergences infrarouges (corrections re´elles), obtenues par l’ajout d’un gluon en QCD ou d’un
photon en QED.
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Chapitre 10
Re´duction d’une boucle.
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10.1.1 Le proble`me - De´composition en inte´grales scalaires
L’amplitude avec une boucle a` N pattes externes entrantes, s’e´crit dans le cas ge´ne´ral (7.4) :
A =
∫
dnQ
Num(Q)
D21....D
2
N
(10.1)
Dans le cas d’un diagramme en the´orie de jauge standars, le nume´rateur Num (Q) est un polynoˆme
des impulsions des particules externes (p1....pN ) entrantes dans la boucle et de l’impulsion de la
boucle Qµ. L’objectif est de pouvoir calculer une section efficace diffe´rentielle ou inte´gre´e. Les
me´thodes nume´riques les obtiennent par l’inte´gration de l’amplitude sur un grand nombre de
points de l’espace de phase. Il faut donc commencer par calculer l’inte´grale de la boucle. Le souci
est de pouvoir inte´grer nume´riquement cette boucle. La fonction a` inte´grer dans la boucle est une
fonction rationnelle, donc elle admet des poˆles. Il existe des me´thodes d’inte´grations nume´riques
par de´formation de contours dans le plan complexe en appliquant le the´ore`me de Cauchy, pour
contourner les poˆles et pouvoir calculer l’inte´grale. Cependant, il s’ave`re que ces me´thodes sont
tre`s couˆteuses en temps et en calculs. De plus une me´thode nume´rique ne donne pas de re´sultat
analytique et nous prive de toute e´tudes. Il est donc pre´fe´rable de les re´duire analytiquement.
La solution propose´e dans cette partie, consiste a` re´e´crire l’inte´grale sous forme d’une combinaison
line´aire d’inte´grales scalaires, note´es ϑi [53, 54, 55]. L’inte´reˆt des inte´grales scalaires est qu’elles
ont des expressions analytiques connues. On peut donc les calculer nume´riquement tre`s facilement.
On e´crira donc une amplitude (10.1) sous la forme :
A =
∑
i
ciϑi. (10.2)
Les coefficients ci sont des fonctions scalaires des impulsions entrantes dans la boucle. Les expres-
sions des inte´grales scalaires sont donne´es dans les appendices A et B. Il suffit donc de calculer
les ci devant chacune des inte´grales scalaires, pour avoir une expression analytique compacte de
l’amplitude. Mais il existe au moins deux proble`mes a` cette me´thode. Le premier proble`me est
qu’une inte´grale tensorielle engendre un tre`s grand nombre d’inte´grales scalaires si on la re´duit
par les me´thodes classiques [56, 57, 58, 59, 60]. Ce nombre croˆıt avec le rang de l’inte´grale tenso-
rielle et le nombre de points dans cette inte´grale. Par exemple, la de´composition d’une boucle de
fermions avec quatre photons entrants engendre environ 10.000 termes et une boucle de fermions
avec six photons entrants environ 10.000.000 termes contenant des inte´grales scalaires. Le deuxie`me
proble`me est que la re´duction en inte´grales scalaires fait intervenir des de´terminants de Gram au
de´nominateur du coefficient :
ci ∝ det (G)−r , r ∈ N∗ (10.3)
Ces de´terminants peuvent s’annuler pour certaines configurations cine´matiques et donc cre´er des
divergences. Ces divergences n’e´tant pas physiques, sont factices et doivent donc se compenser.
En re´alite´, il est possible de regrouper les termes afin de factoriser un de´terminant de Gram au
nume´rateur et de le simplifier. Mais ces regroupements ne sont pas automatiques.
Dans la suite, on va exposer une me´thode non standard de re´duction en inte´grales scalaires.
10.1.2 De´composition en inte´grales scalaires
Pour re´duire une inte´grale tensorielle, en inte´grales scalaires, il existe le point de vue des
me´thodes classiques ou` l’on regarde l’inte´grale tensorielle, que l’on re´duit en inte´grales scalaires
par des me´thodes comme la re´duction de Passarino-Veltman (Appendice C) ou des me´thodes plus
sophistique´es, en utilisant des inte´grales de dimensions supe´rieures [56, 57]. A` la fin de la re´duction,
on factorise les inte´grales scalaires. Ici le point de vue est diffe´rent : on va commencer par cher-
cher une base de de´composition en inte´grales scalaires B, puis connaissant cette base alors, par
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projection avec un produit scalaire, on calculera les coefficients devant tous les vecteurs de cette
base.
L’ensemble des boucles a` N points, de type (10.1), telles que leur nume´rateur soit un polynoˆme
de l’impulsion Qµ, est un espace vectoriel sur le corps C avec les lois de composition « + » et
« . », que l’on note (AN ,+, .). Il est clair que cet espace est constitue´ d’espaces vectoriels emboˆıte´s
de boucle avec un nombre points moindres. Par extension, (AN ,+, .) est aussi l’espace vectoriel
des amplitudes a` une boucle avec N pattes exte´rieures. Le but de ce paragraphe est de de´finir une
base de cet espace vectoriel a` partir de cet emboˆıtement. On va commencer par donner une famille
ge´ne´ratrice de cet espace vectoriel dans les deux prochaines propositions.
Proposition 10.1.1. L’amplitude (10.1) d’une boucle avec N pattes externes peut se de´composer
line´airement sur la famille d’inte´grales scalaires B = {In1 , ..., InN , Jn1 , ..., JnN ,Kn1 , ...} :
A = a In1 + b In2 + c In3 + d In4 + e In5 + ...+ f InN + g Jn1 + ... (10.4)
De´monstration : Cette de´composition vient de la de´composition en e´le´ments simples d’une frac-
tion rationnelle avec une variable tensorielle. Le nume´rateur Num (Q) est un polynoˆme des variables
qµ et µ2. L’inte´grant de l’amplitude est une fraction rationnelle Num(q
µ,µ2)
D21 ...D
2
N
de variable qµ, et elle
peut se re´duire en e´le´ments simples :
Num(qµ, µ2)
D21...D
2
N
=
∑
r
∑
j
aj
µ2r
D2j
+
∑
r
∑
i,j
bij
µ2r
D2iD
2
j
+ ...+
∑
r,i...N
ni,j,...N
µ2r
D21...D
2
N
+ constantes
(10.5)
Si on inte`gre sur l’impulsion Qµ de chaque cote´ de cette e´quation alors on retrouve exactement la
de´composition. Il existe un terme supple´mentaire a` cause des constantes. Cependant par normali-
sation dans la the´orie des champs, on a :
∀α ∈ Z,
∫
dnQ Qα → 0 (10.6)
Donc ce terme n’intervient pas. uunionsq
L’ensemble B des inte´grales scalaires de dimension n est suffisant pour ge´ne´rer une amplitude a`
une boucle dans le cas ge´ne´ral, B est donc une famille ge´ne´ratrice de l’espace des boucles (AN ,+, .).
Maintenant pour rendre cette famille libre, on ne va garder que les inte´grales scalaires ne´cessaires
et suffisantes a` la de´composition.
Proposition 10.1.2. L’espace de Minkowski est de dimensions n = 4 − 2² avec ² ¿ 1. Les
inte´grales scalaires In5 et I
n
N , N > 5 se de´composent en inte´grales scalaires I
n
4 a` l’ordre O(²) et
In4 , I
n
5 a` tout ordre en ² :
In5 =
∑
i
aiI
n
4 i +O (²) (10.7)
InN =
∑
i
aiI
n
N−1i, N > 5. (10.8)
De´monstration : De la proposition 7.2.3, on avait obtenu la de´composition suivante pour N < 7 :
InN =
∑
ij
S−1ij I
n
N−1 (S − {i})i − (−1)N+1 (N − n− 1)
det (G)
det (S) I
n+2
N (S) . (10.9)
Conside´rons le cas d’une boucle de N pattes externes en dimensions n = 4 − 2² avec |²| ¿ 1. Les
impulsions externes sont contraintes par la conservation de l’e´nergie-impulsion ainsi que par des
contraintes venant de la dimension de l’espace de Minkowski. Ces contraintes apparaissent quand le
nombre d’impulsions inde´pendantes rejoint la dimension de l’espace. Il y a donc N − 5 contraintes
de dimensions a` partir de N = 6 et aucune si N < 6. Seulement toutes ces contraintes (dimensions
et conservation de e´nergie-impulsion) annule le de´terminant de la matrice cine´matique det (S) pour
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N > 6 [56, 57]. Dans ce cas, la formule de re´duction (10.9) doit eˆtre modifie´e. On cre´e un pseudo-
inverse avec la matrice cine´matique re´duite, et cela n’empeˆche pas la re´duction. La formule (10.9)
reste valable pour tout N, mais il faut faire attention a` la signification du de´terminant de la matrice
cine´matique.
Dans la re´gularisation FDHS (parag. 8.3.1), les pattes externes sont dans un espace a` quatre
dimensions. Cependant on a une relation line´aire entre les pattes externes qui est la conservation
de l’e´nergie-impulsion. On ne peut pas trouver plus de 4+1 quadri-vecteurs inde´pendants. Alors
le de´terminant de la matrice de Gram est nul pour une boucle d’au moins six pattes externes,
∀N ≥ 6, det (GN ) = 0. Donc on obtient directement le de´composition (10.8). De plus pour In5 , on
remarque que le coefficient devant In+25 est N − n− 1 = 2² et l’on retrouve la relation (10.7). uunionsq
Cette proposition signifie que les inte´grales scalaires In5 et I
n
6 ne sont pas ne´cessaires pour un
calcul a` l’ordre O
(
²0
)
mais que In5 devient ne´cessaire pour un calcul a` l’ordre supe´rieur en ².
Ce re´sultat est totalement logique : si la boucle e´volue dans un espace a` quatre dimensions alors
seul quatre de´nominateurs d’une inte´grale scalaire sont inde´pendants, cependant si la boucle est a`
n = 4 − 2² dimensions alors il peut y avoir cinq ou plus de´nominateurs inde´pendants. Comme ici
|²| ¿ 1, alors cinq de´nominateurs sont suffisants.
Avec ces deux propositions, nous avons une famille ge´ne´ratrice de l’espace des amplitudes
(AN ,+, .). On peut montrer que la famille ge´ne´ratrice est libre. Il suffit de prendre une combinaison
line´aire nulle des e´le´ments de cette famille ge´ne´ratrice :∑
i
aiϑi = 0, ϑi ∈ B = {In1 , ..., In5 , Jn1 , ..., Jn5 ,Kn1 , ...} (10.10)
. Cette relation doit eˆtre vraie quelque soit les impulsions d’entre´es. Comme les inte´grales a` trois
points, a` deux points et les parties divergentes des inte´grales a` quatres points sont divergentes
avec des structures analytiques diffe´rentes alors leur coefficient est nul. De meˆme comme les extra-
inte´grales scalaires ont des termes rationnelles plus une structure analytique proportionnelle a` ²
alors chacun de leur coefficient est nul. On peut aussi ve´rifier graˆce aux expressions analytiques
des inte´grales scalaires (Appendice A), que chaque coefficient de la combinaison line´aire doit eˆtre
nul pour que la somme soit nul. Par conse´quent, cette famille est libre. Suivant que l’on se place
en dimension quatre ou n, In5 appartient ou n’appartient pas a` cette famille. Les tadpoles ne sont
que des cas particuliers des bulles, comme la combinaison doit-eˆtre valable quelques soient les
impulsions d’entre´es, alors les coefficients devant les tadpoles sont nuls. Le re´sultat suivant nous
donne une base de l’espace vectoriel des amplitudes (AN ,+, .).
Re´sultat 10.1.3. Soit une boucle a` N pattes entrantes d’amplitude (10.1) et appartenant a` l’espace
vectoriel (AN ,+, .). Alors il existe une base B ou B′ de de´composition en inte´grale scalaire :
a` l’ordre O(²), A =
∑
i
aiϑi +O(²) (10.11)
Pour tout ordre en ², A =
∑
i
aiϑ
′
i (10.12)
Avec ϑi ∈ B = {In1 , In2 , In3 , In4 ,Kn4 , Jn3 , Jn2 } ϑ
′
i ∈ B
′
= {In1 , In2 ...In5 , Jni ,Kni ....i ≤ 5}.
Ici nous avons explicite´ une base de de´composition, celle qui est principalement utilise´e dans la
litte´rature. Dans le paragraphe suivant, je vais expliciter une autre base qui est plus commode.
10.1.3 Base de de´composition
Dans ce paragraphe, on se place dans le cas ou` l’on veut calculer une amplitude au premier
ordre en ², donc on de´compose les amplitudes sur la base B (10.11). Pour le cas ge´ne´ral, pour tout
ordre en ², les raisonnements sont encore valables, mais plus subtils.
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Dans le paragraphe pre´ce´dent, on a exprime´ une base de de´composition de l’espace vectoriel
des amplitudes. Cette base B n’est pas unique. Comme les inte´grales scalaires a` trois et quatre
points en dimension n sont divergentes dans l’infrarouge, donc elle ne se´pare pas les parties finies
des parties divergentes dans l’infrarouge ou dans l’ultraviolet. Dans les chapitres pre´ce´dents, on a
vu que les fonctions de dimensions n a` deux points sont divergentes dans l’ultraviolet, alors que
les inte´grales scalaires a` trois ou quatre points sont divergentes dans l’infrarouge. Cependant les
inte´grales de dimension n + 2 a` deux et trois points sont divergentes dans l’ultraviolet, alors que
celles a` quatre points ne sont plus divergentes. Donc une base dans laquelle on se´pare les parties
divergentes dans l’infrarouge, dans l’ultraviolet et les parties finies serait :
B1 =
{
In1 , I
n
2 , I
n
3 I
n+2
4 ,K
n
4 , J
n
3 , J
n
2
}
. (10.13)
Maintenant il faut s’assurer que l’ensemble B1 est bien une base de l’espace vectoriel (AN ,+, .).
Re´sultat 10.1.4. Soit l’amplitude (10.1) d’une boucle avec N pattes entrantes appartenant a` l’es-
pace (AN ,+, .). B1 et B′1 sont des bases de de´composition de cet espace :
A =
∑
i
aiϑi +O(²) (10.14)
A =
∑
i
aiϑ
′
i, (10.15)
avec ϑi ∈ B1 =
{
In1 , I
n
2 , I
n
3 , I
n+2
4 ,K
n
4 , J
n
3 , J
n
2
}
ϑ
′
i ∈ B
′
1 =
{
In1 , I
n
2 ..., I
n+2
4 , I
n
5 , J
n
i ,K
n
i ....i ≤ 5
}
.
De´monstration : La famille B = {In1 , In2 , In3 , In4 ,Kn4 , Jn3 , Jn2 } est une base de de´composition
(10.1.3). Or il existe une relation line´aire qui relie la base B et la famille B1 :
InN (S) =
N∑
i,j=1
S−1ij InN−1 (S − {i})i − (−1)N+1 (N − n− 1)
det (G)
det (S) I
n+2
N (S) . (10.16)
Cette relation est valable pour tout N≤ 5. On en de´duit que B1 est une base de l’espace. On peut
effectuer le meˆme genre de de´monstration pour la base B′1. uunionsq
Une amplitude, e´tant un vecteur de l’espace des amplitudes (AN ,+, .), est donc comple`tement
de´crite par les coefficients devant les vecteurs de la base d’inte´grales scalaires. Il suffit donc de
trouver un produit scalaire pour projeter une boucle sur les diffe´rents vecteurs de la base. Avec des
proprie´te´s analytiques des amplitudes et les divergences des inte´grales, on va pouvoir de´velopper
un pseudo-produit scalaire.
10.2 Unitarite´ et causalite´ de l’ope´rateur S.
Dans cette section, on va utiliser deux grands principes ge´ne´raux de la physique, que l’on va
appliquer a` une amplitude a` boucle pour en de´duire un certain nombre de proprie´te´s de cette
amplitude. Le premier principe est l’unitarite´ de l’amplitude, c’est-a`-dire la conservation de la
probabilite´ et le deuxie`me principe, la causalite´.
10.2.1 Unitarite´ et « The´ore`me optique »
Une proprie´te´ essentielle de l’amplitude de probabilite´ est la conservation de probabilite´. On
conside`re un processus repre´sente´ par l’ope´rateur S, alors la somme de toutes les probabilite´s
d’avoir un e´tat final |f〉 sachant un e´tat initial |i〉 doit eˆtre e´gale a` un. Cette conservation de
l’amplitude de probabilite´ se traduit par l’e´quation :
SS† = S†S = 1, (10.17)
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qui signifie que l’ope´rateur S est unitaire. On extrait souvent une identite´ faisant apparaˆıtre la
matrice de diffusion T , de´finie par T = −i (S − 1). Cet ope´rateur est directement calcule´ a` partir des
re`gles de Feynman. On nomme ge´ne´ralement dispersive (respectivement absorptive) les grandeurs
T+T∗
2 (resp
T−T∗
2i ). L’e´quation de conservation de l’amplitude de probabilite´ (10.17) en terme de
matrice de diffusion T s’e´crit alors :
−i (T − T †) = TT †. (10.18)
On conside`re le processus 〈f |T |i〉 = Tfi. Compte tenu du fait que T †fi = T ∗if , alors l’e´quation
pre´ce´dente s’e´crit en projetant sur les e´tats 〈f | et |i〉 :
(10.18) ⇒ i (T − T †)
fi
=
∑
P
TfpT
∗
pi (10.19)
⇔ i (Tfi − T ∗if) =∑
p
TfpT
∗
in (10.20)
⇔ 2 Im (Ai→f ) =
∑
p
Ap→fA∗i→p(2pi)4δ (pi − pp) δ (pp − pf ) , (10.21)
ou` Ai→f repre´sente l’amplitude du processus d’e´tat initial « i » et d’e´tat final « f ». Dans la
dernie`re e´tape, on a utilise´ le renversement du temps Tfi = Tif . Le cote´ gauche de cette e´quation
correspond a` la partie imaginaire (absorptive) de l’amplitude. Dans la re´gion physique la partie
absorptive et la partie imaginaire sont e´quivalentes. Dans le cote´ droit de l’e´quation (10.21), il y a
une somme implicite sur tous les e´tats interme´diaires |p〉 entre les processus de´finis par T et T †. Les
e´tats interme´diaires diffe`rent des e´tats initiaux et finaux par le spin ou le nombre de particules ou
juste la direction des impulsions. Il faut noter que ces e´tats interme´diaires sont des e´tats physiques.
Les particules sont toutes re´elles. On peut repre´senter cette e´quation par des diagrammes :
2 Im
(
〈f ||i〉
)
=
∑
p
〈p||i〉 〈f ||p〉 (10.22)
Cette e´quation (10.21), qui s’appelle le the´ore`me optique, nous dit qu’il est possible de calculer
la partie imaginaire d’un processus en calculant une boucle en coupant deux propagateurs [61].
Il faut maintenant a` partir de la partie imaginaire reconstruire toute l’amplitude. Mais avant
d’effectuer ce travail, on va conside´rer dans le the´ore`me optique, le cas ou` l’e´tat final est e´quivalent
a` l’e´tat initial |i〉 = |f〉 :
(10.21)⇒ 2 Im (Ai→i) =
∑
p
‖Ap→i‖2 (2pi)4δ (pi − pp) δ (pp − pi) (10.23)
⇒ Im (Ai→i) = 2E p σt, (10.24)
ou` E (respectivement p) est l’e´nergie (resp. l’impulsion) totale initiale dans le re´fe´rentiel du centre
de masse (resp. initiale d’une particule dans le re´fe´rentiel du centre de masse). σt est la section
efficace de tous les processus « i → ∑p p ». Cette section efficace est proportionnelle a` la partie
imaginaire. La partie imaginaire est suffisante pour calculer une section efficace. Mais si on veut
pouvoir reconstruire toute l’amplitude il faut calculer la partie re´elle. On la reconstruit graˆce a` la
causalite´ d’un processus.
10.2.2 Causalite´ d’une fonction - Relation de dispersion
On conside`re un processus physique de´crit par une amplitude A(s), fonction de la variable re´elle
s. On conside`re un plan engendre´ par l’extension complexe de la variable s. Le processus est causal
signifie que la re´ponse du processus ne de´pend que line´airement des entre´es passe´es. L’amplitude
est donc analytique, au moins, sur le plan supe´rieur et cette amplitude tend vers zero a` l’infini
« assez » rapidement. Les singularite´s ne peuvent apparaˆıtre que sur l’axe re´el ou dans le demi
plan infe´rieur. La causalite´ conduit aux hypothe`ses suivantes :
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Hypothe`ses 1. Soit une phe´nome`ne physique repre´sente´ par l’amplitude A et la variable s. La
causalite´ d’un phe´nome`ne physique engendre les hypothe`ses suivantes :
A(s) est analytique sur le plan supe´rieur et a des singularite´s que sur l’axe re´el.
A(s) de´croˆıt plus vite que 1/s en l’infini.
A` partir de ces deux hypothe`ses, le the´ore`me de Cauchy s’e´crit :
A(s) = 1
2ipi
∫
C
ds
′ A(s′)
s′ − s , (10.25)
ou` C est le contour du demi plan supe´rieur dans l’espace des s (fig. 10.1). On a re´gularise´ en
ajoutant une petite partie imaginaire a` la variable s : s→ s+ iλ. On peut alors transformer cette
Re(s)
Im(s)
s + iλ
Fig. 10.1 – Contour d’inte´gration pour le the´ore`me de Cauchy. La fonction est analytique dans la plan supe´rieur.
e´quation en utilisant la relation sur les distributions :
lim
λ→0
1
s′ − s± iλ = P
1
s′ − s ∓ ipiδ(s
′ − s), (10.26)
ou` P est la distribution « partie principale », de´finie par
P(f(x)) = lim
²→0+
{∫ −²
−∞
f(x) dx+
∫ +∞
+²
f(x) dx
}
. (10.27)
Graˆce a` la re´gularisation de la variable s, l’amplitude s’e´crit alors :
A(s) = lim
λ→0+
A(s+ iλ) = 1
2ipi
P
∫ +∞
−∞
ds
′ A(s′)
s′ − s +
A(s)
2
+K∞. (10.28)
Le complexe K∞ est la valeur de l’amplitude sur le demi cercle supe´rieur a` l’infini qui est nulle
d’apre`s les hypothe`ses (K∞ = 0). Si on prend les parties re´elles et imaginaires de cette e´quation,
on obtient :
ReA(s) = 1
pi
P
∫ +∞
−∞
ds
′ ImA(s′)
s′ − s (10.29)
ImA(s) = − 1
pi
P
∫ +∞
−∞
ds
′ReA(s′)
s′ − s . (10.30)
La premie`re e´quation (10.29) n’est que la partie re´elle de l’e´quation :
A(s) = lim
λ→0+
A(s+ iλ) = lim
λ→0+
1
pi
∫ +∞
−∞
ds
′ ImA(s′)
s′ − s− iλ . (10.31)
On appelle cette e´quation : une relation de dispersion. Les relations de dispersions permettent de
reconstruire imme´diatement l’amplitude totale a` partir de la partie imaginaire, mais l’inconve´nient
c’est qu’elle ne´cessite encore une inte´grale. (10.29) permet de relier les parties imaginaires et les
parties re´elles des amplitudes. Ce sont des relations tire´es de l’e´lectromagne´tisme. Elles ont e´te´
e´crites par Kramers et Kronig en 1926 [62, 63], pour de´crire la propagation d’une onde lumi-
neuse dans un mate´riau. La partie imaginaire repre´sente l’onde absorbe´e alors que la partie re´elle
repre´sente l’onde disperse´e. Dans le cas d’une amplitude en me´canique quantique, la partie imagi-
naire repre´sente la quantite´ d’information perdue dans le processus et la partie re´elle, la quantite´
d’information disperse´e lors du processus de diffusion.
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Remarque : Lorsque l’amplitude ne de´croˆıt pas assez vite a` l’infini alors il faut faire intervenir la
constante K∞, que l’on obtient graˆce a` la connaissance de l’amplitude en un point de l’espace par
exemple s0. La relation de dispersion s’e´crit dans ce cas :
A(s) = lim
λ→0+
A(s+ iλ) = lim
λ→0+
A(s0 + iλ) + s− s0
pi
∫ +∞
−∞
ds
′ ImA(s′)
(s′ − s− iλ)(s′ − s0 − iλ) . (10.32)
Dans ce cas, on dit que l’on fait une relation de dispersion a` une soustraction.
L’unitarite´ d’un processus permet de calculer la partie imaginaire de l’amplitude, et la causalite´
d’un processus permet de reconstruire la partie re´elle de ce meˆme processus. On va donc appliquer
ces deux principes, tre`s ge´ne´raux, a` une amplitude a` une boucle.
10.3 Unitarite´ dans une boucle.
10.3.1 The´ore`me optique applique´ a` une boucle
On applique le the´ore`me optique a` un diagramme de Feynman avec une boucle, d’amplitude
(7.4) :
A =
∫
dnQ
Num(Q)
D21....D
2
N
, (10.33)
dans laquelle les de´nominateurs s’e´crivent : D2i = Q
2
i + iλ. L’amplitude s’e´crit comme l’inte´grale
sur l’impulsion Qµ de la fonction A (Q) = Num(Q)
D21 ....D
2
N
. L’impulsion peut prendre toutes les valeurs
possibles, et elle peut donc annuler les de´nominateurs Q2i = 0. Il y a donc deux cas possibles.
Imaginons que l’impulsion de la boucle est telle qu’elle ne se trouve pas sur un poˆle. AlorsD2i → Q2i .
Dans ce cas l’amplitude est re´elle a` une phase pre`s. Si maintenant cette impulsion se trouve sur un
poˆle et annule le de´nominateur « j », alors D2j → iλ. Dans ce cas, l’amplitude devient imaginaire
pure mais infini dans la limite ou λ → 0. L’amplitude devient imaginaire si des de´nominateurs
deviennent nuls a` iλ pre`s, c’est a` dire quand des particules virtuelles deviennent sur couches de
masses ou re´elles. La partie imaginaire d’une boucle apparaˆıt lorsque les virtualite´s tendent vers
un processus physique. Maintenant, a` partir de cette remarque, on va calculer la partie imaginaire
d’un diagramme de Feynman.
Cette me´thode a e´te´ de´veloppe´e par Cutkosky en 1960 [64]. Ici on ne fait qu’une de´monstration
approche´e pour comprendre le phe´nome`ne. A` la fin, on arrive aux re`gles de Cutkosky. Cependant,
avant de donner les re`gles de Cutkosky, on de´finit d’abord un invariant.
De´finition 10.3.1. Dans une boucle, un invariant ou un canal est une masse non nulle constitue´e
par une ou plusieurs pattes externes adjacentes.
Maintenant on conside`re l’amplitude A comme fonction analytique de l’invariant s. Il est constitue´
par les pattes exte´rieures d’impulsions p1 et p2, donc s = (p1 + p2)
2. On appelle Q0 et Q1 les
p1
p2
Q1
Q0
Fig. 10.2 – The´ore`me optique applique´ a` une boucle.
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propagateurs de la boucle entourant cette invariant. Puis on e´tudie le processus physique :
p1 + p2 → Q0 +Q1. (10.34)
Ce processus physique est de´crit par l’e´nergie seuil s0. Si s < s0 alors il ne peut y avoir de
processus et les particules repre´sente´es par les propagateurs Q0 et Q1 sont virtuelles. Dans ce cas les
propagateurs Q0 et Q1 ne peuvent eˆtre sur couche de masse et donc l’amplitudeA(s) est analytique.
Cependant si s > s0 et s ∈ R, alors l’e´tat final de (10.34) est re´el, et les particules d’impulsions
Im (s)
Re (s)
s0
Fig. 10.3 – Analycite´ d’une amplitude.
Q0 et Q1 peuvent eˆtre sur couches de masses. Sachant que le de´nominateur de l’inte´grant est
proportionnel a`
(
Q20 + iλ
) (
Q21 + iλ
)
, il diverge si les particules sont sur couches de masses. Il y
a donc une branche de coupure le long de l’axe re´el, a` partir de s = s0, ou` la fonction A(s)
n’est plus analytique (fig. 10.3). On appelle le point s0 : point de branchement. La fonction A
est prolongeable par analyticite´. Pour avoir la partie imaginaire de l’amplitude A, on regarde le
comportement de l’amplitude A quand les propagateurs Q0 et Q1, qui entourent cet invariant
deviennent sur couches de masses. Dans ce cas, on se trouve sur la partie de l’axe re´el appartenant
a` la branche de coupure. Proche de l’axe re´elle, Im (A(s+ iλ)) = −Im (A(s− iλ)). La discontinuite´
le long de l’axe re´el vaut :
DiscsA = lim
λ→0
i {Im (A(s+ iλ))− Im (A(s− iλ))} = 2i Im (A(s)) . (10.35)
Ici, on a conside´re´ que l’amplitude A n’avait qu’un invariant s. En re´alite´, elle peut avoir plusieurs
invariants, dans ce cas le re´sultat est exprime´ par le the´ore`me optique pour une boucle.
The´ore`me 10.3.2. Soit un diagramme a` boucle d’amplitude A. On note s1...sm les « m » inva-
riants de ce diagramme. Alors la partie imaginaire de l’amplitude s’e´crit :
2i Im (A (s1...sm)) =
m∑
i=1
DiscsiA (s1...sm) . (10.36)
Notations : « Discsi » signifie que l’on calcule la discontinuite´ autour de la branche de coupure
le long de l’axe re´el engendre´ par l’invariant si.
Il est plus facile de calculer une discontinuite´ autour de la branche engendre´e par l’invariant s :
Discs plutoˆt que la partie imaginaire d’une amplitude. Le calcul des discontinuite´s se fait a` partir
des re`gles de Cutkosky.
Re`gle de Cutkosky 1. Pour calculer la discontinuite´ d’une amplitude A, autour de la branche
de coupure engendre´e par l’invariant s, on calcule l’amplitude en mettant les deux propagateurs
qui entourent cet invariant sur couche de masse. En pratique, on remplace ces deux propagateurs
par une fonction delta :
i
D2i
→ 2piδ(+) (D2i ) . (10.37)
«Mettre un propagateur sur couche de masse » se dit aussi « couper un propagateur » . On calcule
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alors explicitement l’inte´grale en inte´grant sur l’espace de phase des e´tats internes. Par exemple :
Discs12 (A) =
p1
p2
Q2
Q4
arbre 2arbre 1
= (2pi)2
∫
dnQ
(2pi)n
δ(+)(D22) Aarbre2 (Q2, Q4, ...)
δ(+)(D24) Aarbre1 (Q4, Q2, p1, p2)
Les fonctions deltas imposent que les arbres Aarbre1 et Aarbre2 soient sur couche de masse.
Cette discontinuite´ donne la partie imaginaire (absorption) de l’amplitude. Pour avoir l’ampli-
tude totale, il faut calculer la partie re´elle de l’amplitude A. Pour la reconstruire, on utilise une
relation de dispersion (voir partie pre´ce´dente), base´e sur l’analycite´ de l’amplitude. Cette rela-
tion de dispersion permet de relier la partie d’absorptive a` la partie dispersive (partie re´elle). Les
parties imaginaires et re´elles sont relie´es par le taux d’informations perdues. La relation de disper-
sion est une inte´grale, ce qui est pose encore un proble`me d’inte´gration. Dans la pratique, on ne
veut pas faire explicitement cette reconstruction. Mais on va plutoˆt utiliser le fait qu’il existe une
de´composition en inte´grales scalaires pour effectuer ce travail de reconstruction. On va expliciter
cette reconstruction dans le paragraphe suivant.
10.3.2 Calcul d’une amplitude avec deux coupures
On conside`re une amplitude A a` une boucle que l’on de´compose sur une base d’inte´grales
scalaires ϑi ∈ B,B′ ,B1,B′1 (re´sul. 10.1.4) :
A =
∑
i
aiϑi +O(²), (10.38)
et on calcule la discontinuite´ de l’amplitude dans le canal s12. Pour e´viter de calculer explicitement
la discontinuite´ dans ce canal (10.39), on remplace l’espace de phase dnQ (2pi)2 δ(+)(D22)δ
(+)(D24)
par une inte´grale de Feynman qui a les bonnes coupures (10.40). Les deux arbres Aarbre1 et Aarbre2
sont donc encore sur couches de masses. Le trait vertical annonce l’invariant. Il est possible alors
d’inte´grer cette inte´grale de Feynman sachant que les arbres sont sur couches de masse. Cette
inte´grale de Feynman, se de´compose comme une combinaison line´aire d’inte´grales scalaires (10.41).
Par identification avec la de´composition initiale (10.38), on en de´duit directement les coefficients
devant les inte´grales scalaires. La reconstruction est automatique car les inte´grales scalaires forment
une base de l’espace vectoriel, il n’y a donc pas de confusion possible.
Discs12 (A) = (2pi)2
∫
dnQ
(2pi)n
δ(+)(D22) Aarbre2 δ(+)(D24) Aarbre1 (10.39)
=
∫
dnQ
(2pi)n
i
D22
Aarbre2 i
D24
Aarbre1
∣∣∣∣
s12
(10.40)
=
∑
j
cj ϑ
n
j
∣∣
s12
=
∑
j
cj Discs12
(
ϑnj
)
(10.41)
⇒ A =
∑
j
cj ϑ
n
j +∆. (10.42)
Les tadpoles n’ayant qu’une coupure, ils ne peuvent eˆtre obtenus par une discontinuite´ a` deux cou-
pures. Par de´finition d’un invariant, il faut qu’il y ait un ensemble de pattes adjacentes dont la masse
totale ne soit pas nulle. Cela veut dire que les inte´grales scalaires obtenues dans la de´composition
de l’inte´grale de Feynman coupe´e (10.41) doivent eˆtre coupe´es autour de cet invariant. Or, toutes
les inte´grales scalaires de la de´composition initiale (10.38) ne peuvent pas forcement eˆtre coupe´es
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autour de cet invariant. C’est pourquoi avec une discontinuite´, on obtient les coefficients devant
seulement une partie des inte´grales scalaires de la base de de´composition. En ge´ne´ral, une boucle
a plusieurs invariants, et il est ne´cessaire de calculer plusieurs discontinuite´s pour avoir tous les
coefficients. Il peut arriver que deux discontinuite´s donnent le coefficient devant la meˆme inte´grale
scalaire. Dans ce cas, la consistence de la the´orie de l’unitarite´ fait en sorte que l’on retrouve le
meˆme coefficient quelque soit la discontinuite´ de la branche que l’on calcule.
Il y a une question fondamentale pour les termes rationnels. Un terme rationnel n’a pas de cou-
pure a` priori. Cependant les re´sultats sur les termes rationnels (prop. 8.3.1) nous dit que les termes
rationnels sont donne´s par les extra-inte´grales scalaires. Les termes rationnels apparaissent quand
l’amplitude ne de´croˆıt pas assez vite a` l’infini. On a besoin alors d’effectuer une relation de disper-
sion a` soustraction. Cependant si l’on se place dans un espace a` n dimensions, alors il n’y a plus
de proble`me de convergences a` l’infini. L’amplitude redevient analytique et les discontinuite´s, cal-
cule´es dans un espace a` n dimensions, suffisent pour reconstruire totalement toute l’amplitude. Ce
qui paraˆıt cohe´rent dans le sens ou` les termes rationnels proviennent des extra-inte´grales scalaires.
Proposition 10.3.3. Les coefficients des inte´grales scalaires In1 , I
n
2 , I
n
3 et I
n
4 de la de´composition
d’une amplitude A ∈ (AN ,+, .) sont donne´s par les discontinuite´s en dimension quatre. Mais
les termes rationnels sont donne´s par les discontinuite´s en dimension n graˆce aux extra-inte´grales
scalaires.
Dans ce paragraphe, on a seulement coupe´ une boucle en deux. Mais ces dernie`res anne´es, des
progre`s ont e´te´ fait pour re´duire une boucle graˆce a` l’unitarite´. Ces re´cents progre`s nous ame`ne a`
couper une boucle avec trois ou quatre coupures.
10.3.3 Calcul avec plus que deux coupures
L’inte´reˆt des re`gles de Cutkosky est de pouvoir calculer toute la partie imaginaire de l’amplitude,
cela vient du fait que l’on calcule la discontinuite´ de l’amplitude autour de tous les invariants. Il y
a donc une condition ne´cessaire et suffisante : conside´rer tous les invariants.
Maintenant imaginons que nous reprenions la meˆme amplitude de de´part A et que l’on coupe
la boucle en deux, trois ou quatre coupures ou que l’on coupe autour d’une patte externe sans
masse, qui n’est pas un invariant. Si l’on a plus que deux coupures, alors on ne calcule pas toute
la discontinuite´ autour de cette branche, et on perd des informations sur l’amplitude. Cependant
plus une discontinuite´ a de coupures, plus elle est simple a` calculer.
L’amplitude A s’e´crit comme une combinaison line´aire d’inte´grales scalaires au premier en ² :
A =
∑
i
aiI
n
4 + biI
n
3 + ciI
n
2 + diI
n
1 + eiJ
n
4 + fiK
n
4 + giJ
n
3 + hiJ
n
2 . (10.43)
Maintenant imaginons que l’on coupe l’amplitude en quatre propagateurs, note´s « i,j,k,l ». Alors
on applique l’application line´aire « Disci,j,k,l » de chaque cote´ de l’e´quation (10.43). Dans ce
cas, il ne reste du cote´ droit de l’e´quation que les inte´grales scalaires qui respectent les quatre
coupures. Donc avec cette discontinuite´, on ne pourra obtenir que les coefficients qui sont devant
les inte´grales scalaires qui respectent cette coupure ai, ei et fi. De meˆme, si on fait trois coupures
dans le diagramme pre´ce´dent, on obtiendra les informations devant les inte´grales scalaires a` trois
points et quatre points respectant cette coupure ai, bi, ei, fi et gi. Enfin si on fait deux coupures
alors on obtiendra les informations devant les inte´grales scalaires a` deux, trois et quatre points qui
respectent cette coupure ai, bi, ci, ei, fi, gi et hi.
Il est donc e´vident que plus l’on effectue de coupures, plus de propagateurs sont sur couches de
masses et donc plus le nume´rateur de l’inte´grale est simple a` calculer. Cependant, plus on a de
coupures et plus on perd d’informations sur l’amplitude totale. Ne´anmoins, regardons d’un peu
plus pre`s le cas d’une boucle avec quatre pattes externes sans masses.
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Proposition 10.3.4. Il n’y a pas de pertes d’informations lors du passage du calcul d’une discon-
tinuite´ avec deux coupures a` une discontinuite´ a` trois coupures pour une boucle avec quatre pattes
externes sans masses.
De´monstration : Si l’amplitude a au maximum quatre pattes non massives et sur couches de
masses, alors il faut au moins deux pattes conse´cutives pour fabriquer un invariant. On conside`re
p1
p2 p3
p4 p1
p2 p3
p4
Fig. 10.4 – Passage de deux a` trois coupures..
le diagramme a` quatre pattes sans masse de la figure 10.4, il y a alors deux invariants que l’on
note s = (p1 + p2)
2 et t = (p1 + p4)
2. On coupe le diagramme en deux autour dans le canal s. A`
partir de la`, on decide de couper le diagramme en trois en rajoutant une coupure. Cette nouvelle
coupure, va couper l’arbre de deux pattes sans masses A(1, 2) en deux arbres avec une patte sans
masse, qui ne sont pas des invariants. Seulement la coupure, ne coupe qu’un arbre, il reste donc
un arbre non coupe´ A(3, 4). Avec trois coupures, on coupe toujours autour de l’invariant s (avec la
coupure rouge) tout comme avec deux coupures. On ne perd donc aucune information en coupant
a` trois coupures plutoˆt que deux. uunionsq
On ve´rifiera ce re´sultat dans le calcul des l’amplitudes a` quatre photons.
Graˆce aux coupures, on peut calculer directement les coefficients devant les inte´grales scalaires
sans besoin de re´duire explicitement les inte´grales. A` l’ordre ², une amplitude se de´compose sur
des fonctions a` scalaires a` N ≤ 4 points. Il existe des me´thodes pour calculer les coefficients devant
toutes les inte´grales base´es sur [65, 66, 67], puis e´tendues par [68, 70, 71, 72, 73, 74, 75]. Il a alors,
a` partir des me´thodes d’unitarite´, e´te´ mis en place une proce´dure pour calculer automatiquement
une boucle [76, 77, 78, 79]. On va rappeler les me´thodes pour les inte´grales scalaires a` trois et
quatre points. Il existe une me´thode pour les bulles. Ces me´thodes sont valables que dans le cas
ou` l’on re´duit les boucles sur la base B = {In1 , In2 , In3 , In4 ,Kn4 , Jn3 , Jn2 }. Dans la section d’apre`s, je
pre´senterai une me´thode pour trouver les coefficients directement devant les inte´grales scalaires de
la base B1 =
{
In1 , I
n
2 , I
n
3 , I
n+2
4 ,K
n
4 , J
n
3 , J
n
2
}
.
10.4 Calcul des coefficients devant les boites et les triangles
dans la base B.
10.4.1 Coefficients des boites : fonctions a` quatre points
Proposition 10.4.1. Soit un diagramme a` une boucle d’amplitude A dont la masse de la particule
interne est m2. Cette amplitude se de´compose en inte´grales scalaires suivant le re´sultat 10.1.4. On
conside`re un type d’inte´grale a` quatre points, alors le coefficient, devant ces inte´grales, est donne´
par :
A = aIn4 + bJn4 + cKn4 + .... (10.44)
1
N
N∑
i=1
A1(Qi)A2(Qi)A3(Qi)A4(Qi) = a+ b
(
m2 + µ2
)
+ c
(
m2 + µ2
)2
, (10.45)
ou` N est le nombre de solutions Qi du syste`me compose´ par les quatre coupures :{∀i ∈ [1..4], D2i = 0 . (10.46)
Cette formule a e´te´ pre´sente´ pour la premie`re fois dans [65].
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D4
D1
D2
D2
arbre 1 arbre 4
arbre 2 arbre 3
Fig. 10.5 – Diagramme avec quatre coupures.
On va donner une de´monstration partielle. Elle donne le moyen de calculer le coefficient.
De´monstration partielle: On reprend la de´composition en e´le´ments simples de la fonction dans
l’inte´grale de l’amplitude A. Elle est donne´e dans la preuve de (10.1.1) :
Num(Qµ)
D21...D
2
N
=
∑
j
dj
D2j
+
∑
i,j
cij
D2iD
2
j
+ ....
aijkl
D2iD
2
jD
2
kD
2
l
+ constantes (10.47)
On multiplie de chaque coˆte´ par les produits des propagateurs sur les coupures D21D
2
2D
2
3D
2
4 et on
prend la limite quand tous les propagateurs s’annulent :
a1234 = lim
D21 ,D
2
2 ,D
2
3 ,D
2
4→0
D21D
2
2D
2
3D
2
4Num(Q
µ)
D21...D
2
N
(10.48)
= lim
D21 ,D
2
2 ,D
2
3 ,D
2
4→0
A1(Qi)A2(Qi)A3(Qi)A4(Qi) (10.49)
uunionsq
Les coefficients devant les inte´grales scalaires a` quatre points sont tout simplement des re´sidus.
L’impulsion de la boucle Qµ est de´finie dans un espace de dimension n. Seulement on a vu que
l’extra-dimension se comporte comme une masse. Il suffit donc de connaˆıtre les composantes de la
partie a` quatre dimensions de l’impulsion. Comme il y a quatre conditions (10.46) qui de´finissent
l’impulsion Qµ, alors il n’y a qu’un nombre fini de solution du syste`me (10.46).
Proposition 10.4.2. On suppose que l’on calcul le coefficient devant l’inte´grale scalaire, dans
D4
D1
D2
D2
arbre 1 arbre 4
arbre 2 arbre 3
Fig. 10.6 – Diagramme avec quatre coupures.
laquelle, on pose pi les impulsions des masses externes et on suppose que la masse 1 est nulle :
p21 = 0. Alors en dimension quatre, les quatre coupures imposent que l’impulsion soit :
qµ1 = −
〈1γµ 6p2 6p3 6p41〉
2〈16p3 6p41〉
ou qµ1 = −
[1γµ 6p2 6p3 6p41]
2[1 6p3 6p41]
(10.50)
De´monstration : Et on ve´rifie tout simplement que les deux expressions de qµ1 sont solutions du
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syste`me : 
q21 = 0
q22 = (q1 + p2)
2 = 0
q23 = (q1 + p2 + p3)
2 = 0
q24 = (q1 − p1)2 = 0
(10.51)
uunionsq
Les deux solutions sont conjugue´es l’une de l’autre. La conjugaison est le signe de la parite´, et
correspond aux deux sens de propagations ou aux deux he´licite´s de la particule interne. Pour
trouver ces solutions, on a pris en compte les impulsions des photons entrants mais pas leurs
he´licite´s. Comme la masse de la particule interne est nulle, alors il n’y a pas de terme d’interfe´rence
entre ces deux he´licite´s.
10.4.2 Coefficients des triangles
Une boucle a` trois points, n’a que trois propagateurs. Elle ne peut donc avoir que trois coupures
au maximum. Cependant les fonctions a` quatre points peuvent aussi avoir que trois coupures. Donc
si on coupe un diagramme en trois, alors on obtient les coefficients devant les inte´grales a` trois
points et a` quatres points. Comme on ne souhaite que les coefficients des inte´grales a` trois points,
il faut donc soustraire la contribution des inte´grales a` quatre points. On trouve la me´thode dans
[74, 75].
Notation pour la me´thodes a` trois coupures
−K2
Q0Q2
Q1
K1
K3
Fig. 10.7 – Diagramme avec trois coupures.
K1,−K2 et K3 sont les impulsions sortantes de la boucle. Ces impulsions peuvent eˆtre de type
lumie`re. On a les relations de conservation e´nergie-impulsion, aux vertexs :
Q1 = Q0 −K1 Q2 = Q0 +K2, (10.52)
et on de´finit alors les grandeurs :
γ = 2
(
Kb1.K
b
2
)
(10.53)
γ± = K1.K2 ±
√
∆ (10.54)
∆ = (K1.K2)
2 −K21K22 . (10.55)
Plutoˆt que d’utiliser les impulsions massives K1 et −K2 des pattes sortantes, on de´finit des impul-
sions de type lumie`re :
Kb1 =
K1 −
(
K21/γ
)
K2
1− (K21K22/γ2)
(10.56)
Kb2 =
K2 −
(
K22/γ
)
K1
1− (K21K22/γ2)
, (10.57)
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donc Kb1
2 = Kb2
2 = 0. De plus on de´finit les grandeurs :
α01 =
K21
(
γ −K22
)
γ2 −K21K22
α02 =
K22
(
γ −K21
)
γ2 −K21K22
. (10.58)
Maintenant on va calculer l’impulsion Qµ0 , sachant qu’il n’y a que trois coupures de´finies par le
syste`me :  D
2
0 = 0
D21 = 0
D22 = 0.
(10.59)
Calcul de l’impulsion Qµ de la boucle
L’impulsion Qµ0 est un vecteur a` n dimensions qui se de´compose en une partie a` quatre di-
mensions et une partie a` n − 4 = −2² dimensions : Q0 = q0 + q̂. On a Q20 = q20 − µ2. q0 est un
vecteur a` quatre dimensions dans l’espace de Minkowski. On choisit donc une base de cet espace
BM =
{
Kb1
µ
,Kb2
µ
, 〈Kb1γµKb2〉, 〈Kb2γµKb1〉
}
. On peut e´crire l’impulsion q0 comme une combinaison
line´aire de ces quatre vecteurs :
qµ0 = aK
b
1
µ
+ bKb2
µ
+
c
2
〈Kb1γµKb2〉+
d
2
〈Kb2γµKb1〉. (10.60)
Maintenant a` partir des trois conditions donne´es par le fait que les trois propagateurs sont sur
couches de masses :
q20 = µ
2 (10.61)
2q0.K1 = K21 (10.62)
2q0.K2 = K22 . (10.63)
On calcule les coefficients a, b, c et d. On commence par substituer la forme de l’impulsion (10.60)
dans la premie`re e´quation du syste`me (10.61) :
(10.61)⇒ ab− cd = µ
2
γ
, (10.64)
puis on utilise les deux autres e´quations (10.62, 10.63) :
(10.62, 10.63)⇔
{
2 a
(
Kb1.K1
)
+ 2 b
(
Kb2.K1
)
= K21
2 a
(
Kb1.K2
)
+ 2 b
(
Kb2.K2
)
= K22
⇔
{
a = α02
b = α01.
(10.65)
Donc l’impulsion Qµ0 s’e´crit au final :
Qµ0 = α02K
b
1
µ
+ α01Kb2
µ
+
c
2
〈Kb1γµKb2〉+
α01α02 − µ2/γ
2c
〈Kb2γµKb1〉+ q̂µ. (10.66)
On a e´crit l’impulsion de fac¸on a` ce qu’elle respecte les trois coupures. Comme il n’y a que trois
coupures, alors il n’y a que trois conditions, or l’impulsion est de´finie par quatre parame`tres, donc
l’un des parame`tres n’est pas de´finie. Ici il reste le parame`tre c. On n’a pas pu de´finir l’impulsion
totalement comme dans le cas a` quatre coupures.
Calcul du coefficient devant l’inte´grale scalaire de la figure 10.7
On cherche le coefficient devant l’inte´grale scalaire In3
(
K21 ,K
2
2 ,K
2
3
)
de la figure 10.7. On ap-
plique l’application line´aire « Disc1,2,3 », qui coupe les trois propagateurs, sur l’amplitude de l’en-
semble de diagrammes qui donneront cette inte´grale scalaire :
Disc1,2,3
∫
dnQAarbre1 (Q0, Q1) i
D21
Aarbre2 (Q1, Q2) i
D22
Aarbre3 (Q2, Q3) i
D20
(10.67)
=
∫
dnQ δ
(
D20
)
δ
(
D21
)
δ
(
D22
)Aarbre1 (Q0, Q1)Aarbre2 (Q1, Q2)Aarbre3 (Q2, Q3) . (10.68)
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Les trois fonctions deltas sont e´quivalentes au syste`me (10.59). La re´solution de ce syste`me, nous
a mene´ a` une expression analytique de l’impulsion Qµ0 (10.66). L’impulsion est une fonction du
parame`tre c. On reporte cette expression dans la discontinuite´ et on effectue le changement de
variable ainsi que les trois inte´grations dnQ δ
(
D20
)
δ
(
D21
)
δ
(
D22
) → dnc, dont le jacobien est
Jc = 1γc :
Disc1,2,3
∫
dnQAarbre1 (Q0, Q1) i
D21
Aarbre2 (Q1, Q2) i
D22
Aarbre3 (Q2, Q3) i
D20
(10.69)
=
∫
dnQ δ
(
D20
)
δ
(
D21
)
δ
(
D22
)Aarbre1 (c)Aarbre2 (c)Aarbre3 (c) (10.70)
=
∫
dc Jc Aarbre1 (c)Aarbre2 (c)Aarbre3 (c) . (10.71)
Maintenant on peut transformer l’expression des arbres en se´rie de Laurent (on enle`ve l’indice
« arbre » pour simplifier les notations) :
A1 (c)A2 (c)A3 (c) =
∑
i∈Z
fic
i +
∑
j∈pole
Resc=cj(A1(c)A2(c)A3(c))
c− cj . (10.72)
Les termes avec les re´sidus et les poˆles en cj correspondent aux coefficients des inte´grales a` quatre
points que l’on peut obtenir graˆce a` trois coupures. Dans le polynoˆme, on peut montrer que tous
les termes qui ont une puissance non nulle en c ont une contribution nulle [74, 75]. Donc au final,
le calcul de la discontinuite´, en enlevant les parties correspondantes aux inte´grales a` quatre points,
s’e´crit :
Disc1,2,3
∫
dnQAarbre1 (Q0, Q1) i
D21
Aarbre2 (Q1, Q2) i
D22
Aarbre3 (Q2, Q3) i
D20
= f0
∫
dc Jc,
(10.73)∫
dc Jc est l’inte´grale scalaire a` trois points.
Re´sultat 10.4.3. Le coefficient χ devant l’inte´grale scalaire In3
(
K21 ,K
2
2 ,K
2
3
)
s’e´crit χ = i.f0. f0
e´tant de´finit par la somme (10.72).
Le facteur « i » vient du fait qu’il faut enlever le i des propagateurs pour avoir la bonne de´finition
des inte´grales scalaires. Il ne faut pas oublier que cette me´thode donne le coefficient devant
l’inte´grale scalaire a` trois points a` condition que les inte´grales scalaires a` quatre points de la
base de de´composition soient de dimension n. Si elles sont de dimension n+2 alors il faut rajouter
des contributions supple´mentaires dues a` la re´duction des inte´grales scalaires a` quatre points de
dimension n en inte´grales scalaires a` quatre points en dimension n+ 2.
Il existe aussi une me´thode pour calculer les coefficients devant les inte´grales a` deux points.
Cette me´thode est similaire a` la me´thode pour trouver le coefficient devant les inte´grales a` trois
points. Elle est donne´e dans [74, 75]. Dans le prochain paragraphe, je vais donner une me´thode pour
obtenir les coefficients devant les inte´grales scalaires de la base B1 =
{
In1 , I
n
2 , I
n
3 , I
n+2
4 ,K
n
4 , J
n
3 , J
n
2
}
.
10.5 Calcul des coefficients devant les boites et les triangles
dans la base B1.
10.5.1 Coefficients des boites : fonctions a` quatre points
Proposition 10.5.1. Soit un diagramme a` une boucle d’amplitude A dont la masse de la particule
interne est m2. Cette amplitude se de´compose en inte´grales scalaires suivant le re´sultat 10.1.4. On
conside`re un type d’inte´grale a` quatre points, alors le coefficient, devant ces inte´grales, est donne´
par :
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D4
D1
D2
D2
arbre 1 arbre 4
arbre 2 arbre 3
Fig. 10.8 – Diagramme avec quatre coupures.
A = −det (G)
det (S) aI
n+2
4 + bJ
n
4 + cK
n
4 + .... (10.74)
1
N
N∑
i=1
A1(Qi)A2(Qi)A3(Qi)A4(Qi) = a+ b
(
m2 + µ2
)
+ c
(
m2 + µ2
)2
, (10.75)
ou` N est le nombre de solutions Qi du syste`me compose´ par les quatre coupures :{∀i ∈ [1..4], D2i = 0 , (10.76)
et G et S les matrices de gram et cine´matique de l’inte´grale scalaire.
De´monstration : On reprend la de´monstration de la proposition 10.4.1 pour avoir les coefficient
a, b et c. Puis on applique la formule de re´duction de la proposition 7.2.3 a` la discontinuite´ a` quatre
coupures « Disc4 » de la fonction a` quatre points :
Disc4In4 = −
det (G)
det (S) Disc4I
n+2
4 . (10.77)
uunionsq
10.5.2 Coefficients des triangles
On conside`re l’amplitude d’une boucle non massive a` quatre pattes externes massives ou pas,
d’amplitude
p1
p2
q2
q3
p4
q4
q1
p3
A =
∫
dnQ
Num(Q)
D21D
2
2D
2
3D
2
4
, (10.78)
que l’on de´compose sur la base B1 =
{
In1 , I
n
2 , I
n
3 , I
n+2
4 ,K
n
4 , J
n
3 , J
n
2
}
:
A = −adet (G)
det (S) I
n+2
4 +
4∑
i=1
TiI
n
3,i +
2∑
i=1
γiI
n
2 +∆ (10.79)
∆ contient les extra-inte´grales scalaires. Mais ici, ce qui nous interesse ce sont les triangles. Dans
ce paragraphe, on veut calculer les coefficients devant les triangles. D’apre`s la proposition 10.4.1,
le coefficient devant l’inte´grale scalaire a` quatre points s’e´crit a = Num(Q0) ou` Q0 est solu-
tion du syste`me compose´ par les quatres coupures
{∀i ∈ [1..4], D2i = 0. Maintenant d’apre`s la
de´monstration de la proposition 7.2.3, on a :
−det (G)
det (S) I
n+2
4 =
∫
dnQ
1−∑4i=1 biD2i
D21D
2
2D
2
3D
2
4
, (10.80)
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avec bi
∑4
j=1 S−1ij . Donc la re´duction de l’amplitude A s’e´crit encore :
A =
∫
dnQ
Num(Q)
D21D
2
2D
2
3D
2
4
= Num(Q0)
∫
dnQ
1−∑4i=1 biD2i
D21D
2
2D
2
3D
2
4
+
4∑
i=1
Ti
∫
dnQ
D2i
D21D
2
2D
2
3D
2
4
+
2∑
i=1
γiI
n
2 +∆. (10.81)
Maintenant on suppose que l’on veut calculer le coefficient devant l’inte´grale scalaire a` trois
points une masse en pinc¸ant le propagateur 1. Donc on applique la discontinuite´ a` trois coupures
« Disc2,3,4 » a` quatre dimensions de chaque coˆte´ de l’e´quation de de´composition :
Disc2,3,4A = Disc2,3,4
∫
dnQ
Num(Q)
D21D
2
2D
2
3D
2
4
= Num(Q0)Disc2,3,4
∫
dnQ
1−∑4i=1 biD2i
D21D
2
2D
2
3D
2
4
+
4∑
i=1
TiDisc2,3,4
∫
dnQ
D2i
D21D
2
2D
2
3D
2
4
. (10.82)
On ne garde que les inte´grales scalaires avec au moins trois points. On simplifie et on transforme
les discontinuite´s par des fonctions delta :
Disc2,3,4A =
∫
dnQ
Num(Q)
D21
δ (2, 3, 4) = Num(Q0)
∫
dnQ
1− b1D21
D21
δ (2, 3, 4)
+ T1
∫
dnQδ (2, 3, 4) , (10.83)
avec δ (2, 3, 4) = δ
(
D22
)
δ
(
D23
)
δ
(
D24
)
. De la meˆme fac¸on que dans la section pre´ce´dente, en repre-
nant les meˆmes notations, les trois coupures imposent la forme pour le propagateur q3. Il est une
fonction du parame`tre c :
q3(c) = α04Kb3
µ
+ α03Kb4
µ
+
c
2
〈Kb3γµKb4〉+
α03α04
2c
〈Kb4γµKb3〉. (10.84)
On effectue le changement de variable q3 → q3(c) dans l’e´quation de de´composition pre´ce´dente,
puis on effectue l’inte´gration sur les trois fonction deltas, on obtient :∫
dcJc
Num(c)
D1(c)2
= Num(Q0)
∫
dcJc
1− b1D1(c)2
D1(c)2
+ T1
∫
dcJc. (10.85)
Si on veut le coefficient devant l’inte´grale a` trois point alors il suffit de re´soudre l’e´quation en c :
1− b1D1 (c0)2 = 0 (10.86)
Et on injecte ces I solutions c(i)0 dans l’e´quation.
Re´sultat 10.5.2. Dans la base B1, le coefficient devant l’inte´grale scalaire In3,1, s’e´crit :
T1 = b1
I∑
i=1
Num
(
c
(i)
0
)
, (10.87)
ou` c0 est solution de l’e´quation (10.86). Il en est de meˆme pour les autres inte´grales a` trois points.
On voit l’inte´reˆt de la de´composition sur la base B1 plutoˆt que sur la base B. Non seulement
la base B1 se´pare les divergences infrarouges des parties finies mais en plus les coefficients devants
les inte´grales a` trois points sont plus simples a` calculer. Ici, il n’y a plus le proble`me de retrouver
les coefficients des fonctions a` quatres points si on coupe avec trois coupures. La re´solution de
l’e´quation (10.86) est souvent e´vidente. Si l’une des deux pattes p3 ou p4 a une masse nulle, alors
la solution de l’e´quation est c0 = 0. Les coefficients des inte´grales scalaires a` trois points sont donc
de simples limites.
Maintenant on va donner un certain nombre de re`gles pour savoir si un coefficient devant une
inte´grale scalaire est nul ou pas sans avoir besoin de le calculer. La` encore on va s’apercevoir que
la base de de´composition B1 permet de de´duire imme´diatement la nullite´ d’un certain nombre de
coefficients.
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10.6 Re`gles de re´duction
A` partir des me´thodes donne´es dans la litte´rature, on peut de´montrer des re`gles tre`s ge´ne´rales,
qui permettent de savoir imme´diatement si un coefficient devant une inte´grale scalaire est nul. On
conside`re des boucles non massives avec N pattes externes non massives.
10.6.1 Existence d’une inte´grale scalaire a` quatre points avec une masse
externe
Proposition 10.6.1. Le coefficient d’une inte´grale scalaire a` quatre points avec une masse externe,
issue de la de´composition d’une amplitude, est nul si l’arbre constitue´ par cette masse est nul.
Cependant, il peut alors y avoir des coefficients non nuls devant les extra-inte´grales.
De´monstration : Imaginons que l’on cherche a` calculer le coefficient devant la fonction a` quatre
points :
Q1
Q0
K1
arbre 1
Le coefficient χ devant l’inte´grale scalaire sera proportionnel a` l’arbre sur couche de masse : χ ∝
Aarbre1(QO, Q1). Si l’amplitude de l’arbre sur couche de masse est nulle alors le coefficient de
devant l’inte´grale scalaire est nul. uunionsq
Dans le cas particulier d’une boucle de fermion ou de scalaire.
Corollaire 10.6.2. Le coefficient d’une inte´grale scalaire ayant une masse externe venant de la
re´duction d’une boucle de fermion ou de salaire est nul si la masse externe est issue de photons de
meˆme he´licite´.
De´monstration : Le coefficient est proportionnel a` une chaˆıne de photons. Or, d’apre`s la propo-
sition 3.2.3 cet arbre sur couche de masse a` une amplitude nulle, donc le coefficient sera nul. uunionsq
10.6.2 He´licite´ des pattes externes d’une boite
Dans ce paragraphe, on ne s’inte´resse qu’aux fonctions scalaires a` quatre points.
Proposition 10.6.3. Conside´rons une boite scalaire venant de la re´duction d’une boucle de sca-
laires ou de fermions non massifs. La nullite´ de la masse de la particule interne, impose qu’il y ait
une alternance d’he´licite´ des photons entrants a` chaque vertex de l’inte´grale scalaire.
De´monstration : On conside`re, pour faire simple, une boucle a` quatre photons et on cherche le
coefficient devant l’inte´grale scalaire quatre points sans masse. On coupe en quatre cette inte´grale
et on calcule le propagateur Q1 :
Q1
p1
Q2 Q3
Q4
p2
p3
p4
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D’apre`s la proposition 10.4.2, les impulsions qµ1 qui ve´rifient les quatres coupure sont :
qµ1 = −
〈1γµ23〉
2〈13〉 ou q
µ
1 = −
[1γµ23]
2[13]
. (10.88)
On conside`re juste la premie`re solution, le raisonnement est e´quivalent avec la deuxie`me solution.
On a qµ1 = − 〈1γ
µ23〉
2〈13〉 donc q
µ
2 =
〈12γµ3〉
2〈13〉 . Maintenant conside´rons que l’on soit en QED scalaire,
alors le coefficient χ devant cette inte´grale scalaire s’e´crit :
χ ∝ ε1.q1ε2.q2. (10.89)
Cependant la structure des impulsions q1 et q2 est telle que le projecteur de chiralite´ devant la
matrice γµ s’est inverse´. Donc, connaissant les formules des vecteurs polarisations, donne´es par la
de´finition 2.2.2, pour que le coefficient χ soit non nul, il faut que les he´licite´s des photons 1 et 2
soient alterne´es. On e´tend ce raisonnement a` toute la boucle et a` la QED. uunionsq
Le fait que la particule dans la boucle soit sans masse est absolument indispensable. L’he´licite´
et la chiralite´ de la particule deviennent e´quivalentes quand la masse devient nulle. Conside´rons
une ligne de fermions, par exemple. L’he´licite´ d’une particule ne change pas le long d’une ligne
de fermion. Donc deux vertexs adjacents voit un fermion avec une meˆme he´licite´. Seulement la
structure de l’impulsion dans la boucle est telle qu’elle voit un photon avec une he´licite´ alterne´e.
Donc pour qu’il y ait interfe´rences constructives aux vertexs, il faut donc que les photons soient
d’he´licite´s alterne´es. Dans le cas d’un fermion massif, l’impulsion n’est plus un e´tat propre de
chiralite´, la masse me´lange les deux e´tats. Donc, quelque soit l’he´licite´ du photon, il y a aura
des interfe´rences constructives. On va dessiner toutes les inte´grales scalaires non massives, qui ont
un coefficient non nul en fonction des he´licite´s des photons entrants. Ne´anmoins, ces coefficients
peuvent eˆtre nuls pour une autre raison.
∓
±
∓
±
, ∓
±
∓ , ∓
±
, ∓∓ , ∓ ,
10.6.3 Divergences infrarouges
Proposition 10.6.4. On conside`re la de´composition, d’un diagramme avec une boucle non mas-
sive, sur la base B1 =
{
In1 , I
n
2 , I
n
3 , I
n+2
4
}
. Si ce diagramme n’a pas de divergence infrarouge, alors
les coefficients devant les inte´grales a` trois points une masse et trois points deux masses sont nuls.
De´monstration : Conside´rons un diagramme qui n’a pas de divergence infrarouge. On le re´duit
par les me´thodes de re´duction classique. La re´duction engendre des « sous-diagrammes » par
pincement d’un propagateur. Si l’on pince, par exemple, le propagateur « i » alors il peut apparaˆıtre
des divergences infrarouges qu’autour de ce propagateur pince´. Cependant un propagateur pince´
engendre une particule externe avec une masse, qui re´gularise toutes divergences infrarouges autour
d’elle. Donc chaque sous-diagramme n’est pas divergent. On peut continuer a` re´duire de la meˆme
manie`re chaque sous-diagramme. On finit par n’avoir que des sous-diagrammes a` trois points et des
inte´grales scalaires a` quatre points de dimension n+ 2. Un sous diagramme a` trois points ne peut
se de´composer que sur un type d’inte´grale a` trois points. Or comme le sous diagramme n’a pas de
divergence alors le coefficient de de´composition du sous-diagramme devant l’inte´grale a` trois points
est nul. Or comme on a vu que seules les inte´grales scalaires a` trois points avec une ou deux masses
en dimension n sont divergentes dans l’infrarouge, alors le diagramme initial ne se de´compose pas
sur ces deux types d’inte´grales scalaires. uunionsq
On peut ame´liorer ce re´sultat et conside´rer un diagramme avec un type de divergence infrarouge.
Proposition 10.6.5. On conside`re la de´composition d’un diagramme a` une boucle, posse´dant une
divergence molle sur le propagateur « i », sur la base B1 =
{
In1 , I
n
2 , I
n
3 , I
n+2
4
}
. Les coefficients
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devant les inte´grales a` trois points une masse et trois points deux masses sont nuls sauf celui
qui correspond a` l’inte´grale scalaire a` trois points une masse dont le propagateur « i » n’est pas
adjacent a` un propagateur pince´.
Qi
pi+1
pi
=
∑
i
aiI
n+2
4 i + b
 Qipi+1
pi
+∑
i
ciI
n
2 i
Proposition 10.6.6. Soit un diagramme a boucle, qui a une divergence coline´aire autour de la
particule externe « i ». Alors ce diagramme se de´compose sur la base
{
In1 , I
n
2 , I
n
3 , I
n+2
4
}
et les
coefficients devant les inte´grales a` trois points une masse et trois points deux masses sont nuls sauf
ceux qui correspondent aux inte´grales scalaires a` trois points deux masses dont la particule « i »
n’appartient pas a` l’une des masses.
pi =
∑
i
ai I
n+2
4 i +
∑
j
bj
 pi
j

j
+
∑
i
ci I
n
2 i
De´monstration : Comme pre´ce´demment avec les sous-diagrammes, et le fait que les masses
re´gularisent les divergences. uunionsq
Remarque : Comme on a pu le voir dans le re´sultat 9.5.1 seul les photons dans une boucle de
fermions ou de scalaires engendrent des divergences infrarouges. Donc dans un diagramme a` une
boucle, on en de´duit directement les inte´grales a` trois points avec un coefficient nul, lorsque l’on
de´compose sur la base B1.
Les trois propositions 10.6.4, 10.6.5, 10.6.6 re´ve`le l’avantage certain de la base B1, par rapport
a` la base B.
10.7 Origine du terme rationnel.
Dans ce paragraphe, on va chercher a` comprendre les origines des termes rationnels et enfin
expliquer comment les calculer. On rappelle que les termes rationnels viennent des inte´grales dont
il apparaˆıt des puissances non nulles de l’extra-impulsion µ2. On conside`re une boucle, que l’on
re´gularise en plac¸ant l’impulsion de la boucle en dimension n
A =
∫
dnQ
Num(Qµ)
D21....D
2
N
, (10.90)
dans laquelle, on de´compose l’impulsion Qµ de la boucle suivant la partie a` quatre dimensions et
sa partie −2² dimensions : Qµ = qµ + q̂µ. Le nume´rateur se divise en deux parties :
Num(Qµ) = Num(qµ) + Num(qµ, µ2). (10.91)
L’amplitude est donc la somme de deux amplitudes A1 et A2 correspondant a` ces deux termes.
Chacun fournit un terme rationnel que l’on va appeler R1 et R2. La deuxie`me amplitude A2 peut
eˆtre un terme rationnel pur, au premier ordre en ², si il y a pre´sence de µ2 au nume´rateur.
10.7.1 Origine de R1
Lors de la re´duction de la premie`re partie de l’amplitude ge´ne´rale
A1 =
∫
dnQ
Num(qµ)
D21....D
2
N
, (10.92)
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il va apparaˆıtre au nume´rateur des termes de la forme q2i . Si on veut le re´duire avec le de´nominateur
alors il faut translater l’impulsion du propagateur
q2i → D2i +
(
m2 + µ2
)
, (10.93)
de fac¸on a` reconstruire D2i . On voit alors apparaˆıtre l’origine de ces termes rationnels R1. Ces
termes rationnels sont toujours lie´s a` la masse de la particule interne. En re´alite´, pour calculer ces
termes rationnels, il suffit de modifier la masse de la particule interne :
m2 → m2 + µ2. (10.94)
R1 est donc calculable par la me´thode des cuts a` n dimensions. On peut aussi remarquer que ces
termes sont relie´s aux divergences ultraviolettes. Reprenons l’amplitude A1 et calculons la limite
ultraviolette :
A1 =
∫
dnQ
Num(qµ)
D21....D
2
N
(10.95)
= Num(γµ1 ...γµN )
∫
dnQ
(qµ1 ...qµi)
D21....D
2
N
(10.96)
→ Num(γµ1 ...γµi)
∫
dnL
(lµ1 ...lµi)
(L2 −m2)2 (10.97)
→ Num(γµ1 ...γµi)Tµ1...µi
∫
dnL
l2i
(L2 −m2)2N
(10.98)
→ Num(γµ1 ...γµi)Tµ1...µi
∫
dnL
{(
L2 −m2)+ (m2 + µ2)}i
(L2 −m2)2N
(10.99)
On voit donc apparaˆıtre les termes en « m2 + µ2 » au nume´rateur.
10.7.2 Origine de R2
Le terme R2 vient du fait que l’on re´gularise la boucle. On peut alors se´parer le nume´rateur
de la boucle en une partie a` quatre dimensions et une partie a` n dimensions. Ce terme rationnel
peut donc avoir une origine ultraviolette ou infrarouge. Cependant on compense les divergences
infrarouges par les corrections re´elles, donc les termes rationnels associe´s a` ces divergences sont aussi
compense´s. Par exemple, imaginons un photon dans la boucle a` N pattes externes en QED scalaire.
Les deux particules externes qui entourent le photon ont des impulsions p1 et p2. L’amplitude du
diagramme
A =
∫
dnQ
....ηµν(Q0 − p1)µ(Q2 + p2)ν ...
D21...D
2
N
, (10.100)
fait apparaˆıtre un produit scalaire a` n dimensions, et donc des termes en µ2. Si N = 3 alors le
diagramme initial est divergent dans l’infrarouge, pas dans l’ultraviolet. Ces termes peuvent eˆtre
seuls, c’est-a`-dire sans eˆtre accompagne´s de la masse des particules internes. On peut encore les
calculer par la me´thode des cuts a` n dimensions. Cependant si on coupe le photon, alors il faudra
faire attention que ce photon soit comme « massif » de masse µ2 et donc il a trois he´licite´s.
Ce terme rationnel de´pend beaucoup du sche´ma de re´gularisation dans lequel on calcul la
boucle. Suivant ce sche´ma, les particules externes sont a` quatre ou a` n dimensions. Lors de la
de´composition du nume´rateur :
Num(Qµ) = Num(qµ) + Num(qµ, µ2), (10.101)
le premier terme ne de´pend pas de la nature de la re´gularisation puisque l’on ne garde que les
parties a` quatre dimensions. Cependant le second terme est directement lie´ au sche´ma. Par exemple,
conside´rons une boucle de scalaire en sche´ma « four dimension helicity scheme » (parag. 8.3.1)
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ou` les particules externes e´voluent seulement dans l’espace a` quatre dimensions, alors la boucle
s’e´crit :
A =
∫
dnQ
∏N
i=1 εi.Qi
D21....D
2
N
=
∫
dnQ
∏N
i=1 εi.qi
D21....D
2
N
. (10.102)
On a utilise´ le fait que les espaces de dimensions 4 et de dimensions n−4 = −2² sont orthogonaux.
On voit alors tout de suite que R2 = 0. Dans un autre sche´ma, R2 6= 0. Il a e´te´ de´veloppe´ des
me´thodes qui permettent justement de passer d’un sche´ma de re´gularisation a` un autre juste par
l’ajout d’un terme rationnel [82, 83, 84].
10.8 Origine des bulles : inte´grales scalaires a` deux points
Les bulles ont une origine un peu plus complexe que ce qui a e´te´ pre´sente´. Pre´ce´demment,
on n’a pas fait de diffe´rence entre le re´gulateur infrarouge et le re´gulateur ultraviolet ce qui peut
amener a` des erreurs de compre´hension. Une bulle In2 est divergente dans l’ultraviolet par comptage
de puissance. Cependant la re´duction en bulles d’un diagramme ne traduit forcement pas l’origine
l’ultraviolette du diagramme.
Les bulles ont deux origines bien distinctes. La premie`re c’est bien e´videment la partie ultra-
violette du diagramme qui se re´percute lors de la re´duction dans les bulles. On peut obtenir le
coefficient de ces bulles, en prenant la limite ultraviolette dans les diagrammes. Mais la deuxie`me
origine provient de la divergence ultraviolette de triangle tensorielle de rang au moins deux. Par
exemple, on conside`re un triangle avec une masse externe de rang 1 :
A =
∫
dnQ
qµ
D21D
2
2D
2
3
, (10.103)
qui n’est pas divergent dans l’ultraviolet. Avec des formules classiques de re´duction (Appendice
C), on voit que ce triangle se re´duit en bulles et en un triangle scalaire. Ces bulles viennent du fait
que le triangle tensoriel est divergent dans l’infrarouge et que l’on n’a pas diffe´rencie´ le re´gulateur
infrarouge du re´gulateur ultraviolet. Ce coefficient de ces bulles n’est pas obtenu facilement.
10.9 Conclusion.
Les amplitudes a` une boucle avec N points forment un espace vectoriel note´ (AN ,+, .). Cet
espace vectoriel est constitue´ de l’emboˆıtement des espaces des amplitudes avec un nombre de
points moindres. Au premier ordre en ², la famille B1 =
{
In1 , I
n
2 , I
n
3 , I
n+2
4 ,K
n
4 , J
n
3 , J
n
2
}
est une base
de cet espace (fig. 10.9).
Jni ,K
n
i
A3
A3
In+24
In1
A2
In2 In1
Jni , K
n
i
In2
In3
In2I
n
1
Jni ,K
n
i
In3
Fig. 10.9 – Espaces vectoriels des amplitudes a` une boucle avec 2, 3, 4 points.
On de´finit un produit scalaire sur ces espaces emboˆıte´s. Le calcul de la discontinuite´ de l’am-
plitude suivant les propagateurs de l’inte´grale scalaire de la base conside´re´e. Soit une amplitude
A, une inte´grale scalaire a` quatre points In4 de propagateurs i, j, k et l, une inte´grale a` trois points
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In3 de propagateur i, j et k et une inte´grale scalaire a` deux points I
n
2 de propagateur i et k, alors :
(A.In4 ) =
DiscijklA
DiscijklIn4
(10.104)
(A.In3 ) =
DiscijkA− (A.In4 )DiscijkIn4
DiscijkIn3
(10.105)
(A.In2 ) =
DiscikA− (A.In4 )DiscikIn4 − (A.In4 )DiscikIn3
DiscikIn2
. (10.106)
Pour obtenir les termes rationnels, il suffit de conside´rer les discontinuite´s dans un espace de
Minkowski de dimension n.
Quatrie`me partie
Amplitudes a` quatre photons.
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Chapitre 11
Amplitude a` quatre photons.
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Le principale inte´reˆt expe´rimental du processus a` quatre photons est la mesure du moment
magne´tique du muon. The´oriquement, ce processus a l’avantage d’avoir que peu de diagrammes
d’une complexite´ moyenne, et en plus l’invariance de jauge ame`ne de tre`s nombreuses compen-
sations. Dans le passe´, Karplus [93] fut le premier a` avoir calcule´ ce processus en QED massive,
diagramme par diagramme. Puis B. De Tollis [94] retrouva les re´sultats, en utilisant les re`gles de
Cutkosky. Re´cemment Bern et al. [97] suivi par Binoth et al. [18] ont calcule´ ce processus en QED
a` l’ordre de deux boucles non massives, en utilisant respectivement des me´thodes d’unitarite´ pour
le premier et des projecteurs a` n dimensions pour le second. Binoth et al. ont e´tendu le calcul en
QED scalaire et QEDN=1,N=2. Ici on va aussi calculer ce processus a` quatre photons en QED,
QED scalaire, et QEDN=1 avec des me´thodes d’unitarite´s a` tout ordre en ² et avec une boucle
massive.
11.1 De´finitions et hypothe`ses du proble`me.
11.1.1 Les hypothe`ses de la re´action et les diagrammes de Feynman
Hypothe`ses 2. Dans cette partie, on conside`re le processus a` quatre photons au premier ordre
non nul en QED (respectivement QED scalaire et QED supersyme´trique N = 1) :
γ1 (p1) + γ2 (p2) + γ3 (p3) + γ4 (p4) → 0, (11.1)
dont les amplitudes seront note´es : AS4 (respectivement As4, AN=14 ). Toutes ces the´ories sont mas-
sives et on imposera la masse du fermion ou du scalaire dans la boucle comme e´gale a` m2. De plus
on supposera que tous les photons sont entrants et non massifs : ∀i ∈ [1..4], p2i = 0.
A` l’ordre de l’arbre cette re´action est nulle, quelque soit la QED donc l’ordre le plus bas est
l’ordre d’une boucle. En QED, cette re´action a six diagrammes de quatre photons entrants dans
une boucle de fermions alors qu’en QED scalaire, cette re´action a` six diagrammes a` quatre points,
douze diagrammes a` trois points et trois diagrammes a` deux points.
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Comme les trois amplitudes sont relie´es par une relation line´aire, (parag. 3.3)
AS4 = −2 As4 +AN=14 , (11.2)
on va commencer par calculer l’amplitude scalaire (As4), puis on utilisera la de´composition de la
QED avec des moments magne´tiques (chap. 3), pour calculer l’amplitude en QED
(AS4 ). Cette
de´composition supersyme´trique imposera la forme de l’amplitude supersyme´trique
(AN=14 ). On
calculera d’abord les trois amplitudes As/S/N=14 en the´orie non massive avec des me´thodes de
re´duction standard dans le chapitre 12. Cette me´thode de re´duction standard est assez efficace
pour cette re´action 2 → 2, mais elle ne sera pas utilisable pour une re´action 2 → 4. En vue du
calcul a` six photons, on va aussi calculer les amplitudes en QED scalaire As4 par la me´thode des
coupures dans le chapitre 13, puis les amplitudes en QED et en QEDN=1 dans le chapitre 14. On
utilisera la me´thode des amplitudes d’he´licite´s pour calculer les amplitudes. Il y a trois amplitudes
d’he´licite´s inde´pendantes a` calculer par the´ories : A4(+ + ++)S/s/N=1,A4(− + ++)S/s/N=1 et
A4(−−++)S/s/N=1. Par la me´thode des coupures, on les obtiendra a` tout ordre en ².
11.1.2 De´composition des amplitudes
Les amplitudes e´tant calcule´es a` tout ordre en ², on peut toujours re´duire une inte´grale tenso-
rielle sur une base d’inte´grale scalaire de cinq points au plus (re´sul. 10.1.3) :
AS/s/N=14 =
∑
i∈σ(1,2,3,4)
aiI
n
5 + biI
n
4,4 + ciI
n+2
4,3 + diI
n+2
4,2B + eiI
n+2
4,2A
+ fiIn+24,1 + giI
n+2
4,0 + hiI
n
3,3 + iiI
n
3,2
+ jiIn3,1 + kiI
n
2 + liI1 + termes rationnels. (11.3)
Comme il n’y a que quatre photons externes, il est e´vident que le coefficient devant les inte´grales
a` cinq points sont nuls ai = 0. Il suffit maintenant de calculer les douze coefficients (ai, ...., li) et
les termes rationnels. Les boucles de scalaires et de fermions ont les meˆmes structures analytiques
dans l’ultraviolet et dans l’infrarouge. Comme la relation line´aire (11.2) les relient a` la troisie`me
amplitude, cela veut dire que les trois amplitudes AS/s/N=14 auront les meˆmes structures analy-
tiques. Maintenant, on va simplifier cette de´composition graˆce aux syme´tries du proble`me avant
de calculer les coefficients.
11.2 Re´duction des amplitudes d’he´licite´s AS/s/N=14 .
Les amplitudes se de´composent selon (11.3). Les hypothe`ses imposent que tous les photons
soient non massifs. Donc il faut au moins deux photons diffe´rents pour cre´er une « masse »
externe dans la boucle. Sachant que l’on a que quatre photons, alors on ne peut avoir d’inte´grales
scalaires a` quatre points avec une, deux, trois ou quatre masses, donc bi, ci, di, ei, fi = 0. De meˆme
il ne peut y avoir d’inte´grales scalaires a` trois points avec deux ou trois masses, donc hi, ii = 0.
Comme l’amplitude a` quatre photons est nulle a` l’ordre de l’arbre, alors il ne peut y avoir de
tadpoles dans la re´duction, donc li = 0.
D’apre`s les propositions 8.2.3 et 8.2.5 les diagrammes a` quatre photons sont divergents dans l’ul-
traviolet. Il existe donc des inte´grales In2 dans la re´duction de chaque diagramme. Cependant
l’amplitude totale n’est pas divergente, par conse´quent les divergences doivent se compenser :∑
i ki = 0.
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Enfin, l’amplitude a` quatre photons est calcule´e de fac¸on a` ce que les quatre photons soient entrants
dans la boucle. Mais comme tous les photons n’ont pas la meˆme he´licite´, il y a une brisure de la
syme´trie de Bose entre les photons d’he´licite´s positives et ceux d’he´licite´s ne´gatives.
Re´sultat 11.2.1. Les amplitudes d’he´licite´s a` quatre photons, avec les hypothe`ses 2, calcule´es en
QED, QED scalaire et QED supersyme´trique N = 1 se re´duisent :
AS/s/N=14 =
∑
i∈σ+Sσ− giI
n+2
4,0 + jiI
n
3,1 + kiI
n
2 + termes rationnels (11.4)
ou` σ± repre´sente les permutations sur les photons d’he´licite´ positives/ne´gatives.
Remarque : D’apre`s le re´sultat 9.5.1, une boucle de scalaires ou de fermions n’a pas de divergences
infrarouges. D’apre`s la proposition 10.6.4, dans le cas d’une the´orie non massive, le coefficient
devant les inte´grales a` trois points sera nul : limm2→0 ji = 0, car les inte´grales scalaires a` quatre
points sont de dimension n+ 2.
Les termes rationnels seront donne´s par les extra-inte´grales scalaires Jni et K
n
i . Dans le cas
d’une boucle massive, d’apre`s la remarque pre´ce´dente, on va obtenir des triangles scalaires et des
boites avec des coefficients proportionnels a` la masse de la particule tournante. On va modifier un
peu les extra-inte´grales scalaires et en de´finir de nouvelles qui prennent en compte la masse de la
particule tournante.
De´finition 11.2.2. Soit une boucle massive de masse m2 avec N pattes externes. On de´finit les
inte´grales scalaires :
J nN =
∫
dnQ
µ2 +m2
D21...D
2
N
(11.5)
KnN =
∫
dnQ
(
µ2 +m2
)2
D21...D
2
N
(11.6)
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Chapitre 12
Calcul du processus a` quatre
photons avec FORM.
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Dans ce chapitre, on va calculer les amplitudes d’he´licite´s du processus a` quatre photons par la
me´thode de re´duction standard de´crite dans [57], qui a l’avantage de se´parer les parties divergentes
dans l’infrarouge des autres parties. On supposera que la boucle est non massive.
12.1 Me´thode de calcul de l’amplitude du processus a` quatre
photons.
On a un processus du type « 2→ 2 » . Le nombre de diagrammes reste suffisamment petit pour
que l’on puisse tous les e´crire sans avoir besoin de ge´ne´rateur de diagrammes. Le calcul de chaque
amplitude d’he´licite´ s’effectue en trois e´tapes. On commence d’abord par e´crire chaque diagramme
dans un programme FORM. On prendra l’exemple d’un diagramme en QED, d’amplitude A. Cette
premie`re e´tape consiste a` e´crire ce diagramme comme un produit d’un tenseur et d’une inte´grale
tensorielle :
A = −e4
∫
dnQ tr
(
ε1
q1
D21
ε2
q2
D22
ε3
q3
D23
ε4
q4
D24
)
(12.1)
= −e4 ε1µε2νε3ρε4σ tr (γµγaγνγbγργcγσγd)
∫
dnQ
Qa1Q
b
2Q
c
3Q
d
4
D21D
2
2D
2
3D
2
4
. (12.2)
La subtilite´ vient du le de´veloppement de la trace. On modifie un peu le sche´ma de re´gularisation.
On impose que toutes les matrices de Dirac soient dans un espace de Minkowski de dimension
n. On de´veloppe la trace en dimension n en utilisant les re`gles de commutation donne´es dans le
paragraphe 8.3.1. Puis graˆce a` une bibliothe`que on de´veloppe l’inte´grale tensorielle en une somme
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d’inte´grales scalaires avec parame`tres de Feynman :∫
dnQ
Qa1Q
b
2Q
c
3Q
d
4
D21D
2
2D
2
3D
2
4
=
∑
l1l2l3l4
∆al11∆
b
l22∆
c
l33∆
d
l44A
N4
l1l2l3l4
+
∑
l1l2
(ηab∆cl13∆
d
l24 + ηac∆
b
l12∆
d
l24 + ηad∆
b
l12∆
c
l23
+ ηbc∆al11∆
d
l24 + ηbd∆
a
l11∆
c
l23 + ηcd∆
a
l11∆
b
l22)B
N4
l1l2
+
(
ηabηcd + ηacηbd + ηadηbc
)
CN4. (12.3)
Les facteurs de formes A,B et C sont ces inte´grales de Feynman avec parame`tres de Feynman.
La notation est de´crite dans [57]. Les quadri-vecteurs ∆µ sont de´finis par ∆µij = p
µ
i+1 + ... + p
µ
j .
Dans un second temps, on utilise un programme PERL, qui transforme le langage FORM en
langage MAPLE. Un programme MAPLE permet de re´duire les inte´grales avec parame`tres de
Feynman en inte´grales sans parame`tre. Par un script PERL inverse, on transforme les inte´grales
scalaires en langage FORM. On re´introduit la re´duction de ces inte´grales de Feynman dans la
combinaison line´aire obtenue initialement. Enfin on introduit les vecteurs de re´fe´rence de chaque
vecteur polarisation et l’on re´duit le re´sultat sous FORM.
12.2 Calcul de l’amplitude en QED scalaire As4(+ + ++).
Pour re´duire le nombre de diagrammes, on impose explicitement les vecteurs de re´fe´rences des
vecteurs polarisations des photons :
R1 = p2 R2 = R3 = R4 = p1. (12.4)
Avec ce choix de vecteurs de re´fe´rences, on a ∀i, j ∈ [2..4], εi.εj = 0. Alors parmi les vingt et un
diagrammes initiaux, onze sont nuls et il ne reste plus que douze diagrammes non nuls. Or, les
douze diagrammes restants sont tous syme´triques dans l’inversion du sens de la boucle. En re´alite´
l’amplitude peut se re´duire a` la somme de six diagrammes :
M1(+ + ++) = 16e4
∫
dnQ
ε+1 .q1
D21
ε+2 .q2
D22
ε+3 .q3
D23
ε+4 .q4
D24
(12.5)
M2(+ + ++) = 16e4
∫
dnQ
ε+1 .q1
D21
ε+2 .q2
D22
ε+4 .q3
D23
ε+3 .q4
D24
(12.6)
M3(+ + ++) = 16e4
∫
dnQ
ε+1 .q1
D21
ε+3 .q2
D22
ε+2 .q3
D23
ε+4 .q4
D24
(12.7)
M4(+ + ++) = −8e4
∫
dnQ
ε+1 .ε
+
2
D22
ε+3 .q3
D23
ε+4 .q4
D24
(12.8)
M5(+ + ++) = −8e4
∫
dnD
ε+1 .ε
+
3
D22
ε+2 .q3
D23
ε+4 .q4
D24
(12.9)
M6(+ + ++) = −8e4
∫
dnQ
ε+1 .ε
+
4
D22
ε+3 .q3
D23
ε+2 .q4
D24
. (12.10)
Comme il faut compter deux fois chaque diagramme, on a :
As4(+ + ++) = 2
6∑
i=1
Mi(+ + ++). (12.11)
On calcule chaque diagramme Mi(++++) avec FORM et MAPLE, puis on les additionne. L’am-
plitude s’e´crit comme une combinaison line´aire de quatre phases :
As4(+ + ++) = f(ε+1 .p3ε+2 .p3ε+3 .p2ε+4 .p2, ε+1 .ε+2 ε+3 .p2ε+4 .p2,
ε+1 .ε
+
3 ε
+
2 .p3ε
+
4 .p2, ε
+
1 .ε
+
4 ε
+
2 .p3ε
+
3 .p2). (12.12)
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Il suffit alors de calculer chacune des quatre phases en fonction de produits spinoriels et des variables
de Mandelstam. On met en facteur un produit spinoriel de module un. Avec l’expression spinorielle
des vecteurs polarisations (2.2.2), on trouve :
ε+1 .p3ε
+
2 .p3ε
+
3 .p2ε
+
4 .p2 = −
tu
2
K (12.13)
ε+1 .ε
+
2 ε
+
3 .p2ε
+
4 .p2 = sK (12.14)
ε+1 .ε
+
3 ε
+
2 .p3ε
+
4 .p2 = −uK (12.15)
ε+1 .ε
+
4 ε
+
2 .p3ε
+
3 .p2 = tK, (12.16)
avec :
K = −1
2
[12][34]
〈12〉〈34〉 . (12.17)
Au final apre`s simplification par FORM :
As4(+ + ++) = 8e4K = −4e4
[12][34]
〈12〉〈34〉 . (12.18)
On peut rendre le re´sultat plus syme´trique en introduisant les tenseurs e´lectromagne´tiques des
quatre photons Fµνi = p
µ
i ε
ν
i − εµi pνi . On utilise les formules de l’appendice D sur les tenseurs
e´lectromagne´tiques et l’appendice A sur les de´terminants des matrices cine´tiques a` quatre points
sans masse, alors la phase unitaire peut s’e´crire :
[12][34]
〈12〉〈34〉 =
1
3
(
[12][23][34][41]
〈12〉[23]〈34〉[41] +
[12][24][43][31]
〈12〉[24]〈43〉[31] +
[21][13][34][42]
〈21〉[13]〈34〉[42]
)
(12.19)
=
2
3
(
tr
(
F+1 F
+
2 F
+
3 F
+
4
)√
det(S1)
+
tr
(
F+1 F
+
2 F
+
4 F
+
3
)√
det(S2)
+
tr
(
F+2 F
+
1 F
+
3 F
+
4
)√
det(S3)
)
, (12.20)
ou` les Si sont les matrices cine´matiques des trois diagrammes a` quatre pattes externes de base de
la re´action. La premie`re amplitude d’he´licite´ s’e´crit
As4(+ + ++) = −4e4
[12][34]
〈12〉〈34〉 = −
e4
3
∑
σ(1,2,3,4)
tr
(
F+1 F
+
2 F
+
3 F
+
4
)√
det (S1(σ))
, (12.21)
ou` S1 est la matrice cine´matique de l’inte´grale scalaire In4 (1234). On peut faire plusieurs remarques.
La premie`re est que cette amplitude d’he´licite´ est purement rationnelle. Il n’y a aucune structure
analytique avec des polylogarithmes. Le deuxie`me est que le re´sultat est bien invariant par syme´trie
de Bose, ce qui parait cohe´rent vue que les he´licite´s sont toutes identiques, donc il n’y a pas de
brisure de syme´trie dans la topologie des he´licite´s. Enfin le de´terminant des matrices cine´matiques
n’a pas totalement disparu au de´nominateur. On s’attend donc que le de´terminant ne disparaisse
pas totalement non plus dans l’amplitude a` six photons. Cette seule source de divergence correspond
a` la coline´arite´ de deux photons externes adjacents qui n’a que peu d’inte´reˆt. D’ailleurs cette
divergence est factice si on regarde l’expression spinorielle (12.21).
12.3 Calcul de l’amplitude en QED scalaire As4(−+++).
Pour calculer l’amplitude As4(−+++), on suppose que le photon 1 a une he´licite´ ne´gative. On
prend les vecteurs de re´fe´rences suivants :
R2 = R3 = R4 = p1 r = p2. (12.22)
Ces vecteurs de re´fe´rences sont choisis de fac¸on a` ce que tous les produits scalaires de vecteurs
polarisations soient nuls ∀i, j ∈ [1..4], εi.εj = 0. Donc tous les diagrammes contenant un vertex
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double sont nuls. Il ne reste donc que les six diagrammes a` quatre points, qui sont tous syme´triques
deux a` deux :
M1(−+++) = 16e4
∫
dnQ
ε−1 .q1
D21
ε+2 .q2
D22
ε+3 .q3
D23
ε+4 .q4
D24
(12.23)
M2(−+++) = 16e4
∫
dnQ
ε−1 .q1
D21
ε+2 .q2
D22
ε+4 .q3
D23
ε+3 .q4
D24
(12.24)
M3(−+++) = 16e4
∫
dnQ
ε−1 .q1
D21
ε+3 .q2
D22
ε+2 .q3
D23
ε+4 .q4
D24
. (12.25)
L’amplitude, qui est la somme de trois diagrammes :
As4(−+++) = 2
3∑
i=1
Mi(−+++), (12.26)
est proportionnelle a` une phase unique As4(− + ++) = f(ε−1 .p3ε+2 .p3ε+3 .p2ε+4 .p2), qui s’e´crit sous
forme spinorielle :
ε−1 .p3ε
+
2 .p3ε
+
3 .p2ε
+
4 .p2 = −
tu
2
K avec K =
1
2
[23]〈12〉[24]
〈23〉[12]〈24〉 . (12.27)
En utilisant FORM, l’amplitude devient :
As4(−+++) = −8e4K = −4e4
[23]〈12〉[24]
〈23〉[12]〈24〉 . (12.28)
On peut faire apparaˆıtre explicitement l’invariance de Bose en utilisant les tenseurs e´lectromagne´tiques :
[23]〈12〉[24]
〈23〉[12]〈24〉 =
1
6
∑
σ(2,3,4)
[23][34][42]
s23s34s42
〈1241〉 = −
√
2
6
∑
σ(2,3,4)
tr
(
F+2 F
+
3 F
+
4
)√
det(S1)
〈1241〉
s24
. (12.29)
Cette dernie`re expression est clairement invariante par syme´trie de Bose si on utilise la conservation
de l’e´nergie impulsion pour les trois photons d’he´licite´s positives. L’amplitude d’he´licite´ s’e´crit :
As4(−+++) = −4e4
[23]〈12〉[24]
〈23〉[12]〈24〉 =
2
√
2
3
e4
∑
σ(2,3,4)
tr
(
F+2 F
+
3 F
+
4
)√
det(S1)
〈1241〉
s24
. (12.30)
Cette amplitude d’he´licite´ est encore purement rationnelle et inversement proportionnelle a` la
racine du de´terminant de la matrice cine´matique des diagrammes a` quatre points. De plus, il
apparaˆıt aussi le de´terminant de Gram det (G) = s24 au de´nominateur. Cependant il est factice, il
peut se simplifier avec le produit spinoriel du nume´rateur.
12.4 Calcul de l’amplitude en QED scalaire As4(−−++).
Pour calculer l’amplitude MHV (Maximal Helicity Violating) du processus a` quatre photons,
on de´cide de prendre les photons 1,2 avec une he´licite´ ne´gative et les photons 3,4 avec une he´licite´
positive. Et on prend les vecteurs de re´fe´rences suivant :
R3 = R3 = p1 r1 = r2 = p3. (12.31)
Tous les produits scalaires εi.εj sont nuls sauf ε−2 .ε
+
4 . Il ne reste donc que huit diagrammes non
nuls dont quatre inde´pendants :
M1(−−++) = 16e4
∫
dnQ
ε−1 .q1
D21
ε−2 .q2
D22
ε+3 .q3
D23
ε+4 .q4
D24
(12.32)
M2(−−++) = 16e4
∫
dnQ
ε−1 .q1
D21
ε−2 .q2
D22
ε+4 .q3
D23
ε+3 .q4
D24
(12.33)
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M3(−−++) = 16e4
∫
dnQ
ε−1 .q1
D21
ε+3 .q2
D22
ε−2 .q3
D23
ε+4 .q4
D24
(12.34)
M4(−−++) = −8e4
∫
dnQ
ε−1 .q1
D21
ε+3 .q2
D22
ε−2 .ε
+
4
D24
, (12.35)
et
As4(−−++) = 2
4∑
i=1
Mi(−−++). (12.36)
Apre`s simplification par Form et MAPLE, l’amplitude est une combinaison line´aire des deux phases
ε−1 .p4ε
−
2 .p4ε
+
3 .p4ε
+
4 .p3 et ε
−
2 .ε
+
4 ε
−
1 .p4ε
+
3 .p4), qui s’e´crivent :
ε−1 .p4ε
−
2 .p4ε
+
3 .p4ε
+
4 .p3 =
s2
2
K (12.37)
ε−2 .ε
+
4 ε
−
1 .p4ε
+
3 .p4 = −
s2
u
K, (12.38)
avec :
K =
1
2
[34]〈12〉
〈34〉[12] . (12.39)
Le re´sultat de l’amplitude d’he´licite´ MHV est plus complique´ que les deux autres car il contient
une structure analytique en dilogarithme, contenu dans une inte´grale scalaire a` quatre points :
As4(−−++) = 4e4
[34]〈12〉
〈34〉[12]
(
1− 2ut
s
In+24,0 (t, u) +
u− t
s
ln
(u
t
))
. (12.40)
On peut arranger cette expression pour faire disparaˆıtre les spineurs et faire apparaˆıtre les tenseurs
e´lectromagne´tiques des quatre champs de photons :
As4(−−++) = 4e4
tr
(
F−1 F
−
2
)
tr
(
F+3 F
+
4
)
s3
(
s− 2ut In+24,0 (t, u) + (u− t) ln
(u
t
))
(12.41)
= 4e4
〈1341〉〈2342〉
s2
[34][43]
s2
(
s− 2ut In+24,0 (t, u) +
u− t
tu
ln
(u
t
))
. (12.42)
De cette manie`re, l’invariance par syme´trie de Bose entre les photons de meˆme he´licite´ re´apparaˆıt.
Cette dernie`re forme sera utile pour le calcul de l’amplitude a` six photons.
12.5 Re´sume´ des re´sultats de l’amplitude scalaire
L’amplitude de la re´action γ1 + γ2 + γ3 + γ4 → 0 en QED scalaire s’e´crit :
As4 = 2 ∗ (As4(+ + ++) +As4(+ + +−) +As4(+ +−+) +As4(+ +−−)
+As4(+−++) +As4(+−+−) +As4(+−−+) +As4(−+++)). (12.43)
Trois amplitudes d’he´licite´ sont ne´cessaires et suffisantes pour calculer toute l’amplitude. Les autres
amplitudes sont calcule´es par permutation. Ces trois amplitudes, en rajoutant le facteur de nor-
malisation des inte´grales (7.19), sont (12.21, 12.30, 12.40) :
As4(+ + ++) = −
i
4pi2
e4
[12][34]
〈12〉〈34〉 (12.44)
As4(−+++) = −
i
4pi2
e4
[23]〈12〉[24]
〈23〉[12]〈24〉 (12.45)
As4(−−++) =
i
4pi2
e4
[34]〈12〉
〈34〉[12]
(
1− 2ut
s
In+24,0 (t, u) +
u− t
s
ln
(u
t
))
. (12.46)
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12.6 Calcul de l’amplitude a` quatre photons en QED.
En QED le processus d’annihilation de quatre photons a` l’ordre d’une boucle n’a que six
diagrammes, dont trois seulement sont inde´pendants :
M1 = −e4
∫
dnQtr
(
ε1
q1
D21
ε2
q2
D22
ε3
q3
D23
ε4
q4
D24
)
(12.47)
M2 = −e4
∫
dnQtr
(
ε1
q1
D21
ε2
q2
D22
ε4
q3
D23
ε3
q4
D24
)
(12.48)
M3 = −e4
∫
dnQtr
(
ε1
q1
D21
ε3
q2
D22
ε2
q3
D23
ε4
q4
D24
)
. (12.49)
Donc l’amplitude s’e´crit :
AS4 = 2
3∑
i=1
Mi. (12.50)
Pour chaque amplitude d’he´licite´, on utilise les meˆme vecteurs de re´fe´rence que pour le calcul des
amplitude en QED scalaire. Le calcul est identique au cas scalaire. Apre`s simplification par FORM,
les amplitudes d’he´licite´s s’e´crivent :
AS4 (+ + ++) =
i
2pi2
e4
[12][34]
〈12〉〈34〉 = −2 A
s
4(+ + ++) (12.51)
AS4 (−+++) =
i
2pi2
e4
[23]〈12〉[24]
〈23〉[12]〈24〉 = −2 A
s
4(−+++) (12.52)
AS4 (−−++) = −
i
2pi2
e4
[34]〈12〉
〈34〉[12]
(
1 +
u2 + t2
s
In+24,0 (t, u) +
u− t
s
ln
(u
t
))
. (12.53)
Les re´sultats sont tre`s similaires a` ceux en QED scalaire. La structure analytique est exactement
la meˆme. Seuls les coefficients devant ces structures diffe´rent. ce qui est normal vu qu’une boucle
de fermion ou de scalaire a les meˆmes structures analytiques infrarouges et ultraviolettes (re´sul.
8.2.7, 9.5.1). Maintenant, on va calculer les re´sultats en QEDN=1.
12.7 Calcul de l’amplitude a` quatre photons en QEDN=1.
Pour calculer les amplitudes d’he´licite´, puisque chacune d’entre elles est un processus, on utilise
simplement le fait qu’elles ve´rifient toute la de´composition supersyme´trique (3.3.3) :
AS4 = −2As4 +AN=14 . (12.54)
Graˆce aux re´sultats en QED scalaire, obtenus dans les e´quations (12.21, 12.30, 12.40), et en QED
obtenus dans les e´quations (12.51, 12.52, 12.53), alors on obtient par soustraction :
AS4 (+ + ++) = 0 (12.55)
AS4 (−+++) = 0 (12.56)
AS4 (−−++) = −
i
2pi2
e4
[34]〈12〉
〈34〉[12]sI
n+2
4,0 (t, u). (12.57)
Seule l’amplitude MHV est non nulle. On remarque que le de´terminant de Gram de l’inte´grale
scalaire « s » est au nume´rateur. Les interfe´rences entre les bosons et les fermions de´truisent tous
les termes rationnels et les bulles. Ces interfe´rences e´liminent les divergences ultraviolettes dans
chaque diagramme, ce qui explique la disparition des bulles et des termes rationnels (parag. 3.3.4).
Cette amplitude n’a aucune divergence.
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QED scalaire par la me´thode des
coupures.
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Dans ce chapitre, on va calculer par la me´thode des coupures les trois amplitudes d’he´licite´s de
l’amplitude a` quatre photons en QED scalaire. Pour chaque amplitude d’he´licite´, on va appliquer
la me´thode des coupures avec deux, trois et quatre coupures pour voir quels sont les inte´reˆts et
les inconve´nients de chacune des me´thodes. On note « Disc2,s » la discontinuite´ a` deux coupures
dans l’invariant « s ». Si on rajoute une coupure, alors la discontinuite´ devient « Disc3,s ». Il n’y a
pas de confusion possible car il n’y a que quatre photons externes sans masse, donc l’ajout d’une
coupure ne cre´e pas d’invariant. Enfin, si on rajoute encore une coupure, la discontinuite´ devient
«Disc4 », il n’y a plus d’invariant. Ici, on va directement calculer la discontinuite´ des amplitudes afin
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d’obtenir directement le de´composition en inte´grales scalaires de l’amplitude (11.4). Dans la suite,
on notera δ
(
D21, ..., D
2
N
)
= δ
(
D21
)
...δ
(
D2N
)
. L’inte´reˆt de ce chapitre, est d’obtenir des expressions
tre`s simples, a` tout ordre en ², pour une boucle massive contrairement a` Karplus [93], qui avait
obtenu des expressions beaucoup plus longues et valable qu’au premier ordre en ². Mais on va
commencer par donner l’expression de tous les arbres ne´cessaires pour le calcul des discontinuite´s.
13.1 Arbres ne´cessaires pour le calcul.
13.1.1 Deux photons de meˆme he´licite´ sur une chaˆıne coupe´e
Proposition 13.1.1. On conside`re deux photons d’he´licite´s positives joints et entoure´s par un
propagateur sur couche de masse (fig. 13.1). Dans ce cas on a :
〈Rq11〉
〈R1〉
〈Rq22〉
〈R2〉 = −
(
µ2 +m2
) [12]
〈12〉 , (13.1)
avec des photons d’he´licite´s ne´gatives, on a :
p2p1
q0 q1 q2
Fig. 13.1 – Chaˆıne coupe´e, compose´e de deux photons avec une meˆme he´licite´.
[Rq11]
[1R]
[Rq22]
[2R]
= − (µ2 +m2) 〈12〉
[12]
. (13.2)
De´monstration : On suppose que les deux photons ont une he´licite´ positive. On note q0 = q1−p1
et comme les propagateurs sont sur couches de masses, alors 2(p1.q0) = 2(p2.q2) = 0. L’amplitude
s’e´crit alors :
〈Rq11〉
〈R1〉
〈Rq22〉
〈R2〉 =
〈Rq012q2R〉
〈R1〉〈R2〉〈12〉 =
2(p2.q2)〈Rq01R〉 − 2(p1.q0)〈Rq22R〉+ 〈R1q0q22R〉
〈R1〉〈R2〉〈12〉 (13.3)
=
q21〈R12R〉
〈R1〉〈R2〉〈12〉 =
(
µ2 +m2
) 〈R12R〉
〈R1〉〈R2〉〈12〉 = −
(
µ2 +m2
) [12]
〈12〉 . (13.4)
Pour des photons d’he´licite´ ne´gatives, on a la meˆme de´monstration.
13.1.2 Deux photons de meˆme he´licite´, sur une chaˆıne non coupe´e
Proposition 13.1.2. On conside`re une chaˆıne de scalaires, constitue´e de deux photons d’he´licite´s
positives avec des impulsions p1 et p2. Les scalaires sont massifs et dans un espace de dimension
n et les scalaires externes sont sur couches de masses (fig. 13.2). On a alors :∑
σ(1,2)
〈Rq11〉
〈R1〉
i
D21
〈Rq22〉
〈R2〉 = −
(
µ2 +m2
) [12]
〈12〉
∑
σ(1,2)
i
D21
. (13.5)
Si les photons avaient une he´licite´ ne´gative alors l’amplitude de la chaˆıne serait :∑
σ(1,2)
[Rq11]
[1R]
i
D21
[Rq22]
[2R]
= − (µ2 +m2) 〈12〉
[12]
∑
σ(1,2)
i
D21
. (13.6)
Si le propagateur reliant les deux photons se trouve sur couches de masses lui aussi, alors on
retrouverait la formule (13.1).
De´monstration : Cette chaˆıne avait presque de´ja` e´te´ calcule´e (6.1) dans le chapitre 6. Elle avait
e´te´ calcule´e pour des scalaires dans un espace de dimensions 4. En dimensions n, il suffit de
« translater » la valeur de la masse m2 → m2 + µ2. uunionsq
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p2p1
q0 q1 q2
Fig. 13.2 – Chaˆıne compose´e de deux photons avec une meˆme he´licite´.
13.1.3 Chaˆıne avec deux photons d’he´licite´s diffe´rentes
Proposition 13.1.3. Soit une chaˆıne de scalaires avec deux photons : un d’he´licite´ positive et
d’impulsion p2 et l’autre d’he´licite´ ne´gative et d’impulsion p1. De plus on suppose qu’un troisie`me
photon est attache´ a` cette chaˆıne d’impulsion p3 (fig. 13.3). Les propagateurs entourant la premie`re
chaˆıne de deux photons sont sur couches de masses : D20 = 0 et D
2
2 = 0. L’amplitude de cette chaˆıne
s’e´crit :
p−1 p
+
2 p3
D20 D
2
2
D23
Fig. 13.3 – Chaˆıne compose´e de deux photons d’he´licite´s diffe´rentes puis d’un autre photon.
∑
σ(1,2)
[rq11]
[1r]
i
D21
〈Rq22〉
〈R2〉 =−
i
〈231〉
(
〈1q2232〉 −D23〈1q22〉+
(
µ2 +m2
)
[231]
D21
)
− i〈231〉
(
−D23〈1q22〉+ 〈1q2312〉+
(
µ2 +m2
)
[231]
D
′
1
2
)
. (13.7)
On pose D21 = (q0 + p1)
2 et D21 = (q0 + p2)
2.
De´monstration :
∑
σ(1,2)
[rq11]
[1r]
i
D21
〈Rq22〉
〈R2〉 = −
i〈1q22〉2
s12
∑
σ(1,2)
1
D21
(13.8)
=− i
s12〈231〉
(
〈1q2231q22〉
D21
+
〈1q2231q22〉
D
′
1
2
)
(13.9)
=− i
s12〈231〉
(
2(p1.q2)〈1q2232〉 − 2(p3.q2)〈1q2212〉+ 2(p2.q2)〈1q2312〉 − q22〈12312〉
D21
)
− i
s12〈231〉
(
2(p1.q2)〈1q2232〉 − 2(p3.q2)〈1q2212〉+ 2(p2.q2)〈1q2312〉 − q22〈12312〉
D
′
1
2
)
(13.10)
=− i〈231〉
(
〈1q2232〉 −D23〈1q22〉+
(
µ2 +m2
)
[231]
D21
)
− i〈231〉
(
−D23〈1q22〉+ 〈1q2312〉+
(
µ2 +m2
)
[231]
D
′
1
2
)
. (13.11)
uunionsq
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13.1.4 Notation sur les propagateurs
Dans la suite, on notera un propagateur avec un prime, le propagateur sans prime ayant subit
une permutation sur les deux photons entrants dans les deux bouts du propagateurs. Par exemple :
p2p1
D2
1
p1p2
D
′
1
2
13.2 Amplitude d’he´licite´ As4(1+, 2+, 3+, 4+).
13.2.1 Me´thode a` quatre coupures
On calcule la discontinuite´ a` quatre coupures. Comme seuls les diagrammes sans vertex double
ont quatre propagateurs, alors les diagrammes contribuant a` la discontinuite´ Disc4 (As4(+ + ++))
sont :
Disc4 (As4(+ + ++)) =
1
4
∑
σ(1,2,3,4)
D2
1
D2
2
D2
3
p3
p4D
2
4p1
p2
Les propagateurs sont de´finis par Qi = Qi−1 + pi et Q0 = Q4. Avec les re`gles de Feynman la
discontinuite´ Disc (As4(+ + ++)) s’e´crit :
Disc4 (As4(+ + ++)) = (e
√
2)4
∑
σ(2,3,4)
∫
dnQ
〈RQ11〉
〈R1〉
〈RQ22〉
〈R2〉
〈RQ33〉
〈R3〉
〈RQ44〉
〈R4〉 δ
(
D21, D
2
2, D
2
3, D
2
4
)
(13.12)
Le calcul dans le sche´ma de re´gularisation « FDHS » impose que les vecteurs polarisations soient a`
quatre dimensions. De plus, comme les deux espaces a` quatre dimensions et a` −2² dimensions sont
orthogonaux, alors on peut simplifier les produits spinorielles : 〈RQ22〉 = 〈Rq22〉+〈Rµ2〉 = 〈Rq22〉.
On effectuera toujours cette simplification dans la suite. On partage l’inte´grant en deux groupes
de photons (p1, p2) et (p3, p4), et on utilise la formule des arbres donne´e par (13.1) pour simplifier
l’expression. L’amplitude (13.12) devient :
Disc4 (As4(+ + ++)) = (e
√
2)4
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉
∫
dnQ
(
µ2 +m2
)2
δ
(
D21, D
2
2, D
2
3, D
2
4
)
(13.13)
= (e
√
2)4
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉Disc4 (K
n
4 (1234)) (13.14)
Dans la dernie`re e´tape, on a juste transforme´ l’inte´grale coupe´ en la discontinuite´ d’une inte´grale
scalaire.
13.2.2 Me´thode a` trois coupures
La me´thode a` trois coupures impose que trois propagateurs soient sur couche de masse. Or,
chaque diagramme a au maximum quatre pattes externes sur couche de masse. Donc si trois
propagateurs sont coupe´s, alors il ne peut y avoir qu’un invariant entre les coupures (il faut au
moins deux photons adjacents pour cre´er un invariant). Un diagramme a` quatre pattes externes non
massives, posse`de quatre branches de coupures, mais seulement deux sont inde´pendantes. En effet
par exemple, la branche de coupure autour de s12 et e´quivalente a` la branche de coupure autour de
s34. On multipliera donc l’amplitude par un facteur 1/2. Comme on rassemble les diagrammes deux
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par deux pour cre´er des chaˆınes, il faut encore un facteur 1/2. Enfin il n’y a que six diagrammes
diffe´rents, ne´anmoins pour ne pas briser l’invariance de Bose, on permute sur 4! = 24 diagrammes,
il faut donc encore diviser par quatre la discontinuite´ totale :
Disc3
(
Ascalar4 (+ + ++)
)
=
1
2
1
2
1
4
∑
σ(1,2,3,4)
 D21
D2
2
D2
3
p3
p4D
2
4p1
p2
+ D21
D2
2
D2
3
p3
p4D
2
4p1
p2

+
1
2
1
2
1
4
∑
σ(1,2,3,4)
 D21
D2
2
D2
3
p3
p4D
2
4p1
p2
+ D21
D2
2
D2
3
p3
p4D
2
4p1
p2
 .
On peut rassembler les diagrammes graˆce aux permutations :
Disc3 (As4(+ + ++)) =
1
4
∑
σ(1,2,3,4)
D2
1
D2
2
D2
3
p3
p4D
2
4p1
p2
. (13.15)
Avec les re`gles de Feynman, la discontinuite´ s’e´crit :
Disc3 (As4(+ + ++)) =
(e
√
2)4
4
∑
σ(1,2,3,4)
∫
dnQ
 ∑
σ(1,2)
〈Rq11〉
〈R1〉
i
D21
〈Rq22〉
〈R2〉

( 〈Rq33〉
〈R3〉
〈Rq44〉
〈R4〉
)
δ
(
D22, D
2
3, D
2
4
)
. (13.16)
On utilise l’expression de l’arbre (13.1) pour le second groupe de photons (p3, p4), alors que pour
le premier groupe de photons (p1, p2), les propagateurs entourant le groupe sont sur couches de
masses mais pas le propagateur reliant les deux photons. On utilise alors la chaˆıne calcule´e dans
l’e´quation (13.5). La discontinuite´ s’e´crit :
Disc3 (As4(+ + ++)) =
(e
√
2)4
4
∑
σ(1,2,3,4)
[12][34]
〈12〉〈34〉
∫
dnQ δ
(
D22, D
2
3, D
2
4
) ∑
σ(1,2)
i
(
µ2 +m2
)2
D21
(13.17)
=
(e
√
2)4
4
∑
σ(1,2,3,4)
[12][34]
〈12〉〈34〉Disc3,s12 (K
n
4 (1234)) + Disc3,s12 (Kn4 (2134)) (13.18)
Maintenant il faut rassembler les branches de coupures pour reconstruire la discontinuite´ totale
d’une inte´grale scalaire. Pour cela on utilise les permutations et le fait que [12][34]〈12〉〈34〉 soit invariant
par permutation :
Disc3 (As4(+ + ++)) =
(e
√
2)4
4
∑
σ(1,2,3,4)
[12][34]
〈12〉〈34〉Disc3,s12 (K
n
4 (1234)) + Disc3,s14 (Kn4 (4123))
(13.19)
=
(e
√
2)4
4
∑
σ(1,2,3,4)
[12][34]
〈12〉〈34〉Disc3 (K
n
4 (1234)) . (13.20)
Dans la dernie`re e´tape, on a rassemble´ les deux branches de coupures de l’inte´grale scalaire Kn4
pour reconstruire entie`rement sa discontinuite´. En fait, le calcul peut eˆtre plus simple dans le sens
ou` il suffit de calculer la discontinuite´ d’une des deux branches. La consistence de la the´orie fait
que l’on retrouve exactement le meˆme coefficient devant chacune des branches.
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13.2.3 Me´thode a` deux coupures
Cette fois, seuls deux propagateurs sont coupe´s. Comme nous n’avons que des photons sur
couche de masse, alors un diagramme ne peut avoir que deux invariants diffe´rents. La partie
absorptive de l’amplitude sera donc e´gale a` la somme des discontinuite´s des deux branches de cou-
pures. Pour chaque diagramme, on de´cide de couper les propagateurs D22, D
2
4 puis les propagateurs
D21, D
2
3. Une fois que l’on a regroupe´ les diagrammes, la partie imaginaire s’e´crit :
2 Im (As4(+ + ++)) = Disc2 (As4(+ + ++)) =
1
4
∑
σ(2,3,4)
 D21
D2
2
D2
3
p3
p4D
2
4p1
p2
+ D21
D2
2
D2
3
p3
p4D
2
4p1
p2
 (13.21)
Le facteur nume´rique 14 vient du fait que l’on a rassemble´ les diagrammes et e´vite´ de les comp-
ter plusieurs fois. L’inte´reˆt de rassembler les diagrammes, sachant que les propagateurs coupe´s
sont sur couches de masses, est de cre´er des chaˆınes sur couches de masses et donc invariante de
jauge. Les deux chaˆınes sont e´quivalentes a` des labelisations de photons pre`s. Graˆce aux permu-
tations, un certain nombre de diagrammes deviennent e´gaux. On les rassemble et la discontinuite´
Disc2 (As4(+ + ++)) s’e´crit, en utilisant (13.5) :
Disc2 (As4(+ + ++)) =
(e
√
2)4
2
∑
σ(2,3,4)
∫
dnQ
 ∑
σ(1,2)
〈Rq11〉
〈R1〉
i
D21
〈Rq22〉
〈R2〉

∗
 ∑
σ(3,4)
〈Rq33〉
〈R3〉
i
D23
〈Rq44〉
〈R4〉
 δ (D22, D24) .
(13.22)
On utilise l’expression de la chaˆıne (13.5) pour les deux groupes de photons (1, 2) et (3, 4). La
discontinuite´ Disc2 (As4(+ + ++)) s’e´crit :
Disc2 (As4(+ + ++)) = 2(e
√
2)4
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉Disc2,s12 (K
n
4 (1234)) . (13.23)
Nous retrouvons qu’une seule branche de coupure de l’inte´grale scalaire Kn4 , ce qui est normal
puisque par syme´trie, nous avons rassemble´ les diagrammes des deux branches, en diagramme
d’une seule branche. Mais on peut effectuer l’ope´ration inverse en utilisant la conservation de
l’e´nergie impulsion des moments externes. Comme [12][34]〈12〉〈34〉 est invariant par permutation, on peut
donc partager l’amplitude en deux termes et utiliser la conservation de l’e´nergie impulsion et une
permutation dans l’un des termes pour retrouver la discontinuite´ autour de la deuxie`me branche
de coupure :
Disc2 (As4(+ + ++)) = (e
√
2)4
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉 (Disc2,s12 (K
n
4 (1234)) + Disc2,s14 (Kn4 (1234)))
(13.24)
= (e
√
2)4
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉Disc2 (K
n
4 (1234)) . (13.25)
13.2.4 Conclusions
Quelque soit la me´thode, la discontinuite´ s’e´crit de la meˆme fac¸on (13.14, 13.20, 13.25). Ceci est
duˆ au fait que l’amplitude ne contient que des fonctions a` quatre points, donc on ne perd aucune
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information avec une me´thode a` quatre coupures plutoˆt qu’a` deux ou trois coupures. On multiplie
le re´sultat par le facteur K = i(4pi)−n/2 et la reconstruction est automatique :
As4(+ + ++) = i
(e
√
2)4
(4pi)n/2
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉K
n
4 (1234) = 4iα
2
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉K
n
4 (1234) , (13.26)
ou` α = e2/4pi. Nous retrouvons les re´sultats de [96]. Comme [12][34]〈12〉〈34〉 est invariant par permutation,
alors l’amplitude As(+ + ++) peut eˆtre e´crite au premier ordre en ² (AppendiceA) :
As4(+ + ++) = −4iα2
[12][34]
〈12〉〈34〉 + 4iα
2m4
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉I
n
4 (1234) +O(²). (13.27)
Dans la limite ou` la masse du scalaire devient nulle m2 → 0, nous retrouvons les re´sultats connus
[97, 18], et celui calcule´ dans le chapitre pre´ce´dent de l’amplitude d’he´licite´ As4(+ + ++) :
As4(+ + ++) −−−−→
m2→0
−4iα2 [12][34]〈12〉〈34〉 +O(²). (13.28)
Maintenant on va calculer l’amplitude d’he´licite´ suivante avec trois photons d’he´licite´s positives et
un photon d’he´licite´ ne´gative As4(−+++).
13.3 Amplitude d’he´licite´ As4(1−, 2+, 3+, 4+).
13.3.1 Me´thode a` quatre coupures
Les quatre propagateurs sont coupe´s, donc la discontinuite´ Disc4 (As4(−+++)) s’e´crit :
Disc4 (As4(−+++)) =
1
4
∑
σ(1,2,3,4)
D21
D22
D23
p+3
p+4D
2
4p
−
1
p+2
.
Avec les re`gles de Feynman, la discontinuite´ Disc4 (As4(−+++)) s’e´crit :
Disc4 (As4(−+++)) = (e
√
2)4
∑
σ(2,3,4)
∫
dnQ
[rq11]
[1r]
〈Rq22〉
〈R2〉
〈Rq33〉
〈R3〉
〈Rq44〉
〈R4〉 δ
(
D21, D
2
2, D
2
3, D
2
4
)
.
(13.29)
On coupe l’inte´grant en deux groupes de deux photons : (p1, p2) et (p3, p4). Pour le premier groupe
de photons, on utilise la chaˆıne (13.7) dans la limite ou` tous les propagateurs sont sur couches de
masses :
[rq11]
[1r]
〈Rq22〉
〈R2〉 = limD21 ,D23→0
(13.7) = − 1〈231〉
(〈1q2232〉+ (µ2 +m2) [231]) . (13.30)
Pour le second groupe de photon (p3, p4), on utilise la chaˆıne (13.1). La discontinuite´ (13.29) s’e´crit :
Disc4 (As4(−+++)) =
∑
σ(2,3,4)
(e
√
2)4
[34][231]
〈34〉〈231〉
∫
dnQ
(
µ2 +m2
)2
δ
(
D21, D
2
2, D
2
3, D
2
4
)
+
∑
σ(2,3,4)
(e
√
2)4
[34]
〈34〉〈231〉
∫
dnQ〈1q2232〉
(
µ2 +m2
)
δ
(
D21, D
2
2, D
2
3, D
2
4
)
. (13.31)
Maintenant on transforme les discontinuite´s en inte´grales tensorielles ayant les bonnes coupures,
comme dans le paragraphe 10.3.2. Nous avons deux moyens pour terminer le calcul. Le premier est
138 Amplitude a` quatre photons en QED scalaire par la me´thode des coupures.
d’employer les techniques de re´duction standard (C.3) pour calculer les inte´grales tensorielles. Le
deuxie`me est d’utiliser le fait que l’on a quatre conditions qui de´finissent totalement l’impulsion
de la boucle. On va faire le calcul par cette deuxie`me voie. On commence par choisir une base
de l’espace de Minkowski a` quatre dimensions : B = {pµ2 , pµ3 , 〈2γµ3〉, 〈3γµ2〉}. Ici l’impulsion de la
boucle s’e´crit Qµ2 = q
µ
2 + µ
µ. L’impulsion qµ2 est a` quatre dimensions donc on peut l’e´crire comme
une combinaison line´aire des quatre vecteurs de la base B :
qµ2 i = ai p
µ
2 + bi p
µ
3 +
ci
2
〈2γµ3〉+ di
2
〈3γµ2〉. (13.32)
Et q2i ve´rifie les quatre conditions :
D21 = 0 ⇔ (q2 − p2)2 −
(
m2 + µ2
)
= 0 (13.33)
D22 = 0 ⇔ q22 −
(
m2 + µ2
)
= 0 (13.34)
D23 = 0 ⇔ (q2 + p3)2 −
(
m2 + µ2
)
= 0 (13.35)
D24 = 0 ⇔ (q2 + p3 + p4)2 −
(
m2 + µ2
)
= 0. (13.36)
On re´soud le syste`me. Les conditions (13.33) et (13.34) imposent b = 0. Les conditions (13.34) et
(13.35) imposent a = 0. Cependant la deuxie`me condition (13.34) dit cd = −m2+µ2s23 . Enfin, avec
les deux conditions (13.35) et (13.36), on obtient c〈243〉+ d〈342〉 = −s34. La me´thode des quatre
coupures nous dit que le coefficient devant la deuxie`me inte´grale tensorielle a` quatre points de
(13.31) sera :
1
2
〈1
2∑
i=1
q2i232〉 = −
t
2
〈123〉
∑
i
ci =
st
2
〈123〉
〈243〉 . (13.37)
Cette dernie`re expression est le coefficient devant l’inte´grale scalaire J n4 de (13.31). Au final cette
discontinuite´ s’e´crit :
Disc4 (As4(−+++)) = (e
√
2)4
∑
σ(2,3,4)
[34][231]
〈34〉〈231〉Disc4
(
Kn4 +
ts
2u
J n4
)
. (13.38)
13.3.2 Me´thode a` trois coupures
La me´thode a` trois coupures impose trois propagateurs sur couches de masses. Cette fois il
y a un photon d’he´licite´ ne´gative. Pour ne pas briser les syme´tries, plutoˆt que de calculer la
discontinuite´ de deux branches de coupures, on calculera la discontinuite´ autour de trois branches
de coupures et on multipliera par un facteur 1/2. La conservation de la syme´trie nous permet de
reconstruire plus facilement les discontinuite´s. En terme de diagrammes coupe´s, cette discontinuite´
Disc3 (As4(−+++)) s’e´crit :
Disc3
(
Ascalar4 (−+++)
)
=
1
2
∑
σ(2,3,4)
 D21
D22
D23
p+3
p+4D
2
4p
−
1
p+2
+
1
2
D21
D22
D23
p+3
p+4D
2
4p
−
1
p+2
+
1
2
D21
D22
D23
p23
D24
p+2
p−1 p
+
4
 ,
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et graˆce aux re`gles de Feynman :
Disc3
(
Ascalar4 (−+++)
)
=
1
2
∑
σ(2,3,4)
(−i
√
2e)4
∫
dnQ
 ∑
σ(1,2)
[rq11]
[1r]
i
D21
〈Rq22〉
〈R2〉
( 〈Rq33〉
〈R3〉
〈Rq44〉
〈R4〉
)
δ
(
D22
)
δ
(
D23
)
δ
(
D24
)
+
∫
dnQ
 ∑
σ(2,3)
〈Rq22〉
〈R2〉
i
D22
〈Rq33〉
〈R3〉
( 〈Rq44〉
〈R4〉
[rq11]
[1r]
)
δ
(
D21
)
δ
(
D23
)
δ
(
D24
)
+
∫
dnQ
 ∑
σ(3,4)
〈Rq33〉
〈R3〉
i
D23
〈Rq44〉
〈R4〉
( [rq11]
[1r]
〈Rq12〉
〈R2〉
)
δ
(
D21
)
δ
(
D22
)
δ
(
D24
)
. (13.39)
On calcule la premie`re chaˆıne
∑
σ(1,2)
[rq11]
[1r]
i
D21
〈Rq22〉
〈R2〉 graˆce a` la chaˆıne (13.7) dans la limite ou` le
propagateur D23 est sur couches de masses :∑
σ(1,2)
[rq11]
[1r]
i
D21
〈Rq22〉
〈R2〉 = limD23→0
(13.7)
= − i〈231〉
(
〈1q2232〉+
(
µ2 +m2
)
[231]
D21
+
〈1q2312〉+
(
µ2 +m2
)
[231]
D
′
1
2
)
.
(13.40)
Pour les deux chaˆınes 〈Rq44〉〈R4〉
[rq11]
[1r] et
[rq11]
[1r]
〈Rq12〉
〈R2〉 , on utilise encore la chaˆıne (13.7) dans la limite
ou` le propagateur interne est sur couches de masses. On obtient :
〈Rq44〉
〈R4〉
[rq11]
[1r]
= lim
D
′
1
2→0
(13.7) =
(−s12 +D22) [4q41]〈421〉 − (µ2 +m2) [421]〈421〉 (13.41)
[rq11]
[1r]
〈Rq12〉
〈R2〉 = limD12→0 (13.7) =
(−s14 +D23) [2q11]〈231〉 − (µ2 +m2) [231]〈231〉 . (13.42)
Les deux autres chaˆınes ont de´ja` e´te´ calcule´es. On rassemble les diffe´rents termes dans la dis-
continuite´ (13.39). On obtient un certain nombre d’inte´grales tensorielles que l’on inte`gre avec
(C.3, C.4). Parmi ces inte´grales, il y a des triangles tensoriels. Un certain nombre d’entre eux sont
nuls. Par exemple, conside´rons un triangle tensoriel line´aire a` une masse externe s23 : I3(s23)(q
µ
i ).
Ce triangle, par re´duction, s’exprime comme une combinaison line´aire de tenseurs constitue´s par
ces deux pattes externes (Appendice C) : I3(s23)(q
µ
i ) = A p
µ
1 +B p
µ
4 . Comme les impulsions p1 et
p4 sont de type lumie`re, alors la contraction de cette inte´grale par le produit spinoriel 〈1γµ4〉 est
nulle : I3(s23)(〈16qi4〉) = 0. Apre`s inte´gration, nous avons une combinaison line´aire de discontinuite´
d’inte´grales a` deux, trois et quatres points. Certaines d’entre elles sont factices. Par exemple sij est
un invariant d’une fonction a` trois points une masse I3(skl) si la masse skl de ce triangle correspond
a` cet invariant skl = sij . Pour les fonctions a` deux points il se passe exactement la meˆme chose.
Les triangles et les bulles dont les masses externes ne correspondent pas a` l’invariant sont factices.
On les enle`ve du re´sultat. Elles apparaissent car on a transforme´ les discontinuite´s en inte´grales de
Feynman. Pour reconstruire la discontinuite´ d’une fonction a` quatre points, on a besoin de deux
coupures alors que pour les fonctions a` deux et trois points, seule une coupure est suffisante. Au
final la discontinuite´ s’e´crit :
Disc3 (As4(−+++)) = (e
√
2)4
∑
σ(2,3,4)
[34][231]
〈34〉〈231〉Disc3
(
Kn4 (1234) +
st
2u
J n4 (1234)
+
(
s2 + t2 + u2
2tu
)
J n3 (s)
)
. (13.43)
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13.3.3 Me´thode a` deux coupures
Chaque diagramme est coupe´ dans les deux canaux. On a :
Disc2
(
Ascalar4 (−+++)
)
=
1
4
∑
σ(2,3,4)
 D21
D22
D23
p+3
p+4D
2
4p
−
1
p+2
+ D21
D22
D23
p+3
p+4D
2
4p
−
1
p+2
 .
Comme les diagrammes sont doubles, on les rassemble et on trouve :
Disc2 (As4(−+++)) =
(e
√
2)4
2
∑
σ(2,3,4)
∫
dnQ
 ∑
σ(1,2)
[rq11]
[1r]
i
D21
〈Rq22〉
〈R2〉

∗
 ∑
σ(3,4)
〈Rq33〉
〈R3〉
i
D23
〈Rq44〉
〈R4〉
 δ (D22) δ (D24) . (13.44)
Les deux chaˆınes correspondent a` (13.7) et (13.5). On inte`gre les inte´grales tensorielles avec (C.3)
et (C.4). Comme dans le paragraphe pre´ce´dent, on ne garde que les inte´grales non factices, puis
on reconstruit les discontinuite´s :
Disc2 (As4(−+++)) =
∑
σ(2,3,4)
(e
√
2)4
[34][231]
〈34〉〈231〉Disc2
(
Kn4 (1234) +
st
2u
J n4 (1234)
+
(
s2 + t2 + u2
2tu
)
J n3 (s)
)
. (13.45)
13.3.4 Conclusions
Le re´sultat de la me´thode a` quatre coupures (respectivement a` trois et deux coupures) est
donne´ dans (13.38) (respectivement (13.43) et (13.45)). On voit que la me´thode a` quatre coupures
n’est pas suffisante pour reconstruire toute l’amplitude As(−+++), on doit utiliser la me´thode a`
deux ou trois coupures. Cependant, la me´thode a` quatre coupures permet d’obtenir tre`s facilement
les coefficients devant les boites, mais pas les coefficients devant les triangles et les bulles, ce qui
paraˆıt normal puisqu’elle impose de couper quatre propagateurs. L’amplitude As(−+++) s’e´crit
en rajoutant le facteur K :
As4(−+++) =
∑
σ(2,3,4)
4iα2
[34][231]
〈34〉〈231〉
(
Kn4 (1234)−
st
2u
J n4 (1234) +
(
s2 + t2 + u2
2tu
)
J n3 (s)
)
.
(13.46)
Graˆce a` l’identite´ de Schouten, on montre que [34][231]〈34〉〈231〉 est invariant par permutation, donc l’am-
plitude As(−+++) s’e´crit au premier ordre en ² :
As4(−+++) = −4iα2
[34][231]
〈34〉〈231〉 + 4iα
2m4
∑
σ(2,3,4)
[34][231]
〈34〉〈231〉I
n
4 (1234)
+ 4iα2m2
∑
σ(2,3,4)
[34][231]
〈34〉〈231〉
(
− st
2u
In4 (1234) +
(
s2 + t2 + u2
2tu
)
In3 (s)
)
+O(²). (13.47)
Dans la limite non massive m2 → 0, en utilisant les formules sur les inte´grales scalaires (Appendice
A) :
As4(−+++) −−−−→
m2→0
−4iα2 [34][231]〈34〉〈231〉 +O(²), (13.48)
on retrouve les re´sultats connus [18, 97]. Maintenant, on va calculer la dernie`re amplitude d’he´licite´
avec deux photons d’he´licite´ ne´gatives et deux d’he´licite´ positives : As4(−−++). On appelle souvent
cette amplitude d’he´licite´ : MHV.
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13.4 Amplitude d’he´licite´ As4(1−, 2−, 3+, 4+).
13.4.1 Me´thode a` quatre coupures
L’une des difficulte´s de cette amplitude d’he´licite´ est le fait qu’il y a deux topologies d’he´licite´s
diffe´rentes. La topologie la plus simple est constitue´e de photons adjacents de meˆme he´licite´, alors
que la plus complique´e posse`de une alternance des he´licite´s. La discontinuite´ a` quatre coupures de
ces deux topologies s’e´crit :
Disc4 (As4(−−++)) =
∑
σ(1,2)
∑
σ(3,4)
D21
D22
D23
p+3
p+4D
2
4p
−
1
p−2
+
∑
σ(1,2)
D21
D22
D23
p+4D
2
4p
−
1
p+3 p−2
.
Avec les re`gles de Feynman, on a :
Disc4
(
Ascalar4 (−−++)
)
= (e
√
2)4
∑
σ(1,2)
∑
σ(3,4)
∫
dnQ
[rq11]
[1r]
[rq22]
[2r]
〈Rq33〉
〈R3〉
〈Rq44〉
〈R4〉 δ
(
D21, D
2
2, D
2
3, D
2
4
)
+ (e
√
2)4
∑
σ(1,2)
∫
dnQ
[rq11]
[1r]
〈Rq23〉
〈R3〉
[rq32]
[2r]
〈Rq44〉
〈R4〉 δ
(
D21, D
2
2, D
2
3, D
2
4
)
(13.49)
= I1 + I2. (13.50)
On a se´pare´ les deux topologies en deux inte´grales I1 et I2. En appliquant deux fois la chaˆıne
(13.1), la premie`re topologie I1 s’e´crit directement :
I1 = (e
√
2)4
∑
σ(1,2)
∑
σ(3,4)
〈12〉
[12]
[34]
〈34〉Disc4 (K
n
4 (1234)) . (13.51)
Pour calculer la deuxie`me topologie I2, on transforme les spineurs pour re´tablir l’invariance de
jauge en multipliant le nume´rateur et le de´nominateur par le spineur [12] ou le spineur 〈34〉 puis en
effectuant des rotations de matrices gamma comme dans la de´monstration de la la formule (13.1) :
[rq11]
[1r]
[rq32]
[2r]
=
[rq11]
[1r]
[rq32]
[2r]
[12]
[12]
= −〈1q1q32〉
[12]
= −〈12〉
(
µ2 +m2
)
+ 〈14q32〉
[12]
(13.52)
〈Rq23〉
〈R3〉
〈Rq44〉
〈R4〉 =
〈Rq23〉
〈R3〉
〈Rq44〉
〈R4〉
〈34〉
〈34〉 = −
[3q2q44]
〈34〉 = −
[34]
(
µ2 +m2
)
+ [3q224]
〈34〉 . (13.53)
Avec (13.52) et (13.53), la topologie I2 devient une somme de quatres termes que l’on de´veloppe
et que l’on inte`gre avec (C.3, C.4) :
I2 = 2(e
√
2)4
〈12〉[34]
[12]〈34〉
(
Disc4 (Kn4 (1324)) +
2ut
s
Disc4 (J n4 (1324)) +
u2t2
2s2
Disc4 (In4 (1324))
)
.
(13.54)
La discontinuite´ contient des inte´grales a` quatre points en dimension n : In4 . Cette inte´grale scalaire
en the´orie non massive a des divergences infrarouges. Cependant aucun diagramme ne diverge dans
l’infrarouge, donc cette divergence doit eˆtre compense´e par la pre´sence d’autres inte´grales scalaires
divergentes dans l’infrarouge, comme des inte´grales scalaires a` trois points. Si on a des triangles
en the´orie non massive alors il y en aura tre`s certainement en the´orie massive. Pour simplifier le
proble`me, il est pre´fe´rable de transformer les boites de dimension n en boites de dimension n+ 2,
qui ne sont plus divergentes dans l’infrarouge. On espe`re, avec cette transformation, e´liminer toutes
les inte´grales divergentes dans l’infrarouge et avoir un re´sultat plus compact. Cette transformation
line´aire
(
In4 → In+24
)
est donne´e par la formule (B.9). Finalement l’inte´grale I2 devient :
I2 = 2(e
√
2)4
〈12〉[34]
[12]〈34〉
(
Disc4 (Kn4 (1324))−
tu
s
Disc4
(
In+24 (1324)
))
. (13.55)
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Apre`s re´duction, comme la discontinuite´ Disc4 (As(−−++)) est la somme de l’inte´grale I1 donne´e
par (13.51) et de l’inte´grale I2 donne´e par (13.55), on a :
Disc4 (As(−−++)) = (e
√
2)4
〈12〉
[12]
[34]
〈34〉
−2tu
s
Disc4
(
In+24 (1324)
)
+
∑
σ(2,3,4)
Disc4 (Kn4 (1234))
 .
(13.56)
13.4.2 Me´thode a` trois coupures
On coupe l’amplitude As4(−−++) dans deux canaux diffe´rents avec trois coupures. La discon-
tinuite´ s’e´crit, en terme de diagrammes coupe´s :
Disc3
(
Ascalar(−−++)) =1
4
∑
σ(1,2)
∑
σ(3,4)
 D21
D22
D23
p+3
p+4D
2
4p
−
1
p−2
+ D21
D22
D23
D24p
+
3
p+4 p
−
1
p−2

+
1
4
∑
σ(1,2)
∑
σ(1,3)
∑
σ(2,4)
 D21
D22
D23
D24 p
+
4
p+3
p−1
p−2
+ D21
D22
D23
D24p
−
1
p−2
p+3
p+4
 .
Graˆce aux re`gles de Feynman, cette discontinuite´ devient :
Disc3 (As(−−++)) = (−i
√
2e)4
4
[
∑
σ(1,2)
∑
σ(3,4)
∫
dnQ
∑
σ(1,2)
(
[rq11]
[1r]
i
D21
[rq22]
[2r]
) 〈Rq33〉
〈R3〉
〈Rq44〉
〈R4〉 δ
(
D22, D
2
3, D
2
4
)
+
∑
σ(1,2)
∑
σ(3,4)
∫
dnQ
∑
σ(3,4)
( 〈Rq13〉
〈R3〉
i
D21
〈Rq24〉
〈R4〉
)
[rq31]
[1r]
[rq42]
[2r]
δ
(
D22, D
2
3, D
2
4
)
+
∑
σ(1,2)
∑
σ(1,3)
∑
σ(2,4)
∫
dnQ
∑
σ(1,3)
(
[rq11]
[1r]
i
D21
〈Rq23〉
〈R3〉
)
[rq32]
[2r]
〈Rq44〉
〈R4〉 δ
(
D22, D
2
3, D
2
4
)
+
∑
σ(1,2)
∑
σ(1,3)
∑
σ(2,4)
∫
dnQ
∑
σ(1,4)
(
[rq11]
[1r]
i
D21
〈Rq24〉
〈R4〉
)
[rq32]
[2r]
〈Rq43〉
〈R3〉 δ
(
D22, D
2
3, D
2
4
) .
(13.57)
On ne va pas de´velopper tout le calcul car il n’y a aucune difficulte´. Toutes les chaˆınes ont de´ja`
e´te´ calcule´es. On re´duit les inte´grales tensorielles avec les formules (C.3, C.4). Puis, on utilise la
formule (B.9) pour transformer les boites a` n dimensions en boites a` (n+ 2) dimensions. Au final
on trouve :
Disc3 (As(−−++)) = (e
√
2)4
〈12〉
[12]
[34]
〈34〉
−2tu
s
Disc3
(
In+24 (1324)
)
+
∑
σ(2,3,4)
Disc3 (Kn4 (1234))
+
∑
σ(1,2)
(
t− u
s
Disc3 (In2 (u)) + 4
u
s
Disc3 (J n3 (u))
) . (13.58)
13.4.3 Me´thode a` deux coupures
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On a deux topologies d’he´licite´s. Pour chaque topologie, on calcule la discontinuite´ dans chaque
branche. La discontinuite´ de l’amplitude As4(−−++) s’e´crit :
Disc2 (As(−−++)) = 12
 D21
D22
D23
p+3
p+4D
2
4p
−
1
p−2
+ D21
D22
D23
p+4D
2
4p
−
1
p+3p−2

+
1
2
∑
σ(1,2)
 D21
D22
D23
p+4D
2
4p
−
1
p+3
p−2
+ D21
D
2
2
D
2
3
P
+
4
D
2
4P
−
1
P
+
3 P
−
2
 .
Les diagrammes coupe´s sont doubles. On les rassemble et on les e´crit formellement :
Disc2 (As(−−++)) = (−i
√
2e)4
∫
dnQ
∑
σ(1,2)
(
[rq11]
[1r]
i
D21
[rq22]
[2r]
)
∑
σ(3,4)
( 〈Rq33〉
〈R3〉
i
D23
〈Rq44〉
〈R4〉
)
δ
(
D22, D
2
4
)
+ (−i
√
2e)4
∑
σ(1,2)
∫
dnQ
∑
σ(1,3)
(
[rq11]
[1r]
i
D21
〈Rq23〉
〈R3〉
)
∑
σ(2,4)
(
[rq32]
[2r]
i
D23
〈Rq44〉
〈R4〉
)
δ
(
D22, D
2
4
)
. (13.59)
On a me´lange´ les topologies pour former des chaˆınes invariantes de jauge. La plupart des chaˆınes
ont de´ja` e´te´ calcule´es, sauf dans la deuxie`me inte´grale ou` il est pre´fe´rable de reconstruire une
unique chaˆıne de spineurs au nume´rateur :∑
σ(1,3)
[rq11]
[1r]
i
D21
〈Rq23〉
〈R3〉 = −
i
u
[3q41]2
∑
σ(1,3)
1
D21
(13.60)
∑
σ(2,4)
[rq32]
[2r]
i
D23
〈Rq44〉
〈R4〉 = −
i
u
[4q22]2
∑
σ(2,4)
1
D23
. (13.61)
En rassemblant les expressions, la discontinuite´ Disc2 (As(−−++)) devient :
Disc2 (As(−−++)) = (e
√
2)4
∑
σ(1,2)
∑
σ(3,4)
〈12〉
[12]
[34]
〈34〉Disc2,s12 (K
n
4 (1234))
− (e
√
2)4
∑
σ(1,2)
1
u2
∫
dnQ
[3q41]2 ∑
σ(1,3)
1
D21
[4q22]2 ∑
σ(2,4)
1
D23
 δ (D22, D24) (13.62)
= I1 + I2. (13.63)
Maintenant on simplifie la deuxie`me inte´grale I2. On commence par introduire les deux spineurs
〈34〉 et [12] pour former quatre inte´grales avec une meˆme chaˆıne spinorielle :
I2 = (e
√
2)4
∑
σ(1,2)
i2〈12〉[34]
u2s2[12]〈34〉
∫
dnQ〈1q134q321q134q321〉(
1
D21
+
1
D
′
1
2
)(
1
D23
+
1
D
′
3
2
)
δ
(
D22, D
2
4
)
. (13.64)
On a quatre inte´grales de rangs quatres. On utilise les techniques standards de re´duction. Mais ici
il y a un axe de coupure qui est un axe de syme´trie pour les topologies. La distribution des he´licite´s
est syme´trique ou antisyme´trique autour de cet axe. On utilise cette axe de syme´trie pour simplifier
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l’expression de I2. On commence par simplifier les notations : q2 = q, et on e´crit le nume´rateur
comme le carre´ du scalaire P , selon l’axe de syme´trie :
〈1q134q321q134q321〉 = 〈1q34q21q34q21〉 = 〈1q34q21〉〈1q34q21〉 = P 2. (13.65)
Pour diminuer le rang de P , on transforme P comme une combinaison line´aire de de´nominateurs
D2i :
〈1q34q21〉 = 2(q.4)〈1q321〉 − 2(q.3)〈1q421〉+ (µ2 +m2) 〈13421〉. (13.66)
Le rang de P a bien diminue´. Maintenant pour continuer de simplifier P , il faut connaˆıtre la distri-
bution exacte des photons dans la boucle. Les produits scalaires 2(pj .qi) peuvent eˆtre e´crit comme
une somme de de´nominateurs et de variables de Mandelstam. Beaucoup de triangles tensoriels sont
nuls et peuvent eˆtre simplifie´s avec (C.2). Enfin comme la QED n’a pas de structure de couleur,
alors les permutations simplifient le re´sultat. On re´ite`re le processus et on finit le calcul avec les
formules d’inte´gration (C.3, C.4). On rassemble les deux inte´grales I1 et I2 pour reconstruire la
discontinuite´ Disc2 (As(−−++)) :
Disc2 (As(−−++)) =(e
√
2)4
〈12〉
[12]
[34]
〈34〉
−2tu
s
Disc2
(
In+24 (1324)
)
+
∑
σ(2,3,4)
Disc2 (Kn4 (1234))
+
∑
σ(1,2)
(
t− u
s
Disc2 (In2 (u)) + 4
u
s
Disc2 (J n3 (u))
) . (13.67)
13.4.4 Conclusions
Les formules (13.56, 13.58, 13.67) donnent les discontinuite´s Disci (As(−−++)) avec respec-
tivement quatre, trois et deux coupures. La me´thode a` quatre coupures n’est pas suffisante pour
reconstruire toute l’expression de l’amplitude As(−−++), alors qu’elle est vraiment efficace pour
calculer les coefficients devant les inte´grales a` quatre points. On reconstruit l’amplitude sans oublier
le facteur K :
As4(−−++) = 4 iα2
〈12〉
[12]
[34]
〈34〉
−2tu
s
In+24 (1324) +
∑
σ(2,3,4)
Kn4 (1234)
+
∑
σ(1,2)
(
t− u
s
In2 (u) + 4
u
s
J n3 (u)
) . (13.68)
Cette expression est valable pour tout ordre en ². La compacite´ du re´sultat vient du fait qu’il y a
une syme´trie dans la structure des he´licite´s : il y a autant d’he´licite´s ne´gatives que positives. De
plus, graˆce a` l’utilisation d’inte´grales scalaires a` quatre points a` n + 2 dimensions plutoˆt qu’a` n
dimensions, tous les triangles sauf les « extra-triangles » J3 ont e´te´ e´limine´s. Le de´veloppement
au premier ordre en ² nous donne :
As4(−−++) = 4 iα2
〈12〉
[12]
[34]
〈34〉
1− 2tu
s
In+24 (1324) +
∑
σ(1,2)
(
t− u
s
In2 (u) + 4m
2u
s
In3 (u)
)
+ m4
∑
σ(2,3,4)
In4 (1234)
+O(²). (13.69)
Avec quatre coupures, on ne peut pas obtenir les coefficients devant les inte´grales scalaires a`
deux et trois points. Cependant, on remarque que la me´thode a` trois coupures est suffisamment
puissante pour calculer les coefficients devant toutes les inte´grales scalaires. Les termes rationnels
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sont de´crits par les extra-inte´grales scalaires J ni et Kni . Si on prend la limite des scalaires de masses
nulles (m2 → 0), alors on retrouve les re´sultats connus [18, 97]. Au premier ordre en ², on a :
As4(−−++) −−−−→
m2→0
4 iα2
〈12〉
[12]
[34]
〈34〉
{
1− 2ut
s
In+24 (1324) +
t− u
s
(In2 (u)− In2 (t))
}
+O(²). (13.70)
13.5 Re´sume´ et discussions.
13.5.1 L’amplitude a` quatre photons en QED scalaire massive
Les trois amplitudes d’he´licite´s a` quatre photons sont (13.26, 13.46, 13.68) :
As4(+ + ++) = 4 i α2
∑
σ(2,3,4)
[12][34]
〈12〉〈34〉K
n
4 (1234) (13.71)
As4(−+++) = 4 i α2
∑
σ(2,3,4)
[34][231]
〈34〉〈231〉
(
Kn4 +
st
2u
J n4 (1234) +
(
s2 + t2 + u2
2tu
)
J n3 (s)
)
(13.72)
As4(−−++) = 4 i α2
〈12〉
[12]
[34]
〈34〉
−2tu
s
In+24 (1324) +
∑
σ(2,3,4)
Kn4 (1234)
+
∑
σ(1,2)
(
t− u
s
In2 (u) + 4
u
s
J n3 (u)
) . (13.73)
Seule l’amplitude MHV a une structure analytique au premier ordre en ², alors que les deux
amplitudes As4(+ + ++) et As4(− + ++) ne sont que des termes rationnels. Dans la limite non
massive, on retrouve les re´sultats obtenus dans le chapitre 12.
13.5.2 Les termes rationnels
Dans cet exemple tre`s simple, l’amplitude a` quatre photons, tous les termes rationnels viennent
des extra-inte´grales scalaires J ni et Kni . On peut discuter un peu de l’origine de ces termes ration-
nels. Si on conside`re une boucle dans le sche´ma de re´gularisation FDHS (parag. 10.7), alors tous
les termes rationnels viennent de la premie`re origine dans ce paragraphe. L’amplitude a` quatre
photons en QED scalaire s’e´crit pour un diagramme :
A4 =
∫
dnQ
ε1.Q1ε2.Q2ε3.Q3ε4.Q4
D21D
2
2D
2
3D
2
4
. (13.74)
Le sche´ma d’he´licite´ impose que les vecteurs polarisations soient a` quatre dimensions. Par conse´quent,
comme les deux espaces a` quatre et a −2² dimensions sont orthogonaux, alors : εi.Qi → εi.qi. Lors
de la re´duction des inte´grales, des termes q2i vont apparaˆıtre. Seulement, si on veut les simplifier
avec les de´nominateurs, alors il faut ajouter et soustraire m2 + µ2 :
q2i → D2i + (m2 + µ2). (13.75)
Pour calculer les termes rationnels, il suffit alors d’effectuer une transformation line´aire de la masse
des scalaires : m2 → m2 + µ2.
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13.5.3 Me´thodes a` plusieurs coupures
Nous avons utilise´ trois me´thodes d’unitarite´ : la me´thode a` deux, trois ou quatre coupures.
On remarque que plus il y a de coupures et plus on a de propagateurs sur couche de masse et plus
le calcul est simple. Mais, plus on a de coupures, et moins de coefficients devant les inte´grales sont
calculables. Avec quatre coupures, on ne peut calculer que les coefficients devant les boites, alors
qu’avec deux et trois coupures, on peut calculer les coefficients devant les boites, les triangles et
les bulles.
On conside`re une boucle a` quatre photons avec deux coupures. On l’appelle la coupure principale :
elle entoure un invariant. Maintenant on rajoute une coupure. Cette coupure partage un invariant
constitue´ de deux photons sur couches de masses en deux arbres ayant chacun un photon sur couche
de masse. Ces arbres ne sont pas des invariants, donc aucun invariant n’a e´te´ cre´e, ni perdu, puisqu’il
reste l’invariant entoure´ par la coupure principale. Donc, en passant de la me´thode a` deux coupures
a` la me´thode a` trois coupures, l’on a ni perdu, ni gagne´ d’information sur la structure analytique
de l’amplitude. Ceci explique pourquoi nous obtenons le meˆme re´sultat avec deux ou trois coupures
et pourquoi lors des re´ductions de la me´thode a` trois coupures, les bulles respectant la coupure
principale ne sont pas factices. Cependant la me´thode a` trois coupures a l’avantage d’imposer une
condition de re´alite´ en plus et donc de simplifier la re´duction (parag. 10.3.3).
Chapitre 14
Amplitudes a` quatre photons en
QED et en QEDN=1.
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14.1 Amplitude a` quatre photons en QED.
14.1.1 Amplitude d’he´licite´ AS4 (1±, 2+, 3+, 4+)
Graˆce a` la proposition 3.3.2, on a directement :
AS4 (±+++) = −2As4(±+++). (14.1)
14.1.2 Amplitude d’he´licite´ AS4 (−−++) par la me´thode des quatre cou-
pures
La me´thode a` quatre coupures impose que les quatre propagateurs soient sur couches de
masses. On utilise la de´composition supersyme´trique d’une boucle de fermion en terme de mo-
ments magne´tiques, donne´e dans la proposition 3.3.1. Comme les quatre propagateurs D21...D
2
4
sont coupe´s alors, la discontinuite´ Disc4
(AS4 (−−++)) s’e´crit simplement :
Disc4
(AS4 (−−++)) = −12 ∑
σ(2,3,4)
∫
dnQ tr (U1U2U3U4) δ
(
D21, D
2
2, D
2
3, D
2
4
)
(14.2)
On rappelle l’inte´raction effective (de´f. 3.1.2) : Up = −ie (2kµ + pµ + iσµνpν) εµp . La discontinuite´
a donc 24 = 16 termes. Cependant graˆce a` l’expression des moments magne´tiques (3.4), on voit tout
de suite que la trace d’un seul moment est nulle tr(Mi) = 0 et qu’une trace, contenant des moments
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magne´tiques issus de champs de jauges d’he´licite´s diffe´rentes, est e´galement nulle (Appendice D).
Le de´veloppement de la discontinuite´ ne contient en fait que cinq termes. Parmi ces termes, on
reconnaˆıt la discontinuite´ en QED scalaire a` un facteur « -2 » pre`s :
Disc4
(AS4 (−−++)) = −2 Disc4 (As4(−−++))
+ (e
√
2)2
∑
σ(1,2)
∑
σ(3,4)
∫
dnQ tr (M3M4) ε1.q1 ε2.q2 δ
(
D21, D
2
2, D
2
3, D
2
4
)
+ (e
√
2)2
∑
σ(1,2)
∑
σ(3,4)
∫
dnQ tr (M1M2) ε3.q3 ε4.q4 δ
(
D21, D
2
2, D
2
3, D
2
4
)
+
(e
√
2)2
2
∑
σ(1,2)
∑
σ(3,4)
∫
dnQ tr (M3M4) ε1.q1 ε2.q3 δ
(
D21, D
2
2, D
2
3, D
2
4
)
+
(e
√
2)2
2
∑
σ(1,2)
∑
σ(3,4)
∫
dnQ tr (M1M2) ε3.q2 ε4.q4 δ
(
D21, D
2
2, D
2
3, D
2
4
)
= − 2 Disc4 (As4(−−++)) + I1 + I2 + I3 + I4. (14.3)
Le facteur « 2 » devant la discontinuite´ en QED scalaire vient du fait qu’il faut et qu’il suffit de
deux champs scalaires complexes pour fabriquer un champ spinorielle en terme de degre´ de liberte´.
Le signe « - » vient du fait qu’on transforme des bosons en fermions lors du passage de la QED
scalaire a` la QED. On retrouve le facteur de la de´composition supersyme´trique de la proposition
3.3.3. Maintenant on calcule toutes les chaˆınes dans la discontinuite´. Les traces des moments
magne´tiques sont donne´es par (D.12) et les arbres par (13.1). Apre`s inte´gration, on obtient :
Disc4
(AS4 (−−++)) = − 2 Disc4 (As4(−−++))
+ (e
√
2)4
〈12〉[34]
[12]〈34〉s
 ∑
σ(2,3,4)
Disc4 (J n4 (1234))− 2 Disc4
(
In+24 (1324)
) .
(14.4)
Par la me´thode a` deux ou trois coupures, on aurait trouve´ exactement le meˆme re´sultat.
14.1.3 Conclusions
Avec la me´thode a` deux coupures ou a` quatre coupures, les discontinuite´s s’e´crivent de la meˆme
manie`re. On reconstruit l’amplitude et on multiplie par le facteur K = 1/(4pi)−n/2 :
AS4 (−−++) = −2 As4(−−++) + 4 i α2
〈12〉[34]
[12]〈34〉s
 ∑
σ(2,3,4)
J n4 (1234)− 2 In+24 (1324)
 (14.5)
Graˆce a` l’expression de l’amplitude en QED scalaire calcule´e pre´ce´demment (13.68), l’amplitude
en QED s’e´crit :
AS(−−++) = −8 i α2 〈12〉
[12]
[34]
〈34〉
 t2 + u2
s
In+24 (1324) +
∑
σ(1,2)
(
t− u
s
In2 (u) + 4
u
s
J n3 (u)
)
(14.6)
+
∑
σ(2,3,4)
(
Kn4 (1234)−
s
2
J n4 (1234)
) , (14.7)
et dans la limite non massive, au premier ordre en ², on retrouve les re´sultats connus [18, 97] :
AS(−−++) = −8 i α2 〈12〉
[12]
[34]
〈34〉
(
1 +
t2 + u2
s
In+24 (1324) +
t− u
s
(In2 (u)− In2 (t))
)
+O (²) .
(14.8)
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On utilise directement la de´composition supersyme´trique (3.3.3) pour extraire l’amplitude su-
persyme´trique AN=14 . Comme l’amplitude AS4 obe´it cette de´composition, alors on peut directement
identifier AN=14 sans avoir besoin de calculer tous les diagrammes supersyme´triques. Avec la for-
mule (14.1) on peut identifier les amplitudes d’he´licite´ AN=14 (± + ++) et avec la formule (14.5)
on peut identifier l’amplitude d’he´licite´ AN=14 (−−++) :
AN=14 (+ + ++) = 0 (14.9)
AN=14 (−+++) = 0 (14.10)
AN=14 (−−++) = 4 i α2
〈12〉[34]
[12]〈34〉s
 ∑
σ(2,3,4)
J n4 (1234)− 2In+24 (1324)
 . (14.11)
Dans le cas non massif, au premier ordre en ², les amplitudes s’e´crivent :
AN=14 (+ + ++) = 0 (14.12)
AN=14 (−+++) = 0 (14.13)
AN=14 (−−++) = −8 i α2
〈12〉[34]
[12]〈34〉sI
n+2
4 (1324) +O (²) . (14.14)
On retrouve les re´sultats de [18] et ceux du chapitre 12. Que ce soit en the´orie massive ou non
massive, les amplitudes supersyme´triques n’ont pas de bulles, ni de triangles ni de termes rationnels,
seulement des boites.
On va commencer par prouver que les diagrammes de l’amplitude a` quatre photons en QED
supersyme´trique : N = 1 ne sont pas divergents dans l’ultraviolet. On identifie la de´composition
d’une boucle de fermions avec les moments magne´tiques (prop. 3.3.1) et la formule de de´composition
supersyme´trique (prop. 3.3.3). Comme la trace d’un moment magne´tique est nulle alors on voit que
le nume´rateur d’un diagramme supersyme´trique contient au moins deux moments magne´tiques.
On peut alors effectuer un comptage de puissance, on de´finit r la puissance de l’impulsion d’une
boucle supersyme´trique de l’amplitude a` N photons. On a alors :
r ≤ n− 1 +N − 2− 2N = 1− 2²−N (14.15)
Par conse´quent, si N ≥ 3 alors la boucle n’est pas divergente dans l’ultraviolet. Donc chaque
diagramme de l’amplitude a` quatre photons en QED supersyme´trique N = 1 n’est pas divergent
dans l’ultraviolet contrairement aux boucles en QED et en QED scalaire. Cependant, ce re´sultat
n’est pas suffisant pour affirmer qu’il n’y a pas de bulles I2 dans la re´duction d’un diagramme.
On peut toujours envisager des compensations entre divergences. Ne´anmoins les techniques de
re´ductions standards montrent qu’une boucle supersyme´trique n’engendre pas de bulles.
On suppose que la boucle est non massive. D’apre`s les propositions 9.3.1, 9.3.2,9.4.1 et 9.4.2 une
boucle de fermions ou de scalaires n’a pas de divergence infrarouge. Donc, utilisant la proposition
10.6.4 sur la nullite´ des coefficients devant les triangles, une boucle de fermions ou de scalaires n’aura
pas de triangles dans leur de´composition. Par extension supersyme´trique, une boucle en QEDN=1
n’aura pas de triangles non plus. Si maintenant la boucle est massive, alors ce raisonnement n’est
pas exact car les divergences infrarouges sont re´gularise´es. Cependant aucun triangle n’est attendu
sauf des extra-triangles scalaires.
14.3 Graphs des amplitudes.
On conside`re les deux processus physiques γ−1 +γ
−
2 → γ+3 +γ+4 et γ−1 +γ+2 → γ−3 +γ+4 dans une
boucle non massive. Les he´licite´s sont donne´es pour des photons entrants. On suppose que l’e´tat
150 Amplitudes a` quatre photons en QED et en QEDN=1.
initial est constitue´ par les deux photons 1 et 2 d’he´licite´s ne´gatives, d’e´nergie
√
s/2 et se trouvant
aligne´s le long de l’axe z. Par conservation de l’e´nergie impulsion, l’e´tat final se trouve aussi le long
d’un axe, appele´ u. Initialement on prend cet axe u confondu avec l’axe z, puis on le modifie en le
faisant tourner autour de l’axe y, perpendiculaire a` l’axe z. On a trace´ les amplitudes en fonction
de l’angle de rotation θ (Fig. 14.1).
γ2
θ
γ4
γ3
Z
γ1
Y
u
Fig. 14.1 – Configuration cine´matiques du processus a` quatre photons
L’amplitude ne de´pend pas de l’e´nergie initiale et on observe clairement les interfe´rences entre
les bosons et les fermions (Fig. 14.2).
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Fig. 14.2 – Amplitudes d’he´licite´ γ−γ− → γ+γ+ a` gauche et γ−γ+ → γ−γ+ a` droite du processus a` quatre photons.
Les divergences observe´es dans les deux amplitudes correspondent aux divergences de Coulomb
lorsque les deux photons e´mis sont dans la meˆme direction que les deux photons initiaux. L’am-
plitude de droite est disyme´trique a` cause des he´licite´s. La divergence de Coulomb est plus large
quand les photons d’entre´s et de sortis ont la meˆme he´licite´. Les limites des amplitudes en θ ' 0
et pi dans le processus −− → ++ sont :
As/S/N=14 −−−→
θ→0
A0 log(θ) +B0 log2(θ) (14.16)
As/S/N=14 −−−→
θ→pi
Api log(pi − θ) +Bpi log2(pi − θ), (14.17)
avec A0, Api, B0, Bpi des constantes et on a AN=10 = A
N=1
pi = 0. Toutes les divergences proviennent
de la fonction a` quatre points qui diverge lorsque quatres pattes externes deviennent coline´aires
deux a` deux et de la fonction a` deux points qui diverge lorsque la masse de la patte externe devient
nulle. Ce sont les variables « t » ou « u » qui s’annulent, il n’y a plus de transfert d’e´nergie entre
l’e´tat initial et l’e´tat final. Pour le processus −+→ −+, les amplitudes sont de la forme :
As/S4 −−−→
θ→0
A0
(pi − θ)4 (14.18)
AN=14 −−−→
θ→0
A0 (14.19)
As/S/N=14 −−−→
θ→pi
Api log(pi − θ) +Bpi log2(pi − θ), (14.20)
En θ ' 0 la divergence des amplitudes scalaires et spinorielles vient de la variable de Mandel-
stam « s » au de´nominateur qui s’annule. Cette variable correspond au de´terminant de Gram de
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l’inte´grale a` quatre points. La supersyme´trie fait remonter la puissance du de´terminant de Gram
et annule la divergence. La variable « s » s’annule, il n’y a plus d’e´change d’e´nergie entre les deux
e´tats initiaux et finaux. Or cette variable est la masse de deux photons de meˆme he´licite´. Donc, en
plus de l’absence d’e´change d’e´nergie, il y a la non-conservation de l’he´licite´ qui fait diverger l’am-
plitude. En θ ' pi les divergences viennent des limites des fonctions a` quatres et deux points. La`
encore les divergences correspondent au fait qu’il n’y a plus de transfert d’e´nergie de l’e´tat initial a`
l’e´tat final. Dans le cas supersyme´trique, les interfe´rences bosons-fermions annulent la divergence
de Coulomb duˆ a` la non conservation de l’he´licite´. La particule supersyme´trique qui relie les deux
e´tats transfert ou tamponne les he´licite´s qui re´sout les proble`mes de divergences. Cette e´tude ra-
pide des divergences nous montre que la diffe´rence de comportement entre les amplitudes scalaires,
spinorielles et supersyme´trique ne vient pas des termes rationnelles ni des bulles (logarithmes),
origine des divergences ultraviolettes, mais de la pre´sence du de´terminant de Gram au nume´rateur
ou au de´nominateur. De plus, l’amplitude en QED scalaire a la particularite´ de s’annuler. Enfin,
on peut aussi remarquer que la partie imaginaire de chacun des processus, quelque soit la the´orie,
est nulle. L’amplitude est purement re´elle, ce qui est normal vu que les particules sont aligne´es
deux a` deux, les spineurs sont tous re´els. En QED et en QEDN=1 cette amplitude reste strictement
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Fig. 14.3 – Partie re´elle et partie imaginaire de l’amplitude du processus γ−1 + γ−2 → γ+3 + γ+4 .
positive, alors qu’en QED scalaire l’amplitude change de signe (Fig.14.3).
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Cinquie`me partie
Amplitudes e+e−→ 2γ.
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Chapitre 15
e+ + e− → γ1 + γ2 en QED scalaire.
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Dans ce chapitre, on va e´tudier le processus e++e− → γ1+γ2 en QED scalaire. Contrairement
au processus a` quatre photons, il contient des divergences infrarouges et ultraviolettes. Les diver-
gences ultraviolettes seront traite´es par renormalisation. L’inte´reˆt est d’appliquer les me´thodes de
re´duction du chapitre 10, en vue du calcul du processus qq → gggg.
15.1 Hypothe`ses et re´ductions.
Hypothe`ses 3. Dans cette partie, on veut calculer le processus e+ + e− → γ1 + γ2 en QED
scalaire a` l’ordre d’une boucle. On supposera que toutes les particules externes sont non massives,
et que la particule dans la boucle n’a pas de masse non plus. On notera Aiee l’amplitude du processus
a` l’ordre i.
Les scalaires externes n’ont pas de polarisations, cependant les deux photons externes ont des
e´tats d’he´licite´s. On utilisera donc la me´thode des amplitudes d’he´licite´s. Pour chaque ordre il y a
seulement deux e´tats d’he´licite´s inde´pendants a` calculer :
Aiee
(
1+, 2+
)
et Aiee
(
1−, 2+
)
, (15.1)
les deux autres e´tats sont obtenus en utilisant la parite´. A` l’ordre de l’arbre, le processus est non
nul : A0ee 6= 0. On le calculera en utilisant les formules de chaˆınes calcule´es dans les chapitres 4 et
5, alors que l’on calculera l’ordre d’une boucle avec la me´thode des coupures (chap. 10). Comme
les quatre particules externes et internes sont sans masse, alors l’amplitude a` l’ordre d’une boucle
aura la meˆme de´composition que celle de l’amplitude a` quatre photons.
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Re´sultat 15.1.1. Les amplitudes d’he´licite´s du processus e++ e− → γ1+γ2, avec les hypothe`ses
3, de´crites en QED scalaire s’e´crivent :
Aee = A0ee +
∑
i∈σ+Sσ− gi I
n+2
4,0 + ji I
n
3,1 + ki I
n
2 + termes rationnels. (15.2)
ou` σ± repre´sente les permutations sur les photons d’he´licite´s positives/ne´gatives.
15.2 Les diagrammes du processus.
15.2.1 A` l’ordre de l’arbre
A` l’ordre de l’arbre, le processus e+ + e− → γ1 + γ2 en QED scalaire est de´crit par trois
diagrammes de Feynman :
A0ee (σ3, σ4) =
p1
p2
p3
p4
. (15.3)
Ces diagrammes correspondent exactement a` ceux des chaˆınes de type 1 et 2. Graˆce a` leurs expres-
sions (4.2, 5.1), on obtient directement, en faisant attention que les deux scalaires sont entrants :
A0ee (++) = 0 A0ee (−+) = −i
(
e
√
2
)2 〈32〉〈31〉
〈42〉〈41〉 . (15.4)
15.2.2 A` l’ordre d’une boucle
A` l’ordre d’une boucle, le processus est constitue´ de 29 diagrammes que l’on rassemble en deux
types de blocs :
= + + (15.5)
p3
p4
=
∑
σ(3,4)

p3
p4
+
p3
p4
+
p3
p4
+
p3
p4

+
p3
p4
. (15.6)
L’amplitude est une fonction de Green re´duite, dans le sens ou` l’on « enle`ve » les propagateurs de
pattes externes : c’est la re´duction LSZ [14, 15, 16]. On ne renormalisera donc pas les propagateurs
externes. En terme de blocs, l’amplitude s’e´crit :
Aee (σ3, σ4) =
p2
p1
p4
p3
+
∑
σ(3,4)

p2
p1
p4
p3
+
p2
p1
p4
p3
+
p2
p1
p4
p3
 .
(15.7)
Maintenant, on va calculer les diffe´rents diagrammes divergents, puis les renormaliser afin de
pouvoir calculer les diffe´rents blocs de l’amplitude nue (15.7).
15.3 Renormalisation du propagateur du photon. 157
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Le premier diagramme divergent en QED scalaire
q
µ ν
q
q1
q2
,
d’amplitude iΠµν , s’appelle le tenseur de polarisation du vide, car il traduit la pre´sence de paire
« fermion-antifermion », bien qu’ici ce soit des scalaires qui polarisent le vide autour du scalaire.
Son amplitude s’e´crit :
iΠµν = (−ie)2i2µ(4−n)i(4pi)−n/2
∫
dnQ
(Q1 +Q2)
µ (Q1 +Q2)
ν
D21D
2
2
(15.8)
= −2i(4pi)−n/2e2µ(4−n)KIn+22
(
ηµν − q
µqν
q2
)
(15.9)
= iΠ
(
q2
)(
ηµν − q
µqν
q2
)
, (15.10)
avec Π
(
q2
)
= −2(4pi)−n/2 e2µ(4−n) K In+22 . Ce tenseur est donc proportionnel a` une inte´grale
a` deux points qui est divergente dans l’ultraviolet. On e´limine cette divergence par l’ajout d’un
contre-terme de diagramme et de re`gle de Feynman :
q
− i (Z3 − 1)
(
ηµν − q
µqν
q2
)
q2 (15.11)
Avec l’ajout de ce contre-terme, le tenseur polarisation devient renormalise´ :
iΠµν → iΠµνR = i
(
ηµν − q
µqν
q2
)(
Π
(
q2
)− q2 (Z3 − 1)) (15.12)
On note ΠR
(
q2
)
= Π
(
q2
)− q2 (Z3 − 1). On ajuste alors constante Z3 = 1+ α4pi² (1− γ²+ ²ln(4pi))
de fac¸on a` e´liminer les divergences ultraviolettes. Maintenant, on peut calculer le propagateur
exact du photon a` l’ordre d’une boucle, qui est la fonction de Green a` deux points SeAµν =
TF 〈0|TAµ(x)Aµ(y)|0〉 de la propagation d’un champ de jauge Aµ en repre´sentation d’Heisenberg,
calcule´e non perturbativement. Si on additionne tous les diagrammes irre´ductibles a` une boucle,
alors le propagateur exacte du photon s’e´crit :
S−1eA µν = S−1A µν − iΠµνR , (15.13)
ou` SAµν = − iq2+iλ
(
ηµν − qµqνq2
)
+S(l)A (q
2) qµqνq2 est le propagateur libre du photon qui contient une
partie transverse et une partie longitudinale proportionnelle a` S(l)A (q
2). C’est la forme ge´ne´ralise´e
du propagateur vu dans le chapitre 1. Il s’e´crit
SµνeA = −
i
q2 −ΠR(q2)
(
ηµν − q
µqν
q2
)
+ S(l)A (q
2)
qµqν
q2
(15.14)
15.4 Renormalisation du propagateur du scalaire.
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Le deuxie`me diagramme divergent en QED scalaire
q2
q1p p
,
s’appelle ope´rateur de masse, car il traduit l’inte´raction du scalaire avec son propre champ e´lectro-
magne´tique par l’e´mission et l’absorption d’un photon virtuel. La masse mesure´e, qui est la masse
exacte du scalaire, n’est pas la masse nue. Son amplitude s’e´crit :
−iΣ(p) = (−ie)2i(−i)µ(4−n) i(4pi)−n/2
∫
dnQ
(p+ p+Q2) . (p+ p+Q2)
D21D
2
2
(15.15)
= −2i(4pi)−n/2e2µ(4−n) p2 In2 (15.16)
= −i p2Σ (p2) . (15.17)
La pre´sence d’une inte´grale In2 dans Σ
(
p2
)
= 2(4pi)−n/2e2 µ(4−n) In2 introduit des divergences
l’ultraviolettes. On e´limine cette divergence par l’ajout d’un contre-terme de diagramme et de re`gle
de Feynman :
p
i (Z2 − 1) p2. (15.18)
L’ope´rateur de masse devient renormalise´ :
−iΣ(p) → −iΣR (p) = −i p2
(
Σ
(
p2
)− (Z2 − 1)) . (15.19)
On note ΣR
(
p2
)
= Σ
(
p2
)− (Z2 − 1). On ajuste la constante Z2 = 1− α2pi² (1− γ²+ ²ln(4pi)) pour
e´liminer les divergences ultraviolettes. Maintenant, on peut calculer le propagateur exact du scalaire
a` une boucle, qui est e´gal a` la fonction de Green a` deux points Seφ3 = TF 〈0|Tφ(x)φ†(y)|0〉 de la
propagation d’un champ φ en repre´sentation d’Heisenberg. Si on additionne tous les diagrammes
irre´ductibles a` une boucle, alors ce propagateur exact s’e´crit :
S−1eφ3 = S−1φ3 − (−iΣR(p)) , (15.20)
ou` Sφ = ip2+iλ est le propagateur libre du scalaire. On en de´duit alors le propagateur exact du
scalaire :
Seφ3 = i
p2 − p2ΣR (p2) . (15.21)
L’inte´raction du scalaire avec son propre champ e´lectromagne´tique lui cre´e une masse de valeur
m2 = p2ΣR
(
p2
)
.
15.5 Renormalisation du vertex simple.
On conside`re l’ensemble des diagrammes du premier bloc (15.5). Toutes les particules sont
q1
q3
q2
q2
q3
p2p2p2
kµ kµ k
µ
p1 p1p1
q3
q1
Fig. 15.1 – Diagrammes associe´s au vertex simple en QED scalaire
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entrantes et l’on suppose que les deux scalaires sont non massifs mais hors couche de masse. En
utilisant les re`gles de Feynman, l’amplitude associe´e a` ces trois diagrammes s’e´crit :
− i e (pµ1 + pµ2 ) µ
(4−n)
2 Λ (k, p1, p2) (15.22)
= − e3 µ 3(4−n)2 i(4pi)−n/2
{
2pµ1 I
n
2
(
p21
)
+ 2pµ2 I
n
2
(
p22
)
+
(
p21 + p
2
2
) ∫
dnQ
(D1 +D2)
µ
D21D
2
2D
2
3
}
(15.23)
= 2 e3 µ
3(4−n)
2 i(4pi)−n/2
{
p21
p22 − p21
pµ1 I
n
2
(
p21
)
+
p22
p21 − p22
pµ2 I
n
2
(
p22
)}
. (15.24)
Les propositions 10.6.4, 10.6.5 et 10.6.6 impliquent imme´diatement la nullite´ du coefficient de la
fonction a` trois points. Ici on ne produit que deux photons avec des e´lectrons non massifs, on aura
donc p21 = 0
−ie (pµ1 + pµ2 ) µ
(4−n)
2 Λ (k, p1, p2) = − e2 (4pi)−n/2 µ
(4−n)
2 (pµ1 + p
µ
2 ) I
n
2
(
p22
)
. (15.25)
L’inte´grale a` deux points contient des divergences ultraviolettes que l’on va compenser par un
contre-terme :
p
µ
2 − i e µ (4−n)2 (Z1 − 1) (pµ1 + pµ2 ) (15.26)
Le vertex simple devient renormalise´ :
Λ (k, p1, p2) → ΛR (k, p1, p2) = Λ (k, p1, p2) + (Z1 − 1) . (15.27)
On ajuste alors constante Z1 = 1 + α4pi² (1− γ²+ ²ln(4pi)) de fac¸on a` e´liminer les divergences
ultraviolettes. On trouve Z1 = Z3. Cette e´galite´ est de´coule directement de l’invariance de jauge
par les identite´s de Ward.
15.6 Renormalisation du vertex double.
On conside`re l’ensemble des diagrammes du deuxie`me bloc (15.6). Les deux scalaires sont en-
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Fig. 15.2 – Diagrammes associe´s au vertex double en QED scalaire
trants et non massifs. En utilisant les re`gles de Feynman, l’amplitude associe´e a` ces sept diagrammes
s’e´crit, apre`s simplification :
2ie2µ(n−4)ε3.ε4Υ =
(2e)4
4
µ2(n−4) K
∫
dnQ
∑
σ(3,4)
(
2ε3.q3ε4.q4s12
D21D
2
2D
2
3D
2
4
+
ε3.q3ε4.q4
D22D
2
3D
2
4
−ε3.(p1 + p4)ε4.q4
D21D
2
3D
2
4
+
ε3.q3ε4.(p2 + p3)
D21D
2
2D
2
3
− ε3.ε4
D21D
2
3
)
− s12 ε3.ε4
D21D
2
2D
2
4
− 1
2
ε3.ε4
D22D
2
4
(15.28)
Il y a eu des compensations entre les diffe´rents diagrammes et la seule source de divergences ultra-
violettes est contenue dans trois inte´grales tensorielles, alors que les autres inte´grales engendrent
des divergences infrarouges :
(2e)4
4
∫
dnQ
∑
σ(3,4)
(
ε3.q3ε4.q4
D22D
2
3D
2
4
− ε3.ε4
D21D
2
3
)
− 1
2
ε3.ε4
D22D
2
4
(15.29)
= − 2 e4 Jn3 (s12)
tr ( 6ε3 6p3 6ε4 6p4)
s12
− 4e4
(
In2 (s13) + I
n
2 (s14)−
In2 (s12)
2
)
ε3.ε4 (15.30)
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De fac¸on a` se´parer les diffe´rents types de divergences, on re´e´crit l’amplitude :
2ie2µ(n−4)ε3.ε4Υ = − 4e4µ2(n−4)i(4pi)−n/2
(
In2 (s13) + I
n
2 (s14)−
In2 (s12)
2
)
ε3.ε4
+ 4e4µ2(n−4)i(4pi)−n/2∆, (15.31)
ou` ∆ est fini dans l’ultraviolet mais pas dans l’infrarouge. On va e´liminer ces divergences ultravio-
lettes graˆce a` un contre-terme :
µ ν
2 i e µ(4−n) (Z0 − 1) ηµν , (15.32)
et le vertex double renormalise´ est :
Υ→ ΥR = Υ+ (Z0 + 1) (15.33)
On ajuste alors constante Z0 = 1 − α2pi² (1− γ²+ ²ln(4pi)) de fac¸on a` e´liminer les divergences
ultraviolettes. On a Z0 = Z2, qui est une conse´quence directe de l’invariance de jauge. Si les
he´licite´s des deux photons sont positives alors on prend le meˆme vecteur de re´fe´rence |R〉 = |1〉
pour les deux photons et on a :
∆++ = −2
∑
σ(3,4)
ε3.p2ε4.p1
In2 (t)
t
= 0 (15.34)
Si maintenant le photon 1 a une he´licite´ ne´gative et un vecteur de re´fe´rence |R1〉 = |2〉 et le photon
2 a une he´licite´ positive et un vecteur de re´fe´rence |R2〉 = |1〉 alors, en utilisant les techniques a`
quatre, trois et deux coupures, on a :
∆−+ = s
[413]
〈413〉
(
In+24 (1234) + I
n+2
4 (1243) + I
n
3 (s) +
t
s2
In2 (t) +
u
s2
In2 (u)
)
(15.35)
avec s = (p1 + p2)2, t = (p1 − p4)2, u = (p1 − p3)2.
15.7 Amplitude a` l’ordre d’une boucle.
Une fois renormalise´e, l’amplitude, s’e´crit :
A1ee (++) = − 4e4µ2(n−4)
i
(4pi)n/2
[34]
〈34〉J3(s) (15.36)
A1ee (−+) = 4e2µ2(4−n)i(4pi)−n/2∆−+
− i(2e)2 〈314〉
[314]
{
u
s
(
2ΛR(t) +
1
1− ΣR(t)
)
+
t
s
(
2ΛR(u) +
1
1− ΣR(u)
)}
.
(15.37)
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Dans ce chapitre, on veut l’amplitude du processus a` une boucle. Dans un premier temps, on va
commencer par calculer les diffe´rents diagrammes divergents, puis les renormaliser afin de pouvoir
calculer les diffe´rents blocs de l’amplitude nue (15.7).
16.1 Renormalisation du propagateur du photon
Le premier diagramme divergent en QED scalaire
q
µ ν
q
q1
q2
,
d’amplitude iΠµν , s’appelle le tenseur de polarisation du vide, car il traduit la pre´sence de paire
« fermion-antifermion », bien qu’ici ce soit des scalaires qui polarisent le vide autour du scalaire.
Son amplitude s’e´crit :
iΠµν = (−ie)2i2µ(4−n)i(4pi)−n/2
∫
dnQ
(Q1 +Q2)
µ (Q1 +Q2)
ν
D21D
2
2
(16.1)
= −2i(4pi)−n/2e2µ(4−n)KIn+22
(
ηµν − q
µqν
q2
)
(16.2)
= iΠ
(
q2
)(
ηµν − q
µqν
q2
)
, (16.3)
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avec Π
(
q2
)
= −2(4pi)−n/2 e2µ(4−n) K In+22 . Ce tenseur est proportionnel donc une inte´grale a`
deux points qui est divergente dans l’ultraviolet. On e´limine cette divergence par l’ajout d’un
contre-terme de diagramme et de re`gle de Feynman :
q
− i (Z3 − 1)
(
ηµν − q
µqν
q2
)
q2 (16.4)
Avec l’ajout de ce contre-terme, le tenseur polarisation devient renormalise´ :
iΠµν → iΠµνR = i
(
ηµν − q
µqν
q2
)(
Π
(
q2
)− q2 (Z3 − 1)) (16.5)
On note ΠR
(
q2
)
= Π
(
q2
)− q2 (Z3 − 1). On ajuste alors constante Z3 = 1+ α4pi² (1− γ²+ ²ln(4pi))
de fac¸on a` e´liminer les divergences ultraviolettes. Maintenant, on peut calculer le propagateur du
photon exact, qui est la fonction de Green a` deux points SeAµν = TF 〈0|TAµ(x)Aµ(y)|0〉, associe´e
a` la propagation d’un champ de jauge Aµ, calcule´e non perturbativement. Si on additionne tous
les diagrammes irre´ductibles a` une boucle, alors le propagateur exacte du photon s’e´crit :
S−1eA µν = S−1A µν − iΠµνR , (16.6)
ou` S−1A µν = − iq2+iλ
(
ηµν − qµqνq2
)
+S(l)A (q
2) qµqνq2 est le propagateur libre du photon qui contient une
partie transverse et une partie longitudinale proportionnelle a` S(l)A (q
2). C’est la forme ge´ne´ralise´e
du propagateur vu dans le chapitre 1. Il s’e´crit
SµνeA = −
i
q2 −ΠR(q2)
(
ηµν − q
µqν
q2
)
+ S(l)A (q
2)
qµqν
q2
(16.7)
16.2 Renormalisation du propagateur du scalaire
Le deuxie`me diagramme divergent en QED scalaire
q2
q1p p
,
s’appelle ope´rateur de masse, car il traduit l’inte´raction du scalaire avec son propre champ e´lectromagne´tique
par l’e´mission et l’absorption d’un photon virtuel. La masse mesure´e n’est alors pas la masse exacte
du scalaire. Son amplitude s’e´crit :
−iΣ(p) = (−ie)2i(−i)µ(4−n) i(4pi)−n/2
∫
dnQ
(p+ p+Q2) . (p+ p+Q2)
D21D
2
2
(16.8)
= −2i(4pi)−n/2e2µ(4−n) p2 In2 (16.9)
= −i p2Σ (p2) . (16.10)
La pre´sence d’une inte´grale In2 dans Σ
(
p2
)
= 2(4pi)−n/2e2 µ(4−n) In2 introduit des divergences
l’ultraviolettes. On e´limine cette divergence par l’ajout d’un contre-terme de diagramme et de re`gle
de Feynman :
p
i (Z2 − 1) p2. (16.11)
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L’ope´rateur de masse devient renormalise´ :
−iΣ(p) → −iΣR (p) = −i p2
(
Σ
(
p2
)− (Z2 − 1)) . (16.12)
On note ΣR
(
p2
)
= Σ
(
p2
) − (Z2 − 1). On ajuste la constante Z2 = 1 − α2pi² (1− γ²+ ²ln(4pi))
pour e´liminer les divergences ultraviolettes. Maintenant ; on peut calculer le propagateur exact
du scalaire qui est e´gal a` la fonction de Green a` deux points Seφ3 = TF 〈0|Tφ(x)φ†(y)|0〉. Si on
additionne tous les diagrammes irre´ductibles a` une boucle, alors ce propagateur exact s’e´crit :
S−1eφ3 = S−1φ3 µν − (−iΣR(p)) , (16.13)
ou` S−1φ µν =
i
p2+iλ est le propagateur libre du scalaire. On en de´duit alors le propagateur exact du
scalaire :
Seφ3 = i
p2 − p2ΣR (p2) (16.14)
L’inte´raction du scalaire avec son propre champ e´lectromagne´tique lui cre´e une masse de valeur
m2 = p2ΣR
(
p2
)
.
16.3 Renormalisation du vertex simple
On conside`re l’ensemble des diagrammes du premier bloc (15.5). Toutes les particules sont
q1
q3
q2
q2
q3
p2p2p2
kµ kµ k
µ
p1 p1p1
q3
q1
Fig. 16.1 – Diagrammes associe´s au vertex simple en QED scalaire
entrantes et l’on suppose que les deux scalaires sont non massifs mais hors couche de masse. En
utilisant les re`gles de Feynman, l’amplitude associe´e a` ces trois diagrammes s’e´crit :
− i e (pµ1 + pµ2 ) µ
(4−n)
2 Λ (k, p1, p2) (16.15)
= − e3 µ 3(4−n)2 i(4pi)−n/2
{
2pµ1 I
n
2
(
p21
)
+ 2pµ2 I
n
2
(
p22
)
+
(
p21 + p
2
2
) ∫
dnQ
(D1 +D2)
µ
D21D
2
2D
2
3
}
(16.16)
= 2 e3 µ
3(4−n)
2 i(4pi)−n/2
{
p21
p22 − p21
pµ1 I
n
2
(
p21
)
+
p22
p21 − p22
pµ2 I
n
2
(
p22
)}
. (16.17)
Les propositions 10.6.4, 10.6.5 et 10.6.6 impliquent imme´diatement la nullite´ du coefficient de la
fonction a` trois points. Ici on ne produit que deux photons avec des e´lectrons non massifs, on aura
donc p21 = 0
−ie (pµ1 + pµ2 ) µ
(4−n)
2 Λ (k, p1, p2) = − e2 (4pi)−n/2 µ
(4−n)
2 (pµ1 + p
µ
2 ) I
n
2
(
p22
)
. (16.18)
L’inte´grale a` deux points contient des divergences ultraviolettes que l’on va compenser par un
contre-terme :
p
µ
2 − i e µ (4−n)2 (Z1 − 1) (pµ1 + pµ2 ) (16.19)
Le vertex simple devient renormalise´ :
Λ (k, p1, p2) → ΛR (k, p1, p2) = Λ (k, p1, p2) + (Z1 − 1) . (16.20)
On ajuste alors constante Z1 = 1 + α4pi² (1− γ²+ ²ln(4pi)) de fac¸on a` e´liminer les divergences
ultraviolettes. On trouve Z1 = Z3.
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16.4 Renormalisation du vertex double
On conside`re l’ensemble des diagrammes du deuxie`me bloc (15.6). Les deux scalaires sont en-
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Fig. 16.2 – Diagrammes associe´s au vertex double en QED scalaire
trants et non massifs. En utilisant les re`gles de Feynman, l’amplitude associe´e a` ces sept diagrammes
s’e´crit, apre`s simplification :
2ie2µ(n−4)ε3.ε4Υ =
(2e)4
4
µ2(n−4) K
∫
dnQ
∑
σ(3,4)
(
2ε3.q3ε4.q4s12
D21D
2
2D
2
3D
2
4
+
ε3.q3ε4.q4
D22D
2
3D
2
4
−ε3.(p1 + p4)ε4.q4
D21D
2
3D
2
4
+
ε3.q3ε4.(p2 + p3)
D21D
2
2D
2
3
− ε3.ε4
D21D
2
3
)
− s12 ε3.ε4
D21D
2
2D
2
4
− 1
2
ε3.ε4
D22D
2
4
(16.21)
Il y a eu des compensations entre les diffe´rents diagrammes et la seule source de divergences ultra-
violettes est contenue dans trois inte´grales tensorielles, alors que les autres inte´grales engendrent
des divergences infrarouges :
(2e)4
4
∫
dnQ
∑
σ(3,4)
(
ε3.q3ε4.q4
D22D
2
3D
2
4
− ε3.ε4
D21D
2
3
)
− 1
2
ε3.ε4
D22D
2
4
(16.22)
= − 2 e4 Jn3 (s12)
tr (6ε3 6p3 6ε4 6p4)
s12
− 4e4
(
In2 (s13) + I
n
2 (s14)−
In2 (s12)
2
)
ε3.ε4 (16.23)
De fac¸on a` se´parer les diffe´rents types de divergences, on re´e´crit l’amplitude :
2ie2µ(n−4)ε3.ε4Υ = − 4e4µ2(n−4)i(4pi)−n/2
(
In2 (s13) + I
n
2 (s14)−
In2 (s12)
2
)
ε3.ε4
+ 4e4µ2(n−4)i(4pi)−n/2∆, (16.24)
ou` ∆ est fini dans l’ultraviolet mais pas dans l’infrarouge. On va e´liminer ces divergences ultravio-
lettes graˆce a` un contre-terme :
µ ν
2 i e µ(4−n) (Z0 − 1) ηµν , (16.25)
et le vertex double renormalise´ est :
Υ→ ΥR = Υ+ (Z0 + 1) (16.26)
On ajuste alors constante Z0 = 1 − α2pi² (1− γ²+ ²ln(4pi)) de fac¸on a` e´liminer les divergences
ultraviolettes. On a Z0 = Z2. Si les he´licite´s des deux photons sont positives alors on prend le
meˆme vecteur de re´fe´rence |R〉 = |1〉 pour les deux photons et on a :
∆++ = −2
∑
σ(3,4)
ε3.p2ε4.p1
In2 (t)
t
= 0 (16.27)
Si maintenant le photon 1 a une he´licite´ ne´gative et un vecteur de re´fe´rence |R1〉 = |2〉 et le photon
2 a une he´licite´ positive et un vecteur de re´fe´rence |R2〉 = |1〉 alors, en utilisant les techniques a`
quatre, trois et deux coupures, on a :
∆−+ = s
[413]
〈413〉
(
In+24 (1234) + I
n+2
4 (1243) + I
n
3 (s) +
t
s2
In2 (t) +
u
s2
In2 (u)
)
(16.28)
avec s = (p1 + p2)2, t = (p1 − p4)2, u = (p1 − p3)2.
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16.5 Amplitude
Une fois renormalise´e, l’amplitude, s’e´crit :
A1ee (++) = − 4e4µ2(n−4)
i
(4pi)n/2
[34]
〈34〉J3(s) (16.29)
A1ee (−+) = 4e2µ2(4−n)i(4pi)−n/2∆−+
− i(2e)2 〈314〉
[314]
{
u
s
(
2ΛR(t) +
1
1− ΣR(t)
)
+
t
s
(
2ΛR(u) +
1
1− ΣR(u)
)}
(16.30)
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Sixie`me partie
Amplitudes a` six photons.
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Chapitre 17
Calcul de l’amplitude a` six
photons en QED scalaire par la
re´duction de chaˆınes.
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Le processus a` six photons, n’a pas un grand inte´reˆt expe´rimental. Cependant, bien que cette
amplitude soit constitue´e, au premier ordre, d’un grand nombre de diagrammes a` une boucle avec
six pattes externes, elle pre´sente une structure analytique particulie`rement simple (absence de
termes rationnels et de divergences). Ce processus est donc un bon laboratoire pour e´tudier des
me´thodes de re´ductions de boucles et comprendre les me´canismes de simplifications. Dans le passe´,
Mahlon, fut le premier a` calculer l’amplitude MHV en QED d’une boucle de fermions [42] graˆce
a` des techniques de re´currences sur les spineurs. Puis Nagy et Soper ont obtenu nume´riquement
toutes les amplitudes a` six photons en QED par inte´gration directe des inte´grales [98]. Re´cemment
Papadopoulos et al. les ont aussi obtenu nume´riquement par des me´thodes d’unitarite´ [100]. Dans
le meˆme temps, une e´quipe a calcule´ analytiquement les amplitudes a` six photons en QED graˆce
aux nouvelles me´thodes d’unitarite´ et de re´duction de tenseurs. Ses expressions compactes sont
donne´es dans [101]. Ici on va e´tendre le calcul en QED, QED scalaire et QEDN=1. Les amplitudes
seront encore plus compactes que dans l’article [101], ce qui permettra une e´tude des singularite´s
de Landau ainsi qu’un calcul de section efficace. On e´tendra les techniques pour une boucle massive
dans le cas de la premie`re amplitude d’he´licite´ du processus a` six photons.
Dans ce chapitre, on calcule l’amplitude du processus a` six photons par une me´thode de
re´duction standard. Mais pour l’ame´liorer, on commencera par simplifier l’expression des dia-
grammes graˆce aux chaˆınes que l’on a calcule´es pre´ce´demment. On calculera seulement les trois
premie`res amplitudes d’he´licite´sAs6 (+ + ++++),As6 (−+++++) etAs6 (−−++++) en QED
scalaire.
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17.1 Amplitude d’he´licite´ As6 (+ + + +++).
17.1.1 Les diagrammes et re´duction de l’amplitude As6 (+ + + +++)
Comme tous les photons ont la meˆme he´licite´, on leur choisit le meˆme vecteur de re´fe´rence |R〉,
de fac¸on a` ce que tous les vecteurs de polarisations soient orthogonaux : ∀i, j ∈ [1..6] ε+i .ε+j = 0,
donc tous les diagrammes comportant des vertex doubles sont nuls. L’amplitudeAs6 (+ + ++++) =
As6 est donc de´crite par les 5! = 120 diagrammes a` six points :
As6 = (2e)6
∑
σ(2..6)
∫
d4q
(
ε+1 .q1
D21
)(
ε+2 .q2
D22
)(
ε+3 .q3
D23
)(
ε+4 .q4
D24
)(
ε+5 .q5
D25
)(
ε+6 .q6
D26
)
. (17.1)
De´sormais, dans cette section, puisque tous les photons ont une he´licite´ positive, pour alle´ger les
notations, on omettra plus le signe + :
As6 = (2e)6
∑
σ(2..6)
∫
d4q
6∏
i=1
(
εi.qi
q2i
)
. (17.2)
La boucle est compose´e d’une chaˆıne de photons avec des scalaires hors couches de masses. On
va donc appliquer le re´sultat obtenu sur les chaˆınes de type 1 hors couches de masses (4.2, 4.30).
Supposons que l’on applique cette re´duction sur une chaˆıne de quatre photons, alors un comptage
de puissance :
A[6s ∼
∫
d4q
6∏
i=1
(
εi.qi
D2i
)
∼
∫
d4q
(
εi.qi
q2i
)3
∼
∫
d4q
(
1
q2
)3
, (17.3)
nous dit qu’il n’y a pas de divergences ultraviolettes dans chacun des termes du re´sultat. On peut
donc appliquer le re´sultat (4.2). Maintenant, supposons que l’on applique le re´sultat (4.2) sur une
chaˆıne de cinq photons :
As6 ∼
∫
d4q
6∏
i=1
(
εi.qi
D2i
)
∼
∫
d4q
(
εi.qi
D2i
)2
∼
∫
d4q
(
1
q2
)2
, (17.4)
les termes divergents dans l’ultraviolet par comptage de puissance. Il faut donc re´gulariser la boucle
d4q → dnQ, a` partir de la re´duction de la chaˆıne a` quatre photons pour pouvoir re´duire la chaˆıne
a` cinq photons. Ce changement de dimension d’espace correspond exactement aux hypothe`ses de
la chaˆıne de´crit par (4.30).
17.1.2 Calcul de l’amplitude a` six photons As6(+ + + +++)
On applique directement le re´sultat de la chaˆıne (4.30) a` la chaˆıne constitue´e par les photons
2,3,4,5,6. On note Φ(2, 6) = 1〈R2〉〈23〉...〈6R〉 :
As6 = (2e)6
∑
σ(2..6)
∫
dnQ
6∑
i=2
Φ(2..6)
(
ε+1 .q1√
2
5
)
(−1)6−2〈RqiiR〉
Q2i−1Q
2
i
+ (2e)6
∑
σ(2..6)
∫
dnQ
5∑
i=2
Φ(2..6)
(
ε+1 .q1√
2
5
)
(−1)6−2q̂2〈R∆6iiR〉
Q2i−1Q
2
iQ
2
6
(17.5)
=
(2e)6√
2
5
∑
σ(2..6)
6∑
i=2
Φ(2..6)
∫
dnQ
ε+1 .q1〈RqiiR〉
Q2i−1Q
2
i
(17.6)
+
(2e)6√
2
5
∑
σ(2..6)
6∑
i=2
Φ(2..6)
∫
dnQq̂2
ε+1 .q1〈R∆6iiR〉
Qq2i−1Q
2
iQ
2
6
(17.7)
= I1 + I2 (17.8)
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On a note´ ∆6i = p6+p5+ ...+pi+1. La premie`re inte´grale (17.6) correspond a` une fonction a` deux
points tensorielle dont l’une des pattes est un photon. Comme les deux vecteurs de polarisations
sont orthogonaux et que les deux propagateurs sont non massifs, alors elle est nulle. L’amplitude
se re´duit :
As6 =
(2e)6√
2
5
∑
σ(2..6)
6∑
i=2
Φ(2..6)
∫
dnQ q̂2
ε+1 .q1〈R∆6iiR〉
Q2i−1Q
2
iQ
2
6
. (17.9)
Pour continuer le calcul, on utilise la repre´sentation parame´trique (parag. 7.1.3), en introduisant
trois parame`tres de Feynman x, y et z :
As6 = Γ(3)
(2e)6√
2
5
∑
σ(2..6)
6∑
i=2
Φ(2..6)
∫
dnQ
∫
dzi q̂
2 ε1.q1〈R∆6iiR〉(
xQ2i−1 + yQ
2
i + zQ
2
6
)3 . (17.10)
La mesure d’inte´gration dzi est donne´e par (7.8) et le de´nominateur s’e´crit :
D (Q) =
(
z1Q
2
i−1 + z2Q
2
i + z3Q
2
6
)3
=
(
L2 −R2)3 (17.11)
L = Qi−1 + z1∆i,i−1 + z3∆6,i−1 (17.12)
R2 = 2z1z3pi.∆6,i−1 + z3(1− z3)(∆6,i−1)2. (17.13)
On effectue le changement de variable line´aire Qµ en Lµ puis on inte`gre sur la partie a` quatre
dimensions de l’impulsion : l graˆce aux inte´grales elliptiques (7.27) :
As6 = Γ(3)
i(2e)6
2(4pi)2
√
2
5
∑
σ(2..6)
6∑
i=2
Φ(2..6)
∫
dzi 〈R∆6iiR〉ε1.(−z1pi + (1− z3)∆6,i−1). (17.14)
Comme l’inte´grant est un polynoˆme des parame`tres de Feynman, il n’y a donc aucune difficulte´
pour inte´grer dessus :
As6 = i
(e
√
2)6
12(4pi)2
√
2
∑
σ(2..6)
5∑
i=2
Φ(2..6)〈R∆6iiR〉ε1. (−pi + 2∆6,i−1) (17.15)
= i
(e
√
2)6
12(4pi)2
√
2
∑
σ(2..6)
5∑
i=2
Φ(2..6)〈R∆6iiR〉ε1. (∆1,i −∆i−1,6) . (17.16)
Cette amplitude d’he´licite´ a` six photons en QED scalaire est un terme rationnel. L’expression est
ge´ne´ralisable pour une amplitude avec N ≥ 4 photons.
Re´sultat 17.1.1. L’amplitude d’he´licite´ du processus d’annihilation de N photons d’he´licite´s po-
sitives, a` l’ordre d’une boucle, est un terme rationnel qui s’e´crit :
AsN (+ + ...+) = −i
(e
√
2)N
12(4pi)2
√
2
∑
σ(2..N)
N−2∑
i=2
〈Ri∆NiN〉ε1. (pN )
〈23〉〈34〉...〈N2〉〈RN〉 . (17.17)
Cette expression n’est pas clairement invariante de jauge. En utilisant un syste`me de relabe´lisation,
comme la phase Φ(2, 6) est cyclique, alors a` cause des permutations, pour N > 4, l’amplitude est
non seulement invariante de jauge, mais en plus nulle. Si N = 4, alors l’amplitude n’est pas nulle
[99]. En explicitant le vecteur polarisation du photon 1, l’amplitude s’e´crit :
AsN (+ + ...+) = −i
(e
√
2)N
12(4pi)2
∑
σ(2..N)
N−2∑
i=2
〈Ri∆NiN1〉
〈23〉〈34〉...〈N2〉〈R1〉 . (17.18)
172 Calcul de l’amplitude a` six photons en QED scalaire par la re´duction de chaˆınes.
17.2 Calcul de l’amplitude d’he´licite´ As6(−+++++).
On suppose que le photon d’he´licite´ ne´gative est le photon 1 et on impose le vecteur de re´fe´rence
des photons d’he´licite´s positives est e´gal a` l’impulsion du photon 1 : |R〉 = |1〉. On en de´duit que
tous les vecteurs polarisations sont orthogonaux εi.εj = 0, et que tous les diagrammes comportant
des vertexs doubles sont nuls. L’amplitude As6(− + + + ++) = As6 est donc de´crite par les 120
diagrammes a` six pattes. Pour alle´ger les notations, on ne mettra plus les signes des he´licite´s des
photons :
As6 = (2e)6
∑
σ(2..6)
∫
d4q
6∏
i=1
(
εi.qi
D2i
)
(17.19)
L’amplitude d’he´licite´ As6(−+++++) a la meˆme structure que l’amplitude d’he´licite´ As6(++
++++) calcule´e pre´ce´demment, dans le sens ou` tous les vecteurs polarisations sont orthogonaux
et qu’elle contient une chaˆıne de cinq photons d’he´licite´s positives. La seule hypothe`se pour obtenir
la re´duction de la premie`re amplitude d’he´licite´ est l’orthogonalite´ des vecteurs polarisations, ce
qui est encore ve´rifie´e ici, donc par le meˆme raisonnement, on obtient le re´sultat suivant :
Re´sultat 17.2.1. En QED scalaire, les deux amplitudes d’he´licite´s du processus d’annihilation
de N photons d’he´licite´s positives sauf un, a` l’ordre d’une boucle, sont des termes rationnels qui
s’e´crivent :
AsN (±+ ...+) = −i
(e
√
2)N
12(4pi)2
√
2
∑
σ(2..N)
N−2∑
i=2
〈Ri∆NiN〉ε±1 . (pN )
〈23〉〈34〉...〈N2〉〈RN〉 , (17.20)
avec {
Si σ1 = + alors |R〉 6= |1〉
Si σ1 = − alors |R〉 = |1〉 . (17.21)
Ce re´sultat affirme que chaque diagramme s’est re´duit en un terme rationnel non nul et que les per-
mutations annulent toutes structure analytiques. En re´alite´, on peut montrer que les permutations
annulent aussi les termes rationnels. On aurait pu croire que chaque diagramme n’a pas de terme
rationnel vu qu’il ne diverge pas dans l’ultraviolet. Cependant lorsque l’on re´duit le diagramme,
on finit par cre´er des termes divergents dans l’ultraviolet et donc des termes rationnels. Comme
toutes les divergences d’un seul diagramme doivent se compenser, on s’attend alors que tous les
termes rationnels se simplifient par diagramme, ce qui n’est pas le cas.
17.3 Amplitude d’he´licite´ As6(−−++++).
17.3.1 Les diagrammes
On suppose que les photons 1 et 2 ont une he´licite´ ne´gative et que les quatre autres une he´licite´
positive. De plus, on suppose que les photons d’he´licite´s positives ont tous le meˆme vecteur de
re´fe´rence : l’impulsion du photon 1. Les deux photons d’he´licite´s ne´gatives ont aussi tous les deux
le meˆme vecteur de re´fe´rence. Donc les seuls produits scalaires de vecteurs de polarisations non
nuls sont : ∀j ∈ [3..6], ε2.εj 6= 0. Il n’y a donc possibilite´ que d’un vertex double par diagramme. On
va partager l’ensemble des diagrammes de Feynman en cinq topologies d’he´licite´s diffe´rentes. Une
topologie d’he´licite´ est de´crite par la position des he´licite´s des photons entrants dans la boucle et
non la position des impulsions entrantes. Trois d’entre elles ne contiennent que des vertexs simples
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et les deux autres ont un vertex double :
As6 = 2(2e)6
∑
σ(3..6)
∫
d4q
(
ε−1 .q1
Q21
)(
ε−2 .q2
Q22
)(
ε+3 .q3
Q23
)(
ε+4 .q4
Q24
)(
ε+5 .q5
Q25
)(
ε+6 .q6
Q26
)
(17.22)
+ 2
−(2e)6
2
∑
σ(3..6)
∫
d4q
(
ε+1 .q1
Q21
)(
ε−2 .ε
+
3
Q23
)(
ε+4 .q4
Q24
)(
ε+5 .q5
Q25
)(
ε+6 .q6
Q26
)
(17.23)
+ 2(2e)6
∑
σ(3..6)
∫
d4q
(
ε−1 .q1
Q21
)(
ε+3 .q2
Q22
)(
ε−2 .q3
Q23
)(
ε+4 .q4
Q24
)(
ε+5 .q5
Q25
)(
ε+6 .q6
Q26
)
(17.24)
+ 2
−(2e)6
2
∑
σ(3..6)
∫
d4q
(
ε+1 .q1
Q21
)(
ε+3 .q2
Q22
)(
ε−2 .ε
+
4
Q24
)(
ε+5 .q5
Q25
)(
ε+6 .q6
Q26
)
(17.25)
+ (2e)6
∑
σ(3..6)
∫
d4q
(
ε−1 .q1
Q21
)(
ε+3 .q2
Q22
)(
ε+4 .q3
Q23
)(
ε−2 .q4
Q24
)(
ε+5 .q5
Q25
)(
ε+6 .q6
Q26
)
. (17.26)
Le facteur « 2 » devant chaque terme sauf le dernier provient du fait que chaque topologie a
son syme´trique par rapport a` l’axe axial passant par le photon 1, excepte´ pour le dernier qui est
lui-meˆme son syme´trique. On n’a donc pas besoin de rajouter son syme´trique.
17.3.2 Re´sultat de l’amplitude d’he´licite´ As6(−−++++)
On a de´compose´ l’amplitude d’he´licite´ As6(−−++++) en cinq topologies, qui ont toutes des
chaˆınes de scalaires non massifs avec des photons d’he´licite´s positives. On les simplifie graˆce aux
re´ductions de ces chaˆınes (4.2). On peut de´composer l’amplitude sur une base d’inte´grales scalaires
(re´sultat 10.1.3) :
As6(−−++++) =
∑
i
ai I
n+2
4 + bi I
n
3 + ci I
n
2 + di I
n
1 + termes rationnels. (17.27)
Nume´riquement, on ve´rifie que les coefficients devant les inte´grales scalaires a` un, deux et trois
points sont nuls et les termes rationnels aussi. L’amplitude s’e´crira comme une combinaison line´aire
d’inte´grales scalaires a` quatre points de dimension n + 2. Une fois avoir simplifie´ les chaˆınes, on
utilise MAPLE pour calculer les inte´grales tensorielles restantes. Il ne reste que des inte´grales
a` quatre points rang deux au maximum. Avec MAPLE, on re´duit chacune des inte´grales et on
transforme les inte´grales a` quatre points scalaires de dimension n en inte´grales scalaire a` quatre de
dimension n+2 (prop. 7.2.3). On obtient alors des expressions contenant des produits de spineurs
devant les inte´grales scalaires que l’on simplifie a` la main. On retrouve l’invariance de jauge, ce qui
est rassurant :
As6(−−++++) = i
e6
4pi2
∑
σ(1,2)
∑
σ(3,4,5,6)
〈1351〉〈2352〉
s35〈34〉〈45〉〈56〉〈63〉
(
In+24,1 (s31, s15, s246)
−In+24,2B(s342, s425, s42, s61)
)
. (17.28)
Le de´terminant de Gram apparaˆıt explicitement au de´nominateur : « s35 ». Les inte´grales scalaires
e´tant de dimension n + 2 ne peuvent e´liminer ce de´terminant de Gram, mais il est compense´ par
les spineurs [35] au nume´rateur.
17.3.3 Conclusion
Pour calculer les trois amplitudes d’he´licite´s du processus a` six photons, on a commence´ par
re´duire les diagrammes graˆce aux calculs de chaˆınes que l’on avait effectue´. Cependant ces calculs
ne sont pas e´vidents pour des scalaires hors couches de masses. Plus les chaˆınes de photons de
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meˆme he´licite´s sont longues et plus cette me´thode est efficace. Elle est donc bien adapte´e pour les
deux amplitudes As6(+ + ++++) et As6(−+++++) mais commence a` re´ve´ler ses limites pour
l’amplitude MHV As6(− − + + ++). Dans ce cas de l’amplitude d’he´licite´ As6(− − − + ++), elle
n’est plus du tout adapte´e. C’est pourquoi dans les prochains chapitres on va recalculer toutes les
amplitudes d’he´licite´s pour la me´thode des coupures.
Chapitre 18
Amplitudes a` six photons par la
me´thode des coupures.
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Comme on a pu le voir pre´ce´demment, les me´thodes de re´ductions standards ne sont pas
adapte´es au processus a` six photons. On va donc utiliser la me´thode des coupures. On commence
par de´finir le proble`me, puis par de´composer l’amplitude sur une base d’inte´grales scalaires. Avec
des syme´tries, on va simplifier un certains nombre de coefficients. Les coefficients non nuls seront
calcule´s par la me´thode des coupures.
18.1 De´finitions et hypothe`ses du proble`me.
18.1.1 Les hypothe`ses de la re´action et les diagrammes de Feynman
Hypothe`ses 4. On e´tudie le processus a` six photons au premier ordre en QED (respectivement
QED scalaire et QED supersyme´trique N = 1) :
γ1 (p1) + γ2 (p2) + γ3 (p3) + γ4 (p4) + γ5 (p5) + γ6 (p6)→ 0 (18.1)
dont les amplitudes seront note´es : AS6 (respectivement As6, AN=16 ). On supposera que la masse
du fermion ou du scalaire dans la boucle sera nulle et que les photons sont tous entrants et non
massifs : ∀i ∈ [1..6], p2i = 0.
A` l’ordre de l’arbre cette re´action est nulle quelque soit la QED, donc le premier ordre non nul
est l’ordre d’une boucle. En QED, cette re´action a 120 diagrammes de six photons entrants dans
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une boucle de fermions alors qu’en QED scalaire, cette re´action a 120 diagrammes a` six points,
360 diagrammes a` cinq points, 120 diagrammes a` quatre points et 15 diagrammes a` trois points.
Les trois amplitudes sont relie´es par une relation line´aire (prop. 3.3.3) :
AS6 = −2 As6 +AN=16 (18.2)
On va calculer l’amplitude scalaire (As6), puis on transformera l’amplitude en QED
(
AS6
)
, afin de
retrouver la de´composition supersyme´trique (18.2) et l’amplitude scalaire. Par identification, cette
de´composition imposera la forme de l’amplitude en QED et de l’amplitude supersyme´trique (chap.
19,20). Enfin, on terminera par une e´tude nume´rique des amplitudes dans le chapitre 21.
On fait appel a` la me´thode des amplitudes d’he´licite´s, dont seules quatre d’entre elles sont
inde´pendantes : A6(+ + + + ++)S/s/N=1, A6(− + + + ++)S/s/N=1, A6(− − + + ++)S/s/N=1 et
A6(− − − + ++)S/s/N=1. Chaque amplitude d’he´licite´ sera calcule´e au premier ordre en ² par
a` la me´thode des coupures. Mais premie`rement, on va de´composer les amplitudes sur une base
d’inte´grales scalaires. Les syme´tries du proble`me vont permettre d’en de´duire la nullite´ de certain
coefficients. Alors on calculera les coefficients non nuls par la me´thode des coupures.
18.1.2 De´composition des amplitudes
Les amplitudes e´tant calcule´es au premier ordre en ², on re´duit les amplitudes sur la base
d’inte´grales scalaires du re´sultat 10.1.3 :
A
S/s/N=1
6 =
∑
i∈σ(1,2,3,4,5,6)
ai I
n
4,4 + bi I
n+2
4,3 + ci I
n+2
4,2B + di I
n+2
4,2A
+ ei In+24,1 + fi I
n+2
4,0 + gi I
n
3,3 + hi I
n
3,2
+ ii In3,1 + ji I
n
2 + ki I
n
1 + termes rationnels (18.3)
Il suffit maintenant de calculer les onze coefficients (ai, ...., ki) et les termes rationnels. Comme
une boucle de fermions ou de scalaires ont les meˆmes structures ultraviolettes (re´sul. 8.2.7) et
infrarouges (re´sul. 9.5.1), et qu’il y a une relation line´aire entre les trois amplitudes (18.2), alors
elles auront toutes les trois la meˆme structure analytique. Maintenant, graˆce aux syme´tries du
proble`me, on va simplifier cette de´composition.
18.2 Re´duction des amplitudes A
S/s/N=1
6 .
18.2.1 Re´duction des amplitudes graˆce aux hypothe`ses 4
Les trois amplitudes se de´composent suivant (18.3). Or les hypothe`ses imposent que tous les
photons soient non massifs. Il faut donc au moins deux photons diffe´rents pour cre´er une masse
externe. Sachant qu’il y a seulement six photons externes, alors on ne peut avoir d’inte´grales
scalaires a` quatres points avec trois ou quatre masses : ai, bi = 0. Ne´anmoins, comme tous les
diagrammes imposent que les six photons entrent dans la boucle, donc il y aura au moins une
masse dans la boucle : fi = 0.
Comme on calcule les amplitudes dans des the´ories non massives, alors il n’y a pas de tadpole dans
la re´duction : ki = 0, mais il peut y avoir des divergences infrarouges. Or d’apre`s les propositions
9.3.1, 9.3.2, 9.4.1 et 9.4.2, une boucle de fermions ou de scalaires, n’a pas de divergences infrarouges.
Or d’apre`s la proposition 10.6.4, le coefficient devant les triangles a` une et deux masses est nul, a`
condition d’avoir des boites a` n+ 2 dimensions, donc hi, ii = 0.
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D’apre`s [80], les termes rationnels de l’amplitude a` six photons en QED sont nuls quelque soit
l’amplitude d’he´licite´. L’amplitude supersyme´trique e´tant moins divergente dans l’ultraviolet que
l’amplitude fermionique, elle n’aura donc pas de termes rationnels et par conse´quent graˆce a` la
relation de line´arite´ (18.2) les termes rationnels de l’amplitude scalaire seront nuls aussi. De plus,
une boucle de six photons n’a pas de divergences ultraviolettes (re´sul. 8.2.3, 8.2.5), donc la re´duction
ne devrait pas introduire de divergences ultraviolettes : ji = 0.
Enfin, comme les six photons sont entrants dans la boucle, mais qu’ils n’ont pas tous la meˆme
he´licite´, alors il y a brisure de la syme´trie de Bose entre les photons d’he´licite´s positives et ceux
d’he´licite´s ne´gatives. A` partir de toutes ces remarques, on peut alors re´e´crire la de´composition en
inte´grales scalaires des trois amplitudes :
Re´sultat 18.2.1. Les amplitudes a` six photons, avec les hypothe`ses 4, calcule´es en QED, QED
scalaire et QED supersyme´trique N = 1 s’e´crivent quelque soit l’amplitude d’he´licite´ :
A
S/s/N=1
6 =
∑
i∈σ+Sσ− ci I
n+2
4,2B + di I
n+2
4,2A + ei I
n+2
4,1 + gi I
n
3,3 (18.4)
ou` σ± repre´sente les permutations sur les photons d’he´licite´ positives/ne´gatives.
Maintenant, on va continuer a` re´duire cette de´composition de l’amplitude pour chaque type d’am-
plitude d’he´licite´.
18.2.2 Amplitudes d’he´licite´s A
S/s/N=1
6 (±+++++)
Comme la boucle est non massive, d’apre`s le corollaire 10.6.2 pour qu’une masse externe existe,
il faut qu’il y ait au moins deux photons d’he´licite´s diffe´rentes entrants dans cette masse. Or ici
il y a au maximum un photon ne´gatif, donc il ne peut y avoir d’inte´grales scalaires avec plus
d’une masse : ci, di, gi = 0. Dans le cas ou` tous les photons sont positifs, alors il ne peut y avoir
d’inte´grales scalaires avec une masse et donc ei = 0. Pour le cas ou un seul photon est ne´gatif, le
corollaire 10.6.2 n’est pas suffisant, il faut aussi utiliser la proposition 10.6.3, qui dit que toutes les
pattes externes sans masse d’une inte´grale scalaire doivent provenir de photons avec des he´licite´s
alterne´es ; ce qui n’est pas le cas dans l’amplitude avec une seul photon d’he´licite´ ne´gative, puisque
celui ci se retrouve dans la masse. On aura donc encore ei = 0.
Re´sultat 18.2.2. Les deux amplitudes d’he´licite´s a` six photons AS/s/N=16 (±+++++), avec les
hypothe`ses 4, calcule´es en QED, QED scalaire et QED supersyme´trique N = 1 sont nulles :
AS/s/N=16 (±+++++) = 0 (18.5)
Juste par des conside´rations de syme´trie, on a pu montrer ce re´sultat tre`s simple, que Mahlon avait
obtenu par de nombreuses re´currences dans [99], que l’on a retrouve´ dans le chapitre pre´ce´dent.
Maintenant on va re´duire les amplitudes MHV.
18.2.3 Amplitudes d’he´licite´s MHV : AS/s/N=16 (1−, 2−, 3+, 4+, 5+, 6+)
Les amplitudes d’he´licite´s AS/s/N=16 (−−++++) ne contiennent que deux photons d’he´licite´s
ne´gatives, donc d’apre`s le corollaire 10.6.2, il ne peut y avoir des inte´grales scalaires qu’avec au
maximum deux masses, donc gi = 0.
Dans les inte´grales scalaires avec deux masses, les deux photons ne´gatifs sont dans les masses
externes, donc les pattes « seules » sont issues de photons d’he´licite´s positives. La proposition
10.6.3, nous dit que les pattes seules doivent provenir de photons d’he´licite´s alterne´es donc : di = 0.
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Donc les coefficients des inte´grales a` quatre points deux masses adjacents sont nuls. Seuls les
coefficients des inte´grales a` quatre points une masse, dont un des photons ne´gatifs sera dans la
masse et l’autre dans sur la patte a` l’oppose´e de la masse, seront non nuls.
Re´sultat 18.2.3. Les amplitudes AS/s/N=16 (−−++++), avec les hypothe`ses 4, calcule´es en
QED, QED scalaire et QED supersyme´trique N = 1 se de´composent :
AS/s/N=16 (−−++++) = 2i
(
e
√
2
)6
16pi2
∑
i∈σ(1,2)Tσ(3,4,5,6)
{ ci
2 · 2!I
n+2
4,2A(s215, s415, s15, s26)
+
ei
2 · 2!I
n+2
4,1 (s23, s24, s156)
}
. (18.6)
On peut encore simplifier le re´sultat en regardant, par exemple, la limite molle du photon 5
(|−→p5| → 0). Une boucle MHV coupe´e en deux est compose´e de deux arbres MHV. Or ces arbres
MHV sont e´gaux a` leurs limites molles (5.23) :
AsN,I = lim
i∈[2..N ],|−→pi |→0
AsN,I . (18.7)
Donc prendre la limite molle ne fait perdre aucune information sur les coefficients ci = lim|−→p5|→0 ci
et ei = lim|−→p5|→0 ei. De plus, d’apre`s l’appendice A, la limite molle d’une patte appartenant a` une
masse d’une inte´grale scalaire a` quatre points deux masses oppose´es est une inte´grale scalaire a`
quatre points une masse :
lim
|−→p5|→0
In+24 (s215, s415, s15, s26) = lim|−→p5|→0
In+24 (s23, s24, s156). (18.8)
Or le the´ore`me de Furry nous dit qu’une boucle de photons avec un nombre impair de photons est
nulle. Donc le coˆte´ gauche de l’e´quation (18.6) tend vers ze´ro. Au final, dans la limite soft, on en
de´duit ci = −ei.
Re´sultat 18.2.4. Les amplitudes d’he´licite´s MHV, avec les hypothe`ses 4, calcule´es en QED, QED
scalaire et QED supersyme´trique N = 1 se de´composent :
AS/s/N=16 (−−++++) = i
(
e
√
2
)6
16pi2
∑
i∈σ(1,2)Tσ(3,4,5,6)
ci
2
(
In+24,2A(s215, s415, s15, s26)
−In+24,1 (s23, s24, s156)
)
. (18.9)
18.2.4 Amplitude d’he´licite´ NMHV : AS/s/N=16 (1−, 2−, 3−, 4+, 5+, 6+)
Ces amplitudes d’he´licite´s, appele´es NMHV, sont constitue´es de trois photons d’he´licite´s ne´gatives
et de trois photons d’he´licite´s positives. Conside´rons une inte´grale scalaire a` quatre points deux
masses oppose´es. Comme deux des photons d’he´licite´s ne´gatives sont dans les masses, alors les
pattes seules proviennent de deux photons d’he´licite´s diffe´rentes. D’apre`s la proposition 10.6.3,
cette configuration engendre un coefficient nul, donc ci = 0.
Re´sultat 18.2.5. Les amplitudes d’he´licite´s NMHV, avec les hypothe`ses 4, calcule´es en QED,
QED scalaire et QED supersyme´trique N = 1 se de´composent :
A6(−−−+++) = i
(
e
√
2
)6
16pi2
∑
i∈σ(1,2,3)Tσ(4,5,6) 2 diI
n+2
4,2A(s14, s452, s25, s36) +
ei
2
In+24,1 (s63, s61, s425)
+
ei
∗
2
In+24,1 (s25, s24, s136) +
gi
6
In3,3(s14, s25, s36).
(18.10)
Maintenant que l’on a re´duit toutes les amplitudes d’he´licite´s graˆce aux syme´tries et aux hy-
pothe`ses du proble`me, on va calculer les coefficients restants graˆce a` la me´thode des coupures.
Chapitre 19
Calcul de l’amplitude MHV :
AS/s/N=1N
(
1−, 2−, 3+, 4+, ..., N+
)
.
Sommaire
19.1 Ge´ne´ralisation de l’amplitude a` six photons en une amplitude a` N
photons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
19.2 Calcul du coefficient esi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
19.3 Calcul du coefficient csi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
19.4 Expression de l’amplitude d’he´licite´ AsN (−−++ ...+). . . . . . . . . . 182
19.5 Amplitude d’he´licite´ AS/N=1(−−++ ...+). . . . . . . . . . . . . . . . . 183
19.5.1 Passage de la QED scalaire a` la QED et QEDN=1 . . . . . . . . . . . . 183
19.5.2 Amplitude AS/N=1N (−−+...+) . . . . . . . . . . . . . . . . . . . . . . . 184
Dans ce chapitre, on va ge´ne´raliser et calculer l’amplitude MHV du processus d’annihilation a`
N photons.
19.1 Ge´ne´ralisation de l’amplitude a` six photons en une am-
plitude a` N photons.
On ge´ne´ralise le calcul de l’amplitude MHV a` N photons, avec N > 4 pour e´viter d’avoir des
proble`mes ultraviolets. Il y a deux photons d’he´licite´s ne´gatives et N-2 photons d’he´licite´s positives.
Par les meˆmes arguments que dans le chapitre 18, l’amplitude MHV a` N photons se de´compose
(18.9) :
As/S/N=1N (−−+...+) = i
(
e
√
2
)N
16pi2
∑
i∈σ(1,2)Tσ(3..N) Ce e
s/S/N=1
i I
n
4,1(s23, s24, s15...N )
+ i
(
e
√
2
)N
16pi2
∑
i∈σ(1,2)Tσ(3..N)
N−1∑
M=5
Cc cs/S/N=1i In4,2B(s135...M , s145...M , s15...M , s2M+1...N ),
(19.1)
ou` Ce = 22(N−4)! et Cc = 22(N−4)!(N−M)! sont des facteurs nume´riques pour prendre en compte toutes
les permutations redondantes des photons dans les masses des inte´grales scalaires. La multiplication
par deux vient du fait que chaque diagramme a son double, en inversant le sens de rotation de
l’impulsion dans les boucles, alors que la division par 2 vient du fait que les inte´grales scalaires ont
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une syme´trie axiale et qu’il faut e´viter de compter deux fois chaque inte´grale. Maintenant, on va
calculer les deux coefficients ci et ei par la me´thode des coupures. On commencera par calculer ces
coefficients en QED scalaire, puis graˆce a` la de´composition supersyme´trique (18.2), on les calculera
indirectement en QED et QEDN=1.
19.2 Calcul du coefficient esi .
p−1
p+5
p−2
p+3
p+4
p+N
Q1
Q2Q3
Q4
chaine 1
On veut calculer le coefficient devant l’inte´grale scalaire de la figure 19.2, dont on notem l’impulsion
de la masse externe entrante :
m = p1 +
N∑
i=5
pi. (19.2)
D’apre`s les propositions 7.2.3 et 10.4.1, le coefficient devant cette inte´grale scalaire de dimension
n+ 2 s’e´crit :
esi = −
(
det (G)
det (S)
)
1
2
2∑
i=1
{−2ie ε+4 .q1i} {chaine 1i}{−2ie ε+3 .q2i}{−2ie ε−2 .q4i} , (19.3)
ou` G et S sont les matrices de Gram et cine´matiques de l’inte´grale scalaire a` quatre points une
masse (Appendice A). La chaˆıne 1 s’e´crit :
chaine 1i = Asarbre
(
q1i, q2i, p
+
5 , ...., p
−
I , ...p
+
N
)
. (19.4)
La somme sur l’indice « i » correspond a` la somme des impulsions de la boucle solution du syste`me
compose´ des quatre propagateurs coupe´s :
q21 = 0
q22 = (q1 +m)
2 = 0
q23 = (q1 +m+ p3)
2 = 0
q24 = (q1 − p4)2 = 0
⇔

qµ1 1 = −
[4γµm3]
2[43]
qµ1 2 = −
〈4γµm3〉
2〈43〉
. (19.5)
Les deux solutions sont conjugue´es. La conjugaison est le signe de la parite´, et correspond aux
deux sens de propagations ou aux deux he´licite´s des scalaires internes. Ces solutions ne de´pendent
que des impulsions des photons entrants et non de leurs he´licite´s. L’interfe´rence entre les he´licite´s
des scalaires internes et des photons externes sera ou constructive ou destructive. Maintenant on
peut calculer le coefficient devant les inte´grales In4,1(s23, s24, s15...N ) donne´ par (19.3) en utilisant
(19.5). Puisque ε−2 .q21 = 0, alors la premie`re solution de (19.5) apporte une contribution nulle, il
y a une interfe´rence destructive. De´sormais, on prendra l’impulsion solution e´gale a` la deuxie`me
solution : q1 = q12. On a alors :
ε+4 .q1 ε
+
3 .q2 ε
−
2 .q3 =
〈3m4m3〉√
2
3〈34〉3
〈42〉〈23〉, (19.6)
en utilisant le fait que qµ3 = q
µ
1 +m
µ + pµ3 = − 〈42γµ3〉2[43] . La chaˆıne s’e´crit d’apre`s la formule (5.2) :
chaine 1 = i(−e
√
2)N−5+2
∑
σ(5..N)
T (5..N)〈N5〉 〈1q12N〉
(q1 + p5)2
〈1q22N〉
(q2 − pN )2 . (19.7)
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Or, sachant que qµ1 = − 〈4γ
µm3〉
2〈43〉 alors q
µ
2 = q
µ
1 +m
µ = 〈4mγ
µ3〉
2〈43〉 . Et par conse´quence :
〈1q15〉
(q1 + p5)2
=
〈1γµ5〉qµ1
〈5γµ5〉qµ1
=
〈14〉
〈54〉
〈1q1N〉
(q2 − pN )2 = −
〈1γµN〉qµ2
〈NγµN〉qµ2
= − 〈13〉〈N3〉
. (19.8)
En reportant (19.8) dans (19.7) alors :
chaine 1 = −i(−e
√
2)N−5+2〈13〉〈41〉
∑
σ(5..N)
T (5..N)〈N5〉
〈45〉〈N3〉 (19.9)
= −i(−e
√
2)N−5+2〈13〉〈41〉 〈43〉
N−5∏N
j=5〈4j〉〈j3〉
. (19.10)
Dans la dernie`re e´tape, on a utilise´ (D.9). Le rapport des de´terminants est :
det (G)
det (S) =
det (G)
〈3m4m3〉2 =
2s34
st
. (19.11)
On rassemble les trois parties (19.6),(19.10) et (19.11) pour avoir l’e´criture compacte du coefficient
es :
esi = −(−e
√
2)N
〈1341〉〈2342〉∏N
j=5〈3j〉〈4j〉
〈34〉N−6
s234
{ 〈3m4m3〉
−2
}{
det (G)
〈3m4m3〉2
}
(19.12)
= (−e
√
2)N
〈1341〉〈2342〉∏N
j=5〈3j〉〈4j〉
〈34〉N−6
s34
. (19.13)
19.3 Calcul du coefficient csi .
On calcule le coefficient devant l’inte´grale scalaire In4,2B(s135...M , s145...M , s15...M , s2M+1...N ). On
p−1
p+5
p+3
p+4
p+M
Q1
Q2Q3
Q4
p−2
chaine 2
chaine 1
p+M+1
p+N
note les impulsions des masses externes :
m1 = p1 +
M∑
i=5
pi m2 = p2 +
N∑
i=M+1
pi (19.14)
D’apre`s les propositions 7.2.3 et 10.4.1, le coefficient devant cette inte´grale scalaire de dimension
n+ 2 s’e´crit :
csi = −
(
det (G)
det (S)
)
1
2
2∑
i=1
{−2ie ε+4 .q1i} {chaine 1i}{−2ie ε+3 .q2i} {chaine 2i} , (19.15)
ou` G et S sont les matrices de Gram et cine´matiques de l’inte´grale scalaire a` quatre points deux
masses oppose´es. Les chaˆınes sont de types 2 (chap. 5) :
chaine 1i = Asarbre
(
q1i, q2i, p
+
5 , ...., p
−
I , ...p
+
M
)
(19.16)
chaine 2i = Asarbre
(
q3i, q4i, p
+
M+1, ...., p
−
I , ...p
+
N
)
. (19.17)
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La somme sur l’indice « i », correspond a` la somme sur les impulsions de la boucle, solutions du
syste`me compose´ des quatre propagateurs sur couches de masses (prop. 10.4.2) :
q21 = 0
q22 = (q1 +m1)
2 = 0
q23 = (q1 +m1 + p3)
2 = 0
q24 = (q1 − p3)2 = 0
⇔

qµ1 1 = −
[4γµm13]
2[43]
qµ1 2 = −
〈4γµm13〉
2〈43〉
. (19.18)
On a encore deux solutions conjugue´es l’une de l’autre qui proviennent des deux e´tats d’he´licite´s du
scalaire. Puisque ε+3 .q21 = 0 alors la premie`re solution de (19.18) apporte une contribution nulle.
De´sormais, on prendra donc la deuxie`me solution : qµ1 = q
µ
1 2. On a :
ε+4 .q1 ε
+
3 .q2 = −
〈Rγµ4〉√
2〈R4〉
〈4γµm13〉
2〈43〉
〈Rγν3〉√
2〈R3〉
(
−〈4γ
νm13〉
2〈43〉 +m
µ
1
)
=
〈3m14m13〉
2〈34〉2 . (19.19)
La chaˆıne 1 a e´te´ calcule´e dans le chapitre 5 et elle vaut :
chaine 1 = i(−e
√
2)M−5+2
∑
σ(5..M)
T (5..M)〈M5〉 〈1q15〉
(q1 + p5)2
〈1q2M〉
(q2 − pM )2 . (19.20)
Or sachant que qµ1 = − 〈4γ
µm13〉
2〈43〉 alors q
µ
2 = q
µ
1 +m
µ
1 =
〈4m1γµ3〉
2〈43〉 , alors :
chaine 1 = −i(−e
√
2)M−5+2〈13〉〈41〉
∑
σ(5..M)
T (5..M)〈M5〉
〈45〉〈M3〉 (19.21)
= −i(−e
√
2)M−5+2〈13〉〈41〉 〈43〉
M−5∏M
j=5〈4j〉〈j3〉
. (19.22)
De la meˆme manie`re, comme qµ1 = − 〈4γ
µm13〉
2〈43〉 et q
µ
2 =
〈4m1γµ3〉
2〈43〉 , alors q
µ
3 =
〈4m2γµ3〉
2〈34〉 et q
µ
4 =
〈3m2γµ4〉
2〈34〉 , la chaˆıne 2 s’e´crit :
chaine 2 = −i(−e
√
2)N−(M+1)+2〈23〉〈42〉 〈34〉
N−(M+1)∏N
j=M+1〈3j〉〈j4〉
. (19.23)
Pour finir, il suffit de calculer le rapport des de´terminants :
det (G)
det (S) =
2s34
(
st−m21m22
)
〈2m23m22〉2 =
2s34
〈2m23m22〉 . (19.24)
On rassemble les quatre parties (19.19),(19.22),(19.23) et (19.23) pour obtenir une e´criture com-
pacte du coefficient csi :
csi = (−1)M−6(−e
√
2)N
〈1341〉〈2342〉∏N
j=5〈3j〉〈4j〉
〈34〉N−6
s34
. (19.25)
19.4 Expression de l’amplitude d’he´licite´ AsN(−−++ ...+).
Si on note RsN =
〈1341〉〈2342〉QN
j=5〈3j〉〈4j〉
〈34〉N−6
s34
alors les deux coefficients csi et e
s
i s’e´crivent (19.13, 19.25) :
csi = (−1)M−6(−e
√
2)NRsN e
s
i = (−e
√
2)NRsN , (19.26)
et si on de´finit I1 = In+24,1 (s23, s24, s15...N ) et I2 = I
n+2
4,2B(s135...M , s145...M , s15...M , s2M+1...N ) les deux
inte´grales scalaires, alors l’amplitude MHV en QED scalaire devient simplement, en rajoutant le
facteur K :
AsN (−−+...+) = i
(
e
√
2
)N
16pi2
∑
σ(1,2)
∑
σ(3..N)
{
RsN
(N − 4)! I1 +
N−1∑
M=5
(−1)M−6RsN
(N −M)!(M − 4)!I2
}
. (19.27)
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Dans le cas particulier de l’amplitude a` six photons, on a :
As6(−−++++) = i
(
e
√
2
)6
16pi2
∑
σ(1,2)
∑
σ(3..6)
Rs6
2
{
In+24,1 (s23, s24, s156)− In+24,2B(s135, s145, s15, s26)
}
.
(19.28)
Avec Rs6 =
〈1341〉〈2342〉
〈35〉〈45〉〈36〉〈46〉
1
s34
. Le de´terminant de Gram « s34 » est compense´ par les spineurs [34]
du nume´rateur. Il n’y a aucun proble`me pour effectuer un calcul nume´rique.
19.5 Amplitude d’he´licite´ AS/N=1(−−++ ...+).
19.5.1 Passage de la QED scalaire a` la QED et QEDN=1
On exprime la discontinuite´ d’un diagramme de l’amplitude a` N photons, avec N > 4 en QED
dans l’invariant s15..M de fac¸on a` faire apparaˆıtre la discontinuite´ en QED scalaire. Il faut forcement
un et un seul photon d’he´licite´ ne´gative dans l’arbre, sinon elle serait nulle. On note QA et QB , les
deux propagateurs entourant cet invariant, ils sont sur couches de masses. On de´finit les quatres
p−1
p+5
p+M
chaine 1
p+M+1
p+N
QB
QA
p+4
p−2
p+3
chaine 2
chaˆınes de type 1 sur couche de masses :
ASarbre2
(
pσA, p
σ
B , p
+
3 , ...., p
+
M , p
−
2
)
= AS2 (19.29)
ASarbre1
(
pσB , p
σ
A, p
+
M+1, ...., p
+
N , p
−
1
)
= AS1 (19.30)
Asarbre2
(
pA, pB , p
+
3 , ...., p
+
M , p
−
2
)
= As2 (19.31)
Asarbre1
(
pB , pA, p
+
M+1, ...., p
+
N , p
−
1
)
= As1. (19.32)
Alors la discontinuite´ s’e´crit :
Disc
(ASN (−−++++)) = − ∫ dnQδ (Q2A) δ (Q2B) ∑
σ∈σ±
ASarbre2(σ)ASarbre1(σ). (19.33)
On utilise les de´compositions supersyme´triques des arbres en QED (3.2.4) et on obtient :
Disc
(ASN (−−++++)) = −∫ dnQ δ (Q2A) δ (Q2B)( 〈1B〉〈2A〉〈1A〉〈2B〉 + 〈1A〉〈2B〉〈1B〉〈2A〉
)
As2As1 (19.34)
= −2
∫
dnQ δ
(
Q2A
)
δ
(
Q2B
) 〈1AB2〉2
〈1AB1〉〈2AB2〉A
s
2As1 (19.35)
= −2
∫
dnQ δ
(
Q2A
)
δ
(
Q2B
)As2As1
−
∫
dnQ δ
(
Q2A
)
δ
(
Q2B
) 〈12〉2 2QA.QB〈1AB1〉〈2AB2〉As2As1 (19.36)
= −2Disc (AsN (−−++++)) + Disc
(AN=1N (−−++++)) .
(19.37)
On reconnaˆıt la discontinuite´ de l’amplitude scalaire dans le premier terme de (19.36). Or, l’ap-
plication « Disc » est line´aire, donc en utilisant la de´composition supersyme´trique d’une boucle
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de fermions (18.2), par identification, le second terme de (19.36) correspond a` la discontinuite´ de
l’amplitude supersyme´trique. A` partir de l’e´quation (19.35), on obtient l’amplitude en QED et a`
partir de l’e´quation (19.37), on obtient l’amplitude en QED supersyme´trique.
19.5.2 Amplitude AS/N=1N (−−+...+)
La discontinuite´ pre´ce´dente, dans laquelle seuls deux propagateurs sont sur couches de masses,
est ve´rifie´e par les deux inte´grales scalaires In+24,1 et I
n+2
4,2B de la base de de´composition des amplitudes
AS/N=1N (−−+...+). Les coefficients, devant ces inte´grales, scalaires correspondent aux re´sidus de la
discontinuite´. Ici nous n’avons que deux coupures alors que les inte´grales a` quatre points ont quatre
coupures. Les deux autres coupures diffe`rent suivant le coefficient a` calculer. L’impulsion de la
boucle tend alors vers une limite diffe´rente suivant l’inte´grale scalaire. Ces limites correspondent aux
solutions des syste`mes compose´s par quatre propagateurs qui s’annulent et ont de´ja` e´te´ calcule´es
dans les paragraphes pre´ce´dents. Le coefficient devant l’inte´grale scalaire In+24,1 (s23, s24, s15...N )
correspond a` q12, donne´ par (19.5) :
eSi = e
s
i lim
A→q12,B→q22
−2〈1AB2〉2
〈1AB1〉〈2AB2〉 = −2
〈1342〉2
〈1341〉〈2342〉e
s
i (19.38)
eN=1i = −esi lim
A→q12,B→q22
〈12〉2 2QA.QB〈1AB1〉〈2AB2〉 = −
s234〈12〉2
〈1341〉〈2342〉d
s
i . (19.39)
On retrouve alors le coefficient en QED scalaire multiplie´ par un autre terme. Et le coefficient
devant l’inte´grale scalaire In+24,2B(s135...M , s145...M , s15...M , s2M+1...N ) sont :
cSi = c
s
i lim
A→q12,B→q22
−2〈1AB2〉2
〈1AB1〉〈2AB2〉 = −2
〈1342〉2
〈1341〉〈2342〉c
s
i (19.40)
cN=1i = −csi lim
A→q12,B→q22
〈12〉2 2QA.QB〈1AB1〉〈2AB2〉 = −
s234〈12〉2
〈1341〉〈2342〉c
s
i , (19.41)
avec q12 donne´ par (19.18). Au final, les trois amplitudes MHV s’e´crivent :
As/S/N=1N (−−+...+) = i
(
e
√
2
)N
16pi2
∑
σ(1,2)
∑
σ(3..N)
R
s/S/N=1
N
(N − 4)! I
n+2
4,1 (s23, s24, s15...N )
+i
(
e
√
2
)N
16pi2
∑
σ(1,2)
∑
σ(3..N)
N−1∑
M=5
(−1)M−6Rs/S/N=1N
(N −M)!(M − 4)! I
n+2
4,2B(s135...M , s145...M , s15...M , s2M+1...N ),
(19.42)
avec
RsN =
〈1341〉〈2342〉∏N
j=5〈3j〉〈4j〉
〈34〉N−6
s34
(19.43)
RSN = −2
〈1342〉2∏N
j=5〈3j〉〈4j〉
〈34〉N−6
s34
(19.44)
RN=1N = −
〈12〉2∏N
j=5〈3j〉〈4j〉
〈34〉N−6s34. (19.45)
Remarque 19.5.1. La puissance du de´terminant de Gram : det (G) ∝ s34 en QED et en QED
scalaire est de −1, alors qu’en QED supersyme´trique il est de 1. Cependant, on peut transfor-
mer l’expression et voir facilement que le de´terminant de Gram se compense. Par exemple pour
l’amplitude en QED scalaire :
RsN ∝
〈1341〉〈2342〉
s34
∝ 〈13〉〈41〉〈23〉〈42〉 [34]〈34〉 (19.46)
L’amplitude est donc proportionnelle a` la phase [34]/〈34〉 qui contenait initialement le de´terminant
de Gram. Il n’y aura aucun proble`me pour tracer l’amplitude nume´riquement.
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Dans le chapitre pre´ce´dent, graˆce a` des syme´tries, on avait simplifie´ la re´duction des amplitudes
NMHV : (18.10) que l’on rappelle :
AS/s/N=16 (−−−+++) = i
(
e
√
2
)6
16pi2
∑
σ∈σ(1,2,3)Tσ(4,5,6) 2 d
S/s/N=1
σ I
n+2
4,2A(s14, s452, s25, s36)
+
e
S/s/N=1
σ
2
In+24,1 (s63, s61, s425) +
eσ
∗S/s/N=1
2
In+24,1 (s25, s24, s136)
+
g
S/s/N=1
σ
6
In3,3(s14, s25, s36) (20.1)
Il y a donc quatre coefficients a` calculer pour chaque the´orie. On commencera par calculer les
coefficients avec la me´thode des coupures en QED scalaire. Puis graˆce a` la de´composition super-
syme´trique (18.2) d’une boucle de fermions on obtiendra directement les coefficients en QED et en
QEDN=1.
20.1 Calcul du coefficient esσ.
On veut calculer le coefficient devant l’inte´grale scalaire In+24,1 (s63, s61, s425) dont on note l’im-
pulsion de la masse externe de l’inte´grale scalaire mµ = pµ4 +p
µ
2 +p
µ
5 . D’apre`s la proposition 10.4.1,
le coefficient devant cette inte´grale scalaire de dimension n+ 2 s’e´crit :
esσ = −
(
det (G)
det (S)
)
1
2
2∑
i=1
{−2ie ε−3 .q1i} {chaine 1i}{−2ie ε−1 .q2i}{−2ie ε+6 .q4i} , (20.2)
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p+6
p−1
p−3
Q1
Q2Q3
Q4
chaine 1
p+5
p−2
p+4
ou` G et S sont les matrices de Gram et cine´matiques de cette inte´grale scalaire a` quatre points
une masse. La chaˆıne de type 2 est de´finit par :
chaine 1i = Asarbre
(
q1i, q2i, p
+
4 , p
+
5 , p
−
2
)
. (20.3)
La somme sur l’indice « i », correspond a` la somme sur les impulsions de la boucle, solutions du
syste`me obtenu a` partir des quatre propagateurs coupe´s (prop. 10.4.2) :
q21 = 0
q22 = (q1 +m)
2 = 0
q23 = (q1 +m+ p1)
2 = 0
q24 = (q1 − p3)2 = 0
⇔

qµ1 1 = −
[3γµm1]
2[31]
qµ1 2 = −
〈3γµm1〉
2〈31〉
. (20.4)
Maintenant on peut calculer le coefficient (20.2) devant l’inte´grale scalaire In+24,1 (s63, s61, s425).
Comme ε+6 .q22 = 0 alors la deuxie`me solution de (20.4) apporte une contribution nulle. On prendra
donc la premie`re solution : qµ1 = q
µ
1 1. Comme on a q
µ
3 = q
µ
1 +m
µ+pµ1 = − [36γµ1]2[31] . Et qµ4 = qµ1 −pµ3 =
− [3γµP1452]2[32] − pµ3 = [3γ
µ62]
2[32] , alors :
ε+6 .q3 ε
−
3 .q1 ε
−
1 .q3 = ε
−
3 .q1i ε
−
2 . (q1i + P145) =
[3m1m3]√
2
3
[31]3
[36][61]. (20.5)
La chaˆıne 1 a de´ja` e´te´ calcule´e dans le chapitre pre´ce´dent (19.7), sachant qµ1 = − [3γ
µm1]
2[31] et q
µ
2 =
qµ1 +m
µ = [3mγ
µ1]
2[31] , elle vaut :
chaine 1 = −i(−e
√
2)3
∑
σ(4,5)
T (4, 5)〈54〉 〈2m1〉〈4m1〉
〈2m3〉
〈5m3〉 (20.6)
= −i(−e
√
2)3
〈2m1〉〈2m3〉[13]m2
〈4m1〉〈5m3〉〈5m1〉〈4m3〉 . (20.7)
Enfin, on calcule alors le rapport des de´terminants :
det (G)
det (S) =
det (G)
〈1m3m1〉2 =
2s13
st
. (20.8)
Le coefficient esσ s’e´crit de manie`re compacte a` partir de (20.5),(20.7) et (20.8) :
esσ = −(−e
√
2)6
1
s31
〈2m136〉〈2m316〉m2
〈4m1〉〈5m3〉〈5m1〉〈4m3〉 . (20.9)
20.2 Calcul du coefficient esσ
∗.
On veut calculer le coefficient esσ
∗ devant l’inte´grale scalaire In+24,1 (s24, s25, s136). On note l’im-
pulsion de la masse externe de l’inte´grale scalaire m∗µ = pµ1 +p
µ
3 +p
µ
6 . On peut de la meˆme manie`re
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p−2
p+4
p+5
Q1
Q2Q3
Q4
chaine 1
p+6
p−3
p−1
calculer le coefficient devant cette inte´grale scalaire graˆce a` la me´thode a` quatre coupures. Cepen-
dant, on remarque que cette inte´grale scalaire a exactement la meˆme structure que la pre´ce´dente,
sauf que l’on a inverse´ les he´licite´s. Pour inverser les he´licite´s, il suffit d’appliquer l’ope´rateur parite´
P . Donc, pour avoir le coefficient devant l’inte´grale scalaire In+24,1 (s24, s25, s136), il suffit d’appliquer
l’ope´rateur parite´ P sur le coefficient de l’inte´grale scalaire In+24,1 (s63, s61, s425), et de changer les
labels des photons :
P †esσP = e
s
σ
∗ (20.10)
Cette ope´rateur change les spineurs en antispineurs : 〈...〉 → [...], comme on a de´ja` pu le voir dans
le calcul de la chaˆıne de type 2 dans le chapitre 5. En remarquant que m∗µ = −mµ ⇒ m2 = m∗2,
on trouve :
esσ
∗ = −(−e
√
2)6
1
s54
[6m542][6m452]m2
[1m4][1m5][3m4][3m5]
. (20.11)
20.3 Calcul du coefficient dsσ.
On veut calculer le coefficient dsσ devant l’inte´grale scalaire I
n+2
4,2A(s14, s452, s25, s36). On note les
p+5
p−2
p+4
p+6
p−1
p−3 chaine 1
Q4
Q3
Q1
Q2
chaine 2
impulsions des pattes externes :
mµ1 = p
µ
2 + p
µ
5 (20.12)
mµ2 = p
µ
3 + p
µ
6 (20.13)
s = s14 = (p1 + p4)
2
t = s425 = (p2 + p4 + p5)
2 (20.14)
T = p2 + p4 + p5. (20.15)
D’apre`s la proposition 10.4.1, le coefficient s’e´crit :
dsσ = −
(
det (G)
det (S)
)
1
2
2∑
i=1
{−2ie ε+4 .q1i} {chaine 1i} {chaine 2i}{−2ie ε−1 .q1i} , (20.16)
ou` G et S sont les matrices de Gram et cine´matiques de l’inte´grale scalaire a` quatre points deux
masses adjacentes. On somme sur toutes les solutions du syste`me (prop. 10.4.2) :
q21 = 0
q22 = 0
q23 = 0
q24 = 0
⇔

q21 = 0
(q1 − p1)2 = 0
(q1 + p4)
2 = 0
(q1 + T )
2 = 0
⇔

qµ1 1 = −
t
2
〈1γµ4〉
〈1T4〉
qµ1 2 = −
t
2
〈4γµ1〉
〈4T1〉
. (20.17)
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On a encore et toujours deux solutions conjugue´es pour traduire les deux he´licite´s du scalaire.
Maintenant on peut calculer le coefficient dsi . On remarque que la premie`re solution de (20.17)
apporte une contribution nulle car ε+4 .q11 = 0. On prendra alors uniquement la deuxie`me solution
de (20.17) et on notera q1 = q. Dans ce cas, on a :
ε+4 .q1 ε
−
1 .q4 =
(
− t
2
)2 [rγµ1]√
2[1r]
〈4γµ1〉
〈4T1〉
〈Rγν4〉√
2〈R4〉
〈4γν1〉
〈4T1〉 = −
t2s
2〈4T1〉2 . (20.18)
Or, sachant que qµ1 = − t2 〈4γ
µ1〉
〈4T1〉 alors q
µ
2 = q
µ
1 + p
µ
4 = − [1TP25γ
µ4]
2〈4T1〉 , alors la premie`re chaˆıne
(chaine 1), de type 2, s’e´crit :
chaine 1 =
2ie2
s25
( 〈2q25〉2
(q2 + p2)2
+
〈2q25〉2
(q2 + p5)2
)
= −2ie2 [1Tm15]〈24〉
[1Tm12]〈54〉 . (20.19)
On calcule alors la deuxie`me chaˆıne (chaine 2) de la meˆme manie`re :
chaine 2 =
2ie2
s36
( 〈3q46〉2
(q4 − p6)2 +
〈3q46〉2
(q4 − p3)2
)
= −2ie2 〈3m2T4〉[16]〈6m2T4〉[13] . (20.20)
Et le rapport des de´terminants donne :
det (G)
det (S) =
−2s〈1m14m21〉
(st)2
=
2s〈1T4T1〉
(st)2
. (20.21)
On rassemble les quatre parties (20.18),(20.19),(20.20) et (20.21) pour avoir une e´criture compacte
du coefficient dsσ :
dsσ = i
4 (−e
√
2)6
2
t2s[1Tm15]〈24〉〈3m2T4〉[16]
〈4T1〉2[1Tm12]〈54〉〈6m2T4〉[13]
det (G)
det (S) (20.22)
= (e
√
2)6
[1m2]〈24〉[6m4][16]
[1m5]〈45〉[3m4][31]
〈1T4〉
〈4T1〉 . (20.23)
20.4 Calcul de gsσ.
On de´sire le coefficient gsσ devant l’inte´grale scalaire a` trois points trois masses I
n
3,3(s14, s25, s36)
dont les impulsions des diffe´rentes masses externes, en cohe´rence avec l’inte´grale scalaire a` quatre
p+5
p−2p
+
6
p−3
p−1 p
+
4
Q1Q3
Q2
chaine 1
chaine 2chaine 3
points deux masses adjacentes sont :
mµ3 = p
µ
1 + p
µ
4 = K
µ
1 (20.24)
mµ1 = p
µ
2 + p
µ
5 = −Kµ2 (20.25)
mµ2 = p
µ
3 + p
µ
6 = K
µ
3 . (20.26)
On calcule le coefficient par la me´thode des trois coupures. Cependant elle permet de calculer le
coefficient devant les inte´grales a` trois points si les inte´grales a` quatre points sont de dimension n.
Ici on a de´compose´ l’amplitude sur une base ou` les inte´grales a` quatre points sont de dimension
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n + 2. Il faut donc prendre en compte les inte´grales a` trois points provenant de la re´duction des
inte´grales scalaires a` quatre points de dimension n en dimension n+ 2, qui cre´ent des inte´grales a`
trois points. Cette contribution est note´e gsI4 :
gsσ = i
∑
γ±
lim
t→0
{chaine 1} {chaine 2} {chaine 3}+ gsI4 = gs1 + gsI4 . (20.27)
Le coefficient gs1 est donne´ par le me´thode a` trois coupures. On de´finit :
〈qi − | = t〈Kb1 − |+ αi1〈Kb2 − | (20.28)
〈qi + | = αi2
t
〈Kb1 − |+ αi1〈Kb2 − | (20.29)
Kb2
µ
=
1
γ± −m21m22
(
γ±K
µ
2 −m22Kµ1
)
(20.30)
Kb1
µ
=
1
γ± −m21m22
(
γ±K
µ
1 −m21Kµ2
)
(20.31)
γ± = K1.K2 ±
√
∆ (20.32)
∆ = (K1.K2)2 −m21m22. (20.33)
(20.34)
Les vecteurs Kb1
µ et Kb2
µ sont les projections des vecteurs Kµ1 et K
µ
2 pour former des impulsions
lumie`res : Kb1
2 = Kb2
2 = 0. On calcule chacune des trois chaˆınes et on fait tendre la limite t → 0
et on l’arrange pour mettre en facteur une phase :
chaine 1 = 2ie2
〈q11〉〈q31〉
〈q14〉〈q34〉 = 2ie
2
(
t〈Kb1|+ α01〈Kb2|
)
1〉 (t〈Kb1|+ α31〈Kb2|) 1〉(
t〈Kb1|+ α01〈Kb2|
)
4〉 (t〈Kb1|+ α31〈Kb2|) 4〉 (20.35)
−−−→
t→0
2ie2
( 〈Kb21〉
〈Kb24〉
)2
= 2ie2
[4m11]
[1m14]
[1Kb21]
[4Kb24]
. (20.36)
Comme les trois chaˆınes ont la meˆme structure d’he´licite´, pour obtenir les amplitudes des chaˆınes,
il suffit juste de changer les labels des photons : (1, 4) → (2, 5) pour la chaˆıne 2 et (1, 4) → (3, 6)
pour la chaˆıne 3. Le coefficient s’e´crit :
gs1 = (e
√
2)6
[4m11]
[1m14]
[5m12]
[2m15]
[6m13]
[3m16]
∑
γ±
[1Kb21]
[4Kb24]
[2Kb22]
[5Kb25]
[3Kb23]
[6Kb26]
(20.37)
En de´veloppant le dernier terme, on s’aperc¸oit que
√
∆ disparaˆıt. Le coefficient devant l’inte´grale
est alors une fonction rationnelle de produits spinoriels et variables de Mandelstam ce qui est plutoˆt
rassurant. Ce facteur en
√
(∆)−1 est le de´terminant de Gram.
Pour calculer la deuxie`me partie de la fonction a` trois points, il suffit de rappeler la de´composition
de l’inte´grale scalaire a` quatre points deux masses adjacentes de dimensions n en dimensions n+2 :
In4,2A(s14, s452, s25, s36) =
2m21m
2
2 + t
(
s−m21 −m22
)
t2s
In3,3(s14, s25, s36)
+ 2(n− 3)m
2
1m
2
2 − t
(
m22 +m
2
1 − s− t
)
t2s
In+24,2A(s14, s452, s25, s36) + ...
(20.38)
Le coefficient devant l’inte´grale scalaire a` quatre points en dimensions n+2 s’e´crit dsσ, donne´ par :
(20.23). Donc le coefficient gs2 au premier ordre en ² s’e´crit :
gsI4 =
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dsσ. (20.39)
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En rassemblant les deux parties du coefficient gsi : (20.37, 20.39), il s’e´crit :
gsσ = (e
√
2)6
[4m11]
[1m14]
[5m12]
[2m15]
[6m13]
[3m16]
∑
γ±
[1Kb21]
[4Kb24]
[2Kb22]
[5Kb25]
[3Kb23]
[6Kb26]
+
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dsσ.
(20.40)
Maintenant que l’on a calcule´ tous les coefficients en QED scalaire, on va les calculer en QED et
en QEDN=1 graˆce a` des relations de passages supersyme´triques entre une boucle de fermions et
une boucle de scalaires.
20.5 Calcul de e
S/N=1
σ ,e
S/N=1
σ
∗
et d
S/N=1
σ .
On conside`re l’ensemble des diagrammes en QED qui contiennent l’invariant s136 et on calcule
la discontinuite´. Et on de´finit les arbres :
p−3
QB
p+6
p−1
chaine 2 chaine 1
p+4
p−2
p+5
QA
ASarbre2
(
pσA, p
σ
B , p
−
3 , p
−
2 , p
+
6
)
= AS2 (σ) (20.41)
ASarbre1
(
pσB , p
σ
A, p
+
4 , p
+
5 , p
−
2
)
= AS1 (σ) (20.42)
Asarbre2
(
pA, pB , , p
−
3 , p
−
2 , p
+
6
)
= As2 (20.43)
Asarbre1
(
pB , pA, p
+
4 , p
+
5 , p
−
2
)
= As1. (20.44)
La discontinuite´ s’e´crit alors : :
Disc
(AS6 (−−−+++)) = − ∫ dnQ δ (Q2A) δ (Q2B) ∑
σ∈σ±
AS2 (σ)AS1 (σ). (20.45)
On la relie a` la discontinuite´ en QED scalaire en utilisant les de´compositions supersyme´triques des
chaˆınes en QED (3.2.4) :
Disc
(AS6 (−−−+++)) = − ∫ dnQδ (Q2A) δ (Q2B)( 〈2B〉[6B]〈2A〉[6A] + 〈2A〉[A6]〈2B〉[6B]
)
As2As1 (20.46)
= −
∫
dnQδ
(
Q2A
)
δ
(
Q2B
) 〈2B6〉2 + 〈2A6〉2
〈2B6〉〈2A6〉 A
s
2As1 (20.47)
= −
∫
dnQδ
(
Q2A
)
δ
(
Q2B
)( 〈2p2456〉2
〈2B6〉〈2A6〉 + 2
)
As2As1 (20.48)
= −2 Disc (As6(−−−+++)) + Disc
(AN=16 (−−−+++)) .
(20.49)
Par le meˆme raisonnement que pour l’amplitude MHV, on peut identifier les termes de (20.48)
graˆce a` la relation de supersyme´trique (18.2). A` partir de l’e´quation (20.47) on obtient l’amplitude
de QED et a` partir de l’e´quation (20.49), on obtient l’amplitude en QED supersyme´trique. La
discontinuite´ respecte les coupures des inte´grales scalaires de la base de la de´composition In+24,1
et In+24,2A. Le coefficient devant ces inte´grales scalaires seront donc les re´sidus lorsque les quatre
propagateurs correspondant aux quatre coupures des inte´grales scalaires s’annulent. Pour l’inte´grale
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scalaire In+24,1 (s16, s36, s245), les solutions sont donne´es par (20.4) :
eSσ = −esσ lim
A→q12,B→q22
〈2B6〉2 + 〈2A6〉2
〈2B6〉〈2A6〉 = 2(e
√
2)6
1
s31
〈2m316〉2m2
〈4m1〉〈5m3〉〈5m1〉〈4m3〉 (20.50)
eN=1σ ‘ = −esσ lim
A→q12,B→q22
〈2p2456〉2
〈2B6〉〈2A6〉 = (e
√
2)6
s31〈2m6〉2m2
〈4m1〉〈5m3〉〈5m1〉〈4m3〉 , (20.51)
ou`m = p245. Maintenant, pour calculer les coefficients devant l’inte´grale scalaire In+24,1 (s25, s24, s136),
il suffit juste d’utiliser la parite´ : c’est a` dire en transformant les spineurs en antispineurs 〈...〉 → [...]
et en relabe´lisant les photons :
eSσ
∗
= (e
√
2)6
1
s54
[6m542]2m2
[1m4][1m5][3m4][3m5]
(20.52)
eN=1σ
∗
= (e
√
2)6
s54〈2m6〉2m2
[1m4][1m5][3m4][3m5]
, (20.53)
ou` m = p245. Puis pour calculer les coefficients devant les inte´grales a` quatre points deux masses
adjacentes
(
In+24,2A(s14, s452, s25, s36)
)
, on utilise q12 donne´ par (20.17) :
dSσ = −dsσ lim
A→q12,B→q22
〈2B6〉2 + 〈2A6〉2
〈2B6〉〈2A6〉 = −(e
√
2)6
[1m2]2[6m4]2 +m4〈24〉2[16]2
[1m5]〈45〉[3m4][31]m2
〈1m4〉
〈4m1〉
(20.54)
dN=1σ = −dsσ lim
A→q12,B→q22
〈2p2456〉2
〈2B6〉〈2A6〉 = −(e
√
2)6
[6m2]2
〈45〉[31]〈5m1〉〈4m3〉
[1m4m1]
m2
, (20.55)
ou` m = p245.
20.6 Calcul de gSσ et g
N=1
σ .
On va calculer directement le coefficient gSσ devant l’inte´grale scalaire I
n
3,3(s14, s25, s36). On note
p+5
p−2p
+
6
p−3
p−1 p
+
4
Q1Q3
Q2
chaine 1
chaine 2chaine 3
les diffe´rentes masses, en cohe´rence avec l’inte´grale scalaire a` quatre points deux masses adjacentes :
mµ3 = p
µ
1 + p
µ
4 = K
µ
1 (20.56)
mµ1 = p
µ
2 + p
µ
5 = −Kµ2 (20.57)
mµ2 = p
µ
3 + p
µ
6 = K
µ
3 . (20.58)
Comme dans le cas scalaire, le coefficient est compose´ de deux termes. L’un calculable par la
me´thode des trois coupures et l’autre est obtenu a` partir de la re´duction des inte´grales scalaires a`
quatre points deux masses adjacentes :
gSσ = i
∑
γ±
lim
t→0
{chaine 1}S {chaine 2}S {chaine 3}S + gSI4 = gS1 + gSI4 . (20.59)
On va relier la discontinuite´ a` trois coupures en QED a` la discontinuite´ a` trois coupures en QED
scalaire. En QED, la chaˆıne 1 s’e´crit :
chaine 1S = 2ie2
〈q11〉〈q31〉
〈q14〉〈q34〉
( 〈q11〉
〈q21〉 +
〈q21〉
〈q11〉
)
= chaine 1s
( 〈q11〉
〈q21〉 +
〈q21〉
〈q11〉
)
. (20.60)
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On extrapole pour les trois chaˆınes, en faisant attention qu’il n’y ait que deux courants dans la
boucle et non deux par chaˆınes :
gS1 =
∑
γ±
lim
t→0
{
chaine 1Sσ
}{
chaine 2Sσ
}{
chaine 3Sσ
}
= −2gs1. (20.61)
Le calcul de la partie du coefficient de la fonction a` trois points trois masses venant de la
re´duction des inte´grales scalaires a` quatre points est similaire en QED et en QED scalaire. On
obtient directement :
gSI4 =
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dSσ . (20.62)
En rassemblant les deux parties du coefficient gSσ : (20.61, 20.62) :
gSσ =− 2(e
√
2)6
[4P251]
[1P254]
[5P142]
[2P145]
[6P253]
[3P256]
∑
γ±
[1Kb21]
[4Kb24]
[2Kb22]
[5Kb25]
[3Kb23]
[6Kb26]
+
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dSσ . (20.63)
Le coefficient de la fonction a` trois points trois masses en QEDN=1 s’obtient juste par une
soustraction, graˆce a` la de´composition supersyme´trique d’une boucle de fermions (18.2). En effet,
comme les amplitudes NMHV ont la meˆme de´composition et la meˆme structure analytique, donc
cette de´composition supersyme´trique s’applique dans le cas particuliers du coefficient devant les
inte´grales a` trois points trois masses :
gSσ = −2gsσ + gN=1σ . (20.64)
Si on utilise les deux formules des deux coefficients gSσ et g
s
σ, donne´s par (20.63) et (20.40), alors
on obtient :
gN=1σ =
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
(
dSσ − 2dsσ
)
(20.65)
=
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dN=1σ . (20.66)
L’amplitude supersyme´trique n’a pas de coefficient devant les triangles dans une base ou` les
inte´grales a` quatre points seraient de dimensions n.
20.7 Amplitude AS/s/N=16 (−−−+++).
On re´capitule tous les coefficients de l’amplitude NMHV a` six photons (20.1) :
AS/s/N=16 (−−−+++) = i
(
e
√
2
)6
16pi2
∑
σ(1,2,3)
∑
σ(4,5,6)
2 dS/s/N=1σ I
n+2
4,2A(s14, s452, s25, s36)
+
e
S/s/N=1
σ
2
In+24,1 (s63, s61, s425) +
eσ
∗S/s/N=1
2
In+24,1 (s25, s24, s136)
+
g
S/s/N=1
σ
6
In3,3(s14, s25, s36). (20.67)
Les douze coefficients sont donne´s par les e´quations (20.63, 20.40, 20.66) pour les fonctions a` trois
points trois masses, (20.9, 20.50, 20.51) et (20.11, 20.52, 20.53) pour les fonctions a` quatre points
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une masse et (20.23, 20.54, 20.55) pour les fonctions a` quatre points deux masses adjacentes :
esσ = − (e
√
2)6
1
s31
〈2m136〉〈2m316〉m2
〈4m1〉〈5m3〉〈5m1〉〈4m3〉 (20.68)
esσ
∗ = − (e
√
2)6
1
s54
[6m542][6m452]m2
[1m4][1m5][3m4][3m5]
(20.69)
dsσ = (e
√
2)6
[1m2]〈24〉[6m4][16]
[1m5]〈45〉[3m4][31]
〈1m4〉
〈4m1〉 (20.70)
gsσ = (e
√
2)6
[4m11]
[1m14]
[5m12]
[2m15]
[6m13]
[3m16]
∑
γ±
[1Kb21]
[4Kb24]
[2Kb22]
[5Kb25]
[3Kb23]
[6Kb26]
+
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dsσ (20.71)
eSσ = 2(e
√
2)6
1
s31
〈2m316〉2m2
〈4m1〉〈5m3〉〈5m1〉〈4m3〉 (20.72)
eSσ
∗
= (e
√
2)6
1
s54
[6m542]2m2
[1m4][1m5][3m4][3m5]
(20.73)
dSσ = − (e
√
2)6
[1m2]2[6m4]2 +m4〈24〉2[16]2
[1m5]〈45〉[3m4][31]m2
〈1m4〉
〈4m1〉 (20.74)
gSσ = − 2(e
√
2)6
[4P251]
[1P254]
[5P142]
[2P145]
[6P253]
[3P256]
∑
γ±
[1Kb21]
[4Kb24]
[2Kb22]
[5Kb25]
[3Kb23]
[6Kb26]
+
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dSσ (20.75)
eN=1σ = (e
√
2)6
s31〈2m6〉2m2
〈4m1〉〈5m3〉〈5m1〉〈4m3〉 (20.76)
eN=1σ
∗
= (e
√
2)6
s54〈2m6〉2m2
[1m4][1m5][3m4][3m5]
(20.77)
dN=1σ = − (e
√
2)6
[6m2]2
〈45〉[31]〈5m1〉〈4m3〉
[1m4m1]
m2
(20.78)
gN=1σ =
2m21m
2
2 + t
(
s−m21 −m22
)
2 {m21m22 − t (m22 +m21 − s− t)}
dN=1σ , (20.79)
avec :
m = p2 + p4 + p5 (20.80)
s = s14 (20.81)
t = m2 (20.82)
m1 = p2 + p5 = −Kb2 (20.83)
m2 = p3 + p6 = Kb1 (20.84)
Kb2
µ
= γ±K
µ
2 −m22Kµ1 (20.85)
γ± = K1.K2 ±
√
∆ (20.86)
∆ = (K1.K2)2 −m21m22. (20.87)
Remarque : En utilisant les fonction Fi plutoˆt que les inte´grales scalaires Ini , I
n+2
i (Appendice
A) et en jouant sur les permutations, les coefficients de l’amplitude supersyme´trique peuvent se
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factoriser :
AN=16 (−−−+++) = i
(
e
√
2
)6
16pi2
∑
σ(1,2,3)
∑
σ(4,5,6)
2 dN=1σ(
F2A(s14, s452, s25, s36) +
F1(s63, s61, s425) + F1(s25, s24, s136)
2
)
,
(20.88)
avec
dN=1σ = −
1
[31]〈45〉
[6p4252]2
[1p4255][3p4254]
. (20.89)
Chapitre 21
Etude nume´rique des amplitudes a`
six photons.
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Dans cette partie, on va tracer les amplitudes d’he´licite´s du processus a` six photons. On com-
mencera par expliquer la cine´matique, puis on tracera le module de des amplitudes MHV et NMHV.
Graˆce aux expressions compactes des amplitudes d’he´licite´s, les graphes sont tre`s rapidement ob-
tenus (3,4 secondes). On pourra alors e´tudier les singularite´s de Landau et meˆme obtenir la section
efficace.
21.1 Amplitudes d’he´licite´s MHV et NMHV.
21.1.1 Configuration cine´matique de Nagy-Soper [98]
Plutoˆt que de conside´rer l’annihilation de six photons
∑6
i=1 γi → 0, on va conside´rer le cas d’un
processus physique d’inte´raction 2→ 4 :
γσ11 + γ
σ4
4 → γσ22 + γσ33 + γσ55 + γσ66 , (21.1)
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d’e´tat initial les deux photons (1,2) d’he´licite´s (σ1, σ2), et d’e´tat final les quatre photons (3,4,5,6)
d’he´licite´s (σ3, σ4, σ5, σ6). Les he´licite´s font re´fe´rences aux photons entrants et on se place dans le
centre de masse de l’e´tat initial. On conside`re que les vecteurs des photons 1 et 2 sont suivant l’axe
z (fig. 21.1) :
−→
k1 = −−→k4 ∝ −→z et l’e´tat final est le point de l’espace de phase :
−→
k2 = (−12, 5, 15.3, 0.3)−→
k3 = (33.5, 15.9, 25.0)−→
k5 = (−10.0,−18.0,−3.3)−→
k6 = (−11.0,−13.2,−22.0)
, (21.2)
puis on cre´e de nouvelles configurations cine´matiques en faisant tourner l’e´tat final autour de l’axe
Y.
Y θ
P2
P6
P1
X P5
P3
P4
Z
Fig. 21.1 – Configuration cine´matique de Nagy et Soper [98].
21.1.2 Amplitude MHV dans la configuration de Nagy-Soper
Dans [98], Nagy et Soper ont trace´ le module de l’amplitude en QED avec la configuration
ci-dessus pour le processus As/S/N=1N
(
k−1 , k
−
4 ,−k+2 ,−k+3 ,−k+5 ,−k+6
)
. Ils ont directement calcule´
les diagrammes par de´formations de contour. Nous avons alors trace´ les trois the´ories en fonction
de l’angle de rotation θ autour de l’axe Y, dans les meˆmes conditions, afin de retrouver la courbe
de [98]. Le minimum de l’amplitude en QED scalaire n’atteint pas ze´ro. Les trois amplitudes sont
pi-pe´riodiques, ce qui est cohe´rent vu que les deux photons d’he´licite´s ne´gatives sont dans l’e´tat
initial, donc la rotation n’engendre pas de brisure de syme´trie de la topologie des he´licite´s. Les trois
courbes ont le meˆme comportement, ce qui est normal vu que les trois amplitudes ont le meˆme
sche´ma de re´duction. L’amplitude supersyme´trique est plus grande en module que les deux autres
amplitudes. Il se passe comme une interfe´rence constructive entre les bosons et les fermions qui
rendent cette amplitude plus grande en module.
21.1.3 Amplitude NMHV dans la configuration de Nagy-Soper
On trace le module de l’amplitude MHV : As/S/N=1N
(
k−1 , k
+
4 ,−k−2 ,−k+5 ,−k+3 ,−k+6
)
. Cette
configuration correspond a` celle de [98]. On retrouve la meˆme courbe en QED. Cette fois l’ampli-
tude n’est plus pi-pe´riodique, ce qui s’explique par le fait que la topologie des he´licite´s n’est plus
invariante par rotation autour de l’axe z puisqu’il y a deux he´licite´s ne´gatives et deux positives dans
l’e´tat final. La rotation entraˆıne une brisure de syme´trie. De plus on remarque que l’amplitude a`
deux « trous » aux angles θ ' 2, 32 et θ ' 5.46 ' pi+2, 32. On va essayer de comprendre l’origine
de ces trous.
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Fig. 21.2 – L’amplitude d’he´licite´ MHV du processus a` six photons dans la configuration cine´matique de Nagy et
Soper [98] pour les trois the´ories.
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Fig. 21.3 – L’amplitude d’he´licite´ NMHV du processus a` six photons dans la configuration cine´matique de Nagy et
Soper [98] pour les trois the´ories.
21.1.4 Double parton scattering
Pour essayer de comprendre l’origine de ces trous, on divise l’e´tat final en deux paires de pho-
tons, dont on note kt l’impulsion transverse de la paire (3, 5) et donc, par conservation de l’e´nergie
impulsion, −kt est l’impulsion transverse de la paire (2, 6). Puis on trace, seulement l’amplitude en
p3 + p5
p2 + p6
kt
kt
p4
p1
Fig. 21.4 – Configuration cine´matiques des deux paires de photons (3, 5) et (2, 6).
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QED en fonction de l’angle de rotation et la valeur de cette impulsion transverse de chaque paire
(fig. 21.5). On remarque alors que les « trous » correspondent a` des configurations cine´matiques
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Fig. 21.5 – Signature du double partons scattering dans l’amplitude NMHV.
ou` l’impulsion transverse des paires devient nulle, c’est la signature du double parton scattering.
C’est une configuration cine´matique dans laquelle la boucle re´sonne avec une configuration phy-
sique. Conside´rons les deux photons 1 et 4 qui se de´sinte`grent en une paire de fermion-antifermion.
Il y a inte´raction entre un fermion et un antifermion pour e´mettre une paire de photons (fig.
21.6). Le double parton scattering est atteint quand les paires de fermion-antifermion sont e´mis
p4
p1
p3
p5
p6 p2
Fig. 21.6 – Configuration cine´matiques du double partons scattering.
coline´airement. Dans ce cas kt → 0. A` partir de la configuration de Nagy-Soper, on s’approche
sans atteindre ce point cine´matique. On va donc modifier la configuration cine´matique initiale de
Nagy-Soper pour l’atteindre. Comme on a vu dans le chapitre 9, le double parton scattering cor-
respond a` une singularite´. Cette e´tude nume´rique va nous permettre de voir s’il y a divergence ou
pas.
21.2 Singularite´ de « Double parton Scattering »
.
21.2.1 Configuration cine´matiques
On modifie la cine´matique de Nagy-Soper pour atteindre le double parton scattering. On ef-
fectue une rotation de l’e´tat final autour de l’axe Y, donc les valeurs des composantes sur l’axe
Y au cours de la rotation ne sont pas modifie´es. Par conse´quent, si on veut atteindre le double
21.2 Singularite´ de « Double parton Scattering » 199
parton scattering, il faut que la composante transverse de chaque paire, projete´e sur l’axe Y, soit
nulle
−→
kt .
−→y = 0. On commence donc par ajouter ou soustraire (pour garder la conservation de
l’e´nergie-impulsion) un re´gulateur ∆y, aux composantes de l’axe Y des paires de photons de l’e´tat
final de fac¸on a` eˆtre de´ja` en configuration de double parton scattering sur l’axe Y. Le point initial
de l’espace de phase devient : 
−→
k2 = (−12, 5, 15.3 + ∆y, 0.3)−→
k3 = (33.5, 15.9−∆y, 25.0)−→
k5 = (−10.0,−18.0 + ∆y,−3.3)−→
k6 = (−11.0,−13.2−∆y,−22.0)
(21.3)
Le double parton scattering est atteint quand ∆y = 1.05. On trace alors le module des amplitudes en
fonction de l’angle de rotation θ pour diffe´rentes valeurs de ∆y autour de la singularite´. Quelque soit
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Fig. 21.7 – Amplitudes autour de la singularite´ de Landau.
la the´orie, les modules des amplitudes ont tous le meˆme comportement. Les amplitudes ressemblent
a` une « vague » . Plus on s’approche de la singularite´ de Landau, atteinte pour ∆y = 1.05, plus la
largeur de cette vague est e´troite. A` la singularite´, cette vague se transforme en « pique »fini. C’est le
signe que les amplitudes doivent s’e´crire comme une distribution. La finitude du pique signifie qu’il
200 Etude nume´rique des amplitudes a` six photons.
n’y a pas de divergence. On va observer le comportement du module de l’amplitude autour de cette
singularite´. Contrairement aux cas scalaires dans lesquelles les singularite´s de Landau entraˆınent
des divergences (parag. 9.7), ici elles sont compense´es. Les raisons sont les meˆmes que pour les
divergences infrarouges, le nume´rateur du propagateur fermionique re´gularise les divergences.
21.2.2 Autour de la singularite´
Pour observer le comportement de l’amplitude, on va tracer un diagramme a` trois dimensions
avec l’amplitude en ordonne´e et la valeur de kt dans les deux dimensions d’abscisses. On se limite a`
tracer l’amplitude autour de la singularite´, c’est-a`-dire autour de kt = 0. On a le´ge`rement modifie´
la configuration cine´matique en effectuant une rotation de fac¸on a` ramener la singularite´ de Landau
en θ = 0. Le module de l’amplitude proche de la singularite´ se comporte comme un col. Il n’y a
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pas de divergence [102].
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21.3 E´tude Analytique de la singularite´.
21.3.1 D’ou` vient le proble`me ?
Nume´riquement, il semble ne pas y avoir de divergence. On va essayer de le montrer analytique-
ment. On se place proche de la configuration cine´matique de double parton scattering correspondant
a` la figure 9.4. Les deux photons 1 et 4 constituent l’e´tat initial, le long de l’axe Z. Donc les deux
impulsions
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√
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 , (21.4)
s’e´crivent sous forme de spineurs :
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 , (21.5)
et sous forme de spineurs adjoints (D.3) :
〈1 + | = (√s14 0 0 0) γ0 = (0 0 √s14 0) (21.6)
〈4 + | = (0 0 0 √s14) (21.7)
〈1− | = (0 −√s14 0 0) (21.8)
〈4− | = (√s14 0 0 0) . (21.9)
On contracte l’impulsion de la paire de photons (2,5) avec les matrices de Dirac :
6p25 =

0 0 p+25 kt
∗
0 0 kt p25−
p25
− −kt∗ 0 0
−kt p+25 0 0
 , (21.10)
dans laquelle on note kt = ktx + ikty l’impulsion transverse. On peut maintenant calculer les
produits spinoriels et on obtient :
〈1 + |6p25|4+〉 = −s14kt 〈4 + |6p25|1+〉 = −s14k∗t . (21.11)
Ces deux produits spinoriels sont proportionnels a` l’impulsion transverse kt. Ils deviennent donc
nuls dans la limite du double parton scattering. Les coefficients des amplitudes NMHV sont tous
re´capitule´s dans le paragraphe 20.7. Il y a des permutations sur les photons d’he´licite´s de meˆme
signe, donc les coefficients eσ n’ont que des divergences |kt|−1 alors que les coefficients dσ et gσ ont
des divergences |kt|−1 et |kt|−2. Il y a donc deux sortes de divergences potentielles : les divergences
en |kt|−1 et les divergences en |kt|−2. Si on reprend les de´monstrations de chacun des coefficients,
on remarque alors que les divergences en |kt|−2 viennent des de´terminants de Gram. L’appendice
A re´ve`le que le de´terminant de Gram d’une inte´grale scalaire quatre points deux masses adjacentes
a` la meˆme structure que le de´terminant de la matrice cine´matique de la fonction a` quatre points
deux masses oppose´es :
det (G2A) ∝ 〈1m4m1〉 ∝
√
det (S2B) det (S2B) ∝ 〈1m4m1〉2, (21.12)
ou` les pattes d’impulsion p1 et p4 sont les deux pattes seules des inte´grales scalaires a` quatre points
deux masses et m l’une des masses des inte´grales scalaires. Sous forme spinorielle les de´terminants
s’e´crivent :
det (G2A) ∝
√
det (S2B) ∝ |kt|2. (21.13)
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La re´duction des inte´grales tensorielles fait apparaˆıtre des inverses de determinants de Gram :
|kt|−2. Au nume´rateur il apparaˆıt des |kt|2 dans les coefficients, puisque les inte´grales scalaires sont
de dimensions n+2. Les diffe´rents termes s’ajustent de fac¸on a` compenser tous les de´terminants de
Gram restants. Pour l’amplitude supersyme´trique, le facteur |kt|2 est au nume´rateur du coefficient
de l’inte´grale scalaire a` quatre points deux masses adjacents, le de´terminant de Gram se trouve au
nume´rateur et non au de´nominateur dans l’amplitude supersyme´trique comme dans le cas MHV
(rem. 19.5.1) ou a` quatre photons (12.21, 12.30, 12.42). Les singularite´s de Landau sont donne´es
par les singularite´s en |kt|−1 ∝ det (S)−1/4 qui sont bien une « racine » du de´terminant de matrice
cine´matique.
D’apre`s les conditions de Landau, les quatre propagateurs sont sur couches de masses. Avec la
conservation de l’e´nergie impulsion dans chaque vertex, on de´duit la valeur de ces quatre propaga-
teurs :
q6 =
s
s35 − sp1 =
s26
t− s26 p1 (21.14)
q1 =
t
t− s26 p1 =
s35
s35 − sp1 (21.15)
q3 =
s
s26 − sp4 =
s35
t− s35 p4 (21.16)
q4 =
t
t− s35 p4 =
s26
s26 − sp4 (21.17)
avec s = (p1 − p3 − p5)2 et t = (p4 − p3 − p6)2. On de´compose le diagramme en deux re´actions
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Fig. 21.9 – Cine´matique du double parton scattering.
physiques q1−q3 → p3+p5 et q4−q6 → p2+p6. Les impulsions des deux e´tats initiaux e´tant aligne´s
sur l’axe z, on en de´duit les e´tats finaux a` deux angles pre`s. Par exemple l’angle φ et ρ. L’angle
p6
−q6
p2
ρ
q4
φ
Fig. 21.10 – Cine´matique du double parton scattering.
φ traduit la rotation de l’e´tat final autour de l’axe z alors que l’angle ρ traduit la rotation par
rapport a` l’axe z. Bien que l’angle φ ne traduise qu’une syme´trie de rotation autour de l’axe initial,
l’amplitude totale en sera de´pendante car il y a deux processus. A` un e´tat initial donne´, le double
parton scattering dans le processus a` six photons est caracte´rise´ par un plan de configuration de´crit
par les quatre angles φ1, ρ1, φ2, ρ2, les indices 1 et 2 correspondent aux deux processus physiques.
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Avec les expressions exactes des propagateurs, on peut montrer l’e´galite´ spinorielle
[6(4− 5− 3)3]
[2(4− 5− 3)5] =
s35
s62
[5(4− 2− 6)2]
[3(4− 2− 6)6] , (21.18)
et on en de´duit directement que le re´sidu du poˆle en k−1t , s’annule a` l’ordre ze´ro dans la limite du
double parton scattering de l’amplitude supersyme´trique (20.88). Cependant, a` l’ordre 1, le calcul
est plus difficile. Il faut ajouter une composante transverse |kt| a` chaque paire de photons et effectuer
un de´veloppement limite´ de cette impulsion transverse. Ne´anmoins meˆme si l’impulsion transverse
de chaque paire sert petite, l’impulsion transverse de chaque photon peut eˆtre non ne´gligeable.
Cependant, en observant les courbes, on peut mode´liser le comportement des amplitudes autour
de la singularite´ par une distribution du genre :
As/S/N=16 ∝
(ktx + kt0x)
(
kty + kt0y
)
(ktx + kt0x)
2 +
(
kty + kt0y
)2 , (21.19)
ou` kt0x et kt0y sont des parame`tres. La syme´trie de rotation autour de l’axe z est brise´e a` cause du
fait que les deux e´tats finaux des deux sous processus physiques ne sont pas syme´triques par rapport
a` l’axe z. L’amplitude finale de´pend donc des quatre variables φ1, ρ1, φ2, ρ2 par l’interme´diaire des
deux parame`tres kt0x, kt0y. Dans le cas supersyme´trique, on a vraisemblablement kt0x = kt0y = 0.
21.4 Section efficace de l’amplitude a` six photons.
21.4.1 De´finition de l’espace des phases
On conside`re le processus a` six photons comme un processus physique de type 2→ 4 :
γ1 + γ2 → γ3 + γ4 + γ5 + γ6 (21.20)
Les deux photons γ1 et γ2 ont deux origines diffe´rentes et sont caracte´rise´es par des fractions
x1, x2 ∈ [0..1]. On calcule la section efficace dans le centre de masse de l’e´tat initial en inte´grant
sur tout l’espace de phase final :
σ =
∫
dx1 dx2
∫ 6∏
i=3
d4pi
(2pi)3
(2pi)4δ(4)
(
p1 + p2 −
6∑
i=3
pi
)
6∏
i=3
δ
(
p2i
) |A6|2 F (x1, x2) , (21.21)
ou` F (x1, x2) est une fonction de structure qui de´pend de l’origine des photons initiaux. On va
de´crire deux expe´riences diffe´rentes (LEP et CLIC) et donner leur section efficace. Les fonctions
« δ » correspondent aux contraintes de conservation d’e´nergie impulsion et de re´alite´ des particules
finales. Maintenant, on va de´finir deux origines possibles des photons initiaux.
21.4.2 Fonctions de structures
On conside`re un cas re´aliste de la collision de deux photons, provenant de la de´sinte´gration
d’un faisceau e´lectrons-positrons : expe´rience Large Electron-Positron Collider (LEP) au CERN.
On se place dans le centre de masse du syste`me e´lectron-positron, ils ont chacun une e´nergie E
(fig. 21.11). Les photons, venant de la de´sinte´gration des fermions et antifermions, ont une densite´
partonique mode´lise´e par la fonction de Weizsa¨cker-Willians [103, 104, 105] :
fcol(x) =
α
2pi
{
2(1− x)
(
m2ex
E2(1− x)2θ2c +m2ex2
− 1
x
)
+
1 + (1− x)2
x
log
E2(1− x)2θ2c +m2ex2
m2ex
2
+O
(
θ2c ,m
4
e/E
2
)}
, (21.22)
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Fig. 21.11 – Inte´raction a` six photons dans un syste`me e+e−
E
θ
θc
Fig. 21.12 – Expe´rience de de´tection d’un e´lectron.
ou` m2e = 510
2 eV 2 est la masse de l’e´lectron, et E l’e´nergie initiale de l’e´lectron. Dans le cas de
l’expe´rience LEP, alors E = 100GeV . Cette distribution est valable dans la limite coline´aire θc ¿ 1
(fig. 21.12). La fonction de structure de la section efficace sera alors :
Fcol (x1, x2) = fcol(x1)fcol(x2) (21.23)
Dans une deuxie`me expe´rience, on suppose que les deux photons de l’e´tat initial proviennent
de deux faisceaux lasers. Les faisceaux lasers de hautes e´nergies sont obtenus par retro-diffusion
Compton d’un laser de fre´quence ω0 sur un faisceau d’e´lectrons d’e´nergies Ef non polarise´s. C’est
l’expe´rience Compact Linear Collider (CLIC) du CERN dans laquelle Ef = 3 TeV . Les photons
sont e´mis dans de multiples directions, et la longueur d’onde du photon e´mis de´pend de l’angle
d’emission (fig. 21.13). Tous les photons e´mis dans une direction donne´e sont, ide´alement, mono-
Ef
ω0
θ
ω
Fig. 21.13 – Cre´ation d’un laser de haute e´nergie.
chromatiques. Dans le cas d’un faisceau d’e´lectrons non polarise´s, la densite´ partonique de photons
e´mis, est [21] :
Si x <
x0
1 + x0
flas(x) =
α
2pi
{
1
1− x + 1− x−
4x(x0(1− x)− x)
x20(1− x)2
}
, (21.24)
sinon flas(x) = 0. (21.25)
avec x0 = 4
Efω0
m2e
. La fonction de structure sera donc :
Flas (x, y) = flas(x)flas(y) (21.26)
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On peut comparer les deux fonctions de structures en les trac¸ant en fonction de la densite´
partonique. On se place par exemple dans le cas du LEP E = 100 GeV et de CLIC Ef = 3 TeV .
On ajuste ω0 pour avoir x0 = 5.
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Fig. 21.14 – Fonctions de structure de la de´sinte´gration de photons issus de Bremsstrahlung et de la retro-diffusion
Compton avec x0 = 5.
Les valeurs nume´riques ne sont pas forcement pertinentes, mais il est inte´ressant de voir que dans
une expe´rience, on aura l’inte´raction de photons avec des petites fraction (experience de collision
e+e−), alors que dans l’autre expe´rience, on aura l’inte´raction avec une grande fraction (laser).
21.4.3 Parame´trisation de l’espace des phases
On va inte´grer les fonctions δ de l’espace de phase pour re´duire le nombre d’inte´grales, en
particuliers, l’inte´gration de la composante temporelle des impulsions, transforme les mesures :
δ
(
p2i
)
d4pi → d
3−→pi
2Ei
. (21.27)
Ici la description de l’espace des phases est sphe´rique, mais comme l’e´tat initial est longitudinal,
il est pre´fe´rable de se placer dans une description cylindrique, d’axe z, axe de l’e´tat initial. On
introduit deux indices, l’indice ‖ pour de´finir la composante longitudinale et l’indice ⊥ pour de´finir
les deux composantes transverses d’un vecteur. On effectue un changement de variable sphe´rique
en cylindrique en introduisant la rapidite´ du photon « i » :
Yi =
1
2
log
(
Ei + p‖i
Ei − p‖i
)
. (21.28)
Les rapidite´s permettent de de´crire facilement les boost de Lorentz car elles s’additionnent par
changement de re´fe´rentiels longitudinaux. Par changement de variable, la mesure de chaque photon
de l’e´tat final s’e´crit :
d3−→pi
2Ei
→ d
2−→p⊥idYi
2
, (21.29)
et la fonction δ de la conservation de l’e´nergie impulsion devient :
δ(4)
(
p1 + p2 −
6∑
i=3
pi
)
→ δ(2)
(
6∑
i=3
−→p⊥i
)
δ
{
(x1 + x2)
√
s
2
−
6∑
i=3
M⊥i cosh (Yi)
}
δ
{
(x1 − x2)
√
s
2
−
6∑
i=3
M⊥i sinh (Yi)
}
, (21.30)
avec M⊥i = |−→p⊥i | la masse transverse et s l’e´nergie initiale des fermions. On inte`gre sur les deux
parame`tres x1 et x2, et finalement, la section efficace se simplifie :
σ =
2
16 (2pi)8 s
∫ 6∏
i=3
dYi
5∏
i=3
|−→p⊥i |d|−→p⊥i | dφi |A6|2 F (x1, x2) (21.31)
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avec
x1 =
6∑
i=3
M⊥i√
s
eYi x2 =
6∑
i=3
M⊥i√
s
e−Yi −−→p⊥6 = −
5∑
i=3
−→p⊥i . (21.32)
La fonction de structure est donne´e par (21.23) ou (21.26) suivant l’expe´rience. Il ne faut pas oublier
les conditions θ (0 ≤ x1 ≤ 1) θ (0 ≤ x2 ≤ 1). Il n’y a donc plus que dix variables. En re´alite´, comme
il y a plus d’impulsions des photons externes, line´airement de´pendants, que de dimensions d’espace
de Minkowski, alors les impulsions sont relie´es par la nullite´ de leur de´terminant de Gram. Il n’y a
donc que neuf variables inde´pendantes. Mais cette dernie`re contrainte n’est pas forcement facile a`
programmer. Les rapidite´s sont inte´gre´es sur R, alors que les modules des impulsions transverses
sur R+ et les angles sur 2pi. On reconstruit les impulsions avec les rapidite´s :
pi =

−M⊥i cosh (Yi)
−p⊥i cos (φi)
−p⊥i sin (φi)
−M⊥i sinh (Yi)
 . (21.33)
21.4.4 Section efficace inte´gre´e
Il faut inte´grer une fonction sur dix variables. On utilise un inte´grateur de type Monte-Carlo :
BASES. Le me´thode d’inte´gration de Monte-Carlo est «moyennement » rapide, c’est a` dire que la
convergence de´pend seulement de l’inverse du nombre de points ge´ne´re´s |Iexact−Icalcule´e| = O(N−1).
Cependant cet inte´grateur a` la particularite´ d’eˆtre adaptatif. Il de´coupe l’espace des phases en une
grille, puis il calcul la valeur de l’inte´grant dans chaque cellule. Il est adaptatif, dans le sens ou`,
plutoˆt que de choisir une grille homoge`ne sur l’espace des phases, il va cre´er une grille, avec des
cellules d’autant plus petite que la valeur de la fonction est grande. Le calcul se fera donc toujours
en deux e´tapes, premie`rement ge´ne´rer une grille adapte´e, puis calculer la valeur de la fonction dans
chaque cellule de la grille.
On calcule une section efficace non polarise´e, c’est a` dire qu’on suppose que les de´tecteurs ne
privile´gient par une he´licite´ des photons finaux. On ne calcule que la section efficace en QED, pour
deux valeurs d’e´nergies initiales diffe´rentes. On prend un angle θc = 0.1 rad.
expe´rience e´nergie initiale pt minimum section efficace (pBarn)
coll E = 100 GeV 1 GeV 2.11 10−9 ± 0.9%
coll E = 7 TeV 10 GeV 2.21 10−11 ± 2%
laser Ef = 1.5 TeV 5 GeV 1.65 10−14 ± 1%
Le de´tecteur est compose´ de cellules. Si l’on veut distinguer les quatre photons de l’e´tat final, alors
il faut que chaque photon arrive sur une cellule diffe´rente. Pour cela on introduit une coupure
qui imposent une se´paration minimale entre deux photons. Cette distance de se´paration est lie´e
aux caracte´ristiques du de´tecteur. Elle e´limine les e´tats avec des photons coline´aires. Dans l’espace
rapidite´-angle azimutal, on impose une distance minimale entre les deux photons « i » et « j » :
dij =
√
(Yi − Yj)2 + (φi − φj)2 ≥ 0.3 (21.34)
« 0.3 » correspond aux caracte´ristiques classiques des de´tecteurs. On peut interpre´ter cette gran-
deur en remarquant que le produit scalaire des impulsions de deux photons s’e´crit :
2pi.pj = 2pti.ptj {cosh (Yi − Yj)− cos (φi − φj)} . (21.35)
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« dij » repre´sente une distance angulaire entre les deux photons. De plus on ne peut inte´grer que
sur un borne´ fini. Donc on a limite´ les rapidite´s des photons au borne´ :
Yi ∈ [−2, 2]. (21.36)
Enfin pour e´viter les proble`mes de coline´arite´ avec les photons initiaux, on impose un « pt »
minimum a` chaque photon finaux. De toutes fac¸on, on ne peut de´tecter sur l’axe du faisceau. Les
pt minimum sont donne´s dans le tableau.
21.4.5 Sections efficaces diffe´rentielles.
Dans ce paragraphe, on se place dans l’expe´rience de collision de deux photons venant d’un
syste`me e´lectron-positron avec une e´nergie initiale de type LEP : E = 100GeV .
On commence par tracer la section efficace diffe´rentielle en fonction de l’impulsion transverse
d’un photon (fig. 21.15). Ce diagramme est en e´chelle logarithmique. et l’amplitude diverge en ze´ro.
Cette divergence correspond aux meˆmes divergence de Coulomb observe´ dans le cas du processus a`
quatre photons (parag. 14.3). Des variables de Mandelstam s’annulent et il n’y a plus de transfert
d’e´nergie dans certains photons finaux.
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Fig. 21.15 – Section efficace diffe´rentielle en fonction de l’impulsion transverse d’un photon.
On peut aussi tracer la section efficace en fonction de la masse invariante de deux photons (fig.
21.16). On remarque que lorsque cette masse tend vers ze´ro alors l’amplitude tend vers ze´ro. Tout
ce passe comme si les deux photons de cette masse devenaient coline´aires. A` la limite ou` la masse
est nulle, alors on se retrouve dans le cas d’une amplitude a` cinq photons fois un facteur infrarouge
qui est le facteur eikonal (de´f. 3.2.6). L’amplitude a` cinq photons est nulle, ce qui correspond a` la
nullite´ de la courbe.
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Fig. 21.16 – Section efficace diffe´rentielle en fonction de la masse invariante d’une paire de deux photons.
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Chapitre 22
Extension a` une boucle massive.
Dans ce chapitre, on va calculer l’amplitude d’he´licite´ du processus a` six photons avec une
boucle massive dans laquelle tous les photons ont la meˆme he´licite´. Chaque diagramme du pro-
cessus a` six photons n’a aucune divergence (infrarouge et ultraviolette), donc la re´gularisation
dimensionnelle est inutile et il n’y aura pas de triangle a` une ou deux masses externes. De plus,
avec une me´thode standard de re´duction, on peut montrer que l’amplitude ne contient ni de bulle ni
de termes rationnels. Cette absence de bulles est complique´e a` expliquer, l’absence de divergences
ultraviolettes n’est pas suffisante. On peut observer nume´riquement qu’il y a aussi de nombreuses
compensations entre diagrammes, duˆ a` l’invariance de jauge qui e´liminent les bulles.
On conside`re un diagramme a` six photons que l’on coupe en deux. Il y a deux manie`re de
couper ce diagramme, ou bien on se´pare les six photons en deux groupes de trois photons, ou
bien on se´pare les six photons en un groupe de deux photons et un groupe de quatre photons.
Le proble`me du premier type de coupure est qu’elle ne peut pas donner d’information devant les
inte´grales a` trois points trois masses. On conside`re donc le deuxie`me type de discontinuite´. On va
calculer la discontinuite´ dans l’invariant s56, par exemple :
Discs56As6 =
∫
d4qAarbre (p5, p6)Aarbre (p1, p2, p3, p4) δ
(
D24
)
δ
(
D26
)
. (22.1)
On utilise alors la formule (6.1) de l’arbre a` deux photons et (6.21) de l’arbre a` quatres photons.
On obtient des hexagones scalaires ainsi que des pentagones de rang un. La re´duction n’engendrera
donc que des inte´grales a` quatres points. Donc l’amplitude s’e´crira comme une combinaison line´aire
d’inte´grales a` quatre points. On va donc regarder le coefficient devant chaque type d’inte´grales a`
quatre points par la me´thode a` quatre coupures.
On commence par la fonction a` quatre points deux masses adjacentes
p6
p5
p4
p2
p3
p1 chaine 1
Q4
Q3
Q1
Q2
chaine 2
et on calcule la discontinuite´ autour des deux invariants s12, s56 :
Disc4,s12,s56 (A
s
6) =
∫
d4q Aarbre
(
1+, 2+
) 4∏
i=3
ε+i .qi Aarbre
(
5+, 6+
)
δ
(
D22, D
2
3, D
2
4, D
2
6
)
(22.2)
= (ie
√
2)6m6
[12][34][56]
〈12〉〈34〉〈56〉Disc4,s12,s56 (I
n
6 ) . (22.3)
Avec les deux arbres, (13.1, 13.5), le calcul est imme´diat ainsi que la reconstruction. Tout le
contenu devant les inte´grales scalaires a` quatre points deux masses adjacentes, est contenu dans la
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de´composition de la fonction a` six points. Maintenant, on regarde la fonction a` quatre points une
masse :
p5
p4
p6
p3
Q1
Q2Q3
Q4
chaine 1p2
p1
La discontinuite´ a` quatre coupures s’e´crit :
Disc4,s123 (A
s
6) =
∫
d4q Aarbre
(
1+, 2+, 3+
)
ε+4 .q4ε
+
5 .q5ε
+
6 .q6 δ
(
D23, D
2
4, D
2
5, D
2
6
)
. (22.4)
Plutoˆt que d’utiliser une chaˆıne a` trois photons, on va de´composer la boucle en une chaˆıne
avec deux photons Asarbre (Q3, Q1, p5, p6) d’amplitude (6.1), et une chaˆıne avec quatres photons
Asarbre (Q1, Q3, p1, p2, p3, p4) d’amplitude (6.21). On impose les propagateurs q2 et q4 sur couches
de masses. Il est pre´fe´rable d’utiliser ce genre de de´composition puisqu’un nombre pair de photons
re´duit conside´rablement les formules chaˆınes contrairement a` celle qui ont un nombre paires de
photons. Apre`s de tre`s le´ge`res re´ductions, on obtient :∑
σ(1,2,3,4)
Disc4,s123 (A
s
6) = − (e
√
2)6m6
[12][34][56]
〈12〉〈34〉〈56〉
∑
σ(1,2,3,4)
Disc4,s123 (I
n
6 )
− (e
√
2)6m4
[56]
〈56〉
∑
σ(1,2,3,4)
∫
d4q
[46Mq61]
〈12〉〈23〉〈34〉
1
D21
δ
(
D23, D
2
4, D
2
5, D
2
6
)
,
(22.5)
ou` 6M = p1+p2+p3 est l’impulsion de la masse externe. En effectuant une permutation des matrices
gammas, et on imposant les nullite´s des quatres propagateurs, on a :
〈546Mq6165〉 = D21〈54 6M65〉+M2〈54165〉 − 〈546M 6q3165〉. (22.6)
On en de´duit directement :
Disc4,s123 (A
s
6) = − (e
√
2)6m6
[12][34][56]
〈12〉〈34〉〈56〉Disc4,s123 (I
n
6 )
+ (e
√
2)6m4
〈54 6M65〉
2〈12〉〈23〉〈34〉〈45〉〈56〉〈61〉Disc4,s123
(
In4,1(s123)
)
. (22.7)
Maintenant, on regarde la discontinuite´ autour de l’inte´grale a` quatre points deux masses oppose´es
p4
p6
p3
p5
Q1
Q2Q3
Q4
p1
p2
,
et on calcule la discontinuite´ autour des deux invariants s12 et s45
Disc4,s12,s45 (A
s
6) =
∫
d4q Aarbre
(
1+, 2+
)
ε+3 .q3Aarbre
(
4+, 5+
)
ε+6 .q6 δ
(
D22, D
2
3, D
2
5, D
2
6
)
(22.8)
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se simplifie plus facilement si on conside`re deux chaˆınes a` trois photons (6.8). Dans ce cas, elle
s’e´crit : ∑
σ(1,2,3)σ(4,5,6)
Disc4,s12,s45 (A
s
6)
= (e
√
2)6m4
∑
σ(1,2,3)σ(4,5,6)
∫
d4q
[3 6q321][6 6q654]
〈12〉〈23〉〈45〉〈56〉D21D24
δ
(
D22, D
2
3, D
2
5, D
2
6
)
. (22.9)
On arrange juste le nume´rateur dans l’inte´grale on effectuant les permutations des matrices gam-
mas :
[36q321][6 6q654] = −
[3216543]
〈16〉〈43〉 +D
2
1D
2
4
[3(1 + 2)5(5 + 4)3]
〈16〉〈43〉
+D21s12
[36543]
〈16〉〈43〉 −D
2
1
[3(1 + 2)6q26543]
〈16〉〈43〉 (22.10)
En on de´duit directement :
Disc4,s12,s45 (As6) = − (e
√
2)6m6
[12][34][56]
〈12〉〈34〉〈56〉Disc4,s12,s45 (I
n
6 )
+ (e
√
2)6m4
[3(1 + 2)6(5 + 4)3]
2〈12〉〈23〉〈34〉〈45〉〈56〉〈61〉Disc4,s12,s45
(
In4,2B(s12, s45)
)
. (22.11)
Dans chaque discontinuite´, on retrouve la trace de l’hexagone plus des termes supple´mentaires. La
reconstruction est imme´diate :
As6 = − i
(e
√
2)6m6
96pi2
∑
σ(1,2,3,4,5,6)
[12][34][56]
〈12〉〈34〉〈56〉I
n
6
+ i
(e
√
2)6m4
96pi2
∑
σ(1,2,3,4,5,6)
[3(1 + 2)6(5 + 4)3]
2〈12〉〈23〉〈34〉〈45〉〈56〉〈61〉I
n
4,2B(s12, s45)
+ i
(e
√
2)6m4
96pi2
∑
σ(1,2,3,4,5,6)
〈546M65〉
2〈12〉〈23〉〈34〉〈45〉〈56〉〈61〉I
n
4,1(s123) (22.12)
Les coefficients devant les inte´grales scalaires a` quatre points peuvent tous se mettre de la forme :
det (S)
〈12〉〈23〉〈34〉〈45〉〈56〉〈61〉 , (22.13)
ou` det(S) est le de´terminant de la matrice cine´matique associe´e a` l’inte´grale scalaire. Ce coefficient
a une partie totalement invariante par la syme´trie de Bose, ce qui est normal vu que toutes les
he´licite´s sont identiques. L’autre partie est le de´terminant de la matrice cine´matique de la boucle
sans masse. Ce de´terminant vient du me´lange, cre´e par les masses, des deux courants de chiralite´s
dans la boucle. L’expression finale est compacte. Cependant, on n’a pas utilise´ les bases d’inte´grales
scalaires standards. Il est pre´fe´rable de les regrouper pour former des inte´grales scalaires a` six
points.
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Annexe A
Inte´grales scalaires.
Dans cet appendice, on donne des formules analytiques de certaines inte´grales scalaires. On se
limitera aux inte´grales avec une particule interne qui a une meˆme masse quelque soit le propagateur.
On note M2 sa masse. De plus, on donnera la valeur du de´terminant de la matrice cine´matique
det (S) ainsi que celui du de´terminant de Gram det (G). L’impulsion du propagateur « i » s’e´crit
p1
p2
p3
pi
q1
qi−1
q2
q3
qi
pN
Fig. A.1 – Structure generale d’une boucle.
Qµi = Q
µ + rµi . Les ri ne sont pas tous de´finis. On rappelle la de´finition de chacune des matrices
(7.15, 7.17) :
Sij = (ri − rj)2 − 2M2 (A.1)
Gij = 2pi.pj (A.2)
On utilisera la fonction dilogarithme Li2 de de´finition :
Li2(x) = −
∫ 1
0
dt
ln(1− xt)
t
. (A.3)
Dans [106], on trouve la de´finition du dilogarithme ainsi que des formules de re´duction reliant les
polylogarithmes. Les polylogarithmes auront des arguments en fonction des variables de Mandel-
stam et de la masse interne de la particule tournante. Il y a des difficulte´s lorsque l’argument d’un
logarithme est ne´gatif. On utilise sa continuation analytique en ajoutant une partie imaginaire
infinite´simale aux arguments. La prescription analytique est :
s→ s+ iλ, M2 →M2 − iλ, avec λ > 0. (A.4)
Enfin, on les inte´grales angulaires fournissent un facteur commun a` toutes les inte´grales scalaires :
rΓ =
Γ(1 + ²)Γ(1− ²)2
Γ(1− 2²) (A.5)
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A.1 Fonction a` un point : Tadpole.
p2
p1
s = s12
S1 =
(−2M2) . (A.6)
Les de´terminants sont donne´s par :
det (S1) = −2M2 det (G1) = s. (A.7)
Le tadpole a une valeur non nul que si la particule dans la boucle a` une masse : M2 6= 0.
In1 = rΓ
(
M2
)n−3
Γ (3− n) . (A.8)
A.2 Fonction a` deux points.
p4
p3p2
p1
s = s12 = s34
S2 =
( −2M2 s− 2M2
s− 2M2 −2M2
)
. (A.9)
Les de´terminants sont donne´s par :
det (S2) = −s
(
s− 4M2) (A.10)
det (G2) = s. (A.11)
Inte´grale non massive M2 = 0
La fonction a` deux points en the´orie non-massive est a` n dimensions :
In2 (s) =
rΓ
²(1− 2²) (−s)
−² =
1
²
− ln (−s) + 2 +O (²) , (A.12)
et a` n+ 2 dimensions :
In+22 (s) = −
rΓ
2²(1− 2²)(3− 2²) (−s)
1−²
. (A.13)
Inte´grale massive M2 6= 0
La fonction a` deux points en the´orie massive a` n dimensions, a` l’ordre ze´ro en ² est :
I2(s) = m−2²
Γ(1 + ²)
²
+ 2 + ρ ln
(
ρ− 1
ρ+ 1
)
+O(²), (A.14)
ou` ρ =
√
1− 4M2s .
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A.3 Fonction a` trois points.
A.3.1 Avec une masse
p4
p1
p2
p3
s = s34
S3,1 =
 −2M2 −2M2 s− 2M2−2M2 −2M2 −2M2
s− 2M2 −2M2 −2M2
 . (A.15)
Les de´terminants sont donne´s par :
det (S3,1) = 2s2M2 (A.16)
det (G3,1) = −s2. (A.17)
Inte´grale non massive M2 = 0
La fonction a` trois points une masse en the´orie non-massive a` n dimensions est :
In3 (s) =
rΓ
²2
(−s)−²
s
=
1
s
(
1
²2
− ln (−s) + ln (−s)
2
2
)
+O (²) , (A.18)
et a` n+ 2 dimensions :
In+23 (s) =
rΓ
2²(1− ²)(1− 2²) (−s)
−²
. (A.19)
Inte´grale massive M2 6= 0
La fonction a` trois points une masse en the´orie massive a` n dimensions, a` l’ordre ze´ro en ² est :
In3 (s) = −
1
2s
ln2
(
ρ− 1
ρ+ 1
)
+O (²) , (A.20)
ou` ρ =
√
1− 4M2s .
A.3.2 Avec deux masses externes et M2 = 0
p1
p3
p4
p5
p2 {
m21 = s12
m22 = s34
S3,2 =
 0 m22 m21m22 0 0
m21 0 0
 . (A.21)
Les de´terminants sont donne´s par :
det (S3,2) = 0 (A.22)
det (G3,2) =
(
m21 +m
2
1
) (
m21 −m22
)2
(A.23)
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La fonction a` trois points deux masses en the´orie non-massive a` n dimensions est :
In3
(
m21,m
2
2
)
=
rΓ
²2
(−m21)−² − (−m22)−²
m21 −m22
. (A.24)
A.3.3 Avec trois masses externes et M2 = 0
p1
p4
p2 p5
p3
p6  m
2
1 = s14
m22 = s25
m23 = s36
S3,3 =
 0 m22 m21m22 0 m23
m21 m
2
3 0
 . (A.25)
Les de´terminants sont donne´es par les relations :
det(G3,3) = m21m
2
2 − (m1.m2)2 = −
∆
4
(A.26)
det(S3,3) = 2m21m22m23. (A.27)
La fonction a` trois points trois masses en the´orie non-massive a` n dimensions est [89] :
In3
(
m21,m
2
2,m
2
3
)
=
1√
∆
{(
2Li2
(
1− 1
y2
)
+ 2Li2
(
1− 1
x2
)
+
pi2
3
)
+
1
2
(
ln2
(
x1
y1
)
+ ln2
(
x2
y2
)
+ ln2
(
x2
y1
)
− ln2
(
x1
y2
))}
, (A.28)
ou` :
x1,2 =
m21 +m
2
2 −m23 ±
√
∆
2m21
(A.29)
y1,2 =
m21 −m22 +m23 ±
√
∆
2m21
(A.30)
∆ = m41 +m
4
2 +m
4
3 − 2m21m22 − 2m21m23 − 2m22m23 − i sign(m21) ² (A.31)
La formule (A.28) est valide dans toutes les re´gions cine´matiques graˆce a` la partie imaginaire i ² :
√
∆± i² =
{ √
∆± i² , ∆ ≥ 0
±i√−∆ , ∆ ≤ 0 (A.32)
A.4 Fonction a` quatres points.
A.4.1 Sans masse externe
p3
t
s
p1
p4p2
 s = s12t = s14
u = s13
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S4,0 =

−2M2 −2M2 s− 2M2 −2M2
−2M2 −2M2 −2M2 t− 2M2
s− 2M2 −2M2 −2M2 −2M2
−2M2 t− 2M2 −2M2 −2M2
 . (A.33)
Les de´terminants sont donne´es par :
det (G4,0) = −2st(s+ t) = 2stu (A.34)
det (S4,0) = ts
[−4 M2(t+ s) + ts] = −4M2(t+ s)ts+ 〈24342〉2. (A.35)
Inte´grale non massive M2 = 0
La fonction a` quatre points sans masses en the´orie non-massive a` n dimensions est [89] :
In4,0 (s, t) =
2
st
rΓ
²2
{
(−s)−² + (−t)−²}− 2
st
F0(s, t), (A.36)
ou` :
F0(s, t) =
1
2
{
ln2
(s
t
)
+ pi2
}
. (A.37)
Et l’inte´grale scalaire non massive a` quatre points sans masse a` n+ 2 dimensions s’e´crit :
In+24,0 (s, t) =
F0(s, t)
u(n− 3) . (A.38)
Inte´grale massive M2 6= 0
La fonction a` quatre points sans masse en the´orie massive a` n dimensions est :
In4,0(s, t) = −
1
st
{
H
(
−um
2
st
,
m2
s
)
+H
(
−um
2
st
,
m2
t
)}
+O (²) , (A.39)
ou` :
H(X,Y ) =
2
x+ − x−
{
ln
(
1− X
Y
)
ln
(
−x−
x+
)
−Li2
(
x−
y − x+
)
− Li2
(
x−
x− − y
)
+ Li2
(
x+
x+ − y
)
+ Li2
(
x+
y − x−
)}
, (A.40)
avec x± =
1
2
(
1±√1− 4X
)
and y =
1
2
(
1 +
√
1− 4Y
)
.
A.4.2 Avec une masse externe et M2 = 0
p2
p3
s
t
p6
p5
p4
p1

s = s12
t = s23
u = s13
m2 = s456
S4,1 =

0 m21 s 0
m21 0 0 t
s 0 0 0
0 t 0 0
 . (A.41)
Les de´terminants sont donne´s par :
det(G4,1) = −2st
(
s+ t−m2) = 2stu (A.42)
det(S4,1) = (st)2 = 〈1m3m1〉2. (A.43)
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La fonction a` quatre points une masse en the´orie non-massive a` n dimensions est [89] :
In4,1
(
s, t,m2
)
=
rΓ
st²2
{(
(−s)−² + (−t)−²)+ ((−s)−² − (−m2)−²)+ ((−t)−² − (−m2)−²)}
− 2
st
F1
(
s, t,m2
)
, (A.44)
ou` :
F1
(
s, t,m2
)
= Li2
(
1− m
2
s
)
+ Li2
(
1− m
2
t
)
− Li2
(
−s
t
)
− Li2
(
− t
s
)
(A.45)
= F0(s, t) +
{
Li2
(
1− m
2
s
)
+ Li2
(
1− m
2
t
)
− pi
2
3
}
. (A.46)
Et l’inte´grale scalaire a` quatre points une masse a` n+ 2 dimensions s’e´crit :
In+24,1
(
s, t,m2
)
=
F1(s, t,m2)
u(n− 3) . (A.47)
A.4.3 Avec deux masses adjacentes externes et M2 = 0
p1 p4
p3
s
t
p6
p2
p5

s = s14
t = s425
u = s125
m21 = s25
m22 = s36
S4,2A =

0 m21 s 0
m21 0 m
2
2 t
s m22 0 0
0 t 0 0
 . (A.48)
Les de´terminants sont donne´s par :
det(G4,2A) = −2s
(
m21m
2
2 − t(m21 +m22 − s− t)
)
= −2s〈1m14m21〉 (A.49)
det(S4,2A) = (st)2 (A.50)
La fonction a` quatre points deux masses adjacentes en the´orie non-massive a` n dimensions est :
In4,2A
(
s, t,m21,m
2
2
)
=
rΓ
(st)²2
{
(−s)−² + ((−t)−² − (−m21)−²)+ ((−t)−² − (−m22)−²)}
− 2
st
F2A
(
s, t,m21,m
2
2
)
, (A.51)
ou` :
F2A
(
s, t,m21,m
2
2
)
= Li2
(
1− m
2
1
t
)
+ Li2
(
1− m
2
2
t
)
+
1
2
ln
(s
t
)
ln
(
m22
t
)
+
1
2
ln
(
s
m22
)
ln
(
m21
t
)
.
(A.52)
Et l’inte´grale scalaire a` quatre points deux masses adjacents a` n+ 2 dimensions s’e´crit :
In+24,2A
(
s, t,m21,m
2
2
)
=
t
(tu−m21m22) (n− 3)
F2A(s, t,m21,m
2
2)
− 2m
2
1m
2
1 + t
(
s−m21 −m22
)
2(n− 3) (tu−m21m22)
In3
(
m21,m
2
2,m
2
3
)
. (A.53)
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A.4.4 Avec deux masses oppose´es externes et M2 = 0
p1
p4
p3
s t
p5
p6
p2

s = s143
t = s243
u = s23
m21 = s14
m22 = s56
S4,2B =

0 m21 s 0
m21 0 0 t
s 0 0 m22
0 t m22 0
 . (A.54)
Les de´terminants sont donne´s par :
det(G4,2B) = −2
(
m21m
2
2 − st
) (
m21 +m
2
2 − s− t
)
= 2u
(
st−m21m22
)
(A.55)
det(S4,2B) =
(
st−m21m22
)2
= 〈2m13m12〉2 = 〈2m23m22〉2 (A.56)
La fonction a` quatre points deux masses oppose´es en the´orie non-massive a` n dimensions est [89] :
In4,2B
(
s, t,m21,m
2
2
)
=
rΓ
(st−m21m22)²2
{(
(−s)−² − (−m21)−²
)
+
(
(−s)−² − (−m22)−²
)}
+
rΓ
(st−m21m22)²2
{(
(−t)−² − (−m21)−²
)
+
(
(−t)−² − (−m22)−²
)}
− 2
st−m21m22
F2B
(
s, t,m21,m
2
2
)
, (A.57)
ou` :
F2B
(
s, t,m21,m
2
2
)
= − Li2
(
1− m
2
1m
2
2
st
)
+ Li2
(
1− m
2
1
s
)
+ Li2
(
1− m
2
2
s
)
+ Li2
(
1− m
2
1
t
)
+ Li2
(
1− m
2
2
t
)
+
1
2
ln2
(s
t
)
(A.58)
= F1
(
s, t,m21
)
+ F1
(
s, t,m22
)− F0(s, t)−{Li2(1− m21m22
st
)
− pi
2
6
}
.
(A.59)
Et l’inte´grale a` quatre points deux masses oppose´s a` n+ 2 dimensions s’e´crit :
In+24,2B
(
s, t,m21,m
2
2
)
=
F2B(s, t,m21,m
2
2)
u(n− 3) . (A.60)
A.4.5 Avec trois masses externes et M2 = 0
p3
s
t
p4
p1
p2
p5
p6
p7

s = s1234
t = s712
u = s1256
m21 = s12
m22 = s34
m23 = s56
S4,3 =

0 m21 s 0
m21 0 m
2
2 t
s m22 0 m
2
3
0 t m23 0
 . (A.61)
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Le de´terminant de la matrice cine´matique est :
det(S4,3) =
(
st−m21m23
)2
= 〈7m1m2m17〉2 = 〈7m3m2m37〉2. (A.62)
La fonction a` quatre points trois masses en the´orie non-massive a` n dimensions est :
In4
(
s, t,m21,m
2
2,m
2
3
)
=
rΓ
(st−m21m23)²2
{
(−s)−² + (−t)−² − (−m21)−² − (−m22)−² − (−m23)−²
}
− 2
st−m21m23
F3
(
s, t,m21,m
2
2,m
2
3
)
, (A.63)
ou` :
F3
(
s, t,m21,m
2
2,m
2
3
)
=− 1
2
ln
(
s
m21
)
ln
(
s
m22
)
− 1
2
ln
(
t
m23
)
ln
(
t
m22
)
+
1
2
ln2
(s
t
)
+ Li2
(
1− m
2
1
s
)
+ Li2
(
1− m
2
3
t
)
− Li2
(
1− m
2
1m
2
3
st
)
. (A.64)
A.4.6 Avec quatre masses externes et M2 = 0
p3
s
t
p4
p1
p2
p5
p6
p7
p8

s = s1234
t = s7812
u = s1256
m21 = s12
m22 = s34
m23 = s56
m24 = s78
S4,4 =

0 m21 s m
2
4
m21 0 m
2
2 t
s m22 0 m
2
3
m24 t m
2
3 0
 . (A.65)
Le de´terminant de la matrice cine´matique est :
det(S4,4) =
(
st−m21m23 −m22m44
)2 − 4m21m23m22m44. (A.66)
La fonction a` quatre points quatre masses en the´orie non-massive a` n dimensions est :
In4
(
s, t,m21,m
2
2,m
2
3,m
2
4
)
=
rΓ
(m21 +m
2
2)
2 (m22 +m
2
3)
2
ρ
F4
(
s, t,m21,m
2
2,m
2
3,m
2
4
)
, (A.67)
ou` :
F4
(
s, t,m21,m
2
2,m
2
3,m
2
4
)
=
1
2
{
−Li2
(
1− λ1 + λ2 + ρ
2
)
+−Li2
(
1− λ1 + λ2 − ρ
2
)
− Li2
(
1− λ1 − λ2 − ρ
2λ1
)
+ Li2
(
1− λ1 − λ2 + ρ
2λ1
)
−1
2
ln
(
λ1
λ22
)
ln
(
1 + λ1 − λ2 + ρ
1 + λ1 − λ2 − ρ
)}
, (A.68)
avec :
ρ =
√
1− 2λ1 − 2λ2 + λ21 − 2λ1λ2 + λ22 (A.69)
λ1 =
m21m
2
3
(m21 +m
2
2)
2 (m22 +m
2
3)
2 (A.70)
λ2 =
m22m
2
4
(m21 +m
2
2)
2 (m22 +m
2
3)
2 . (A.71)
A.5 Fonctions a` cinq points et six points 223
A.5 Fonctions a` cinq points et six points
La me´thode pour re´duire les inte´grales scalaires a` cinq points et plus vient de [56, 57]. Dans
[56, 87, 89, 90], on trouve la re´duction explicite d’un pentagone non massif.
On note In6 l’hexagone scalaire a` n dimensions avec six pattes externes non massives et I
n
5 (sij) le
pentagone scalaire, obtenu en pinc¸ant le propagateur entre les pattes externes d’impulsion pi et pj
de l’hexagone. On note S6ij la matrice cine´matique de l’hexagone S5ij la matrice cine´matique du
pentagone.
La re´duction de l’hexagone est :
In6 =
6∑
k,l=1
S6−1kl In5 (sl l+1) , (A.72)
dans laquelle la matrice cine´matique s’e´crit :
S6kl =

0 0 s23 s234 s16 0
0 0 0 s34 s345 s12
s23 0 0 0 s45 s456
s234 s34 0 0 0 s56
s16 s345 s45 0 0 0
0 s12 s456 s56 0 0
 , (A.73)
et son de´terminant s’e´crit det (S6) = 4s12s23s34s45s56s61 − tr (123456)2 = −tr (γ5123456)2. La
re´duction a` l’ordre ze´ro en ² du pentagone est :
In5 (s) =
5∑
k,l=1
S5,s−1kl In4 (s, sl l+1) +O (²) , (A.74)
avec In4 (s, sl l+1) la fonction a` quatre points scalaire obtenue en pinc¸ant le propagateur entre les
pattes d’impulsion pl et pl+1 du pentagone In5 (s). La matrice cine´matique du pentagone I5(s12)
est :
S5,s12kl =

0 0 s34 s345 s12
0 0 0 s45 s456
s34 0 0 0 s56
s345 s45 0 0 0
s12 s456 s56 0 0
 , (A.75)
Pour les autres pentagones, on permute les labels. Les pentagones et les hexagones, n’ont pas de
divergences infrarouges. On ne garde que les parties finies des inte´grales a` quatre points.
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Annexe B
Extra-inte´grales scalaires.
Dans cet appendice, on exprime analytiquement les extra-inte´grales scalaires employe´es dans
cette the`se. Pour simplifier, on conside`re que la particule interne a` une meˆme masse quelque soit
le propagateur. On note M2 sa masse.
B.1 Formules analytiques des extra-inte´grales scalaires.
B.1.1 Pour une boucle non massive
Pour calculer analytiquement les extra-inte´grales scalaires, de´finies dans 7.2.2, on utilise la
formule de re´duction dans de la proposition 7.2.4. On obtient alors :
Jn2 (s) = (−²)In+22 (s) = −
s
6
+O (²) (B.1)
Jn3 = (−²)In+23 = −
1
2
+O (²) (B.2)
Jn4 = (−²)In+24 = 0 +O (²) (B.3)
Kn4 = (−²)(1− ²)In+44 = −
1
6
+O (²) . (B.4)
B.1.2 Pour une boucle massive
On note M2 la masse de la particule dans la boucle. On a :
J nN =M2InN + (−²)In+2N (B.5)
KnN =M2InN − 2M2²In+2N + (−²)(1− ²)In+4N . (B.6)
On utilise alors la formule des inte´grales non massive pour calculer les inte´grales scalaires de
dimensions supe´rieures.
B.2 Reduction ge´ne´ralise´e des inte´grales scalaires.
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On peut aussi re´duire les inte´grales scalaires de dimension n en inte´grales scalaires de dimension
n+2 et inte´grales scalaires avec un nombre de points infe´rieurs. Ce sont des formules qui ge´ne´ralisent
la proposition 7.2.3 pour tout ordre en ² :
Jn2 (s) =
s
2
In2 (s)−
1
2
In1 −
3
2
In+22 (s) (B.7)
Jn3 (s) = −
1
2
In2 (s)− In+23 (s) (B.8)
Jn4 (s, t) = −
st
4u
In4 (s, t) +
s
2u
In3 (s) +
t
2u
In3 (t)−
1
2
In+24 (s, t). (B.9)
Annexe C
Re´duction d’inte´grales tensorielles.
Dans cet appendice, on donne la re´duction de quelques inte´grales tensorielles line´aires a` deux,
trois et quatres points. Dans l’argument de chaque inte´grale, on donne le nume´rateur de l’inte´grale
[86].
p1
p1
p4
q3 q3
q1 p2
p4
p1 p2
p3
p2
p3
p4
p3
Fig. C.1 – Cine´matique des bulles, triangles et boites sans masse externe.
On note t = (p1 + p4)
2. On a alors :
In2 (q
µ
3 ) =
1
2
(p2 + p3)
µ
In2 (t) (C.1)
In3 (q
µ
3 ) = −
1
t
In2 p
µ
2 +
(
In3 (t) +
1
t
In2 (t)
)
pµ3 (C.2)
In4 (l
µ
1 ) = −
1
2u
(tIn4 (1234)− 2In3 (s) + 2In3 (t)) (pµ1 + pµ3 ) +
1
2
In4 (p
µ
1 + p
µ
4 ) (C.3)
In4
((
µ2 +m2
)
lµ1
)
= − 1
2u
(tJn4 (1234)− 2Jn3 (s) + 2Jn3 (t)) (pµ1 + pµ3 ) +
1
2
Jn4 (1234) (p
µ
1 + p
µ
4 ) .
(C.4)
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Annexe D
Formules avec spineurs.
Dans cet appendice, on rappelle la de´finition des spineurs, utilise´e, ainsi que des formules reliant
les spineurs. On rappelle aussi la de´finition des matrices de Dirac. Enfin on donnera des formules
sur les traces de moments magne´tiques et traces de tenseurs de jauge.
D.1 De´finition d’un spineur.
La de´finition d’un spineur provient de [19]. Soit une impulsion :
k0
kx
ky
kz
 . (D.1)
On note k± = k0 ± kz et k⊥ = kx + iky = |k⊥|eiφk . Les spineurs sont alors :
|k+〉 =

√
k+√
k−eiφk
0
0
 , |k−〉 =

0
0√
k−e−iφk√−k+
 . (D.2)
On de´finit les spineurs adjoints par :
〈k + | = |k+〉†γ0 〈k − | = |k−〉†γ0. (D.3)
D.2 Matrices de Dirac.
Les matrices de Dirac sont les e´le´ments de l’alge`bre de´finie par :
{γµ, γν} = γµγν + γνγµ = 2ηµνI4, (D.4)
ou` I4 est la matrice unite´ de dimension quatre, γµ, γν des matrices et ηµν le tenseur me´trique
de Minkowski. On note γµ = ηµνγν , γ0 = γ0, ∀i ∈ [1..3], γi = −γi. On aura alors γ0† = γ0 et
∀i ∈ [1..3], γi† = −γi. Enfin, on de´finit γ5 = −iγ0γ1γ2γ3.
229
230 Formules avec spineurs.
On rappelle la de´finition des matrices de Dirac γµ en repre´sentation de Weyl ou repre´sentation
chirale. Cette repre´sentation est adapte´e pour les spineurs chiraux de´finis ci-dessus :
γ0 =
(
0 I2
I2 0
)
, ∀i ∈ [1..3], γi =
(
0 σi
−σi 0
)
, γ5 =
(
I2 0
0 −I2
)
, (D.5)
ou` σi sont les matrices de Pauli qui ve´rifient l’alge`bre {σi, σj} = 2ηij I2. Il existe aussi la
repre´sentation de Dirac ou` l’on e´change γ0 et γ5. Les projecteurs de chiralite´∏
±
=
1± γ5
2
, (D.6)
permettent de projeter un spineur sur chacun des deux e´tats chiraux.
D.3 Relation particulie`res.
La relation de Schouten permet de « multiplier » les produis spinorielles :
〈12〉〈34〉 = 〈13〉〈24〉+ 〈14〉〈32〉, (D.7)
alors que la relation eikonal permet de simplifier les des sommes des spineurs :
N−1∑
j=i
〈jj + 1〉
〈iN〉〈Nj + 1〉 =
〈iN − 1〉
〈iN〉〈Ni+ 1〉 . (D.8)
Enfin une relation qui permet de calculer des permutations :∑
σ(1..N)
1
〈G1〉〈12〉...〈ND〉 =
〈GD〉N−1∏N
i=1〈Gi〉〈iD〉
(D.9)
∑
σ(1..N)
1
[p1][12]...[N − 1N ][Nq] =
(−1)N [pq]N−1∏N
i=1[pi][qi]
. (D.10)
D.4 Moment magne´tique.
Le moment magne´tique est de´fini par (3.3). On peut calculer des traces de moments magne´tiques :
tr
(6M+1 ) = 0 (D.11)
tr
(6M+1 ...6M+N) = (ie√2)N tr (〈12〉....〈N1〉) (D.12)
∀N ∈ N, tr (6M+1 ...6M+N 6M−I ) = 0. (D.13)
Les moments magne´tiques sont de contraction de matrices gamma et de tenseurs e´lectromagne´tiques.
Le tenseur e´lectromagne´tique d’un champ de jauge d’impulsion p et d’he´licite´ σ est :
Fµνp,σ = p
µενp,σ − εµp,σpν . (D.14)
On note tr (FiFj) = F
µν
i Fjνµ. On a alors les traces suivantes :
tr (Fi) = 0 (D.15)
tr
(
F+1 ...F
+
N
)
=
2
√
2
N
[12]....[N1] (D.16)
tr
(
F−1 ...F
−
N
)
=
2
√
2
N
〈12〉....〈N1〉 (D.17)
tr
(
F−1 ...F
−
NF
+
M
)
= 0 (D.18)
tr
(
F+1 ....F
−
I ...F
−
J ....F
+
N
)
=
tr
(
F−I F
−
J
)
tr
(
F+1 ...F
+
N
)
4
. (D.19)
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