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Frameworks with coordinated edge motions
Bernd Schulze ∗ Hattie Serocold † Louis Theran ‡
Abstract
We develop a rigidity theory for bar-joint frameworks in Euclidean d-space in which speci-
fied classes of edges are allowed to change length in a coordinated fashion so that differences
of lengths are preserved within each class. This is a tensegrity-like setup that is amenable to
combinatorial “Maxwell-Laman-type” analysis.
We describe the generic rigidity of coordinated frameworks in terms of the generic d-
dimensional rigidity properties of the bar-joint framework on the same underlying graph. For
any permissible number of coordination classes, this provides a polynomial-time deterministic
algorithm for checking generic coordinated rigidity in the plane. For frameworks with one
and two coordination classes, we also give Henneberg and Laman-type characterizations for
generic coordinated rigidity in the plane.
1. Introduction
A (bar-joint) framework (G, p) is a graph G = (V, E) and a map p : V → Ed . By identifying p with
a vector in Ed|V | (using the order on V ), we may also refer to p as a configuration of |V | points in
Ed . Intuitively, we may think of a framework as a collection of fixed-length bars (corresponding
to the edges of G) which are connected at their ends by joints (corresponding to the vertices of
G) that allow bending in any direction of Ed .
A fundamental question in rigidity theory is whether all edge-length preserving motions of a
given framework are rigid body motions. In this case, a framework is called rigid and otherwise
flexible. (See Section 2 for formal definitions.)
A basic result of Asimow and Roth [1] says that for any graph G, every generic configuration
p (i.e. the coordinates of p are algebraically independent over the rationals) yields a framework
(G, p) that behaves in a prototypical way: either all are rigid or all are flexible. This observation
forms the basis for combinatorial rigidity (see, e.g., [24]), which is concerned with identifying the
class of graphs that are rigid. A fundamental result, known as Laman’s Theorem [11], classifies
these for dimension 2. (Laman seems to have rediscovered a much earlier result of Pollaczek-
Geiringer [18].)
Theorem 1.1. Let (G, p) be a generic framework in dimension 2. Then (G, p) is rigid and ceases to
be so after removing any edge if and only if G has n vertices, m = 2n−3 edges, and any set of n′ ≥ 2
vertices induces at most 2n′ − 3 edges.
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It remains a notable open problem to generalise this result to higher dimensions (see [24,
Sec. 61.1.2, “open problems”]). Laman’s Theorem has been extended in a number of directions
including: to constraints more general than bars [14, 28]; frameworks that are non-generic be-
cause of symmetry [22, 23]; and frameworks arising from full-dimensional bodies with bars and
hinges between them [29].
Tensegrities (see, e.g., [31] for an introduction) are a different kind of extension of frame-
works in which some of the fixed lengths bars are replaced by “cables”1 that cannot exceed their
initial length. Algebraically, this replaces the equations describing the bar lengths with an in-
equality. In a foundational paper on rigidity theory, Roth and Whiteley [20] made a connection
between the rigidity properties of a tensegrity and the equilibrium stresses of a bar-joint frame-
work with the same graph. They noted that, if we take the combinatorial type of a tensegrity to
be a graph, along with a specification of which edges are cables, rigidity is not a generic property,
so no Laman-type theory will be available. This remains true, even if we extend the combinatorial
type to include the oriented matroid of the points [27]; see Figure 1 for an example. (Correct-
ness of Figure 1 can be verified by computation or noting that it is based on a perturbation of a
non-regular triangulation [21, Figure 2] and the Maxwell-Cremona correspondence [5].)
(a) (b)
Figure 1: Example showing that tensegrity rigidity is not a generic property. Both (a) and (b)
have a unique equilibrium stress. The signs of the stress coefficients are the same on all the solid
edges in both and the sign on the dashed edge changes. By the Roth-Whiteley criterion [20], not
both of (a) and (b) can be rigid as tensegrities when there are two cables, one of which is the
dashed edge.
Results and approach This paper introduces coordinated frameworks, defined in Section 3, in
which, like tensegrities, not all the constraints are fixed-length bars. Unlike tensegrities, the new
constraints say that pre-specified subsets of the edges all need to expand or contract by the same
amount. In contrast to tensegrities, rigidity is a generic property for these structures, which is
controlled by the (usual bar-joint) rigidity properties of the underlying graph (see Theorem 4.1).
In dimension 2, we describe results analogous to Laman’s Theorem for coordinated frameworks
with one and two coordination classes. We also give deterministic algorithms (Section 5.4) for
generic coordinated rigidity in dimension 2 with any number of coordination classes.
Our general approach is similar to that of Roth and Whiteley in the sense that we translate
statements about rigidity of coordinated frameworks into ones about the equilibrium stresses and
1The full theory allows for “struts” that can only grow as well.
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static rigidity of an underlying bar framework. The main technical connection, made in Section
4, is between redundant rigidity of sets of edges and coordinated infinitesimal rigidity.
Motivation We have several different motivations for studying coordinated rigidity. As dis-
cussed above, coordinated rigidity is an example of a rigidity theory with an enlarged set of
allowed motions. Coordinated frameworks also generalise a model for frameworks on expanding
spheres introduced in [16]. A number of recent results in condensedmatter theory [7, 9, 19] show
that (nearly) minimally rigid frameworks can be “tuned” to have a number of interesting geomet-
ric and material properties. The results we present here could potentially form the combinatorial
part of a design methodology for such “meta materials”.
Organization The structure of the paper is as follows. We start by briefly introducing the nec-
essary definitions and results from standard (finite, infinitesimal and static) rigidity theory in
Section 2. These definitions and results are then adapted in Section 3 to the coordinated context
described above. Characterizations for generic coordinated rigidity in arbitrary dimension are
then given in Section 4. Finally the Laman-type results for coordinated rigidity in the plane and
their associated algorithms are presented in Section 5.
2. Rigidity background
We start by introducing the definitions, notation, and basic results required for the sequel. (See
[24, 26], for example, for further details.)
2.1. Graphs
We denote graphs by G = (V, E), where V is the set of vertices and E is the set of edges. In cases
where G is not clear from the context, we write V (G) for V and E(G) for E. We usually use m and
n to denote the number of edges and vertices, respectively, and write edges as unordered pairs
{i, j} of vertices. We also use the notation e for an edge when the endpoints aren’t important.
2.2. Point configurations
Fix a dimension d . A d-dimensional configuration p is an ordered tuple of n points (p(1), . . . , p(n))
in Ed . The Euclidean group Euc(d) of rigid motions acts diagonally on configurations, and we
define p and q to be congruent if p and q are related by a rigid motion under this action.
Fixing an affine structure and an origin, we can identify points in Ed with their coordinates
in Rd , so we may regard p as a mapping [n]→ Rd or a vector in
 
Rd
n ∼= Rdn. A configuration is
generic if the coordinates of the p(i) are algebraically independent over Q.
Remark 2.1. All the results in this paper remain true if we relax generic to p avoiding a problem-
specific proper algebraic subset of configurations. ♦
The tangent space to Ed is Rd at every point, so we have an identification between velocity
fields p′ supported on p and
 
Rd
n ∼= Rdn.
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2.3. Frameworks and rigidity
A d-dimensional (bar-joint) framework (G, p) is defined by a graph G with n vertices and a d-
dimensional configuration of n points, which can be regarded as a mapping p : V → Ed (after
identifying V with [n]).
Two frameworks (G, p) and (G,q) are equivalent if
||p( j)− p(i)|| = ||q( j)− q(i)|| for all {i, j} ∈ E (1)
Frameworks (G, p) and (G,q) are congruent if p and q are congruent. A framework (G, p) is
(locally) rigid if there is a neighborhood U ⊂ Rnd of p with the property that if q ∈ U and (G, p)
and (G,q) are equivalent, then they are congruent. A framework (G, p) is generic if p is generic.
Kinematics A finite motion of a framework, (G, p) is a one-parameter family of frameworks
(G, pt ) with p0 = p and (G, pt ) equivalent to (G, p) for all t ∈ [0,1). A finite motion is non-trivial
if not all (G, pt ) are congruent to (G, p). A framework is flexible if it has a non-trivial finite motion.
If (G, p) is not rigid, then it is flexible [1].
An infinitesimal motion p′ ∈ Rdn is a velocity field supported on p such that
[p( j)− p(i)] · [p′( j)− p′(i)] = 0 for all {i, j} ∈ E (2)
The infinitesimal motions of a framework (G, p) form a vector space that always contains the 
d+1
2

-dimensional subspace of trivial infinitesimal motions arising from the action on Tp
 
Ed
n
in-
duced by the action of Euc(d) on point configurations. A framework is infinitesimally rigid if these
are the only infinitesimal motions. Otherwise it is infinitesimally flexible. The key relationships
between infinitesimal rigidity and rigidity are:
Theorem 2.2 ([1]). If a framework (G, p) is infinitesimally rigid, then it is rigid. If (G, p) is generic
and infinitesimally flexible, then it is flexible.
The rigidity matrix R(p) of a framework (G, p) is the m× dn matrix of the system (2), where
p′ is unknown. The set of infinitesimal motions M(p) is the kernel of R(p), and (G, p) is infinites-
imally rigid if and only if rankR(p) = dn−
 
d+1
2

, provided that n≥ d .
Statics The preceding material is what is known as the kinematic approach to framework rigid-
ity. In the sequel, it will be useful to work with the dual (in the sense of [10, Theorem 3]) notion
of statics [4] (see, e.g., [10], [31] or [8] for modern treatments).
For a vector x ∈ Rd , we let x i be the i-th coordinate of x . An equilibrium load f on a framework
(G, p) is an assignment of a vector f (i) ∈ Rd to each point p(i), such that
∑
i∈V f (i) = 0 and∑
i∈V ( f (i) jp(i)k − f (i)kp(i) j) = 0 for all 1 ≤ j < k ≤ d . (These conditions on f are equivalent
to there being no net force and no net torque.)
We may regard an equilibrium load f as a vector in Rdn. The set F of equilibrium loads is a 
dn−
 
d+1
2

-dimensional subspace of Rdn.
A stress σ on a framework (G, p) is an assignment of a scalar σ({i, j}) to each edge {i, j} ∈ E.
A stress ρ on (G, p) resolves an equilibrium load f if
∑
j:{i, j}∈E
ρ({i, j})[p( j)− p(i)] = − f (i) for all i ∈ V (3)
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in which case we say that f is resolvable by (G, p). A stress ω that resolves the zero load is called
an equilibrium stress (or self-stress) of (G, p). The set of equilibrium stresses S(p) of a framework
(G, p) is a subspace of Rm.
A framework that has no non-zero equilibrium stress is called independent. Otherwise it is
called dependent. Note that a framework is independent if and only if its rigidity matrix has
linearly independent rows. An edge e of a graph G is called a redundant edge of (G, p) if there is an
equilibrium stressω of the framework (G, p) withω(e) 6= 0. If a framework is both infinitesimally
rigid and independent then it is called isostatic.
A framework (G, p) is statically rigid if every equilibrium load is resolvable by (G, p). A clas-
sical fact that follows from linear duality is:
Theorem 2.3. A framework (G, p) is infinitesimally rigid if and only if it is statically rigid.
The space of equilibrium loads resolvable by (G, p) is spanned by the edge loads f{i, j} which
assign the force p(i)−p( j) at p(i), p( j)−p(i) at p( j) and zero elsewhere. The f{i, j} are equilibrium
loads, because they are resolved by stresses ρ{i, j} which have a 1 in the {i, j} coordinate and zero
elsewhere. We call the ρ{i, j} edge resolutions.
We note for later that, for a fixed equilibrium load f resolvable by (G, p), the space of resolu-
tions for f is an affine subspace of Rm of the form η+ S(p), where η ∈ S(p)⊥.
2.4. Rigidity matroids
Since the entries in the rigidity matrix R(p) of a framework (G, p) are polynomials in the coor-
dinates of p, it follows that for each G and d the rigidity matrix R(p) induces the same linear
matroid on E(G) for every generic p. We call this matroid Md(G). The rigidity matroid Md(Kn)
of the complete graph on n vertices, which we simply write as Md , is called the d-dimensional
rigidity matroid. For any G, Md(G) is a restriction of Md .
In the sequel we use the standard matroid terminology of rank, bases, independent sets, and
circuits (see, e.g., [17] for an introduction to matroids). In addition, we say that an edge e of G
is redundant if its removal does not change the rank of G in Md (i.e. if e is a redundant edge of
the generic framework (G, p), as defined in Section 2.3) and a rigidity-bridge2 (or simply bridge,
when the context is clear) if it is not redundant. Bridges are also in every basis of G in Md . More
generally, a subset E′ of edges in G is redundant if G \ E′ has the same rank as G in Md .
A graph G is called generically rigid if it contains a basis of Md , generically isostatic if it is a
basis of Md , and generically independent if it is independent in Md . If G is not generically rigid,
then we say that it is generically flexible.
3. Coordinated frameworks and rigidity
The main objects of study in this paper are frameworks in which the edges are partitioned into
colour classes. We augment the allowed finite motions so that the edges lengths within each
class may change, but the pairwise differences are preserved. Thus, the allowed motions are
“coordinated” within each colour class. This section defines the model and establishes some basic
results parallel to those from Section 2.
2These are elements in every basis of Md(G). Elements in every basis of a matroid are also known as “coloops”.
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3.1. Combinatorial data
Fix a parameter k ∈ N, which we call the number of coordination (or colour) classes, and let
G = (V, E) be a graph. A colouring map is a function c : E → {0,1, . . . , k}. The underlying
combinatorial structure of a coordinated framework is a pair (G, c). For convenience, we define
the notation Ei := c
−1(i) for i ∈ {0,1, . . . , k}, where E0 is the set of uncoloured edges, and Ei for
i ∈ [k] is the i-th coordination (or colour) class. Throughout this paper, we assume that Ei 6= ; for
all i = 1, . . . , k.
We call a pair (G, c), where G is a graph and c : E → {0,1, . . . , k} is a colouring map, a
k-coloured graph.
3.2. Coordinated frameworks and rigidity
A placement (p, r) of (G, c) is given by a point configuration p and a vector r ∈ Rk. Two placements
(p, r) and (q, s) are congruent if p and q are congruent.
A coordinated framework (G, c, p, r) is given by a k-coloured graph (G, c) and a placement
(p, r). Two frameworks (G, c, p, r) and (G, c,q, s) are equivalent if
||p( j)− p(i)|| = ||q( j)− q(i)|| for all {i, j} ∈ E0 (4)
||p( j)− p(i)||+ r(ℓ) = ||q( j)− q(i)||+ s(ℓ) for all {i, j} ∈ Eℓ, with ℓ ∈ [k] (5)
and they are congruent if they are equivalent and the placements are congruent. (Note that this
implies r = s, which was not true for placements.) Figure 2 shows two equivalent, but not
congruent, realisations of a 2-coloured graph (K4, c).
A coordinated framework (G, c, p, r) is (locally) rigid if there is a neighborhood U ⊂ Rnd×Rk ∼=
Rnd+k with the property that if (q, s) ∈ U and (G, c,q, s) is equivalent to (G, c, p, r), then the two
frameworks are congruent. A coordinated framework is generic if p is generic.
A finite motion of a coordinated framework (G, c, p, r) is a one-parameter family (G, c, pt , rt)
with (p0, r0) = (p, r) and all the (G, c, pt , rt) are equivalent to (G, c, p, r), for t ∈ [0,1). A fi-
nite motion is non-trivial if not all the (G, c, pt , rt) are congruent to (G, c, p, r). A coordinated
framework is flexible if it has a non-trivial finite motion.
Remark 3.1. Geometrically, what is maintained over a finite motion is the differences in length
between pairs of edges {i, j} and {u, v} in the same colour class ℓ, since
||pt( j)− pt(i)||+ rt(ℓ)− ||pt(v)− pt(u)|| − rt(ℓ) = ||pt( j)− pt(i)|| − ||pt(v)− pt(u)||
does not depend on rt(ℓ), so it must be constant over the motion. ♦
3.3. Coordinated kinematics
Assuming that there are no zero-length edges in a coordinated framework (G, c, p, r), the Jacobian
matrix of the system (4)–(5) is the linear system
[p( j)− p(i)] · [p′( j)− p′(i)]
‖p( j)− p(i)‖
= 0 for all {i, j} ∈ E0 (6)
[p( j)− p(i)] · [p′( j)− p′(i)]
‖p( j)− p(i)‖
+ r ′(ℓ) = 0 for all {i, j} ∈ Eℓ, with ℓ ∈ [k] (7)
6
p(1) p(2)
p(3)p(4)
q(1) q(2)
q(3)
q(4)
Figure 2: Two equivalent but non-congruent coordinated frameworks (K4, c, p, r) and (K4, c,q, s)
in the plane with k = 1, where edges in E1 are denoted by dashed lines. The coordinates of the
points are p(1) = q(1) = (0,0), p(2) = q(2) = (1,0), p(3) = q(3) = (1,1), p(4) = (0,1) and q(4)
has coordinates close to (0.64767,0.761921). Also, r = 0 and s is an algebraic number close to
0.574773
so a (p′, r ′) satisfying (6)–(7) preserves the coordinated framework’s constraints to first order.
Because it will be easier to work with combinatorially, we instead define an infinitesimal motion
of a coordinated framework (G, c, p, r) to be a pair (p′, r ′) consisting of velocity field p′ supported
on p and a vector r ′ ∈ Rk such that
[p( j)− p(i)] · [p′( j)− p′(i)] = 0 for all {i, j} ∈ E0 (8)
[p( j)− p(i)] · [p′( j)− p′(i)] + r ′(ℓ) = 0 for all {i, j} ∈ Eℓ, with ℓ ∈ [k] (9)
We justify this as follows:
Lemma 3.2. Let (G, c, p, r) be a coordinated framework such that the endpoints of every edge are
distinct. Then there is a non-zero solution to (6)–(7) if and only if there is a non-zero solution to
(8)–(9).
Proof. Suppose that (p′, r ′) satisfies (6)–(7). Clearing the denominator in (7), we get
[p( j)− p(i)] · [p′( j)− p′(i)] + ‖p( j)− p(i)‖r ′(ℓ) = 0
for all edges {i, j} ∈ Eℓ. If we define the vector
r ′′ =
 
‖p( j)− p(i)‖r ′(ℓ)
k
ℓ=1
it then follows that (p′, r ′′) satisfies (8)–(9). The other direction is similar.
Define 1(c) to be the m× k matrix that has as its columns the characteristic vectors of the Eℓ.
Then (8)–(9) is equivalent to
R(p)p′ + 1(c)r ′ = 0 (10)
where R(p) is the rigidity matrix of the underlying framework (G, p). We note for later that r does
not appear in (10), so infinitesimal rigidity of (G, c, p, r) depends only on p. Thus, for analysing
infinitesimal rigidity, we may assume that r = 0.
Since r ′ can be the zero vector, (10) is homogeneous. Thus, the infinitesimal motions form
a vector space that contains a
 
d+1
2

-dimensional subspace of motions (p′,0), with p′ a trivial
infinitesimal motion of (G, p). We define (G, p, c, r) to be infinitesimally rigid if these are the only
infinitesimal motions, and infinitesimally flexible otherwise. The construction in Lemma 3.2 maps
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vectors with r ′ = 0 to vectors with r ′′ = 0 and vice versa, so the definition of infinitesimal rigidity
by (6)–(7) is the same as the one here.
Examples of an infinitesimally flexible and an infinitesimally rigid coordinated framework
with k = 1 and d = 2 are shown in Figure 3. Note that if G is generically flexible (or even
generically isostatic) in Rd , then (G, c, p) can never be infinitesimally rigid for any d-dimensional
configuration p.
(a) (b) (c) (d)
Figure 3: A coordinated framework with k = 1 in the plane, where the edges in E1 are shown
dashed (a). This framework has a non-trivial infinitesimal motion shown in (b) which extends to
a non-trivial finite motion, as indicated in (c). Adding another bar to the framework in (a) yields
an infinitesimally rigid framework, as shown in (d).
We define the space of infinitesimal motions M+(p) of (G, c, p) to be the space of solutions
to (10). By rearranging, we see that M+(p) is the kernel of the m × (dn + k) matrix R+(p) :=
(R(p),1(c)), which we call the coordinated rigidity matrix.
Example 3.3. The framework shown in Figure 2 has the following coordinated rigidity matrix:
R+(p) =


p(1)− p(2) p(2)− p(1) 0 0 0
p(1)− p(3) 0 p(3)− p(1) 0 0
p(1)− p(4) 0 0 p(4)− p(1) 0
0 p(2)− p(3) p(3)− p(2) 0 0
0 p(2)− p(4) 0 p(4)− p(2) 1
0 0 p(3)− p(4) p(4)− p(3) 1


where each p(i) is considered a 2-dimensional row vector. The row rank of such a matrix is
clearly at most 6. For a 2-dimensional framework on four vertices with k = 2 to be rigid, we
would require a column rank of 7.
Theorem 3.4. Let (G, c, p, r) be a coordinated framework. If (G, c, p, r) is infinitesimally rigid, then
it is rigid. If (G, c, p, r) is generic and infinitesimally flexible, then it is flexible.
Theorem 3.4 can be established using differential-geometric arguments along the lines of [1].
We omit the (standard) details. The combinatorial perspective on this is:
Corollary 3.5. Rigidity and flexibility of coordinated frameworks is a “generic property” of p, i.e.,
for any (G, c) either all generic (G, c, p, r) are rigid or all are flexible.
In light of Corollary 3.5, we define (G, c) to be generically rigid if there is a generic framework
(G, c, p, r) that is rigid and otherwise generically flexible.
We say that a coordinated framework (G, c, p, r) inRd is independent if the coordinated rigidity
matrix R+(p) has independent rows. Moreover, (G, c, p) is isostatic if it is infinitesimally rigid
and independent. Similarly, (G, c) is generically independent (isostatic) in Rd if there is a generic
framework (G, c, p) that is independent (isostatic) in Rd .
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3.4. Connection to statics
The full theory of static rigidity for coordinated frameworks is developed in [25], along the lines
of Section 2.3. In particular, it is shown that infinitesimal and static rigidity are equivalent again
in the coordinated context. The mechanical intuition is that the coordination classes should be-
have as if they are cylinders driven by a common pump, since the statics interpretation of the
coordination constraints is “equal pressure”.
To prove our main theorems, we need only to note that infinitesimal rigidity of a coordinated
framework (G, c, p, r) has a formulation in terms of the framework (G, p).
Lemma 3.6. A k-coordinated framework (G, c, p, r) is infinitesimally rigid if and only if the column
space C of 1(c) intersects the column space S(p)⊥ of the rigidity matrix of R(p) trivially. Equivalently,
the projection of C onto S(p) is k-dimensional.
Proof. The lemma follows from rearranging (10) and properties of orthogonality.
Given a k-coloured graph (G, c) we define the k colour class loads to be
fi =
∑
e∈Ei
fe (i = 1, . . . , k) (11)
The space C of resolutions in Lemma 3.6 resolves these loads. By Lemma 3.6, k-coordinated
infinitesimal rigidity asks that there is some other resolution for any load in the span of the fi .
Intuitively, the reason for this is clear: in a k-coordinated framework, a colour class load fi cannot
be resolved by the edges in the corresponding colour class Ei, since these edges are allowed to
deform in a coordinated fashion.
4. Generic coordinated rigidity
We now turn to developing the generic theory for coordinated rigidity. In this section, we give a
characterization in terms of the d-dimensional rigidity matroid Md .
4.1. Main theorem
If (G, c) is a k-coloured graph, we say that a k-tuple (e1, . . . , ek) is rainbow if ei ∈ Ei for i ∈ [k].
Theorem 4.1. For d ≥ 1 and k ≥ 1, (G, c) is generically rigid if and only if G is generically rigid
and some rainbow k-tuple is redundant in Md(G).
This result can be formulated in terms of matroid unions. If E is a finite set and E1,. . . , Ek are
any subsets of E, partial transversals of the Ei are the independent sets of the transversal matroid
induced by the Ei (see, e.g., [3]). Notice that edges in E0 are all loops in the transversal matroid
N .
Theorem 4.2. Let (G, c) be a k-coloured graph, and let N be the transversal matroid induced by the
colour classes E1, . . . , Ek. Then the d-dimensional coordinated rigidity matroid is the union Md(G)∨
N of the d-dimensional rigidity matroid on G and the transversal matroid N.
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Proof. The generically minimally rigid k-coloured graphs are the bases of the d-dimensional co-
ordinated rigidity matroid. Let (G, c) be such a graph, with G = (V, E). By Theorem 4.1, G must
have exactly dn−
 
d+1
2

+ k edges, including a rainbow k-tuple E′ that is redundant in Md(G).
Hence E \ E′ is independent in Md(G), and thus a basis. Being rainbow is equivalent to E
′ being
a complete transversal of the colour classes E1, . . . , Ek. Conversely, Theorem 4.1 implies that any
k-coloured graph arising in this way is a basis of the k-coordinated rigidity matroid in dimension
d .
Hence, the d-dimensional coordinated rigidity matroid has the claimed matroid union struc-
ture.
Remark 4.3. The Matroid Union Theorem for linearly representable matroids (see [3, Proposition
7.6.14], for example) says that the union of two linearly representable (over R) matroids M and
N on the same ground set is also linearly representable, and that a representationmay be obtained
by a matrix of the form (DA,B) where the rows of A represent M , the rows of B represent N , and
D is a diagonal matrix of algebraically independent transcendentals.
The k-coordinated rigidity matrix has this basic form, namely (R(p),1(c)). However, only p
is generic, so what we have is a specialization of the representation coming from the Matroid
Union Theorem. Hence, we only know that the rank function of the coordinated rigidity matroid
is bounded by that of the matroid union in Theorem 4.2. The other direction requires a step
specific to the problem. ♦
Proof of Theorem 4.1. Weprove necessity using the reasoning sketched in Remark 4.3. If (G, c, p, r)
is any generic k-coordinated framework in dimension d , then the rank of the rigidity matrix is
upper-bounded by
max
E′⊂E

rankMd (G)
 
E \ E′

+ rankN (E
′)
	
≤ dn−

d + 1
2

+ k
where N is the transversal matroid induced by the k colour classes of edges. This is because the
rigidity matrix specializes a representation of the matroid union Md(G)∨ N .
For (G, c, p, r) to be infinitesimally rigid, we need equality throughout. If (G, c, p, r) is in-
finitesimally rigid, it then follows that the framework (G′, p) is infinitesimally rigid, where G′ has
the edges E \E′. Hence, E′ is redundant in Md(G). Moreover, because rankN (E
′) = k, E′ contains
a rainbow k-tuple.
Next we prove sufficiency. Suppose that E′ = {e1, . . . , ek} is rainbow and redundant in Md(G)
and that G is generically rigid in dimension d . For every generic p, the framework (G′, p) is
infinitesimally rigid, where G′ is the graph with edges E \ E′. (Non-generically, we may have
(G, p) infinitesimally rigid but not (G′, p) infinitesimally rigid. This is where we used genericity.)
Since the rows corresponding to G′ span the row space of R(p), we can then find linearly
independent equilibrium stresses ω1, . . . ,ωk with ωi supported on ei and none of the e j for j 6=
i. The projection of the span of the ωi onto the column span of 1(c) is then k-dimensional,
from which we conclude that the coordinated framework (G, c, p, r) is infinitesimally rigid, by
Lemma 3.6.
Remark 4.4. A different starting point for Theorem 4.1 is to take G to be a generically rigid graph
in dimension d with n vertices and m = dn −
 
d+1
2

+ k edges. Adding a “tie-down” consisting
of
 
d+1
2

rows below the rigidity matrix R+(p) (as in White and Whiteley [30]) to get a matrix
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R•(G, c, p) and Laplace expanding around the columns from 1(c) (as in the proof of the Matroid
Union Theorem), we obtain
det(R•(G, c, p)) =
∑
E′⊂E
|E′|=k
±det(R(p)[E \ E′])det(1(c))[E′]
where A[X ] indicates a sub-matrix corresponding to rows indexed by X .
Our proof of necessity amounts to saying that all the terms in the sum are zero if (G, c) does
not have the combinatorial structure required by Theorem 4.1, and that otherwise, the sum does
not vanish on generic p. Any approach to sufficiency needs to deal in some way with two things:
(1) minors of even a generic matrix are not algebraically independent over Q (they satisify, at
least, Grassmann-Plücker relations); (2) the non-zero entries of R(p) are linear forms in the p(i),
which can appear more than once. ♦
4.2. Examples
Figure 4 shows an example of a rigid coordinated framework in dimension 2 with 2 colour classes.
The edges e1 and e2 form a redundant rainbow pair and certify generic rigidity. The edges f1 and
f2 are a rainbow pair but not redundant.
e1
e2
f1 f2
(a) (b) (c)
Figure 4: A coordinated framework in the plane with k = 2, where edges in E1 are denoted by
dashed lines and edges in E2 are indicated by dotted lines (a). Removing the redundant rainbow
pair of edges e1, e2 results in a graph that is rigid as an uncoloured framework (b), satisfying
the conditions of Theorem 4.1 for the framework (a) to be rigid as a coordinated framework.
Removing an alternative rainbow pair of edges, such as f1, f2, may result in a flexible uncoloured
framework (c).
Figure 5 shows two examples of 2-coloured graphs that form generically flexible frameworks
in 2 dimensions. In both cases, there is no rainbow pair of redundant edges. Notice that in
Figure 5 (b), each of the dotted and dashed edges are redundant, but that no pair of them is.
5. Combinatorial results
Theorem 4.1 is ineffective in dimensions d ≥ 3, since we don’t even know what the generically
rigid graphs are in Md . For dimension d = 2 however, we can provide combinatorial characteri-
zations for coordinated generic rigidity that can be checked in deterministic polynomial time.
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(a) (b)
Figure 5: A pair of generically flexible 2-coloured Laman+2 graphs, where the edges in E1 are
shown dashed and the edges in E2 are shown dotted. All edges in E2 in (a) are bridges, and hence
the graph is generically flexible, by Lemma 3.6: the column of 1(c) corresponding to colour class
E2 lies in S(p)
⊥, and hence C intersects S(p)⊥ non-trivially. Alternatively, flexibility follows from
Theorem 4.1, since clearly there is no rainbow pair of redundant edges.
The graph shown in (b) contains a Laman circuit inside G0, and removing any coloured edge
results in a Laman+1 graph with an uncoloured circuit. The remaining coloured edges are bridges
in this Laman+1 graph, and hence flexibility follows again from Theorem 4.1.
5.1. Background on Laman graphs
Let k and ℓ be integers such that 0 ≤ ℓ ≤ 2k − 1. We say that a graph G is (k,ℓ)-sparse if, for
every subgraph G′ spanning n′ ≥ 2 vertices and m′ edges, we have m′ ≤ kn′ − ℓ. If, in addition,
the number of edges m of G is kn− ℓ, then G is (k,ℓ)-tight or, for short, a (k,ℓ)-graph. If G has
kn− ℓ+ 1 edges and becomes a (k,ℓ)-graph after removing any edge, G is a (k,ℓ)-circuit.
If there is some edge that we can remove to make G a (k,ℓ)-graph, then G is a (k,ℓ)+1-graph.
Finally, if there is some pair of edges that we can remove to make G a (k,ℓ)-graph, then G is a
(k,ℓ)+2-graph.
We are primarily interested in k = 2, ℓ = 3. We call the (2,3)-graphs Laman graphs, and
similarly define the notions of Laman-circuits, Laman+1 and Laman+2 graphs. Laman’s Theorem
[11] says that Laman graphs are exactly the generically isostatic graphs in dimension 2. The
matroidal property (see, e.g., [12]) implies that a Laman+1 graph contains a unique Laman-
circuit as a subgraph (which may be the whole graph). Laman+2 graphs contain (at least) two
circuits.
5.2. d = 2, k = 1
For these parameters, we have a simple “Laman-type” combinatorial characterization.
Theorem 5.1. A 1-coloured graph (G, c) is generically isostatic in dimension 2 if and only if G is a
Laman+1 graph and at least one edge in E1 is contained in the Laman circuit in G.
Proof. Laman’s Theorem [11] and Theorem 4.1 imply that for (G, c) to be generically isostatic, G
needs to be a Laman+1 graph. The redundant edges in a Laman+1 graph are exactly the edges
of the circuit.
For a k-coloured graph (G, c), we denote by G0 the subgraph corresponding to the uncoloured
edges in E0.
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Corollary 5.2. A 1-coloured graph (G, c) is generically independent in dimension 2 if and only if:
(1) G0 is Laman-sparse and
(2) G contains at most one Laman circuit.
Moreover, (G, c) is generically isostatic in dimension 2 if and only if it is a Laman+1 graph and
satisfies (1).
Proof. The second statement is a reformulation of the statement in Theorem 5.1. The first state-
ment follows from the fact that a generically isostatic graph is amaximally independent graph.
Remark 5.3. We can also give a “Henneberg-type” characterization using inductive moves (see,
e.g., [15]) for generic rigidity in the case when d = 2 and k = 1. For this, we modify the H1 move
so that either of the new edges may be added in E1, and modify the H2 move so that in the case
when the removed edge {i, j} was in E1, at least one of the new edges incident with i and j is in
E1. The new base graphs are of the form (K4, c) for all choices of c with E1 non-empty.
It is possible to prove Theorem 5.1 without Theorem 4.1 using these modified Henneberg
moves. See [25] for details. ♦
5.3. d = 2, k = 2
We have a result similar to Theorem 5.1 for two coordination classes. For a k-coloured graph
(G, c), we denote by Gi the subgraph corresponding to the edges in E0 ∪ Ei.
Theorem 5.4. A 2-coloured graph (G, c) is a generically isostatic graph in the plane if and only if
(1) G is Laman+2
(2) No colour class consists only of bridges
(3) G0 is Laman-sparse and both G1 and G2 are (2,2)-sparse.
We remark at this point that the hypothesis (2) cannot be eliminated, by the example shown
in Figure 5(a).
We say that a subgraph H of a coloured graph (G, c) is monochromatic (with colour i) if it is
a subgraph of Gi and Gi ∩ Ei 6= ;.
Lemma 5.5. Two monochromatic circuits (with the same colour i) in a 2-coloured graph satisfying
the conditions of Theorem 5.4 cannot share an edge.
Proof. An inclusion-exclusion argument, using the fact that two Laman circuits intersect on a
Laman-sparse subgraph, shows that if two monochromatic circuits share an edge, then Gi cannot
be (2,2)-sparse.
Proof of Theorem 5.4. If (G, c) is generically isostatic, then, by Theorem 4.1, (G, c) is such that G
is generically rigid and there is a redundant rainbow pair of edges. Hence G contains a spanning
Laman subgraph, plus two additional edges, each of which is redundant. Hence, G is Laman+2,
and neither colour class consists of only bridges.
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The coordinated rigidity matrix R+(p) of a subgraph of G0 is the same as R(p), so by Laman’s
Theorem, G0 is Laman-sparse. Similarly, for a subgraph of Gi , R
+(p) is the same as in the k = 1
case, so by Corollary 5.2, both G1 and G2 are (2,2)-sparse. This completes the proof of necessity.
Now we suppose that (G, c) satisfies the coloured sparsity conditions (1)–(3). We shall show
that E contains a redundant rainbow pair {e, f }. The result will then follow from Theorem 4.1.
We note first that the Laman+2 graph G contains at least two distinct circuits, and we shall
label two of them C1 and C2.
Suppose first that C1 and C2 are edge-disjoint, and so C1 and C2 are the only two circuits
within G. By assumption, there is at least one edge of each colour within a circuit, and each
circuit contains at least one coloured edge by the coloured sparsity counts. We may therefore
choose an edge of each colour, one from each circuit, to obtain a desired rainbow pair of edges.
We suppose next that C1 ∩ C2 contains at least one edge. If one of the circuits, say C1, is
monochromatic (say with colour 1), then C2 \ C1 contains an edge f of colour 2, by Lemma 5.5.
Removal of f does not affect C1 and since C1 contains an edge e of colour 1, {e, f } is a desired
rainbow pair of edges.
We may now assume that both C1 and C2 contain edges of both colours. Let e ∈ C1 ∩ E1.
If e ∈ C1 \ C2, there is an edge f ∈ C2 ∩ E2, resulting in a rainbow pair {e, f }. If instead e ∈
(C1 ∩ C2) ∩ E1, by the circuit elimination axiom, there is another circuit C3 ⊆ (C1 ∪ C2) \ {e}. If
C3 is monochromatic (of either colour), the previous case applies. If instead C3 contains edges of
both colours, we may choose an edge f ∈ C3 ∩ E2 to complete our rainbow pair {e, f }.
Remark 5.6. A “Henneberg-type” characterization of generic coordinated rigidity when d = 2 and
k = 2 is given in [25]. In contrast to the d = 2 and k = 1 case, the proof is combinatorial, with
the rigidity statements relying on Theorems 4.1 and 5.4. ♦
5.4. Algorithms
We briefly describe how to check whether a k-coloured graph (G, c) is generically isostatic in the
plane in polynomial time.
5.5. k = 1 and k = 2
For small k, we can adapt algorithms that are specialized for Laman graphs. We first recall that
the pebble game [2, 12] can, on an input graph with n vertices and m edges, determine in time
O(n2): (1) a maximal Laman-sparse subgraph L of G; (2) the Laman circuit in L ∪ {e} for each
edge e /∈ L. (This O(n2) requires data structures from [13] when m = ω(n). A simple analysis,
which suffices for our case, gives O(mn).)
In the k = 1 case of Theorem 5.1, we check that G contains a Laman graph as a spanning
subgraph and has m = 2n− 2 edges. There is one “extra” edge, and hence a unique circuit. We
can find this circuit in O(n2) time and then check that one of the coloured edges is in it in O(n)
time.
For k = 2 (Theorem 5.4), if G is a Laman+2 graph, then the removal of some edge leaves a
Laman+1 graph. This means that an edge e ∈ E1 is part of a rainbow redundant pair if and only
if G \ {e} is Laman+1 and there is an edge in E2 in the circuit of G \ {e}. We can check, for each
e ∈ E1, whether this holds in O(n
2) time, for a total of O(n3).
We leave as an open problem whether this can be reduced to O(n2) by a more careful analysis
of the algorithms in [12].
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5.6. k ≥ 3
In the general case of a k-coloured graph (G, c), we can use Edmonds’s algorithm [6] on the
matroid union M2(G) ∨ Nc, where Nc is the transversal matroid associated with the colouring c.
This provides a deterministic polynomial algorithm for coordinated rigidity in the plane. Finding
a faster deterministic algorithm is an open problem.
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