Abstract-This paper reports on the general architecture for a sliceable bandwidth variable transponder as discussed within the IDEALIST European project. Support for super-channels (optical connections with several adjacent sub-carriers) and sliceability (super-channels generated together but independently routed in the network towards different destinations) is guaranteed. For illustrative purpose some driving ideas on a possible modular implementation are shown.
INTRODUCTION
In coming years it is expected that traffic demand will continue to grow at a significant rate, driven by the increasing interest on web-based services and applications such as cloud and mobile networking, file sharing and downloading and streaming of high quality video. Moreover the extensive introduction of the Internet of Things, ubiquitous sensor deployment and Machine-to-Machine communications will further fuel the capacity request of existing optical networks. The finite available bandwidth of optical fibers, and the high cost of installing new cables, steer the interest on the efficient use of the optical spectrum to maximize capacity, stressing at the same time the issues of scalability, flexibility and end-toend performance.
Considering the above mentioned challenges, the European project IDEALIST is deeply investigating the Elastic Optical Networks (EONs) [1] model as the main road in the medium term for an efficient utilization the optical spectrum. This novel architecture is based on the combination of a flexible optical grid, novel transmission techniques, flexible switching architectures and dynamically configured software-defined functionalities.
One key element in an EON is a flexible transponder being able to encompass a wide range of functions, including support of multiple input data rates (from 10Gb/s to 1Tb/s) and dynamically adaptable coding, overhead, modulation format symbol rate and spectral shaping. This flexibility enables the operator to optimize network capacity and efficiency from time to time by suitably configuring the transponders; it could also help in reducing network transmission margins by adapting the BVT to follow the fiber aging and the traffic load evolution.
Network traffic is also expected to dynamically change in path and destination over hours or days (an example is the traffic generated by data centers), thus a transponder architecture is investigated which is capable of generating multiple optical flows, routed to different destinations by optical switches and filters. A single transponder with this capability is known as a Sliceable Bandwidth Variable Transponder (S-BVT) [2, 3] . S-BVTs enable the generation of multiple optical flows, which can be distributed over different portions of the optical spectrum (media-channels) and flexibly directed towards different destinations in the EON. Multi-layer restoration or traffic engineering are interesting use cases for an S-BVT, as it may enable considerable savings by providing multiple restoration circuits, thus balancing the network load. This paper reviews the design architecture for an S-BVT including the client side, the digital Optical Transport Network (OTN) layer and the line side, as identified within the European project IDEALIST. Finally, an explicit example of an S-BVT implementation is shown. The proposed solution is discussed without the claim of having selected the only one possible choice, or to represent all proposals considered in the project, but only as a clarification example.
II. S-BVT CONCEPT
The concept of an S-BVT is an evolution of the general Bandwidth Variable Transponder (BVT). A BVT is dedicated to a single aggregated traffic demand and generates a single optical channel, but is dynamically software configurable by adjusting parameters such as gross bit rate, modulation format, coding, Forward Error Correction (FEC) and shaping of optical spectrum. This flexibility enables to trade-off spectral efficiency and transmission reach [1] : for example, in some implementation, the modulation format of a BVT could be configured as Polarization Multiplexing (PM)-16 Quadrature Amplitude Modulation (QAM) for short-reach connections, and PM-Quadrature Phase Shift Keying (QPSK) for long-haul links, shrinking by a factor of two the net traffic capacity but enabling more than a fourfold increase in reach [4, 5] . Unlike BVTs, S-BVTs net total capacity may be spread (or sliced) into one or several independent optical flows that are transmitted towards one or multiple destinations serving several independent traffic demands simultaneously.
The general S-BVT building blocks and multiplexing architecture are summarized in Fig. 1(a) and (b). The S-BVT comprises a configurable/sliceable flexible OTN interface module for client mapping from the OTN fabric into ODUCn/OTUCn, with a net capacity that varies, in our example, from the 100G OTUC1 to a maximum of 1.2Tb/s OTUC12 for each S-BVT module, with a granularity of 100G. The 100G modularity has been chosen according to the current interim agreement in ITU-T study group 15 for "Beyond 100G" standardization evolution, although a finer granularity (i.e. 25G) could be considered as an interesting alternative, for instance for metro-regional application. The S-BVT enables the total net capacity to be dynamically partitioned to serve different and independent clients at the same time grouping them in bigger OTN pipes of multiple of 100G containers. In our example, the S-BVT can serve from a minimum of one client, if we assume the overall 1.2Tb/s capacity used by a single Tera client, to a maximum of 12 independent clients at 100G speed.
The Configurable/Sliceable Flexible OTN interface module can flexibly fragment high-data rates into lower-data streams, in case it is impossible to fit the whole client traffic into a single super-channel (for example due to unavailable contiguous spectrum along a single path). Fig. 1(b) reports two examples for this fragmentation: a big 700Gb/s aggregated traffic demand (light blue in the picture) is divided by the OTN layer into two different streams, the first at 500Gb/s and the second at 200Gb/s, each feeding two separate media channels (#1 and #2). Similarly, the traffic from an interface at 200Gb/s (yellow blocks) is divided into two different streams, feeding respective media channels #3 and #4. Traffic could also be not fragmented as in the case of 200Gb/s and 100Gb/s interface as illustrated by the green and violet boxes in Fig.1 
(b).
A super-channel flow is generated by Multiflow Optical Modules, Fig. 1(a) . Each Multiflow Optical Module generates multiple (2 or 4 for medium-term S-BVTs) sub-carriers that can be modulated by electrical data carrying portions of the incoming traffic and then distributed among different superchannels. The p independent electrical flows generated by the OTN layer and directed towards a Multiflow Optical Module, are fed to a Flow Distributor module (e.g., built with an electrical switching matrix) which distributes each digital OTN stream to one or more Flex Sub-carrier modules; each of these Flex Sub-carrier modules modulates a sub-carrier with a suitable amount of data depending on the stream capacity and on the desired path along the network.
Each Flex Sub-carrier module encodes the data onto a subcarrier, shapes its spectrum and, possibly, digitally preemphasizes and pre-distorts the signal [6, 7] . Digital-toanalogue converters (DACs) are exploited to adapt the modulation format (e.g., providing multi-level signals for 16QAM) and IQ modulators are used to modulate the subcarrier at a specific symbol rate with orthogonal polarizations. The data rate and bandwidth can be tuned by changing the modulation format, the symbol rate, the spectral shaping and the coding. FEC with different net code gain and overhead is suitably added. All generated sub-carriers are first logically grouped into super-channels feeding different media-channels and optically coupled together into a single add/drop fiber port of the source Optical Cross Connect (OXC) node, Fig. 1(a) . The Flex Sub-carrier module takes care of carriers detection at the receiver side; each sub-carrier is independently demodulated and decoded by a coherent DSP based receiver.
The Flex Sub-carrier module could be implemented supporting one or more of the three main transmission techniques identified within IDEALIST [3] : Nyquist Wavelength Division Multiplexing (NWDM), Orthogonal Frequency Division Multiplexing (OFDM), and TimeFrequency Packing (TFP). These techniques, in spite of being technically very different from each other, can somehow be considered as alternative implementation strategies in the task of optimizing spectral efficiency (SE, measured in b/s/Hz). The choice of a specific transmission technique may depend on the particular scenario and can be influenced by the reach, the acceptable level of complexity, costs and may vary from vendor to vendor.
The main idea underlying NWDM is to apply a digital pulse-shaping filter at the transmitter (generally digitally synthetized), confining the bandwidth within the Nyquist frequency of the signal, which is half the symbol rate. This allows a dense spectral allocation of sub-carriers in a mediachannel. Root raised cosine (sharp roll-off ≤ 0.2 is essential to avoid adjacent carriers cross-talk) is a popular choice for the pulse-shaping filter. A certain number of NWDM strictly packed sub-carriers are multiplexed to construct a superchannel according to current traffic demands. The bit rate carried by each NWDM sub-carrier can be programmed individually on a super-channel basis, for example by varying the modulation format or the symbol rate. FEC can be varied to satisfying current traffic request and all-optical reach [8] . NWDM super-channels show a high SE and may be tuned to cover a huge range of transmission reaches.
Optical OFDM is based on the DSP-enabled transmission of multiple electrically generated orthogonal sub-carriers, which can be independently modulated by different formats. The orthogonal electrical sub-carriers overlap in the frequency domain ensuring high SE. Using a number of electrical subcarriers equal or greater than 64, a spectrum with approximately rectangular shape may be obtained and several OFDM modulated sub-carrier may be packed together in a super-channel, achieving the same SE as NWDM [3] . DSP at the transmitter side enables the transponder programmability and re-configurability, including adaptive modulation format selection and variable code rate for each sub-carrier. Besides coherent optical solutions, OFDM can be also designed for non-coherent optical solutions, making it as an attractive option for low cost implementations suitable for metro/regional applications [9] , while coherent implementation allows achieving ultimate performance for long-haul high capacity transmission [3] . Furthermore, due to the inherent overhead, an OFDM-based S-BVT intrinsically provides self-performance monitoring.
TFP transmission technique consists in generating pulses that strongly overlap in time and/or frequency, therefore introducing inter-symbol (ISI) and/or inter-carrier interference (ICI) [10] . High SE is obtained through the proper design of coding and detection schemes that take into account the introduced interference. To approach the maximum information rate achievable often a low-density parity-check (LDPC) code is designed together with a low cardinality modulation (typically PM-QPSK, but often more sub-carriers than NWDM are needed). At the receiver side, coherent detection with DSP is necessary. A receiver based on sequence detection, such as the well-known Bahl-Cocke-Jelinek-Raviv (BCJR) detector [11] must be employed to counteract ISI and ICI: it exchanges information with the LDPC decoder, in the decision, demapping, and decoding module. Although a symbol-by-symbol detection could be less complex, DAC at the transmitter side is not strictly necessary. Moreover, TFP needs less stringent requirements on analog bandwidth. TFP provides high spectral efficiency enabling transmission with SE even beyond the Nyquist limit [10] .
Finally the S-BVT architecture includes also the Subcarrier generation module, Fig. 1(a) . Two solutions can be adopted to build it: (i) an array of multiple lasers or (ii) a single multi-wavelength source [12] generating several sub-carriers from a single laser source. In the first solution tunable C-band lasers are exploited and therefore any available portion of the optical spectrum can be used. In the second, an optical comb spectrum of N sub-carriers intrinsically spectrally locked may be generated from a single tunable laser followed by optical modulators. Hereby costs and power consumption can be reduced given that in case of N generated sub-carriers, N-1 lasers are saved. As a drawback, limitations when allocating sub-carriers in the spectrum exist as sub-carriers in the comb are often symmetrically spaced and located next to each other.
III. EXAMPLE OF A S-BVT MODULAR ARCITECTURE
In this section a modular architecture example for an S BVT is sketched, aiming at a flexible high capacity muxponder module as a target medium term solution for interfacing generic EON clients in an agnostic way.
A muxponder is similar to a small Digital Cross Connect with reduced functionalities (mainly client mapping and multiplexing) and a limited number of client and line ports: its most relevant parameter is the total switching and line interface capacity. A 1.2Tb/s total net capacity is probably a reasonable target for a muxponder, considering that 10G, 100G and 400G clients will likely be the most common ones in the short to medium term (until about 2018) and that 12 is divisible by 2, 3, 4 and 6, allowing a perfect fitting of any reasonable mixings of them. Moreover 1.2Tb/s seems not too challenging for the electronic. As previously explained, digital OTN is the eligible choice in a multi-clients agnostic network. A 12 times 100G size simplifies the introduction of modularity in the Multiflow Optical modules, enabling a "pay as you grow" approach.
Additionally, to maximize sliceability of the target S-BVT, the number of simultaneously handled sub-carriers must range from 1 to 12 without limitations. The net aggregated capacity will range from a minimum of 100Gb/s up to maximum of 1.2 Tb/s in 100Gb/s steps, with the only constraint that the total S-BVT traffic cannot exceed the 1.2Tb/s capacity of the digital OTN fabric and the flexible framer.
Twelve Flex Sub-carrier modules (12 sub-carriers) are then needed to meet the desired flexibility. A possible option discussed within IDEALIST is to adopt NWDM transmission scheme and to support three modulation formats. Possibly this is the simplest solution for a medium term device covering a considerable range of network scenarios. PM-QPSK (1.2Tb/s with 12 carriers), PM-8QAM (1.2Tb/s with 8 carriers), PM-16QAM (1.2Tb/s with 6 carriers) are the selected modulation formats with a reference net symbol rate of 25 GBaud.
Referring to Fig. 2 a modular S-BVT could be composed by three cards connected by an electronic backplane, dedicated respectively to the client feeding, to the core electronic for organization fragmentation and distribution and to the housing of up to six Multiflow Optical modules.
The size of the cards in the rack and the architecture of the rack itself will depend greatly on the power consumption of each card and on the solution adopted for heat sinking.
A modular architecture, with hot-pluggable small formfactor client modules, is quite common in transmission systems and should efficiently fit also the proposed S-BVT. This modularity allows equipping a variable combination of client interfaces: this is particularly true if the S-BVT is a muxponder and not a flexible line side interface of a bulky OTN DXC.
For what concerns the Multiflow Optical Module, a similar modular solution could be adopted considering "small multiflow modules" employing a limited number of carriers, less than 12, to be equipped incrementally in a "pay as you grow" approach. Multiflow Optical Modules with no more than 2 to 4 flexible sub-carriers guarantee probably a more affordable integration level in a short time frame, and allow the network operator to purchase only the resources needed to meet the traffic demands from over time (i.e., saving capEx). Moreover, the cost of the same optical and electronic module, generally, decreases over time, allowing further savings. Finally new modules, with improved transmission performance might be plugged into the same S-BVT slots as soon as they will be available.
Additionally it is expected that modularity at the Multiflow level, together with the "small modules" approach, should prevent as much as possible the waste of resources in case of combination of input client demands that reach the total electronic capacity of 1.2Tb/s but are mapped in less than 12 optical carriers (e.g., 4 clients at 300Gb/s each mapped into a PM-8QAM super-channel made of two sub-carriers), or simply do not reach the total capacity of the S-BVT.
In line with what was previously stated, two possible sizes for the Multiflow Optical Module are thus considered (Fig. 2): • a 2 sub-carrier module, which support up to two independent flows (6 modules are necessary to reach the total flexibility of 12 carriers);
• a 4 sub-carrier module, which supports up to four independent flows (3 modules are necessary to reach the total flexibility of 12 carriers). Fig. 3 graphically describes how the 1.2Tbit/s modular S-BVT can be equipped and configured to cope with an evolving (incremental) traffic. Time is evolving from left to right in the figure, and three shots are taken: the first day (day 1) of S-BVT equipment in the node with initial traffic (a); then two successive incremental instants, here named day 2 (b) and day3 (c). The top row of Fig. 3 , shows, for each shot, the equipped cards and the employed Multiflow Optical Modules (following the same colors as of Fig. 2 ). The second row gives both the incremental traffic, already aggregated in a super-channel with a specific number of sub-carriers and modulation formats, and the cards/modules to be equipped.
The pay as you grow strategy is clear; at day 1, only the cards that are strictly necessary were equipped; afterwards, a 4 and a 2-sub-carriers Multiflow Optical Modules are added in an incremental way in case data traffic justify their introduction. They will be used in day 2 and day 3 scenarios, respectively. The last two rows show the super-channels distribution among the different modules and the overall set of sub-carriers (top), together with the list of "100G slots" that are used to serve the traffic.
As shown it may happen that the total electrical capacity of the S-BVT is reached Fig. 3(c) , without the need of the total electro/optical capacity of the front end. The modular strategy employed helps in reducing the waste of expensive hardware if compared to a non-modular solution.
Following the general architecture of Fig. 1(a) , each Multiflow Optical Module includes optical splitters to collect all modulated sub-carriers into a single optical IN/OUT port. By mixing modules, several combinations are allowed in terms of flexibility, total traffic and simultaneous use of different modulation formats for demands needing different reaches. However, the limitation in terms of number of Flexible Subcarrier modules (2 or 4) within each Multiflow module, implies that some client demand must be subdivided into more than one Multiflow Optical Module inside the S-BVT. For example, if we consider in Fig. 3(b) , the incremental 400G demand #3 (distributed among 4 OTN 100G "slots"), to be packed into a single NWDM 4-sub-carrier super-channel with PM-QPSK modulation, we see that two Multiflow Optical Modules of the same S-BVT and two different port are involved. Thus, to create a super-channel the S-BVT must guarantee that subcarriers are at fixed and stable adjacent frequencies and "logically grouped" together even if they are generated by different modules.
Two options are then conceivable for collecting the compound signal from different modules.
1) An (amplified) external combiner is added to the S-BVT, collecting outputs together and feeding a single Add/Drop port of the OXC node. This solution makes use of less "contentionless" Add/Drop optical ports on the OXC, and permits the generation of super-channels of any size up to 12 sub-carriers. Feeding a single Add/Drop port, the superchannel is immune to filtering effects from the OXC node [12] , but it presents the drawbacks of not allowing the reuse of the same lambda within the S-BVT, and possibly requiring more optical power to overcome losses from couplers. However, in this case, a fully packed NWDM super-channel is feasible without the need of internal additional band guards.
2) Each Multiflow module feeds directly an Add/Drop port of the OXC node. Up to 6 ports are now needed in the OXC. A super-channel consisting of more than 2 carriers (depending on the employed Multiflow modules) needs an internal band guard to reduce detrimental filtering effects in the Add/Drop node, detrimentally affecting the SE and preventing the feasibility of a true NWDM super-channel. In fact, in this case, the S-BVT is actually creating several groups of packed optical sub-carriers feeding adjacent media channels. Thus optical filtering is unavoidable at source and sink OXCs. In this case, in order to sustain transmission and routing in the network, the superfiltering technique described in [13] is an attractive option to avoid additional filtering at crossing points. In any case, modularity is expected to become a key feature, especially in the Multiflow Optical Module, in allowing the dynamic adaptation to an evolving traffic scenario.
IV. CONCLUSIONS
This paper has presented a common transponder (S-BVT) architecture defined among several industrial (vendors and operators) and academic partners within the European IDEALIST project. The transponder enables high flexibility, e.g. in terms of supported range of bit rates (e.g., 100 to 1000Gb/s), number of connections and their direction. Promising transmission techniques have been reviewed. The modularity of the S-BVT has been also shown to highlight its possible use in a "pay as you grow" perspective showing that cards can be added while the traffic to be handled increases. The proposed modular approach enables a cost reduction and avoids to waste resources that would be left unused, so that modules/cards can be added when needed. The optical flows generated by the different modules can be "flexibly" aggregated or separated depending on the actual needs of the network.
