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Abstract
We study the problem of convergence to equilibrium for evolution equations associated to general
quadratic operators. Quadratic operators are non-selfadjoint differential operators with complex-valued
quadratic symbols. Under appropriate assumptions, a complete description of the spectrum of such op-
erators is given and the exponential return to equilibrium with sharp estimates on the rate of convergence
is proven. Some applications to the study of chains of oscillators and to the generalized Langevin equation
are given.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The spectral properties of hypoelliptic operators and the problem of return to equilibrium for
the associated parabolic equations are topics of current interest. Such operators arise naturally
in non-equilibrium statistical mechanics as the generators of Markov processes which model the
dynamics of classical open systems [3,5,6,25,29]. A standard example of hypoelliptic equation
* Corresponding author.
E-mail addresses: m.ottobre08@imperial.ac.uk (M. Ottobre), g.pavliotis@imperial.ac.uk (G.A. Pavliotis),
karel.pravda-starov@u-cergy.fr (K. Pravda-Starov).0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2012.02.008
M. Ottobre et al. / Journal of Functional Analysis 262 (2012) 4000–4039 4001is the Fokker–Planck equation [30],
{
∂tf + v · ∇xf − ∇xV (x) · ∇vf − γ∇v ·
(
v + β−1∇v
)
f = 0,
f (x, v, t)|t=0 = f0(x, v).
(1)
This equation is the forward Kolmogorov equation for the Langevin stochastic differential equa-
tion {
x˙ = v,
v˙ = −∇xV (x)− γ v +
√
2γβ−1W˙ ,
(2)
where W(t) denotes a standard Brownian motion in Rd , γ the friction coefficient and β the
inverse temperature. Several properties of the Fokker–Planck equation have been studied includ-
ing spectral properties and convergence to equilibrium [3,9,14], homogenization [8,7], short time
asymptotics [10] and semiclassical limits [11–13,15]. Related problems have been studied for the
Fokker–Planck equation corresponding to the generalized Langevin equation under a Markovian
approximation [25].
Recently, the theory of hypocoercivity [34] has been developed for studying the convergence
to equilibrium of kinetic equations. This theory applies to evolution equations of the form
∂tf +
(
A∗A+X0
)
f = 0, (3)
where A, X0 are some operators defined on an appropriate Hilbert space H, which is usually
the L2 space weighted by the invariant measure of the underlying Markov process, with X0 be-
ing skew-adjoint in this space, X∗0 = −X0. Under appropriate assumptions on the commutators
between the operators A, X0 and higher order commutators, it is possible to prove the exponen-
tial return to equilibrium for these evolution equations. Regarding the Fokker–Planck operator,
quantitative estimates on the rate of convergence can be obtained via the analysis of the spectral
gap. However, it is not possible in general to determine exactly the spectrum and one of the few
instances when this is possible is the case of quadratic potentials [15].
In the present work, we consider evolution equations associated with general quadratic oper-
ators ⎧⎨
⎩
∂u
∂t
(t, x)+ qw(x,Dx)u(t, x) = 0,
u(t, ·)|t=0 = u0 ∈ L2
(
Rn
)
,
(4)
and address the problem of the exponential return to equilibrium for these systems. Quadratic
operators are pseudodifferential operators defined in the Weyl quantization
qw(x,Dx)u(x) = 1
(2π)n
∫
R2n
ei(x−y).ξ q
(
x + y
2
, ξ
)
u(y)dy dξ, (5)
by symbols q(x, ξ), with (x, ξ) ∈ Rn × Rn and n ∈ N∗, which are complex-valued quadratic
forms
q :Rnx ×Rn →C.ξ
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Weyl quantization of the quadratic symbol xαξβ , with (α,β) ∈N2n, |α + β| = 2, is the differen-
tial operator
xαD
β
x +Dβx xα
2
, Dx = i−1∂x.
Notice that quadratic operators are non-selfadjoint operators and that those with symbols having
non-negative real parts are accretive. Since the classical work by J. Sjöstrand [31], a complete
description for the spectrum of elliptic quadratic operators is known and has played an important
rôle in the analysis of partial differential operators with double characteristics. Elliptic quadratic
operators are quadratic operators whose symbols satisfy the ellipticity condition
(x, ξ) ∈R2n, q(x, ξ) = 0 ⇒ (x, ξ) = 0. (6)
In a recent work [16], the spectral properties of non-elliptic quadratic operators, that is operators
whose symbols may fail to satisfy the ellipticity condition on the whole phase space R2n, were
investigated. For any quadratic operator whose symbol has a real part with a sign, say here a
symbol with non-negative real part
Req  0, (7)
it was pointed out the existence of a particular linear subvector space S in the phase space R2n,
S ⊂ R2n, intrinsically associated to the symbol q and called singular space, which plays a basic
rôle in the understanding of the properties of this non-elliptic quadratic operator. In particular,
this work [16, Theorem 1.2.2] gives a complete description for the spectrum of any non-elliptic
quadratic operator qw(x,Dx) whose symbol q has a non-negative real part, Req  0, and satis-
fies an assumption of partial ellipticity along its singular space S,
(x, ξ) ∈ S, q(x, ξ) = 0 ⇒ (x, ξ) = 0. (8)
Under those assumptions, the spectrum of the quadratic operator qw(x,Dx) is showed to be
composed of a countable number of eigenvalues with finite multiplicity and the structure of the
spectrum is similar to the one known for elliptic quadratic operators [31]. This condition of partial
ellipticity is weaker than the condition of ellipticity in general, S R2n, and allows to deal with
more degenerate situations. An important class of quadratic operators satisfying condition (8) are
those with zero singular space S = {0}. In this case, the condition of partial ellipticity trivially
holds and these differential operators have been showed to be hypoelliptic [27, Theorem 1.2.1].
More precisely, they enjoy specific subelliptic properties with a loss of derivatives with respect
to the elliptic case depending directly on the structure of their singular spaces. We refer the
reader to [27,28] for a complete presentation of these subelliptic properties and examples of such
subelliptic quadratic operators.
In the present work, we shall consider this class of hypoelliptic operators with zero singular
space and study further the structure of the bottom of their spectra. More specifically, we shall
see that the first eigenvalue in the bottom of their spectra has always algebraic multiplicity one
with an eigenspace spanned by a ground state of exponential type. We shall also give an explicit
formula for the spectral gap which is computable via a simple algebraic calculation, and finally
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property of exponential return to equilibrium for these quadratic systems.
Let us finally mention that the singular space theory [16–18,27,28] apply in various settings
and that certain applications to the study of chains of oscillators and the generalized Langevin
equation are discussed at the end of this article.
2. Statements of the main results
We begin by recalling miscellaneous facts and notations about quadratic operators. In all the
following,
q :Rnx ×Rnξ →C
(x, ξ) → q(x, ξ)
stands for a complex-valued quadratic form with a non-negative real part
Req(x, ξ) 0, (x, ξ) ∈R2n, n ∈N∗. (9)
We know from [20, pp. 425–426] that the maximal closed realization of the operator qw(x,Dx),
i.e., the operator on L2(Rn) with domain
D(q) = {u ∈ L2(Rn): qw(x,Dx)u ∈ L2(Rn)}
coincides with the graph closure of its restriction to S (Rn),
qw(x,Dx) :S
(
Rn
)→S (Rn)
and that this operator is maximally accretive
Re
(
qw(x,Dx)u,u
)
L2  0, u ∈ D(q).
Associated to the quadratic symbol q is the numerical range Σ(q) defined as the closure in the
complex plane of all its values,
Σ(q) = q(Rnx ×Rnξ ). (10)
The Hamilton map F ∈ M2n(C) associated to the quadratic form q is the unique map defined by
the identity
q
(
(x, ξ); (y, η))= σ ((x, ξ),F (y, η)), (x, ξ) ∈R2n, (y, η) ∈R2n; (11)
where q(·; ·) stands for the polarized form associated to the quadratic form q and σ is the canon-
ical symplectic form on R2n,
σ
(
(x, ξ), (y, η)
)= ξ.y − x.η, (x, ξ) ∈R2n, (y, η) ∈R2n. (12)
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part
ReF = 1
2
(F + F) and ImF = 1
2i
(F − F)
are the Hamilton maps associated to the quadratic forms Req and Imq , respectively. One can
notice from (11) that a Hamilton map is always skew-symmetric with respect to σ . This is just
a consequence of the properties of skew-symmetry of the symplectic form and symmetry of the
polarized form
∀X,Y ∈R2n, σ (X,FY) = q(X;Y) = q(Y ;X) = σ(Y,FX) = −σ(FX,Y ). (13)
Associated to the quadratic symbol q is the singular space S defined in [16] as the subvector
space in the phase space equal to the following intersection of kernels
S =
(+∞⋂
j=0
Ker
[
ReF(ImF)j
])∩R2n, (14)
where the notations ReF and ImF stand respectively for the real and imaginary parts of the
Hamilton map associated to q . Notice that the Cayley–Hamilton theorem applied to ImF shows
(ImF)kX ∈ Vect(X, . . . , (ImF)2n−1X), X ∈R2n, k ∈N,
where Vect(X, . . . , (ImF)2n−1X) is the vector space spanned by the vectors X, . . . , (ImF)2n−1X.
The singular space is therefore equal to the finite intersection of the kernels
S =
( 2n−1⋂
j=0
Ker
[
ReF(ImF)j
])∩R2n. (15)
As mentioned above, when the quadratic symbol q satisfies a condition of partial ellipticity along
its singular space S,
(x, ξ) ∈ S, q(x, ξ) = 0 ⇒ (x, ξ) = 0, (16)
Theorem 1.2.2 in [16] gives a complete description for the spectrum of the quadratic operator
qw(x,Dx) which is only composed of eigenvalues with finite algebraic multiplicity
σ
(
qw(x,Dx)
)= { ∑
λ∈σ(F )
−iλ∈C+∪(Σ(q|S)\{0})
(rλ + 2kλ)(−iλ): kλ ∈N
}
, (17)
where F is the Hamilton map associated to the quadratic form q , rλ is the dimension of the space
of generalized eigenvectors of F in C2n belonging to the eigenvalue λ ∈C,
Σ(q|S) = q(S) and C+ = {z ∈C: Re z > 0}.
M. Ottobre et al. / Journal of Functional Analysis 262 (2012) 4000–4039 4005Fig. 1. Notice that the first eigenvalue in the bottom of the spectrum is not necessarily real.
In the present paper, we study evolution problems associated to accretive quadratic operators
qw(x,Dx) with zero singular space S = {0}. Notice that in this case q(S) = {0} and the condition
of partial ellipticity along the singular space trivially holds. The spectrum is then reduced to
σ
(
qw(x,Dx)
)= { ∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(−iλ): kλ ∈N
}
. (18)
Define
μ0 =
∑
λ∈σ(F )
−iλ∈C+
−iλrλ (19)
and
τ0 = min
λ∈σ(F )
−iλ∈C+
Re
(
2(−iλ))= 2 min
λ∈σ(F )
Imλ>0
Imλ. (20)
Our first result shows that the first eigenvalue in the bottom of the spectrum μ0 has always
algebraic multiplicity one with an eigenspace spanned by a ground state of exponential type and
that the spectral gap is exactly given by the positive rate τ0 > 0. See Fig. 1.
Theorem 2.1. Let qw(x,Dx) be a quadratic operator whose symbol
q :Rnx ×Rnξ →C
(x, ξ) → q(x, ξ)
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lar space S = {0}. Then, the first eigenvalue in the bottom of the spectrum defined in (19) has
algebraic multiplicity one and the eigenspace
Ker
(
qw(x,Dx)−μ0
)=Cu0
is spanned by a ground state of exponential type
u0(x) = e−a(x) ∈S
(
Rn
)
,
where a is a complex-valued quadratic form on Rn whose real part is positive definite. Moreover,
the spectral gap of the operator qw(x,Dx) is exactly given by the positive rate τ0 > 0 defined
in (20),
σ
(
qw(x,Dx)
) \ {μ0} ⊂ {z ∈C: Re z Reμ0 + τ0}.
This result of simplicity for the first eigenvalue is a result of Perron–Frobenius type. How-
ever, we notice that the ground state is non-vanishing but complex-valued since in general the
quadratic form a is complex-valued. Additional assumptions are needed to ensure the positivity
of the ground state (see Theorem 2.3). Let us underline that operators satisfying the assumptions
of Theorem 2.1 are not elliptic in general and that their symbol may fail to satisfy the ellipticity
condition
(x, ξ) ∈R2n, q(x, ξ) = 0 ⇒ (x, ξ) = 0.
However, the assumption about the singular space S = {0} ensures that such an operator enjoys
noticeable subelliptic (hypoelliptic) properties
∥∥(〈(x, ξ)〉2(1−δ))wu∥∥
L2  C
(∥∥qw(x,Dx)u∥∥L2 + ‖u‖L2), (21)
with 〈(x, ξ)〉 = (1 + |x|2 + |ξ |2)1/2 and a loss of derivatives with respect to the elliptic case
0 δ < 1. More specifically, consider
q :Rnx ×Rnξ →C
(x, ξ) → q(x, ξ),
a complex-valued quadratic form with a non-negative real part
Req(x, ξ) 0, (x, ξ) ∈R2n, n ∈N∗,
and zero singular space S = {0}. According to the definition of the singular space (15), there
exists a smallest integer 0 k0  2n− 1 such that
(
k0⋂
Ker
[
ReF(ImF)j
])∩R2n = {0}, (22)
j=0
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operator fulfills a global subelliptic estimate with loss of δ = 2k0/(2k0 + 1) derivatives with
respect to the elliptic case, that is, there exists C > 0 such that for all u ∈ D(q),
∥∥(〈(x, ξ)〉2/(2k0+1))wu∥∥
L2  C
(∥∥qw(x,Dx)u∥∥L2 + ‖u‖L2), (23)
with
D(q) = {u ∈ L2(Rn): qw(x,Dx)u ∈ L2(Rn)}.
Those subelliptic estimates are a key argument for getting sharp resolvent estimates and proving
the property of exponential return to equilibrium. The next result proves this property of expo-
nential return to equilibrium and provides an exact formula for the optimal rate of convergence:
Theorem 2.2. Let qw(x,Dx) be a quadratic operator satisfying the assumptions of Theorem 2.1.
By using the notations introduced in (19) and (20), we consider the operator
Q = qw(x,Dx)−μ0.
Then, for all 0 τ < τ0, there exists a positive constant C > 0 such that
∀t  0, ∥∥e−tQ −Π0∥∥L(L2)  Ce−τ t ,
where Π0 is the rank-one spectral projection associated with the simple eigenvalue zero of the
operator Q and ‖ · ‖L(L2) stands for the norm of bounded operators on L2(Rn).
Let qw(x,Dx) be a quadratic operator satisfying the assumptions of Theorems 2.1 or 2.2, and
μ0 be the first eigenvalue in the bottom of the spectrum. Theorem 2.1 shows that
μ0 =
∑
λ∈σ(F )
−iλ∈C+
−iλrλ ∈C,
where F stands for the Hamilton map of the quadratic form q . We shall now consider the specific
case when this quadratic operator is real in the sense that qw(x,Dx)u is a real-valued function
whenever u is a real-valued function. We begin by checking that this assumption ensures that μ0
is real and that the quadratic form a defining the ground state
u0(x) = e−a(x) ∈S
(
Rn
)
, qw(x,Dx)u0 = μ0u0,
is then positive definite. Indeed, by using that the operator is real and passing to the complex
conjugate in the equation
qw(x,Dx)e
−a(x) = μ0e−a(x),
we obtain that
qw(x,Dx)e
−a(x) = μ0e−a(x).
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have
σ
(
qw(x,Dx)
) \ {μ0} ⊂ {z ∈C: Re z Reμ0 + τ0},
with τ0 > 0, Reμ0 = Reμ0 implies that the eigenvalue μ0 is real. Furthermore, notice that e−a
and e−a are therefore two eigenvectors associated to the eigenvalue μ0. We deduce from Theo-
rem 2.1 that there exist λ1, λ2 ∈C, not both equal to zero such that for any x ∈Rn,
λ1e
−a(x) + λ2e−a(x) = 0.
Recalling that a is a quadratic form, we obtain with x = 0 that λ1 = −λ2, which implies succes-
sively that e−a − e−a = 0, e−ib − eib = 0, e2ib = 1, sin(2b) = 0, cos(2b) = 1, if b stands for the
imaginary part of the quadratic form a. This shows that the quadratic form b is constant
0 = ∂xj
(
sin(2b)
)= 2 cos(2b)∂xj b = 2∂xj b
and therefore identically equal to zero. The quadratic form a is therefore a positive definite
quadratic form.
On the other hand, notice that the adjoint operator (see [20, p. 426]) is actually given by the
quadratic operator
qw(x,Dx)
∗ = qw(x,Dx),
whose symbol is the complex conjugate symbol of q . It is therefore a complex-valued quadratic
form with non-negative real part and a zero singular space for which Theorem 2.1 applies.
Then, μ0 is also the first eigenvalue in the bottom of the spectrum for the quadratic operator
qw(x,Dx)
∗
, and we know from Theorem 2.1 that the eigenspaces associated with the eigenvalue
μ0 for both operators qw(x,Dx) and qw(x,Dx)∗ are one-dimensional subvector spaces with
ground states of exponential type. We shall assume further that the two operators have same
ground state
Ker
(
qw(x,Dx)−μ0
)= Ker(qw(x,Dx)∗ −μ0)=Cu0 ⊂S (Rn), (24)
with u0(x) = e−a(x), x ∈ Rn, where a is a positive definite quadratic form on Rn. Under those
assumptions, one can specify further the result given in Theorem 2.2:
Theorem 2.3. Let qw(x,Dx) be a quadratic operator satisfying the assumptions of Theorem 2.1.
Assume that this quadratic operator is real and satisfies (24). Using the notations introduced in
(19) and (20), we consider the operator
Q = qw(x,Dx)−μ0.
Then, for all 0 τ < τ0, there exists a positive constant C > 0 such that
∀t  0, ∀u ∈ L2(Rn), ∥∥e−tQu− cuu0∥∥ 2 n  Ce−τ t‖u‖L2(Rn),L (R )
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cu = ‖u0‖−2L2(Rn)(u,u0)L2(Rn).
We finally recall that the singular space theory [16–18,27,28] was mainly inspired by the
seminal work on the Fokker–Planck equation [15] and aims at extending to wider classes of
doubly characteristic operators some results proved for Fokker–Planck operators in [11–13,15].
After preliminary advances in this direction in [26], the main algebraic fact discovered in [16]
was to notice that the symbols of operators satisfying the assumptions of Theorem 2.1 have real
parts which may not be positive definite in general; however, when the real part of these quadratic
symbols are averaged by the flow of the Hamilton vector field associated to their imaginary
parts HImq ,
〈Req〉T (X) = 12T
T∫
−T
Req
(
etHImqX
)
dt  0, (25)
with X = (x, ξ) ∈ R2n, quadratic forms 〈Req〉T become positive definite for any T > 0. This
averaging condition (25) is a key property in the works [11–13,15]. One of the main interest of
the singular space theory is to provide an easily computable algebraic condition on symbols of
general quadratic operators for checking that the averaging property (25) holds. The remainder of
this article is organized as follows. The next section is devoted to the proofs of Theorems 2.1, 2.2
and 2.3 whereas various applications of these results to the study of chains of oscillators and the
generalized Langevin equation are discussed in Section 4.
3. Proof of the main results
This section is devoted to the proofs of Theorems 2.1, 2.2 and 2.3.
3.1. Proof of Theorem 2.1
We begin by noticing that the set
{
λ ∈C: λ ∈ σ(F ), −iλ ∈C+
}= {λ ∈C: λ ∈ σ(F ), Imλ > 0} (26)
is non-empty. Indeed, the work [16] gives an alternative description of the singular space in terms
of eigenspaces of the Hamilton map F associated to its real eigenvalues. More specifically, when
q is a complex-valued quadratic form with a non-negative real part fulfilling the partial ellipticity
condition on its singular space
(x, ξ) ∈ S, q(x, ξ) = 0 ⇒ (x, ξ) = 0,
which is obviously satisfied when S = {0}, then the set of real eigenvalues of the Hamilton map
F can be written as
σ(F )∩R= {λ1, . . . , λr ,−λ1, . . . ,−λr},
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symplectically orthogonal spaces
S = Sλ1 ⊕σ⊥ Sλ2 ⊕σ⊥ · · · ⊕σ⊥ Sλr , (27)
where Sλj is the symplectic space
Sλj =
(
Ker(F − λj )⊕ Ker(F + λj )
)∩R2n. (28)
Recalling from Proposition 4.4 in [20] that the subvector space
Ker(F − λj )⊕ Ker(F + λj )
is the complexification of its intersection with R2n, condition S = {0} therefore implies that the
Hamilton map F has no real eigenvalue
σ(F )∩R= ∅.
On the other hand, we know from [19, Lemma 21.5.2] that Vλ the space of generalized eigen-
vectors of F belonging to the eigenvalue λ ∈C is the dual with respect to the symplectic form of
the space of generalized eigenvectors V−λ belonging to the eigenvalue −λ. It follows that
λ ∈ σ(F ) ⇔ −λ ∈ σ(F ).
This implies that the set
{
λ ∈C: λ ∈ σ(F ), −iλ ∈C+
}= {λ ∈C: λ ∈ σ(F ), Imλ > 0}
is non-empty, and that the quantities μ0 ∈ C and τ0 > 0 are well defined in (19) and (20). Since
from (18) the spectrum of the operator qw(x,Dx) is only composed of the following eigenvalues
with finite algebraic multiplicity
σ
(
qw(x,Dx)
)= { ∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(−iλ): kλ ∈N
}
, (29)
we notice that the first eigenvalue in the bottom of the spectrum is equal to
μ0 =
∑
λ∈σ(F )
−iλ∈C+
−iλrλ
and we easily identify the spectral gap to be the positive rate
τ0 = min
λ∈σ(F ) Re
(
2(−iλ))= 2 min
λ∈σ(F ) Imλ > 0.
−iλ∈C+ Imλ>0
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Ker
(
qw(x,Dx)−μ0
)=Cu0,
spanned by a ground state of exponential type
u0(x) = e−a(x) ∈S
(
Rn
)
,
where a is a complex-valued quadratic form on Rn whose real part is positive definite.
In order to do so, we shall first consider the case when the real part of the quadratic sym-
bol Req is positive definite. In this specific case, the symbol q is elliptic on the whole phase
space R2n,
(x, ξ) ∈R2n, q(x, ξ) = 0 ⇒ (x, ξ) = 0
and one can refer to the original work by J. Sjöstrand on elliptic quadratic differential opera-
tors [31]. Following this fundamental work on which relies the analysis led in [16], we consider
the positive Lagrangian plane (Proposition 3.3 in [31]),
V + =
⊕
λ∈σ(F )
−iλ∈C+
Vλ,
where Vλ is the space of generalized eigenvectors belonging to the eigenvalue λ of the Hamilton
map F associated to the quadratic symbol q . We recall that a complex subspace Λ ⊂ C2n of
dimension n is called Lagrangian if the canonical symplectic form σ vanishes identically on Λ.
Furthermore, a Lagrangian plane Λ ⊂C2n is said to be positive if
−iσ (X,X) > 0,
for all 0 = X = (x, ξ) ∈ Λ. According to (3.5) in [31, p. 95], there exists a symmetric matrix B+
whose imaginary part ImB+ is positive definite such that
V + = {(x,B+x): x ∈Cn}.
Define the two quadratic forms
b+(x) = 〈x,B+x〉, x ∈Rn; a(x) = −1
2
ib+(x), x ∈Rn.
Notice that the real part of the quadratic form a is positive definite. Keeping on following the
analysis led in [31, p. 98], one can then use a Jordan decomposition for the Hamilton map F in
order to find a canonical transformation K of C2n such that
q˜ = 2
∑
λ∈σ(F )
(
rλ∑
j=1
λxj,λξj,λ +
rλ−1∑
j=1
γj,λxj,λξj+1,λ
)
,−iλ∈C+
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a relabeling of the standard real symplectic coordinates (x, ξ) ∈ R2n and γj,λ ∈ {0,1} with
γ0,λ = γrλ,λ = 0. We recall that rλ stands for the dimension of Vλ the space of generalized eigen-
vectors associated to the eigenvalue λ ∈ C. This reduction is proved in [31, p. 98] in (3.15)
and (3.16). Consider the two quadratic operators
q˜w1 (x,Dx) =
∑
λ∈σ(F )
−iλ∈C+
rλ∑
j=1
λ(xj,λDxj,λ +Dxj,λxj,λ) (30)
and
q˜w2 (x,Dx) = 2
∑
λ∈σ(F )
−iλ∈C+
rλ−1∑
j=1
γj,λxj,λDxj+1,λ . (31)
Notice that these two operators commute and that
q˜w(x,Dx) = q˜w1 (x,Dx)+ q˜w2 (x,Dx).
Proposition 3.10 in [31] shows that every monomial is a generalized eigenvector of the operator
q˜w(x,Dx) : P
(
Rn
)→ P (Rn),
where P(Rn) stands for the space of complex polynomials regarded as functions on Rn. More
specifically, the spectrum of the operator q˜w(x,Dx) acting on the space P(Rn) is exactly given
by
{ ∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(−iλ): kλ ∈N
}
. (32)
Proposition 3.10 in [31] also shows that the space of generalized eigenvectors
E
(
q˜w(x,Dx),P
(
Rn
)
,μ
)
associated to an eigenvalue μ is finite-dimensional
dimE
(
q˜w(x,Dx),P
(
Rn
)
,μ
)
< +∞.
Following the proof of Proposition 3.10 in [31], a direct computation shows that
rλ∑
λ(xj,λDxj,λ +Dxj,λxj,λ)pλ = −iλ(rλ + 2kλ)pλ,j=1
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the monomials
p(x) =
∏
λ∈σ(F )
−iλ∈C+
pλ(x),
constitute a basis of eigenvectors for the operator q˜w1 (x,Dx) acting on P(R
n),
q˜w1 (x,Dx)p =
∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(−iλ)p.
According to this description, we notice that the first eigenvalue in the bottom of the spectrum for
the operator q˜w1 (x,Dx) acting on the space P(R
n) is the value μ0 defined in (19). Furthermore,
this eigenvalue μ0 has algebraic multiplicity 1. Indeed, all the non-negative integers kλ must
necessarily be zero and the only possible eigenvector associated to μ0 is up to a non-zero constant
the constant polynomial 1. By using the expression (31), a direct computation shows that the
operator q˜w2 (x,Dx) is nilpotent on any space of generalized eigenvectors
E
(
q˜w1 (x,Dx),P
(
Rn
)
,μ
)
, μ ∈C,
for the operator q˜w1 (x,Dx) seen as acting on the space P(R
n), since the operator q˜w2 (x,Dx) is
obviously nilpotent on any subvector space spanned by the monomials
∏
λ∈σ(F )
−iλ∈C+
pλ(x),
where pλ are homogeneous polynomials of degree kλ in the variables x1,λ, . . . , xr(λ),λ satisfying
μ =
∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(−iλ).
This proves in particular that μ0 is an eigenvalue with algebraic multiplicity 1 for the operator
q˜w(x,Dx) : P
(
Rn
)→ P (Rn),
with eigenvector equal to the constant polynomial 1. According to [31, p. 100], there exists a
bijection
K : P (Rn)eib+(x)/2 → P (Rn),
such that
q˜w(x,Dx) ◦K = K ◦ qw(x,Dx). (33)
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written as
K = K3K2K1 : P
(
Rn
)
eib
+(x)/2 → P (Rn), (34)
with some operators
K1 : P
(
Rn
)
eib
+(x)/2 → P (Rn), K1u = e−ib+(x)/2u, (35)
K2 : P
(
Rn
)→ P (Rn), K2u =F−1(eib−(ξ)/2Fu), (36)
and
K3 : P
(
Rn
)→ P (Rn), (K3u)(x) = u(Cx), (37)
where F is the Fourier transformation, b− a quadratic form and C an invertible complex matrix.
Proposition 3.11 in [31] then establishes that the spectrum of the operator
qw(x,Dx) : P
(
Rn
)
eib
+(x)/2 → P (Rn)eib+(x)/2
is also exactly given by (32) and that for every eigenvalue the corresponding space of generalized
eigenfunctions is finite-dimensional. More specifically, we deduce from (33), (34), (35), (36) and
(37) that μ0 is an eigenvalue with algebraic multiplicity 1 for the operator
qw(x,Dx) : P
(
Rn
)
eib
+(x)/2 → P (Rn)eib+(x)/2,
with associated eigenvector K−1(1). An explicit computation shows that
K−1(1) = eib+(x)/2 = e−a(x),
with a = −ib+/2. As a final step in the proof of Theorem 3.5, it is proved in [31, p. 102] that for
any μ ∈C, the space of generalized eigenvectors associated to the eigenvalue μ for the operator
qw(x,Dx) : P
(
Rn
)
eib
+(x)/2 → P (Rn)eib+(x)/2
exactly coincides with the space of generalized eigenvectors associated to the eigenvalue μ for
the operator
qw(x,Dx) : L2
(
Rn
)→ L2(Rn),
that is
E
(
qw(x,Dx),P
(
Rn
)
eib
+/2,μ
)= E(qw(x,Dx),L2(Rn),μ).
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first eigenvalue in the bottom of the spectrum of the operator qw(x,Dx) acting on L2(Rn) has
algebraic multiplicity 1 with a ground state of exponential type
qw(x,Dx)u0 = μ0u0,
with u0(x) = e−a(x) ∈S (Rn), where a is a complex-valued quadratic form on Rn, whose real
part is positive definite. This proves Theorem 2.1 in the special case when the real part of the
quadratic symbol Req is positive definite.
Let us now consider the general case when the quadratic symbol
q :Rnx ×Rnξ →C
(x, ξ) → q(x, ξ)
is a complex-valued quadratic form with a non-negative real part Req  0 and a zero singular
space S = {0}. We shall now inspect the analysis led in [16,18] in order to prove Theorem 2.1 in
the general case. Notice that in this general case the real part of the quadratic symbol Req is not
necessarily positive definite. However, as noticed in [16, pp. 809–810 and Proposition 2.0.1] and
mentioned above, the fact that the singular space S is reduced to zero implies that the average
of the real part of the quadratic form q by the flow generated by the Hamilton vector field of its
imaginary part HImq ,
〈Req〉T (X) = 12T
T∫
−T
Req
(
etHImqX
)
dt, X = (x, ξ) ∈R2n,
is positive definite for any T > 0. We shall now inspect more specifically the proof of Propo-
sition 3.1.1 in [16]. Notice that we consider in [16] complex-valued quadratic symbols with
non-positive real parts. One can therefore apply all this analysis when considering the symbol
−q instead of q and this accounts for sign differences when referring to results proved in [16].
Following [16, pp. 825–831], we shall discuss certain IR-deformations of the real phase space
R2n where the averaging procedure along the flow defined by the Hamilton vector field of Imq
plays an important rôle. To that end, we work with the metaplectic FBI-Bargmann transform
T u(x) = C
∫
Rn
eiϕ(x,y)u(y) dy, x ∈Cn, C > 0, (38)
where we may choose
ϕ(x, y) = i
2
(x − y)2,
as in the standard Bargmann transform. Other quadratic phase functions ϕ such that Imϕ′′yy > 0
and detϕ′′xy = 0 are also possible [32]. It is well known that for a suitable choice of C > 0,
T defines a unitary transformation
T : L2(Rn)→ HΦ (Cn),0
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HΦ0
(
Cn
)= Hol(Cn)∩L2(Cn, e−2Φ0(x)L(dx)), (39)
with
Φ0(x) = sup
y∈Rn
− Imϕ(x, y) = 1
2
(Imx)2,
and L(dx) being the Lebesgue measure in Cn. Next we recall from [32] that
T qw(x,Dx)u = Q0T u, u ∈S
(
Rn
)
, (40)
where Q0 is a quadratic differential operator on Cn whose Weyl symbol q0 satisfies
q0 ◦ κT = q. (41)
Here
κT :C2n 
(
y,−ϕ′y(x, y)
) → (x,ϕ′x(x, y)) ∈C2n (42)
is the complex linear canonical transformation associated to T . Following [32], we recall that if
we define
ΛΦ0 =
{(
x,
2
i
∂Φ0
∂x
(x)
)
: x ∈Cn
}
, (43)
then we have
ΛΦ0 = κT
(
R2n
)
. (44)
When
σ =
n∑
j=1
dξj ∧ dxj
is the complex symplectic (2,0)-form on C2n = Cnx × Cnξ then the restriction σΛΦ0 of σ to
ΛΦ0 is real and non-degenerate. The map κT in (42) can therefore be viewed as a canonical
transformation between the real symplectic spaces R2n and ΛΦ0 . Continuing to follow [32], we
recall that when realizing Q0 as an unbounded operator on HΦ0(Cn), we may use first the contour
integral representation
Q0u(x) = 1
(2π)n
∫
θ= 2 ∂Φ0 ( x+y )
ei(x−y)·θ q0
(
x + y
2
, θ
)
u(y)dy dθ,i ∂x 2
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lowing formula for Q0 as an unbounded operator on HΦ0(Cn),
Q0u(x) = 1
(2π)n
∫
θ= 2
i
∂Φ0
∂x
(
x+y
2 )+it(x−y)
ei(x−y)·θ q0
(
x + y
2
, θ
)
u(y)dy dθ, (45)
for any t > 0. The two operators Q0 : HΦ0(Cn) → HΦ0(Cn) and
qw(x,Dx) : L2
(
Rn
)→ L2(Rn)
are unitarily equivalent. Thus, they both have the same discrete spectrum since the operator
qw(x,Dx) has compact resolvent according to (23). Let G = GT be a real-valued quadratic
form on R2n satisfying
HImqG = −Req + 〈Req〉T . (46)
As in [11], we solve (46) by setting
G(X) =
∫
R
kT (t)Req
(
etHImqX
)
dt, (47)
where kT (t) = k(t/2T ) and k ∈ C(R \ {0}) is the odd function given by
k(t) = 0 for |t | 1
2
and k′(t) = −1 for 0 < |t | < 1
2
.
Let us notice that k and kT have a jump of size 1 at the origin. Associated with G is a linear
IR-manifold defined for 0 ε  ε0 with 0 < ε0  1,
ΛεG = eiεHG
(
R2n
)⊂C2n, (48)
where eiεHG stands for the flow generated by the linear Hamilton vector field iεHG taken at
time 1. It is well known (see for instance Sections 3 and 5 in [15]) that
κT (ΛεG) = ΛΦ˜ε :=
{(
x,
2
i
∂Φ˜ε
∂x
(x)
)
: x ∈Cn
}
, (49)
where Φ˜ε is a strictly plurisubharmonic quadratic form on Cn satisfying
Φ˜ε(x) = Φ0(x)+ εG(Rex,− Imx)+O
(
ε2|x|2). (50)
Associated with the function Φ˜ε is the weighted space of holomorphic functions HΦ˜ε (C
n) de-
fined as in (39). The operator Q0 can also be defined as an unbounded operator
Q0 : H ˜
(
Cn
)→ H ˜ (Cn),Φε Φε
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Q0u(x) = 1
(2π)n
∫
θ= 2
i
∂Φ˜ε
∂x
(
x+y
2 )+it(x−y)
ei(x−y)·θ q0
(
x + y
2
, θ
)
u(y)dy dθ, (51)
for any t > 0. By coming back to the real side by the FBI-Bargmann transform, the operator Q0
acting on HΦ˜ε (C
n) can be viewed as the unbounded operator on L2(Rn) with Weyl symbol
qε(X) = q
(
eiεHGX
)
. (52)
This symbol is quadratic and its real part is easily seen to be equal to
Reqε(X) = Req(X)+ εHImqG(X)+O
(
ε2|X|2).
We deduce from (46) and the facts that the quadratic form 〈Req〉T is positive definite and
Req  0 that
Reqε(X) = (1 − ε)Req(X)+ ε〈Req〉T (X)+O
(
ε2|X|2) ε
C
|X|2, (53)
for C > 1 and 0 < ε  1. We proved in [16, Lemma 3.1.1] that for any 0 < ε  ε0, with ε0 > 0
sufficiently small, the spectrum of the quadratic operator qwε (x,Dx) is actually independent of
the parameter 0 < ε  ε0 and is only composed by eigenvalues with finite algebraic multiplicity
∀0 < ε  ε0, σ
(
qwε (x,Dx)
)= { ∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(−iλ): kλ ∈N
}
,
where F is the Hamilton map associated to the quadratic form q , rλ is the dimension of the space
of generalized eigenvectors of F in C2n belonging to the eigenvalue λ ∈C. The independence of
the spectrum of the operator qwε (x,Dx) with respect to the parameter 0 < ε  ε0 is linked to the
fact that the Hamilton map Fε of the quadratic form qε is isospectral with the Hamilton map F
of the quadratic form q ,
Fε = e−iεHGFeiεHG,
since the symbols q and qε are related by a canonical transformation. As a final step in [16,18],
we proved that if the positive constant ε0 > 0 is chosen sufficiently small then the spectrum
of the operator qw(x,Dx) is not only equal to the spectrum of the operator qwε (x,Dx) for any
0 < ε  ε0, but also that all the eigenvectors and generalized eigenvectors of the two operators
qw(x,Dx) and qwε (x,Dx) for any 0 < ε  ε0 agree. These facts were proven in [16, pp. 830–
831] and [18, Proposition 2.1]. Indeed, we recall from [16] that the general theory shows that the
operator
e−tQ0 : HΦ
(
Cn
)→ HΦt (Cn), 0 < t  t0, 0 < t0  1, (54)0
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smoothly on t and solving the eikonal equation
⎧⎨
⎩
∂Φ
∂t
(t, x)+ Re
[
q0
(
x,
2
i
∂Φ
∂x
(t, x)
)]
= 0,
Φ(t, ·)|t=0 = Φ0.
(55)
Lemma 3.1.2 in [16] shows that
∀0 < t  1, ∃α(t) > 0, Φt (x)Φ0(x)− α(t)|x|2, x ∈Cn. (56)
We consider the restriction of the heat semigroup e−tQ0 to a generalized eigenspace Eλ0,Φ0 ⊂
HΦ0(C
n) associated to an eigenvalue λ0 for the operator
Q0 : HΦ0
(
Cn
)→ HΦ0(Cn).
The space Eλ0,Φ0 is finite-dimensional and the restriction of Q0 − λ0 to Eλ0,Φ0 is nilpotent.
Notice that the map e−tQ0 : Eλ0,Φ0 → Eλ0,Φ0 is bijective for any t  0. Indeed, the generalized
eigenspace Eλ0,Φ0 is stable under the action of the operator Q0 and its restriction to this finite-
dimensional space
Q0|Eλ0,Φ0 : Eλ0,Φ0 → Eλ0,Φ0
is a bounded operator. This implies that the restriction of the semigroup to the space (e−tQ0)|Eλ0,Φ0
coincides with the exponential of the bounded operator −tQ0|Eλ0,Φ0 which is always bijec-
tive. It follows from (54) and (56) that there exists η > 0 such that any generalized eigenspace
Eλ0,Φ0 ⊂ HΦ0(Cn) for the operator Q0 acting on HΦ0(Cn) satisfies
Eλ0,Φ0 ⊂ HΦt0
(
Cn
)⊂ HΦ0−η|x|2(Cn).
In particular, we obtain from (50) that any generalized eigenspace Eλ0,Φ0 is included in the
space HΦ˜ε (C
n) when 0 < ε  ε0 with 0 < ε0  1. It follows that any function in Eλ0,Φ0 is a
generalized eigenvector for the operator
Q0 : HΦ˜ε
(
Cn
)→ HΦ˜ε(Cn),
when 0 < ε  ε0. Conversely, we have
e−tQ0 : HΦ˜ε
(
Cn
)→ HΦ˜ε,t (Cn), 0 < t  t0, (57)
with 0 < t0  1, where Φ˜ε,t is a quadratic form on Cn depending smoothly on t  0 and 0 
ε  1 satisfying the eikonal equation (55) along with the initial condition
Φ˜ε,t (x)|t=0 = Φ˜ε(x).
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Φ˜ε,t (x) = Φt(x)+O
(
ε|x|2),
where the implicit constant is uniform in 0 t  t0 when 0 < t0  1. Let Eλ0,Φ˜ε ⊂ HΦ˜ε (Cn) be
the generalized eigenspace associated to an eigenvalue λ0 for the operator
Q0 : HΦ˜ε
(
Cn
)→ HΦ˜ε(Cn).
The very same arguments as before show that there exists η > 0 such that any generalized
eigenspace Eλ0,Φ˜ε ⊂ HΦ˜ε (Cn) for the operator Q0 acting on HΦ˜ε (Cn) satisfies
Eλ0,Φ˜ε
⊂ HΦ˜ε,t0
(
Cn
)⊂ HΦt0+O(ε|x|2) ⊂ HΦ0−η|x|2+O(ε|x|2)(Cn)⊂ HΦ0(Cn),
when 0 < ε  ε0 with 0 < ε0  1. It follows that any function in Eλ0,Φ˜ε is also a generalized
eigenvector for the operator Q0 : HΦ0(Cn) → HΦ0(Cn) when 0 < ε  ε0. This shows that the
spectra and the generalized eigenvectors for the operator Q0 acting on HΦ0(Cn) or HΦ˜ε (C
n)
with 0 < ε  ε0 agree. By coming back to the real side, this property holds also true for the
operator qw(x,Dx) and qwε (x,Dx) when 0 < ε  ε0. This implies that one can deduce the result
of Theorem 2.1 in the general case when the quadratic symbol has a non-negative real part
Req  0 and a zero singular space S = {0} from the one proved previously in the particular case
when the real part of the symbol is positive definite. This ends the proof of Theorem 2.1.
3.2. Proof of Theorem 2.2
We consider
q :Rnx ×Rnξ →C
(x, ξ) → q(x, ξ),
a complex-valued quadratic form with a non-negative real part
Req(x, ξ) 0, (x, ξ) ∈R2n, n ∈N∗,
and zero singular space S = {0}. According to the definition of the singular space (15), there
exists a smallest integer 0 k0  2n− 1 such that
(
k0⋂
j=0
Ker
[
ReF(ImF)j
])∩R2n = {0}, (58)
where F stands for the Hamilton map of q and Theorem 1.2.1 in [27] shows that the operator
qw(x,Dx) fulfills a global subelliptic estimate with loss of δ = 2k0/(2k0 + 1) derivatives with
respect to the elliptic case, that is, there exists C > 0 such that for all u ∈ D(q),
∥∥(〈(x, ξ)〉2/(2k0+1))wu∥∥ 2  C(∥∥qw(x,Dx)u∥∥ 2 + ‖u‖L2),L L
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D(q) = {u ∈ L2(Rn): qw(x,Dx)u ∈ L2(Rn)}.
By using the proof given for establishing Theorem 1.2.1 in [27], one can actually directly
obtain the more general estimate that there exists a constant C > 0 such that for all u ∈ D(q) and
ν ∈R,
∥∥(〈(x, ξ)〉2/(2k0+1))wu∥∥
L2  C
(∥∥qw(x,Dx)u− iνu∥∥L2 + ‖u‖L2). (59)
To prove this fact, it is actually sufficient to notice that one can replace the operator qWick by
the operator qWick − iν in the estimate (2.10) in [27]. Indeed, we recall1 that real Hamiltonians
get quantized in the Wick quantization by formally selfadjoint operators on L2. Since the weight
function g given by Proposition 2.0.1 in [27] is real-valued and ε is a positive constant, we have
the equality
Re
(
(1 − εg)Wick(qWick − iν))= Re((1 − εg)WickqWick),
which justifies that one can actually replace the operator qWick by the operator qWick − iν in the
estimate (2.10) in [27]. Then, by noticing that
Re
(
qWick − iν)= Re(qWick),
one can also replace the operator qWick by the operator qWick − iν in the estimate preceding the
estimate (2.19) in [27]. Finally, after having done these two slight modifications, one can then use
exactly the same proof as the one given for proving Theorem 1.2.1 in [27] in order to establish
the estimate (59).
We now need to recall few facts about the relationship between pseudodifferential calculus
and functional calculus when using the Sobolev scale Λr , r ∈R, defined by the operator
Λ2 = (1 + |x|2 + |ξ |2)w = 1 + |x|2 + |Dx |2.
In order to do so, it will be convenient to directly refer to the presentation given by F. Hérau and
F. Nier in [14, Appendix A, p. 205]. Our study corresponds to the specific case when the potential
V in [14] is taken quadratic
V (x) = 1
2
|x|2.
Define
Hr = {u ∈S ′(Rn): (〈(x, ξ)〉r)wu ∈ L2(Rn)}, r ∈R,
1 See the appendix about Wick calculus in [27].
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‖u‖Hr =
∥∥(〈(x, ξ)〉r)wu∥∥
L2 .
By referring to [14, Proposition A.4], we notice that, for any r ∈R, the operator Λr is a pseudo-
differential operator whose Weyl symbol belongs to the symbol class S(〈(x, ξ)〉r , dx2 + dξ2)
composed by C∞(R2nx,ξ ,C) functions satisfying
∀α ∈N2n, ∃Cα > 0, ∀(x, ξ) ∈R2n,
∣∣∂αx,ξ a(x, ξ)∣∣ Cα 〈(x, ξ)〉r .
Furthermore, for any r ∈ R, the domain of the operator Λr is equal to the space Hr with equiv-
alence of the two norms ‖u‖Hr and ‖Λru‖L2 . It follows from (59) that there exists a constant
C > 0 such that for all u ∈ D(q) and ν ∈R,
∥∥Λ2/(2k0+1)u∥∥2
L2  C
(∥∥qw(x,Dx)u− iνu∥∥2L2 + ‖u‖2L2). (60)
Consider now the metric
g = dx
2 + dξ2
〈(x, ξ)〉2
and weight M(x, ξ) = 〈(x, ξ)〉2. We recall for instance from [22, Lemma 2.2.18 and Section 2.2]
that this metric is admissible with gain M . Any quadratic form is obviously a first order symbol
in the symbolic calculus associated to this metric
q ∈ S(M,g).
One can then directly deduce from the Fefferman–Phong inequality (see for instance Theo-
rem 2.5.5 in [22]) that there exists a positive C > 0 such that for all u ∈ D(Λ2),
∥∥qw(x,Dx)u∥∥2L2  C∥∥Λ2u∥∥2L2, (61)
with
D
(
Λ2
)= {u ∈ L2(Rn): (1 + |x|2 + |Dx |2)u ∈ L2(Rn)}.
Notice from Theorem 2.1 together with (19) and (26) that
σ
(
qw(x,Dx)
)∩ iR= σdisc(qw(x,Dx))∩ iR= ∅.
One can apply the abstract functional analysis led in [9, Section 6.1] in order to obtain a specific
control of the resolvent of the operator qw(x,Dx) in particular regions of the resolvent set. More
specifically, following the analysis in [9, pp. 67–69], we deduce from the hypoelliptic estimates
(60) and (61) that there exist some positive constants c and C such that
{
z ∈C: Re z−1/2, Re z+ 1 c|z+ 1| 12k0+1 }∩ σ (qw(x,Dx))= ∅ (62)
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∥∥(qw(x,Dx)− z)−1∥∥ C|z+ 1|− 12k0+1 , (63)
for all z ∈C such that Re z−1/2 and Re z+ 1 c|z+ 1| 12k0+1 .
The property of exponential return to equilibrium may be deduced from those resolvent esti-
mates. Indeed, Theorem 2.2 is a consequence of the abstract analysis led in [9, Theorem 6.1] or
[15, Section 12, pp. 754–756]. Following more specifically the presentation given in [15, Sec-
tion 12], we notice from (62) and (63) that under the assumptions of Theorem 2.2, the quadratic
operator qw(x,Dx) is a closed densely defined unbounded operator acting on L2(Rn) fulfilling
the assumptions (12.1) and (12.2) in [15, p. 754] with
δ = 1
2k0 + 1 > 0.
Define for any t > 0,
E(t) = 1
2πi
∫
γ
e−tz
(
z− qw(x,Dx)
)−1
dz,
where γ is a contour to the left of the spectrum that outside a compact set coincides with the
curve
Re z = 1
C
|Im z|1/(2k0+1),
with C > 0 and γ oriented in the direction of decreasing Im z. According to (62) and (63), this
integral is convergent and defines a bounded operator depending smoothly on the parameter
t > 0. It is then proved in [15] that this integral operator is actually the semigroup e−tqw(x,Dx)
generated by the accretive quadratic operator qw(x,Dx),
e−tqw(x,Dx) = 1
2πi
∫
γ
e−tz
(
z− qw(x,Dx)
)−1
dz.
Let 0  τ < τ0 with τ0 be the positive rate given by Theorem 2.1. Keeping on following the
analysis led in [15, p. 755] in the particular case when h = 1, we introduce two contours γ
and γ˜ . See Fig. 2. Both contours are given by the curve
Re z = 1
C
|Im z|1/(2k0+1),
in the region where Re z > b, with b = Reμ0 + τ . In the region, where Re z b, the contour γ
is given by the equation Re z = b, while γ˜ joins the two points
b + iC2k0+1b2k0+1 and b − iC2k0+1b2k0+1,
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further to the left so that γ˜ is entirely to the left of the spectrum of the quadratic operator
qw(x,Dx), while γ will only have the first eigenvalue in the bottom of the spectrum μ0 given
by Theorem 2.1 to its left, since 0 τ < τ0. Let γint denote the vertical part of the contour γ in
the region where Re z = b and let γext denote the part of γ in the region where Re z b. On the
exterior piece γext, we have the resolvent estimate
∥∥(z− qw(x,Dx))−1∥∥O(|Im z|− 12k0+1 ), (64)
whereas on the interior piece γint, we have
∥∥(z− qw(x,Dx))−1∥∥O(1), (65)
since the compact contour γint does not intersect the spectrum of the operator qw(x,Dx). Accord-
ing to Theorem 2.1, μ0 is an eigenvalue with algebraic multiplicity 1 for the operator qw(x,Dx).
Arguing as in (12.13) in the article [15], we may write that
e−tqw(x,Dx) = 1
2πi
∫
γ˜
e−tz
(
z− qw(x,Dx)
)−1
dz (66)
= e−μ0t Π˜μ0 +
1
2πi
∫
γ
e−tz
(
z− qw(x,Dx)
)−1
dz, (67)
where Π˜μ0 stands for the rank-one spectral projection associated with the eigenvalue μ0 for the
operator qw(x,Dx). Using the decomposition γ = γint ∪ γext together with (64) and (65), one
can then estimate from the above the two parts of the integral
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2πi
∫
γ
e−tz
(
z− qw(x,Dx)
)−1
dz = 1
2πi
∫
γint
e−tz
(
z− qw(x,Dx)
)−1
dz
+ 1
2πi
∫
γext
e−tz
(
z− qw(x,Dx)
)−1
dz,
as follows
1
2πi
∫
γint
e−tz
(
z− qw(x,Dx)
)−1
dz =OL(L2)
(
e−bt
)
,
1
2πi
∫
γext
e−tz
(
z− qw(x,Dx)
)−1
dz =OL(L2)(1)
+∞∫
C2k0+1b2k0+1
e−
t
C
y
1
2k0+1
y
− 12k0+1 dy
=OL(L2)
(
t−2k0
) +∞∫
bt
e−xx2k0−1 dx
=OL(L2)(1)
(
1 + 1
t
+ · · · + 1
t2k0
)
e−bt ,
uniformly for t  1. Since the accretive operator qw(x,Dx) defines a contraction semigroup, we
deduce from (66), (67) and the previous estimates that
e−tqw(x,Dx) = e−μ0t Π˜μ0 +OL(L2)
(
e−bt
)
, (68)
uniformly for t  0. Recalling that b = Reμ0 + τ and considering now the operator
Q = qw(x,Dx)−μ0,
we directly deduce from (68) that there exists a positive constant C > 0 such that
∀t  0, ∥∥e−tQ −Π0∥∥L(L2)  Ce−τ t ,
where Π0 is the rank-one spectral projection associated with the simple eigenvalue zero of the
operator Q.
3.3. Proof of Theorem 2.3
Let qw(x,Dx) be a quadratic operator satisfying the assumptions of Theorem 2.1. Assume
furthermore that this quadratic operator is real and satisfies (24). As noticed in the discussion
preceding the statement of Theorem 2.3, the lowest eigenvalue μ0 is necessarily real and the
quadratic form a defining the ground state
u0(x) = e−a(x) ∈S
(
Rn
)
, qw(x,Dx)u0 = μ0u0,
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the simple eigenvalue zero of the operator
Q = qw(x,Dx)−μ0,
provided by Theorem 2.2 is orthogonal
Π0u = ‖u0‖−2L2(Rn)(u,u0)L2(Rn)u0, u ∈ L2
(
Rn
)
,
in order to deduce Theorem 2.3 from Theorem 2.2. This property is a direct consequence of the
assumption
Ker
(
qw(x,Dx)−μ0
)= Ker(qw(x,Dx)∗ −μ0)=Cu0 ⊂S (Rn). (69)
Indeed, notice from (6.52) in [21, III.6] that the adjoint of the spectral projection Π0 associated
with the eigenvalue zero for the operator Q is also a spectral projection for the operator Q∗,
Π0 = 12iπ
∫
Γ
(z−Q)−1 dz, Π∗0 =
1
2iπ
∫
Γ
(
z−Q∗)−1 dz, (70)
with Γ being the mirror image of Γ with respect to the real axis and Γ a circular contour
centered in the eigenvalue 0 with a sufficiently small radius. Notice that in the integrals (70)
both contours Γ and Γ are taken in the positive direction and that Π∗0 is actually the spectral
projection associated with the eigenvalue zero for the operator Q∗. Since Π0 and Π∗0 are both
projections, one may decompose the L2(Rn) space in two (possibly different) direct sums
L2
(
Rn
)= Ker(Π0)⊕ Ran(Π0) and L2(Rn)= Ker(Π∗0 )⊕ Ran(Π∗0 ).
It follows from (69) that
Ran(Π0) = Ran
(
Π∗0
)=Cu0.
Indeed, Theorem 2.1 applies for both quadratic operators qw(x,Dx) and qw(x,Dx)∗ and the
eigenvalue zero has therefore algebraic multiplicity 1 for both operators Q and Q∗. Furthermore,
since
Ker(Π0) = Ran
(
Π∗0
)⊥ = (Cu0)⊥ and Ker(Π∗0 )= Ran(Π0)⊥ = (Cu0)⊥,
we conclude that the spectral projection Π0 is orthogonal
Π0u = ‖u0‖−2L2(Rn)(u,u0)L2(Rn)u0, u ∈ L2
(
Rn
)
.
This ends the proof of Theorem 2.3.
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In this section, several applications of the singular space theory are discussed. In particular,
in addition to the standard Fokker–Planck operator, we consider the spectral problem for the
Fokker–Planck (forward Kolmogorov) operator of two Markovian stochastic systems that appear
in non-equilibrium statistical mechanics. The starting point is that of a classical open system,
i.e. of a ‘small’ Hamiltonian system (the distinguished particle) coupled to one or more heat
baths at different temperatures which are modelled as linear wave equations with initial condi-
tions distributed according to appropriate Gibbs measures [29]. After eliminating the heat bath
variables one obtains a non-Markovian evolution equation describing the dynamics of the distin-
guished particle. A Markovian approximation of this non-Markovian dynamics leads to a system
of stochastic differential equations that is quite similar to the Langevin equation (2), see Eqs. (72)
and (75) below. In fact, the Langevin dynamics (2) and the corresponding Fokker–Planck equa-
tion (1) can be obtained from the dynamics (72) in the limit of rapid decorrelation of the noise.
For further details, see [25] and the references therein.
In Section 4.1 we revisit the spectral problem of the Fokker–Planck operator with a quadratic
potential using the techniques developed in this paper. In Section 4.2 we study the Fokker–Planck
operator for the Markovian approximation of the generalized Langevin equation (GLE) with a
quadratic potential. In Section 4.3 we investigate the spectrum of the Fokker–Planck operator for
a chain of oscillators coupled to two heat baths with different temperature, under the assumption
of quadratic confining as well as quadratic interaction potentials. Even though the Fokker–Planck
operators, or equivalently the dynamics (72) and (75), that we study in Sections 4.2 and 4.3 are
quite similar, we choose to analyze them separately. The main reason for this is that, unlike the
GLE case, in the chain of oscillators problem it is not possible to write down a simple explicit
formula for the ground state; this fact complicates the analysis. We believe that the examples
presented in this section illustrate the fact that quadratic hypoelliptic operators with non-negative
real parts and zero singular spaces behave essentially like the Kramers–Fokker–Planck operator.
4.1. The Kramers–Fokker–Planck operator with quadratic potential
As pointed out in [16], a noticeable example of quadratic operator with zero singular space is
the Kramers–Fokker–Planck operator considered on the unweighted L2(R2x,v) space
K = −v + v
2
4
− 1
2
+ v.∂x − ∇xV (x).∂v, (x, v) ∈R2,
with a quadratic potential
V (x) = 1
2
ax2, a ∈R∗.
Indeed, this operator writes as
K = qw(x, v,Dx,Dv)− 1 ,2
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q(x, v, ξ, η) = η2 + 1
4
v2 + i(vξ − axη),
which is a non-elliptic complex-valued quadratic form whose real part is non-negative. Simple
algebraic computations show that the associated Hamilton map
q(x, v, ξ, η) = σ ((x, v, ξ, η),F (x, v, ξ, η))
is
F =
⎛
⎜⎜⎝
0 12 i 0 0
− 12ai 0 0 1
0 0 0 12ai
0 − 14 − 12 i 0
⎞
⎟⎟⎠ ,
and that the singular space is equal to zero S = {0}. More precisely, the integer k0 appearing in
(22) is equal to 1:
Ker(ReF)∩ Ker(ReF ImF)∩R4 = {0}.
Now a computation shows that λ ∈C is an eigenvalue of 2F precisely when
(
λ− a
λ
)2
+ 1 = 0,
and we easily see that when a < 0, the eigenvalues λ of 2F with Imλ > 0 are given by
λ1 = −i + i
√
1 − 4a
2
, λ2 = i + i
√
1 − 4a
2
.
When a > 0, we get the eigenvalues
λ1 = i + i
√
1 − 4a
2
, λ2 = i − i
√
1 − 4a
2
.
According to (18), the spectrum of the operator qw(x, v,Dx,Dv) is given by
{(
1
2
+ k1
)
λ1
i
+
(
1
2
+ k2
)
λ2
i
, kj ∈N
}
.
In particular, when a > 0, we observe that the lowest eigenvalue of the spectrum of the operator
qw(x, v,Dx,Dv) is
μ0 = 1 ,2
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μ0 =
√
1 − 4a
2
.
The spectral gap τ0 > 0 appearing in Theorem 2.1 is respectively equal to
√
1 − 4a − 1
2
,
1 − √1 − 4a
2
,
1
2
,
when
a < 0, 0 < a  1/4, a > 1/4.
Notice that the lowest eigenvalue is always real. This is consistent with the fact that the quadratic
operator qw(x, v,Dx,Dv) is real. Further calculations allow to determine explicitly the ground
state
qw(x, v,Dx,Dv)u0 = μ0u0.
When a > 0, we obtain the usual Maxwellian
u0(x, v) = e− 14 ax2− v
2
4 = e− 12 ( v
2
2 +V (x)) ∈S (R2),
whereas when a < 0, the ground state is given by
u0(x, v) = e a4
√
1−4ax2−axv−
√
1−4a
4 v
2 ∈S (R2).
Notice further that the assumption
Ker
(
qw(x,Dx)−μ0
)= Ker(qw(x,Dx)∗ −μ0)=Cu0 ⊂S (R2)
holds true only if a > 0. Theorems 2.1 and 2.2 therefore apply whenever a = 0, whereas Theo-
rem 2.3 only applies when a > 0.
4.2. The generalized Langevin equation
The spectrum of the Fokker–Planck operator associated to a linear stochastic differential equa-
tion in Rd has been calculated in [24], see also [23]. In this section we consider a particular
system of linear stochastic differential equations that is obtained as a finite-dimensional Marko-
vian approximation of the non-Markovian generalized Langevin equation (GLE) in Rd ,
x¨ = −∇xV (x)−
t∫
γ (t − s)x˙(s) ds + F(t), (71)0
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with autocorrelation function γ (t), in accordance to the fluctuation–dissipation theorem
〈
F(t)⊗ F(s)〉= β−1γ (t − s)I.
Here β > 0 stands for the inverse temperature and I for the identity matrix. The GLE equa-
tion together with the fluctuation–dissipation theorem appear in various settings such as surface
diffusion [1] and polymer dynamics [33].
For simplicity, we will consider the case d = 1. As in [25], we study the case when the memory
kernel is given by a sum of exponentials
γm(t) =
m∑
j=1
λ2j e
−αj |t |,
with αj > 0, λj = 0, j = 1, . . . ,m. Eq. (71) is then equivalent to the following dynamics
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dx = y dt,
dy = −∇xV (x) dt +
m∑
j=1
λjzj dt,
dzj = −(λjy + αjzj ) dt +
√
2αjβ−1 dWj , j = 1, . . . ,m,
(72)
with (x, y, z) ∈ Rm+2, z = (z1, . . . , zm) ∈ Rm and (Wj )j=1,...,m being independent standard
Brownian motions.
We consider the specific case when V is a non-degenerate quadratic potential
V (x) = 1
2
ω2x2,
with ω = 0. The density of the invariant measure associated to the dynamics (72) is then given
by
ρ(x, y, z) = 1
Zβ
e−β(V (x)+
y2
2 + |z|
2
2 ),
with Zβ being the normalization constant and | · | the Euclidean norm on Rm. The dynamics (72)
is Markovian whose generator
L= y∂x − V ′(x)∂y +
(
m∑
j=1
λjzj
)
∂y − y
m∑
j=1
λj∂zj −
m∑
j=1
αjzj ∂zj +
m∑
j=1
αjβ
−1∂2zj (73)
is a hypoelliptic operator acting on L2ρ = L2(ρ dx dy dz), with L2-adjoint
L∗ = −y∂x + V ′(x)∂y −
(
m∑
λj zj
)
∂y + y
m∑
λj∂zj +
m∑
αj∂zj (zj ·)+
m∑
αjβ
−1∂2zj
j=1 j=1 j=1 j=1
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ρ−1 . By using the transformation
H= ρ−1/2L∗(ρ1/2·),
in order to work with an operator acting on the unweighted L2(Rm+2x,y,z) space
H= −y∂x +ω2x∂y −
(
m∑
j=1
λj zj
)
∂y + y
m∑
j=1
λj∂zj
−
m∑
j=1
αj
(
−β−1∂2zj +
β
4
z2j
)
+ 1
2
m∑
j=1
αj
and setting
H˜= −H+ 1
2
m∑
j=1
αj , (74)
we notice that
H˜= qw(x, y, z,Dx,Dy,Dz)
= y∂x −ω2x∂y +
(
m∑
j=1
λjzj
)
∂y − y
m∑
j=1
λj∂zj +
m∑
j=1
αj
(
−β−1∂2zj +
β
4
z2j
)
is a quadratic operator, whose symbol is given by
q(x, y, z, ξ, η, ζ ) = i(yξ −ω2xη)+ i m∑
j=1
λj (zj η − yζj )+
m∑
j=1
αj
(
β−1ζ 2j + β
z2j
4
)
.
This quadratic symbol has a non-negative real part Req  0 and a direct computation shows that
its Hamilton map
q(x, y, z, ξ, η, ζ ) = σ ((x, y, z, ξ, η, ζ ),F (x, y, z, ξ, η, ζ ))
is given by (x˜, y˜, z˜, ξ˜ , η˜, ζ˜ ) = F(x, y, z, ξ, η, ζ ), with
x˜ = 1
2
iy, y˜ = −1
2
iw2x + 1
2
i
m∑
j=1
λjzj , z˜j = −12 iλj y + αjβ
−1ζj , ξ˜ = 12 iw
2η,
η˜ = −1
2
iξ + 1
2
i
m∑
λj ζj , ζ˜j = −12 iλjη −
1
4
βαjzj .j=1
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Ker(ReF)∩R2(m+2) = {(x, y, z, ξ, η, ζ ) ∈R2(m+2): z = ζ = 0},
Ker(ReF)∩ Ker(ReF ImF)∩R2(m+2)
= {(x, y, z, ξ, η, ζ ) ∈R2(m+2): y = z = η = ζ = 0},
Ker(ReF)∩ Ker(ReF ImF)∩ Ker(ReF(ImF)2)∩R2(m+2)
= {(x, y, z, ξ, η, ζ ) ∈R2(m+2): x = y = z = ξ = η = ζ = 0}.
This proves that the singular space associated to the symbol q reduces to {0} after intersecting
exactly k0+1 kernels with here 0 k0 = 2 2(m+2)−1. Furthermore, notice that the quadratic
operator H= qw(x, y, z,Dx,Dy,Dz) is real. Setting
u0(x, y, z) = Z1/2β ρ(x, y, z)1/2 = e−
β
2 (V (x)+ y
2
2 + |z|
2
2 ) = e− β4 (w2x2+y2+|z|2) ∈S (Rm+2)
and
μ0 = 12
m∑
j=1
αj > 0,
a direct computation shows
H˜u0 = H˜∗u0 = μ0u0.
On the other hand, notice that
Re(H˜u,u)L2 = Re
(H˜∗u,u)
L2 =
m∑
j=1
αj
(∥∥β−1/2Dzj u∥∥2L2 +
∥∥∥∥β1/22 zju
∥∥∥∥
2
L2
)
 2
m∑
j=1
αj
∥∥β−1/2Dzj u∥∥L2
∥∥∥∥β1/22 zju
∥∥∥∥
L2

m∑
j=1
αj‖Dzj u‖L2‖zju‖L2  μ0‖u‖2L2,
since
m∑
j=1
αj‖Dzj u‖L2‖zju‖L2 
m∑
j=1
αj Re(Dzj u, izju)L2 =
1
2
m∑
j=1
αj
([Dzj , izj ]u,u)L2
and
1
2
m∑
αj
([Dzj , izj ]u,u)L2 = 12
m∑
αj‖u‖2L2 = μ0‖u‖2L2 .j=1 j=1
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izj . This implies that μ0 is necessarily the lowest eigenvalue in the spectrum of the quadratic
operator H˜ and that u0 is the associated ground state appearing in Theorem 2.1. We notice
further that all the assumptions of Theorems 2.1, 2.2 and 2.3 hold true. Thus, these three theorems
apply. This proves the property of exponential return to equilibrium for this finite-dimensional
Markovian approximation of the non-Markovian generalized Langevin equation with quadratic
potential. Here, Theorem 2.1 provides an exact formula for the rate of convergence that may be
computed explicitly
τ0 = 2 min
λ∈σ(F )
Imλ>0
Imλ.
For simplicity, consider the specific case when m = 1 and denote λ and α for the parameters λ1
and α1. An explicit computation of the characteristic polynomial of F shows that
P(X) = det(F −XI)
= X6 + 1
4
(
α2 − 2λ2 − 2w2)X4 + 1
16
((
λ2 +w2)2 − 2w2α2)X2 + w4α2
64
.
This is a polynomial equation of the third degree in the variable Y = X2 which may be solved
explicitly. Refraining from using Cardan formulas for giving an explicit, but rather complicated,
formula for the rate of convergence τ0, we may instead try to compute numerically this rate in
order to study its dependence on the parameters α and λ. A limited attempt in this direction is
provided by the following calculations where the rate τ0 is numerically computed for different
values of the parameters λ and α in the case when w = 1. Notice in particular that the spectral
gap (see Fig. 3) seems to be maximized along a curve of the type α = γ λ2, with γ > 0 a positive
constant. In Fig. 4, the spectral gap is computed as a function of the parameter λ while keeping the
friction coefficient γ = λ2
α
fixed. We observe that the spectral gap becomes almost constant for a
large range of values of λ. This is in accordance with the numerical observations reported in [2].
It would be interesting to maximize the spectral gap, i.e. to optimize the rate of convergence to
equilibrium, by choosing appropriately the parameters αj and λj in (72). This question, together
with possible applications to Markov Chain Monte Carlo (MCMC) techniques will be studied in
future work.
4.3. Chain of oscillators
This application comes from the series of works [3,4,6] and was studied in [12, Section 6].
We shall begin by recalling the setting of the analysis [12] and explain how the results obtained
there relate with the present work.
This example is a model describing a chain of two oscillators coupled with two heat baths at
each side. The particles are described by their respective position and velocity (xj , yj ) ∈ R2d .
For each oscillator j ∈ {1,2}, the particles are submitted to an external force derived from a real-
valued potential Vj (xj ) and a coupling between the two oscillators derived from a real-valued
potential Vc(x2 − x1). We write V the full potential
V (x) = V1(x1)+ V2(x2)+ Vc(x2 − x1), x = (x1, x2) ∈R2d ,
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Fig. 4. Spectral gap τ0 as a function of λ with γ = λ2α fixed.
y = (y1, y2) ∈ R2d the velocities and z = (z1, z2) ∈ R2d the variables describing the state of the
particles in each of the heat baths. In each bath, the particles are submitted to a coupling with the
nearest oscillator, a friction force given by the friction coefficient γ and a thermal diffusion at
temperature Tj , j ∈ {1,2}. We denote by wj , j ∈ {1,2}, two standard d-dimensional Brownian
motions and write w = (w1,w2). The system of equations describing this model, and which is
obtained from non-Markovian dynamics of the form (71) through a similar Markovian approxi-
mation, reads as (see [6]),
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx1 = y1 dt,
dx2 = y2 dt,
dy1 = −∂x1V (x)dt + z1 dt,
dy2 = −∂x2V (x)dt + z2 dt,
dz1 = −γ z1 dt + γ x1 dt −
√
2γ T1 dw1,
dz2 = −γ z2 dt + γ x2 dt −
√
2γ T2 dw2.
(75)
Following [12] and setting T1 = α1h/2, T2 = α2h/2, the corresponding equation for the density
of particles becomes
h∂tf + γ2 α1(−h∂z1)
(
h∂z1 +
2
α1
(z1 − x1)
)
f
+ γ
2
α2(−h∂z2)
(
h∂z2 +
2
α2
(z2 − x2)
)
f + (yh∂x − (∇xV (x)− z)h∂y)f = 0. (76)
Define
Φ(x,y, z) = V (x)+ y
2
2
+ z
2
2
− zx
and
Mα = 1
C
e−
2Φ
αh ,
with α > 0 and C > 0. One may check that the function Mα , with α = α1 = α2, is a
Maxwellian of the process when the temperatures are the same. Considering now the general
case when temperatures may be different, the function Mα is used to define the weighted space
L2(e− 2Φαh dx dy dz). In order to work in the flat L2 space, we change the unknown by setting
f =M1/2α u. The new equation for the unknown u reads as
h∂tu+ γ2 α1
(
−h∂z1 +
1
α
(z1 − x1)
)(
h∂z1 +
(
2
α1
− 1
α
)
(z1 − x1)
)
u
+ γ
2
α2
(
−h∂z2 +
1
α
(z2 − x2)
)(
h∂z2 +
(
2
α2
− 1
α
)
(z2 − x2)
)
u
+ (yh∂x − (∇xV (x)− z)h∂y)u = 0. (77)
We consider the case when external potentials are quadratic. For simplicity, we may assume that
h = 1, γ = 2, d = 1 and take
V1(x1) = 12ax
2
1 , V2(x2) =
1
2
bx22 , Vc(x1 − x2) =
1
2
c(x1 − x2)2, (78)
with a, b, c ∈R. Eq. (77) writes as
∂tu+ qw(X,DX)u− 2u = 0, X = (x, y, z) ∈R6,
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q = α1ζ 21 + α2ζ 22 + β1(z1 − x1)2 + β2(z2 − x2)2 + i
[
2δ1ζ1(z1 − x1)+ 2δ2ζ2(z2 − x2)
+ y1ξ1 + y2ξ2 − η1
(
(a + c)x1 − cx2 − z1
)− η2(−cx1 + (b + c)x2 − z2)],
with
β1 = α1
α
(
2
α1
− 1
α
)
, β2 = α2
α
(
2
α2
− 1
α
)
, δ1 = α1
α
− 1, δ2 = α2
α
− 1,
the notations ξ, η, ζ standing respectively for the dual variables of x, y, z. The condition
α  1
2
max(α1, α2),
appearing in [12, Section 6] exactly ensures that this quadratic symbol has a non-negative real
part Req  0. Notice that only the case with identical temperatures α = α1 = α2 is discussed
in [12]. More precisely, the authors mention that no Maxwellian is known in the case of different
temperatures and that it prevents them from finding any supersymmetric structure. Here, we con-
sider the general case with possibly different temperatures α1 = α2 for the quadratic potentials
defined in (78) and assume that
α >
1
2
max(α1, α2), α1 > 0, α2 > 0.
Direct algebraic computations using the definition of Hamilton maps and the explicit expressions
Req = α1ζ 21 + α2ζ 22 + β1(z1 − x1)2 + β2(z2 − x2)2,
Imq = 2δ1ζ1(z1 − x1)+ 2δ2ζ2(z2 − x2)+ y1ξ1 + y2ξ2
− η1
(
(a + c)x1 − cx2 − z1
)− η2(−cx1 + (b + c)x2 − z2)
show that (x˜, y˜, z˜, ξ˜ , η˜, ζ˜ ) = (ReF)(x, y, z, ξ, η, ζ ) with
x˜1 = 0, x˜2 = 0, y˜1 = 0, y˜2 = 0, z˜1 = α1ζ1, z˜2 = α2ζ2,
ξ˜1 = β1(z1 − x1), ξ˜2 = β2(z2 − x2), η˜1 = 0, η˜2 = 0,
ζ˜1 = −β1(z1 − x1), ζ˜2 = −β2(z2 − x2),
and (x˜, y˜, z˜, ξ˜ , η˜, ζ˜ ) = (ImF)(x, y, z, ξ, η, ζ ) with
x˜1 = 12y1, x˜2 =
1
2
y2,
y˜1 = −12
(
(a + c)x1 − cx2 − z1
)
, y˜2 = −12
(−cx1 + (b + c)x2 − z2),
z˜1 = δ1(z1 − x1), z˜2 = δ2(z2 − x2),
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1
2
cη2, ξ˜2 = δ2ζ2 − 12cη1 +
1
2
(b + c)η2,
η˜1 = −12ξ1, η˜2 = −
1
2
ξ2, ζ˜1 = −δ1ζ1 − 12η1, ζ˜2 = −δ2ζ2 −
1
2
η2.
It follows that
Ker(ReF)∩R12 = {(x, y, z, ξ, η, ζ ) ∈R12: ζ = 0, x = z},
Ker(ReF)∩ Ker(ReF ImF)∩R12 = {(x, y, z, ξ, η, ζ ) ∈R12: y = η = ζ = 0, x = z}
and
Ker(ReF)∩ Ker(ReF ImF)∩ Ker(ReF(ImF)2)∩R12
= {y = ξ = η = ζ = 0, x = z, (a + c − 1)x1 − cx2 = 0, −cx1 + (b + c − 1)x2 = 0}.
When the condition
(a + c − 1)(b + c − 1)− c2 = 0 (79)
holds, the singular space reduces to {0} after intersecting exactly k0 + 1 kernels with here 0 
k0 = 2  11. Notice that condition (79) corresponds exactly to the assumption V (x) − x2/2 is
a Morse function required in [12, Lemma 6.1] to ensure that the needed dynamical conditions
hold. The other conditions ∂αx Vj (x) =O(1), when |α| 2, for j = 1,2, c and |∇xV (x) − x|
1/C when |x| C, are also satisfied for quadratic potentials fulfilling condition (79). When this
condition holds, Theorems 2.1 and 2.2 apply. This shows in particular that the first eigenvalue2
in the bottom of the spectrum μ0 has algebraic multiplicity one with an eigenspace
Ker
(
qw(X,DX)−μ0
)=CMα1,α2, (80)
spanned by a ground state of exponential type
Mα1,α2(x, y, z) = e−a(x,y,z) ∈S
(
R6
)
, (81)
where a is a complex-valued quadratic form on R6 whose real part is positive definite. Notice
that the operator
qw(X,DX)u = 2u+ α1
(
−∂z1 +
1
α
(z1 − x1)
)(
∂z1 +
(
2
α1
− 1
α
)
(z1 − x1)
)
u
+ α2
(
−∂z2 +
1
α
(z2 − x2)
)(
∂z2 +
(
2
α2
− 1
α
)
(z2 − x2)
)
u
+ (y∂x − (∇xV (x)− z)∂y)u
2 Which may be computed explicitly by using the formula (19).
4038 M. Ottobre et al. / Journal of Functional Analysis 262 (2012) 4000–4039is real. The discussion preceding the statement of Theorem 2.3 then shows that the quadratic
form a is positive definite. This proves the existence of a Maxwellian Mα1,α2 in the general
case when the temperatures may be different α1 = α2. It would be interesting to push further the
computations in order to derive the exact expressions for the eigenvalue μ0, the spectral gap τ0
and the MaxwellianMα1,α2 . Another question of interest would be to investigate if Theorem 2.3
applies by checking the validity of condition (24). Those questions are left for a future work.
From now, we may only notice from (62) and (63) that the following resolvent estimate holds
∃c > 0, {z ∈C: Re z−1/2, Re z+ 1 c|z+ 1| 15 }∩ σ (qw(X,DX))= ∅,
∃C > 0, ∥∥(qw(X,DX)− z)−1∥∥ C|z+ 1|− 15 ,
for all z ∈ C such that Re z−1/2 and Re z + 1 c|z + 1| 15 , since the integer k0 is here equal
to 2.
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