The Khintchine Recurrence Theorem [K] In other words, E has bounded gaps, meaning that there exists an integer L T 0 such that every interval of length L contains at least one element of E.
In [K] , Khintchine strengthened the Poincaré Recurrence Theorem, showing that under the same assumptions:
For every ε 
R
The lim inf is actually a limit; see [HK] . (See also [Z2] .) In particular, there exist infinitely many integers n such that µ While ergodicity is not needed for Khintchine's Theorem, it is essential in Theorem 1.2. Theorem 2.1 provides a counterexample in the general (nonergodic) case.
For arithmetic progressions of length`5, the result analogous to Theorem 1.2 does not hold. Using the result of Ruzsa contained in the Appendix, in Section 2.3 we show be a bounded sequence. We say that a n tends to zero in uniform density, and we write UD-Lim a n [Ber] , definition 3.5).
The sequence
is almost periodic, and hence there exists a compact abelian group G, a continuous real valued function φ on G, and a
The compact abelian group G is an inverse limit of compact abelian Lie groups. Thus any almost periodic sequence can be uniformly approximated by an almost periodic sequence arising from a compact abelian Lie group.
We find a similar decomposition for the multicorrelation sequences I f D kE nH for k`2. The notion of an almost periodic sequence is replaced by that of a nilsequence, which we now define: (For the precise definition of a nilmanifold, see section 4.1.) Note that a 1-step nilsequence is the same as an almost periodic sequence. Examples of 2-step nilsequences are given in Section 4.3.
While an inverse limit of compact abelian Lie groups is a compact group, an inverse limit of k-step nilmanifolds is not, in general, the homogeneous space of some locally compact group (see Rudolph [R] ). This explains why the definition of a nilsequence is not a direct generalization of the definition of an almost periodic sequence.
The general decomposition result is:
is the sum of a sequence tending to zero in uniform density and a k-step nilsequence.
We explain how Theorems 1.9 and 1.2 are related. In Section 4.3, we show that the syndetic supremum of a nilsequence is equal to its supremum.
We use the following simple lemma several times: 
Throughout the article, we implicitly assume that the term "bounded function" means bounded and measurable.
Outline of the paper
In Section 2, we construct two examples, the first showing that ergodicity is a necessary assumption for Theorem 1.2 and the second, a counterexample for progressions of length`5 (Theorem 1.3). In Section 3, we use a variant of Furstenberg's Correspondence Principle to derive combinatorial consequences of the ergodic theoretic statements. The bulk of the paper is devoted to describing the decomposition of multicorrelation sequences and proving Theorem 1.2. We start by reviewing nilsystems and construction of certain factors in Section 4, and then in Section 5 explicitly describe the limit of an average along arithmetic progressions in a nilsystem. In Section 6, we introduce technical notions needed for the decomposition and in Section 7 we complete the proof of the decomposition. Section 8 combines these results and proves Theorem 1.2.
. By Behrend's Theorem, we can choose Λ of cardinality on the order of L exp Note that any QC5 contains at least 3 distinct elements. An arithmetic progression of length 5 is a QC5, corresponding to a polynomial of degree 1.
We mimic the construction in Theorem 2.1 for this setup:
The next counterexample relies on a combinatorial construction communicated to us by Imre Ruzsa; his construction is reproduced in the Appendix.
Theorem 2.4 (I. Ruzsa). For every integer L
c log LH elements that does not contain any QC5.
Counterexample for longer progressions in ergodic theory.
Proof (Proof of Theorem 1.3) . We first define a particular system. Recall that In view of Corollary 1.5, it is natural to ask the following question:
Question. Is it true that for every δ
with length K and an integer s
with length K and an integer s¡
K starting points of arithmetic progressions of length 3 included in E, all with the same difference. Statement (3.2) has the analogous meaning for progressions of length 4.
Proof. We only prove the result for progressions of length 3, as the proof for progressions of length 4 is identical.
Assume that the result does not hold. Then there exist δ 
Putting this into Equation (3.3), we have that
by definition of the sets E i . We deduce that for every s
and Corollary 1.5 provides a contradiction.
The answer to the similar question for longer arithmetic progressions is negative: there exist significant subsets of
that contain very few arithmetic progressions of length`5 with the same difference. We give only the main ideas of the proof, as it lies a bit far from the main focus of this paper.
Let L and B be as in the proof of Theorem 1.3 (Sections 2.2 and 2.3). Let α be an irrational which is well approximated by a sequence 
Preliminaries

Nilsystems
We review some definitions and properties needed in the sequel. The notation introduced here is used throughout the rest of this paper.
Let G be a group. ( ( The fundamental properties of nilmanifolds were established by Malcev [M] . We make use of the following property several times, which appears in [M] for connected groups and is proved in Leibman [Lei2] 
Let t be a fixed element of G and let
Fundamental properties of nilsystems were established by Auslander, Green and Hahn [AGH] and by Parry [Pa1] . Further ergodic properties were proven by Parry [Pa2] and Lesigne [Les] when the group G is connected, and generalized by Leibman [Lei2] .
We summarize various properties of nilsystems that we need: 
Assume furthermore that (H) G is spanned by the connected component of the identity and the element t.
Then:
4. The groups G j , j`2, are connected.
The nilsystem
D X E µ E T
H is ergodic if and only if the rotation induced by t on the compact abelian group G G
2 Λ is ergodic. 6. If the nilsystem D X E µ E T H is ergodic then its Kronecker factor is Z Y G G 2 Λ
with the rotation induced by t and with the natural factor map X
For connected groups, parts 1, 2 and 3 of this theorem can be deduced from [AGH] , [F3] and [Pa1] , while parts 4 and 6 are proved in [Pa1] . When G is connected and simply connected and, more generally, when G can be imbedded as a closed subgroup of a connected simply connected k-step nilpotent Lie group, all parts of this theorem were proved in [Les] . In the case that the group is simply connected, the result follows from Lesigne's proof. The general case for parts 1, 2, 3, 4 and 6 follow from [Lei2] . The proof of part 4 was transmitted to us by Leibman (personal communication) and we outline it here.
Proof. (Part 4) Assume that property (H) holds and let G 0 be the connected component of the identity 1 of G. The second commutator G 2 is spanned by the commutators of the generators of G. Since
to G 2 and maps 1 to 1. Thus its range is included in the connected component of 1 in G 2 . We get that G 2 is connected.
We proceed by induction for the commutator subgroups of higher order. Assume that the n-th commutator subgroup G n is connected. Proceeding as above, using the connectedness of G n , we have that for g I G n and h
We also use (in Section 5.2) a generalization of part 5 of Theorem 4.1 for two commuting translations on a nilmanifold, but it is just as simple to state it for commutating translations: 
T be the associated translations on X . Assume that (H') G is spanned by the connected component of the identity and the ele
- ments t 1 E ( R ( R ( R ¤ E t .
Then the action of
e on X spanned by T 1 E ( R ( R ( R ¤ E
T is ergodic if and only if the induced action on G G 2 Λ is ergodic.
We return to the case of a single transformation. Let
be an ergodic k-step nilsystem. There are several ways to represent X as a nilmanifold G Λ . For our purposes, we reduce to a particular choice of the representation.
Assume that X 
Two examples
We start by reviewing the simplest examples of 2-step nilsystems.
Let
, with multiplication given by
Note that hypothesis (L) is not satisfied by G and Λ . The reduction explained above consists here in taking the quotient of G and Λ by the subgroup Λ
with multiplication given by (4.1) and Λ
0q .
Nilsequences
For clarity, we repeat some of the definitions given in the introduction. Let X Y G Λ be a k-step nilmanifold, φ be a continuous function on X , e I X and t
eH is called a k-step basic nilsequence. We say that a bounded sequence is a k-step nilsequence if it is a uniform limit of k-step basic nilsequences.
Let X , e, t and φ be as above and let Y be the closed orbit of e. By part 2 of Theorem 4.1, 
R
This property passes to uniform limits and is therefore valid for every nilsequence. The Cartesian product of two k-step nilsystems is again a k-step nilsystem and so the family of basic k-step nilsequences is a subalgebra of ∞ . Therefore the family of k-step nilsequences is a closed subalgebra of ∞ . This algebra is clearly invariant under translation and invariant under complex conjugation.
We give two examples of 2-step nilsequences, arising from the two examples of 2-step nilsystems given above. 
is a 2-step nilsequence.
Let
denote the system defined in Section 4.2.2. We use the first representation of this system.
We first define a continuous function on X . Let f be a continuous function on z , tending sufficiently fast to 0 at infinity. For 
Construction of certain factors
In this Section,
is an ergodic system. We review the construction of some factors in Host and Kra [HK] . These are the factors that control the limiting behavior of the multiple ergodic averages associated to the expressions I f I Z, we define a measure µ s on X X by
For every s I Z the measure µ s is invariant under T T and is ergodic for m-almost every s. The ergodic decomposition of µ
The factors Z k .
We recall some constructions of Sections 3 and 4 in [HK] . For an integer k`0, we write X
T , taken 2 k times. We define a probability measure µ
because this last integral is nonnegative. It is shown in [HK] that for every integer k`1,
The seminorms define factors of F . Namely, the sub-σ -algebra
is the factor of X associated to
is the Kronecker factor. When there is no ambiguity, we write Z k and
The factors associated to the measures µ s For each s
can be associated to this measure, in the same way that the seminorm
In Section 3 of [HK] , it is shown that under the natural identification of
From this we immediately deduce: 
Inverse limits of nilsystems.
We say that the system
is an increasing sequence of sub-σ -algebras invariant under the transformation T such that
is isomorphic to a k-step nilsystem, then we say that
is an inverse limit of k-step nilsystems. Theorem 10.1 of [HK] states that for every ergodic system
is an inverse limit of k-step nilsystems.
Arithmetic progressions
We continue assuming that
is an ergodic system. From Theorem 12.1 of [HK] and the characterization (4.5) of the factor Z ky 1 we have: 
Integrating with respect to s we get
and the result follows.
Recall that for a bounded measurable function f on X and an integer k`1, we defined
Even more generally, one can consider the same expression with k
However, this gives no added information for the problems we are studying and so we restrict to the above case. Let k, f and g be as in this Corollary. We consider g as a function defined on Z k . Note that the functions f and g have the same integral.
Since the system Z k is an inverse limit of a sequence of k-step nilsystems, the function g can be approximated arbitrarily well in L 1 -norm by its conditional expectation on one of these nilsystems. We use this remark in the proof of Theorem 1.2 in Section 8.
The limit of the averages
In this section k`1 is an integer,
is an ergodic k-step nilsystem and the transformation T is translation by the element t I G. We keep the notation of Section 4.1 and assume that hypotheses (H) and (L) are satisfied.
Recall that we let G j denote the j-th commutator of G and that Λ j
sometimes it is convenient to use both notations in the same formula.
For f
, we first study the averages of the sequence I f D kE nH . This establishes a short proof of a recent result by Ziegler [Z1] . We use some algebraic constructions based on ideas of Petresco [Pe] and Leibman [Lei1] .
We explain the idea behind this construction. It is natural to define an arithmetic progression of length k Once again, it is more fruitful to take a broader definition, calling an arithmetic progression in X a point from the setX (again defined below), which is the image of the groupG under the natural projection on X kV 1 .
Some algebraic constructions
Define the map j :
and letG denote the range of the map j:
Similarly, we define a map jb :
Vitaly Bergelson et al.
Finally we definẽ
It follows that 4. For
The maps j and jb are injective, continuous and proper (the inverse image of a compact set is compact). It follows thatG andGb are closed subgroups of G kV 1 and G k , respectively, and thus are Lie groups. We also define the two elements 
The nilmanifoldX.
DefineΛ
ThenΛ is a discrete subgroup ofG and it is easy to check thatΛ
. ThereforeΛ is cocompact inG. We writẽ X Y ˜G ˜Λ and letμ denote the Haar measure of this nilmanifold. Note thatX is imbedded in X kV 1 in a natural way. Sincet and t ∆ belong toG, this nilmanifold is invariant under the transformationsT and T ∆ .
Lemma 5.2. The nilmanifoldX is ergodic (and thus uniquely ergodic) for the action spanned byT and T ∆ .
Proof. Since the groups G j , j T 1, are connected and G satisfies condition (H), it follows that the groupG is spanned byt, t ∆ and the connected component of the identity. By Theorem 4.2, it suffices to show that the action induced byT and
By part 2 of Theorem 5.1, the map
and the transformations induced byT and T ∆ are Id
T and T T , respectively. The action spanned by these transformations is obviously ergodic.
The nilmanifoldsX x .
For x I X we definẽ
Clearly, for every x I X the compact setX x is invariant under translations by elements ofGb . We give to each of these sets the structure of a nilmanifold, quotient of this group. Fix x I X and let a be a lift of x in G. The point
H belongs toX and we can lift it to an element ofG that we can write 
belongs toG by Remark 4 above and
is a discrete subgroup ofGb and it is easy to check that it is equal to jb
and thus is cocompact inGb . It follows thatΛ x is a discrete and cocompact subgroup ofGb .
We can thus identifyX x with the nilmanifoldGb ˜Λ x . Letμ x denote the Haar measure ofX x .
Proof. Letμ ¡ be the measure defined by this integral. This measure is concentrated onX. By Lemma 5.2 it suffices to show that it is invariant under T and T ∆ .
Recall thatT b is the translation bytb 
The limit of the averages.
Given this background, we give a short proof of Ziegler's result [Z1] : 
xH belongs to the nilmanifoldX x . By part 3 of Theorem 4.1 applied to the nilsystem
and this point, the averages in Equation (5.2) converge everywhere to some function φ . Therefore we are left with computing this function.
Let f be a continuous function on X . We have
xH belongs toX and for all n and m, its image un-
T knV m xH . By Lemma 5.2,X is uniquely ergodic for the action spanned byT and T ∆ and the average in the last integral converges everywhere to
and the result follows. 
xH belongs toX x and the convergence in Formula (5.3) follows from the unique ergodicity of
Using the Cartesian square
In this section, we begin the proof of Theorem 1.9. We first construct a nilsystem in order to replace the sequence I f D kE nH (defined in 1.5) by another sequence J f D kE nH so that the difference between the two sequences tends to 0 in uniform density. In the next section, we complete the proof of Theorem 1.9 by showing that the sequence J f D kE nH is a nilsequence. To pass from the convergence results obtained in the preceding section to a more precise description of the sequence
, we consider the Cartesian square of the groups, manifolds, etc. studied in the previous section. This enables passage from the uniform Cesaro convergence results to uniform density convergence results.
The group H.
Define H
H is a closed subgroup of G G and is a k-step nilpotent Lie group. By induction, its commutator subgroups H j , j`1, are given by
We build the groupsH andH b from H in the same way that the groupsG andGb were built from G (in Section 5.1), using the maps By part 6 of Theorem 4.1, Z is equal to G G 2 Λ and the factor map
Therefore it follows from definition (4.2) of µ s that for every s I Z, this measure is concentrated on the closed subset
This means that the measure µ s is invariant under translation by elements of H. Let s I Z. By its definition (6.2), the set X s is invariant under the action of H by translation and this action is transitive. We give X s the structure of a nilmanifold, quotient of this group. Write
This group is discrete and cocompact in H. Let a I G be a lift of s in G and let e X be the base point of X (that is, the image in X of the unit element 1 of G). Then the stabilizer in H of the point
and this group is a discrete cocompact subgroup of H. Thus we can identify X s with the nilmanifold H Θ a . Since the measure µ s is concentrated on X s and is invariant under the action of H, it is equal to the Haar measure of this nilmanifold.
Let 
We rewrite Corollary 5.6 for this situation. We consider only the case that all the functions on X s are equal to f È f for some function f on X . 
In order to use this result, we need a more precise description of the measures 
The groups
Õ
Gb and
Gb is a closed subgroup of G k and thus is a Lie group. By Equation (6.1), the injectivity of jb , and the above description of the groups H j we have
and the result follows from characterization (6.3) ofH b .
In particular, it follows that
We also define
H R
It follows from Remark (6.4) that Õ G is a subgroup of G kV 1 . It is clearly included inG. By using the normality of 
X . Proceeding as in Subsection 5.3 we note that
H is a discrete cocompact subgroup of 
Gb and so we are reduced to showing that For a bounded function f on X , an integer k`1 and an integer n, we define: Proof. Given a sequence
Since the continuous functions are dense, we can restrict to the case that the function f is continuous.
Let
by formula (6.3). We use Corollary 6.1 with these four elements. The four limits given by this Corollary are the same. Taking 
I Û Õ
Gb , the averages on
converge to zero. Let µ and using Lemma 6.4 we have the convergence (6.6).
J f D kE nH is a nilsequence
In this Section we show that the sequence
introduced in Section 6.5 is a nilsequence.
We first explain the idea behind the construction. Two arithmetic progressions in X (see the discussion in the beginning of Section 5) are equivalent if one can pass from one to the other using translation by some element of 
The nilsystem
We first build an ergodic nilsystem. Let K denote the groupG 
SH is ergodic (and thus is uniquely ergodic and minimal).
Proof. We know thatG is spanned by its connected component of the identity and the elements t ∆ andt. Since t ∆ I Í Õ G, it follows that K is spanned by the connected component of the identity and s. Therefore by part 6 of Theorem 4.1 we only have to show that the rotation induced by S on the compact abelian group K D
We have already noted that the map q :
The image of s under this map is equal to the image of t under the natural projection G ± } G G 2 Λ . As X is ergodic, the rotation by this element of the compact abelian group G G 2 Λ is ergodic. Therefore, the rotation induced
Two examples
We give a description of the nilsystem
SH when X is each of the two systems described in Subsection 4.2.
We first study the general case of an ergodic 2-step nilsystem 
Then it is easy to check that K¡ is a group and that the map Proof. Define the function ψ onG by
The function ψ is clearly continuous and satisfies ψ 
