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CELLULARITY OF CYCLOTOMIC YOKONUMA-HECKE ALGEBRAS
WEIDENG CUI
Abstract. We first give a direct proof of a basis theorem for the cyclotomic Yokonuma-
Hecke algebra Y dr,n(q). Our approach follows Kleshchev’s, which does not use the rep-
resentation theory of Y dr,n(q), and so it is very different from that of [ChP2]. We also
present two applications. Then we prove that the cyclotomic Yokonuma-Hecke algebra
Y dr,n(q) is cellular by constructing an explicit cellular basis, and show that the Jucys-
Murphy elements for Y dr,n(q) are JM-elements in the abstract sense. In the appendix,
we shall develop the fusion procedure for Y dr,n(q).
1. Introduction
1.1. The Yokonuma-Hecke algebra was first introduced by Yokonuma [Yo] as a centralizer
algebra associated to the permutation representation of a Chevalley group G with respect
to a maximal unipotent subgroup of G. In the 1990s, a new presentation of the Yokonuma-
Hecke algebra has been given by Juyumaya [Ju1], and since then it is commonly used for
studying this algebra.
The Yokonuma-Hecke algebra Yr,n(q) is a quotient of the group algebra of the modular
framed braid group (Z/rZ) ≀ Bn, where Bn is the braid group of type A on n strands.
It can also be regraded as a deformation of the group algebra of the complex reflection
group G(r, 1, n), which is isomorphic to the wreath product (Z/rZ) ≀Sn, where Sn is the
symmetric group on n letters. It is well-known that there exists another deformation of
the group algebra of G(r, 1, n), namely the Ariki-Koike algebra Hr,n [AK]. The Yokonuma-
Hecke algebra Yr,n(q) is quite different from Hr,n. For example, the Iwahori-Hecke algebra
of type A is canonically a subalgebra of Hr,n, whereas it is an obvious quotient of Yr,n(q),
but not an obvious subalgebra of it.
In the past few years, many people are dedicated to studying the algebra Yr,n(q) from
different perspectives. Some impetus comes from knot theory; see the papers [Ju2], [JuL]
and [ChL]. In particular, Juyumaya and Kannan [Ju2, JuK] found a basis of Yr,n(q), and
then defined a Markov trace on it.
Some other people are particularly interested in the representation theory of Yr,n(q),
and also its application to knot theory. Chlouveraki and Poulain d’Andecy [ChPA1] gave
explicit formulas for all irreducible representations of Yr,n(q) over C(q), and obtained
a semisimplicity criterion for it. In their subsequent paper [ChPA2], they defined and
studied the affine Yokonuma-Hecke algebra Ŷr,n(q) and the cyclotomic Yokonuma-Hecke
algebra Y dr,n(q), and constructed several bases for them, and then showed how to define
Markov traces on these algebras. In addition, they gave the classification of irreducible
representations of Y dr,n(q) in the generic semisimple case, defined the canonical symmetriz-
ing form on it and computed the associated Schur elements directly.
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1.2. Recently, Jacon and Poulain d’Andecy [JaPA] constructed an explicit algebraic
isomorphism between the Yokonuma-Hecke algebra Yr,n(q) and a direct sum of matrix
algebras over tensor products of Iwahori-Hecke algebras of type A, which is in fact a
special case of the results by G. Lusztig [Lu, Section 34]. This allows them to give a
description of the modular representation theory of Yr,n(q) and a complete classification
of all Markov traces for it. Chlouveraki and Se´cherre [ChS, Theorem 4.3] proved that the
affine Yokonuma-Hecke algebra is a particular case of the pro-p-Iwahori-Hecke algebra
defined by Vigne´ras in [Vi]. Espinoza and Ryom-Hansen [ER] gave a new proof of Jacon
and Poulain d’Andecy’s isomorphism theorem by giving a concrete isomorphism between
Yr,n(q) and Shoji’s modified Ariki-Koike algebra Hr,n.Moreover, they showed that Yr,n(q)
is a cellular algebra by constructing an explicit cellular basis.
In [CW], we have established an equivalence between a module category of the affine
(resp. cyclotomic) Yokonuma-Hecke algebra Ŷr,n(q) (resp. Y
d
r,n(q)) and its suitable coun-
terpart for a direct sum of tensor products of affine Hecke algebras of type A (resp.
cyclotomic Hecke algebras), which allows us to give the classification of simple modules
of affine Yokonuma-Hecke algebras and of the associated cyclotomic Yokonuma-Hecke
algebras over an algebraically closed field of characteristic p when p does not divide r,
and also describe the classification of blocks for these algebras. In addition, the modular
branching rules for cyclotomic (resp. affine) Yokonuma-Hecke algebras are obtained, and
they are further identified with crystal graphs of integrable modules for affine lie algebras
of type A.
1.3. Since the cyclotomic Yokonuma-Hecke algebra Y dr,n(q) is a natural generalization of
the Yokonuma-Hecke algebra Yr,n(q), it is natural to try to generalize the results of [ER]
to the cyclotomic case.
In this paper, We will first follow Kleshchev’s approach in [Kle] to give a direct proof of
a basis theorem for the cyclotomic Yokonuma-Hecke algebra Y dr,n(q). Our method does not
use the representation theory of Y dr,n(q), and so it is very different from that of [ChPA2].
We also present two applications. Then we are largely inspired by the work of [DJM] and
[ER] to prove that the cyclotomic Yokonuma-Hecke algebra Y dr,n(q) is a cellular algebra
by constructing an explicit cellular basis, and to show that the Jucys-Murphy elements
for Y dr,n(q) are JM-elements in Mathas’ sense [Ma2].
This paper is organized as follows. In Section 2, we follow Kleshchev’s approach in
[Kle] to give a direct proof of a basis theorem for the cyclotomic Yokonuma-Hecke algebra
Y dr,n(q). In Section 3, we will consider a special case of a Mackey theorem for Y
d
r,n(q). In
Section 4, we will give another proof of the fact that the cyclotomic Yokonuma-Hecke
algebra Y dr,n(q) is a Frobenius algebra, and also prove that the induction functor Ind
Y dr,n+1
Y dr,n
commutes with the τ -duality. In Section 5, we will recall some notations and combinatorial
tools that we will need in the sequel. In Section 6, combining the results of [DJM] with
those of [ER], we show that the cyclotomic Yokonuma-Hecke algebra Y dr,n(q) is cellular
by constructing an explicit cellular basis. In Section 7, we show that the Jucys-Murphy
elements for Y dr,n(q) are JM-elements in the abstract sense introduced by Mathas. For
the split semisimple Y dr,n(q), we define the idempotents Et of Y
d
r,n(q) and deduce some
properties of them by applying the general theory developed in [Ma2, Section 3].
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2. Basis theorem for cyclotomic Yokonuma-Hecke algebras
2.1. The definition of Y dr,n. Let r, n ∈ N, r ≥ 1, and let ζ = e
2pii/r. Let q be an indeter-
minate. Let Sn be the symmetric group on n letters, which acts on the set {1, 2, . . . , n}
on the right by convention.
Let R = Z[1r ][q, q
−1, ζ]. The affine Yokonuma-Hecke algebra Ŷr,n = Ŷr,n(q) is an R-
associative algebra generated by the elements t1, . . . , tn, g1, . . . , gn−1,X
±1
1 , in which the
generators t1, . . . , tn, g1, . . . , gn−1 satisfy the following relations:
gigj = gjgi for all i, j = 1, . . . , n− 1 such that |i− j| ≥ 2;
gigi+1gi = gi+1gigi+1 for all i = 1, . . . , n− 2;
titj = tjti for all i, j = 1, . . . , n;
gitj = tjsigi for all i = 1, . . . , n− 1 and j = 1, . . . , n;
tri = 1 for all i = 1, . . . , n;
g2i = 1 + (q − q
−1)eigi for all i = 1, . . . , n− 1,
(2.1)
where si is the transposition (i, i + 1), and for each 1 ≤ i ≤ n− 1,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1,
together with the following relations concerning the generators X±11 :
X1X
−1
1 = X
−1
1 X1 = 1;
g1X1g1X1 = X1g1X1g1;
giX1 = X1gi for all i = 2, . . . , n− 1;
tjX1 = X1tj for all j = 1, . . . , n.
(2.2)
Note that the elements ei are idempotents in Y
d
r,n. The elements gi are invertible, with
the inverse given by
g−1i = gi − (q − q
−1)ei for all i = 1, . . . , n− 1. (2.3)
Let w ∈ Sn, and let w = si1 · · · sir be a reduced expression of w. By Matsumoto’s
lemma, the element gw := gi1gi2 · · · gir does not depend on the choice of the reduced
expression of w, that is, it is well-defined. Let l denote the length function on Sn. Then
we have
gigw =
{
gsiw if l(siw) > l(w);
gsiw + (q − q
−1)eigw if l(siw) < l(w).
(2.4)
Let i, k ∈ {1, 2, . . . , n} and set
ei,k :=
1
r
r−1∑
s=0
tsi t
−s
k . (2.5)
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Note that ei,i = 1, ei,k = ek,i, and that ei,i+1 = ei. It can be easily checked that
e2i,k = ei,k for all i, k = 1, . . . , n,
tiej,k = ej,kti for all i, j, k = 1, . . . , n,
ei,jek,l = ek,lei,j for all i, j, k, l = 1, . . . , n,
eiek,l = esi(k),si(l)ei for all i = 1, . . . , n− 1 and k, l = 1, . . . , n,
ej,kgi = giejsi,ksi for all i = 1, . . . , n− 1 and j, k = 1, . . . , n.
(2.6)
In particular, we have eigi = giei for all i = 1, 2, . . . , n− 1.
We define inductively the following elements in Ŷr,n:
Xi+1 := giXigi for i = 1, . . . , n− 1. (2.7)
By [ChPA1, Lemma 1] we have, for any 1 ≤ i ≤ n− 1,
giXj = Xjgi for j = 1, 2, . . . , n such that j 6= i, i+ 1. (2.8)
Moreover, by [ChPA1, Proposition 1], we have that the elements t1, . . . , tn,X1, . . . ,Xn
form a commutative family, that is,
xy = yx for any x, y ∈ {t1, . . . , tn,X1, . . . ,Xn}. (2.9)
Let d ≥ 1 and v1, . . . , vd be some invertible indeterminates. Set f1 := (X1−v1) · · · (X1−
vd). Let Jd denote the two-sided ideal of Ŷr,n generated by f1, and define the cyclotomic
Yokonuma-Hecke algebra Y dr,n = Y
d
r,n(q) to be the quotient
Y dr,n = Ŷr,n/Jd.
2.2. A basis theorem for Y dr,n. We will often use the following formulae in the rest of
this paper.
Lemma 2.1. (See [ChPA2, Lemma 2.15].) For a ∈ Z≥0, we have
giX
a
i = X
a
i+1gi − (q − q
−1)ei
a∑
k=1
Xa−ki X
k
i+1 for all i = 1, . . . , n− 1, (2.10)
giX
a
i+1 = X
a
i gi + (q − q
−1)ei
a−1∑
k=0
Xki X
a−k
i+1 for all i = 1, . . . , n− 1. (2.11)
From the definition of f1, we see that f1 is a monic polynomial of degree d. Write
f1 = X
d
1 + a1X
d−1
1 + · · ·+ ad−1X1 + ad.
Note that ad = (−1)
dv1 · · · vd is invertible. Set h1 := f1, and for i = 2, 3, . . . , n, define
inductively
fi := gi−1fi−1gi−1 and hi := gi−1hi−1g
−1
i−1. (2.12)
The next lemma easily follows from Lemma 2.1 by induction.
Lemma 2.2. Let Pn = R[X
±1
1 , . . . ,X
±1
n ] be the algebra of Laurent polynomials in X1, . . . ,Xn,
which is regarded as a subalgebra of Ŷr,n. For i = 1, 2, . . . , n, we have
fi = X
d
i + (terms lying in Pi−1X
e
i Yr,i for 0 ≤ e < d), (2.13)
hi = ad + (terms lying in Pi−1X
f
i Yr,i for 0 < f ≤ d). (2.14)
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We define
Πn := {(α,Z) |Z ∈ {1, 2, . . . , n}, α = (α1, . . . , αn) ∈ Z
n with 0 ≤ αi < d whenever i /∈ Z},
Π+n = {(α,Z) | Z 6= ∅}.
Given (α,Z) ∈ Πn with Z = {z1, z2, . . . , zk}, we also define PZ := Pz1Pz2 · · ·Pzk , where
Pzi =
{
fzi if αzi ≥ 0;
hzi if αzi < 0.
Lemma 2.3. Ŷr,n is a free right Yr,n-module with an R-basis {X
αPZ | (α,Z) ∈ Πn}.
Proof. Define a lexicographic ordering on Zn: α ≺ α′ if and only if
αn = α
′
n, . . . , αk+1 = α
′
k+1, αk < α
′
k
for some k = 1, 2, . . . , n. Define a function θ : Πn → Z
n by θ(α,Z) = (θ1, . . . , θn), where
θi =
{
αi if i /∈ Z or i ∈ Z with αi < 0;
αi + d if i ∈ Z with αi ≥ 0.
Given (α,Z) ∈ Πn with Z = {i1, . . . , ir, j1, . . . , js} such that αik ≥ 0 (1 ≤ k ≤ r) and
αjl < 0 (1 ≤ l ≤ s), we can prove, using induction on r, s and Lemma 2.2, that
(X
αi1
i1
· · ·X
αir
ir
)(Pi1 · · ·Pir ) = X
θr + (terms lying in XβrYr,n) (2.15)
for (αi1 , . . . , αir)  βr = (βi1 , . . . , βir ) ≺ θr, where θr = (θi1 , . . . , θir) = (αi1 + d, . . . , αir +
d), Xθr = X
θi1
i1
· · ·X
θir
ir
, and Xβr = X
βi1
i1
· · ·X
βir
ir
;
Similarly we can prove that
(X
αj1
j1
· · ·X
αjr
js
)(Pj1 · · ·Pjs) = a
s
dX
θs + (terms lying in XγsYr,n) (2.16)
for (αj1 , . . . , αjs) ≺ γs = (γj1 , . . . , γjs)  (αj1+d, . . . , αjs+d), whereX
θs = X
θj1
j1
· · ·X
θjs
js
=
X
θj1
j1
· · ·X
θjs
js
and Xγs = X
γj1
j1
· · ·X
γjs
js
.
Since θ : Πn → Z
n is a bijection and we already know that the next set
{Xα = Xα11 · · ·X
αn
n | α = (α1, . . . , αn) ∈ Z
n}
is an R-basis for Ŷr,n viewed as a right Yr,n-module by [CW, Theorem 2.3], where the
proof can be easily adapted to be true over R, (2.15) and (2.16) imply this lemma. 
Lemma 2.4. For n ≥ 1, we have Yr,n−1fnYr,n = fnYr,n and Yr,n−1hnYr,n = hnYr,n.
Proof. It suffices to prove that the left multiplication by the elements t1, . . . , tn−1, g1, . . . , gn−2
leaves the space fnYr,n invariant. Considering t1, . . . , tn−1, g1, . . . , gn−3, it easily follows
from the definition of fn and hn. Considering gn−2, we have
gn−2fnYr,n = gn−2gn−1gn−2fn−2gn−2gn−1Yr,n
= gn−1gn−2gn−1fn−2gn−2gn−1Yr,n
= gn−1gn−2fn−2gn−1gn−2gn−1Yr,n
= gn−1gn−2fn−2gn−2gn−1gn−2Yr,n
= fnYr,n.
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It follows from the definition that we have fnYr,n = hnYr,n, so we have obtained the
second equality. 
Lemma 2.5. We have Jd =
n∑
i=1
PnfiYr,n.
Proof.
Jd = Ŷr,nf1Ŷr,n = Ŷr,nf1PnYr,n = Ŷr,nf1Yr,n
= PnYr,nf1Yr,n =
n∑
i=1
r−1∑
j=0
∑
u∈Yr,2...n
Pnt
j
i gi−1 · · · g1uf1Yr,n
=
n∑
i=1
Pngi−1 · · · g1f1Yr,n =
n∑
i=1
PnfiYr,n.
as required. 
Lemma 2.6. For d ≥ 1, we have Jd =
∑
(α,Z)∈Π+n
XαPZYr,n.
Proof. Proceed by induction on n, the case n = 1 being obvious. Let n > 1. Let J′d =
Ŷr,n−1f1Ŷr,n−1. We have
J′d =
∑
(α,Z)∈Π+n−1
XαPZYr,n−1 (2.17)
by the induction hypothesis. Let
J =
∑
(α,Z)∈Π+n
XαPZYr,n.
Obviously J ⊆ Jd. So in view of Lemma 2.5, it suffices to prove that X
αfiYr,n ⊆ J for
each α ∈ Zn and each i = 1, 2, . . . , n.
Consider first XαfnYr,n. Write X
α = Xαnn X
β for β ∈ Zn−1. Expanding Xβ in terms of
the basis of Ŷr,n−1 from Lemma 2.3, we see that, when αn ≥ 0,
XαfnYr,n ⊆
∑
(α′,Z′)∈Πn−1
Xαnn X
α′PZ′Yr,n−1fnYr,n;
when αn < 0,
XαfnYr,n = X
αhnYr,n ⊆
∑
(α′′,Z′′)∈Πn−1
Xαnn X
α′′PZ′′Yr,n−1hnYr,n.
It is always contained in J thanks to Lemma 2.4.
The next, we will consider XαfiYr,n with i < n. Write X
α = Xαnn X
β for β ∈ Zn−1. By
the induction hypothesis, we have
XαfiYr,n = X
αn
n X
βfiYr,n ⊆
∑
(α′,Z′)∈Π+n−1
Xαnn X
α′PZ′Yr,n.
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When αn ≥ 0, we will show by induction on αn that X
αn
n X
α′PZ′Yr,n ∈ J for each
(α′, Z ′) ∈ Π+n−1. This is immediate if 0 ≤ αn < d. Assume that αn ≥ d. Expanding fn
using Lemma 2.2, the set
Xαn−dn X
α′PZ′fnYr,n ⊆ J
looks like the desired Xαnn X
α′PZ′Yr,n plus a sum of terms belonging to X
αn−d+e
n J
′
dYr,n
with 0 ≤ e < d. It now suffices to show that each such term Xαn−d+en J
′
dYr,n ⊆ J. But by
(2.17),
Xαn−d+en J
′
dYr,n ⊆
∑
(α′,Z′)∈Π+n−1
Xαn−d+en X
α′PZ′Yr,n
and each term in the summation lies in J by induction, since 0 ≤ αn − d+ e < αn.
When αn < 0, we will similarly show by induction on αn that X
αn
n X
α′PZ′Yr,n ∈ J for
each (α′, Z ′) ∈ Π+n−1. This is obvious if 0 ≤ αn < d. Assume that αn < 0. Expanding hn
using Lemma 2.2, the set
a−1d X
αn
n X
α′PZ′hnYr,n ⊆ J
looks like the desired Xαnn X
α′PZ′Yr,n plus a sum of terms belonging to X
αn+f
n J
′
dYr,n with
0 < f ≤ d. It now suffices to show that each such term Xαn+fn J′dYr,n ⊆ J. But by (2.17),
Xαn+fn J
′
dYr,n ⊆
∑
(α′,Z′)∈Π+n−1
Xαn+fn X
α′PZ′Yr,n
and each term in the summation lies in J by induction, since αn < αn + f ≤ d. 
Theorem 2.7. The canonical images of the elements
{Xαtβgw | α ∈ Z
n
+ with α1, . . . , αn < d, β ∈ Z
n
+ with β1, . . . , βn < r, w ∈ Sn}
form an R-basis for Y dr,n.
Proof. By Lemma 2.3 and 2.6, the elements {XαPZ | (α,Z) ∈ Π
+
n } form an R-basis for
Jd viewed as a right Yr,n-module. Hence Lemma 2.3 implies that the elements
{Xα | α ∈ Zn+ with α1, . . . , αn < d}
form an R-basis for a complement to Jd in Ŷr,n viewed as a right Yr,n-module. We
immediately get the theorem. 
3. Mackey theorem for cyclotomic Yokonuma-Hecke algebras
In this section, we shall consider a special case of a Mackey theorem for Y dr,n. Given any
y ∈ Ŷr,n, we will denote its canonical image in Y
d
r,n by the same symbol. Thus, Theorem
2.7 says that
{Xαtβgw | α ∈ Z
n
+ with α1, . . . , αn < d, β ∈ Z
n
+ with β1, . . . , βn < r, w ∈ Sn}
is an R-basis for Y dr,n. Also, Theorem 2.7 implies that Y
d
r,n is a subalgebra of Y
d
r,n+1. So
we can define the induction functor Ind
Y dr,n+1
Y dr,n
and the restriction functor Res
Y dr,n+1
Y dr,n
. We
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define, for each Y dr,n-module M,
Ind
Y dr,n+1
Y dr,n
M := Y dr,n+1 ⊗Y dr,n M.
Lemma 3.1. (a) Y dr,n+1 is a free right Y
d
r,n-module with basis
{Xaj t
b
jgj · · · gn | 0 ≤ a < d, 0 ≤ b < r, 1 ≤ j ≤ n+ 1}.
(b) As (Y dr,n, Y
d
r,n)-bimodules, we have
Y dr,n+1 = Y
d
r,ngnY
d
r,n ⊕
⊕
0≤a<d
⊕
0≤b<r
Xan+1t
b
n+1Y
d
r,n.
(c) For 0 ≤ a < d, 0 ≤ b < r, there are isomorphisms
Y dr,ngnY
d
r,n
∼= Y dr,n ⊗Y dr,n−1
Y dr,n and X
a
n+1Y
d
r,n
∼= Y dr,n, t
b
n+1Y
d
r,n
∼= Y dr,n
of (Y dr,n, Y
d
r,n)-bimodules.
Proof. (a) By Theorem 2.7 and dimension considerations, we just need to check that
Y dr,n+1 is generated as a right Y
d
r,n-module by the given elements. This follows using
Lemma 2.1.
(b) It suffices to notice, using (a) and Lemma 2.1, that
{Xaj t
b
jgj · · · gn | 0 ≤ a < d, 0 ≤ b < r, 1 ≤ j ≤ n}
is a basis of Y dr,ngnY
d
r,n as a free right Y
d
r,n-module.
(c) The isomorphisms Xan+1Y
d
r,n
∼= Y dr,n and t
b
n+1Y
d
r,n
∼= Y dr,n are clear from (a). Further-
more, the map
Y dr,n × Y
d
r,n → Y
d
r,ngnY
d
r,n, (u, v) 7→ ugnv
is Y dr,n−1-balanced, since gn centralizes Y
d
r,n−1. So it induces a homomorphism
Φ : Y dr,n ⊗Y dr,n−1
Y dr,n → Y
d
r,ngnY
d
r,n
of (Y dr,n, Y
d
r,n)-bimodules. By (a), Y
d
r,n ⊗Y dr,n−1
Y dr,n is a free right Y
d
r,n-module with basis
{Xaj t
b
jgj · · · gn−1 ⊗ 1 | 0 ≤ a < d, 0 ≤ b < r, 1 ≤ j ≤ n}.
But Φ maps these elements to a basis for Y dr,ngnY
d
r,n as a free right Y
d
r,n-module, using a
fact observed in the proof of (b). This shows that Φ is an isomorphism. 
We have now decomposed Y dr,n+1 as a (Y
d
r,n, Y
d
r,n)-bimodules. Using Lemma 3.1(b) and
(c), the standard argument yields the following result.
Theorem 3.2. Let M be a Y dr,n-module. Then there is a natural isomorphism
Res
Y dr,n+1
Y dr,n
Ind
Y dr,n+1
Y dr,n
M ∼=M⊕rd ⊕ Ind
Y dr,n+1
Y dr,n
Res
Y dr,n+1
Y dr,n
M
of Y dr,n-modules.
CELLULARITY 9
4. Duality for cyclotomic Yokonuma-Hecke algebras
Ŷr,n possesses an anti-automorphism τ defined on generators as follows:
τ : gi 7→ gi, Xj 7→ Xj , tj 7→ tj
for all i = 1, . . . , n − 1, j = 1, . . . , n. If M is a finite dimensional Ŷr,n-module, we can
use τ to make the dual space M∗ into a Ŷr,n-module denoted by M
τ . Since τ leaves the
two-sided ideal Jd invariant, it induces a duality also denoted by τ on Y
d
r,n and on finite
dimensional Y dr,n-modules.
In this section, we will prove that the induction functor Ind
Y dr,n+1
Y dr,n
commutes with the
τ -duality. Let us first give some preliminary work.
Lemma 4.1. For 1 ≤ i ≤ n and a ≥ 0, we have
gn · · · giX
a
i gi · · · gn = X
a
n+1 + (terms lying in Y
d
r,ngnY
d
r,n +
a−1∑
k=1
r−1∑
s=0
Xkn+1t
s
n+1Y
d
r,n).
Proof. We prove it by induction on n = i, i+ 1, . . . . In case n = i,
giX
a
i gi = X
a
i+1[1 + (q − q
−1eigi)]− (q − q
−1)ei
a−1∑
k=1
Xa−ki X
k
i+1gi − (q − q
−1)eiX
a
i+1gi
= Xai+1 − (q − q
−1)ei
a−1∑
k=1
Xa−ki [giX
k
i + (q − q
−1)ei
k∑
l=1
Xk−li X
l
i+1]
= Xai+1 − (q − q
−1)
1
r
a−1∑
k=1
r−1∑
s=0
Xa−ki t
s
i git
−s
i X
k
i
− (q − q−1)2
1
r
a−1∑
k=1
k∑
l=1
r−1∑
s=0
X li+1t
s
i+1X
a−l
i t
−s
i ,
the result follows from the calculation above. The induction step is similar, noting that
gn centralizes Y
d
r,n−1. 
From Lemma 4.1, we can easily get the following result.
Lemma 4.2. We have
Xdn+1 = −ad + (terms lying in Y
d
r,ngnY
d
r,n +
d−1∑
k=1
r−1∑
s=0
Xkn+1t
s
n+1Y
d
r,n).
Lemma 4.3. There exists a (Y dr,n, Y
d
r,n)-bimodule homomorphism θ : Y
d
r,n+1 → Y
d
r,n such
that ker θ contains no non-zero left ideals of Y dr,n+1.
Proof. By Lemma 3.1(b), we know that
Y dr,n+1 = Y
d
r,n ⊕
r−1⊕
b=1
tbn+1Y
d
r,n ⊕
d−1⊕
a=1
r−1⊕
b=0
Xan+1t
b
n+1Y
d
r,n ⊕ Y
d
r,ngnY
d
r,n
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as a (Y dr,n, Y
d
r,n)-bimodule. Let θ : Y
d
r,n+1 → Y
d
r,n be the projection on to the first sum-
mand of this bimodule decomposition, which by Lemma 3.1(c) is a (Y dr,n, Y
d
r,n)-bimodule
homomorphism. So it suffices to prove that if y ∈ Y dr,n+1 has the property that θ(hy) = 0
for all h ∈ Y dr,n+1, then y = 0. By Lemma 3.1(a), we may write
y =
d−1∑
a=0
r−1∑
b=0
Xan+1t
b
n+1ta,b +
d−1∑
a=0
r−1∑
b=0
n∑
j=1
Xaj t
b
jgj · · · gnua,b,j
for some elements ta,b, ua,b,j ∈ Y
d
r,n.
As θ(y) = 0, we must have t0,0 = 0. Now θ(Xn+1y) = 0 implies that −adtd−1,0 = 0 by
Lemma 4.2, that is, td−1,0 = 0. Similarly, td−2,0 = · · · = t1,0 = 0. As θ(t
−1
n+1y) = 0, we
must have t0,1 = 0. Now θ(Xn+1t
−1
n+1y) = 0 implies that −adtd−1,1 = 0 by Lemma 4.2,
that is, td−1,1 = 0. Similarly, td−2,1 = · · · = t1,1 = 0. Similarly, we have t0,2 = td−1,2 =
· · · = t1,2 = · · · = t0,r−1 = td−1,r−1 = · · · = t1,r−1 = 0.
Next, considering θ(gny) = 0, we get u0,0,n = 0 by Lemma 4.1. Since θ(Xn+1gny) =
0, we get −adud−1,0,n = 0 by Lemma 4.1 and 4.2, that is, ud−1,0,n = 0. Consider-
ing θ(X2n+1gny) = · · · = θ(X
d−1
n+1gny) = 0, we similarly get that ud−2,0,n = · · · =
u1,0,n = 0.0. Since θ(t
−1
n+1gny) = 0, we get u0,1,n = 0. Considering θ(Xn+1t
−1
n+1gny) =
θ(X2n+1t
−1
n+1gny) = · · · = θ(X
d−1
n+1t
−1
n+1gny) = 0, we get that −adud−1,1,n = −adud−2,1,n =
· · · = −adu1,1,n = 0, that is, ud−1,1,n = ud−2,1,n = · · · = u1,1,n = 0. Next, consider-
ing θ(t−2n+1gny) = θ(Xn+1t
−2
n+1gny) = · · · = θ(X
d−1
n+1t
−2
n+1gny) = 0, . . . , θ(t
−(r−1)
n+1 gny) =
θ(Xn+1t
−(r−1)
n+1 gny) = · · · = θ(X
d−1
n+1t
−(r−1)
n+1 gny) = 0, we get that u0,2,n = ud−1,2,n = · · · =
u1,2,n = 0, . . . , u0,r−1,n = ud−1,r−1,n = · · · = u1,r−1,n = 0.
Repeat the argument again, this time considering θ(gngn−1y), θ(Xn+1gngn−1y), . . . ,
θ(Xd−1n+1gngn−1y), θ(t
−1
n+1gngn−1y), θ(Xn+1t
−1
n+1gngn−1y), θ(X
d−1
n+1t
−1
n+1gngn−1y), . . . , θ(t
−(r−1)
n+1
gngn−1y), . . . , θ(X
d−1
n+1t
−(r−1)
n+1 gngn−1y), to get that all ua,b,n−1 = 0 for 0 ≤ a ≤ d − 1 and
0 ≤ b ≤ r − 1. Continuing in this way we eventually arrive at the desired conclusion that
y = 0. 
Now we will prove the main result of this section.
Theorem 4.4. There exists a natural isomorphism
Y dr,n+1 ⊗Y dr,n M
∼= HomY dr,n(Y
d
r,n+1,M)
for all Y dr,n-modules M.
Proof. We show that there exists an isomorphism
ϕ : Y dr,n+1 → HomY dr,n(Y
d
r,n+1, Y
d
r,n)
of (Y dr,n+1, Y
d
r,n)-bimodules. Then, applying the functor ? ⊗Y dr,n M, we obtain natural
isomorphisms
Y dr,n+1 ⊗Y dr,n M
ϕ⊗id
−→ HomY dr,n(Y
d
r,n+1, Y
d
r,n)⊗Y dr,n M
∼= HomY dr,n(Y
d
r,n+1,M)
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as required. Note that the existence of the second isomorphism here follows from the fact
that Y dr,n+1 is a projective left Y
d
r,n-module and [AF, 20.10].
To construct ϕ, let θ be as in Lemma 4.3, and define ϕ(h) to be the map θh, for each
h ∈ Y dr,n+1, where
θh : Y
d
r,n+1 → Y
d
r,n, h
′ 7→ θ(h′h).
We can easily check that ϕ, which is defined above, is then a well-defined homomorphism
of (Y dr,n+1, Y
d
r,n)-bimodules. To see that it is an isomorphism, it suffices by dimension
considerations to check that it is injective. If ϕ(h) = 0 for some h ∈ Y dr,n+1, then for every
x ∈ Y dr,n+1, θ(xh) = 0, that is the left ideal Y
d
r,n+1h is contained in Ker θ. So Lemma 4.3
implies h = 0. 
Corollary 4.5. Y dr,n is a Frobenius algebra, that is, there is an isomorphism of left Y
d
r,n-
modules Y dr,n
∼= HomR(Y
d
r,n,R) between the left regular module and the R-linear dual of the
right regular module.
Proof. Proceed by induction on n. In case n = 1, it is obvious. For the induction step,
Y dr,n
∼= Y dr,n ⊗Y dr,n−1
Y dr,n−1
∼= Y dr,n ⊗Y dr,n−1
HomR(Y
d
r,n−1,R)
∼= HomY dr,n−1
(Y dr,n,HomR(Y
d
r,n−1,R))
∼= HomR(Y
d
r,n−1 ⊗Y dr,n−1
Y dr,n,R)
∼= HomR(Y
d
r,n,R),
applying Theorem 4.4 and adjointness of ⊗ and Hom. 
The following result says that the induction functor Ind
Y dr,n+1
Y dr,n
commutes with τ.
Corollary 4.6. The exact functor Ind
Y dr,n+1
Y dr,n
is both left and right adjoint to Res
Y dr,n+1
Y dr,n
.
Moreover, it commutes with the τ -duality in the sense that there is a natural isomorphism
Ind
Y dr,n+1
Y dr,n
(M τ ) ∼= (Ind
Y dr,n+1
Y dr,n
M)τ
for all finite dimensional Y dr,n-modules M.
Proof. The fact that Ind
Y dr,n+1
Y dr,n
= Y dr,n+1⊗Y dr,n? is right adjoint to Res
Y dr,n+1
Y dr,n
is immediate
from Theorem 4.4, since HomY dr,n(Y
d
r,n+1, ?) is right adjoint to restriction by adjointness of
⊗ and Hom. But on finite dimensional modules, a standard check shows that the functor
τ ◦ Ind
Y dr,n+1
Y dr,n
◦ τ is also right adjoint to restriction. Now the commutativity of Ind
Y dr,n+1
Y dr,n
and τ follows by uniqueness of adjoint functors. 
5. Combinatorics
In this section we will review the notations and combinatorial tools that we will need
in the sequel.
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Let s = {1, 2, . . . , n}. For any nonempty subset I ⊆ s we define the following element
EI by
EI :=
∏
i,j∈I;i<j
ei,j ,
where by convention EI = 1 if |I| = 1.
We also need a further generalization of this. We say that the set A = {I1, I2, . . . , Ik}
is a set partition of s if the Ij ’s are nonempty and disjoint subsets of s, and their union
is s. We refer to them as the blocks of A. We denote by SPn the set of all set partitions
of s. For A = {I1, I2, . . . , Ik} ∈ SPn we then define EA :=
∏
j EIj .
We extend the right action of Sn on s to a right action on SPn by defining Aw :=
{I1w, . . . , Ikw} ∈ SPn for w ∈ Sn. Then we can easily get the following lemma.
Lemma 5.1. For A ∈ SPn and w ∈ Sn, we have
gwEA = EAw−1gw.
In particular, if w leaves invariant every block of A, or more generally permutes some of
the blocks of A, then gw commutes with EA.
µ = (µ1, . . . , µk) is called a composition of n if it is a finite sequence of nonnegative
integers whose sum is n. A composition µ is a partition of n if its parts are non-increasing.
We write µ |= n (resp. λ ⊢ n) if µ is a composition (resp. partition) of n, and we define
|µ| := n (resp. |λ| := n).
We associate a Young diagram to a composition µ, which is the set
[µ] := {(i, j) | i ≥ 1 and 1 ≤ j ≤ µi}.
We will regard [µ] as an array of boxes, or nodes, in the plane. For µ |= n, we define
a µ-tableau by replacing each node of [µ] by one of the integers 1, 2, . . . , n, allowing no
repeats.
For µ |= n, we say that a µ-tableau t is row standard if the entries in each row of t
increase from left to right. A µ-tableau t is standard if µ is a partition, t is row standard
and the entries in each column increase from top to bottom. For a composition µ of n,
we denote by tµ the µ-tableau in which 1, 2, . . . , n appear in increasing order from left to
right along the rows of [µ].
The symmetric group Sn acts from the right on the set of µ-tableaux by permuting the
entries in each tableau. For any composition µ = (µ1, . . . , µk) of n we define the Young
subgroup Sµ := Sµ1 × · · · ×Sµk , which is the row stabilizer of t
µ.
Let λ = (λ1, . . . , λk) and µ = (µ1, . . . , µl) be two compositions of n. We say that λunrhd µ
if
j∑
i=1
λi ≥
j∑
i=1
µi for all j ≥ 1.
If λunrhd µ and λ 6= µ, we write λ µ.
We extend the partial order above to tableaux as follows. If v is a row standard
λ-tableau and 1 ≤ k ≤ n, then the entries 1, 2, . . . , k in v occupy the diagram of a
composition; let v↓k denote this composition. Let λ and µ be two compositions of n.
Suppose that s is a row standard λ-tableau and that t is a row standard µ-tableau. We
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say that s dominates t, and we write sunrhd t if s↓k unrhd t↓k for all k. If sunrhd t and s 6= t, then we
write s  t.
Let d ∈ Z≥1. A d-composition (resp. d-partition) of n is an ordered d-tuple λ =
(λ(1), λ(2), . . . , λ(d)) of compositions (resp. partitions) λ(k) such that
∑d
k=1 |λ
(k)| = n. By
[ChPA2, §3.1], the combinatorial objects appearing in the representation theory of the cy-
clotomic Yokonuma-Hecke algebra Y dr,n will be (r, d)-compositions (resp. (r, d)-partitions).
By definition, an (r, d)-composition (resp. (r, d)-partition) of n is an ordered r-tuple
λ = (λ(1), . . . ,λ(r)) = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) of d-compositions (resp. d-
partitions) (λ
(k)
1 , . . . , λ
(k)
d ) (1 ≤ k ≤ r) such that
∑r
k=1
∑d
j=1 |λ
(k)
j | = n. We denote by
Cdr,n (resp. P
d
r,n) the set of (r, d)-compositions (resp. (r, d)-partitions) of n. We will say
that the l-th composition (resp. partition) of the k-th r-tuple has position (k, l).
A triplet θ = (θ, k, l) consisting of a node θ, an integer k ∈ {1, . . . , r}, and an integer
l ∈ {1, . . . , d} is called an (r, d)-node. We call k the r-position of θ and l the d-position
of θ. We shall also say that the (r, d)-node θ has position (k, l). For each λ ∈ Cdr,n (resp.
Pdr,n), we shall denote by [λ] the set of (r, d)-nodes such that the subset consisting of the
(r, d)-nodes having position (k, l) forms a usual composition (resp. partition) λ
(k)
l , for any
k ∈ {1, . . . , r} and l ∈ {1, . . . , d}.
Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) be an (r, d)-composition of n. An (r, d)-
tableau t = ((t
(1)
1 , . . . , t
(1)
d ), . . . , (t
(r)
1 , . . . , t
(r)
d )) of shape λ is obtained by placing each
(r, d)-node of [λ] by one of the integers 1, 2, . . . , n, allowing no repeats. We will call the
number n the size of t and the t
(k)
l ’s the components of t. Each (r, d)-node θ of t is labelled
by ((a, b), k, l) if it lies in row a and column b of the component t
(k)
l of t.
For each µ ∈ Cdr,n, an (r, d)-tableau of shape µ is called row standard if the numbers
increase along any row (from left to right) of each diagram in [µ]. For each λ ∈ Pdr,n, an
(r, d)-tableau of shape λ is called standard if the numbers increase along any row (from
left to right) and down any column (from top to bottom) of each diagram in [λ]. From
now on, we denote by Std(λ) the set of all standard (r, d)-tableaux of size n and of shape
λ, which is endowed with an action of Sn from the right by permuting the entries in each
(r, d)-tableau.
For each λ ∈ Cdr,n, we denote by t
λ the standard (r, d)-tableau of shape λ in which
1, 2, . . . , n appear in increasing order from left to right along the rows of the first diagram,
and then along the rows of the second diagram, and so on.
For each λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n, we have a Young subgroup
Sλ := Sλ(1)1
× · · · ×S
λ
(1)
d
× · · · ×S
λ
(r)
1
× · · · ×S
λ
(r)
d
,
which is exactly the row stabilizer of tλ.
For each λ ∈ Cdr,n and a row standard (r, d)-tableau s of shape λ, let d(s) be the element
of Sn such that s = t
λd(s). Then d(s) is a distinguished right coset representative of Sλ
in Sn, that is, l(wd(s)) = l(w) + l(d(s)) for any w ∈ Sλ. In this way, we obtain a
correspondence between the set of row standard (r, d)-tableaux of shape λ and the set of
distinguished right coset representatives of Sλ in Sn.
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Definition 5.2. Let λ be an (r, d)-composition of n such that t is an (r, d)-tableau of
shape λ. For each a = 1, 2, . . . , n, we write pt(a) = (p
r
t (a),p
d
t (a)) := (k, l) if a appears
in the component t
(k)
l of t. We say that an (r, d)-tableau t of shape λ is of initial kind if
pt(a) = ptλ(a) for all a = 1, 2, . . . , n.
We define a partial order on the set of (r, d)-compositions and (r, d)-tableaux, which is
similar to the case of compositions and tableaux.
Definition 5.3. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) and µ = ((µ
(1)
1 , . . . , µ
(1)
d ),
. . . , (µ
(r)
1 , . . . , µ
(r)
d )) be two (r, d)-compositions of n. We say that λ dominates µ, and we
write λ unrhd µ if and only if
k−1∑
i=1
d∑
j=1
|λ
(i)
j |+
l−1∑
j=1
|λ
(k)
j |+
p∑
i=1
λ
(k)
l,i ≥
k−1∑
i=1
d∑
j=1
|µ
(i)
j |+
l−1∑
j=1
|µ
(k)
j |+
p∑
i=1
µ
(k)
l,i
for all k, l and p with 1 ≤ k ≤ r, 1 ≤ l ≤ d and p ≥ 0. If λ unrhd µ and λ 6= µ, we write
λ  µ.
We extend the partial order above to row standard (r, d)-tableaux as follows. If v is a
row standard (r, d)-tableau of shape λ and 1 ≤ k ≤ n, then the entries 1, 2, . . . , k in v oc-
cupy the diagrams of an (r, d)-composition; let shape(v↓k) denote this (r, d)-composition.
Let λ,µ ∈ Cdr,n. Suppose that s is a row standard (r, d)-tableau of shape λ and that t is
a row standard (r, d)-tableau of shape µ. We say that s dominates t, and we write s unrhd t
if shape(s↓k) unrhd shape(t↓k) for all k. If s unrhd t and s 6= t, then we write s  t.
6. Cellular bases of cyclotomic Yokonuma-Hecke algebras
In this section, largely inspired by the results of [DJM] and [ER], we shall construct an
explicit cellular basis of the cyclotomic Yokonuma-Hecke algebra Y dr,n.
Let us first recall the definition of a cellular basis following [GL].
Definition 6.1. Let k be an integral domain. An associative k-algebra A is called a
cellular algebra with a cell datum (Λ,M,C, i) if the following conditions are satisfied:
(C1) The finite set Λ is partially ordered. Associated with each λ ∈ Λ there is a finite
set M(λ). The algebra A has a k-basis Cλs,t, where (s, t) runs through all elements of
M(λ)×M(λ) for all λ ∈ Λ.
(C2) The map i is a k-linear anti-automorphism of A with i2 = id which sends Cλs,t to
Cλt,s.
(C3) For each λ ∈ Λ, s, t ∈M(λ) and each a ∈ A, the product Cλs,ta can be written as∑
u∈M(λ) r
u
t (a)C
λ
s,u+A
>λ, where rut (a) ∈ k is independent of s and A
>λ is the k-submodule
of A generated by {Cµs′,t′ | µ > λ; s
′, t′ ∈M(µ)}.
We now fix once and for all a total order on the set of r-th roots of unity via setting
ζk := ζ
k−1 for 1 ≤ k ≤ r. Then we define a set partition Aλ ∈ SPn for any (r, d)-
composition λ.
CELLULARITY 15
Definition 6.2. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n. Suppose that we
choose all 1 ≤ i1 < i2 < · · · < ip ≤ r such that (λ
(i1)
1 , . . . , λ
(i1)
d ), (λ
(i2)
1 , . . . , λ
(i2)
d ), . . . ,(λ
(ip)
1 ,
. . . , λ
(ip)
d ) are nonempty. Define ak :=
∑k
j=1 |λ
(ij)| for 1 ≤ k ≤ p, where |λ(ij)| =∑d
l=1 |λ
(ij)
l |. Then the set partition Aλ associated with λ is defined as
Aλ := {{1, . . . , a1}, {a1 + 1, . . . , a2}, . . . , {ap−1 + 1, . . . , n}},
which may be written as Aλ = {I1, I2, . . . , Ip}, and is referred to the blocks of Aλ in the
order given above.
The following lemma can be easily proved, which we shall use frequently in the sequel.
Lemma 6.3. Let Aλ = {I1, I2, . . . , Ip} and let k1, k2 ∈ Ik for some 1 ≤ k ≤ p. Then we
have
tk1EAλ = EAλtk1 = tk2EAλ = EAλtk2 . (6.1)
From the basis Theorem 2.7 we can get that ti acts diagonalizably on Y
d
r,n with minimal
polynomial tri − 1 = Π
r
l=1(ti − ζl). Hence, if we define ui,k = Π
r
l=1;l 6=k(ti − ζl), we get that
ui,k is the eigenspace for the action of ti on Y
d
r,n with eigenvalue ζk, that is,
{y ∈ Y dr,n | tiy = ζky} = ui,kY
d
r,n.
This motivates us to give the following definition.
Definition 6.4. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n, and let ak :=∑k
j=1 |λ
(ij)| (1 ≤ k ≤ p) be defined as above. Then we define
uλ := ua1,i1ua2,i2 · · · uap,ip .
From Lemma 6.3 and the definitions we can easily get the following lemma.
Lemma 6.5. We set Uλ := uλEAλ . Let Aλ = {I1, I2, . . . , Ip} and let kd be any element
of Id. Then we have
Uλ =
p∏
d=1
ukd,idEAλ .
In particular, we have for any i ∈ Id that
tiUλ = ζidUλ. (6.2)
Definition 6.6. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n. Associated with λ
we can define the following elements akl and bk:
akl :=
l−1∑
m=1
|λ(k)m |, bk :=
k−1∑
j=1
d∑
i=1
|λ
(j)
i | for 1 ≤ k ≤ r and 1 ≤ l ≤ d.
Associated with these elements we can define an element u+a := ua,1ua,2 · · · ua,r, where
ua,k :=
d∏
l=1
ak
l∏
j=1
(Xbk+j − vl).
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We can now define the key ingredient of the cellular basis for Y dr,n.
Definition 6.7. Let λ ∈ Cdr,n and define u
+
a as above. Let xλ =
∑
w∈Sλ
ql(w)gw. Then
we define the element mλ of Y
d
r,n as follows:
mλ := Uλu
+
a xλ = uλEAλu
+
a xλ. (6.3)
The following lemma gives some basic properties of the element mλ.
Lemma 6.8. (a) suppose that λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n, and let
α = (|λ
(1)
1 |, . . . , |λ
(1)
d |, . . . , |λ
(r)
1 |, . . . , |λ
(r)
d |). If w ∈ Sα, then gw commutes with Uλ and
u+a , respectively. In particular, we have that
mλ = uλEAλxλu
+
a = uλxλEAλu
+
a = xλuλEAλu
+
a = xλu
+
a uλEAλ . (6.4)
(b) If ei,j does not appear in the product EAλ , that is, if i and j occur in two different
blocks of Aλ, then we have UAλei,j = 0.
Proof. (a) Lemma 5.1 implies that gw and EAλ commute for w ∈ Sα. Moreover, from
the definition of ui,k we get that ui,kgw = gwuiw,k, and so Lemma 6.5 implies that gw
commutes with uλ for w ∈ Sα.
(b) It follows from Lemmas 6.3 and 6.5. 
Lemma 6.9. Assume that λ ∈ Cdr,n. Then we have the following equation:
mλgw = q
l(w)mλ for all w ∈ Sλ. (6.5)
Proof. For any i such that si ∈ Sλ, we have
mλgi =
∑
w∈Sλ
l(wsi)>l(w)
ql(w)uλEAλgwgi +
∑
w∈Sλ
l(wsi)<l(w)
ql(w)uλEAλgwsig
2
i .
Since wsi ∈ Sλ, we have EAλgwsi = gwsiEAλ by Lemma 5.1. While EAλg
2
i = EAλ(1 +
(q − q−1)gi), thus we have
mλgi =
∑
w∈Sλ
l(wsi)<l(w)
ql(w)−1uλEAλgw +
∑
w∈Sλ
l(wsi)<l(w)
ql(w)uλEAλgwsi
+
∑
w∈Sλ
l(wsi)<l(w)
ql(w)(q − q−1)uλEAλgw
=qmλ.
We are done. 
In this section, let us rewrite the anti-automorphism τ on Y dr,n introduced in Section 4
by ∗, which is determined by
g∗i = gi, t
∗
j = tj , X
∗
j = Xj for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n.
Definition 6.10. Let λ ∈ Cdr,n, and let s and t be two row standard (r, d)-tableaux of
shape λ. We then define mst = g
∗
d(s)mλgd(t).
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Since m∗λ = mλ, we have m
∗
st = mts.
One of the aims of this section is to show that the elements mst, as (s, t) runs over the
ordered pairs of standard (r, d)-tableaux of the same shape, give a cellular basis of Y dr,n.
Lemma 6.11. Suppose that λ ∈ Cdr,n and that s and t are row standard (r, d)-tableaux
of shape λ. For each h ∈ Yr,n, we have that msth is a linear combination of terms of the
form msv, where v is a row standard (r, d)-tableau of shape λ.
Proof. The proof is similar to that of [ER, Lemma 16] by using the basis Theorem 2.7
and the fact that mλti = ζidmλ for any i ∈ Id. We skip the details. 
The proof of the next lemma is similar to that of [DJM, Lemma 3.17].
Lemma 6.12. Suppose that λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n, and let
α = (|λ
(1)
1 |, . . . , |λ
(1)
d |, . . . , |λ
(r)
1 |, . . . , |λ
(r)
d |). Suppose that w is a distinguished right coset
representative of Sα in Sn and that s is a row standard (r, d)-tableau of initial kind. Then
the following hold:
(a) The tableau sw is row standard. Moreover, if s is standard then sw is standard.
(b) If t is a row standard (r, d)-tableau of initial kind with s  t then sw  tw.
The proof of the following proposition is inspired by the proof of [DJM, Proposition
3.18] and [ER, Lemma 17]. It allows us to restrict ourselves to the case of (r, d)-partitions.
Proposition 6.13. Suppose that λ ∈ Cdr,n and that s and t are row standard (r, d)-tableaux
of shape λ. Then mst is a linear combination of terms of the form muv, where u and v
are standard (r, d)-tableaux of shape µ such that u unrhd s, v unrhd t and µ ∈ Pdr,n.
Proof. When r = d = 1, we can adapt the proof of [Mu, Theorem 4.18] (see also [Ma1,
Lemma 3.14]) to our setting by using Lemma 6.9 among other things. Thus we can
conclude that it is true in this case.
In the general case, suppose that λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n, and
let α = (|λ
(1)
1 |, . . . , |λ
(1)
d |, . . . , |λ
(r)
1 |, . . . , |λ
(r)
d |). We may write s = s
′w1 and t = t
′w2, where
s′ and t′ are row standard (r, d)-tableaux of shape λ of initial kind, and w1 and w2 are
distinguished right coset representatives for Sα in Sn. Then we have d(s) = d(s
′)w1,
d(t) = d(t′)w2 and l(d(s)) = l(d(s
′)) + l(w1), l(d(t)) = l(d(t
′)) + l(w2). Therefore, we have
mst = g
∗
w1ms′t′gw2 , and
ms′t′ = g
∗
d(s′)uλEAλu
+
a xλgd(t′) = u
+
a Uλg
∗
d(s′)xλgd(t′).
We may write g∗d(s′)xλgd(t′) as a product of rd commuting terms, one for each component
of λ; that is,
g∗d(s′)xλgd(t′) = x
(1)
1 · · · x
(1)
d · · · x
(r)
1 · · · x
(r)
d ,
where the (k, l)-th term x
(k)
l involves only elements gw with w ∈ S({bk +a
k
l +1, bk +a
k
l +
2, . . . , bk + a
k
l+1}). For example, x
(1)
1 = g
∗
d(s
′(1)
1 )
x
λ
(1)
1
g
d(t
′(1)
1 )
, where s
′(1)
1 (resp. t
′(1)
1 ) is the
first component of s′ (resp. t′).
By applying the results of the special case r = d = 1, we may write each Uλx
(k)
l as
a linear combination of terms Uλg
∗
d(u
′(k)
l
)
x
λ
(k)
l
g
d(v
′(k)
l
)
, where u
′(k)
l and v
′(k)
l are standard
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µ
(k)
l -tableau for some partition µ
(k)
l such that |µ
(k)
l | = |λ
(k)
l |, and satisfy u
′(k)
l unrhd s
′(k)
l and
v
′(k)
l unrhd t
′(k)
l . We then conclude that Uλg
∗
d(s′)xλgd(t′) is a linear combination of terms of the
form Uλg
∗
d(u′)xµgd(v′), where u
′ and v′ are standard (r, d)-tableaux of shape µ for some
(r, d)-partition µ of n, and moreover, u′unrhd s′ and v′unrhd t′. We also have that u′ and s′ are of
initial kind, and |µ
(k)
l | = |λ
(k)
l | for all 1 ≤ k ≤ r and 1 ≤ l ≤ d. Therefore, ms′t′ is a linear
combination of elements
u+a Uµg
∗
d(u′)xµgd(v′) = g
∗
d(u′)mµgd(v′) = mu′v′ ,
where the sum runs over the same set of pairs (u′, v′) as above. Thus, mst = g
∗
w1ms′t′gw2
is a linear combination of terms g∗w1mu′v′gw2 .
Since u′ (resp. s′) is of initial kind and w1 (resp. w2) is a distinguished right coset
representative for Sα in Sn, we have, by Lemma 6.12, u = u
′w1 (resp. v = v
′w2) is
standard, and u′w1 unrhd s
′w1 (resp. v
′w2 unrhd t
′w2); that is, u unrhd s (resp. v unrhd t). So we have
g∗w1mu′v′gw2 = muv. We have proved the proposition. 
Combining Lemma 6.11 and Proposition 6.13, we immediately get the following result.
Corollary 6.14. Suppose that λ ∈ Cdr,n and that s and t are row standard (r, d)-tableaux
of shape λ. If h ∈ Yr,n, then msth is a linear combination of terms of the form muv, where
u and v are standard (r, d)-tableaux of shape µ for some (r, d)-partition µ such that uunrhd s
and µ unrhd λ.
The proof of the following proposition is inspired by the proof of [DJM, Proposition
3.20], which shows what happens when we multiply mst by X1.
Proposition 6.15. Suppose that λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ P
d
r,n and
that s and t are standard (r, d)-tableaux of shape λ. Then mstX1 = x1 + x2, where
(1) x1 is a linear combination of terms of the form muv, where u and v are standard
(r, d)-tableaux of shape λ with u unrhd s, and
(2) x2 is a linear combination of terms of the form muv, where u and v are standard
(r, d)-tableaux of shape µ for some (r, d)-partition µ with µ  λ.
Proof. Let α = ((|λ
(1)
1 |, . . . , |λ
(1)
d |), . . . , (|λ
(r)
1 |, . . . , |λ
(r)
d |)), and let c = (c
1
1, . . . , c
1
d, . . . , c
r
1,
. . . , crd), where
ckl = a
k
l + bk =
l−1∑
m=1
|λ(k)m |+
k−1∑
j=1
d∑
i=1
|λ
(j)
i | for 1 ≤ k ≤ r and 1 ≤ l ≤ d.
We write d(t) = yc with y ∈ Sα and c a distinguished right coset representative for
Sα in Sn. Then the α-tableau t
αc is row standard. Assume that 1 is in row j of the k-th
component of tαc with 1 ≤ k ≤ r and 1 ≤ j ≤ d.
Let c = (ckj , c
k
j + 1)(c
k
j − 1, c
k
j ) · · · (1, 2)c
′, where l(c) = ckj + l(c
′) and c′ fixes 1. Thus,
gc = gckj
gckj−1
· · · g1gc′ and gc′X1 = X1gc′ . Let b = (c
1
1, . . . , c
1
d, . . . , c
k
1 , . . . , c
k
j−1, c
k
j +
1, ckj+1, . . . , c
k
d, . . . , c
r
1, . . . , c
r
d). Then we have
u+a gcX1 = u
+
a gckj
gckj−1
· · · g1X1gc′ = u
+
a h1 + u
+
b
h2
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for some h1, h2 ∈ Yr,n by the same argument as in [DJM, Lemma 3.4]. Since y ∈ Sα and
tλy is standard, y fixes ckj + 1; therefore, gy commutes with u
+
b
. Hence we have
mstX1 = g
∗
d(s)uλEAλu
+
a xλgd(t)
= g∗d(s)uλEAλxλu
+
a gygcX1
= g∗d(s)uλEAλxλgyu
+
a gcX1
= g∗d(s)uλEAλxλgy(u
+
a h1 + u
+
b
h2)
= g∗d(s)uλEAλxλ(u
+
a gyh1 + u
+
b
gyh2).
The first term, g∗d(s)uλEAλxλu
+
a gyh1, is a linear combination of terms of the required
form by Corollary 6.14. If j = 1, then u+
b
= 0. Assume that j ≥ 2. We turn our attention
to the second term g∗d(s)uλEAλxλu
+
b
gyh2.
We define an (r, d)-composition ν = ((ν
(1)
1 , . . . , ν
(1)
d ), . . . , (ν
(r)
1 , . . . , ν
(r)
d )) of n by ν
(p)
q =
λ
(p)
q for p 6= k and 1 ≤ q ≤ d, ν
(k)
i = λ
(k)
i for i 6= j− 1, j, ν
(k)
j−1 = (λ
(k)
j−1,1, λ
(k)
j−1,2, . . . , 1) and
ν
(k)
j = (λ
(k)
j,1 − 1, λ
(k)
j,2 , . . .). Note that ν  λ.
Let l = λ
(k)
j,1 . Let G1 be the symmetric group on these numbers c
k
j + 1, . . . , c
k
j + 1, and
let G2 be the symmetric group on these numbers c
k
j + 2, . . . , c
k
j + 1. Let c1, c2, . . . , cl be
the distinguished right coset representatives for G2 in G1, ordered in terms of increasing
order. Let ui = t
νcid(s) for 1 ≤ i ≤ l.
Then by the same argument as in the proof of [DJM, Proposition 3.20], we can get that
g∗d(s)uλEAλxλu
+
b
= g∗d(s)
l∑
i=1
g∗cixνuλEAλu
+
b
=
l∑
i=1
g∗cid(s)xνuνEAνu
+
b
=
l∑
i=1
muitν .
Hence, g∗d(s)uλEAλxλu
+
b
gyh2 is a linear combination of terms of the required form by
Corollary 6.14. We have completed the proof of this proposition. 
The proof of the next lemma is similar to that of [ER, Lemma 15] by using Lemma
6.8(b).
Lemma 6.16. Suppose that λ ∈ Cdr,n and that s and t are standard (r, d)-tableaux of
shape λ. If i (resp. j) occurs in the component t
(k)
l (resp. t
(k′)
l′ ) of t with k 6= k
′, then we
have mstei,j = 0.
Let us denote by Tn the R-subalgebra of Y
d
r,n generated by t1, t2, . . . , tn. Using Lemma
6.16, we can prove the following proposition by the same argument as in [ER, Lemma 18
and Proposition 1].
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Proposition 6.17. We set
Mn :=
{
s|s ∈ Std(((0), . . . , (1n1)), . . . , ((0), . . . , (1nr))), where ni ≥ 0 and
∑
1≤i≤r
ni = n
}
.
Then for all s ∈ Mn, we have mss belongs to Tn. Moreover, the set {mss | s ∈ Mn} is an
R-basis of Tn.
Now we can state the main result of this section, which is in fact a generalization of
[ER, Theorem 20].
Theorem 6.18. The cyclotomic Yokonuma-Hecke algebra Y dr,n is a free R-module with
basis
Bdr,n = {mst | s, t ∈ Std(λ) for some (r, d)−partition λ of n}.
Moreover, (Y dr,n,B
d
r,n) is a cellular basis of Y
d
r,n.
Proof. By Proposition 6.17 we have that 1 is an R-linear combination of elements mss for
some standard (r, d)-tableaux s. Hence, using Corollary 6.14 and Proposition 6.15, we get
that Bdr,n spans Y
d
r,n. By the basis Theorem 2.7, Y
d
r,n is free of rank (rd)
nn!. On the other
hand, it is easy to see that the cardinality of Bdr,n is (rd)
nn!. Thus, we must have that
Bdr,n is an R-basis of Y
d
r,n.
Finally, the multiplicative property that Bdr,n must satisfy in order to be a cellular basis
of Y dr,n can be deduced by the same argument as in [DJM, Proposition 3.25]. We skip the
details. 
7. Jucys-Murphy elements for cyclotomic Yokonuma-Hecke algebras
In this section, inspired by the results of [ER, Section 5], we shall show that the Jucys-
Murphy elements Xi and ti (1 ≤ i ≤ n) for Y
d
r,n, with respect to the cellular basis of
Y dr,n obtained in Theorem 6.18, are JM-elements in the abstract sense defined by Mathas
(see [Ma2]). For the split semisimple Y dr,n, we then apply the general theory developed
in [Ma2, Section 3] to define the idempotents Et of Y
d
r,n and deduce some properties of
them.
7.1. Jucys-Murphy elements.
Definition 7.1. Let t be an (r, d)-tableau of shape λ and suppose that the (r, d)-node
θ of t labelled by ((a, b), k, l) is filled in with the element i (1 ≤ i ≤ n). Then we define
the content of i as the element ct(i) := vlq
2(b−a) and the r-position of i as the element
prt (i) := k, respectively.
Definition 7.2. Let k be an integral domain. Given a k-algebra A with a cellular basis
C = {Cλs,t | λ ∈ Λ, s, t ∈ M(λ)}, where each set M(λ) is endowed with a poset structure
with ordering λ, we say that a set L = {L1, . . . , Ln} ⊆ A is a family of JM-elements for
A with respect to the basis C if it satisfies the following conditions:
(1) L is a set of commuting elements and L∗i = Li for each 1 ≤ i ≤ n.
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(2) There exists a set of scalars {Ct(i) | t ∈ M(λ), 1 ≤ i ≤ n} such that for all λ ∈ Λ
and s, t ∈M(λ) we have that
Cλs,tLi ≡ Ct(i)C
λ
s,t +
∑
v∈M(λ)
vλt
RvtC
λ
s,v mod A
>λ (7.1)
for some Rvt ∈ k and 1 ≤ i ≤ n.
The next proposition claims that the following set
LY dr,n
= {L1, . . . , L2n | Lk = Xk, Ln+k = tk for 1 ≤ k ≤ n}
is a family of JM-elements for Y dr,n with respect to the cellular basis defined in Theorem
6.18.
Proposition 7.3. (Y dr,n,B
d
r,n) is a cellular algebra with a family of JM-elements LY dr,n .
Proof. We need to verify that the elements of LY dr,n satisfy the conditions in Definition
7.2. By (2.9), LY dr,n consists of a set of commutative elements.
We have proved that Bdr,n is a cellular basis of Y
d
r,n with respect to the dominance order
unrhd on Std(λ) for all λ ∈ Pdr,n. For the content function on Std(λ) for all λ ∈ P
d
r,n, we use
the following elements:
Ct(k) =
{
ct(k) if k = 1, 2, . . . , n;
ζpr
t
(k−n) if k = n+ 1, n + 2, . . . , 2n.
By an argument which is similar to [ER, Lemma 19], we see that the elements Ln+k
(1 ≤ k ≤ n) satisfy the condition (7.1) in Definition 7.2. Thus, we only need to check the
cases k = 1, 2, . . . , n.
Suppose that λ = (λ(1), . . . ,λ(r)) = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ P
d
r,n and
that tλ = (tλ
(1)
, . . . , tλ
(r)
) = ((tλ
(1)
1 , . . . , tλ
(1)
d ), . . . , (tλ
(r)
1 , . . . , tλ
(r)
d )).
Let us first consider the case when t = ((t
(1)
1 , . . . , t
(1)
d ), . . . , (t
(r)
1 , . . . , t
(r)
d )) is a standard
(r, d)-tableau of shape λ and satisfies prt (i) = p
r
tλ
(i) for all 1 ≤ i ≤ n. Suppose that k is
in the (l, j)-th component t
(l)
j of t. By (2.8), we have
mtλtXk = mtλ(1) t(1) · · ·mtλ(l) t(l)Xkmtλ(l+1) t(l+1) · · ·mtλ(r) t(r), (7.2)
where tλ
(i)
= (tλ
(i)
1 , . . . , tλ
(i)
d ) and t(i) = (t
(i)
1 , . . . , t
(i)
d ) for each 1 ≤ i ≤ r.
We can adapt the proof of [JM, Proposition 3.7] to our case, and we get thatm
tλ
(l)
t(l)
Xk
is equal to
ct(k)mtλ(l) t(l) +
∑
d∈Std(λ(l))
dt(l)
admtλ(l)d +
∑
u,v∈Std(µ(l))
µ(l)λ(l)
ruvmuv, (7.3)
for some ad, ruv ∈ R.
Set a := (tλ
(1)
, . . . , u, . . . , tλ
(r)
), b := (t(1), . . . , v, . . . , t(r)) and s := (t(1), . . . , d, . . . , t(r)).
Then s ∈ Std(λ), a, b ∈ Std(µ), where µ = (λ(1), . . . ,µ(l), . . . ,λ(r)). Moreover, by the
definition of the dominance order, we have st and µλ. Therefore, we havemab ∈ Y
d,λ
r,n ,
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wheremab = mtλ(1) t(1) · · ·muv · · ·mtλ(r) t(r) and Y
d,λ
r,n is the R-submodule of Y dr,n generated
by the elements {mgh | g, h ∈ Std(µ) with µ  λ}.
Multiplying the expression (7.3) on the left with m
tλ
(1)
t(1)
· · ·m
tλ
(l−1)
t(l−1)
and on the
right with m
tλ
(l+1)
t(l+1)
· · ·m
tλ
(r)
t(r)
, by (7.2), we then get
mtλtXk ≡ ct(k)mtλt +
∑
s∈Std(λ)
st
asmtλs mod Y
d,λ
r,n , (7.4)
which shows that this proposition is true in this case.
For t an arbitrary standard (r, d)-tableau of shape λ, we can write t = t1w, where t1 is
a standard (r, d)-tableau of shape λ such that prt1(i) = p
r
tλ
(i) for all 1 ≤ i ≤ n and w is
a distinguished right coset representative of Sβ in Sn, where β = (β1, . . . , βr) with each
βi =
∑d
l=1 |λ
(i)
l | for 1 ≤ i ≤ r.
Let w = si1si2 · · · sit be a reduced expression of w. Then we have ij and ij + 1 have
different r-position in t1si1 · · · sij−1 for all j ≥ 1 and that t1si1 · · · sij−1sij is obtained from
t1si1 · · · sij−1 by interchanging ij and ij + 1. By Lemmas 2.1 and 6.16, we get that
mtλtXk = mtλt1gwXk = mtλt1X(k)w−1gw. (7.5)
By the choice of t1, we can apply (7.4) and get that
mtλtXk = mtλt1X(k)w−1gw
≡
(
ct1((k)w
−1)mtλt1 +
∑
s1∈Std(λ)
s1t1
as1mtλs1
)
gw mod Y
d,λ
r,n . (7.6)
Since all the s1 appearing in the summation of (7.6) satisfy p
r
s1
(i) = pr
tλ
(i) for all 1 ≤ i ≤ n,
we have mtλs1gw = mtλs for some s ∈ Std(λ) with s  t, and also mtλt1gw = mtλt.
Therefore, we have
mtλtXk ≡ ct(k)mtλt +
∑
s∈Std(λ)
st
asmtλs mod Y
d,λ
r,n , (7.7)
where as = as1 ∈ R. We have proved this proposition. 
7.2. Idempotents of Y dr,n. Let K be an algebraically closed field of characteristic p ≥ 0
such that p does not divide r, which contains some invertible elements v1, . . . , vd. In this
subsection, we shall work with a specialised cyclotomic Yokonuma-Hecke algebra Y d,Kr,n
defined over K, that is, vi ∈ K
∗ for 1 ≤ i ≤ d and q ∈ K∗.
From Proposition 7.3, we can now apply the general theory developed in [Ma2] to
obtain a sufficient condition for the semi-simplicity criterion of Y d,Kr,n . By [Ma2, Corollary
2.9], we get that Y d,Kr,n is split semisimple if
n∏
k=1
(1 + q2 + · · ·+ q2(k−2) + q2(k−1))
∏
1≤i<j≤d
∏
−n<l<n
(q2lvi − vj) 6= 0. (7.8)
Remark 7.4. In fact, (7.8) is also a necessary condition on the semisimplicity of Y d,Kr,n .
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From now on, we always assume that the condition (7.8) holds. In particular, we can
apply all the results in [Ma2, Section 3].
We shall follow the arguments of [Ma2, Section 3] to construct a “seminormal” basis
of Y d,Kr,n . For 1 ≤ k ≤ n, we define the following two sets:
C(k) := {ct(k) | t ∈ Std(λ) for some λ ∈ P
d
r,n},
and
C(k) := {ζpr
t
(k) | t ∈ Std(λ) for some λ ∈ P
d
r,n}.
Definition 7.5. Suppose that λ ∈ Pdr,n and that s, t ∈ Std(λ).
(i) Let
Et =
n∏
k=1
( ∏
c∈C(k)
c 6=ct(k)
Xk − c
ct(k) − c
·
∏
c¯∈C(k)
c¯ 6=ζpr
t
(k)
tk − c¯
ζpr
t
(k) − c¯
)
. (7.9)
(ii) Let e
λ
st = EsmstEt.
By Proposition 7.3, we can now apply the general theory developed in [Ma2, Section
3] to get the following results.
Proposition 7.6. (i) The set {eλst | s, t ∈ Std(λ) for some λ ∈ P
d
r,n} is a K-basis of Y
d,K
r,n .
(ii) For λ,µ ∈ Pdr,n and s, t ∈ Std(λ), u, v ∈ Std(µ), we have
e
λ
stXk = ct(k)e
λ
st, e
λ
st tk = ζprt (k)e
λ
st, e
λ
stEu = δt,ue
λ
su, (7.10)
and moreover, there exists a scalar 0 6= γt ∈ K such that
e
λ
st e
µ
uv =
{
γte
λ
sv if λ = µ and t = u;
0 otherwise.
(7.11)
In particular, γt depends only on t and the set {e
λ
st | s, t ∈ Std(λ) and λ ∈ P
d
r,n} is a
cellular basis of Y d,Kr,n .
(iii) For λ ∈ Pdr,n and t ∈ Std(λ), we have Et =
1
γt
e
λ
tt . Moreover, these elements
{Et | t ∈ Std(λ) for some λ ∈ P
d
r,n}} give a complete set of pairwise orthogonal primitive
idempotents for Y d,Kr,n .
(iv) For λ ∈ Pdr,n and t ∈ Std(λ), we have
EtXk = XkEt = ct(k)Et, Et tk = tkEt = ζpr
t
(k)Et. (7.12)
(v) The Jucys-Murphy elements X1, . . . ,Xn, t1, . . . , tn generate a maximal commutative
subalgebra of Y d,Kr,n .
8. Appendix. Fusion procedure for cyclotomic Yokonuma-Hecke algebras
In this appendix, inspired by [PA], we prove tha the primitive idempotents of cyclotomic
Yokonuma-Hecke algebras can be constructed by consecutive evaluations of a certain
rational function.
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Jucys [Juc] has claimed that the primitive idempotents of symmetric groups Sn in-
dexed by standard Young tableaux can be obtained by taking a certain limiting process
on a rational function, which is now commonly referred to as the fusion procedure. The
procedure has been further developed in the situation of Hecke algebras [Ch], see also
[Na1-3]. Molev [Mo] has proposed an alternative approach of the fusion procedure for
the symmetric group, which relies on the existence of a maximal commutative subalgebra
generated by the Jucys-Murphy elements. Here the idempotents are obtained by con-
secutive evaluations of a certain rational function. The simplified version of the fusion
procedure has been generalized to the Hecke algebras of type A [IMO], to the Brauer
algebras [IM, IMOg1], to the Birman-Murakami-Wenzl algebras [IMOg2], to the com-
plex reflection groups of type G(d, 1, n) [OgPA1], to the Ariki-Koike algebras [OgPA2],
to the wreath products of finite groups by the symmetric group [PA], to the degenerate
cyclotomic Hecke algebras [ZL] and to the Yokonuma-Hecke algebras [C].
In this section, we continue to consider a split semisimple cyclotomic Yokonuma-Hecke
algebra Y d,Kr,n over K; that is, we always assume that vi ∈ K
∗ (1 ≤ i ≤ d) and q ∈ K∗
satisfy the condition (7.8).
8.1. Inductive formulae of Et. We first introduce two rational functions, and then
present the inductive formulae of the primitive idempotents Et defined in (7.9).
For λ, µ two partitions and a node θ = (x, y) ∈ [λ], we define the hook length hλ(θ)
and the generalized hook length hµλ(θ) of θ with respect to (λ, µ), respectively:
hλ(θ) := λx + λ
′
y − x− y + 1, (8.1)
and
hµλ(θ) := λx + µ
′
y − x− y + 1. (8.2)
Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) be an (r, d)-partition and θ = (θ, k, l) =
((x, y), k, l) an (r, d)-node of [λ]. We define the hook length hλ(θ) of θ in λ to be the
hook length of the node θ in the partition of λ with position (k, l), that is,
hλ(θ) := hλ(k)
l
(θ) = λ
(k)
l,x + λ
(k)′
l,y − x− y + 1. (8.3)
Let µ be another partition. We define the generalized hook length hµλ(θ) of θ with respect
to (λ, µ) to be the generalized hook length of θ with respect to (λ
(k)
l , µ), that is,
hµλ(θ) := h
µ
λ
(k)
l
(θ) = λ
(k)
l,x + µ
′
y − x− y + 1. (8.4)
Let S = {ζ1, ζ2, . . . , ζr} be the set of all r-th roots of unity. For an (r, d)-partition
λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )), we define
FTλ :=
∏
θ∈λ
( ∏
ξ∈S
ξ 6=ζ
p(r)(θ)
(ζp(r)(θ) − ξ)
)
, (8.5)
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and
Fλ :=
∏
θ∈λ
(
[hλ(θ)]q
qcc(θ)
∏
1≤k≤d
k 6=p(d)(θ)
vp(d)(θ)q
h
λ
(p(r)(θ))
k
λ
(θ) − vkq
−h
λ
(p(r)(θ))
k
λ
(θ)
q−cc(θ)
)
, (8.6)
where [a]q = q
a−1 + qa−3 + · · · + q−a+1 for a ∈ Z≥0.
The following lemma can be easily proved.
Lemma 8.1. When r = 1 and d = m, Fλ is equal to F
−1
λ defined in [OgPA2,Sect.2.2(12)].
Remark 8.2. When r = 1 and d = l, the cyclotomic Yokonuma-Hecke algebra Ydr,n
is exactly the cyclotomic Hecke algebra H ln, whose Schur element has been explicitly
calculated in [ChJa, Theorem 3.2(2)] (see also [GIM] and [Ma]). By comparing (8.6) with
the formula in [ChJa, Theorem 3.2(2)], it is easy to see that Fλ in (8.6) is proportional
to the Schur element described in [ChJa, Theorem 3.2(2)].
Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ P
d
r,n. For an (r, d)-node θ = (θ, k, l) ∈
[λ], we denote by [λ \ θ] the set of (r, d)-nodes after removing θ from [λ
(k)
l ] and [λ ∪ θ]
the set of (r, d)-nodes after adding θ to [λ
(k)
l ]. We then call θ removable from λ if λ \ θ
is an (r, d)-partition and addable to λ if λ ∪ θ is an (r, d)-partition, respectively.
For each λ ∈ Pdr,n and t ∈ Std(λ), we denote by c(t|i) and p
(r)(t|i) the quantum content
and the r-position of the (r, d)-node with the integer i in it, respectively. For simplicity,
we set
ci := c(t|i) and pi := p
(r)(t|i) for i = 1, . . . , n. (8.7)
We then define
FTt (v) :=
∏
ξ∈S
ξ 6=ζpn
1
v − ξ
, (8.8)
and
Ft(u) :=
u− cn
(u− v1) · · · (u− vd)
n−1∏
i=1
(u− ci)
2
(u− ci)2 − (q − q−1)2uciδpi,pn
, (8.9)
where δpi,pn is the Kronecker delta.
we denote by θ the (r, d)-node of t containing the number n. Since t is standard, θ is
removable from λ. Let u be the standard (r, d)-tableau obtained from t by removing θ
and let µ be the shape of u.
Recall that for any fixed r-th root of unity ξ, we have∏
ξ 6=β∈S
(ξ − β) = rξ−1. (8.10)
Then FTt (v) is non-singular at v = ζpn , and moreover, from (8.5) we have
FTt (v)
∣∣∣
v=ζpn
=
ζpn
r
= (FTλ)
−1FTµ. (8.11)
The following proposition can be proved in exactly the same way as in [OgPA1, Propo-
sition 3.4 and OgPA2, Proposition 3].
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Proposition 8.3. The rational function Ft(u) is non-singular at u = cn, and moreover,
we have
Ft(u)
∣∣∣
u=cn
= F−1λ Fµ. (8.12)
Denote by E+(µ) the set of (r, d)-nodes addable to µ. By (7.9), We can rewrite Et
inductively as follows:
Et = Eu
∏
θ′∈E+(µ)
c(θ′)6=c(θ)
Xn − c(θ
′)
c(θ)− c(θ′)
∏
θ′∈E+(µ)
p(r)(θ′)6=p(r)(θ)
tn − ζp(r)(θ′)
ζp(r)(θ) − ζp(r)(θ′)
(8.13)
with Et0 = 1 for the unique standard (r, d)-tableau t0 of size 0.
Assume that {t1, . . . , tk} is the set of pairwise different standard (r, d)-tableaux obtained
from u by adding an (r, d)-node containing the number n. Notice that t ∈ {t1, . . . , tk}.
Moreover, by branching properties, we have
Eu =
k∑
i=1
Eti . (8.14)
We consider the following rational function in u and v:
u− cn
u−Xn
v − ζpn
v − tn
Eu. (8.15)
The formulae (7.12) imply that (8.15) is non-singular at u = cn and v = ζpn . Moreover,
if we replace Eu with the right-hand side of (8.14), we can easily get
u− cn
u−Xn
v − ζpn
v − tn
Eu
∣∣∣
v=ζpn
∣∣∣
u=cn
= Et. (8.16)
8.2. Fusion formulae for Et. We first define a rational function in variables a, b with
values in Ydr,n as follows:
gi(a, b) := gi + (q − q
−1)
bei
a− b
for i = 1, . . . , n− 1. (8.17)
The following lemma is proved in [C, Lemma 2.1].
Lemma 8.4. The rational functions gi(a, b) satisfy the following relations:
gi(a, b)gi+1(a, c)gi(b, c) = gi+1(b, c)gi(a, c)gi+1(a, b) for i = 1, . . . , n− 1, (8.18)
gi(a, b)gi(b, a) = 1− (q − q
−1)2
abei
(a− b)2
for i = 1, . . . , n− 1. (8.19)
Recall that S = {ζ1, . . . , ζr} is the set of all r-th roots of unity. We set
Γ(v1, . . . , vn) :=
n∏
i=1
(Πξ∈S(vi − ξ)
vi − ti
)
. (8.20)
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Let φ1(u) :=
(u−v1)···(u−vd)
u−X1
. For k = 2, . . . , n, we set
φk(u1, . . . , uk−1, u) := gk−1(u, uk−1)φk−1(u1, . . . , uk−2, u)g
−1
k−1
= gk−1(u, uk−1)gk−2(u, uk−2) · · · g1(u, u1)φ1(u) · g
−1
1 · · · g
−1
k−1. (8.21)
We now define the following element:
Eu,pn :=
v − ζpn
v − tn
Eu
∣∣∣
v=ζpn
. (8.22)
By definition, Eu,pn is an idempotent which is equal to the sum of the idempotents Es,
where s runs through the set of standard (r, d)-tableaux obtained from u by adding an
(r, d)-node θ containing the integer n and satisfying p(r)(θ) = pn.
Lemma 8.5. Assume that n ≥ 1. We have
Ft(u)φn(c1, . . . , cn−1, u)Eu,pn =
u− cn
u−Xn
Eu,pn . (8.23)
Proof. We shall prove the lemma by induction on n.
When n = 1, we can write the left-hand side of (8.23) as follows:
u− c1
(u− v1) · · · (u− vd)
φ1(u)Eu,pn =
u− c1
u−X1
Eu,pn .
Assume that n > 1. Note that the left-hand side of (8.23) is equal to
Ft(u)
(
gn−1 + (q − q
−1)
cn−1en−1
u− cn−1
)
· · ·
(
g1 + (q − q
−1)
c1e1
u− c1
)
φ1(u) · g
−1
1 · · · g
−1
n−1Eu,pn .
For k = 1, . . . , n− 1, by (2.6), we have
ek
(
gk−1 + (q − q
−1)
ck−1ek−1
u− ck−1
)
· · ·
(
g1 + (q − q
−1)
c1e1
u− c1
)
=
(
gk−1 + (q − q
−1)
ck−1ek−1
u− ck−1
)
· · ·
(
g1 + (q − q
−1)
c1e1
u− c1
)
· e1,k+1,
and e1,k+1 · g
−1
1 · · · g
−1
n−1 = g
−1
1 · · · g
−1
n−1 · ek,n.
Note that ek,nEu,pn = 0 if pk 6= pn. Thus, we can write the left-hand side of (8.23) as
follows:
Ft(u)
(
gn−1 + (q − q
−1)
δpn−1,pncn−1en−1
u− cn−1
)
· · ·
×
(
g1 + (q − q
−1)
δp1,pnc1e1
u− c1
)
φ1(u) · g
−1
1 · · · g
−1
n−1Eu,pn . (8.24)
Suppose first that pi 6= pn for i = 1, . . . , n− 1. In this situation, due to (8.24), we have
the left-hand side of (8.23) is equal to
Ft(u)gn−1 · · ·g1φ1(u) · g
−1
1 · · · g
−1
n−1Eu,pn
= (u− cn)gn−1 · · · g1(u−X1)
−1g−11 · · · g
−1
n−1Eu,pn . (8.25)
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Note that
g1(u−X1)g
−1
1 (u−X2)
−1g−12 · · · g
−1
n−1Eu,pn
=
(
u− g1X1(g1 − (q − q
−1)e1)
)
(u−X2)
−1g−12 · · · g
−1
n−1Eu,pn
=(u−X2)(u−X2)
−1g−12 · · · g
−1
n−1Eu,pn + (q − q
−1)g1X1(u−X2)
−1e1g
−1
2 · · · g
−1
n−1Eu,pn
=g−12 · · · g
−1
n−1Eu,pn + (q − q
−1)g1X1(u−X2)
−1g−12 · · · g
−1
n−1e1,nEu,pn
=g−12 · · · g
−1
n−1Eu,pn .
Therefore, we have
g1(u−X1)
−1g−11 · · · g
−1
n−1Eu,pn = (u−X2)
−1g−12 · · · g
−1
n−1Eu,pn .
By repeating the process above on the right-hand side of (8.25), we finally get that the
left-hand side of (8.23) is equal to
(u− cn)(u−Xn)
−1Eu,pn ,
which is exactly the right-hand side of (8.23).
Next suppsoe that there exists some l ∈ {1, . . . , n − 1} such that pl = pn. We shall fix
the unique l such that pl = pn and pi 6= pn for i = l + 1, . . . , n− 1.
Assume that v is the standard (r, d)-tableau obtained from u by removing the (r, d)-
nodes containing the integers l+1, . . . , n−1 and w is the standard (r, d)-tableau obtained
from v by removing the (r, d)-node containing the integer l. We then define
Ew,pl :=
v − ζpl
v − tl
Ew
∣∣∣
v=ζpl
.
Since Ew can be expressed in terms of X1, . . . ,Xl−1 and t1, . . . , tl−1, we see that Ew
commutes with g−1l g
−1
l+1 · · · g
−1
n−1. Note that EwEu = Eu = E
2
u , E
2
u,pn
= Eu,pn , pl = pn and
tlg
−1
l · · · g
−1
n−1= g
−1
l · · · g
−1
n−1tn. Thus, we get
Ew,plg
−1
l g
−1
l+1 · · · g
−1
n−1Eu,pn = g
−1
l · · · g
−1
n−1
v − ζpl
v − tn
EwEu,pn
∣∣∣
v=ζpl
= g−1l · · · g
−1
n−1Eu,pn . (8.26)
By (8.26), we can rewrite (8.24) as follows:
Ft(u)gn−1 · · · gl+1
(
gl + (q − q
−1)
clel
u− cl
)
φl(c1, . . . , cl−1, u)Ew,plg
−1
l · · · g
−1
n−1Eu,pn .
By the induction hypothesis, we have
φl(c1, . . . , cl−1, u)Ew,pl = Fv(u)
−1 u− cl
u−Xl
Ew.pl ,
Now we can use (8.26) again to get that the left-hand side of (8.23) can be written as
Ft(u)Fv(u)
−1gn−1 · · · gl+1
(
gl + (q − q
−1)
clel
u− cl
) u− cl
u−Xl
g−1l · · · g
−1
n−1Eu,pn . (8.27)
Since Xn commutes with Eu,pn , we can move (u −Xn)
−1 from the right-hand side of
(8.23) to the left-hand side. By (2.3) and the fact that ekgk+1 · · · gn−1 = gk+1 · · · gn−1ek,n
and ek,nEu,pn = 0 for k = l+1, . . . , n− 1, it is easy to see that we can move gn−1 · · · gl+1
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to the right-hand side. By (8.19), gl(u, cl) is invertible. Finally we get that (8.23) is
equivalent to the following equality:
Ft(u)Fv(u)
−1(u− cl)g
−1
l · · · g
−1
n−1(u−Xn)Eu,pn = (u− cn)(u−Xl)
×
(
gl + (q − q
−1)
uel
cl − u
)(
1− (q − q−1)2
uclel
(u− cl)2
)−1
gl+1 · · · gn−1Eu,pn . (8.28)
Since pl = pn and pi 6= pn for i = l+1, . . . , n− 1, we have, by the definition (8.9), that
Ft(u)Fv(u)
−1 =
u− cn
u− cl
(u− cl)
2
(u− cl)2 − (q − q−1)2ucl
.
Notice that elgl+1 · · · gn−1 = gl+1 · · · gn−1el,n. Since pl = pn, we have el,nEu,pn = Eu,pn .
Therefore, to verify (8.28), it suffices to prove that
g−1l · · · g
−1
n−1(u−Xn)Eu,pn = (u−Xl)
(
gl + (q − q
−1)
uel
cl − u
)
gl+1 · · · gn−1Eu,pn . (8.29)
By (2.7), we get that g−1l g
−1
l+1 · · · g
−1
n−1Xn = Xlglgl+1 · · · gn−1, and we can write the
left-hand side of (8.29) as
ug−1l · · · g
−1
n−1Eu,pn −Xlgl · · · gn−1Eu,pn . (8.30)
By the fact that el,nEu,pn = Eu,pn and ek,nEu,pn = 0 for k = l+1, . . . , n− 1, we can write
(8.30) as follows:
ug−1l gl+1 · · · gn−1Eu,pn −Xlgl · · · gn−1Eu,pn
=u
(
gl − (q − q
−1)el
)
gl+1 · · · gn−1Eu,pn −Xlgl · · · gn−1Eu,pn
=(u−Xl)gl · · · gn−1Eu,pn − (q − q
−1)ugl+1 · · · gn−1Eu,pn . (8.31)
By definition, we have XlEu,pn = clEu,pn . Moreover, Xl commutes with gl+1 · · · gn−1
by (2.8). Therefore, we can write the right-hand side of (8.29) as
(u−Xl)gl · · · gn−1Eu,pn + (q − q
−1)(u−Xl)
uel
cl − u
gl+1 · · · gn−1Eu,pn
=(u−Xl)gl · · · gn−1Eu,pn + (q − q
−1)(u−Xl)
u
cl − u
gl+1 · · · gn−1Eu,pn
=(u−Xl)gl · · · gn−1Eu,pn + (q − q
−1) ·
u
cl − u
gl+1 · · · gn−1(u−Xl)Eu,pn
=(u−Xl)gl · · · gn−1Eu,pn + (q − q
−1) ·
u
cl − u
gl+1 · · · gn−1(u− cl)Eu,pn
=(u−Xl)gl · · · gn−1Eu,pn − (q − q
−1)ugl+1 · · · gn−1Eu,pn . (8.32)
Comparing (8.32) with (8.31), we get that (8.29) holds. 
Recall the function φk(u1, . . . , uk−1, u) defined in (8.21). For each k = 1, . . . , n, we
define
φ˜k(u1, . . . , uk−1, u, v) := φk(u1, . . . , uk−1, u) ·
(Πξ∈S(v − ξ)
v − tk
)
, (8.33)
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and the following rational function:
Φ(u1, . . . , un, v1, . . . , vn) :=φn(u1, . . . , un)φn−1(u1, . . . , un−1)
· · ·φ1(u1)Γ(v1, . . . , vn). (8.34)
Lemma 8.6. Assume that n ≥ 1. We have
FTt (v)Ft(u)φ˜n(c1, . . . , cn−1, u, v)Eu
∣∣∣
v=ζpn
=
u− cn
u−Xn
v − ζpn
v − tn
Eu
∣∣∣
v=ζpn
. (8.35)
Proof. By (8.8), we have
FTt (v) ·
(Πξ∈S(v − ξ)
v − tn
)
=
v − ζpn
v − tn
. (8.36)
By (8.22), (8.33) and (8.36), we see that (8.35) is a direct consequence of (8.23). 
Now we can state the main result of this paper.
Theorem 8.7. The idempotent Et of Y
d
r,n corresponding to the standard (r, d)-tableau t
can be derived by the following consecutive evaluations:
Et =
1
FTλFλ
Φ(u1, . . . , un, v1, . . . , vn)
∣∣∣
v1=ζp1
· · ·
∣∣∣
vn=ζpn
∣∣∣
u1=c1
· · ·
∣∣∣
un=cn
. (8.37)
Proof. Since gi commutes with tk if i < k − 1, we can rewrite Φ(u1, . . . , un, v1,. . . , vn) as
follows:
Φ(u1, . . . , un, v1, . . . , vn)
= φ˜n(u1, . . . , un, vn)φ˜n−1(u1, . . . , un−1, vn−1) · · · φ˜1(u1, v1). (8.38)
We shall prove this theorem by induction on n. For n = 0, the situation is trivial.
For n > 0, by (8.38) and the induction hypothesis we can rewrite the right-hand side
of (8.37) as follows:
(FTλFλ)
−1FTµFµφ˜n(c1, . . . , cn−1, un, vn)Eu
∣∣∣
vn=ζpn
∣∣∣
un=cn
. (8.39)
By (8.35) we can rewrite the expression (8.39) as follows:
(FTλFλ)
−1FTµFµ(F
T
t (vn)Ft(un))
−1 un − cn
un −Xn
vn − ζpn
vn − tn
Eu
∣∣∣
vn=ζpn
∣∣∣
un=cn
. (8.40)
By (8.11) and (8.12), together with (8.16) and (8.40), we see that the right-hand side
of (8.37) is equal to Et. 
Finally, let us consider an example.
Example 8.8. Assume that r = d = 2, n = 4 and λ = (((2), (0)), ((1), (1))) is a (2, 2)-
partition of 4. We shall consider the following standard (2, 2)-tableau of shape λ:
t =
((
1 3 , ∅
)
,
(
2 , 4
))
.
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Theorem 8.7 implies that the idempotent Et can be expressed as
Et =
ζ21ζ
2
2
16(q + q−1)(v1 − v2)(v2q − v1q−1)(v1q − v2q−1)2
× g3(v2, v1q
2)g2(v2, v1)g1(v2, v1)φ1(v2)g
−1
1 g
−1
2 g
−1
3
× g2(v1q
2, v1)g1(v1q
2, v1)φ1(v1q
2)g−11 g
−1
2 × g1(v1, v1)φ1(v1)g
−1
1
× φ1(v1)(ζ1 + t1)(ζ2 + t2)(ζ1 + t3)(ζ2 + t4).
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