Structural finite-element analysis (FEA) has been widely used to study the biomechanics of human tissues and organs, as well as tissue-medical device interactions, and treatment strategies. However, patient-specific FEA models usually require complex procedures to set up and long computing times to obtain final simulation results, preventing prompt feedback to clinicians in time-sensitive clinical applications. In this study, by using machine learning techniques, we developed a deep learning (DL) model to directly estimate the stress distributions of the aorta. The DL model was designed and trained to take the input of FEA and directly output the aortic wall stress distributions, bypassing the FEA calculation process. The trained DL model is capable of predicting the stress distributions with average errors of 0.492% and 0.891% in the Von Mises stress distribution and peak Von Mises stress, respectively. This study marks, to our knowledge, the first study that demonstrates the feasibility and great potential of using the DL technique as a fast and accurate surrogate of FEA for stress analysis.
Introduction
Stress analysis is the hallmark of mechanics. Numerical analysis methods, including structural finite-element analysis (FEA) and computational fluid dynamics (CFD), are used to perform stress analysis of complex structures and systems in which it may be difficult to obtain an analytical solution. These analyses can be used to evaluate design, maintenance and safety of complex structures in a wide array of applications across many industries including aerospace, automotive, architecture, and, more recently, are rapidly penetrating the biomedical engineering space. Advances in imaging techniques have made it possible to study the mechanics of human tissues and organs, as well as tissue-medical device interactions, and treatment strategies at a patient-specific level [1] [2] [3] [4] [5] [6] [7] [8] [9] .
The current workflow for such patient-specific FEA applications is shown in figure 1 : (i) patient anatomic geometries are obtained mostly through manual annotation of in vivo clinical image data (e.g. image region segmentation and object boundary delineation); (ii) an FE model is set up by specifying material properties and the boundary and loading conditions in the FE model, and (iii) the FE model is submitted as an FEA job, to a finite-element numerical solver to obtain simulation results, which, depending on the complexity of the model and application, may take anywhere from minutes [10] to days [11] . The complexity and time-consuming nature of the current workflow makes it impractical to apply patient-specific computational analyses in time-sensitive clinical applications, which require fast diagnosis and treatment planning.
To resolve these limitations, we hypothesize that a fully automatic patientspecific modelling workflow could be built upon machine learning (ML) techniques: a paradigm-changing ML solution that may render the stress analysis in a few seconds for time-sensitive clinical applications (figure 1). The ML workflow consists of (i) ML-based geometry reconstruction and modelling to directly output patient anatomical geometries from input patient raw clinical image data, and (ii) ML-based mechanical analysis to directly output FEA stress analysis results from the input anatomical model. By using ML techniques and deformable model fitting methods, the feasibility of automatic geometry reconstruction and modelling from images has been established for many applications [12] [13] [14] [15] [16] [17] [18] [19] [20] , including aortic valve modelling [12, 21] . However, currently the only way to perform stress analysis is through FEA. We propose to use deep learning (DL) techniques [22, 23] to build deep neural networks (DNNs) as an FEA surrogate for mechanical stress analysis. DNNs are capable of modelling complex, nonlinear relationships between input and output variables; thus, given adequate a priori analysis data for training including anatomical models and FEA results, we hypothesize that DNNs could offer a potential solution to real-time patient-specific computational simulations, by enabling fast and accurate stress analysis.
In this study, we present, to our best knowledge, the first 'ML-FE surrogate' approach to perform fast and accurate stress analysis for biomedical applications. The approach is demonstrated in the application of stress analysis of the human thoracic aorta. Given an input shape, i.e. thoracic aorta geometry, the trained DL model can output the aortic wall stress distributions within 1 s, consistent with and magnitudes faster than FEA which takes about half an hour on the same computer.
Material and methods

Patient geometry and finite-element simulation dataset
In a previous study [10] , we constructed a dataset of 729 thoracic aorta shapes and corresponding wall stress distributions, which was used to train and test the DL model. The thoracic aorta shapes were generated from a statistical shape model (SSM) built upon real patient geometries, which can be considered as 729 virtual patient geometries. FEA was performed to obtain the stress distributions of each shape. Each shape is represented by a quadrilateral mesh with 5000 nodes and 4950 elements, as shown in figure 2 . The mechanical behaviour of the aorta tissue was described by a fibre-reinforced hyperelastic material model [24] , for which a set of material parameters was prescribed based on our previous experiment [25] . The FE simulations were performed using Abaqus/Standard 6.14 (Simulia, RI), and the stress distributions under the systolic pressure of 16 KPa were output and recorded for each shape model. The details of patient image data collection, virtual patient geometries and FEA are provided in [10] and the appendix.
Deep learning model
The overall data flow of the DL model is shown in figure 3 . Given an input shape, it will output the wall stress distributions in the following three steps: (i) encode the input shape as a set of scalar values, i.e. shape code; (ii) conduct a nonlinear mapping of the shape code to the stress code represented by a set of scalar values; and (iii) decode the stress code into wall stress distributions. The details of each step of the DL model are described in the following sections.
Aorta shape encoding
Shape encoding refers to a method of representing a shape by a small number of scalar values. There are several methods available for shape encoding, including principal component analysis (PCA), independent component analysis and sparse coding [13] . Among these methods, PCA is widely used in statistical shape analysis [26] and was chosen as the shape encoding method in this study. By using PCA, a shape X can be represented by
where X is the mean shape, and fW m g and fl m g are the eigenvectors (i.e. modes of shape variations) and eigenvalues of the covariance matrix, respectively. By using equation (2.1) and the fact that eigenvectors are orthogonal to each other, the shape code fa m g of the aorta X can be obtained by 
Nonlinear mapping from shape code to stress code
A multilayer neural network was designed to map the shape code fa m g to the stress code fb n g, which is essentially a nonlinear regression with high-dimensional input and output, i.e. establishing functions b n ¼ f ða 1 , . . . ,a M Þ for every n ¼ 1, . . . ,N. The structure of the neural network is shown in figure 5 . It has two hidden layers, each of which has 128 units. As this is a nonlinear regression, softplus units [27] were used. We note that there are other types of nonlinear units [28] very similar to softplus, such as ReLU or Leaky ReLU, which may also be used for this task.
Aortic wall stress encoding and decoding
The stress distribution on the aortic wall can be represented (i. [29] was used for stress encoding and decoding.
In the decoding process, the stress code fb n g of the whole aorta is converted into the stress code of each region of the aorta, given by which is the stress code for the k th region. From LRA performed on R, fU n g are the left-singular vectors, fm n g are the corresponding singular values and fb n g are the LRA parameters. The 64 most significant singular components were retained in the LRA, which led to an approximation error less than 1%. In each region, the stress distribution S ðkÞ can be obtained by The 256 most significant singular components were retained in the LRA, which led to an approximation error less than 1%. The column vector S ðkÞ contains 600 stress values: three stress components at each node, and there are 200 nodes per region. The three stress components are S 11 along the circumferential direction, S 22 along the longitudinal direction and the shear stress S 12 . As the other stress components are nearly zero, we can compute the Von Mises stress from S 11 , S 22 and S 12 .
In the encoding process, the stress codes can be obtained by for any k 1 and k 2 , and thus the 25 subnetworks in figure 6 share the same weights. Therefore, the stress decoding module can be implicitly implemented as a neural network with transposed-convolution layers [28] , and the stress encoding module can be implicitly implemented as a can be absorbed into r ðkÞ i . Weight sharing is a general strategy to reduce the complexity of a neural network using convolution and transposed-convolution operations [28] .
Training of the deep learning model
The parameters of the DL model were learned from the training data. As the three modules of the DL model were designed for specific tasks, these modules were trained separately through a combination of unsupervised and supervised learning methods. The parameters of the shape encoding module and the stress encoding module were obtained using the PCA and LRA algorithms, which are unsupervised learning methods. After the two modules were trained, the parameters of the nonlinear mapping module were obtained through supervised learning by using a mean-square loss function and the Adamax optimization algorithm [30] , to predict the stress code from the shape code, for which the stress code is obtained through stress-encoding. The Adamax algorithm performs stochastic optimization to find the optimal parameters of the nonlinear mapping module.
We note that the shape encoding module can also be described conceptually as a bidirectional neural network. Shape decoding is unnecessary because shape reconstruction from the shape code is not used in this study. The nonlinear mapping module is not bidirectional; and if the reader is interested in mapping the stress code back to the shape code, a completely different neural network needs to be designed and trained for this task. The stress decoding/encoding module is conceptually bidirectional, which implies that once the stress encoder is determined through LRA-based unsupervised learning, the stress decoder is also determined. In the implementation (i.e. computer code), two separated neural networks were used for stress encoding and decoding.
Evaluation of the deep learning model
The performance of the DL model was evaluated using a Monte Carlo cross-validation approach to test whether the trained model can recover the stress distributions. In each round of the cross-validation, 90% of the shapes and corresponding stress distributions were randomly selected as the training data to determine the parameters of the DL model; and the remaining 10% of the data were used as the testing data to obtain performance measures. The process was repeated 100 times to obtain the mean and standard deviation of each performance measure.
Two performance metrics were used to evaluate the accuracy of the estimated stress distributions from the DL model: mean absolute error (MAE) and normalized mean absolute error (NMAE). For each shape, the MAE is defined by MAE ¼ 1 5000
where SðiÞ is a stress value at node i computed from FEA,SðiÞ is the corresponding stress estimated by the DL model and j j denotes the absolute value. For each shape, the NMAE is defined by
where max {jSj} is the peak stress from FEA. By substituting S 11 or S 22 or S 12 for S in equations (2.7) and (2.8), we can obtain accuracy metrics for the distributions of different stress components. Two additional performance metrics were used to evaluate the accuracy of the estimated peak stress values from the DL model: absolute error (AE) and normalized absolute error (NAE). For each shape, the AE is defined by
where max {jSj} is the peak stress from FEA, and max{jSj} is the corresponding peak stress estimated by the DL model. For each shape, the NAE is defined by
When calculating max {jSj} and max{jSj}, stress values at five layers of elements adjacent to the mesh boundaries were excluded in order to avoid boundary effects. By substituting S 11 or S 22 or S 12 for S in equations (2.9) and (2.10), we can obtain accuracy metrics for the peak value of different stress components.
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Results
The proposed DL model was trained and tested on a dataset of 729 aorta geometries and stress distributions. As unsupervised learning methods were used to determine the parameters of the shape encoding module and the stress decoding module, training of the entire DL model was very fast (approx. 5 min for each round in the cross-validation).
The stress values computed by FEA were considered the ground truth, which were compared to the stress values predicted by the DL model. The performance of the DL model was evaluated in 10-fold cross-validation. The details of the methods, data and performance metrics are described in §2. The accuracy measures of the estimated stress distributions are reported in table 1, and the accuracy measures of the estimated peak stress values are reported in table 2. The components of a stress tensor are S 11 along the circumferential direction, S 22 along the longitudinal direction and the shear stress S 12 . The Von Mises stress can be calculated from these stress components. The accuracy of the DL model-predicted Von Mises stress distributions were evaluated by comparing to the FEA-predicted distributions: an average MAE of 1.366 KPa and an average NMAE of 0.492% were obtained. The estimated shear stress distribution, S 12 , had the smallest average MAE of 0.658 KPa and the largest average NMAE of 1.739% because the magnitude of S 12 is very small compared to that of S 11 or S 22 .
The results are visualized for two representative aortic shapes shown in figure 7 and figure 8 , and the accuracy measures are reported in table 3 and table 4 , respectively. For the shape shown in figure 7 , the NMAE of the estimated Von Mises stress distribution is 0.078%, much smaller than the mean error, and there is almost no discrepancy between the stress computed by FE and the stress estimated by the DL model. For the shape shown in figure 8 , the NMAE of the estimated Von Mises stress distribution is 1.131%, which represents one of the worst predictions. Although there are some subtle differences, the overall stress distributions are very similar.
The DL model was implemented using Matlab and Tensorflow [31] . Given an input shape, the DL model can output the stress distributions within 1 s (excluding initialization and file IO time) on a PC with a 3.6 GHz quad core CPU and 32 GB RAM. As a comparison, it took approximately 30 min for FEA to obtain the stress distributions for the same input, and it could be much longer when numerical convergence issues are encountered in some cases and thus human experts are needed to manually adjust FE solver parameters in order to solve the problem in a trial and error fashion. Once the FEA input -output relationship was learned by the DL model, FEA was no longer needed, i.e. replaced by the DL model.
Discussion
In this study, we proposed to use an ML -FE surrogate to directly estimate the aortic wall stress distributions given the geometry and material properties of the aorta. To this end, we developed a DL model with a novel structure that consists of three modules: shape encoding, nonlinear mapping and stress decoding, which were trained using a combination of supervised and unsupervised learning methods. The developed DL model was evaluated through cross-validation, where an average discrepancy of 0.492% (NMAE) was achieved between FE-computed and DL-estimated Von Mises stress distributions. Thus, the stress distributions estimated by the ML-FE surrogate are highly consistent with those from FEA. To our best knowledge, this is the first study in which DL techniques were used to quickly and accurately predict FEA results. This work was motivated by the lengthy and complex nature of nonlinear FEA on the human aorta. In our recent work [10] , it took approximately 30 min to estimate an unpressurized geometry and then to inflate the unpressurized geometry to the target pressure level to obtain the stress distributions for a given human aorta geometry, whereas the stress distributions could be obtained within one second (on the same PC) with the DL model of this study. The success of this study holds promise for the use of ML techniques to expedite the patient-specific mechanical analysis of human soft tissues and organs by bypassing the timeconsuming model construction and simulation processes.
ML techniques, especially DNNs, have been applied in a few studies [32] [33] [34] to speed up CFD computation, and in a few biomechanics applications with the intent to learn from computational simulations and predict certain clinical parameters. For example, Itu and co-workers [35] proposed a method to measure fractional flow reserve (FFR) from coronary computed tomography, where an ML model was trained on a synthetic FFR dataset obtained from the CFD method. Our group proposed a ML approach [10] to assess the pressure rupture risk of thoracic aortic aneurysm, where ML models were trained on the virtual patient aneurysm dataset obtained from FEA. In both applications, the input to the ML models is geometry information (some features or the entire shape) and the output is a scalar value (FFR or rupture risk). For a complete FE analysis, the output from the ML models must include the entire stress distributions, which demands more complex ML models to describe the relationship between high-dimensional input (5000 nodes) and highdimensional output (S 11 , S 12 and S 22 on the 5000 nodes). To resolve this challenge, we developed a DL model with three modules, decomposing the whole task into three, easier to handle, sub-tasks. The shape encoding and stress encoding/decoding modules effectively transform the geometry input and the stress output into two compact sets of scalar values which can be handled by a fully connected neural network for nonlinear mapping. To avoid potential overfitting issues and speed up the training process, we used unsupervised learning methods for training the shape encoding module and the stress decoding module.
As the goal of this study was to evaluate the feasibility of using DL techniques to estimate stress distributions, the following simplifications in the FE models were made to facilitate the study: (i) a mean uniform wall thickness was assigned to each of the models; (ii) the branching vessels at the arch were removed; (iii) only one set of constitutive parameters, representing the mean response, was used; and (iv) residual stress in the wall was not considered. These limitations can be improved in future work. For example, it is possible to obtain the thickness distribution of the aortic wall in vivo using advanced magnetic resonance imaging [36] . It is feasible to include the branching vessels in the mesh model by stitching the meshes of branching vessels and the main aorta body together, which requires a substantial amount of programming work on mesh processing [37] . Once the automatic meshing of the whole aorta is realized, shape encoding can be directly applied owing to the power of PCA for shape analysis [26] . To incorporate material properties in the DL model, there are two options: (i) directly use the constitutive model parameters as input to the DL model; or (ii) use the geometries at two cardiac phases as input to the DL model. Based on the study in [38, 39] , the parameters of a constitutive model can be identified from the aorta shapes at two cardiac phases at known blood pressure levels, which implies that certain material property information is embedded in the two deformed geometries. It should be noted that, for the aortic wall, the stress distributions are almost independent of material properties due to quasistatic determinacy [40 -42] . As the average stress through the wall thickness was used in this study, the residual stress should have a minimal effect on the stress distributions on the aorta wall. To incorporate the residual stress for other applications, several methods in the literature [43, 44] which can model residual stress in human organs could be used to generate training data for the DL model. In this application, only the stress distributions at the systolic phase were considered. By performing FE simulations over the whole blood pressure range (e.g. from 10 KPa at diastole to 16 KPa at systole) to generate training data, the stress distributions over the entire cardiac cycle can be 'computed' by a trained DL model. As a feasibility study, the training and testing data were generated from an SSM using a limited amount of patient data (see appendix); and, therefore, this approach is not ready for clinical applications yet until a large amount of data is collected for training. We note that the SSM has captured some major variations of the aorta, such as the overall changes in size, the diameter variations along the centre line, and the variations in centre-line curvature and surface curvature, as shown in our previous paper [10] , and therefore the data are sufficient for this feasibility study. As more data become available, the SSM, after being updated on new data, can still be used to generate FE model shapes in a large range of variations, and the generated shapes may not even be seen in the dataset for building the SSM, which effectively increases the number of training shapes.
Generally, it is possible that an input aorta geometry may be significantly different from those of the training data, which may cause trouble to the DL model. As suggested by a recent work on the relationship between DL and training data [45] , this problem can be solved by using more training data and fine-tuning the DL model in our future work. In the case of having extremely unique shapes, a rejection option [46, 47] can be incorporated into the DL model, and the enhanced model can refuse to make an analysis if an input shape is very different from those of the training data. The implementation of the rejection option will be a part of our future work. Based on the universal approximation theorem (UAT) and its variants [28, [48] [49] [50] [51] in ML, DNNs have the capability to model complex relationship between the input and the output to FEA for stress analysis, thus serving as a surrogate of FEA. The DL model in this study can be straightforwardly extended for stress analysis of other organs. PCA is a proven method for shape analysis [26] , and has been used for modelling the whole heart [52] , and its enhanced version [53] has been used for modelling left ventricle dynamics in the whole cardiac cycle. Thus, the shape encoding module is capable of handling more complex geometries. The number of layers and units in the nonlinear mapping module can be configured to handle different lengths of shape code or stress code. In this study, because the aortic wall is modelled using shell elements, the out-of-plane stress components are zero, and thus ignored. For other applications, if necessary, the full stress tensor can be recovered by including all of the stress components in the vector S ðkÞ in equation (2.4). The stress decoding module is capable of reconstructing complex stress distribution from stress code owing to transposed convolution (also known as deconvolution) that has been successfully used for image recognition applications [28, 54, 55] .
We demonstrated that the DL model can 'compute' stress distributions consistent with FEA. The DL model is magnitudes faster than FEA because it directly models the nonlinear and deterministic relationship between the input and the output, avoiding the extensive computations (e.g. numerous Newton -Raphson iterations and time increments) in FEA. The DL model can also be trained for strain estimation given appropriate training data by replacing the output stress with strain. By using GPU computing [31] , the DL model can be straightforwardly generalized for other large and complex geometries, while maintaining a similar speed. The fast computational speed of the DL model will enable real-time mechanical analysis, making the potential applications limitless.
This approach will have a substantial impact on medical applications. As the organ geometries (such as the aorta) are similar and the range of material properties (i.e. constitutive parameters) is confined among the patients, statistical modelling and coding of patient characteristics can be performed to build DL models. If enough FEA simulation results are obtained, DL models can be trained and used to predict certain clinical events, such as aortic aneurysm rupture [10] and transcatheter aortic valve replacement (TAVR). Although it seems costly to generate training data from a large number of FE simulations, this approach will enable real-time stress analysis for many clinical applications that are time-sensitive, and thus the benefit is worth the initial investment on FE simulations. For example, our group has used patient-specific structural FEA to study tissue-stent interaction in TAVR [11] . TAVR FEA can predict adverse clinical events such as aortic root rupture due to excessive expansion forces of the stent, but may require days to a week of computing time to complete the analysis, which makes it impractical to use in clinical applications. The DL model presented in this study can be generalized for the TAVR application; and if trained on sufficient FEA data, it will output the analysis result for the clinicians within minutes if not seconds.
Conclusion
We developed the first DL approach for the estimation of stress distributions as a fast and accurate surrogate of FEA, which was demonstrated for the application of stress analysis of the human thoracic aorta. For an input aorta geometry, the trained DL model outputs aortic wall stress distributions in one second, consistent with and magnitudes faster than FEA. This novel approach will enable real-time stress analysis of human organs for numerous clinical applications.
Data accessibility. The files containing data and code of this paper can be downloaded from https://github.com/TML-Gatech/DL_Stress_ TAA/.
Cardiac CT images of 25 thoracic aortic aneurysm patients, who underwent elective repair between the years 2008 and 2010, were obtained from Yale-New Haven Hospital [56] . The images were de-identified, and clinical Institutional Review Board approval to review these de-identified images was obtained for this study. The resolution of the images is 0.7 Â 0.7 Â 2.5 mm, and the field of view covers the thoracic and abdominal aorta. For each patient, the three-dimensional surface of the aorta was semi-automatically reconstructed from the image data, and then it was trimmed at the ascending aorta just distal to the sinotubular junction on the proximal end and at the descending aorta on the distal end. The branch vessels at the arch were removed. The resulting surface was remeshed [10] with the same number of nodes and elements (i.e. 5000 nodes and 4950 elements), which established mesh correspondence between different patients. As shown in figure 2 , each aorta mesh can be cut along the longitudinal direction, and the resulting mesh is topologically equivalent to a flat rectangular mesh.
A.2. Patient geometry data
A SSM [10] was built from the patient data to generate a large number of virtual aorta geometries, which will augment the dataset and facilitate the DL application. Briefly, the patient aorta shapes were aligned to a common coordinate system by Generalized Procrustes Analysis [57] . Then PCA [26, 58] was invoked to build the SSM from these aligned shapes, which consists of a mean shape X, eigenvectors fW m g rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20170844 (i.e. modes of shape variations) and eigenvalues fl m g of the covariance matrix. Using the SSM, a shape X can be represented by using equation (2.1). In this study, the first three modes were selected (M ¼ 3), which explains 80.1% of the total variation. A total number of 729 shapes were obtained by uniformly sampling the parameters fa 1 , a 2 , a 3 g in the range of 22 to 2, i.e. within 2 standard deviations of the mean shape. Therefore, each of the 729 shapes can be considered to represent a virtual patient.
A.3. Stress data from finite-element simulation FEA was performed on each of the 729 shapes to obtain the stress distributions on the aortic wall, using Abaqus/ Standard 6.14 (Simulia, RI). The backward displacement method [10] was used to estimate the unpressurized geometry, and then each unpressurized geometry was inflated under the systolic pressure of 16 kPa. In the simulations, S4R shell elements were used, and the aortic wall was prescribed a uniform thickness of 2 mm [56] at the unpressurized state, which is the mean thickness based on our experimental data [59] . While assumed thickness is a limitation, it is currently not possible to measure wall thickness from CT images due to the partial volume effect [60] and poor image contrast on vessel tissue. A fibre-reinforced hyperelastic material model based on the work of Gasser et al. [24] was used to characterize the aortic wall mechanical response. The strain energy function can be expressed as
where C 10 is material parameter to describe the matrix material and k 1 is a positive material parameter that has the same unit of stress, while k 2 is a unitless parameter. The strain invariant I 1 characterizes the matrix material; and the strain invariant I 4i characterizes the fibre families. I 4i is equal to squares of the stretches in the fibre directions and k is a dispersion parameter describing the distribution of fibre orientation. A parameter u defines the angle between the mean local fibre direction and the circumferential axis of the local coordinate system. The constitutive parameters in this model were prescribed based on our previous experiment [25] : C 10 ¼ 27:91, k 1 ¼ 512:56, k 2 ¼ 2:561Â10 À8 , k ¼ 0:3190, u ¼ 90: In all simulations, pressures were applied uniformly to the inner surface of the aorta models, and the boundary nodes of the aorta models, i.e. the proximal and distal ends of the model, were only allowed to move in the radial direction based on the local coordinate system. Once the simulation for a shape was completed, the stress values at each node were output from Abaqus and the average stress components across the thickness were calculated.
