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ABSTRACT
Computing the average Von Mises stress of Finite Element Models to obtain a sin-
gle measurement that represents the relative strength of vertebrate structures has
been used recently in different works in palaeobiology. However, due to the nature of
the Finite Element Analysis (FEA) data, which depends on the size of the elements of
the mesh, this approach needs to be fully developed taking into account this influence
of the size elements in the results. In this work, we proposed a Mesh-Weighted Arith-
metic Mean as the adequate central tendency statistic for non-uniform meshes. On the
other hand, when other statistical tools are used, we propose a Quasi-Ideal Mesh that
takes into account the differences in size of the elements. Firstly, in order to analyse
our proposed approach, one Cingulata mandible has been used generating different
meshes. Afterwards, FEA has been applied in a case study in 20 different mandibles
belonging to 14 species of Cingulata. Our results suggest that the proposed methodol-
ogies are suitable to compare different patterns of stress distribution. In particular, the
methods proposed have been shown to be extremely useful when analysing the bio-
mechanics of vertebrate bone structures that can be modelled as planar models in an
interspecific comparative framework.
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MARCÉ-NOGUÉ ET AL.: STATISTICAL APPROACH OF FEAINTRODUCTION
Comparative biology has been comparing
anatomical features of organisms in biology for
centuries (Adams et al., 2004). In the last decade,
researchers have used virtual reconstruction of
vertebrate structures in order to perform biome-
chanical comparisons among taxa (Gunz et al.,
2009; Doyle et al., 2009; Degrange et al., 2010;
Fletcher et al., 2010; Attard et al., 2014; Figueirido
et al., 2014; Neenan et al., 2014). According to
O’Higgins and Milne (2013, p.1), “With further
mathematical, engineering and statistical develop-
ment the combination of computational methods as
FEA, MDA and Morphometric Geometrics Methods
(GMM) should open up new avenues of investiga-
tion of skeletal form and function in evolutionary
biology” (MDA: Multibody Dynamics Analysis). One
of these new cited avenues is the comparison
between the results obtained in different biome-
chanical computational models.
To date, the comparison of FEA results from
different taxa has been mainly qualitative or has
specifically examined stress data at particular
points. There is a certain lack of information about
good quantitative descriptors to compare different
computational models. Quantifying stress data at
specific points has been useful in ecomorphologi-
cal analyses (Fortuny et al., 2011; Serrano-Fochs
et al., 2015), but these analyses are hindered by
the lack of information about the whole model.
Dumont et al. (2005) and McHenry et al.
(2007) first used Von Mises Stress values as a
descriptive statistic to compare the results of differ-
ent FE analyses, and this method has been used
frequently since then (Parr et al., 2012; Aquilina et
al., 2013; Figueirido et al., 2014; Fish and Stayton,
2014; Neenan et al., 2014). Recently, Tseng
approached the same problem with a solution
based in the normalization of the values of each
element of the mesh to obtain statistical metrics to
compare different models (Tseng, 2008; Tseng and
Binder, 2010; Tseng et al., 2011a).
Different types of mesh can be defined
depending on the shape of their elements and their
uniformity in size. A uniform mesh consists of a
mesh in which the size of the elements is all the
same whereas a non-uniform mesh has elements
of different sizes (Topping et al., 2004). After apply-
ing the equations, each element will contribute a
single value of stress to the results independent if
the mesh is uniform or not. 
When obtaining descriptive statistics from FE
models, such as mean or median values, the prob-
lem of having non-uniform meshes is crucial and
could lead to skewed results. For example, if by
chance high stress values are obtained in larger
elements, these high stress values will be under-
represented because they are present in fewer ele-
ments despite the area with high values being
large.
Conversely, adaptive meshes are easier to
implement in complex geometries. Adaptive
meshes ensure the refinement of the mesh where
necessary, but maintain larger elements where it is
possible (Marcé-Nogué et al., 2015). When work-
ing with biological geometries, non-uniform, adap-
tive meshes are usually used (Wood et al., 2011;
Benazzi et al., 2014; Fortuny et al., 2015). This
means that meshes of biological structures will
have elements of different sizes. Therefore, when
analysing FEA results of these structures in a
quantitative framework, the data in each element
should have a different weight depending on the
size of the element before using the stress values
for descriptive statistics.
Another important point that should be anal-
ysed is the influence of artificial noise produced in
the results of FEA (such as Dumont et al., 2005, or
Walmsley et al., 2013). The artificial noise is a
numerical singularity due to the presence of artifi-
cially high stress values at points where displace-
ment boundary conditions are applied (Marcé-
Nogué et al., 2011). 
The main goal of this work is to develop a pro-
cedure for the comparison of quantitative results
obtained from different FE models. To analyse
these results we should take into account the dif-
ferences in type and size of the Finite Element
mesh and should avoid the influence of numerical
singularities. We will evaluate this in two ways:
first, by applying different types of meshes to the
lower mandible of a single armadillo, Chlamypho-
rus truncates, and examining the influence of reso-
lution and variation in element size on the statistics
with convergence test; and second, by applying the
optimum mesh to compare the biomechanical per-
formance in mandibles across Cingulata. The use
of this procedure is done in Cingulata because it
can be directly compared to the work of Serrano-
Fochs et al. (2015), who also completed FE analy-
ses on a similar Cingulata sample using isolated
points.
MATERIAL AND METHODS
Statistics for Uniform Meshes: Central Tendency 
Indicators Corrected by Size of Elements
For non-uniform meshes (where different ele-
ments have different sizes), new statistics that take2
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into account this uniformity are proposed. These
statistics are calculated for plane models, which
are based in two-dimensional meshes, accounting
for the area of the mesh elements. The same pro-
cedure must be followed in three-dimensional (3D)
meshes using the volume of the elements of the
mesh.
Mesh-weighted arithmetic mean of stress dis-
tribution. The arithmetic mean is calculated by
summing all the individual observations or items of
a sample and dividing this sum by the number of
items in the sample (Sokal and Rohlf, 1987). In
FEA results of stress, the Arithmetic Mean (AM)
would be the sum of the value of the Von Mises
stress (VM) of each element divided by the number
of elements of the mesh (Equation 1).
 Equation 1
Instead of using the arithmetic mean, and fol-
lowing the idea presented by Dumont et al. (2005),
we used a weighted mean: the Mesh-Weighted
Arithmetic Mean (MWAM). For the MWAM some
data points contribute more than others depending
on the size of the element. This corresponds to the
sum of the value of the Von Mises stress for each
element multiplied by its own area (A) and divided
by the total area (Equation 2). In Equation 2, we
demonstrate that this value is equivalent to the divi-
sion of the arithmetic mean of the product of stress
and area by the arithmetic mean of the area, which
is easier to calculate and does not require the cor-
rection of the weight element by element.
Equation 2
If all weights are equal, then the weighted mean is
the same as the arithmetic mean. Therefore, in a
uniform mesh, AM and MWAM will be the same.
Mesh-weighted median of stress distribution.
The median is the middle measurement of any set
of sorted data. That is to say, this statistic is the
value of the data that has an equal number of items
on either side of it, after arranging the data in order
of magnitude (e.g., ranks) and divides a frequency
distribution into two halves (Sokal and Rohlf,
1987). It is the middle order statistic when n is odd.
When n is even, it is the average of the orders sta-
tistics with ranks (n/2) and (n/2) + 1 should be used
(Rousseeuw and Croux, 1993). This statistic is
useful as an estimator of central tendency, and is
resistant to deviations from normality and the pres-
ence of outliers. In the case of FEA, the median
would be the value separating the higher half from
the lower half of the values of Von Mises stress
recorded in each element of the mesh after they
have been ordered.
Here the Mesh-Weighted Median (MWM) of
stress distribution has been defined as the division
of the median of the product of stress and area by
the median of the area (Equation 3), based in the
formulation presented in Equation 2.
 Equation 3
Evaluating the degree of homogeneity of the
mesh. Although these corrected statistics can be
used in a comparative analysis, they are limited to
the main descriptive values in a set of data. The
distribution of the data is also extremely useful
information and is not captured by central tendency
statistics. For example, two structures could have
the same median value, but one could have more
extreme values than the other. Biologically, that
means that one specimen has areas with much
higher stress than the other, which could be rele-
vant information regarding the biomechanics of this
structure. This difference would only be seen by
comparing distributions. However, in comparing
distributions, it is important to consider the size of
the elements of the mesh.
Therefore, we propose two indicators to eval-
uate whether a mesh is uniform enough to use the
raw stress data for statistical analysis: the Percent-
age Error of the Arithmetic Mean (PEofAM) and the
Percentage Error of the Median (PEofM). These
two indicators evaluate the difference between the
non-weighted value and the weighted value of
mean and median (PEofAM in Equation 4 and
PEofM in Equation 5).
Equation 4
 Equation 5
If the mesh of the model is close to an ideal
fine uniform mesh, the non-weighted and the
weighted indicators should be equal. If the error is
lower than a certain threshold, the mesh can be
considered an ideal mesh where all the elements
have an equal weight. In this work we call those
meshes Quasi-Ideal Meshes (QUIM) to avoid con-
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MARCÉ-NOGUÉ ET AL.: STATISTICAL APPROACH OF FEAfusion with a true uniform mesh. When both values
are similar, that mesh can be considered a QUIM,
and quantitative and statistical analysis of the FEA
data can be computed without any corrections. The
validity of this approach has been evaluated using
a lower mandible of Chlamyphorus truncatus, by
varying the mesh uniformity and element size and
computing the described statistics for each mesh.
Evaluating different meshes. First, 12 different
meshes (Figure 1) were created with the set of
forces and boundary conditions described below,
ranging from a coarse mesh to a fine mesh, follow-
ing the procedure described by Bright and Rayfield
(2011). In Finite Element mesh generation, this
overall size of the elements does not mean that all
the elements have exactly the same size, but the
elements, whenever it is geometrically possible,
have a similar size.
Second, a series of six different meshes of the
same Chlamyphorus truncates mandible were also
developed (Figure 2). In this case, the meshes var-
ied from an absolutely non-uniform mesh to a
mostly uniform mesh. The complexity of the geom-
etry makes a perfect uniform mesh impossible.
All statistical values were calculated for each
mesh in the series iteratively. That is, values were
calculated for the first and second mesh, and a
percent relative error ([%]) was calculated
(Schmidt et al., 2009). Subsequently, values were
calculated for the third mesh, and compared with
the second using the same metric. This process
continued for all meshes until the point where
FIGURE 1. Twelve meshes of Chlamyphorus truncates obtained when evaluating the influence of size of the elements
in the mesh.4
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affect the outcome of the analysis. To analyse sta-
tistical convergence is a common procedure in
FEA (Richmond, 2007; Tseng et al., 2011b; Tseng
and Flynn, 2014). In order to reach an accurate
solution, it is important to ensure that the FE model
contains enough nodes, so the result does not
change when the size of the mesh is decreased
(Bright and Rayfield, 2011).
It is important to note that ([%]) evaluates the
convergence of the statistics prior to the reduction
of the size of the elements of the mesh whereas
PEofAM and PEofM are evaluating the difference
between the statistics with and without the weight-
ing of the mesh.
Case of Study: Ecomorphology of Cingulata’s 
Mandibles
Material. Twenty different mandibles belonging to
14 species of Cingulata have been analysed, three
of which are extinct (Table 1). This material is
housed in different museums (Table 1). Although
we previously developed an FEA on these species
(Serrano-Fochs et al., 2015), this time we add six
new specimens in an effort to examine intraspecific
variability.
FEA models. Plane models of the mandibles were
created according to the methodology summarized
by Fortuny et al. (Fortuny et al., 2012) using
ANSYS FEA Package v.14.5 for Windows 7 (64-bit
system) from two-dimensional geometries. The
thickness of the model has been assumed con-
stant in the mandible and obtained from the individ-
ual average of three measurements: mandibular
width at the first jugal, mandibular width at half of
the level of antero-posterior length of the jugal
series and mandibular width at the posterior end of
the jugal series. Von Mises stress distributions of
the planar models were obtained for comparison. 
Two main muscles (temporalis and masseter)
were included in the model as force vector
between the centroid of the muscular attachment in
the lower mandible and the centroid of the equiva-
lent muscle attachment in the skull (Serrano-Fochs
et al., 2015). Following this direction, the force vec-
tor was applied in the insertion area of each mus-
cle and because the amount of force that a muscle
produces depends on the section of the muscle
(Alexander, 1992), the force was applied to all the
models in both muscles insertion areas (masseter
and temporalis) and depending of the proportion of
its insertion area described in Table 1.
In order to compare the models, a scaling of
the values of the forces was applied according to a
quasi-homothetic transformation of the FE models
(Marcé-Nogué et al., 2013) and following Equation
6. An arbitrary force of 1 N was applied to Chaeto-
phractus villosus, which was the reference model
for this study.
Equation 6
FIGURE 2. Six meshes of Chlamyphorus truncates obtained when evaluating the influence of the homogeneity of the
mesh.
= ( )( )
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MARCÉ-NOGUÉ ET AL.: STATISTICAL APPROACH OF FEAwhere SA is the area of a reference model, SB the
area of a scaled model, tA is the thickness of a ref-
erence model and tB the thickness of a scaled
model.
Data for the Cingulate species used in this
study regarding: the area of the lower mandible,
insertion places, forces (musculature applied force
per unit area [N/mm2]), and the thickness and
scale factor variables used in the quasi-homothetic
transformation are described in Table 1. 
The boundary conditions were defined and
placed representing the loads, displacements and
constraining anchors that the structure experi-
ences during function as in previous works (Ser-
rano-Fochs et al., 2015). They simulate the
mandible constrained at the most anterior part and
a constraint on the condyle at the level of the man-
dibular notch representing the immobilization of the
mandible.
A mesh of quadrilateral elements was created
for each model. Isotropic and linear elastic proper-
ties were assumed for the bone. In the absence of
data for Cingulata or any close relative, or any
mammal clade with similar bone structure, the
mandible properties of Macaca mulatta was used:
E (Elasticity Modulus) = 21,000 MPa and v (Pois-
son coefficient) = 0.45 (Dechow and Hylander,
2000). The choice of this taxon it is due to its eco-
logical history and is discussed in Serrano-Fochs
et al. (2015), although in a comparative analysis,
these material properties are not relevant in the
results of stress (Gil et al., 2015). The data
obtained in the FEA will be the Von Mises stress
distribution which, according to Doblaré et al.
(2004), is the most accurate variable to predict
stresses when isotropic properties with a cortical
bone as a material are used.
Comparative analysis and statistics. As men-
tioned above, the proposed approach was applied
to the stress value of the FE results of the Cingu-
lata mandibles. Our null hypothesis was that there
would be no differences in stress values between
different diets; thus, species were categorized by
diet (Table 1). For some species more than one
specimen (i.e., different lower jaws belonging to
different individuals) were included.
To analyse the distribution and median values
of the stress for the different mandibles, box-plots
were used. The box-plot is depicted as a box
where the upper and lower ends represent 25 and
75 quartiles, while the horizontal line crossing the
box corresponds to the median (Quinn and
Keough, 2002). In this case the lines extending up
and down the box (called whiskers) included 80%
of the values. This way to represent the stress dis-
tribution follows the idea of Dumont et al. (2005),
Parr et al. (2012) or Figueirido et al. (2014) to rep-
resent it via frequency plots but facilitates the com-
parison between models and includes the
corrections to account for the uniformity of the
mesh. On this line to standardize the mesh to
remove the effect of the non-homogeneity, the
work of Tseng (2008) proposed an alteration in the
values of each element with a correction based in
the median values of the size of the element. The
methodology proposed avoids the alteration of the
results of each element of the mesh using the eval-
uator QUIM to certify that the mesh can be used or
not for statistical metrics.
Normality of the stress values for each speci-
men was checked with a Shapiro-Wilks test (Table
2). In order to see if there were differences in
stress values between different diets, a Kruskal-
Wallis test was applied to the weighted median val-
ues of each specimen; Medians were used instead
of means because stress distributions were not
normally distributed. Kruskal-Wallis tests the null
hypothesis that there is no differences between
groups and is based on ranking the pooled data
(Quinn and Keough, 2002). Although they were
included in the graphical representations, herbivo-
rous species were not included in the statistical
analysis because they were represented by only
two extinct species, and one of them belongs to a
different taxonomic group from armadillos (Vas-
salia maxima, Pampatheriidae).
RESULTS
Evaluating the Size and the Homogeneity of the 
mesh: Finding the Quasi-Ideal Mesh
The Von Mises Stress distributions for the 12
different meshes with decreasing mesh size of a
Chlamyphorus truncatus mandible are shown at
Figure S1. The proposed statistics for each mesh
and the values of the percent relative error in the
convergence of the meshes are summarised in
Tables S1 and S2.
The different types of mesh created for
Chlamyphorus truncatus mandible showed that the
values of the statistics AM, M, MWAM and MWM
vary for coarse meshes, and tend to converge on a
specific value whenever the meshes are finer (Fig-
ure 3.1). This result is reinforced with the percent
relative error ([%]), which has a tendency to
reduce the value for each statistic (Figure 4.1).
The relationship between the weight-meshed
values with their relative non-weighted values was6
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TABLE 1. List and geometric properties of species used in the present study. Diet following (Redford, 1985). Abbrevia-
tions preceding the names of institutions are used to identify the location of specimens: AMNH, American Museum of
Natural History, New York, USA; FMNH, Field Museum of Natural History, Chicago, USA; MNCN, Museo Nacional de
Ciencias Naturales, Madrid, Spain; MNHN, Muséum National d’Histoire Naturalle, Paris, France; ZMB, Zoologisches
Museum, Berlin, Germany; MLP, Museo de la Plata, La Plata, Argentina. The data of Eutatus seguiniis is a reconstruc-
tion based on Vizcaíno and Bargo (1998).
Taxon Diet Collection number
Thicknes
s (mm)
Model 
area 
[mm2]
Masseter 
area 
[mm2]
Temporalis 
area [mm2]
Masseter 
Force [N]
Temporalis 
Force [N]
Priodontes 
maximus
Specialist 
insectivore
AMNH  208104 6.41 2051.70 616.02 255.06 1.29 0.53
Cabassous 
unicinctus 1
Specialist 
insectivore
MNHN 1953/457 3.51 415.75 112.08 22.91 0.37 0.08
Cabassous 
unicinctus 2
Specialist 
insectivore
ZMB 5913 4.60 813.05 182.24 30.86 0.70 0.12
Cabassous 
unicinctus 3
Specialist 
insectivore
ZMB 37799 4.48 698.77 221.75 12.27 0.70 0.04
Tolypeutes 
matacus 1
Generalist 
insectivore
AMNH 246460 3.56 497.40 157.01 64116.00 0.35 0.14
Tolypeutes 
matacus 2
Generalist 
insectivore
ZMB 47083 3.97 316.81 94.09 32.51 0.33 0.11
Dasypus kappleri Generalist 
insectivore
MNHN 1995/207 3.51 971.37 105.37 153.18 0.28 0.41
Dasypus 
sabanicola
Generalist 
insectivore
ZMB 85899 2.78 527.86 150.66 71545.00 0.27 0.13
Dasypus 
novemcinctus 1
Generalist 
insectivore
AMNH  133338 2.94 613.54 225.77 92174.00 0.32 0.13
Dasypus 
novemcinctus 2
Generalist 
insectivore
ZMB 38343 2.93 819.33 283.15 49.13 0.45 0.08
Dasypus 
novemcinctus 3
Generalist 
insectivore
ZMB 31703 3.19 882.19 295.67 65.74 0.49 0.11
Chlamyphorus 
truncatus
Generalist 
insectivore
ZMB 4321 2.00 113.19 16035.00 34006.00 0.04 0.09
Macroeuphractus 
outesi
Omnivore/ 
Carnivore
MLP 69-IX-9-3 25.97 11750.00 5328.00 1455.90 13.89 3.79
Chaetophractus 
villosus
Omnivore/ 
Carnivore
MNCN 2538 4.94 1038.90 300.58 156.08 0.66 0.34
Chaetophractus 
vellerosus
Omnivore/ 
Carnivore
MLP 18.XI.99.9 3.68 538.80 145.04 117.03 0.30 0.24
Euphractus 
sexcinctus
Omnivore/ 
Carnivore
MNHN 1917/13 5.66 1019.20 331.22 190.60 0.72 0.41
Zaedyus pichiy Omnivore/ 
Carnivore
MLP 9.XII.2.10 3.51 327.35 89737.00 66091.00 0.23 0.17
Vassallia maxima Herbivore FMNH 14424 25.97 4620.30 2208.40 140.23 10.43 0.66
Eutatus seguini Herbivore Reconstruction 13.74 3517.90 890.49 551.23 3.16 1.96
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smaller values can be obtained, at 2% of PEofAM
and 5% of PEofM, the MWAM and MWM converge
(i.e., their values do not change despite having
meshes with smaller elements, and the percent rel-
ative error is small). Moreover, the distributions of
these meshes (Mesh S07 from Figure 5.1) were
also stabilized in relation to the mesh variation. We
considered a value to be stabilized when the differ-
ences between the previous and the next iterations
are small.
Therefore, this is the threshold that can be
used as optimal for obtaining the QUIM in this
case. We can assume for a general case that the
first mesh that achieves those error values or
smaller can be considered to be the QUIM.
The proposed statistics were also evaluated in
regards to the degree of homogeneity of the mesh.
The Von Mises stress distribution of the six differ-
ent meshes of Chlamyphorus truncatus are shown
in Figure S2, and their values are summarised in
Tables S3 and S4.
The variation of the statistics AM, M and
MWM for mesh homogeneity was greater than in
the first case, when we studied the size of the
mesh. They reached convergence when the mesh
was practically uniform (Figures 3.2 and 4.2 for the
percent relative error). Despite this, MWAM had an
almost constant value for all the meshes, regard-
less of mesh homogeneity.
PEofAM and PEofM have the smallest differ-
ences between mesh-weighted and non-mesh
weighted values when the meshes are practically
homogenous. Moreover, the box-plots for these
meshes have a similar distribution at 70% of mesh
uniformity (mesh SE of Figure 5.2). That mesh is
the same proposed as QUIM following the thresh-
old of 2% of PEofAM and 5% of PEofM. It means
that the threshold used as optimal for obtaining the
QUIM can be adopted regarding the uniformity of
the mesh, too.
Case Study: Ecomorphology of Armadillo 
Lower Mandibles
Two percent for PEofAM and 5% for PEofM
were used in order to obtain the QUIM for each
armadillo mandible. There were only small differ-
ences between non-weighted and mesh-weighted
statistics for this mesh. Table 3 indicates the num-
ber of nodes for each model for each QUIM. The
maps of the Von Mises Stress distribution of all of
the mandibles herein analysed can be found in Fig-
ure S3.
Descriptive statistics AM, M, MWAM, MWM,
PEofAM and PEofM are summarized in Table 3 for
all the cingulate mandibles. Kruskal-Wallis test
showed statistical differences between omnivores,
and both groups of insectivores have been found
(Table 3).
From the box-plots, it is clear that insectivo-
rous species have larger median stress values and
a larger spread of data (Figure 6). Herbivores have
a range of values quite similar to carnivores, while
insectivores have larger mean and median values
in general.
DISCUSSION
Convergence of the Values When Modifying the 
Mesh
Varying the size of the elements of the mesh.
The convergence of AM, M, MWAM and MWM val-
ues agrees with the previously published works in
that it is necessary to use small mesh elements to
obtain accurate results (Bright and Rayfield, 2011;
Tseng and Flynn, 2014). Following our results with
Chlamyphorus truncatus, when the meshes are
composed by less than 25,000 nodes (Figure 3.1),
the arithmetic mean (AM) showed different values.
However, up to this number of nodes, the value of
AM for different meshes converged. Therefore, as
AM converged at 25,000 nodes we can consider
this mesh as having elements small enough for a
statistical analysis without any further correction.
TABLE 2. Statistics for the Kruskal-Wallis test: Arithmetic Mean (AM), Mesh-Weighted Arithmetic Mean (MWAM),
Median (M) and Mesh-Weighted Median (MWM).
Kruskal-Wallis 
H
Kruskal-Wallis 
p-value
Pairwise test p-value: Bonferroni non-corrected / corrected
Specialist Insectivore 
vs Generalist 
Insectivore
Specialist Insectivore vs 
Omnivore
Generalist 
Insectivore vs 
Omnivore
AM 9.429 0.0089 0.8197 / 1 0.0369 / 0.1107 0.0058 / 0.0173
MWAM 9.429 0.0089 0.8197 / 1 0.0369 / 0.1107 0.0058 / 0.0173
M 9.587 0.0072 0.3619 / 1 0.0368 / 0.1107 0.0058 / 0.0173
MWM 9.589 0.0081 0.5676 / 1 0.0358 / 0.1073 0.0057 / 0.01708
PALAEO-ELECTRONICA.ORGAs for the AM, the non-weighted median (M) had
different values for meshes composed by less than
25,000 nodes (Figure 3.1). Up to this number of
nodes, the value of M converged (i.e., it was very
similar despite having smaller elements).
On the other hand, the weighted value
(MWAM) converged with less than 1,000 nodes
(Figure 3.1). This means that MWAM is more resis-
tant to changes in the size of the elements of a
mesh and should be used instead to compare dif-
ferent models independently of mesh size. Unlike
the MWAM, the weighted median (MWM) behaved
similarly to the median and had a similar point of
convergence. This means that the MWM will not
correct errors due to different sizes of the element
of the mesh.
Varying the degree of homogeneity of the
mesh. Although most FE studies actually include
more uniform models than those tested here, it is
important to be aware of the effect of non-uniform
meshes. Considering mesh uniformity, conver-
gence of the values AM and MWAM is reached
when the mesh is practically homogeneous (Figure
3.2). When the mesh is not homogeneous, AM var-
ied greatly whereas MWAM was practically con-
stant when varying the homogeneity of the mesh.
This means that MWAM is more independent of
the degree of homogeneity of the mesh than AM. 
On the other hand, M and MWM behaved sim-
ilarly when meshes were non-uniform, reaching a
consistent value for percent relative error when
meshes were mostly homogenous (Figure 4.2).
Although MWM does not correct the non-uniform
problems, it is a value that helps us define the
QUIM when calculating PEofM.
Differences Between Mesh-weighted and Non-
weighted Statistics: Percentage Errors
When the different meshes of Chlamyphorus
truncates were analysed, important differences
between the mesh-weighted and the non-weighted
statistics were obtained for the same mesh. The
greatest differences were in PEofAM and PEofM in
the coarsest meshes; these differences were
smaller when the mesh was finer (Figure 3.1 when
the size of the elements is reduced and Figure 3.2
when the mesh reaches homogeneity).
However, there is a relationship between the
convergence of the mesh and the reduction of the
differences between the mesh-weighted and the
non-weighted values evaluated in PEofAM and
PEofM although they are two absolutely different
concepts that must be studied separately. In fact,
PEofAM and PEofM are values that also converge
when reducing the size of the elements and when
reaching the homogeneity (Figure 3).
FIGURE 3. Evolution of the values of Arithmetic Mean (AM), Mesh-Weighted Arithmetic Mean (MWAM), Median (M),
Mesh-Weighted Median (MWM), Percentage Error of the Arithmetic Mean (PEofAM) and Percentage Error of the
Median (PEofM) in front of the size of the elements (1) and the uniformity of the mesh (2). Meshes from a Chlamypho-
rus truncates. S07 refers to Mesh S7 (mesh size), SE refers to Mesh SE (mesh homogeneity).9
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convergence (evaluated via [%]) and difference
between weighted and non-weighted statistics
(evaluated via PEofAM and PEofM), when the size
of the elements of the mesh reached the con-
verged value for the mean (M) of Von Mises stress,
PEofAM is lower than 1% and PEofM is around 5%
(Figure 3.1). Moreover, when the uniformity of the
mesh is analysed and the mesh reaches the
median converged value of Von Mises stress (Fig-
ure 3.2), PEofM is lower than 1% and PEofAM is
around 5% (Figure 3.2).Therefore, from a certain
number of nodes, the values of M and MWM and
the values of AM and MWAM can be assumed to
be practically the same.
This suggests that PEofAM and PEofM are
suitable indicators for correcting the effect of the
size of the elements of the mesh as well as the
effect of the non-uniformity. Therefore, they were
used to define the QUIM: when PEofAM and
PEofM are lower than our proposed threshold, the
mesh can be considered as a statistically ideal
mesh to evaluate the distribution of the data.
Distribution of Stress Values 
When the size of the elements of the mesh is
reduced in Chlamyphorus truncatus model, the dis-
tribution of the values converged. (Figure 5.1). The
outliers below the lower whiskers are the places
where the stresses are practically null. The upper
outliers should not be considered because they are
numerical singularities due to the presence of artifi-
cial high stress values at the points where the dis-
placement boundary conditions are applied. As the
elements get smaller, the artificial high stress val-
ues become higher (Dumont et al., 2009). There-
fore, these extreme values cannot be stabilized in
a final value by changing the mesh. On the other
hand, 90% of the values of the stress distribution
can be stabilized in its final value despite the varia-
tion of the size of the elements (80% inside the
whiskers and the lower 10%) following the idea
proposed in Walmsley et al. (2013), where the
maximum value is not analysed for the presence of
artefact values. For our example, Chlamyphorus
truncatus, the stabilization of the values happened
at around 25,000 nodes (Mesh S07 of the Figure
5.1). It is worth mentioning that this coincides with
the number of elements where the mesh has a
PEofM lower than 2% and PEofAM 5%, supporting
the use of those indicators for chosen the QUIM.
The distribution of stresses remained constant
from 70% uniformity and above (mesh SE of Figure
5.2). 
FIGURE 4. Evolution of the convergence error of each iteration of Arithmetic Mean (AM), Mesh-Weighted Arithmetic
Mean (MWAM), Median (M), Mesh-Weighted Median (MWM) in front of the number of nodes (1) and the percentage
of Refined Area (percent value of area with homogeneous mesh) (2). Meshes from a Chlamyphorus truncates. S07
refers to Mesh S7 (mesh size), SE refers to Mesh SE (mesh homogeneity).10
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FIGURE 5. Evolution of the box-plots of the Von Mises stress distribution. X-axes refers to meshes S01 to S12: the
size of the elements (1); and meshes SA to SF: the uniformity of the mesh (2). Meshes from a Chlamyphorus trun-
cates.
TABLE 3. Values for the descriptive statistics Arithmetic Mean (AM) and Median (M) of the Von Mises Stress Distribu-
tion in each of the 20 Cingulate mandible.
Taxon Nodes AM [MPa]
MWAM 
[MPa]
M 
[MPa]
MWM
[MPa]
PEofAM
[%]
PEofM
[%]
Priodontes maximus 34850 0.024369 0.024416 0.020965 0.021166 0.19 0.95
Cabassous unicinctus 1 20223 0.019407 0.019715 0.016175 0.015493 1.56 4.40
Cabassous unicinctus 2 147443 0.021900 0.021400 0.018200 0.018600 2.43 2.15
Cabassous unicinctus 3 133183 0.018900 0.019000 0.015300 0.014700 0.79 3.94
Tolypeutes matacus 1 24202 0.017281 0.017435 0.014982 0.014603 0.89 2.59
Tolypeutes matacus 2 132946 0.016500 0.016700 0.014100 0.013500 0.72 4.56
Dasypus kappleri 45523 0.023298 0.023447 0.021266 0.020468 0.64 3.90
Dasypus sabanicola 25174 0.022948 0.023036 0.022615 0.021783 0.38 3.82
Dasypus novemcinctus 1 29249 0.022644 0.022692 0.022301 0.021585 0.21 3.32
Dasypus novemcinctus 2 133983 0.025400 0.025300 0.023100 0.022300 0.15 3.76
Dasypus novemcinctus 3 187208 0.026300 0.026200 0.021800 0.021200 0.13 2.77
Chlamyphorus truncatus 48577 0.013004 0.013131 0.009605 0.009309 0.96 3.19
Macroeuphractus outesi 61435 0.012038 0.011881 0.009044 0.008903 1.32 1.59
Chaetophractus villosus 50126 0.013269 0.013519 0.010344 0.009984 1.85 3.60
Chaetophractus vellerosus 26309 0.012094 0.012253 0.009270 0.008934 1.30 3.77
Euphractus sexcinctus 48517 0.014003 0.014263 0.010759 0.010404 1.83 3.41
Zaedyus pichiy 136253 0.015548 0.015669 0.012378 0.011875 0.77 4.24
Vassallia maxima 65549 0.009714 0.009635 0.008301 0.008054 0.83 3.06
Eutatus seguini 76191 0.014400 0.014449 0.011008 0.010713 0.34 2.75
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Mandibles
The significant differences among different
diets found in the statistical analyses were more
conclusive than the results obtained when analys-
ing stress values at specific points of the mandible
(Serrano-Fochs et al., 2015), where no statistical
differences were found. That supports the analysis
of the stress values of the whole specimen more
than just a few isolated points, or at least the use of
both sources of information (as isolated points
could give an alternative view at specific areas).
However, this significance should be inter-
preted as illustrative more than a specific p-value.
This is because when a Bonferroni correction was
applied the mean values between specialized
insectivores and omnivores are non-significant
(most probably due to the small sample size of the
specialist insectivores). Also, specimens from the
same species were included in the sample and no
phylogenetic correction was made, so there is lack
of independence between points (Felsenstein,
1985).
Independent of the statistical results, the dis-
tribution of the data is explanatory enough (Figure
6), indicating clear differences between omnivores
and herbivores (with small median values and tight
distributions) and both groups of insectivores, with
wider distributions and larger median values of
stress. The only exception is Chl. truncatus, which
has values that are much more similar to omni-
vores than to insectivores. This agrees with previ-
ous results (see discussion about this species in
Serrano-Fochs et al., 2015).
FIGURE 6. Box-plots of Von Mises stress distributions when Quasi-Ideal Meshes (QUIM) are assumed for the 20
Cingulata mandibles analysed. The 80% of the values of the Von Mises stress distribution are represented between
the upper and lower whiskers12
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It is noteworthy than both specimens of T.
matacus showed a similar pattern, supporting the
use of only one individual per species for FEA
analysis (the normal procedure in biology: Pierce
et al., 2008; Fortuny et al., 2011; Piras et al., 2013;
Serrano-Fochs et al., 2015; Tseng and Flynn,
2015). On the other hand, D. novemcinctus show a
range of variability that includes the other species
of the genera. Although in these cases only two
specimens have been included, this is the first time
than more than one specimen from the same spe-
cies has been included in FEA. Our results suggest
that intraspecific variability could be different in dif-
ferent species. However that requires further
research including an appropriate sample with
more specimens per species. All the mean values
are higher than the median values, stressing the
fact that very high values due to the numerical sin-
gularities that appear at the constraints behave as
outliers.
CONCLUSIONS
Our proposed approach has been shown to
be useful. The Mesh-Weighted Arithmetic Mean is
a useful statistic mostly independent of the mesh
characteristics, and it is the recommended central
tendency statistic when the mesh properties are
not evaluated. It gives more accurate results than
the Arithmetic Mean. Conversely, the Mesh-
Weighted Median does not produce improved
results when compared with the Median in non-
homogeneous meshes. Therefore, before compar-
ing mean or median values of stress, distributions
the homogeneity of the meshes should be
addressed. If they are non-homogenous then the
Mesh Weighted Arithmetic Mean should be used
(MWAM) instead of a regular arithmetic mean. In
particular, the methods proposed have been shown
to be extremely useful when analysing the biome-
chanics of vertebrate bone structures that can be
modelled as planar models in an interspecific com-
parative framework.
For the ecomorphological approach of the cin-
gulate mandibles, MWAM, MWM and box-plots
give a clear overview of the results from the Von
Mises stress values for each mandible: insecti-
vores have a much larger dispersion of Von Misses
stress and higher MWAM and MWM values than
herbivores and omnivores/carnivores. The use of a
general stress value plus the analysis of the stress
distribution produced more complete information
that can be combined with the values of stress
obtained at isolated points when analysing the bio-
mechanics of a structure in a comparative frame-
work.
Further work should analyse how to apply
these methodologies to 3D models, as well as
analyse the intraspecific variation of the species, in
order to ensure that using a single specimen for
FEA is representative of the overall biomechanics
the studied species.
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FIGURE S1. Map of Von Mises stress distribution in the 12 meshes of Chlamyphorus truncates obtained when eval-
uating the influence of size of the elements in the mesh.
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FIGURE S2. Map of Von Mises stress distribution in the six meshes of Chlamyphorus truncates obtained when eval-
uating the influence of the homogeneity of the mesh.
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FIGURE S3. Map of Von Mises stress distribution in the 20 FEA models of Cingulata mandibles.
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TABLE S1. Nodes of the model and values obtained for the 12 different meshes of Chlamyphorus truncates when
varying the overall element size of: Arithmetic Mean (AM), Mesh-Weighted Arithmetic Mean (MWAM), Median (M),
Mesh-Weighted Median (MWM), Percentage Error of the Arithmetic Mean (PEofAM) and Percentage Error of the
Median (PEofM).
Overall 
Element Size
[mm]
Nodes AM  [MPa]
MWAM 
[MPa]
M 
[MPa]
MWM 
[MPa]
PEofAM 
[%]
PEofM 
(%)
1 5 255 1.310E-02 1.227E-02 8.33E-03 8.74E-03 6.75 4.96
2 2 328 1.218E-02 1.234E-02 8.18E-03 7.46E-03 1.29 8.79
3 1 477 1.281E-02 1.285E-02 8.98E-03 8.39E-03 0.29 6.56
4 0.75 612 1.265E-02 1.292E-02 8.96E-03 7.84E-03 2.06 12.45
5 0.5 946 1.204E-02 1.300E-02 9.08E-03 7.96E-03 7.33 12.34
6 0.25 2619 1.253E-02 1.304E-02 9.29E-03 8.79E-03 3.96 5.43
7 0.1 13013 1.286E-02 1.308E-02 9.55E-03 9.32E-03 1.72 2.48
8 0.075 22525 1.301E-02 1.310E-02 9.59E-03 9.43E-03 0.71 1.72
9 0.05 48557 1.300E-02 1.313E-02 9.61E-03 9.31E-03 0.96 3.09
10 0.025 191368 1.308E-02 1.318E-02 9.63E-03 9.29E-03 0.71 3.53
11 0.02 298366 1.308E-02 1.319E-02 9.65E-03 9.22E-03 0.88 4.44
12 0.015 528034 1.311E-02 1.321E-02 9.65E-03 9.27E-03 0.73 3.9319
MARCÉ-NOGUÉ ET AL.: STATISTICAL APPROACH OF FEATABLE S2. Per cent relative error ([%]) obtained for the convergence of 12 different meshes of Chlamyphorus trun-
cates when varying the overall element size of Arithmetic Mean (AM), Mesh-Weighted Arithmetic Mean (MWAM),
Median (M) and Mesh-Weighted Median (MWM).
AM 
[%]
MWAM 
[%]
M 
[%]
MWM 
[%]
1 - - - -
2 6.96 0.62 1.80 14.67
3 5.15 4.09 9.75 12.42
4 1.23 0.55 0.23 6.51
5 4.82 0.60 1.40 1.53
6 4.00 0.34 2.31 10.37
7 2.63 0.30 2.83 6.04
8 1.19 0.16 0.42 1.20
9 0.03 0.22 0.12 1.27
10 0.62 0.36 0.28 0.18
11 0.06 0.11 0.18 0.77
12 0.24 0.10 0.04 0.5720
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TABLE S3. Nodes of the model and values obtained for the six different meshes of Chlamyphorus truncates when
varying the homogeneity of the mesh of: Arithmetic Mean (AM), Mesh-Weighted Arithmetic Mean (MWAM), Median
(M), Mesh-Weighted Median (MWM), Percentage Error of the Arithmetic Mean (PEofAM) and Percentage Error of the
Median (PEofM). Refined Area is the percent value of area with homogeneous mesh.
Refined Area
[%] Nodes
AM  
[MPa]
MWAM 
[MPa]
M 
[MPa]
MWM 
[MPa]
PEofAM 
[%]
PEofM 
(%)
1 0.00 477 1.28E-02 1.28E-02 8.98E-03 8.39E-03 0.29 6.56
2 7.20 2173 1.68E-02 1.29E-02 1.44E-02 1.66E-02 30.37 15.14
3 23.38 5644 1.27E-02 1.29E-02 1.19E-02 1.23E-02 1.27 3.82
4 47.16 11029 1.01E-02 1.29E-02 9.93E-03 9.93E-03 21.89 0.01
5 69.98 18145 1.32E-02 1.31E-02 9.60E-03 9.53E-03 0.54 0.65
6 100.00 22526 1.30E-02 1.31E-02 9.59E-03 9.43E-03 0.70 1.7221
MARCÉ-NOGUÉ ET AL.: STATISTICAL APPROACH OF FEATABLE S4. Per cent relative error ([%]) obtained for the convergence of 12 different meshes of Chlamyphorus trun-
cates when varying the homogeneity of the mesh of Arithmetic Mean (AM), Mesh-Weighted Arithmetic Mean (MWAM),
Median (M) and Mesh-Weighted Median (MWM).
AM
[%]
MWAM
[%]
M
[%]
MWM
[%]
1 - - - -
2 26.94 0.01 51.37 110.28
3 19.88 0.28 12.15 32.97
4 19.59 0.34 13.70 13.85
5 27.08 1.24 5.91 5.65
6 2.17 0.09 0.71 1.2322
