Ultraviolet Photoelectron Spectroscopy is used intensively for measuring the highest occupied molecular orbital (HOMO) energy of organic semiconductors. However, accurate analyses are hampered by the energetic disorder and the complexity of the excitation process. We present a first-principles study of the spectrum of 2-methyl-9,10-bis(naphthalen-2-yl)anthracene (MADN), an archetypal material, using a deposition simulation, Many Body Green's Function Theory, polarizable film-embedding, and multimode electron-vibrational coupling. The agreement with experiment is excellent, suggesting that our approach provides a route for determining the HOMO energy with accuracy better than 0.1 eV.
Amorphous organic semiconductors are intensively applied in opto-electronic devices such as organic lightemitting diodes (OLEDs) [1] [2] [3] [4] , photovoltaic cells [5] [6] [7] and photodetectors [8] [9] [10] . The device properties can be tuned by varying the chemical building blocks or the material processing conditions, and by combining different molecular materials in complex blends or layer stacks. A key parameter determining the functioning of a material in a device is the ionization energy, often termed the highest occupied molecular orbital (HOMO) energy, E HOMO . Relative changes of E HOMO on the order of 0.1 eV can already significantly alter the charge transport through host-guest materials or across internal interfaces between layers. However, even when using the perhaps most direct method for measuring E HOMO , Ultraviolet Photoelectron Spectroscopy (UPS), this level of accuracy has so far not been accomplished. Excitation processes in organic semiconductors are complex, because their localized nature gives rise to strong structural reorganization (polaron formation) and electron-vibration coupling, which leads to shifts, broadening and additional features in the UPS spectrum [11] [12] [13] [14] . Combined with the energetic disorder resulting from the amorphous structure and the surface-sensitivity of the measurement, this hampers the unambiguous analysis of the spectra. As a result, the method used for deducing E HOMO from the spectra (from the first peak energy or from an effective onset energy?) is a subject of debate [15] [16] [17] . This uncertainty hampers the use of UPS studies for the rational design of new devices, and the combined use of high-resolution UPS, inverse UPS and photoluminescence spectra for obtaining accurate exciton binding energies [18] .
Qualitative understanding of the spectra is often sought via gas-phase single-molecule calculations based on density-functional theory (DFT). However, the obtained energy levels need to be artificially shifted and broadened due to the well-known underestimation of the single-particle energy gap by DFT [19, 20] and due to the effects of intermolecular interactions [21] . These calculations lack an explicit link to the molecular morphology, cannot resolve surface and bulk contributions to the density of states (DOS), and do not account for the spectral consequences of the molecular excitation process. This lack of predictive power combined with the ambiguity in extracting the DOS from the experimental data is a big obstacle for the development of layer stacks for organic photovoltaics or next-generation OLEDs, for which the functioning and ultimate performance is already sensitive to energy level variations of only 100 meV.
In this Letter we present a first-principles-based multiscale simulation approach that bridges the current gap between experimental UPS and theoretical models by providing a quantitative prediction of the high-energy part of the UPS spectrum from which the ionization potential is derived. It consists of (i) an accurate evaluation of quasiparticle energy levels within the GW approximation, (ii) the inclusion of morphology effects using polarizable GW/pMM with long-range interactions (i.e., based on a hybrid quantum-mechanics/molecularmechanics, MM, approach), (iii) the inclusion of surface sensitivity via the electron attenuation length (EAL), Λ, and (iv) a full-quantum treatment of electron-vibration coupling. We focus here on only one type of initial state (frontier orbitals), and simulate the UPS spectrum for perpendicular emission as a weighted sum of individual molecular environment-dependent densities of states:
with ε j the frontier orbital energy level of molecule j, z j the distance of the molecule's center-of-mass (COM) to the corrugated surface at z 0 (x, y) [22] , and S el-vib (E; ε j ) the energy-dependent spectral shape due to electronvibration coupling. N mol is the total number of molecules included in the simulations. In view of the large optical absorption depth, we neglect optical matrix element effects.
As prototypical systems, we study the UPS spectrum for thin films of the α and β isomers of 2-methyl-9,10-bis(naphthalen-2-yl)anthracene (MADN), whose chemical structures are shown as insets in Fig. 1 . MADN is a morphologically stable amorphous wide-gap semiconductor [23] that is used extensively as an ambipolar host material in OLEDs containing deep blue fluorescent emitter molecules [24] [25] [26] [27] [28] [29] . The methyl substituent disrupts the symmetry and stabilizes the material against crystallization. The type of coupling of the anthracene core and the naphtyl substituents (α or β) affects the planarity of the molecules, and thereby the frontier orbital energies and their distribution in a thin film. We regard MADN as particularly suitable for this study because it exhibits a highest-occupied molecular orbital (HOMO) peak that originates from a single non-degenerate state, located predominantly on the anthracene core. We have experimental UPS data with high resolution (low instrumental broadening) available, and indeed find that the peak full width at half maximum (∼ 0.4 eV) is significantly smaller than for many other often-used hole transporting and emitting materials in OLEDs. Section S1 of the Supporting Information (SI) provides the technical details of these experiments. It is furthermore advantageous that the HOMO state is well-separated from the deeper levels. The selection of the two isomers enables us to study the effects of morphology differences and the related effects on energy level shifts due to the small molecular dipole moments.
First, realistic thin-film morphologies are obtained using the Metropolis Monte Carlo-based simulated annealing protocol DEPOSIT [30] , mimicking the vapor deposition process. The substrate is represented by a fixed dense layer of MADN. Periodic boundary conditions are used in the directions perpendicular to the growth direction with a side length equal to 10 nm. The final morphologies contain 1000 molecules and are about 10 nm thick. Technical details of the procedure are given in Sec. S2 of the SI. For the following analysis, we remove the bottom 2 nm of the film to avoid spurious effects from the artificial substrate.
As a next step, we determine the internal contribution to the HOMO energy of all individual molecules, including quasiparticle corrections within the GW approximation of the manybody Green's Functions theory [31, 32] . Kohn-Sham (KS) single-particle wave functions |φ KS i and eigenvalues ε KS i from DFT are used to construct the inverse dielectric function ǫ −1 within the random-phase approxi- [34, 35] , where V xc is the DFT exchange-correlation potential. In the DFT as well as the GW steps, which are performed using the ORCA [36] and VOTCA-XTP [37] software packages, respectively, we use the PBE functional [38, 39] and the cc-pVTZ basis [40] with its optimized auxiliary basis set [41] for resolution-of-identity techniques (see Sec. S3 of the SI). Figure 1 shows the laterally-averaged depth dependence of the HOMO energies as resulting from various levels of refinement, labeled "0" to "3". It shows that GW corrections ("level 1") to the vacuum KS levels ("level 0") lower the energies by up to 1.9 eV, nearly uniformly for both isomers. The gas-phase simulations include the molecular deformations in the thin-film morphology, but these cause only a small broadening of the DOS. It is mainly due to disorder in the anthracenenaphthalene torsion angle, which is largest for β-MADN.
Corrections to the intramolecular GW energies due to intermolecular interactions are determined in a coupled quantum-classical (QM/MM) procedure ("quasiparticle embedding") [42, 43] . Static atomic partial charges from a CHELPG fit to the neutral molecule's electrostatic potential [44] are used for the classical representation of molecules, and atomic polarizabilities, optimized to reproduce the polarizable volume of the molecule obtained from DFT, account for polarization effects via the induction of atomic dipoles (Thole model [45] ). With a cutoff- based definition of MM regions in which static and polarizable interactions are taken into account, this model is added directly to the QM Hamiltonian, and coupled solutions are found self-consistently [37] . However, an analysis of the dependence of the obtained excitation energies on the cutoff radius in the thin MADN films reveals slow convergence, implying the need to include long-range electrostatic interactions. We include these by using an Ewald summation method, applied to the Thole model within a subtractive QM/MM scheme, in a manner explained in Sec. S4 of the SI. When long-range electrostatic interactions are included (static GW/pMM, level "2", blue squares in Fig. 1 ), we find for both isomers a nearly linear zdependence of the mean HOMO energy, which is symmetric with respect to ε GW . This is due to accumulating net dipole moment contributions parallel to the surface normal during film growth. Even though the dipole moments of the individual molecules are small (0.59 D and 0.56 D for the α and β isomers) and their average net components parallel to the growth axis are only 0.065 D and 0.040 D, respectively, the resulting energy gradients are a few tenths of an eV/nm. Adding polarization effects (polar GW/pMM, level "3", red circles in Fig. 1 ) leads to a shift of the mean of the distributions to lower binding energies. The effect is stronger in the bulk-like center of the film (0.7 eV (0.6 eV) for α-MADN (β-MADN)) than at the vacuum surface (0.5 eV). Differences between the surface and bulk energy level structure of organic materials are well-known from UPS studies. For crystalline anthracene, e.g., the experimental binding energy difference for the first and second monolayer was found to be 0.3 ± 0.15 eV [46] . A similar effect is seen in Fig. 1 for the first molecular layer near the vacuum surface, which after subtracting the energy gradient due to dipole orientation shows an increase of the binding energy of about 0.15 eV. Since we simulate freestanding thin films, we also note modifications from the bulk-like behavior at the bottom surface with z = 0. In view of our interest in analyzing the UPS spectrum after irradiation from the positive z direction, which is only sensitive to the energy level structure in a thin zone near the top vacuum surface, we focus on that region.
To this end the surface density-of-states (SDOS) is obtained by weighting the z-dependent frontier orbital energy with the exponential function from Eq. 1, i.e.
. We adopt a value of Λ = 1 nm as suggested from experiment. It is compatible with estimates of the inelastic mean free path of the electrons within the Random-Phase Approximation using GW energies (see Sect. S5 of the SI), which we consider an upper limit to the EAL. The SDOS as shown in Fig. 2 (a,b) (dashed line) is based on vertical excitation energies and therefore does not include the effect of the intramolecular reorganization process upon charge removal and the associated shift and lineshape broadening via carrier-vibration coupling. Analogous to the full-quantum (FuQu) approach for inter-molecular charge transfer [47] , which approximates the potential energy surface of the excited molecule in the independent mode displaced harmonic oscillator model [48] , we find that the spectral shape due to coupling of the photoelectrons with vibrational modes k with an energy ω k and a coupling energy λ k is given by
where
The energy difference ∆E is by derivation relative to an adiabatic excitation energy that can in our model be estimated as ε ad HOMO = ε vert HOMO + k λ k . As shown in Fig. 2 (c) for a single β-MADN molecule (α-MADN shows a very similar behavior) this first results in a shift of the reference energy to higher energy before electronvibration coupling then leads to a shift of the spectral peak to lower energies with respect to ε ad HOMO and to a broadening of 0.25 eV [49] . The same trends are also observed for the adiabatic (ad-)SDOS and the spectral function (ad-SDOS+FuQu, equivalent to S UPS (E) in Eq. 1) of the films as shown in Fig. 2(a,b) for polar GW/pMM. Figure 3 shows the final UPS spectra of the frontier orbital of α-and β-MADN thin films simulated for the four different levels of theory, together with the experimental data. Characteristics of the signals (maximum (2) and polarizable GW/pMM (3) calculations, respectively. The closed circles give the experimental spectra, obtained using He-I radiation (21.2 eV). The experimental resolution is σ = 0.05 eV, and has no significant effect on the final spectral width.
position, onset, and FWHM) are listed in Tab. I. Clearly, the energetic position of the simulated peaks for the different methods reflects the variations discussed for the layer-averages in Fig. 1 . Comparison to the reference experimental spectrum now allows assessment of the quality of the various methods and the importance of the individual processes for the analysis of the experiment. Simulations based on vacuum energies which exclude the effects of inhomogeneous local electric fields and environment polarization either over-(KS) or underestimate (GW ) the energy of the peak maximum by up to 1.3 eV. The FWHM is nearly exclusively determined by the single-molecule spectral function and results about a third smaller than measured. Inclusion of static local field effects in GW/pMM does not noticeably affect the peak maximum but the additional disorder contributes to further broaden the signal. Accounting for the polarization response of the material upon quasiparticle excitation in GW/pMM we obtain a simulated UPS signal in excellent agreement with the measurement: the largest deviation is found for the peak maximum of β-MADN and amounts to only 50 meV, which is also the experimental resolution. Most importantly, the comparison emphasizes that it is possible to achieve a predictive modeling of frontier orbital energies at the accuracy needed for an accurate understanding and prediction of device performance. The fact that we achieve the same accuracy by studying two isomers, with different molecular structures and thin film morphologies, supports the robustness of our approach. The bulk adiabatic ionization energy, which would be needed in device simula- tions, may be obtained from a linear extrapolation of the bulk polar GW/pMM energies shown in Fig. 1 , plus the reorganization energy ε To summarize, we have developed a multiscale approach that provides the material structure, the electronic interactions at a state-of-the-art (Green's function) level of quantum chemistry embedded in a polarizable molecular mechanics environment, and including the vibrational modes that are excited in the experiment to provide a prediction of the UPS spectrum of frontier orbitals in amorphous molecular solids. Our work shows how the spectrum is related to the vertical and adiabatic ionization potential and its disorder-induced distribution in the bulk of the organic semiconductor, and shows thereby how the results of UPS measurements can be used in predictive analytical theory and numerical device simulations. 
S1. EXPERIMENTAL DETAILS
Experiments were done in a multi-chamber VG EscaLab II system with a base pressure of the deposition and the analyzer chamber in the upper 10 −6 and the lower 10 −8 Pa range respectively. α-and β-MADN (Lumtec) were deposited by high-vacuum (8 · 10 −6 Pa) thermal evaporation onto in situ sputter-cleaned Au-coated Si-substrates at a rate of about 1 nm/min. The deposited films were transferred under ultra high vacuum (UHV) between the deposition and the analyzer chamber. UPS spectra were recorded at -6 V bias using HeI radiation generated in a differentially-pumped discharge lamp.
S2. MORPHOLOGY SIMULATION
Digital twins of thin films with atomistic resolution were generated for both materials using Nanomatch software modules Deposit, Parametrizer and Dihedral Parametrizer. Deposit is a Metropolis Monte-Carlo based single molecule deposition protocol mimicking physical vapor deposition (PVD)
1 and provides molecular morphologies that exhibit commonly observed PVD characteristic features.
2,3 Each molecule was deposited using 32 simulated annealing cycles with 120000 Monte-Carlo steps each, annealing from 4000 K to 300 K. Periodic boundary conditions were applied in the directions perpendicular to the growth direction. The energy at each simulation step was computed using customized force-fields generated using the Parametrizer module. These force-fields comprise Coulomb electrostatics based on partial charges obtained from an electrostatic potential fit, 4 Lennard-Jones potentials to account for Van-derWaals interaction and Pauli repulsion, and compound specific dihedral force-fields with quantum chemistry accuracy generated by the Dihedral Parametrizer.
S3. COMPUTATIONAL DETAILS OF THE GW CALCULATIONS
We summarize the major concepts behind the GW approximation and its implementation in VOTCA-XTP. 5 We restrict the discussion to a closed shell system of N electrons with spin singlet ground state, whose properties can be calculated using Density-Functional Theory (DFT) by solving the Kohn-Sham (KS) equations
in which T 0 is the kinetic energy operator, V ext an external potential, V Hartree the Hartree potential, and V xc the exchange-correlation potential. In Table S1 we show a comparison of calculated gas-phase energy levels (in eV) for α-MADN and β-MADN obtained using different xc-functionals with the cc-pVTZ basis. Note the variation in the results, e.g., in the HOMO energy of α-MADN: -4.79 eV (PBE) and -5.55 eV (PBEH). It is a consequence of the spurious self-interaction in the functionals and the inadequacy of DFT to describe electronically excited states. Instead, particle-like excitations, known as quasiparticles (QP), in which an electron is added to or removed from the N electron system ground state, are described by the one-body Green's function, G 1 . 7, 8 This function obeys a Dyson-type equation of motion, which in spectral representation is:
where H 0 = T 0 + V ext + V Hartree , is the DFT Hamiltonian, while the exchange-correlation effects are described by the electron self-energy operator Σ(E). It can be shown that Eq. 2 is part of a closed set of coupled equations, known as Hedin equations. 9,10 KS-DFT is an approximated solution for the excited electrons problem, in which Σ ∼ V xc , whose
. A beyond-DFT solution of this system is given by the GW approximation, in which
where W = ǫ −1 v c is the screened Coulomb interaction and v c (r, r ′ ) = 1/|r − r ′ | is the bare Coulomb interaction, respectively. The inverse dielectric function, ǫ −1 , is calculated in the random-phase approximation (RPA).
Within this GW approximation, Eq. 2 is transformed into a Dyson equation of motion for the quasiparticles:
12,13
where ε QP i are the one particle excitation energies of the system (i.e., the QP electron and holes states) and |φ QP i the quasiparticle wave functions.
In practice, these quasiparticle wave functions are expanded in terms of the KS states according to |φ
, the quasiparticle energies can be obtained perturbatively (we refer to this stage as PQP) as
The determination of ε QP i via Eq. 5 typically holds if the off-diagonal elements of the self-energy, i.e., φ
, are small. Otherwise, expressing the QP wave functions as a linear combination of KS states need to be fully taken into account. Quasiparticle wave functions and energies can then be obtained by diagonalizing the energy dependent QP Hamiltonian (we refer to this stage as DQP)
Both the correction term ∆ǫ
GW i
and the non-local, energy-dependent microscopic dielectric function calculated within the RPA depend on ε QP i 11,14 . Solutions to Eq. 5 therefore in general need to be found self-consistently. With this procedure, called evGW in literature, the quasiparticle energies are additionally updated in the RPA calculation until eigenvalues (ev) self-consistency. Some technical information about the implementation used in this work: we use 10 −5
Hartree as convergence limit for self-consistent cycles, the number of levels taken in account for the QP calculations, i.e number of occupied and unoccupied levels, is 327, while for the RPA step the level range is 1385.
VOTCA-XTP employs a generalized plasmon pole model (PPM) as outlined in Ref. 14 to perform the frequency integration. This model allows for a quick evaluation of the self-energy, but at the same time turns the self-energy into a real operator. VOTCA-XTP can read this information from standard packages using Gaussian-type orbitals (GTOs) as basis functions {ψ i (r)} to express
Matrix elements φ KS i |V xc |φ KS j needed in Eq. 5 are numerically integrated using spherical Lebedev and radial EulerMaclaurin grids as used in NWChem, 15 with XC functionals provided by the LibXC library. 16 For all this work calculations we used the cc-pVTZ basis set.
17
In the evaluation of the self-energy, four-center Coulombic integrals of the form
need to be calculated. VOTCA-XTP makes use of the resolution-of-identity approximation (namely the RI-V approximation) reduce the scaling from N 4 to N 3 , with N is the number of basis function. An auxiliary basis set {χ ν (r)} is introduced so that Eq. 8 are rewritten in the form
Here (ν|µ) −1 is the inverse of the two-center coulomb matrix (ν|µ) = dr 1 dr 2 χ ν (r 1 )v c (r 1 , r 2 )χ µ (r 2 ) and (ij|ν) = dr 1 dr 2 ψ i (r 1 )ψ j (r 2 )v c (r 1 , r 2 )χ µ (r 2 ) is the three-center Coulomb matrix. Specifically, we used the auxiliary RI-basis for the cc-pVTZ basis from Ref. 18 . Figure S1 illustrates the effects of different functionals used in the underlying DFT ground state calculation on the computed quasiparticle levels (both in the PQP and DQP variant). The correction to the KS-levels is not constant The value at rc = ∞ indicates the result after periodic embedding (GW /pMM). In all variants, only the quasiparticle state is considered polarizable while the molecules in the MM region are described by static point charges.
and varies between occupied and unoccupied states. We can see that for the PBE functional the QP correction is more pronounced than in the case of the PBEH hybrid functional, which already contains part of the exchange contributions to the self-energy operator. Despite the different energy-dependent corrections, the final quasiparticle energies as listed in Tab. S1 do not show a noticeable dependence on the DFT starting point. The final DQP quasiparticle HOMO energy varies only by 0.01 eV (0.02 eV) for α-MADN (β-MADN) among the two functionals.
S4. MOLECULAR MECHANICS EMBEDDING OF QUASIPARTICLE CALCULATIONS
In this work we embed the quantum (QM) quasiparticle calculations on GW level into a classical environment described by molecular mechanics (MM) models. In general, the MM part is represented by static atomic multipole moments Q a t 19 where t indicates the multipole rank and a the associated atom in the molecule. Furthermore on each atomic site a polarizability α aa ′ tt ′ is assigned, leading to the induced moments ∆Q a t due to the field generated by moment t ′ of atom a ′ :
The classical total energy of a system in the state (s) (i.e neutral (s = n) or charged (s = qp, via quasiparticle excitation)) composed of A molecules is given by
where interactions between the multipole moments Q a t and Q a ′ u are described by the interaction tensor T aa ′ tu . We use a repeated-index summation convention for the multipole and site indices, respectively.
A. Comparison of cutoff-based and periodic embedding schemes
When combining QM and MM methods, various scenarios for the coupling are possible. First, the MM environment, defined by a cutoff distance r c around the QM molecule, is explicitly included in the GW calculation as an additional external potential. In this GW cMM scheme, the QM region is directly polarized by the multipole distribution (and vice versa). This scheme is also referred to as additive scheme in the literature. 20 To assess the effects of the choice of cutoff, we show in Fig. S2 (blue curve) the calculated ǫ HOMO as a function of r c for a molecule at the surface in added to the GW vacuum energies. In the parametrization of the classical representation, we approximate the molecule's state after excitation of the GW HOMO by its cation. To validate this choice, we first repeat the analysis of the cutoff range dependence in this GW /cMM scheme as given by the red lines in Fig. S2 to the GW cMM one. The comparison reveals deviations smaller than 0.02 eV. Based on this good agreement, we then use this parametrization and embed the classically represented QM molecule in a periodically repeated background. In this GW /pMM setup, the effects of the infinitely extended background is evaluated via an Ewald technique. 21 The results for both the surface and the bulk molecule are shown as data points for r c = ∞ in Fig. S2 . For the surface molecule, the periodically embedded HOMO energy results 0.07 eV lower than in the GW /cMM calculation with the largest cutoff considered. In the bulk, the difference is with 0.03 eV slightly smaller. In the following, we focus on further details of how the GW /pMM method is used to obtain the results presented in the main text.
B. Electrostatic properties of the thin film and background polarization
When the thin film morphology is taken directly from the deposition simulation, the electrostatic properties of the constituent molecules are determined by their static multipole moments, here computed from classical atomic point charge distributions. At the same time, the film's electrostatic properties are directly given by the sum of these noninteracting multipoles. For both systems, we observe an accumulation of the dipole moment parallel to the surface normal (z-direction) of in total 65.6 D (α-MADN) and 35.7 D (β-MADN). Figure S3 Due to interactions among the molecular dipole moments as obtain from single-molecule data, it can be assumed that a more realistic description of the thin films' electrostatic properties should include mutual polarization effects. In our framework, we therefore first treat the total polarization of the film within the pMM approach described above (note that no quantum region is introduced and the whole system is charge neutral). After application of this background pMM, induced moments primarily lead to a broadening of the distribution of the absolute molecular dipole moments, as can be seen in Fig. S3(c) and (g). Similar observations can be made for the respective z-component distributions in Fig. S3(d) and (h). Induction reduces the total accumulated dipole moment in the film by 3.5 D (α-MADN) and 2.8 D (β-MADN).
C. Excitation energy distributions
In spite of the small effective reduction of the accumulated thin film dipole moment, the distributions in Fig. S3 suggest that the electrostatic potential inside the film and its surfaces shows strong local variations. These manifest themselves directly in a substantial amount of disorder in the calculated excitation energies within the GW/pMM approach. In the static GW/pMM case, the excitation is introduced into the pre-polarized neutral periodic background but no further polarization response due to the presence of an extra charge is included. For the polar GW/pMM calculations, an additional aperiodic region is defined by a cutoff distance of r c = 3 nm around the QM molecule. In this region, the polarization response to the charged excitation is determined according to Eq. 10 and its energy correction evaluated as in Eq. 11. Layer-averaged profiles of the obtained HOMO energies are shown in Fig. 1 of the main text. For completeness, we show in Fig. S4 the individual HOMO energies as a function of the z-coordinate of the molecule's center-of-mass, as well as their total distributions.
S5. ESTIMATION OF THE ELECTRON INELASTIC MEAN FREE PATH
As mentioned in the main text, we consider the inelastic mean free path (IMFP) of the electrons, λ in , as an upper limit to the electron attenuation length. In the following we focus on estimates of the IMFP within the modeling framework established in this work.
The IMFP represents the mean distance between successive inelastic collisions experienced by an electron in a material. Its energy dependence can be estimated with the help of the Energy Loss Function (ELF),
Im
−1 ǫ(q, ω) = ǫ 2 (q, ω) ǫ 1 (q, ω) 2 + ǫ 2 (q, ω) 2 ,
where ǫ 1 (q, ω) and ǫ 2 (q, ω) are the real and the imaginary parts of the dielectric function, respectively. The ELF represents the probability of a material to absorb energy ω and momentum q from an energetic incoming particle, such as a photon or an electron with kinetic energy E k . The IMFP is related to the ELF (in a.u.) via
where ω min = E gap , ω max = (E k + E gap )/2, q ± = √ 2E k ± 2(E k − ω). The first step is to compute the ELF. To this end we firstly evaluate ǫ 2 (0, ω) according to the non-interacting electron-hole picture in the Random-Phase Approximation (RPA) as
where the sum runs over the occupied (v) and unoccupied states (c) andD is the dipole moment operator. The real part of the full dielectric function is then obtained using the Kramers-Kronig relation. From this one can straightforwardly obtain the ELF in the optical limit (q → 0) using Eq. 12.
Extending the ELF into the finite-q region is achieved using a model in which the dielectric response of the system is given by a summation of non-interacting component oscillators. In the RPA, valence electrons in the material are approximated by a non-interacting homogeneous gas where the plasmon energy is expanded to the second order in q DL(q, ω, ω p ) = γ ω p ω (ω 2 − (ω p + ω(q)) 2 ) 2 + (γ ω) 2 ,
where ω(q) = E gap + αq 2 and γ is the damping coefficient. The above optical Drude-Lorentz (DL) ELF in the form of Eq. 15 has a singularity at the plasma frequency ω p .
To adapt this approach from a non-interacting to an interacting medium, we consider the optical ELF as composed of DL-ELF terms with closely spaced plasma frequencies ω i such that
Once we have found the amplitude parameters A i via a fitting procedure to our calculated ELF, we can build a momentum-dependent ELF according to
with the extension to finite q as in Eq. 15. Entering Eq. 17 into Eq. 13, we perform the integration over q and ω numerically to obtain λ in (E k ). For He-I UPS (photon energy 21.2 eV) and with ε i in the range of -7.0 to -5.8 eV (see Fig. 1 of the main text), the kinetic energy of interest is approximately 14.2-15.4 eV. Figure S5 shows the kinetic
