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ABSTRACT
The authors propose two methods based on the signed root of the likelihood ratio statistic
for one-sided testing of a simple null hypothesis about a scalar parameter in the presence
of nuisance parameters. Both methods are third-order accurate and utilise simulation to
avoid the need for onerous analytical calculations characteristic of competing saddlepoint
procedures. Moreover, the new methods do not require specication of ancillary statistics.
The methods respect the conditioning associated with similar tests up to an error of third
order, and conditioning on ancillary statistics to an error of second order.
RESUME
Les auteurs proposent deux methodes permettant, a partir de la racine signee du rapport
des vraisemblances, d'eectuer un test unilateral d'une hypothese nulle simple sur un
parametre d'echelle, en presence de parametres nuisibles. Par le biais de simulations,
ces methodes permettent d'obtenir une precision du troisieme ordre tout en evitant les
calculs analytiques lourds caracteristiques des methodes de point de selle concurrentes;
elles n'exigent pas non plus la specication de statistiques libres. Les methodes proposees
respectent, au troisieme ordre, le conditionnement associe aux tests similaires, ainsi que
celui sur les statistiques libres, mais au deuxieme ordre seulement.
1. INTRODUCTION
Considerable research on improving the accuracy of the standard normal approx-
imation to the distribution of the signed root of the likelihood ratio statistic, R,
has been conducted. Jensen (1995) provides a detailed review of a wide range of
methods, based primarily on saddlepoint approximations, which increase the ac-
curacy in the asymptotic normal approximation to the distribution of R from rst
to second, or even to third, order. Methods having the latter property typically
require specication of a maximal ancillary statistic; see, however, Fraser et al.
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(1999). Such ancillary statistics are readily available in transformation models,
and are irrelevant in full-rank exponential families. Outside these two classes of
models, ancillary statistics are dicult to specify, and implementation of the most
accurate saddlepoint methods can be intractable. These diculties have prompted
the development of methods whose implementations do not depend on ancillaries.
Unfortunately, ease of implementation usually has come at the cost of decreased
asymptotic accuracy.
The present paper proposes two new methods for inference based on R which
are both easily implemented in wide generality, requiring neither the specication
of an ancillary nor complex analytical calculations, and are third-order accurate.
The rst of the new methods (Method 1) employs a standard normal approxima-
tion to the distribution of a mean- and variance-corrected version of R. DiCiccio
& Stern (1994) provide approximations for the appropriate mean and variance cor-
rections based on asymptotic expansions; however, a straightforward Monte Carlo
simulation approach is used here to avoid the need for complex analytical calcula-
tions. Location and scale adjustments to R based on asymptotic expansions have
been considered by DiCiccio et al. (1990), Efron (1985) and Jensen (1986), among
others.
Method 2 is based on tail probabilities of the distribution of R itself, calcu-
lated under a choice of parameter value equal to the null hypothesis constrained
maximum likelihood estimator. The required tail probability is estimated through
Monte Carlo simulation. This new method can be viewed as a null hypothesis
parametric bootstrap procedure. The usual parametric bootstrap corresponds to
simulation using a parameter value equal to the maximum likelihood estimate.
If such an approach is employed, then the resulting inferences are generally only
second-order accurate. Thus, the application of Monte Carlo simulation must be
employed as in Method 2 in order to achieve third-order accuracy.
Similar methods to those proposed here could be applied in terms of other
asymptotically standard normal pivots, such as those based on the Wald or the
score statistics. However, two reasons for preferring use of the signed root statis-
tic are asymptotic accuracy and parameterization invariance. When applied with
other pivots, Method 1 is accurate only to rst order. In contrast, Method 2
oers some advantage over standard methods when used with other pivots, but
improves accuracy only to second order. Both Methods 1 and 2, when applied
to a parameterization invariant pivot, possess the desirable property of invariance
under reparameterizations that preserve the parameter of interest. The signed root
statistic is invariant, while the Wald and score statistics generally are not.
Section 2 presents a brief summary of inference procedures based on saddle-
point approximations, while Section 3 introduces the two new methods. Section 4
contains numerical examples that illustrate the accuracy of the new methods. The
conditional properties of the proposed methods are discussed in Section 5.
2. SADDLEPOINT METHODS FOR SIGNED ROOT STATISTICS
Let Y = (Y1; : : : ; Yn) be a random vector having a continuous probability distri-
bution that depends on an unknown parameter  = (1; : : : ; d), and denote the
log-likelihood function for  based on Y by `() = `(;Y ). Suppose that  is
partitioned as  = ( ; ), where  = 1 is the scalar parameter of interest and
 = (2; : : : ; d) is a (d− 1)-dimensional nuisance parameter. Let ^ = ( ^; ^) be the
global maximum likelihood estimator of , and let ~ = ( ; ~ ) be the constrained
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maximum likelihood estimator of  for given value of  . Standard likelihood in-
ference methods for the parameter  handle nuisance parameters by treating the
prole likelihood function, `p( ) = `(~ ), as a genuine log-likelihood. The usual
statistic used in testing  =  0 against one-sided alternatives is the signed root of
the likelihood ratio statistic,
R( 0) = sgn
(
 ^ −  0

`p( ^)− `p( 0)
}1=2
:
Under the null hypothesis, R has a standard normal distribution up to an error
of O(n−1=2), so that an observed value, robs, of R has upper one-sided p-value
P0(R  robs) = (robs) + O(n−1=2); where (z) denotes the standard normal
distribution function.
Using saddlepoint approximations, Barndor-Nielsen (1986) introduced a quan-
tity U = U( 0) such that R = R + R−1 log(U=R) has a standard normal distri-
bution up to an error of O(n−3=2). Thus, p-values associated with R are third-
order accurate. Construction of U requires specication of an ancillary statistic
A such that (^; A) is sucient. Outside the cases of full-rank exponential fam-
ilies and transformation models, specication of an appropriate ancillary A can
be extremely dicult, limiting the usefulness of R. To alleviate the diculties
associated with calculating U for general models, several authors have proposed
alternatives quantities T , which do not depend on ancillary statistics. Typically,
T = U + Op(n−1), so that the standard normal approximation to the distribu-
tion of Ry = R+R−1 log(T=R) has an error of O(n−1), and associated p-values are
only second-order accurate; see, for example, DiCiccio & Martin (1993), Barndor-
Nielsen & Chamberlin (1994) and Skovgaard (1996).
The prole likelihood function does not possess many of the properties of a
genuine log-likelihood. In particular, the bias of the prole score, Efd`p( )=d g, is
O(1). When information about the nuisance parameters is sparse, perhaps because
the sample size is small or the number of nuisance parameters is large, using `p( )
as if it were a true log-likelihood may produce misleading inferences. Consequently,
many authors have suggested replacing `p( ) with an adjusted version, `p( ) =
`p( ) + b( ), where b( ) is an appropriate adjustment function. Versions of b( )
have been developed by Barndor-Nielsen (1983, 1994), Barndor-Nielsen & Cox
(1979), Cox & Reid (1987), DiCiccio et al. (1996), McCullagh & Tibshirani (1990),
and Stern (1997), among others. The proposed adjustment functions b( ) typically
result in E

d`p( )=d 
}
being O(n−1), so that the bias of the adjusted prole score
function vanishes asymptotically. Based on an adjusted prole likelihood `p( ), the
signed root of the adjusted likelihood ratio statistic for testing the null hypothesis
 =  0 against one-sided alternatives is
R( 0) = sgn
(
 −  0

`p( )− `p( )
}1=2
;
where  maximizes `p( ). As for R, the distribution of R is standard normal up to
an error of O(n−1=2), and saddlepoint methods have been used to develop adjusted
signed root statistics of the form R

= R+R
−1
log(U=R). The distribution of R

is standard normal up to an error of O(n−3=2), and its implementation requires
specication of an ancillary statistic. Approximations to R

of the form R
y
=
R + R
−1
log(T=R) have been developed which do not require specication of an
ancillary statistic, but the error in the normal approximation to their distribution
is O(n−1).
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For each of the saddlepoint-based methods described in this section, specica-
tion of an appropriate ancillary statistic is required in order to achieve third-order
accuracy. Alternative procedures developed to avoid this requirement usually only
achieve second-order accuracy. Even these procedures require complex analytical
calculation, generally involving expectations of higher-order derivatives of the pro-
le likelihood function. In the next section, we discuss in detail two new methods
which can achieve third-order accuracy without the need for specication of ancil-
laries or for complex calculations involving expectations of higher-order derivatives
of the prole likelihood.
3. TWO SIMPLE THIRD-ORDER ACCURATE METHODS
Lawley (1956) showed that the third- and higher-order cumulants ofR areO(n−3=2)
or smaller, and that the mean and variance of R can be expanded in the form
E(R) = m(; ) +O(n−3=2); var(R) = 1 + v( ; ) +O(n−3=2);
where m( ; ) is O(n−1=2) and v( ; ) is O(n−1). Subject to regularity conditions,
R−m( ; )

1 + v( ; )
}1=2 (1)
has a standard normal distribution up to an error O(n−3=2); see Bickel & Ghosh
(1990).
In most situations, the approximate pivot (1) cannot be used for testing the
hypothesis  =  0, since it depends on the value of the nuisance parameter In-
ference about  requires that the nuisance parameter be estimated. Let 0 be
an estimator of , possibly depending on  0, such that 0 −  is Op(n−1=2) and
E( 0;)
(0

=  + O(n−1). DiCiccio & Stern (1994) showed that the third and
higher-order cumulants of R−m( 0; 0) are O(n−3=2) or smaller, while
E( 0;)

R−m( 0; 0)
}
= O(n−3=2)
and
var( 0;)

R−m( 0; 0)
}
= 1 + v0( 0; ) +O(n
−3=2);
where v0( 0; ) is O(n
−1), its form depending on the choice of estimator, 0.
Subject to suitable regularity conditions, the standard normal approximation to
the distribution of
R −m( 0; 0)

1 + v0( 0;
0)
}1=2 (2)
has an error ofO(n−3=2). The approximate pivot (2) can be used for inference about
 , and DiCiccio & Stern (1994) gave general asymptotic formulae for m( 0; ) and
v0( 0; ) based on various choices of the estimator
0.
The asymptotic formulae for m( 0; ) and v0( 0; ) are complex expressions
involving expectations of high-order derivatives of the log-likelihood. Consequently,
it is usually onerous to evaluate them for specic models. A simpler alternative
method of calculation is based on Monte Carlo simulation. In general, however,
straightforward simulation of R under the choice of model parameter ( ; ) =
( 0; 0) will allow direct estimation of m( 0; 0) and v( 0; 0), rather than the
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required v0( 0;
0). The desired quantities could be estimated using an iterative
simulation scheme, but such a computationally intensive approach proves unnec-
essary. For the choice of estimator 0 = ~0, DiCiccio & Stern (1994) showed that
v~0( 0; ) = v( 0; ) +O(n
−3=2). Thus,
Rmv =
R−m( 0; ~0)

1 + v( 0; ~0)
}1=2 (3)
has a standard normal distribution up to an error of O(n−3=2). Hence, (Rmv)
is an approximate one-sided p-value accurate up to an error of O(n−3=2), and the
required mean and variance can be estimated through Monte Carlo simulation of
R under the choice of model parameter value ( ; ) = ( 0; ~0). This approach we
term Method 1.
The results of DiCiccio & Stern (1994) also can be used to show that, in general,
P( 0;0)(R  robs) = P( 0;)(R  robs) +O

v( 0; )− v0( 0; )
}
:
As a result, tail probabilities of the distribution of the signed root statistic under
the choice of model parameter ( ; ) = ( 0; 0) are approximate one-sided p-values
accurate up to an error of O(n−1). However, when 0 = ~0,
P~0(R  robs) = P( 0;)(R  robs) +O(n−3=2):
The tail probability P~0(R  robs) can be estimated through Monte Carlo simula-
tion. This approach we term Method 2. Methods 1 and 2 coincide up to an error of
O(n−3=2). Despite this asymptotic equivalence, the examples of Section 4 suggest
that Method 2 often is more accurate than Method 1 in practice.
Analogous results hold for signed roots of adjusted likelihood ratio statistics.
For general adjustment functions, DiCiccio & Stern (1994) showed that the third-
and higher-order cumulants of R are O(n−3=2) or smaller, while the mean and
variance of R satisfy
E( 0;)(R) = m( 0; ) +O(n
−3=2); var( 0;)(R) = 1 + v( 0; ) +O(n
−3=2);
where m( 0; ) is O(n−1=2) and v( 0; ) is O(n−1). Furthermore, they showed
that
Rmv =
R−m( 0; ~0)

1 + v( 0; ~0)
}1=2 (4)
has a standard normal distribution up to an error of O(n−3=2), and they gave
asymptotic formulae for m( 0; ) and v( 0; ). Therefore, (Rmv) and P~0(R 
robs) are both third-order accurate approximate one-sided p-values. Both of these
quantities can be approximated directly using Monte Carlo simulation of R under
the choice of parameter  = ~0. In other words, Methods 1 and 2 apply to adjusted
prole likelihoods as well.
The behaviour of other asymptotically standard normal pivots, such as those
based on the Wald or the score statistics, varies from that of R and R in that for
these pivots, third cumulants are O(n−1=2), fourth cumulants are O(n−1), and only
their fth and higher-order cumulants are O(n−3=2) or smaller. When applied with
such a pivot, Method 1 fails to take skewness properly into account, and an error
of O(n−1=2) results. Method 2 is able to account for skewness to some extent, but
the resulting error is only O(n−1).
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4. EXAMPLES
Example 1. Normal Regression Model. Suppose Y1; : : : ; Yn follow a normal linear
regression model having q regression coecients and standard deviation , with 
the parameter of interest. Cox & Reid's (1987) adjustment is b( ) = −(1=2)q logF
in this case and here we employ this function in constructing R. Following DiCiccio
& Stern (1994),
E(R) = − 3q + 2
(18n)1=2
+O(n−3=2); var(R) = 1 +
3q + 1
9n
+O(n−3=2); (5)
E(R) = − 2
(18n)1=2
+O(n−3=2); var(R) = 1 +
1
9n
+O(n−3=2): (6)
The quantities U and U are available readily in this case.
Table 1: Approximate p-values for testing  = 0 in normal linear regression;
n = 20, q = 10. Table entries are percentages.
Exact p-value
1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 0:0457 0:0348 0:0225 0.014 24.740 39.142 53.021 68.530
(R∗) 0.418 1.194 2.655 5.938 85.650 92.435 96.044 98.335
(Rmv,(5)) 1.655 0.5670 1.441 3.672 82.308 90.374 94.821 97.744
Method 1, R 0.898 2.361 4.863 9.937 89.887 94.839 97.352 98.897
(R) 0.642 1.699 3.563 7.511 87.245 93.362 96.563 98.568
(R
∗
) 1.000 2.499 4.997 9.993 89.987 94.992 97.495 98.998
(Rmv,(6)) 0.875 2.225 4.516 9.182 89.252 94.568 97.259 98.892
Method 1, R 1.007 2.511 5.015 10.020 90.006 95.003 97.501 99.000
Table 1 exhibits the case n = 20 and q = 10; exact one-sided p-values are
compared with approximate values obtained from (R), (R), (R) and (R

),
as well as with Method 1 applied to both R and R. The rows in Table 1 labeled
(Rmv;(6)) and (Rmv;(5)) refer to the approximate pivots (3) and (4) applied
using the analytical expressions (5) and (6), respectively. Since R and R are ex-
actly pivotal in this case, the means and variances of R and R do not depend
on unknown parameters. As a result, Method 2 yields exact results, up to sim-
ulation error. Among the procedures involving R, each of (R), (Rmv;(5)), and
(R) performs poorly, while Method 1 produces acceptable results. The dierence
between (Rmv;(5)) and Method 1 is attributable to the poor small-sample perfor-
mance of the asymptotic formulae (5); these formulae yield m( 0; ~0)  −1:6865
and v( 0; ~0)  0:1722, while values obtained from 1; 000; 000 Monte Carlo sim-
ulations were m( 0; ~0)  −2:1479 and v( 0; ~0)  0:3203. Among the methods
based on R, (R) performs poorly, while (Rmv;(6)) performs somewhat better.
Both (R

) and Method 1 applied to R provide excellent accuracy. The dier-
ence between (Rmv;(6)) and Method 1 applied to R arises because of the small-
sample inadequacy of the asymptotic formulae (6); the asymptotic formulae give
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m( 0; ~0)  −0:1054 and v( 0; ~0)  0:0056, while the corresponding simulated
values were m( 0; ~0)  −0:1511 and v( 0; ~0)  0:0114.
Example 2. Exponential regression. Assume that lifetimes T1; : : : ; Tn are inde-
pendent and exponentially distributed, where E(Ti) = exp(+ zi) and z1; : : : ; zn
are known covariates. Suppose that interest centers on exp( + z0), the mean
lifetime for covariate value z0 and let  =  + z0. The log-likelihood function
for  and  is `( ; ) = −n − nc − e− PTi exp(−ci), where ci = zi − z0
(i = 1; : : : ; n) and c = n−1
P
ci. The maximum likelihood estimators,  ^ and ^,
satisfy the equations
 ^ = log

n−1
X
Ti exp(−^ci)
}
;
X
Ti
(
ci − c

exp(−^ci) = 0;
and the constrained maximum likelihood estimator, ~0, is the solution to the equa-
tion
P
Tici exp(−~0ci) = nce 0 . The signed root of the likelihood ratio statistic
is
R = sgn( ^ −  0)

2n

( 0 −  ^) + (~0 − ^)c+ n−1e− 0
X
Ti exp(−~0ci)− 1
}1=2
:
Again, the quantity U is available readily in this case.
Table 2: Simulated lower tail probabilities of approximate one-sided p-values for
 = +  log10(50000); n = 5. Table entries are percentages.
Nominal Size
1% 2.5% 5% 10% 90% 95% 97.5% 99%
(R) 0.50 1.34 2.91 6.32 85.60 92.35 95.97 98.29
(R∗) 0.98 2.49 5.01 9.99 90.04 94.97 97.49 99.00
Method 1, R 1.03 2.56 5.10 10.10 90.07 95.04 97.51 99.00
Method 2, R 0.98 2.48 5.02 9.99 90.06 94.97 97.48 98.96
Lawless (1982, example 6.3.2) used an exponential regression model to analyze
Feigl & Zelen's (1965) leukemia data concerning the survival time in weeks of 17
patients. For these data, the covariate z is the base-10 logarithm of initial white
blood cell count. Table 2 concerns the subset of size 5 from these data consisting
of lifetimes 156, 108, 143, 1, 65 and corresponding covariate values 2.88, 4.02, 3.85,
5, 5. Suppose that the mean lifetime for z0 = log10(50; 000) is of interest. Table 4
shows the lower tail probabilities of the null distribution for approximate p-values
for one-sided tests for  , obtained from (R), (R), and Methods 1 and 2, based
on 5 observations from an exponential regression model having these covariate
values. The tail probabilities were estimated based on 250; 000 random datasets.
For Method 1, 500 Monte Carlo simulations were used to estimate the mean and
variance corrections, while for Method 2, 2000 Monte Carlo simulations were used
to estimate the required tail probability. Results obtained from (R) are poor,
while Methods 1 and 2 and (R) each performs well.
For the preceding examples, implementation of the most accurate saddlepoint
methods has been straightforward and their accuracy is excellent. In these sit-
uations, Methods 1 and 2 have little added benet. Nevertheless, their imple-
mentation is simple and the fact that their performance is competitive with that
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of saddlepoint methods is encouraging for cases where saddlepoint methods are
dicult or impossible to implement.
Example 3. Variance component model. Skovgaard (1996) considered the one-
way model Yij =  + i + eij (i = 1; : : : ;m; j = 1; : : : ; ni), where the i's and the
eij 's are all independent normal variables having mean 0 and variances 2 and 
2
e ,
respectively. When the group sizes n1; : : : ; nm are not all equal, the maximum like-
lihood estimators do not have closed form expressions, and the likelihood equations
must be solved iteratively.
Table 3: Simulated coverage levels of approximate symmetric two-sided condence
intervals for  ; n = 15. Table entries are percentages.
Nominal coverage probability
80% 90% 98% 99.8%
(R) 72.05 83.55 95.10 99.15
( ~R) 79.77 89.87 97.90 99.78
Satterthwaite 80.05 90.13 98.10 99.82
Method 1, R 79.77 89.91 98.04 99.82
Method 2, R 79.86 89.93 97.97 99.77
For this model, ancillary statistics are not available to determine U . Versions
of T also prove dicult to obtain. In contrast, Methods 1 and 2 are applied eas-
ily. Skovgaard performed a simulation study demonstrating the accuracy of ~R, his
large-deviation version of Ry, when m = 5, ni = i, e = 0:04, and  = 1, and he
compared his method with the Satterthwaite approximation. Since this problem
is symmetric about  = 0, Skovgaard gave estimated coverages of two-sided con-
dence intervals. His results are reproduced in Table 3, along with corresponding
two-sided results for Methods 1 and 2. All of the coverages reported in Table 3
are based on 100; 000 random datasets. In applying each of Methods 1 and 2, 2000
Monte Carlo simulations were used. Skovgaard noted that both Satterthwaite's
approximation and ( ~R) produced accurate approximations. Table 3 shows that
the proposed methods also produce comparable approximations.
5. CONDITIONAL INFERENCE
When  is the canonical parameter of an exponential family, a similar test of the null
hypothesis  =  0 is generated through conditioning on ~0. In this context, Jensen
(1986) showed that Rmv dened by (3) has a standard normal distribution up to an
error of O(n−3=2) conditionally as well as unconditionally. Thus, the approximate
one-sided p-values produced by Methods 1 and 2 for R are conditionally third-order
accurate. Furthermore, Skovgaard (1987) showed that R has a standard normal
distribution up to an error of O(n−3=2) conditionally as well as unconditionally.
From the perspective of similar tests, the conditional properties of Methods 1 and
2 when applied to R are asymptotically equivalent to those of (R). The same
properties hold for (R

) and for Methods 1 and 2 applied to R; see Fraser et al.
(1991) and DiCiccio & Martin (1991).
Ancillary statistics do not arise in the context of full-rank exponential fami-
lies; however, they are a key component of inference for models outside this class.
8
Approximate procedures should take reasonable ancillary statistics into account.
Barndor-Nielsen (1986) showed that the conditional distribution of R given an
ancillary A is standard normal up to an error of O(n−3=2). In contrast, the calcu-
lations of McCullagh (1987) and DiCiccio & Martin (1993) indicate that the con-
ditional distribution of Rmv given A is standard normal up to an error of O(n−1).
The same order of conditional accuracy holds for Methods 1 and 2 when applied
to R. In those cases where R is available, results from (R) should have better
conditional properties than the results from Methods 1 or 2, although the uncon-
ditional performances of (R) and Methods 1 and 2 should be similar.
Example 3 (Continued). Exponential regression. For the exponential regression
model, conditional inference given ancillary statistics log Ti− ^−^ci (i = 1; : : : ; n) is
described by Lawless (1982, section 6.3.2). Based on the 5 observations considered
earlier, Table 4 allows comparison between exact conditional signicance levels with
approximate levels obtained from (R), (R), and Methods 1 and 2, for a variety
of values of  0. Monte Carlo simulation sizes of 50; 000 and 200; 000 were used for
Methods 1 and 2, respectively. All three higher-order procedures oer substantial
improvement over (R). However, (R) performs slightly better than either of
the new methods, indicating a slight advantage in conditional accuracy despite
the results of Table 2 where no signicant dierence between the unconditional
accuracy of these methods was found.
Table 4: Exact conditional and approximate p-values for testing  0 =  ^−; n = 5.
Table entries are percentages.
 Conditional level (R) (R∗) Method 1 Method 2
-2.05 0.600 0.339 0.589 0.639 0.612
-1.85 1.066 0.621 1.047 1.129 1.076
-1.50 2.789 1.723 2.747 2.927 2.860
-1.30 4.691 3.004 4.627 4.895 4.851
-0.95 10.916 7.479 10.798 11.277 11.170
0.55 90.468 85.843 90.410 90.743 90.694
0.70 94.996 92.035 94.964 95.177 95.142
0.85 97.728 96.099 97.714 97.833 97.744
1.00 99.132 98.381 99.126 99.183 99.132
1.10 99.591 99.191 99.588 99.619 99.560
This advantage in conditional asymptotic accuracy adds credence to the sugges-
tion that when R is readily available, it is preferable to Methods 1 and 2. However,
in other situations, the simplicity of their implementation and their third-order
asymptotic accuracy make Methods 1 and 2 appealing. Moreover, the various ver-
sions of Ry and R
y
, which do not depend on ancillary statistics, typically have
a standard normal distribution up to an error of O(n−1) both conditionally and
unconditionally. Thus, the conditional properties of Methods 1 and 2 are asymp-
totically the same as those of (Ry) and (R
y
). In a compelling location-scale
example, McCullagh (1992) showed that conditional p-values based on distinct
ancillary statistics dier by O(n−1). His results suggest insisting that inference
procedures be conditionally third-order accurate is unwarranted.
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6. CONCLUDING REMARKS
The accuracy of the new methods is clearly dependent on the number of Monte
Carlo simulations used. The simulation sizes used in the examples here were chosen
based on experience and are designed to ensure that the simulation error is a negli-
gible portion of the overall coverage errors. In general, for both Methods 1 and 2 a
simulation size of B leads to simulation errors which are O(B−1). Choice of a suit-
able simulation size can be based on this fact. Of course, it is commonly accepted
that means and variances require fewer simulations for precise estimation than do
tail probabilities. In this sense, Method 1 can be seen to be less computationally
intensive than Method 2.
Finally, the asymptotic orders of the error terms asserted here pertain to mod-
erate-deviation regions. There has recently been considerable interest in the large-
deviation properties of higher-order approximations. In exponential family prob-
lems, the standard normal approximation to the distribution of R has a relative
error of O(n−1) in the large-deviation region; see, for example, Jensen (1992) and
Skovgaard (1996). The standard normal approximation to the distribution of Skov-
gaard's (1996) version of Ry has a relative error of O(n−1=2) in the large-deviation
region, where R itself is O(n1=2). In contrast, other versions of Ry fail to have this
desirable large-deviation property. The standard normal approximation for Rmv
cannot be expected to have relative error converging to 0 in the large-deviation re-
gion. As a result, it is unlikely that Method 1 has this desirable property. Of course,
it is possible that Method 2 behaves more appropriately in the large-deviation re-
gion. Thus, it might be possible to distinguish between Methods 1 and 2 based on
their large-deviation behaviour, and this topic deserves further attention.
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