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Abstract
Numerous embedding models have been recently ex-
plored to incorporate semantic knowledge into visual
recognition. Existing methods typically focus on minimizing
the distance between the corresponding images and texts in
the embedding space but do not explicitly optimize the un-
derlying structure. Our key observation is that modeling the
pairwise image-image relationship improves the discrimi-
nation ability of the embedding model. In this paper, we
propose the structured discriminative and difference con-
straints to learn visual-semantic embeddings. First, we ex-
ploit the discriminative constraints to capture the intra- and
inter-class relationships of image embeddings. The dis-
criminative constraints encourage separability for image
instances of different classes. Second, we align the differ-
ence vector between a pair of image embeddings with that
of the corresponding word embeddings. The difference con-
straints help regularize image embeddings to preserve the
semantic relationships among word embeddings. Extensive
evaluations demonstrate the effectiveness of the proposed
structured embeddings for single-label classification, multi-
label classification, and zero-shot recognition.
1. Introduction
Recent visual recognition methods typically train multi-
class classifiers using image datasets labeled with a pre-
defined set of discrete classes [22, 37, 39]. However, such
classifiers are not capable of capturing semantic relation-
ships among visual categories since they are trained in the
discrete label space. For example, discrete classifiers treat
the three classes cat, dog and bicycle as unrelated and dis-
tinct categories. As a result, they cannot encode the fact that
the two classes cat and dog are semantically more similar
than that between cat and bicycle. Furthermore, to recog-
nize a new category, the discrete classifiers need to be re-
trained on a sufficient amount of training examples of the
new class. The lack of semantic information transfer sub-
stantially limits the visual recognition methods to scale up
to large numbers of classes.
To address these issues, visual-semantic embedding
Figure 1. Illustration of the proposed constraints for learning
visual-semantic embeddings. Triangles represent label (word) em-
beddings, and circles represent image embeddings. The visual
categories are color-coded. (1) Discriminative constraints (Sec-
tion 3.2.2) capture the intra- and inter-class relationships of image
embeddings (e.g., Dintra < Dinter). (2) Difference constraints
(Section 3.2.3) align the difference vector between a pair of image
embeddings with that of the corresponding label embeddings (e.g.,
~vimage and ~vlabel should be as similar as possible).
models [9, 31, 38] have been proposed to leverage the se-
mantic knowledge from text data. By using a large set of
unannotated text data, we can construct a continuous and se-
mantically meaningful word embedding space [29]. Images
can then be mapped into the same semantic space to align
the embeddings of their corresponding labels (typically by
minimizing ranking losses). The rich semantic relationships
from the text data help better recognize visual categories, re-
duce semantically implausible predictions, and enable zero-
shot recognition.
Much effort has been made to learn visual-semantic em-
beddings by diverse semantic knowledge sources [13, 14,
42, 40]. For example, analogy-preserving embeddings [13]
use analogical parallelogram constraints to reflect the rela-
tionships between multiple pairs of classes. The analogy
relationships can help disambiguate the semantically simi-
lar categories. However, learning analogy-preserving em-
beddings requires manual annotations of attributes and off-
the-shelf classifiers to discover a set of analogies. This lim-
its the scalability of the embedding model to handle large
numbers of object categories. Structure-preserving con-
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straints are also explored to model the neighborhood struc-
ture within each modality [42]. Such constraints help im-
prove image-to-text or text-to-image matching by reducing
the distance between semantically similar instances. How-
ever, they model the neighborhood structure for images and
texts separately with two independent regularization terms
and thus cannot preserve the semantic relationships between
a pair of word embeddings.
In this paper, we propose to learn visual-semantic em-
beddings by incorporating discriminative and difference
constraints as shown in Figure 1. We exploit the discrim-
inative constraints to explicitly model the intra- and inter-
class relationships of image embeddings. Specifically, we
explore two types of discriminative constraints (contrastive
loss and triplet loss), both of which can help improve the
discrimination ability of the embedding model. While dis-
criminative constraints encourage separability for image in-
stances of different categories, there are no constraints on
how the two instances should be pulled apart. To allevi-
ate these ambiguity issues, we propose the difference con-
straints to regularize the learning of visual-semantic em-
bedding model. The difference constraints enforce two
image embeddings to have similar relative positions with
their corresponding label embeddings. Similar to recent
work [32, 17, 16], we extend the embedding model to ad-
dress the multi-label scenario where each image may con-
tain multiple labels. Through extensive evaluations, we
demonstrate the effectiveness of the proposed structured
embeddings for visual recognition. For recognizing seen
classes, our method performs better over baseline methods
on the CIFAR-10/100 datasets for single-label image clas-
sification and achieves competitive performance with the
state-of-the-arts on the NUS-WIDE dataset for multi-label
image classification. For recognizing unseen classes, our
method performs favorably against the state-of-the-arts on
the aP&Y and large-scale ImageNet datasets.
We make the following contributions in this work:
First, we exploit the discriminative constraints to learn
image-text embeddings using a multi-task learning strategy.
The discriminative constraints explicitly model the intra-
and inter-class relationships. We show that two types of dis-
criminative constraints can help improve the discrimination
ability of the embedding model.
Second, we propose the difference constraints for align-
ing the difference vectors of image pairs with those of the
corresponding label pairs. The difference constraints serve
as a regularizer to help learn image embeddings with proper
semantic relationships among the various categories.
Third, we present a unified learning formulation that
learns visual-semantic embeddings with two additional
structured constraints while drawing relations between
them. Extensive experimental results show that learning
with the two complementary structured constraints signif-
icantly improves visual recognition tasks, including single-
label classification, multi-label classification, and zero-shot
recognition.
2. Related Work
Visual-semantic embedding. Visual-semantic embed-
ding models relate information from different domains,
such as images and texts. Attributes can be used to capture
semantic properties shared across different classes [8, 23].
However, attribute-based approaches do not scale up to
large amounts of categories due to manually defined at-
tribute ontology and expensive labeling effort. Another
line of work leverages neural language models to incor-
porate semantic knowledge for learning image embed-
dings [9, 31, 32, 42, 13, 14]. In these approaches, the
language model learns semantically meaningful word em-
beddings from unannotated text data (e.g., [29]). Ranking
losses [9, 33] are typically used to learn the image embed-
ding space by constraining the distance between the image
embedding and the corresponding word embedding smaller
than that between the image embedding and other randomly
chosen words. Images are thus projected to nearby positions
with their corresponding labels in the semantic space.
Learning embedding with constraints. Other semantic
knowledge has also been used to improve embedding mod-
els. Examples include analogies [13], taxonomies [14], hi-
erarchies [40] and neighborhood structures [42]. Our work
is related to [42] in the aspect of modeling the neighbor-
hood structure of image embeddings. In contrast to learning
the transformation layers only, we train our entire network
for improved adaptation of visual representations. More-
over, unlike the constraints in [42] that preserve the local
neighborhood structure for images and texts separately, we
regularize that pairs of image embeddings have similar rel-
ative positions with their corresponding label embeddings.
The proposed difference constraints bear some resemblance
with the analogical parallelogram constraints [13], but dif-
fer in three aspects. First, we do not rely on costly at-
tribute annotations and off-the-shelf classifiers to discover
analogies. Second, the analogy constraints use one pair of
classes to help recognize another pair. In contrast, we align
the difference vectors between images and labels from the
same pair of two classes. Third, we incorporate both dis-
criminative and difference constraints into a unified deep
learning framework. The contrastive loss [4, 47] or triplet
loss [36, 48, 43] has been applied for feature learning. In
the context of visual-semantic embedding, we apply either
of them as discriminative constraints to improve the embed-
ding baseline using a multi-task learning strategy.
Language grounding methods [18, 19, 24] have been re-
cently proposed for cross-modal tasks (e.g., image-to-text
and text-to-image retrieval) by jointly optimizing visual and
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semantic embeddings. In this work, we focus on improving
the visual model given the pre-trained semantic model.
Convolutional neural networks for visual recognition.
Convolutional neural networks (CNNs) have shown promis-
ing results on various visual recognition tasks, e.g., im-
age classification [22, 37, 39]. Recent work addresses
the multi-label recognition problem in the discrete label
space [11, 41, 25]. For learning visual-semantic embed-
dings in the general multi-label settings, existing methods
either use multiple instance learning [32] or apply off-the-
shelf detectors [17, 16] to generate candidate regions for
each label. We adopt a different strategy to mine associated
regions for each label via a multi-label training procedure.
The model pre-trained on the multi-label classification task
is also used as an initialization for the subsequent learning
steps.
Zero-shot learning. The goal of zero-shot learning is to
recognize unseen classes without any training. As visual ex-
amples of test classes are not available during the training
process, auxiliary sources are required to relate the unseen
classes with the seen classes. The semantic information
sharing across categories can be achieved by attributes [8,
35, 23, 2], word embeddings [9, 31, 38], or a combination of
multiple semantic sources [10, 1]. Prior work addresses this
problem by learning attribute classifiers [23, 34] or com-
patibility functions [46, 9, 35, 2, 38]. Recent methods also
consider generalized zero-shot learning where test data may
come from seen classes and the label space is the union of
both seen and unseen classes [3, 45].
3. Approach
Our goal is to learn structured semantic embeddings for
visual recognition. We build our learning framework based
on deep convolutional neural networks. The pre-trained
word embedding model provides continuous vector repre-
sentations of each image label for training the CNN. To
address the multi-label case, we first train the network for
multi-label image classification. The learned CNN model
is then used to mine top candidate image regions for each
label (Section 3.1). Using the mined regions as training in-
stances, we retrain the network to embed image features
to the semantic embedding space with our structured con-
straints (Section 3.2). We include implementation details in
Section 3.3.
3.1. Region Mining
Existing visual-semantic embedding methods typically
address the single-label setting where each image contains
only one semantic label (e.g., ImageNet). This substantially
limits the applicability of the learned embedding models for
visual recognition as real-world images often contain mul-
tiple labels. Similar to recent work [32, 17, 16], we address
Figure 2. Region mining via multi-label training. First, we use
the multi-label loss in [25] to train the network for multi-label im-
age classification. Second, we compute the classification scores
of candidate region proposals and select the best-matched region
with the highest score for each ground-truth (GT) image label.
this problem by assigning labels to image regions. To this
end, we use the multi-label loss [25] to train the network for
multi-label image classification. For each ground-truth im-
age label, we compute the classification scores of general
region proposals [20] and select the best-matched region
with the highest score. Figure 2 illustrates the multi-label
classification training process for mining regions that corre-
spond to the image-level labels.
3.2. Structured Semantic Embedding
We use the mined regions as training instances to learn
the visual embedding model. We denote the training set as
D = {(xi, yi)}Ni=1, where xi indicates the ith region in-
stance and yi indicates the corresponding label. Our goal
is to learn a mapping function fΘ that maps from the im-
age space I to a continuous semantic space S, fΘ : I →
S, where Θ denotes the network parameters to be opti-
mized. For the word embedding, we exploit the pre-trained
word2vec model [29] on the Google News dataset (∼100
billion words) to generate a 300D vector representation for
each label. We denote s(·) as the label embedding function
learned by the word2vec model. For the image embedding,
we train the CNN to learn Θ by mapping an image to the
same 300D space S . For simplicity, we denote f(·) instead
of fΘ(·) as the image embedding function. Both image and
label embeddings are normalized to unit norm.
3.2.1 Baseline Model
Our baseline model aims at projecting image instances to
nearby positions with the corresponding labels in the se-
mantic space. We use the ranking loss (1) to learn such an
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Figure 3. Illustration of the proposed constraints. Triangles rep-
resent label embeddings and circles represent image embeddings.
The visual categories are color-coded. Discriminative constraints
encourage small distance for image instances of the same class
and large distance otherwise. Difference constraints align the dif-
ference vectors of image embeddings with those of label embed-
dings.
embedding,
LR(xi, yi)
=
∑
y 6=yi
max(0,m+ d(f(xi), s(yi))− d(f(xi), s(y))), (1)
where we measure the similarity between image and
label embeddings based on the cosine distance, i.e.,
d(f(x), s(y)) = 1− f(x) · s(y).
3.2.2 Discriminative Constraints
The ranking loss (1) optimizes only the distance between
the image and label embeddings. However, it does not cap-
ture the relationships among image embeddings. This may
lead to a small margin between images of different classes
(see Figure 3(a) for an illustrative example) and limit the
discrimination ability of the learned image embeddings. We
propose to explicitly model the intra-class and inter-class
relationships of image embeddings. Specifically, we ap-
ply two alternative discriminative constraints to improve
the baseline embedding model. First, the contrastive loss
(2) encourages small distance of two images from the same
class and large distance otherwise. Second, the triplet loss
(3) enforces distance between a reference image and an im-
age from the same class to be smaller than that between the
reference image and an image from a different class. With
discriminative constraints, image embeddings of the same
class are more compact and those of different classes are
easier to distinguish, as shown in Figure 3(b). The con-
trastive loss function is of the form:
LC(xi, yi,xj , yj)
= 1(yi=yj)d (f(xi), f(xj))
+ 1(yi 6=yj) max (m− d(f(xi), f(xj)), 0) ,
(2)
where 1(·) is the indicator function. The triplet loss function
is defined as follows:
LT(xi, yi,xj , yj ,xk, yk)
= max(0,m+ d (f(xi), f(xj))− d (f(xi), f(xk))),
(3)
where xi denotes the reference image, xj is an image from
the same class (yi = yj), and xk from a different class (yi 6=
yk).
3.2.3 Difference Constraints
While discriminative constraints enforce image instances of
different categories to be distant, there are no constraints
on how the two instances should be pulled apart. To reg-
ularize the learning of visual-semantic embedding model,
we propose to align the difference vectors of image pairs
with those of label pairs. The difference constraints are ca-
pable of preserving the semantic relationships among the
label embeddings. Figure 3(c) and (d) illustrate the effect
of learning image embeddings with and without using the
difference constraints.
We formulate the difference constraints as follows:
LD(xi, yi,xj , yj)
= ‖(f(xi)− f(xj))− (s(yi)− s(yj))‖22,
(4)
where f(xi) − f(xj) indicates the difference vector of the
two image embeddings and s(yi)− s(yj) indicates the dif-
ference vector for their corresponding label embeddings.
3.2.4 Objective Function
We combine the embedding baseline and two extra struc-
tured constraints in a unified learning formulation. The
overall training objective function can be represented as:
min
Θ
w
2
||Θ||2 + λ1
∑
i
LR(xi, yi)
+ λ2
∑
i,j
LC(xi, yi,xj , yj)
+ λ3
∑
i,j
LD(xi, yi,xj , yj),
(5)
or
min
Θ
w
2
||Θ||2 + λ1
∑
i
LR(xi, yi)
+ λ2
∑
i,j,k
LT(xi, yi,xj , yj ,xk, yk)
+ λ3
∑
i,j
LD(xi, yi,xj , yj),
(6)
where Θ is the parameters of the image embedding func-
tion, i.e., the network weights, and w = 0.0005 represents
the constant weight decay. The weights λ1, λ2, λ3 balance
these constraints.
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3.3. Implementation Details
As shown in Figure 4, we build a two-branch (for
contrastive loss) or three-branch (for triplet loss) network
to learn image embeddings. We use the AlexNet [22]
(for CIFAR-10/100) and GoogLeNet [39] (for the other
datasets) pre-trained on the ImageNet 2012 classification
task as our base network architectures. Each base network
shares the same architecture and parameter weights. We
add a linear transformation layer and a normalization layer
with randomly initialized parameters on top of the output of
each base network. The new transformation layer projects
image features to the 300D embeddings. Both image and la-
bel embeddings are normalized to unit norm. Since seman-
tic labels may indicate scenes/events/objects in the image,
we use the general region proposal method [20] to collect
candidate regions. Around 1,000 initial region proposals
are generated for each image. We then constrain the region
width/height to be at least 0.3 of the image width/height and
the aspect ratio to be within the range [0.25, 4].
We use the Caffe toolbox [15] to train CNNs with a Tesla
K40 GPU. Since optimizing over all pairs or triplets of in-
stances is computationally infeasible, we randomly sample
image instances for training. For the two-branch network,
we use equal amounts of image pairs from the same and dif-
ferent classes in a batch. For the three-branch network, we
use 20% image instances from the same class of the refer-
ence image and the rest from different classes in a batch. We
set the initial learning rate to 0.001 with a step decay policy
and the momentum to 0.9. We set the margins m = 0.1
for the ranking baseline (1) and m = 1.0 for both the con-
trastive (2) and triplet (3) losses in our experiments. The
optimal balance weights λ1, λ2, λ3 may be different for dif-
ferent datasets. We include the detailed analysis of hyper-
parameters in the supplementary material. The source code
and pre-trained models will be made publicly available.
4. Experimental Results
In this section, we present extensive experimental results
to demonstrate the effectiveness of our structured embed-
dings for visual recognition, including single-label classifi-
cation, multi-label classification, and zero-shot recognition.
We also analyze the contributions of individual components
of our approach.
4.1. Datasets
Single-label classification. We first use the CIFAR-
10/100 datasets [21] to validate the effectiveness of the pro-
posed constraints. The CIFAR-10 dataset is composed of
10 categories of images with 50,000 training images, and
10,000 testing images. The CIFAR-100 dataset consists of
100 categories. There are 600 images for each category
(500 for training and 100 for testing). We evaluate our
(a) Two-branch network
(b) Three-branch network
Figure 4. Overview of our network architectures for learning struc-
tured embeddings. (a) The two-branch network takes pairs of
training instances as input. (b) The three-branch network takes
triplets of training instances as input. The base networks share the
same architecture and parameter weights. See text for more details
of loss functions: LR (1), LC (2), LT (3), LD (4).
method for image classification on the large-scale ImageNet
2012 dataset with 1,000 labels [6]. We use the default train
set to train the embedding model with structured constraints
and test on the validation set.
Multi-label classification. For multi-label image classi-
fication, we use the NUS-WIDE dataset [5]. This dataset
contains 209,347 images and 81 semantic concepts. We use
the train/test split as in [11] and use a subset of 150,000
images for training and the rest of the images for testing.
Zero-shot recognition. For zero-shot recognition, we use
the aPascal & aYahoo (aP&Y) [8] and ImageNet 2010 [6]
datasets. We follow the standard split on the aP&Y dataset.
The Pascal set serves as training data, and the Yahoo set as
test data for evaluation. For the ImageNet 2010 dataset, we
use the 800/200 split of the 1,000 classes as in [9]: train-
ing the embedding model using 800 classes, and inferring
image labels using the rest 200 classes.
4.2. Single-Label Classification
Evaluations on CIFAR-10/100. We train a multi-class
linear SVM based on the learned 300D embedding features
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Table 1. Mean classification accuracy (%) on the CIFAR-10/100
datasets using different constraints. Red color and blue color indi-
cate the best and second best performing algorithms, respectively.
Constraints
CIFAR-10 CIFAR-100
Rank Contrastive Triplet Difference
√
81.1 62.4√
73.5 42.2√
84.2 53.8√
80.0 58.2√ √
83.1 62.7√ √
86.9 62.5√ √
84.0 61.0√ √ √
84.6 63.2√ √ √
87.8 64.3
Table 2. Comparisons of visual-semantic models for image classi-
fication on the ImageNet 2012 datasets with 1,000 classes in terms
of flat hit@k metrics.
Models k = 1 k = 2 k = 5 k = 10
Norouzi et al. [31] 54.3 61.9 68.0 71.6
Frome et al. [9] 54.9 66.9 78.4 85.0
Rank + Contrastive + Difference 60.7 72.1 82.6 87.9
Rank + Triplet + Difference 57.3 67.7 77.8 83.3
for classification. Table 1 shows the mean classification ac-
curacy using the models trained with different constraints.
Combined with discriminative constraints only, we achieve
higher accuracy than the baseline model, e.g., a 5.8% gain
on CIFAR-10 (86.9% vs. 81.1%). The results demonstrate
the effectiveness of discriminative constraints for learning
discriminative image embeddings to distinguish visual cat-
egories. Combined with difference constraints only, we ob-
tain 2.9% improvement on CIFAR-10 but slightly worse re-
sults on CIFAR-100. The intra- and inter-class relationships
among different classes are important for image classifica-
tion. Without explicitly modeling such relationships, dif-
ference constraints are not sufficient to distinguish visually
similar categories. Combining both constraints, we further
improve the classification accuracy on both datasets. The
full model trained with triplet and difference losses out-
performs the ranking baseline by 6.7% on CIFAR-10 and
1.9% on CIFAR-100. The results validate that our two com-
plementary structured constraints help improve the embed-
ding model for visual recognition. We also use the near-
est neighbor classifier where the class label is inferred with
the smallest distance between the image and all the candi-
date label embeddings. We obtain similar performance with
SVM (87.0% on CIFAR-10 and 63.8% on CIFAR-100 us-
ing the model trained with triplet and different losses).
Evaluations on ImageNet. Our model trained with the
contrastive and difference losses achieves 60.7% mean clas-
sification accuracy (i.e., flat hit@1), showing a 10.6% rela-
tive improvement over the DeViSE method [9]. The results
demonstrate the effectiveness of our structured embeddings
for large-scale image recognition.
4.3. Multi-Label Classification
We train one-versus-all SVM classifiers for multi-class
classification. At test time, we extract one feature vector
for each entire image and compute the prediction scores of
each class by those SVM classifiers. We also use the set-
ting with region proposals for inference, but find that the
predicted regions are not accurate for multi-label classifica-
tion. Following the same evaluation protocols [11, 32, 41],
we generate k (e.g., k = 3) highest ranked labels for each
test image and then compute the per-class precision (C-P),
per-class recall (C-R), per-class F1 (C-F1), overall precision
(O-P), overall recall (O-R), and overall F1 (O-F1) scores.
The mean average precision (mAP)@N is also used in the
recent work [41]. However, we note that these scores are
computed based on a fixed number of predicted labels for
each image. Such metrics are not sufficiently accurate as
each image may have a different number of labels. In light
of this, we also report the widely used mean average preci-
sion (mAP) [7] measure.
Comparisons to the state-of-the-art methods. We com-
pare the proposed visual-semantic embedding approach
with the state-of-the-art methods for multi-label im-
age classification, including metric learning [26], multi-
edge graph [27], KNN [5], cross-modal ranking [44],
WARP [11], MIE [32] and CNN-RNN [41] methods. Ta-
ble 3 shows quantitative results on the NUS-WIDE dataset.
Overall, compared to the methods without learning visual-
semantic embeddings [26, 27, 5, 11, 41], our embedding
baseline achieves notable improvements in terms of dif-
ferent metrics, e.g., a 10% gain in O-F1 over the KNN
baseline [5]. We attribute the performance improvement to
the rich semantic relationships among word embeddings,
which help better recognize visual categories. Our full
model trained with contrastive and difference losses per-
forms favorably against the previous visual-semantic meth-
ods [32, 44], e.g., a 2.7% gain over [32] in C-F1 and 37.7%
gain over [44] in mAP@10. The results demonstrate the
effectiveness of our structured constraints for learning dis-
criminative embedding model. In addition, our full model
outperforms the state-of-the-art method [41] by 20% in
terms of mAP@10. The results suggest that we get accurate
ranked lists in the top 10 predictions for each test image.
Contributions from individual components. We also
show the relative contributions of the mined regions and
the proposed constraints in Table 3. Our embedding base-
line with mined regions achieves 42.4% mAP, significantly
outperforming those with random regions or entire images.
The performance gain comes from the multi-label training
procedure. Compared to the embedding baseline with only
the ranking loss, our model learned with both constraints
achieves higher performance in terms of all the metrics
(e.g., 3.7% improvement in mAP). This demonstrates that
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Table 3. Comparisons of image classification performance on the NUS-WIDE dataset. The precision/recall/F1 scores are computed with
k = 3 predicted labels per image. The ranking loss is enabled in all of our embedding models.
Methods C-P C-R C-F1 O-P O-R O-F1 mAP@10 mAP
Li et al. [26] - - - - - 21.3 - -
Liu et al. [27] - - - 35.0 37.0 36.0 - -
Chua et al. [5] 32.6 19.3 24.3 42.9 53.4 47.6 - -
Gong et al. [11] 31.7 35.6 33.5 48.6 60.5 53.9 - -
Wang et al. [41] 40.5 30.4 34.7 49.9 61.7 55.2 56.1 -
Wu et al. [44] - - - - - - 40.3 -
Ren et al. [32] 37.7 40.2 38.9 52.2 65.0 57.9 - -
W/O region mining
W/ random regions 29.1 3.7 6.6 29.1 35.6 32.0 35.6 3.5
W/ entire images 33.0 37.6 35.2 50.8 62.0 55.8 73.7 37.0
W/ region mining
Contrastive Triplet Difference
35.7 42.9 39.0 52.3 63.9 57.5 76.4 42.4√
35.8 43.3 39.2 52.2 63.8 57.4 76.3 42.5√
38.0 41.2 39.5 52.3 63.8 57.5 76.6 42.2√
36.3 44.0 39.8 52.4 64.0 57.6 76.6 43.2√ √
38.9 44.6 41.6 52.9 64.6 58.2 77.6 46.1√ √
38.0 40.9 39.4 52.7 64.3 57.9 77.2 43.9
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Figure 5. Examples of classification results obtained by our em-
bedding model on the NUS-WIDE dataset. We show top 5 pre-
dicted labels for each test image. Green texts indicate correct pre-
dictions and red texts indicate wrong predictions. Note that the
predictions are ranked and ground-truth labels are not ranked.
our structured constraints help improve the discrimination
ability of image embeddings. We observe that there is no
significant improvement if we learn the embedding model
with discriminative or difference constraints individually.
The results show again that the two constraints are com-
plementary for learning visual-semantic embeddings.
Qualitative results. Figure 5 shows examples of predic-
tion results on the test set. Our embedding model makes
correct predictions for different semantic concepts, e.g., ob-
jects and scenes. The lower right image in Figure 5 shows a
typical failure case. Our model incorrectly predicts garden
that is visually and semantically similar to the ground-truth
label of grass. While such predictions are incorrect, they
are semantically plausible. We refer the readers to the sup-
plementary material for more results.
4.4. Zero-Shot Recognition
One of the critical applications of visual-semantic em-
bedding is zero-shot recognition. For each test image,
we first extract the 300D image embedding based on the
learned model. We then infer the class label using nearest
neighbor search.
Comparisons to the state-of-the-art methods. We com-
pare the proposed approach with the state-of-the-art meth-
ods1 for zero-shot recognition on the aP&Y dataset in Ta-
ble 4. With word embedding only, we achieve higher ac-
curacy over the existing word embedding based methods,
e.g., outperforming DeViSE [9] by 6.7%. The performance
gain can be explained by our structured constraints. To
combine word and attribute embeddings, we train an addi-
tional embedding model with the ranking loss based on the
normalized 64D attribute vectors. The word and attribute
embeddings are then concatenated for classification using
the nearest neighbor search. With the combined embed-
dings, we obtain competitive results with the state-of-the-
art algorithms. Note that our method does not rely on the
ground-truth object bounding boxes for training the embed-
ding model. The recent work [50] improves the zero-shot
recognition performance by adapting the learned similarity
functions using the test data. In contrast, we leverage the
nearest neighbor classifier for each test image individually
and do not impose additional assumptions on the test data.
Contributions from individual components. We also
show the effect of the proposed constraints in Table 4. Our
full models consistently outperform the embedding baseline
model with the ranking loss by 8.4% with word embedding
1The results of [31, 9, 1] are from [45] with the ResNet features.
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Table 4. Zero-shot image classification accuracy (%) on the aP&Y
dataset. The ranking loss is enabled in all of our embedding mod-
els.
Semantic sources
Methods Accuracy
Words Attributes
√
Romera-Paredes et al. [35] 27.3√
Lampert et al. [23] 38.2√
Zhang et al. [49] 50.4√
Bucher et al. [2] 53.2√
Norouzi et al. [31] 25.9√
Frome et al. [9] 35.4√ √
Akata et al. [1] 32.0
Contrastive Triplet Difference√
33.7√ √
40.7√ √
34.3√ √
37.4√ √ √
42.1√ √ √
40.2√ √
47.5√ √ √
48.0√ √ √
47.8√ √ √
49.0√ √ √ √
54.7√ √ √ √
51.1
Table 5. Comparisons of zero-shot recognition on the ImageNet
2010 datasets in terms of flat hit@5 accuracy (%).
Models 200 labels 1,000 labels
Norouzi et al. [31] 28.5 -
Frome et al. [9] 31.8 9.0
Rohrbach et al. [34] 34.8 -
Mensink et al. [28] 35.7 1.9
Fu et al. [10] 41.0 -
Mukherjee et al. [30] 45.7 -
Huang et al. [12] 48.2 -
Rank + Contrastive + Difference 46.2 12.4
Rank + Triplet + Difference 45.0 11.3
only and 7.2% with combined embeddings. Our models
with either discriminative or difference constraints also im-
prove the embedding baseline. Combing the two constraints
brings further improvement, which shows the complemen-
tary nature of the two structured constraints.
Error analysis. We analyze per-class recognition results
of our method with the confusion matrix in Figure 6(a). The
majority of errors comes from confusion with semantically
similar categories, e.g., zebra and donkey. This is because
words with similar semantics are embedded at close posi-
tions in the space, as shown in Figure 6(b).
Evaluations on ImageNet. We show the capacity of our
visual-semantic embedding models for zero-shot recogni-
tion when there are large amounts of class labels. Table 5
shows performance comparisons in terms of flat hit@5 ac-
curacy. Our models learned with the proposed structured
(a) Confusion matrix (b) Label embeddings
Figure 6. Error analysis of zero-shot recognition by our method
on the aP&Y dataset. (a) Confusion matrix computed based on
the per-class prediction results using our full model. Most errors
come from semantically similar classes. (b) The label embeddings
of both seen classes from Pascal (red) and unseen classes from
Yahoo (green). The object classes with similar semantics are close
in the embedding space.
constraints achieve comparative performance with the state-
of-the-art methods. When classifying test data into the joint
label space of both seen and unseen classes, we also achieve
better accuracy (a 3.4% gain over DeViSE [9]). This indi-
cates that our models have less bias toward training classes
than the previous methods.
5. Conclusions
In this paper, we propose to incorporate two structured
constraints for learning visual-semantic embeddings. Dis-
criminative constraints model the intra- and inter-class re-
lationships and difference constraints serve as a regularizer
to preserve the semantic relationships among word embed-
dings. Quantitative results show that the two constraints are
complementary and crucial for improving visual recogni-
tion. Our method is simple, flexible, and easily applicable
to large amounts of categories since we do not rely on costly
bounding box annotations. Experimental evaluations on
multiple datasets including the large-scale ImageNet dataset
demonstrate the effectiveness of our embedding model with
structured constraints for image classification and zero-shot
recognition. In the future work, we plan to jointly learn the
visual and textual embeddings and explore additional appli-
cations, e.g., object localization using the visual-semantic
embedding model.
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