We present measurements of the resolving power of a soft x-ray spectrometer consisting of 200 nm-period lightweight, alignment-insensitive critical-angle transmission (CAT) gratings and a lightweight slumpedglass Wolter-I focusing mirror pair. We measure and model contributions from source, mirrors, detector pixel size, and grating period variation to the natural line width spectrum of the Al and Mg K α 1 α 2 doublets. Measuring up to 18 th diffraction order at characteristic Al-K wavelengths we consistently obtain small broadening due to gratings corresponding to a minimum effective grating resolving power R g > 10, 000 with 90% confidence. Upper limits are often compatible with R g = ∞. Independent fitting of different diffraction orders, as well as ensemble fitting of multiple orders at multiple wavelengths, gives compatible results. Our data leads to uncertainties for the Al-K α doublet line width and line separation parameters 2-3 times smaller than values found in the literature. Data from three different gratings are mutually compatible. This demonstrates that CAT gratings perform in excess of the requirements for the Arcus Explorer mission and are suitable for next-generation space-based x-ray spectrometer designs with resolving power 5-10 times higher than the transmission grating spectrometer on the Chandra X-ray Observatory.
INTRODUCTION
The soft x-ray band (roughly between 0.2 and a few keV in energy) contains many atomic resonances. Spectra in this band offer a wealth of diagnostics about the composition, density, and temperature of x-ray emitting or absorbing objects. In astronomy, important lines of highly ionized carbon, nitrogen, oxygen, neon and iron can be found in the wavelength range between 1 and 5 nm. Emission and absorption line spectroscopy of celestial objects and structures in this band have the potential to provide essential information for the study of large scale structure formation (galaxy clusters), feedback from supermassive black holes, hot gas in the cosmic web, and stellar evolution -information which is often not available at other wavelengths [1, 2] . Soft x rays are readily absorbed by small amounts of matter, which makes it difficult to build efficient transmitting optical elements, such as lenses or transmission gratings. Obviously, absorption by air requires us to study the x-ray universe from satellites above the earth's atmosphere.
Spectroscopic information can be obtained using energy dispersive instruments, such as microcalorimeters [3] , or grating spectrometers, which are wavelength dispersive. The energy resolution of microcalorimeters is typically on the order of a few eV (but can be sub-eV) [4] , which gives E/∆E ∼ 200 − 1000 for soft x rays. Similar resolving power λ/∆λ can be obtained from existing, but aging instruments on board of the Chandra (High Energy Transmission Grating Spectrometer HETG) [5] and XMM-Newton (Reflection Grating Spectrometer RGS) [6] x-ray observatories, both of which were launched in 1999. Their effective areas are rather small, in the range of a few tens to ∼ 100 cm 2 , resulting in very long observation times up to megaseconds (over one week for a single object). For many of the above science questions λ/∆λ > 2500 is required, and λ/∆λ > 5000 is desired.
High-resolution soft x-ray spectroscopy has been demonstrated with laboratory sources and double-crystal spectrometers [7] . In the last two decades much development has taken place at electron beam ion traps [8] [9] [10] [11] and synchrotron sources, the latter mostly focusing on resonant inelastic x-ray scattering [12] [13] [14] [15] [16] [17] . Dispersing elements are mostly crystals, plane, or variable-line-spacing reflection gratings. The spectrometers often achieve λ/∆λ on the order of a few thousand to ∼ 10000. Many of these spectrometers depend on strong sources, precise and adjustable alignment, and multiple movable elements to achieve a broad bandpass. These designs would be difficult to implement in space, where movable elements and mass should be minimized.
Space-based x-ray grating spectrometers (XGS) are typically designed with an array of objective gratings just downstream of the focusing telescope mirrors (the "lens" -usually a set of concentric Wolter-I grazing-incidence mirrors). Due to the sparseness of celestial x rays, mirrors should extend over a significant aperture on the order of 1 m 2 , and gratings should cover a large part of or the whole mirror aperture. In the in-plane transmission geometry, where the grating vector connecting two grating bars lies in the plane of incidence, the gratings diffract photons incident at angle α relative to the grating normal into diffraction orders m at angles β m according to the grating equation
where m = 0, ±1, ±2, ..., λ is the x-ray wavelength, and p is the grating period (see Fig. 1 ). The gratings are arrayed on the surface of a Rowland torus [18, 19] , such that the m th diffraction order from each grating comes to a common focus on the surface of a detector with fine spatial resolution, typically an x-ray CCD. For a broad spectrum, different orders from different wavelengths can overlap spatially. The resulting limited free spectral range ∆λ = λ/m can be overcome if the energy resolution of the detector is better than the corresponding photon energy difference ∆E, divided by m. [20] The resolving power of an XGS can be defined as
where ∆λ is the smallest wavelength difference that can be resolved at wavelength λ. To first order, R XGS is given by the distance of the m th order spot on the CCD from the zeroth order divided by the width of the telescope mirror point-spread function (PSF) in the dispersion direction. It is therefore advantageous to use high diffraction orders and small grating period and to have a narrow PSF. High diffraction orders are only useful if a large percentage of incident photons lands in these orders. This has been achieved via blazing with sawtooth groove profiles for grazing incidence reflection gratings [6, [21] [22] [23] [24] . However, the reflection geometry is very sensitive to misalignments and grating non-flatness, and grazing incidence requires many-cm long substrates with larger mass than µm-thin transmission gratings. Critical-angle transmission (CAT) gratings combine the advantages of the transmission geometry (alignment insensitivity, low mass) with efficient utilization of high diffraction orders (blazing) [20, 25] . As shown in Fig. 1 , this is accomplished by tilting freestanding ultra-high aspect ratio grating bars by a small angle α, which is less than the critical angle for total external reflection, relative to the incident x rays. Diffraction orders near the direction of specular reflection from the grating bar sidewalls have enhanced diffraction efficiency. Thin grating bars (b < p/3) and lack of a support membrane minimize absorption. We have recently fabricated 200 nm-period, 4 µm deep silicon CAT gratings up to 32 × 32 mm 2 in size, with blazed diffraction The m th diffraction order occurs at an angle β m where the path length difference between AA' and BB' is mλ. Shown is the case where β m coincides with the direction of specular reflection from the grating bar sidewalls (|β m | = |α|), i.e., blazing in the m th order.
efficiency > 30% at λ ∼ 2.5 nm and > 20% for 1.5 nm < λ < 5 nm, [26] compared to ∼ 1 − 5% for HETG gratings. [5] At λ = 1.5 nm the critical angle for silicon is ∼ 2 degrees. If we set α = 2 degrees then we expect to blaze orders near α + β m = 4 degrees, i.e., 9 th and 10 th order. For a telescope with a PSF of 1 arcsec full width half max (FWHM) f PSF , we expect R XGS ≈ (α + β m )/ f PSF = 4 • /1" = 14400 (neglecting that the gratings are slightly closer to the focus than the mirrors). However, XGS optical designs are neither free from aberrations, nor will a real XGS follow its design perfectly. We have undertaken numerous ray-trace studies of transmission XGS designs to understand the limits of performance, alignment tolerances, and other imperfections [18, 19, [27] [28] [29] [30] , and came to the conclusion that instruments with R XGS ∼ 10000 and effective area > 1000 cm 2 should be feasible in the very near future.
XGS resolving power can be compromised by grating imperfections, such as variations in the grating period, described by some period distribution {p} with FWHM ∆p, for example. Eq. 1 shows that if ∆p = 0 then there will be a distribution of diffraction angles {β m } with FWHM ∆β m and a broadening of the m th order diffraction peak proportional to m. Neglecting aberrations, the observed peak broadening is then a convolution between the PSF and the β m distribution function. Since ∆β m scales with m it can become the dominating source of broadening in higher orders and limit resolving power to a value less than (α + β m )/ f PSF . If we assume {p} to be Gaussian, then R XGS can never be greater than p/∆p. In our analysis we simply model grating imperfections as a Gaussian period distribution and call R g = p/∆p the effective resolving power of the grating (see Fig. 2 ), which is different from the traditional definition of resolving power or resolvance of a grating, mN, where N is the number of illuminated grating lines. The present work was undertaken to study broadening of spectral features due to potential CAT grating imperfections that could limit resolving power in an XGS.
To mimic an XGS we need a soft x-ray source with a narrow spectral line, a focusing optic with narrow PSF that can fully illuminate a grating of reasonable size, and a detector with high spatial resolution. At the time of this work we were not aware of any synchrotron endstations that could have provided us with an expanded, collimated beam and a 10-m long vacuum chamber and the necessary manipulators. For traditional laboratory soft x-ray sources the narrowest lines are provided by the Al and Mg K α 1 α 2 doublets at λ = 0.834 and 0.989 nm, respectively, with E/Γ ∼ 3500, where Γ is the FWHM of each of the K α lines and E is the photon energy. For silicon the critical angles for these wavelengths are only ∼ 1.1 and ∼ 1.35 degrees. In order to obtain higher diffraction efficiencies at the highest orders possible we coated some CAT gratings with a thin layer of platinum, effectively increasing the critical angle.
In the following, we first describe our experimental setup, then our measurements and models, and finally the results of fitting our models to the data. We then discuss our results and summarize our conclusions.
EXPERIMENTAL SETUP
The measurements were performed at the NASA Marshall Space Flight Center Stray Light Test Facility (SLTF). It consists of a 92 m long, 1.22 m-diameter vacuum guide tube that opens into a 12.19 m-long, 3.05 m-diameter vacuum chamber (see Fig. 3 ). The far end of the guide tube connects to a Manson electron impact x-ray source. Both Al and Mg anodes were used in this work. The source is equipped with 100 µm and 150 µm vertical slits to reduce the horizontal width of a 0.5 mm source spot, effectively improving the source size from 1.12 arcsec to 0.22 and 0.34 arcsec, respectively.
The grating spectrometer is part of an imaging system. In astronomical applications an ideal point source at infinity is imaged to a small spot in the focal plane of a focusing optic. The image of the point source is broadened due to the finite angular width of the optic PSF. In order to separate spectral features with a small ∆λ, a sufficiently small PSF is required. In this work we used an 8.4 m focal length Technology Development Module (TDM) [31] manufactured by the Next Generation Xray Optics group at the NASA Goddard Space Flight Center. The TDM consisted of two 0.4 mm-thick Wolter-I slumped glass segments: a gold-coated parabolic (P) segment, followed by an iridium-coated hyperbolic (H) segment. The radius at the node of the optic -the center between the P and the H segmentswas 245 mm, the azimuthal extent 30 degrees, and each glass segment was about 200 mm long along the optical axis or z direction (see Fig. 4 ). The half-power diameter (HPD) of the 2D PSF of a single mirror-pair TDM is typically about 8 arcsec, and the coating roughness about 0.5 nm. Due to the finite source distance the best focus of the source is obtained 9.25 m from the optic node. The optic was mounted on a stage stack for pitch (rotation around x or the horizontal axis) and yaw (rotation around y or the vertical axis) alignment. Upstream of the optic was a large plate to block direct illumination of the focal plane by the source, and a selectable aperture plate for the TDM.
Three different CAT gratings were used in this work. They were all fabricated from silicon-on-insulator (SOI) wafers. Freestanding CAT grating bars with 200 nm period were etched out of the nominally 4 µm-thick SOI device layer at the same time as a 5 µm-period Level 1 (L1) cross-support mesh (see Fig. 5 ), using a combination of deep reactive-ion etching (DRIE) and wet etching in potassium hydroxide solution. A coarse Level 2 (L2) hexagonal support mesh (∼ 1 mm pitch) was etched out of the 0.5 mm-thick SOI handle layer. The buried oxide layer separating device and handle layers has been removed from the open areas between the etched structures. Details of the fabrication process can be found in Refs. [32] [33] [34] [35] [36] . The usable grating area was 32 mm long and between 5.7 and 7.5 mm wide, depending on the grating. Gratings X1 and X4 were nominally coated with 2 nm of aluminum oxide and 7 nm of platinum using atomic layer deposition. Grating X7 was left uncoated (see Fig. 6 ).
The gratings were mounted in a vertical stack in a grating holder 50 cm downstream of the TDM node, with their long axes in the horizontal direction (see Fig. 4 ). The holder was mounted on a stage stack consisting of a linear x-translation stage at the bottom that carried a yaw (rotation around vertical axis) stage, followed by y-translation and roll (rotation around optical axis) stages. The whole stage stack was tilted in pitch by ∼ 1.4 deg to achieve close to normal x-ray incidence on the gratings. Just upstream of the gratings we placed an aperture mask that limited the grating illumination to 30 mm in the horizontal direction. The converging x-ray beam incident on a grating thus had a cross section in the shape of a shallow arc of about 1.5 mm in radial extent and about 30 mm in the azimuthal direction and 242 mm radius of curvature.
The detector was a model DX436-BN-9HS CCD manufactured by Andor Corp. The imager consists of 2048x2048 pixels (13.5 µm pixel pitch) with settable clocking speeds. The array was covered by an optical blocking filter consisting of 150 nm Al on 200 nm polyimide. Needing minimal energy resolution, we ran at the fastest clocking speed of 1 µs per pixel during the test. We operated in subarray mode for a portion of the test with a 1024 x1024 subarray configured. The detector was mounted on a 3-axis xyz stage stack. The detector/stage system was displaced 152 mm from the center of the chamber toward the south to enable grating measurements at larger angular dispersion. The detector operating temperature was maintained at a constant -45 o C for the entire test.
Before evacuation of the chamber we performed preliminary alignment of the optics, gratings, and masks using a HeNe laser at the source end. The TDM was placed 245 mm above the horizontal optical axis with its reflective sides facing down. A second laser aimed from the optics focus back towards one of the gratings was used to visualize the orientation of the L1 mesh dispersion axis. We rolled the grating mount until this axis was vertical, thus placing the CAT grating dispersion axis close to horizontal orientation. The gratings therefore disperse close to the direction along which the anisotropic optic PSF is expected to be at its narrowest. A schematic of the experimental layout is shown in Fig. 7. 
MEASUREMENTS
We first characterized the direct ("unobstructed") beam from the TDM, and after grating insertion the beam transmitted straight through the gratings (0 th diffracted order). Following this we explored higher diffraction orders until hardware limitations prevented us from going further. Dark images (with the source shutter closed) were collected periodically to monitor the dark levels produced by the camera readout electronics. The first images of the optic under Al-K illumination gave a sufficiently narrow PSF. We did not perform any further pitch and yaw fine adjustment of the optics with x rays until the end of this study. The best focus was found through a series of images taken at different camera positions along the optical axis.
A. Combined Performance of Source, Mirror, and Detector
The focal spot from the TDM (direct beam) exhibits a narrow "hour-glass" or rotated "bow-tie" cross section whose dispersivedirection (x) FWHM varies as a function of cross-dispersion direction coordinate (y) (see Fig. 8(a) ). This so-called sub-aperture effect is a well-known feature of reflection at small angles of grazing incidence from surfaces of finite roughness. [18, 30, 37] The measurement is the result of the convolution of the source size and the mirror PSF, and finite CCD pixel size. The mirror performance is estimated from images taken under three source slit configurations. The open (no slit), 150 µm, and 100 µm configurations, using the Al anode, produce sources with FWHMs of 0.97", 0.33" and 0.22" in the dispersion direction, respectively, indicating a 0.43 mm source spot width. The source spot extends 1.2" in the cross-dispersion direction in all cases.
Due to the irregular shape of the beam image we define a series of cross-dispersion bands (CDBs). These CDBs are a rebinning of images into nine 21-pixel vertical bands extending from -94 to +94 pixels from the narrowest region of the bowtie. We determine the narrowest region of the bow-tie from the FWHM in the dispersion direction based on 2.35 σ. We define the term "line profile" as the 1-dimensional measured distribution of detected charge in the dispersion direction integrated (or shows an image transformed to a binned image along with a series of line profiles in various CDBs ( Fig. 8(c) ). Fig. 9 is a plot of the measured FWHM vs. CDB for a representative set of images taken at different times. The central five bands are consistent and were used in our modeling. However, the remaining bands, representing poorer regions of the mirrors, varied significantly (not shown). Their line profiles varied from single peak to double peak at different times and are not useful for measuring grating performance. We conjecture that the cause of this variation is thermal, and that regions of the optics which have larger slope errors, e.g., the ends and regions near mounting supports, are more thermally sensitive. (Temperatures in this region of the chamber typically vary by several degrees F during the course of the day.) Fit over the five central CDBs, the rotation angle of the bow-tie relative to the CCD columns is < 0.4 deg. As seen in Fig. 9 , the ±2 CDBs do not benefit from insertion of the source slits, and the difference between the two slit configurations is negligible across all five central CDBs. In hindsight analysis showed that both slits, combined with the 0.30" pixel width, produce nearly indistinguishable line profiles when convolved with the mirror PSF, and there was no benefit in using the narrower slits. From Fig. 9 and the grating equation we can estimate R XGS , neglecting any potential broadening from the gratings. For characteristic Al K α radiation in 18 th order one obtains R XGS ∼ 17200 when using all five central CDBs. However, R XGS can be increased to ∼ 24000, for example, simply by utilizing only the three central CDBs, at the cost of losing counts and increasing statistical uncertainty. In principle the same trade-off between effective area and resolving power can be exercised post-observation in the analysis of data from a space-based x-ray spectrometer.
We also examined the wings of the line profiles, which we can later evaluate for any additional scattering introduced by the gratings. At grazing incidence surface roughness produces primarily in-plane scattering; the out-of-plane scattering, i.e., scattering along the grating dispersion direction, is primarily due to roughness and particulate contamination on the mirror surfaces [38, 39] . Fig. 10 indicates that the cumulative distribution function (CDF) of the scattering distribution is consistent among all the slit configurations and CDBs and that it can be modeled by a Lorentzian function. From this model we estimate that < 5% of the flux is scattered beyond 5 pixels (or 1.5") along the dispersion direction. 
B. Mirror Line Response
Knowing the contribution of source slit width or effective spot size, and detector pixel size to the line profile, we can back out the mirror response by root difference of squares. The so-derived FWHMs and half power widths (HPW) are included in Table 1 . The change with cross-dispersion is simply a function of the bow-tie wedge angle, due to the 7 • angular extent of the used aperture. 84% of the flux is fairly evenly distributed among the 5 central CDBs, while 15% is in the central band. The crossdispersed flux distribution was double-peaked, so at best focus the two peaks straddled the center of the bow-tie, leaving a lower intensity at the center. (Small TDM realignment near the end of testing eliminated the double-peak, and increased the flux in band 0 by > 50%.) 
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C. Estimated Flux and Effective Area
We have previously measured the x-ray flux from the Manson source with the same detector on several occasions and obtained repeatable results. Based on facility geometry, anode voltage, slit settings, and measured count rates in the Al K α band through the TDM we find an effective area of 0.36 cm 2 for the mirror pair. This is about 90% of the geometric aperture, consistent with 95% reflectivity per mirror, and slightly high compared to theoretical reflectivities (92-93%). However, we estimate at least 5% uncertainty for this measurement. 
D. Zeroth Order Profiles
The zeroth order line profiles are insensitive to narrow features in the source spectrum. They were measured to investigate any non-dispersive effects the gratings may have on the line profile. The vertical stage on the grating stage stack was used to move gratings in and out of the beam, and the beam was centered on the grating during illumination. For blazed gratings the efficiency of diffracted orders is sensitive to alignment, [20, 25, 40] which can vary between gratings due to our mounting method. We thus measured the zero-order flux as a function of yaw angle (rotation around an axis parallel to the grating bars and the grating surface, which sets the blaze angle). For ideal CAT gratings this function is symmetrical around the angle of normal incidence. Fig. 11 shows measured zero-order efficiency for all three gratings, offset in yaw to center the curves on zero degrees. Differences between the gratings are due to small differences in average grating bar widths and device layer thickness, as well as the Pt coating for gratings X1 and X4.
D.1. Comparison with mirror-only and among gratings
Zeroth order line profiles were measured with each grating at its own (yaw = 0) position. The profiles of all three gratings were identical within measurement uncertainty. For the 100 µm slit configuration for the central CDB, where the line profile is the narrowest, a simple Gaussian model was fit to each separate data set and the width parameters were converted into FWHM. The FWHMs in arcsec are X4 : 0.50 ± 0.02 , X1 : 0.45 ± 0.06 , and X7 : 0.47 ± 0.04 . Compared to 0.47 ± 0.01 for the unobstructed beam we see no broadening from the gratings.
To compare scattering from the gratings we looked at the wings for the central 5 CDBs in the 100 µm slit configuration. For quantitative comparison we take the ratio of flux in the range 5-75 pixels from the peak (in the dispersion direction) to that within 75 pixels of the peak, similar to the analysis for the mirror line response in Fig. 10 . The RMS variation between the three gratings in this flux fraction is 1.0%, as compared with 0.5% RMS of measurement errors. The zero orders have higher scattering than the unobstructed case. However, the amount of increased scatter is only 1.5% (X4, X7) and 3.5% (X1), so the contribution to the HPW is still small. For example, a 1" HPW optic would have a 1.07" zero order HPW if the grating contribution to scattering is 3%.
D.2. Zeroth order line response function (LRF) model
We developed an empirical model for the zeroth order line response function (LRF) for the source/optic/grating/detector system, consisting of the sum of contributions of two Gaussians of different widths to describe the central core and a Lorentzian function (Cauchy distribution) to account for scattering. The model includes integration over the slit width and the pixel width. We simultaneously fit the data from 100 µm and 150 µm slit configurations in the five central CDBs. To simplify we combined data from the ±1 bands, as well as the ±2 bands. Fig. 12 compares the fit with data points for the center-most CDB. The log-log plot emphasizes the scattering wings. In Sec. 4 we convolve the LRF with the expected source anode material line spectra to generate the predicted response for dispersed grating orders.
E. Dispersed Line Profiles
We collected CCD images at numerous dispersed orders of the K α doublets using both the Al and Mg anodes. In order to maximize the count rate for each measured order we want to align the grating for most efficient blazing for each order separately. Blazing is strongest for orders under the blaze envelope, which is centered on the direction of specular reflection from the grating bar sidewalls, and has an angular width described well by the distance between minima of diffraction w from a single slit of width a, the gap between bars, as w ≈ 2λ/a. [20, 25, 40] Therefore the gratings were rotated in yaw from normal incidence by half the angle of the dispersed order in an effort to maximize blazing. For each order the camera was also translated along the optical axis relative to the 0 th order best focus to follow the expected best focus position (see Fig. 7 ). Fig. 13 is a collage of all the orders for Al measured on one side of the 0 th order, scaled to a common maximum. For Al-K x rays orders 7, 10, 14, and 18 were integrated for long times, while for Mg-K we integrated longer for orders 12 and 16 (not shown). By far the longest integration was for 18 th order Al at 1726 minutes. It is easily seen that higher orders have progressively broader peaks, making it easier to observe spectral features, and to deconvolve the source spectrum from the LRF. If we simply sum along detector columns we obtain the line profiles shown in Fig. 14 . Al orders 14 and 18 clearly show the well-known K α1,α2 2:1 intensity-ratio double peak shape. The Mg anode produced much weaker flux than the Al one, and the data thus is noisier for the Mg peaks for similar integration times.
LINE MODELS AND GRATING EFFECTIVE RESOLV-ING POWER ANALYSIS
To estimate grating effective resolving power, we modeled the fluorescent lines emitted by source anodes using literature values for measured line widths and wavelengths and applied the grating equation. When convolved with the zero order line profiles, the resulting diffracted profiles constitute a measurement prediction for an ideal grating. Observed deviations from this model are interpreted as grating-induced. We initially model grating-induced broadening as a Gaussian grating period distribution.
A. Line Models
Long exposures were performed for diffracted orders 10, 14, and 18 for Al-K, and 12 th order for Mg-K. The line purity from the Al anode did not require additional modeling beyond the expected K α1 and K α2 lines. This was not the case for the Mg anode. Fig. 15 presents an order separation analysis, where the energy resolution of the detector is used to distinguish between photons of different wavelengths and diffraction orders that have the same dispersion angle. While the 18 th order Al data appears monochromatic, the 12 th order Mg data is contaminated with 17 th order W-M α1 photons, probably due to W deposition on the Mg target from the heated cathode tungsten wire. In addition, we need to include Mg-K line energies from both Mg and MgO to attain a satisfactory fit that was consistent with the Al-K results. The existence of both Mg and MgO was deduced from a fit which included the Mg K α3 and K α4 satellite lines, whose separation from each other and from the K α1 and K α2 lines differs significantly between the two cases [41] . Due to these complications and the lower Mg count rates, most of our analysis is focused on the Al data. For reference we compiled Al-K, Mg-K, and W-M line energies and widths from various references in Table 2 . We included Al 2 O 3 in the Table even though no evidence of additional Al lines was found. In Fig. 16 we compare pure Al-K and Mg-K doublet line profiles based on values and uncertainties from Table 2 . We are constrained in trying to deduce the CAT grating effective resolving power by the intrinsic line width uncertainty, regardless of the precision of the measurement. For example, from Ref. [45] the intrinsic resolution of the Al-K lines is 3540 with line width uncertainties of 5%. A grating which causes the measured line width to exceed the natural line width by 5% would have an effective resolving power of 16000 (using an empirical approximation to the Voigt function from Ref. [47] ). Attempting to attribute a deviation from the known value to uncertainty in the known value or to grating performance, we cannot rely on broadening alone, but need to discriminate between profile shapes.
The K α doublets are modeled in the following manner: We assume that the naturally-occurring energy distribution of photons around the line energies follows a Lorentzian function or Table 2 ). Energy is determined from CCD collected charge using a single photon detection algorithm. Cauchy distribution described by:
with FWHM = f L = 2b, and peak at x = a. For comparison with data we integrate L across a pixel width, which is the scale at which we bin the integrated charge. Operationally, the function used is:
where d is the width of the integration bin in the same units as a and b. We maintain pixels as the dispersion distance units throughout the analysis, converting only for certain figures. The line models we define are local in wavelength to the Al and Mg K α1 so it is only necessary to specify wavelength differences relative to these. We have extracted nominal values for all the necessary physical constants from Table 2 and listed them in Table 3 . The modeled width and separation parameters are normalized relative to these nominal values. Setting all of these model parameters to 1.0 gives the nominal model. Our model for the i th order Al K α1 ,K α2 lines is:
where x is the dispersion axis coordinate, x 0 is the center position of Al K α1 , L Al is the fraction of the nominal Lorentzian FWHM, S Al is the fraction of the nominal line separation, and d is the bin width in units defined by κ. f α1 and f α2 are as-modeled Lorentzian FWHMs for the two lines, which are assumed equal. κ is a scale factor to convert wavelength to detector distance. Γ A α2 and (λ A α2 − λ A α1 ) are defined in Table 3 . The normalization yields 1.0 for the sum of points calculated at interval d. We have assumed the flux ratio for K α1 / K α2 is 2.
Models for other lines (Mg, MgO, W) follow equivalent expressions.
B. Measurement Model
The measurement model relates the line models to the measured integrated charge profile detected by the camera. The ingredients are the modeled line shapes, the grating dispersion relation, the zeroth order LRF, and the modeled dispersed grating response, assumed to be Gaussian.
We define a measurement model Al ρ , where ρ identifies the cross-dispersive region of interest in terms of the number of CDBs as defined in Sec. 3A. We combine data from various CDBs cumulatively in terms of radius from the center. Three values of ρ are considered initially:
To go from function Al 0 to Al ρ , we scale Al 0 to the proper dispersion units, then convolve it with the appropriate zero order LRF for the given ρ, and finally convolve it with a normalized Gaussian (FWHM f G ) representing the dispersed grating response. We derive the dispersion relation in two ways, first from the known grating period and measured grating-to-detector distance, and second from the detector stage translation and CCD image positions (horizontal and vertical, since the dispersion axis was slightly off from horizontal). For the first, with 200 nm grating period and a distance of 8750 mm we get 43.750 mm/nm. For 18 th order Al-K we measured a separation from zeroth order of 657.15 mm, which gives 43.777 mm/nm in first order. The uncertainty in the first value is dominated by the distance error of ±5 mm giving an uncertainty of ±0.025 mm/nm. The separation uncertainty is ±0.1 mm based on the known positioning repeatability of the CCD stages, which gives ±0.007 mm/nm uncertainty for the second value. We therefore use 43.777 mm/nm or κ = 3242.74 pixels/nm, and conclude that the 0.02% error is negligible, especially compared with at least ∼ 5% uncertainty in the natural line widths. We also use the notation for dispersion distance D mi = iκλ m , where i is the grating order, m is the anode material (Al or Mg), and λ m is the K α1 wavelength for the material. Fig. 17 indicates the effect of the zero order LRF and various levels of f G on the line profile for 18 th order Al-K.
C. Grating Effective Resolving Power Analysis
We performed independent fits to individual diffraction orders to estimate f G and resolving power, as well as fits to ensembles of orders from a single source, and ensembles of orders from both Al and Mg combined. Fit analysis for 18 th order Al is described in detail. Analysis of other orders and ensembles is done in similar fashion.
C.1. 18 th Order Al-K.
The 18 th order Al-K data was fit in two stages: first with only f G variable, and then with all parameters variable. In the first stage, we separately fit the full profile and the core region interior to the FWHM, to explore possible systematic biases. For all of these cases, the model is: The spectrum was first fit with all wavelengths and line widths fixed at their nominal values from Table 3 , but with variable Gaussian FWHM. Best fit models for the ρ = 1, 3 and 5 cases were compared, using wide (143 pixels) and narrow (27 pixels) regions of interest (ROI) in the dispersion direction. We performed a ∆χ 2 analysis with 1 d.o.f., varying f G . Key parameters of these fits are listed in Table 5 . The resulting χ 2 values indicate good fits. The last column in Table 5 , P(χ 2 ), tabulates the values of the cumulative χ 2 probability for the given degrees of freedom at the measured χ 2 value from the weighted fit residuals. Using the wide ROI (rows (a)-(c) in Table 5 ) we find that the lowest χ 2 is at f G = 0, or R g = ∞ with 1σ errors in the 2-3 pixel range. Using the narrow ROI (rows (d)-(f)) the χ 2 is a minimum in the 2-3 pixel range, but errors are large, 50-75%. The two cases are consistent with one another, with the narrow ROI being less sensitive, since it contains less information. In Table 6 under Fit IDs (a) and (b). ∆λ = 0 corresponds to λ = 833.95 pm.
Fit
both ROI cases the ρ = 1 fits, (a) and (d), had larger error due to lower count rates. For this reason we focus on analysis of ρ = 3 and 5 data in the rest of this work. But even from the data with the most counts (cases (b) and (c)) we cannot simply conclude the grating has better than 20000 effective resolving power, since L Al is unknown at the 5% level and S Al is unknown at the 3% level, and these parameters are somewhat correlated with f G .
Next, L Al and S Al are allowed to vary. Fig. 18 compares best fit models for both ρ = 3 and 5 cases with data. We calculated ∆χ 2 over a 2-dimensional grid, varying the Gaussian FWHM, f G , and the Al line width parameter L Al over specific grid values, while fitting the other parameters. Fig. 19 shows the χ 2 probability contours for two degrees of freedom. The ρ = 5 case 95% probability contours indicate ∼ 15% higher resolving power lower limits, ∼ 11000, than ρ = 3, with R g = D Al18 / f G . The contours also indicate the range of acceptable values for L Al with best case for ρ = 5 with a 1σ uncertainty of +2% −4% . The contours are consistent with the nominal 0.42 eV line width, with best fit at 98% of this value.
The first two columns in Table 6 show the key information from these two fits. The χ 2 values suggest both are good fits. The R g values from the fit errors and the ∆χ 2 differ by 5 − 20%. This is mainly because the parameter fit errors are determined from the diagonal elements of the covariance matrix of a linearized version of the model, whereas the ∆χ 2 -derived errors account for asymmetries in the non-linear model. The fit parameter errors for L Al were consistent with those obtained from the ∆χ 2 contours after accounting for similar asymmetry. S Al errors were < 1.5%.
The column (b) result indicates that the grating effective resolving power lower limit is nearly 11000 at 95% confidence limit (c.l.). The 90% c.l. value for ρ = 5 changed from 12100 to 11500, a 5% decrease, as a result of allowing the L Al and S Al to vary. This indicates that the Al data provides a robust measurement of the fit parameters. Table 6 under Fit ID (i).
C.2. Other Al-K Orders.
Profiles derived from deep integrations at Al 14 th , 10 th , and 7 th orders were also fit with all parameters variable using the same model as 18 th order with the obvious adjustments. Key fit parameters are summarized for ρ = 3 under Fit IDs (c), (e) and (g) in Table 6 . 14 th and 10 th order were also fit for ρ = 5 CDB cases, and fit parameters are summarized under Fit IDs: (d) and (f) in Table 6 . Results for these cases and the two 18 th order fits are in good agreement. The Gaussian FWHM results are all consistent with the same value of approximately two pixels. Errors in f G are generally large with the smallest ∼ 30% for 7 th order. Possible implications of these results are further discussed in Sec. 5. Of course, the cases are not all independent since the ρ = 5 cases include the ρ = 3 data. The best fit values for L Al are also consistent with one another, as well as the nominal value. The best fit values for S Al are consistent with one another, but are generally less than one and in the case of 10 th order, are significantly less than one. The resolving power best fit values and lower limits decline with order because of the decreasing dispersion distance, since the best fit f G and errors are relatively constant. Only the 7 th order case excludes R g = ∞ at a significant level. The conclusion is as expected, that we are most sensitive to R g at the larger orders, and the 18 th order limits are the strongest constraint on the broadening resulting from grating period variation, ∆p/p. 14 th and 10 th order best fit f G values still suggest very high resolution, so we next describe a simultaneous fit of combined 18 th , 14 th and 10 th order data to check that the lower order results are consistent with the 18 th order data, and to try to achieve even better constraints on the fit parameters.
C.3. Ensemble Fitting of Al-K Orders.
For the fit of the ensemble 18 th , 14 th and 10 th order Al data each order was normalized independently. We used a single Gaussian FWHM parameter, but scaled by dispersion distance relative to 18 th order for each order. Fig. 20 compares best fit models for the ρ = 5 case with data.
We again calculated ∆χ 2 over a 2-dimensional grid, varying the Gaussian FWHM, f G , and the Al line width parameter L Al over specific grid values, while fitting the other parameters. Fig. 21 shows the χ 2 probability contours for two degrees of freedom. The 5 CDB case 95% c.l. contours indicate ∼ 20% higher resolving power lower limits, ∼ 12000, than ρ = 3, and
The contours indicate a narrower range of acceptable values for L Al than attained with only 18 th order. The best case was the ρ = 5 case with 2% 1σ uncertainty. The contours agree well with the nominal 0.42 eV line width, with best fit at 99% of this value. This appears to be an improvement in precision over the best previously quoted uncertainty in the line width from Ref. [45] (see Sec. 5).
The last two columns in Table 6 show the key information from these two fits. The χ 2 values suggest both are acceptable fits, though column (h) is the worst of all our fits with 0.93 cumulative χ 2 probability. The R g values from the fit errors and the ∆χ 2 are in reasonable agreement, differing by < 10% due to asymmetries in the ∆χ 2 contours. The fit parameter errors for L Al are consistent with those obtained from the ∆χ 2 contours, and S Al errors are slightly smaller than those attained from 18 th order alone, ∼ 1%.
The column (i) result indicates that the grating effective resolving power lower limit is nearly 12000 at 95% c.l. This value is higher than that obtained with 18 th order alone, indicating that combining the three orders provides increased measurement sensitivity.
C.4. Ensemble Fitting of Mg-K and Al-K Orders.
Due to the combination of lower counting rates and the target contamination requiring many additional fit parameters, the Mg data was of limited value in trying to estimate R g . In our fit attempts of the 12 th order Mg data we found f G to be highly correlated with S Mg . When holding S Mg fixed at 0.93 (1σ smaller than the nominal value based on the uncertainties from Ref. [7] ), resulting in a worst-case estimate for f G , we still obtained best fit values for R g ∼ 8000 − 9000.
When fitting Mg 12 th and Al 18 th , 14 th , and 10 th order data simultaneously we varied the Gaussian FWHM, f G , and the Mg line width parameter L Mg over specific grid values, while fitting most of the other parameters. (We fixed the W-M width (L W = 1.0) and offset (S W = 1.0) parameters and the Mg-Kα 1,2 separation parameter (S Mg = 0.93) since they were illconstrained.) Results for R g (best fit, 90% and 95% l.l.) were very similar to columns (h) and (i) in Table 6 , summarized in Table 7 . This is not too surprising, given that the Mg data increased the total number of counts in the data set only by about 10%, but the absence of a change in results for R g shows that the data from two different wavelengths are compatible (see Table 7 ).
C.5. Gratings X1 and X7
Images were also collected with the Al target for gratings X1 (7 th , 10 th , 14 th and 18 th order) and X7 (7 th and 10 th order) for comparison with X4. The total counts are much lower due to shorter integration times, constraining the effective resolving power lower limits to values smaller than results for X4.
For comparison, identical orders from X1 and X7 are plotted on the same scale with X4 in Fig. 22 . The profiles agree reasonably well.
We analyzed the 18 th order X1 data in an abbreviated manner similar to X4. First holding the Lorentzian and separation parameters constant at the values determined for X4 (L Al = 0.992 and S Al = 0.969), we performed a one dimensional ∆χ 2 analysis. The fit result is shown is shown in Fig. 23 . Like X4, the result was consistent with R g = ∞, with best fit R g = 14000. Due to larger statistical errors, the 90% confidence lower limit was only 9000 compared with > 12000 for X4 (see Table 5 ). Figure 18 for (a,b) and 20 for (i). ∆χ 2 analysis was not performed on cases (c)-(g), but probability contours are displayed for (a) and (b) in Fig. 19 , and (h) and (i) in Fig. 21 .
For the remaining X1 and X7 cases we obtained 90% c.l. lower (R g = 3300 − 9000) and upper limits (R g = 10600 − ∞) along with best fit values (R g = 6400 − ∞) from 1-dimensional ∆χ 2 in the same manner.
As expected, the 90% lower limits are not as constraining as X4 results due to the lower count numbers. However, all the resolving power confidence intervals overlap among the gratings for each order. This suggests performance among gratings is consistent, even if we cannot obtain a lower limit R g > 10000 for X1 and X7 because of limited data. The results do indicate an effective resolving power 90% c.l. lower limit of 9000 for X1, assuming the Al-K line parameters determined using X4.
DISCUSSION
We conclude that the above results constrain the CAT grating effective resolving power above 11000 at 95% confidence for X4. The most constraining single order was the Al 18 th order using CDB:0, ±1, ±2 (Table 6 (b)) with R g (95% l.l. from ∆χ 2 ) = 10800. We found that combining Al results from 14 th and 10 th order (Table 6(i)) with those from 18 th order increased this limit to 11800. While Mg data was limited by spectral contamination and lower counting rates, we still found that combining the aforementioned Al orders with Mg 12 th order data yielded a comparable R g lower limit for both the CDB:0, ±1 and CDB:0, ±1, ±2 cases. Best fit and lower limit values are summarized in Table 7 . Rg (best fit) 24000 24100 16400 23200
Rg (90% l.l. from fit) 10000 11600 10400 11700
Rg (90% l.l. from ∆χ 2 ) 11500 12400 12700 12300
Rg (95% l.l. from fit) 9000 10600 9700 10700
Rg (95% l.l. from ∆χ 2 ) 10800 11800 11800 11700 Table 7 . Summary of best fit and lower limit effective resolving power results from the most sensitive fit cases. The ∆χ 2 values account for asymmetries in the confidence level contours and therefore, better reflect the true confidence levels.
All of the other fits were consistent with these, in that lower sensitivity was the result of poorer statistics or lower dispersion. There was typically less than a 10% difference in the effective resolving powers derived from the central 3 vs. central 5 CDBs. Limits obtained from fit parameter error estimates were generally consistent with errors derived from ∆χ 2 analysis, with differences easily explainable by asymmetries in the error distribution. All the cases were consistent with no grating contribution (∞ effective resolving power) at the 90% c.l. (upper limit) except for 7 th order Al. Of course R g = ∞ is only meaningful in the mathematical sense of our definition of R g = p/∆p. We neglect that the resolving power is always limited by the number of illuminated grating periods times the diffraction order. Even for just 1 mm of illuminated width, p = 200 nm, and m = 18, this limit would mean R < 90000, which is practically indistinguishable from R g = ∞ in our analysis.
Independent of x-ray data taken at the SLTF we have knowledge of certain properties of the three tested CAT gratings that should be considered when discussing the above results.
A. Known Blaze Angle Variation.
Three effects have an impact on what fraction of the area of a grating in our tests contributes efficiently to each diffraction peak.
First, recent measurements using small-angle x-ray scattering (SAXS) have shown that our current DRIE tool produces deep etches with a small, but significant and systematic variation in etch angle across the surface of a 30 mm grating [48] . This produces grating bars that are inclined relative to each other. This means that, for any given orientation of the grating surface normal, grating bar sidewalls will be oriented at a range of angles to the incident x rays. Thus some areas of the grating will be at the most favorable angle for blazing into m th order, while others will not. For X4 we estimate from our efficiency models [20, 26] area of 13 (7 th order), 10 (10 th order), 6 (14 th order) and 5 mm (18 th order) in length along the dispersion direction contributing to the given orders. Recent testing with a more modern DRIE tool [49] has produced CAT grating geometry etches with significantly smaller etch angle variations [50] . Second, the gratings sit in a converging beam. Over 30 mm in azimuth the incident angle varies by ∼ 0.19 degrees. In the mounted orientation (grating device layer facing the source) this effect runs in the opposite direction of the first effect, leading to a slight narrowing of the expected contributing areas.
Third, the gratings are not perfectly flat. We observe a slight "dimpling" or "buckling" of the device layer within many L2 hexagons. This effect amounts to a broadening of the blaze angle distribution across a hexagon, thus negating to some degree the impacts of the first two effects and increasing the range of areas contributing to a given diffraction peak. Based on SAXS, white light interferometry [51] , and reflection measurements [52] , we estimate that this effect extends the range of contributing areas by 5 to 10 mm.
B. Known Grating Period Variation.
The gratings in this study were patterned using the optical interference of two mutually coherent spherical waves [53] . This creates a grating pattern with well-understood hyperbolic distortions and period distribution. We can calculate this (nonGaussian) period distribution from the geometric parameters of our interference lithography station and derive an upper limit for the resolving power. If we consider the period distribution over a (30 × 4) mm 2 area in the center of the interference pattern we obtain R g = 26900 as an upper limit. If the interference pattern was off-center by 4 mm from the grating center (a reasonable possibility given our current procedures) the upper limit reduces to 18700. Thus, even though the period distribution due to hyperbolic distortions is non-Gaussian, it is too narrow to have a noticeable impact on our effective resolving power modeling results. In addition, period variations over the smaller areas that effectively contribute to the individual orders (see previous paragraph) are even smaller and can thus be safely ignored. For future, much larger gratings there are alternative patterning techniques that do not suffer from hyperbolic distortions [54] .
C. Diffraction from the L1 Cross Support Mesh.
The 5 µm period L1 cross support mesh is a periodic structure with a grating vector nominally perpendicular to the grating vector for the 200 nm-period CAT grating bars. As a periodic structure it will also cause diffraction peaks, but in the direction along its own grating vector. At each CAT grating diffraction order we would therefore expect first-order peaks from the L1 mesh at ±114 (Al-K) or ±135 pixels (Mg-K) in the cross-dispersion (y) direction. Diffraction by the L1 mesh is expected to be weak due to the large L1 period (relative to the wavelength) and the small fraction of the period being taken up by the L1 bars. In the analysis presented here ±1 st order L1 peaks could potentially affect the outermost CDBs weakly if the L1 grating vector is not parallel to the y-direction (for example due to limited precision in the patterning steps during fabrication). In other scenarios these peaks are more readily identifiable [26] .
D. Estimating Period Distribution through Deconvolution.
To check if the grating response was significantly non-Gaussian within our measurement resolution, we performed a RichardsonLucy deconvolution on the Al 18 th order measured line profiles, using the best fit line profile without Gaussian broadening. Under the assumption that the grating contribution is produced only by period variations, ∆p/p, we can interpret the deconvolved profile as a distribution of periods relative to the nominal 200 nm. Fig. 24 shows that the deconvolved grating contribution has most power constrained to two adjacent bins, which is consistent with an effective resolving power of 25000. While Gaussian FWHM errors were almost always large compared to the best fit value, we did find that the Al best fit values consistently fell between two and three pixels regardless of order. This might imply that the grating induced broadening is not dominated by ∆p/p (which scales with dispersion distance). For example, if the L1 support structure is misaligned from the normal to the CAT grating bars, and cross-dispersion efficiency differs between zero order and other orders, then there could be a contribution which does not scale with dispersion and is not accounted for by the zero order. Since the test was performed with an essentially unfiltered Al spectrum, the cross-dispersion spectrum from zero order should contain all the continuum, and low level contaminant lines, including W-M and Mg-K, whereas the cross-dispersion at dispersed orders should contain only Al-K lines. So even if there is no cross-dispersion efficiency difference between zero order and other orders, there could still be a difference between the zero and dispersed order LRFs. Alternatively, there could be unknown systematic effects.
E. Improved Al-K Doublet Parameter Uncertainties.
The Al-K line width and separation parameters were best constrained by the combined Al 18 th /14 th /10 th orders using CDB:0, ±1, ±2 at 0.992 ± 0.019, and 0.969 ± 0.008, respectively. These correspond to 0.417 ± 0.008 eV or 231.6 ± 4.6 fm for the line width, and 0.400 ± 0.003 eV or 224.4 ± 1.8 fm for the line separation. The line width includes uncertainty due to the zero order width uncertainty of 1.2 fm or 0.002 eV. This separation uncertainty is a factor of 3 smaller than the value quoted in Ref. [7] , and the line width uncertainty is a factor of 2.5 smaller than the value quoted in Ref. [45] .
We made the following assumptions in the interpretation of the fit results:
1. We assumed a Gaussian response to account for the dispersed grating contribution. 2. The natural line shape is a pure Lorentzian function. 3. The convolution of the natural line shapes with the zero order response function represents the predicted response from a grating with R g = ∞. 4. Broadening in the dispersed profile is assumed to be a measure of ∆p/p errors in the gratings.
The strongest and only result contradicting the ∆p/p assumption is 7 th order Al, which indicates a > 3σ detection of a 2.4 pixel FWHM Gaussian contribution in the dispersed profile. Scaling, this would imply a 6.2 pixel FWHM at 18 th order, or R g ≈ 8000, which is excluded at > 99% c.l. On the other hand, effective resolving powers of {11000, 20000} at 18 th order, would suggest Gaussian FWHMs of {1.7, 1.0} pixels which are only {1.0σ, 2.0σ} from the best fit value for 7 th order. So even the 7 th order measurement is reasonably consistent with the other results.
SUMMARY AND CONCLUSIONS
We assembled a breadboard prototype for a CAT grating-based x-ray spectrometer, consisting of a grazing incidence Wolter-I mirror pair (TDM) and 30 mm-wide CAT gratings. The TDM was illuminated with x rays from an electron impact source with Al and Mg targets at a distance of 92.17 m. The convolution of slit-limited source, TDM PSF, and CCD pixelation provided an anisotropic focal spot with 0.9 arcsec FWHM in the horizontal direction.
Zeroth order line profiles (with a grating moved into the beam) only showed weakly increased scatter compared to the unobstructed line profile, demonstrating minimal changes in the PSF due to the gratings. We developed an empirical line response function model for zeroth order for convolution with the spectrum of the characteristic K α doublets for Al and Mg. Measured values from the literature were used as reference parameters for the doublets. The resulting modeled response served as prediction for the measured diffracted line profile. We assumed any additional broadening to be due to grating period variations and modeled this effect as an additional convolution with a Gaussian with FWHM of f G . Gratings with period variation width f G would limit resolving power of the measurement to R g = D mi / f G . Fits to our data up to 18 th order for Al-K consistently produced R g > 11000 at 95% confidence for grating X4, and best fit values in the range of R g ∼ 16000 − 24000.
For 18 th order Al the maximum resolving power R XGS for the spectrometer could be ∼ 24000, only utilizing the central three CDBs, and assuming no broadening due to the grating. Taking the deduced grating contribution into account from column (c) in Table 7 , for example, we arrive at an experimentally demonstrated 90% confidence level lower limit for the resolving power of R XGS ∼ 11200 for the presented breadboard grating spectrometer.
Fits to data from gratings X1 and X7 were consistent with the results from X4, but produced lower constraints on R g due to shorter integration times and therefore lower counting statistics. Within measurement uncertainty the three independently fabricated gratings provide the same resolving power in a given diffraction order, lending confidence to the repeatability of the fabrication process.
The best constraints often resulted in values for the relative Al-K linewidth and separation parameters to be slightly less than one. The 1σ uncertainties usually include the value one for the linewidth parameter, but slightly less so for the separation parameter. The smaller uncertainties, compared to literature values, indicate that the spectrometer setup in this work provides superior resolving power compared to a soft x-ray double crystal spectrometer. This performance might inspire new highresolution spectrometer designs for laboratory-based plasma and astrophysics studies.
Our results demonstrate that CAT gratings are compatible with XGS designs with resolving power R XGS > 10000. The relaxed alignment and figure requirements in the transmission geometry tolerate many micrometers of non-flatness in the grating membranes and many arcminutes misalignment for most rotational degrees of freedom, which reduces constraints on fabrication, alignment and mounting. CAT gratings have passed environmental testing for launch vibrations and temperature cycling under vacuum without performance degradation, and grating-to-grating roll alignment to within 5 arcmin has been demonstrated [26, 55] . Significant gains in diffraction efficiency are possible from CAT gratings with deeper (∼ 6 µm) grating bars [56] . CAT gratings are therefore promising diffraction gratings for space-based soft x-ray spectrometers with high resolving power and large collecting area, and they can easily meet requirements for the Arcus Explorer mission (R XGS > 2500) currently undergoing a NASA Phase A study [1, 55] .
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