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For a precise determination of the radio frequency (RF) properties of superconducting materials,
a calorimetric measurement is carried out with the aid of a so-called Quadrupole Resonator (QPR).
This procedure is affected by certain systematic measurement errors with various sources of uncer-
tainties. In this paper, to reduce the impact of geometrical uncertainties on the measurement bias,
the modified steepest descent method is used for the multi-objective shape optimization of a QPR
in terms of an expectation measure. Thereby, variations of geometrical parameters are modeled by
the Polynomial Chaos (PC) expansion technique. Then, the resulting Maxwell’s eigenvalue prob-
lem with random input data is solved using the PC-based stochastic collocation method (PC-SCM).
Furthermore, to assess the contribution of the particular geometrical parameters, the variance-based
sensitivity analysis is proposed. This allows for modifying the steepest descent algorithm, which
results in reducing the computational load needed to find optimal solutions. Finally, optimization
results in the form of an efficient approximation of the Pareto front for a three dimensional (3D)
model of the QPR are shown.
I. INTRODUCTION
In modern particle accelerators, superconducting radio
frequency (SRF) cavities are widely used to provide high
accelerating gradients to a beam of particles while ensur-
ing moderate power losses. In this respect, the physical
features of materials used for building such cavities are
of key importance as power consumption and maximum
accelerating gradient are predominantly specified by the
material properties, the surface resistance and the criti-
cal RF-field. Furthermore, since lower surface resistance
implies reduced power consumption, there is a high de-
mand on conducting experiments to precisely determine
the superconducting properties of such materials. Thus,
to explore the fundamental properties of superconduct-
ing materials that are used in modern particle accelera-
tors, high precision surface-resistance measurements in a
dedicated testing equipment are required. They are also
interesting from a theoretical perspective.
The surface resistance of superconducting materials is
in the range of tens of nano-ohms at very low tempera-
ture. The QPR is a special dedicated device used for the
measurement of the surface resistance of superconducting
samples, and is composed of a pillbox-like cavity contain-
ing four-vertically placed hollow rods [1–3]. By exciting
a quadrupole-like magnetic field on the superconducting
sample and using calorimetric methods, the surface re-
sistance of the sample is investigated. The measurement
data and the expected loss on the sample, which is ob-
tained from the RF simulation of the QPR, are used to
determine the surface resistance of the sample. The mea-
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surement procedure is affected by various sources of un-
certainties. In general, they are related to the resolution
of electronic equipment, geometrical deviations of a cav-
ity design, and the accuracy of numerical simulations. In
addition, the surface treatment methods including ultra-
sonic bath, buffered chemical polishing and high pressure
rinsing result in a certain level of surface roughness [4].
As a result, they all have a direct impact on the accu-
racy of the surface-resistance measurement and therefore
should be reflected in the modeling procedure in order to
provide reliable and robust simulation results.
In recent years, a considerable number of studies have
been carried out on uncertainty quantification (UQ)
within the context of accelerator physics, see, e.g., [5–
10]. In general, methods that can be used to find the
estimation of the statistical moments can be divided
into two main groups. The first one corresponds to
sampling methods such as the Monte Carlo-based ap-
proach [11, 12], while the stochastic collocation and spec-
tral Galerkin method belong to non-sampling-based tech-
niques [13, 14]. Other approaches exist and are known
such as the perturbation method [15, 16].
In many applications, a shape optimization problem
with uncertainties is usually formulated in terms of ob-
jectives which contradict each other. In such a case,
the Pareto concept appears, which can be understood
as a set of optimal compromises between the conflict-
ing objectives [17]. The major research on the multi-
objective (MO) shape optimization, which are based on
deterministic assumptions (randomness of input param-
eters is not considered), might yield impractical or sub-
optimal solutions due to the real-engineering conditions,
resulting in various sources of uncertainties [18]. To deal
with this problem, e.g., the concept of the almost Pareto-
optimal points has been introduced in [19]. Probabilis-
tic approaches to the multi-objective (MO) optimization
with uncertainties, in turn, have been derived in [20–
23]. Furthermore, to compute a robust approximation
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of the Pareto set, evolutionary algorithms have been de-
veloped for optimization and/or inverse problems with
either uncertain or noise-corrupted input data [24, 25].
In [26] an efficient numerical strategy for the Bayesian
solution of inverse problems based on the Polynomial
Chaos (PC)-based stochastic collocation method (PC-
SCM) has been used to construct a polynomial approx-
imation of the forward solution over the support of the
prior distribution. Correspondingly, the gradient-based
MO optimization method with uncertainties has been
successfully designed and used in [27]. In [28], in turn,
the physically-justified weighted sum method has been
explored to solve the robust shape optimization prob-
lem, constrained by a stochastic partial differential equa-
tion (PDE). Within that work, the MO shape optimiza-
tion problem under uncertainties has been reformulated
in terms of the variance-based sensitivity (VBS) ana-
lysis [29, 30].
In this setting, SRF cavities require an advanced,
simulation-based approach to attain such a design, which
satisfies demanding performance requirements in view of
uncertainties due to manufacturing imperfections. In the
context of accelerator physics, work by [31] appears to be
an initial attempt to cope with the MO shape optimiza-
tion problem of an SRF accelerating cavity, when con-
sidering robustness against geometric perturbations. To
account for the robustness of the cavity, the sum of local
partial derivatives (of some figures of merit of the cav-
ity with respect to the design variables) were considered
as an objective function in the formulation of the MO
optimization. In such a formulation, the sum of partial
derivatives serves as an estimator of the variance of the
objective functions if the design variables are locally per-
turbed. Additionally, to deal with the large complexity
of the MO shape optimization, due to the used genetic
algorithm, the concept of the global sensitivity has been
applied.
In the framework of QPR optimization, a physically-
based method, developed at the Helmholtz-Zentrum
Berlin (HZB), has been proposed in [1]. In this work, the
first-order approximation of partial derivatives of objec-
tive functions, obtained from parameter sweep, has been
used for modifying the QPR design. This approach, how-
ever, allows only for finding a better design in the average
sense. It means that the improvement of all considered
conflicting objectives is not guaranteed (even without in-
troducing the uncertain input parameters). Though, this
modified design of a resonant cavity had not been optimal
from the mathematical view point, it was quite success-
ful. It should be noticed, however, that these approaches,
which eventually are based on deterministic assumptions,
need to be carefully applied, since the cavity shape sig-
nificantly influences the eigenmodes and eigenvectors as
well as other figures of merit. For this reason, a local mea-
sure in the form of partial derivatives may not provide
reliable results for both the forward and the optimization
problem [10].
The main contribution of this paper is, on the one
hand, to optimize the existing HZB-QPR under geomet-
ric uncertainties in order to increase the average magnetic
field on the sample which consequently leads to a better
measurement resolution. On the other hand, equally im-
portant objectives are to increase the homogeneity of the
magnetic field distribution on the sample and also to re-
duce the field within the coaxial gap, which results in de-
creasing the unwanted heating of the normal-conducting
flange which helps to mitigate the measurement bias, ob-
served for the third mode. For these reasons, the shape
optimization problem is formulated in terms of the ex-
pected values of suitably chosen figures of merit. Hereby,
in order to mimic the production tolerances, the concept
of the UQ is involved in the modeling phase of the QPR.
The crucial achievement of this work lies also in incor-
porating the variance-based sensitivity into the MO op-
timization formulation. This results in further reducing
the computational burden, needed for efficient approx-
imation of the Pareto front. According to the authors
best knowledge, the MO shape optimization problem of
the QPR with geometrical random input parameters has
not been studied yet in the proposed framework.
The structure of the paper is as follows: Section II fo-
cuses on the physical model of the QPR, the calorimetric
method and corresponding systematic errors and various
sources of uncertainties. Section III, in turn, deals with
the stochastic Maxwell’s eigenvalue problem. The UQ via
the PC-SCM including the concept of the variance-based
decomposition is a topic of Section IV. In Section V, the
constrained MO problem with uncertainties is formulated
and solved. Furthermore, the efficiency of the proposed
method is shown in Section VI. Finally, Section VII in-
volves concluding remarks and promising directions of
ongoing research.
II. PHYSICAL MODEL OF A QPR
In this section, the structure and operating princi-
ples of a QPR are shortly discussed. Several figures of
merit are revisited, which allow for assessing different
geometries. The uncertainties related to the calorimetric
method and the design of a QPR are briefly reviewed in
order to illustrate the motivation for our work.
A. Mechanical Design
In the particle accelerator technology, current RF res-
onators are most often made of niobium and operated at
very low temperatures in a superconducting state to min-
imize surface losses. For a precise determination of the
RF properties of such superconducting materials, QPRs
are used, exploiting a well-known calorimetric measure-
ment method [2]. There are also other design for test res-
onators to obtain RF properties, see [32] for an overview.
However, the QPR design has two advantages (i) it al-
lows a direct measurement of the surface resistance with a
iii
sub-nΩ resolution (ii) the applied temperature, frequency
and magnetic field values are of the typical range for ac-
celerator operation. Hence, the advantages allow to di-
rectly relate obtained results to cavity results. Its design
was originally developed in 1990’s at CERN [33] and was
further adopted to 433 MHz, 866 MHz and 1.3 GHz, re-
spectively, at the HZB. Furthermore, an electromagnetic
and mechanical re-design of the existing CERN-QPR was
done with the goal to optimize the measurement range
and the resolution in [34]. The HZB-QPR is used in our
FIG. 1. Illustration of the CERN-QPR [3] (left), technical
drawing [2] (right).
research as a case study. The mechanical layout with the
technical drawing of the QPR is shown in Figure 1. Its
niobium screening cylinder consists of two separate nio-
bium cans. They are electron-beam welded and vacuum-
brazed to stainless steel flanges [3]. In the center of the
first can, four-wire transmission lines are placed, made
of niobium rods, which are connected to the upper cover
plate of the QPR. These rods are hollow to enable liquid
helium to flow inside and maintain the operating condi-
tion. At the bottom ends, the rods are shorted pairwise
in the form of half rings. Furthermore, the calorimetry
chamber, thermally isolated from the cavity, is mounted
at the bottom of the cylinder, below the two loops. In
this way, the resulting magnetic fields are focused onto
the sample, which results in power dissipation, measured
by temperature probes inside the calorimetry chamber.
In consequence, the surface resistance is investigated us-
ing the calorimetric ”RF-DC-compensation” method [2].
B. Measurement Principle
To measure the surface resistance of a sample, the QPR
utilizes the ”RF-DC-compensation” method, which idea
is depicted in Figure 2. First, the sample is heated to a
desired temperature of interest Tint using the DC heater,
which operates in a feedback loop with a proportionalin-
FIG. 2. According to the calorimetric method, the surface
resistance of a superconducting sample is derived from a DC
measurement [1]
tegralderivative (PID) controller. This allows for deter-
mining the heater power PDC1 required for temperature
stabilization. Next, the RF is turned on, which results in
increasing the heat load on the sample. Then, the tem-
perature controller reduces the power in order to reach
the thermal equilibrium for the initial temperature Tint.
In steady state, the reduced heater power PDC2 is deter-
mined and recorded. Hence, the RF dissipated power on
the sample surface ΩS is defined by the difference in the
DC heater power 4PRF(p) := [PDC1(p)− PDC2(p)] and
it is given by
4PRF(p) = 1
2
∫
ΩS
RS(p) ‖H(p)‖2dx,
where H(p), RS(p) and p denote the magnetic field, the
surface resistance and a vector of certain geometrical pa-
rameters, respectively. ‖ · ‖ denotes the induced norm of
complex-valued functions in the space L2(Ω). Thereby,
under assumptions that RS(p) is independent of H(p)
and homogeneously distributed across ΩS, the surface re-
sistance is defined as
RS(p)
.
=
[PDC1(p)− PDC2(p)]
1
2
∫
ΩS
‖H(p)‖2 dx
, (1)
where the integral term appearing in the denomina-
tor is computed numerically as a product of a simula-
tion constant c and the stored energy U in the cavity.
The latter quantity is measured using a pickup antenna.
For details, we refer to [2, 35]. Consequently, various
sources of uncertainties are associated with the ”RF-DC-
compensation” method.
C. Measurement bias due to uncertainties
Taking this into account, the following sources of un-
certainties as well as the systematic measurement error
have impact on the measurement resolution and preci-
sion (further details are given in [1]):
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– The bias of the RF power measurement due to the
power meter and the cable calibration amounts to
0.2 [dB] and 0.1 [dB], respectively.
– The accuracy of the required simulation constant
c, which relates the denominator of Eq. 1 to the
stored energy in the cavity. The associated uncer-
tainty depends (a) on the precision of the numerical
computation of the eigenmodes and (b) the geomet-
rical deviations of the physical resonator with re-
spect to the ideal one considered in the simulation.
The latter is hard to estimate. For this reason, the
standard deviation 5% of c is assumed around a
nominal value.
– The nonuniform heat distribution of the RF field
on the sample is negligibly small compared to the
other measurement biases.
– Unwanted heating of the normal-conducting flange,
that is located below the sample cylinder, results in
significant measurement bias for high quality fac-
tor samples, leading to overestimation of residual
resistance.
– Finally, the pulsed measurement results in stochas-
tic uncertainty.
In particular, the proper functioning of the QPR is nega-
tively influenced by manufacturing imperfections includ-
ing the roughness of the superconducting surfaces, lack
of parallelism of the sample surface and the quadrupole
pole shoes as well as insufficient concentric alignment of
the coaxial structure [8, 36].
D. QPR figures of merit
Let D ∈ R3 denote the computational domain of the
QPR and Ω ⊂ D be the sub-domain, which is parameter-
ized by variables p = (p1, . . . , pQ)
>, as shown in Figure 3.
Then, to investigate the impact of the uncertain domain
Ω(p) via H := HΩ on the performance of the QPR, the
following figures of merit are considered [1]:
– Operating modes (frequencies) of the QPR
f0,1(Ω) = 0.429 [GHz],
f0,2(Ω) = 0.866 [GHz], (2a)
f0,3(Ω) = 1.311 [GHz].
– The denominator of Eq. (1) normalized to the
stored energy represents the focus of H onto the
surface of sample ΩS and is given as
f1,n(Ω,H) :=
1
2U
∫
ΩS
‖H‖2 dx. (2b)
This parameter is also referred to by the symbol c.
A higher value of f1,n(·) implies an improvement of
the measurement resolution and, consequently, an
increase of the measurement signal.
– The homogeneity of the magnetic field distribution
on the surface of the sample is represented by the
following dimensionless quantity
f2,n(Ω,H) :=
∫
ΩS
‖H‖2 dx
|ΩS|max
x∈ΩS
(‖H‖2) , (2c)
which maximizes the measurement signal through
the increase of the dissipated power at given mag-
netic peak field max
x∈ΩS
(‖H‖2) on ΩS.
– The penetration of the magnetic field into the coax-
ial gap around the sample cylinder might lead to
heating up of the normal-conducting flanges and
subsequently gives rise to measurement bias. The
following dimensionless parameter quantifies the
penetration of the magnetic field into the coaxial
gap at a given loss on the surface of sample
f3,n(Ω,H) :=
∫
ΩS
‖H‖2 dx∫
ΩF
‖H‖2 dx
, (2d)
where ΩF is related to the region of the flange. In
this paper the denominator of Eq. (2d) is evalu-
ated in the coaxial gap at 7 cm below the surface
of sample.
– The peak surface magnetic field inside the QPR is
typically located on the rods. This can limit the
maximum attainable field on the sample due to the
magnetic break down limit of the superconducting
materials. Thus, the following dimensionless para-
meter should be maximized
f4,n(Ω,H) :=
max
x∈ΩS
(‖H‖)
max
x∈ΩR
(‖H‖) , (2e)
where max
x∈ΩS
(‖H‖) and max
x∈ΩR
(‖H‖) are the peak
magnetic field on the sample ΩS and on the rods
ΩR, respectively.
– The limitations caused by high surface electric field
on the rods, e.g., field emission, could be lowered
by maximizing
f5,n(Ω,H) :=
µ0max
x∈ΩS
(‖H‖)
max
x∈ΩR
(‖E‖) , (2f)
where max
x∈ΩR
(‖E‖) denotes the maximum electric
field on the rods and µ0 is the magnetic perme-
ability of vacuum.
The subscripts n = 1, 2, 3 indicate the particular operat-
ing frequency and ‖ · ‖ is the induced norm of complex-
valued functions.
vIt can be summarized that the associated uncertain-
ties have significant impact not only on the outcome
of the measurement methodology, but also on the sta-
bility and operational conditions of the QPR. There-
fore, in this work, the uncertainty propagation in the
three-dimensional (3D) model of the QPR is investigated.
Here, special emphasis is laid on the influence of the ge-
ometrical parameters on reliable operation of the QPR
under working conditions. Thus, in Sections III and V
the problem listed in subsection II C as the second item of
uncertainty source is mainly addressed. The third item
(nonuniform heat distribution) is also included by con-
sidering Eq. (2c) as one of the objective functions.
III. STOCHASTIC FORWARD PROBLEM
This section briefly discusses a 3D model of the QPR
that is governed by the Maxwell’s eigenproblem (MEP).
Next, the uncertainty of geometric parameters is intro-
duced into the MEP model and described in a probabilis-
tic framework. This allows for mimicking manufacturing
imperfections appearing in the industrial process.
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FIG. 3. Cross section of a HZB-QPR (left) and a parameter-
ized model of the pole shoes (right). The nomenclature used
in the parameterization of the pole shoes follows [1].
A. Problem setup in deterministic settings
Let p = (p1, . . . , pQ)
> ∈ Π ⊂ RQ denote a vector
of geometrical parameters, for example, these variables
that are depicted in Figure 3. Furthermore, denote by
D ⊂ Rd, d = 3, a bounded and simply connected phys-
ical domain with sufficiently smooth boundary ∂D rep-
resenting the QPR structure shown in Figure 3. Next,
suppose r and µr stand for the relative electric permit-
tivity and the relative magnetic permeability, which are
linear functions of space. Then, the associated eigenpairs
(E(p), λ(p)) for each mode given in terms of the phasor
of the electric field eigenvector E and the eigenfrequency
λ = ω
2
c20
satisfy the MEP for electric fields in the time-
harmonic regime
−∇×
(
1
µr
∇×E(x,p)
)
+ λ(p) r E(x,p) = 0, in D,
n×E(x,p) = 0, on ∂DP,
n×
(
1
µr
∇×E(x,p)
)
= 0, on ∂DN
(3)
with the angular frequency ω = 2pif and the speed of
light c0. Here, ∂DP denotes the portion of the boundary
with the perfect electrical conductor (PEC) condition,
while ∂DN is the portion of boundary with Neumann
condition and n the outward unit normal to the bound-
ary, where ∂D = ∂DP ∪ ∂DN.
Next, the uncertain parameters p need to be specified.
B. Probabilistic framework for uncertainty
The probabilistic framework [37] is used for modeling
geometrical uncertainties as Q-variate random vectors
with independent components. It is assumed that they
are defined in the probabilistic space (A,F , P ), where
A is a sample space, F denotes a sigma algebra, and
P : F → [0, 1] refers to a probability measure. Further-
more, we denote by ρq : Γq → R+ the probability density
function (PDF) of the random variable pq(ξ), ξ ∈ A and
by Γq ≡ pq(A) ∈ R the image of pq with its support
Γ =
∏Q
q=1 Γq ⊂ RQ, for q = 1, . . . , Q. Then, a joint
PDF of the random vector p (ξ) is assumed to exist and
is given by
ρ (p) =
Q∏
q=1
ρq (pq) , (4)
where the dependence of ξ has been suppressed. Finally,
the modified random vector of geometrical parameters is
given by
p(ξ) = (p1(ξ1), . . . , pQ(ξQ))
> : Γ→ Π ⊂ RQ. (5)
Consequently, the application of the probabilistic frame-
work for modeling uncertainty allows one to conduct nu-
merical formulations in the finite dimensional random
space
(
Γ,BQ, ρdp) with BQ being the Q-dimensional
Borel space [38].
C. Stochastic Maxwell’s Eigenproblem
Consider now the random complex function u : Γ →
Cd, for which the probabilistic Hilbert space on the com-
plex field is introduced L2(Γ) = {u(p) : E[ ‖u(p)‖2 ] <
vi
∞}, see, e.g., [39]. Then, the expected value of u(p) is
defined as
E[u(p) ] :=
∫
Γ
u(p) ρdp. (6)
Likewise, an inner product for two random functions
u(p),v(p)) : Γ→ Cd is given by(
u(p),v(p)
)
L2ρ(Γ)
:=
∫
Γ
u(p) · v(p) ρ dp, (7)
where v(p) denotes the complex conjugate. Moreover,
based on the definition (6) the variance of a random com-
plex function u(p) ∈ L2(Γ) reads as
Var[u(p)] := E[‖u(p) ‖2]− ‖E[u(p)] ‖2, (8)
which is always real and positive.
Finally, the weak formulation of the MEP with random
input parameters p is given as follows:
Find E ∈ Vρ such that
E
[∫
D
1
µr
(∇×E) · (∇× v) dx
]
= E
[∫
D
λ r E · vdx
]
(9)
is satisfied for all v ∈ Vρ with Vρ defined as the tensor
product Vρ = H
1
0 (D) ⊗ L2ρ(Γ), where H10 is the Sobolev
space of the complex-valued functions with first order
weak derivatives and the 0 subscript refers to vanishing
tangential component of E on ∂DP, see, e.g., [40].
The variational formulation of (9) involves expec-
tations of the weak form, formulated in the physical
space, which can be solved using, e.g., the finite ele-
ments method (FEM) or the Finite Integration Tech-
nique (FIT) [41]. For the solution of (9), the non-
intrusive method called PC-SCM [37, 42] (also known
as pseudo-spectral approach) is preferable. This method
is outlined below in the next section.
IV. PSEUDO-SPECTRAL APPROACH
In this section, the mathematical framework of the PC-
based SCM [37] is shortly presented. For this reason, the
mathematical bases of the PC expansion will be briefly
introduced.
A. Polynomial chaos expansion
The homogeneous PC was introduced in [43]. It em-
ploys the Hermite orthogonal polynomials in terms of
Gaussian random variables to provide the spectral ex-
pansion of the stochastic processes. This idea, further-
more, has been revisited in [44] and applied to the field
of engineering. More recently, a broader framework, the
so-called generalized PC, has been developed by [13]. It
is based on the Wiener-Askey scheme and allows for rep-
resenting more efficiently non-Gaussian processes as well.
According to the theory of [42, 43, 45] any second-order
random function y ∈ L2(Γ) can be represented by a
weighted sum of polynomials Φ(p), which are dependent
on random variables p of the known PDF ρ(p).
Let i be a multi-index i = (i1, . . . , iQ) ∈ IQ,P , where
P denotes the polynomial order. Next, denote by IQ,P
the set of multi-indices, which is defined as
IQ,P = {i = (i1, . . . , iQ) ∈ NQ0 : |i| ≤ P}.
where | · | := i1 + . . . + iQ is the l1 norm. Then, given
a square-integrable, random complex function with finite
variance y ∈ L2(Γ), a truncated PC expansion is intro-
duced [13, 37, 42, 46, 47]
y(p)
.
=
∑
i∈IQ,P
y˜iΦi(p), y˜i ∈ C. (10)
Here, y˜i are a priori unknown coefficient functions to be
determined, while the multivariate PC basis functions
Φi(p) are generated from
Φi(p) =
Q∏
k=1
Φik(pk), i ∈ IQ,P , (11)
where Φik(pk) are univariate polynomials of degree ik ∈
N0, which are orthogonal with respect to ρk(p). A pop-
ular choice for the functions Φik are orthonormal poly-
nomials1. Let Φ0 := 1. Thus, when using (7) it follows
that(
Φiq ,Φjq
)
L2ρ(Γ)
:=
∫
Γ
Φiq (pq)Φjq (pq) ρ(pq) dpq (12)
=
{
0 for iq 6= jq
1 for iq = jq.
Certainly, the condition (12) and the independence of pq
imply the orthonormality of Φi(p). The number K of PC
basis functions of total order P in dimension Q is given
by
K = |IQ,P | = (P +Q)!
P !Q!
.
The truncated PC expansion in (10) converges in the
mean-square sense under following conditions [46]:
– y(p) has finite variance
– the coefficients y˜i are calculated from the projec-
tion equation
y˜i :=
(
y(p),Φi(p)
)
L2ρ(Γ)
= E[y(p)Φi(p)]. (13)
1 In the case of an orthogonal system of basis polynomials a nor-
malization can be performed easily, see, e.g., [46]
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In general, Eq. (13) gives rise to two main methods, which
explore the projection equation in a different way. The
first one is the spectral Galerkin method [44], which be-
longs to the intrusive techniques and applies Eq. (13)
and, consequently, Eq. (12) to project governing equa-
tions. As a result, a dedicated solver needs to be used to
solve the resulting huge system of equations due to the
spectral expansion. The second, non-intrusive technique,
i.e., the pseudo-spectral approach [37], which, likewise
the Monte Carlo methods, allows for reusing existing de-
terministic solvers but in a much more efficient way, in
case of smooth models. In this work, the focus is laid on
the latter approach.
B. Uncertainty Quantification via PC expansion
The pseudo-spectral approach [37] applies the projec-
tion equation only to output quantities of interest. As
a typical non-intrusive method, it only requires repeti-
tive simulations of a deterministic model at quadrature
points p(k) ∈ Γ, k = 1, . . . ,K. Then, the discrete projec-
tion of given solutions y(pk) on the basis polynomials Φi
by using the multi-dimensional quadrature with associ-
ated weights wk
y˜i
.
=
K∑
k=1
wk y
(
p(k)
)
Φi
(
p(k)
)
, (14)
yields the approximation of probabilistic integrals (13).
The effectiveness of this approach strongly depends on
the choice of quadrature nodes. If not carefully cho-
sen the straightforward application of the tensor product
of a one-dimensional Gauss interpolation formula might
become computationally expensive. Thus, to overcome
the so-called curse of dimensionality problem, either the
Smolyak algorithm [48, 49] or the effective Stroud [50, 51]
formulas can be applied.
In general, the Stroud integration rules yield uniform,
beta or normally distributed points, which are weighted
by 1N with N denoting the number of points. Specif-
ically, in this work, normally distributed points gener-
ated by the Stroud-3 formula are considered. This choice
is motivated by the physics of the analyzed application,
i.e., due to a lack of statistical data it is assumed that
the geometrical tolerance of the QPR design caused by
the manufacturing process is normally distributed. Cor-
respondingly, in a model with Q uncertain parameters,
only 2Q quadrature points are required [52]. Now, con-
sider, for example, the j-th component of the normally
distributed points around the mean pj with the standard
deviation σj , [52, 53]
pij = pj + σj · zjq
with i given as i = 2r − 1, i = 2r, respectively, for r =
1, . . . , bQ/2c
z2r−1j =
√
2 cos
(
(2r − 1)jpi
Q
)
,
(15)
z2rj =
√
2 sin
(
(2r − 1)jpi
Q
)
.
Here, if Q is odd, then zQj = (−1)j , while an opera-
tor bQ/2c returns the largest natural number smaller
or equal than Q/2. Though, the Stroud formulas are
very effective because they yield a very small number of
quadrature points, they have also a fixed accuracy.
C. Statistical information & sensitivity analysis
Due to the orthonormality (12) of the polynomial ba-
sis, once the PC expansion (10) is found, all statistical
information can be retrieved. In particular, the expected
value and the variance are given by
E [y (p)] .= y˜0, Var [y (p)]
.
=
∑
i∈IQ,P
i 6=0
|y˜i|2 (16)
using Φ0 = 1. Based on (10), also other quantities such as
the local sensitivity, the variance-based global sensitivity,
the approximation of the PDF, and of the cumulative
PDF can directly be evaluated, see, e.g., [46].
For example, the local sensitivity (a partial derivative),
i.e., the pq-th mean sensitivity is obtained by integrating
over the whole parameter space and it is given by [54]
E
[
∂y
∂pq
]
.
=
∑
i∈IQ,P
i 6=0
(
y˜i
∫
∂Φi(p)
∂pq
ρdp
)
(17)
for q = 1, . . . , Q. On the contrary, the global sensitiv-
ity approach does not specify any additional condition
as pq = pq. Instead, it considers only a model, e.g., (10)
and analogous decomposition to the ANOVA [30] (the
ANalysis of VAriance) is conducted to find the contribu-
tion of particular random variables to the total variance.
For this reason, it should be regarded as a more reliable
tool, especially in the case of modeling and optimization
processes.
The Sobol decomposition of (10) yields the (first-
order) variance-based sensitivity (VBS) coefficients [29]
S = (s)l,q ∈ RL,Q, sl,q = 1
Var(yl(p))
∑
i∈Iq
|y˜l,i|2 (18)
with sets Iq = {i ∈ N0 : iq > 0, im 6=q = 0} and the total
variance of particular objective functions, l = 1, . . . , L,
denoted by Var(yl). In order to calculate sl.q, all random
inputs except pq are fixed. Thus a mixed effect, that is,
the interactions between pq and other random variables
viii
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FIG. 4. Result of the global sensitivity analysis for f·,1(p).
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FIG. 5. Result of the global sensitivity analysis for f·,2(p).
is neglected here. The upper and lower bounds of sl,q are
given by 0 ≤ sl,q ≤ 1. A value close to 1 denotes a large
contribution to the variance, while a small contribution is
determined by a value close to 0. The total effect, that is,
the fractional contribution to the total variation of y(p)
due to parameter pq, when considering all other model
parameters can also be analyzed [30].
TABLE I. Means pq and std. dev. σq of random inputs
Name pq σq
p1 (gap) 0.54 [mm] 0.027 [mm]
p2 (rrods) 13.40 [mm] 0.67 [mm]
p3 (hloop) 9.50 [mm] 0.475 [mm]
p4 (rloop) 5.00 [mm] 0.25 [mm]
p5 (wloop) 40.00 [mm] 2.000 [mm]
p6 (dloop) 6.00 [mm] 0.300 [mm]
p7 (rcoil) 22.48 [mm] 1.124 [mm]
p8 (rsample) 38.50 [mm] 1.929 [mm]
For example, Figures 4–6 present, for all operating
modes, the results for VBS analysis of the quantities
of interest with respect to the Gaussian design param-
0
0.2
0.4
0.6
0.8
1
1.2
v
a
ri
a
n
c
e
−
b
a
s
e
d
 s
e
n
s
it
iv
it
y
 c
o
e
ffi
c
ie
n
ts p
1
(gap) p
2
(rrods) p
3
(hloop) p
4
(rloop) p
5
(wloop) p
6
(dloop) p
7
(rcoil) p
8
(rsample)
functions of merit for third operational mode
f
0,3
f
1,3
f
2,3
f
3,3
f
4,3
f
5,3
FIG. 6. Result of the global sensitivity analysis for f·,3(p).
eters, listed in Table I. In particular, it can be observed
that deviations of p2 (rrods) and p3 (hloop), have the
greatest influence on the operating frequencies, given by
Eq. (2a). The geometric parameters such as p5 (wloop),
p6 (dloop) and p7 (rcoil), in turn, have significantly larger
contributions to the the focusing strength, expressed by
Eq. (2b). Correspondingly, the variations of p4 (rloop),
p8 (rsample) can be identified to have a large impact on
both the homogeneity and dimensionless factors, defined
by Eqs. (2c) and (2e), respectively. In the end, this ana-
lysis can guide new designs but also improve the existing
QPR configurations. In contrast, the VBS decomposition
provided for the magnetic peak values, that is, Eqs. (2f)
and (2d) show the significant differences with respect to
design parameters within the range of operating modes.
The flow of the algorithm of the pseudo-spectral
method has been shown in Figure 7 and, additionally,
described in the pseudo-code as Algorithm (1) in order
to allow better understanding.
FIG. 7. Algorithm for the PC-SCM employing CST STUDIO
SUITER© [41] as black-box simulation engine. In the flow
indicated above Dakota [55] has been exploited.
ix
In order to find a robust design of the QPR, the UQ
analysis needs to be incorporated into the optimization
flow. Section V is devoted to the parametric multi-
objective shape optimization under uncertainties.
Algorithm 1 Pseudo-spectral approach for UQ
1: Initialization :
2: – Π = (p1, . . . , pQ), Eq. (5) . a set of in. rand. param.
3: – ρ(p), Eq. (4) . PDF for input variations
4: – PCtype, PCorder . PC expansion parameters
5: – w,p(k), Eq. (15) . gener. weights & points
6: for k = 1 . . . ,K do
7: solve MVP(p(k)) Eq. (3) . Quadrature points loop
8: for i = {i1, . . . , iQ} do
9: y˜i ← E[y(p)Φi(p)], Eq. (14) . discrete projection
10: Post-processing :
11: eval. E [y (p)] ,Var [y (p)], Eq. (16) . statistics
12: for q = 1 . . . , Q do
13: eval. E
[
∂y
∂pq
]
, Sq, Eqs. (17)-(18) . loc. & glob. sens
V. SHAPE OPTIMIZATION
In this section, the parametric MO shape optimization
under uncertainties in terms of statistical moments is for-
mulated. Therein, the global sensitivity is used to modify
a scheme of the MO steepest descent algorithm.
A. Objective functionals
Due to the geometrical uncertainties associated with
p(ξ) all the figures of merit (2a)–(2d) become function-
als of the random geometry, denoted by Ω(p) ⊂ D. In
the context of classical optimal control theory [56], es-
pecially its elaboration for optimization problems un-
der uncertainties [57, 58], they can be represented in
terms of certain target statistical quantities of interest,
Fl[Ω(p),H] such as the expectation value, the linear sum
of the mean and the variance value, the risk-aware proba-
bilistic measure, the cumulative density function (CDF),
see, e.g., [59]. Correspondingly, the performance func-
tion of the QPR design can be represented as a func-
tional Fl(Ω(p),H) of uncertain geometrical parameters
p(ξ), which is embedded in both the shape Ω and the
state variable H := HΩ, i.e.
Fl(Ω(p),H) :=
1
2
E
[∥∥∥∥fl(H)− F 0l ∥∥∥∥2
]
, (19)
for l = 1, . . . , L, L = 3 with Fl(Ω(p),H) : H
1
0 (D) ⊗
L2ρ(Γ) → R, which measure the distance between the
objective functional fl,3(·,H) and the prescribed target
value F
0
l , in terms of the expectation value. This choice
results from the observed measurement bias of the sur-
face resistance for the third operating mode of the QPR,
n = 3, reported in [4] as well as from the VBS analysis,
which is shown in Figures 4–6. On the one hand, we
aim at improving the accuracy/sensitivity of the mea-
surement signal by maximizing the expectation of the
focusing and homogeneity factors, that is, F1(Ω(p),H)
and F2(Ω(p),H), respectively. On the other hand, the
expectation of the dimensionless factor represented by
F3(Ω(p),H) needs to maximized, due to the unwanted
heating of the normal-conducting flange.
Apparently, the finite assumption on the random field
with Q random variables, considered in Section III B,
which is a result of the DoobDynkin Lemma [60], en-
ables us to reformulate the stochastic shape optimization
problem in a parametric MEP-constrained shape optimi-
sation problem. Consequently, results from the determin-
istic optimization theory can be applied [8, 56–58] for the
optimization of the QPR design under uncertainty.
B. Shape optimization problem under uncertainties
The parametric MEP-constrained shape optimization
problem of the QPR under uncertainties p(ξ) aims to
identify an optimal domain Ω∗(p) as solution of
inf
Ω(p)∈Uadd
F (Ω(p),H) = [F1(·), F2(·), F3(·) ]> (20a)
s.t. E
[∫
D
[
1
µr
(∇×E) · (∇× v)− λ r E · v] dx
]
= 0
(20b)
for H := HΩ =
1
ωµ∇×EΩ within a set of admissible
shapes (parameters)
Uadd = {p(ξ) ∈ Π
∣∣0 ≤ pmin ≤ p ≤ pmax}, (20c)
where for any Ω(p) ∈ Uadd and E := EΩ,v := vΩ ∈ Vρ
holds Ω(p) ⊂ D.
Here, the inequality sign ≤ between vectors in (20c)
needs to be understood in a component-wise sense as
follows: 0 ≤ pminq ≤ pq∓3·σq ≤ pmaxq , q = 1, . . . , Q with
mean values pq and standard deviations σq of particular
random input variables pq. Furthermore, it is assumed
that specific constraints 0 ≤ pminq ≤ pmaxq result from
certain technological requirements. For instance, bounds
of particular random geometrical parameters used in the
VBS analysis are specified in Table I.
In what follows, the focus is on using a gradient-based
method [61] to solve the problem (20). To this purpose,
a shape derivative needs to be provided.
C. Approximation of shape derivative
In the PDE-constrained shape optimization problem,
the existence of a shape derivative has been proved by
the Hadamard-Zalesio theorem, see, e.g., ([62], Theorem
3.6). It states that a shape derivative for domains with
xsmooth enough boundaries, can be represented as a dis-
tribution on the boundary, which depends only on the
normal component of the perturbation
dFl(Ω;V) :=
∫
∂D
hl(x)V(x) · ndx
with h(x) ∈ L1(∂D), where V : Rd → Rd denotes the
velocity field, while n is the outward normal unit vector.
The distributed shape derivative dFl(Ω;V) may also be
expressed in a more general form as a volume integral
over the whole domain [63].
Shape derivatives in stochastic settings are a topic of
our ongoing research [64]. Apparently, under certain reg-
ularity conditions [65], the shape derivative of functionals
Fl(Ω(p),H), l = 1, . . . , L, defined by (19), can be derived
in the continuous framework using the velocity and ad-
joint variable methods as in [66, 67]
dFl(Ω(p),V) =
E
[∫
∂Ω
(
1
µr1
− 1
µr2
)
(∇×E1) · (∇×E2)>(Vq · n) dx
]
− E
[∫
∂Ω
λ (r1 − r2)E1 ·E>2 (Vq · n) dx
]
, (21)
where the derivative of the boundary coordinate with re-
spect to the q-th design variable is denoted by Vq :=
∂x
∂pq
,
q = 1 . . . , Q. Here, E1 ∈ Vρ and E2 ∈ Vρ refer to
the direct problem (9) and to a dual problem, respec-
tively, which needs to be separately formulated for each
objective functional and solved in order to calculate the
shape derivative according to (21). Moreover, when the
effective Stroud-3 formula is used as a multi-dimensional
quadrature rule, 2Q simulations of the deterministic
problem (9) are needed to sufficiently approximate the
probabilistic integrals (14) and, in consequence, to find
the statistical moments (16). Thus, for the analyzed
setup, 2QL = 30 simulations in every iteration of the
MO optimization process are required to find the shape
derivative, defined by Eq. (21). But the Pareto front is
approximated by N = 101 points. Hence, even when the
steepest descent gradient method is used for solving a the
MO optimization problem, defined by Eq. (20), this task
for the given setup becomes time-consuming in the case
of the 3D model of the QPR.
For these reasons, in this work, the shape deriva-
tive (21) is approximated using Eq. (17) for l = 1, . . . , L,
dFl(Ω(p))
.
=
∑
i∈IQ,P
g˜l,i
∂Φi(p)
∂pq
∂p
∂ξq
∣∣∣∣∣
pq=pq
, (22)
with dFl(Ω(p)) ∈ RQ and q = 1 . . . , Q. This approxima-
tion results from the Taylor’s expansion-based approach
for a deterministic measure of the robustness, developed,
e.g., in [15].
D. Modified scheme of MO steepest descent
Since, a MO optimization problem of functionals com-
peting with each other is considered, the concept of op-
timality needs to be replaced by the Pareto optimality
framework. Accordingly, the solution of (20a) is said to
be a set of optimal compromises in the Pareto sense, un-
der following conditions [17]
1. Ω∗(p) = Ω(p∗) ∈ Uadd dominates Ω(p) ∈ Uadd, if
F(Ω∗(p))≤F(Ω(p)) and F(Ω∗(p)) 6= F(Ω(p)),
2. Ω∗(p) ∈ Uadd is called (globally) Pareto optimal, if
there exists no Ω(p) ∈ Uadd dominating Ω∗(p).
Here, a set of non-dominated point is called the Pareto
set PS, while its image is denoted as the Pareto front PF .
Now, to incorporate the global measure, i.e., the VBS
analysis into a MO optimization flow, the enhancement
gradient JFl(Ω(p)) ∈ RQ for l = 1 . . . , L is introduced
as
JF(Ω(p)) := S> · [dF1(Ω(p)), . . . ,dFL(Ω(p))]. (23)
This formulation allows to benefit from both the local
(22) and the global (18) sensitivity analysis. Thus, in the
modified scheme of the MO steepest descent algorithm,
a matrix S with the VBS coefficients serves as a pre-
conditioner. It results in speeding up the approximation
of the Pareto front in terms of number of calling objective
functions [cf. Table II].
Furthermore, provided that some regularity conditions
with respect to Eq. (20a) are satisfied, it can be shown
that the MO steepest descent method converges to a
point satisfying the Karush-Kuhn-Tucker (KKT) condi-
tions for Pareto optimality [61, 68], such that
L∑
l=1
αl = 1, and
L∑
l=1
αl JFl(Ω
∗(p)) = 0. (24)
Therefore, the set of all the points, which satisfy Eq. (24)
is called the set of substationary points PS,sub. In con-
trary, if Ω(p) /∈ PS,sub, then there exits a descent direc-
tion d ∈ RQ
d(Ω(p)) = −
L∑
l=1
αlJFl(Ω(p)), (25)
such that
−JFl(Ω(p))> · d(Ω(p))≥ 0, l = 1, . . . , L, (26)
for which all the objectives are non-increasing. One
way to determine a descent direction, which satisfies
Eq. (26), is to solve the auxiliary sub-optimization prob-
lem [69]. The other approach relies on analytically deriv-
ing d(Ω(p)) by using the orthogonal projection [68, 70].
For the convenience of the readers both methods are
shortly described in Appendix A.
xi
Algorithm 2 MO descent direction under uncertainties
Require: : Π = (p1, . . . , pQ), Eq. (5); ρ(p), Eq. (4); PCtype,
PCorder, w,p(k), Eq. (15) . due to Algorithm 1
1: Set : initial point Ω(p<0>),
2: Set : precision, κ<0>,
3: Set : maxIters, maxCut, out
4: for k = 1, . . . ,maxIters do
5: set ncut = 0
6: conduct UQ according to Algorithm 1
7: evaluate gradients JF(Ω(p<k>)) using (23)
8: compute a direction d<k> using either (A1) or (A2)
9: repeat
10: out← false
11: for l = 1, . . . , L do
12: if fl(p
<k> + κ<k>d<k>) ≤ fl(p<k>) then
13: κ<k> ← κ<k>/2
14: ncut← ncut+ 1
15: out← true
16: break
17: else
18: continue
19: if out then
20: break
21: p<k+1> ← p<k> + κ<k>d<k>
22: for l = 1 . . . , L do
23: fl(p
<k+1>)← fl(p<k> + κ<k>d<k>)
24:
25: κ<k+1> ← min[2κ<k>, κ<0>] . to restore step-size
26: break
27: until ncut ≤ maxCut
28: if ‖p<k+1> − p<k>‖2 ≤ precision then
29: stop
Ultimately, when using a line search approach the MO
steepest descent algorithm reads as
Ω(p<k+1>) = Ω(p<k> + κ<k>d<k+1>), (27)
where the step length κ<k> > 0 is computed by an
Armijo-like rule. Alternatively, the quadratic interpo-
lation method can be used [61, 70]. For a better clarity,
the proposed method has been written as Algorithm 2 in
the form of the pseudo-code.
Finally, to speed up the Pareto front identification, in
the 12-th line of Algorithm 2, the expectations appearing
in the if condition are replaced by their deterministic ap-
proximations, that is, Fl(·) .= fl(·), l = 1, . . . , L, which is
motivated by the Taylor’s expansion-based approach [15].
VI. NUMERICAL RESULTS & DISCUSSION
The proposed algorithm has been verified using two
test cases, which include an academic benchmark in the
deterministic setting and the design of the QPR under
uncertainties.
TABLE II. Comparison of the efficiency for different bi-
objective optimization methods.
Name func.count rel. error [%] MSE(Y) MSE(X)
gamultiobj () 31500 − − −
paretosearch() 4351 86.187 0.346 7.958
bsdm() 4671 85.171 0.335 8.179
bsdm-VBS() 3368 89.308 0.319 7.869
A. Deterministic academic example
First, the efficiency of the proposed approach has been
tested based on an academic benchmark problem [71].
It consists of the deterministic minimization problem of
two functions f1(x) and f2(x) with x = (x, y)
>, which is
defined as follows
max
x∈R2
F(x) = [−f1(x),−f2(x)]T (28)
with f1(x) = 4x
2+y2+xy and f2(x) = (x−1)2+3(y−1)2,
where F(x) : R2 → R2. For the solution of (28) the Algo-
rithm 2 is used with slight modifications, which allows us
to compare its robustness with the already implemented
methods to the MO optimization in MATLAB [72]. For
this purpose a variant of the non-dominated sorting ge-
netic algorithm II, the so-called gamultiobj algorithm [24]
and the direct multisearch for multiobjective optimiza-
tion method [73], the so-called paretosearch algorithm,
have been used. In both solvers the standard settings
have been applied. The Pareto front has been approx-
imated using N = 300 starting points. The efficiency
of the methods has been measured with respect to the
number of calling the objective functions, which has been
summarized in Table II.
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FIG. 8. Pareto front.
The deterministic counterpart of Algorithm 2 does not
include the UQ algorithm. Therefore, based on the Tay-
lor’s expansion method, the VBS coefficients Eq. (18) can
be replaced by its deterministic approximation. Thus,
assuming that the variables are independent [18], this
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FIG. 9. Pareto set.
decomposition is given by
S
.
= (sˇ)l,q ∈ RL,Q, sˇl,q =
(
∂fl(x)
∂xq
)2
σ2q
Var[fl(x)]
, (29)
for q = 1, . . . , Q, l = 1 . . . , L., where the deterministic
estimator of the total variance is defined as
Var[fl(x)] :=
Q∑
q=1
(
∂fi(x)
∂xq
)2
σ2q , l = 1, . . . , L.
Here, σq corresponds to the prescribed value of the
standard deviation of each variable, usually as the ratio of
its nominal value. Since the calculation of partial deriva-
tives of f1(x) and f2(x) is straightforward, the enhanced
gradient, when using Eq. (29), can be easily found. Both
the standard MO optimization methods, that is, the so-
called bsdm and bsdm-VBS algorithms have been imple-
mented in MATLAB. Furthermore, in order to initialize
these MO optimizers, first the minima of functions f1
and f2
min
x∈R2
f1(x1) = 9.6859 · 10−10,
x1 = (−1.5096 · 10−5,−3.1274 · 10−5)>,
min
x∈R2
f2(x2) = 9.6420 · 10−10,
x2 = (1.0000, 1.0000)
>
have been calculated. Next, initial points, N = 300,
have been generated using scaled and shifted rand(N,2)
values. Finally, the results for the Pareto front and set
approximations have been depicted in Figures 8 and 9,
while the comparison in terms of the number of calling
functions with the relative error in percentage and the
mean squared error (MSE) are included in Table II. The
MSE is defined as
MSE(y) =
1
N
N∑
n=1
(yn − yˆn)2 ,
where the reference solution is denoted by yˆn. In our
study it is provided by the gamultiobj algorithm. Like-
wise, in case of the relative error, the result for the ga-
multiobj optimization is treated as the reference solu-
tion. It can be concluded that the bsdm-VBS method
outperforms the more efficient MATLAB paretosearch al-
gorithm both in terms of the relative error by 22% and
the MSE(·) measure.
This mathematically oriented problem is considered
here as a test case, which allows for demonstrating the
applicability of the proposed approach in the more ad-
vanced QPR setting.
TABLE III. Results for the 1D constrained optimization
– parameter domain.
Name Ω∗1(p) Ω
∗
2(p) Ω
∗
3(p)
p1 (gap) [mm] 0.50 1.49 0.51
p2 (rrods) [mm] 9.00 11.68 9.09
p3 (hloop) [mm] 7.00 11.98 10.81
p4 (rloop) [mm] 6.00 5.99 4.00
p5 (wloop) [mm] 43.92 43.98 36.08
p6 (dloop) [mm] 4.00 4.00 4.05
p7 (rcoil) [mm] 25.0 24.97 24.98
p8 (rsample) [mm] 35.0 35.00 35.03
TABLE IV. Results for the 1D constrained optimization
– objective space.
Name Ω∗1(p) Ω
∗
2(p) Ω
∗
3(p)
F1(Ω
∗(p),H) [A2/J] 9.56 ·107 3.05 ·107 6.44 ·107
F2(Ω
∗(p),H) [1/1] 0.174 0.23 0.12
F3(Ω
∗(p),H) [1/1] 2.47 ·106 1.54 ·106 5.20 ·106
B. Optimization of the QPR
Of utmost important objective functions in QPR opti-
mization are the improvement of the resolution of the
measurement signal by, on the one hand, maximizing
eddy currents induced on the sample and, on the other
hand, through the increase of the dissipated power at
a given magnetic peak field. Additionally, the propa-
gation of the magnetic field into the calorimetric cham-
ber has to be minimized to limit the heating up of the
normal-conducting flanges. This is in particular of cru-
cial importance for the third mode where a measure-
ment bias is observed in some experiments [36]. There-
fore, the optimization of the QPR design is formulated in
terms of the focusing factor (2b), homogeneity factor (2c)
and the dimensionless factor accounting for losses on the
flanges (2d). More precisely, the optimization problem
is expressed by (20) with the expectation F1(Ω(p),H),
F2(Ω(p),H) and F3(Ω(p),H), defined by Eq. (19), re-
xiii
spectively. To solve this problem, the methodology de-
scribed in Section V D is used.
In this respect, to initialize Algorithm 2, first, the
one dimensional (1D) optimization of Fl(Ω(p),H), l =
1, 2, 3 with respect to parameters shown in Table I
needs to be carried out. Its results, which are included
in Tables III and IV together with the VBS analysis,
shown in Figs 4, 5 and 6, allow for reducing quanti-
ties of interest to Q = 5, p := (p1, p2, p3, p4, p5)
> =
(gap, rrods, hloop, rloop, wloop)>. Hence, to approxi-
mate the Pareto front in the 3D objective space, the uni-
form random spread is applied. That is, the initial points,
N = 101, have been uniformly randomly generated us-
ing scaled and shifted rand(N,Q) values between Ω∗1(p),
Ω∗2(p) and Ω
∗
3(p) in RQ, listed in Table III. In addition,
the initial step size, κ<0> = 0.5, the maximum number
of step size and of cuts at each iteration of the MO al-
gorithm is set by maxCut = 10, maxIter = 10, while
precision = 1 ·10−5. Next, the backtracking method [74]
has been used to approximate the length of the steepest
gradient in every iteration, i.e, κ<k+1> = κ<k>/2.0, for
k = 1, . . . ,maxCut.
FIG. 10. Convergence to the Pareto front using the VBS-
based approach (23) for several initial points N = 101.
In the corresponding UQ model setup, these control-
lable geometrical parameters p are modeled with the PC.
Here, the geometrical imperfections related to the manu-
facturing of the QPR of order 50−100 [µm] are mimicked
by the Gaussian distribution as follows
pq(ξ) = pq(1 + δq · ξq), q = 1, . . . , Q,
where ξq denotes the normally distributed variables and
δq allows for controlling the magnitude of the perturba-
tion regarding the production tolerance such that σq :=
δq · pq = 0.05 [mm].
Furthermore, according to Algorithm 1 the appropri-
ate polynomial type is chosen based on the Wiener-Askey
scheme [46]. It corresponds to the input distribution,
that is, the polynomials of the Hermite type. Moreover,
the Stroud-3 formula is used to determine the Hermite
polynomial coefficients, defined in Eq. (14). Hence, ex-
ploiting the two-fold symmetry of the QPR, it requires
K := 2Q = 10 deterministic simulations of one quarter
of the FE model expressed by Eq. (3) with Et = 0 on
the symmetry plane using CST STUDIO SUITE R© for
around 1 million tetrahedral mesh cells.
The analysis discussed so far has to be performed for
every initial configuration of the QPR. Hence, we have
applied the MO steepest descent method with the en-
hancement gradient, defined by Eqs. (23), for all the
initially generated design points to be considered in the
optimization problem. In particular, in Fig. 10, the con-
vergence of the MO steepest descent method to certain
Pareto-stationary points is shown. Additionally, the pre-
ferred configurations, the so called solutions A and B, de-
noted by Ω∗A(p) and Ω
∗
B(p), have been listed in Tab. V.
Moreover, for the comparison purpose, the configurations
of the HZB-QPR Ω∗HZB(p) and the redesigned CERN-
QPR Ω∗CERN(p) are also included [1, 34]. The new ver-
sion of the CERN-QPR is considered here in order to
compare the optimized solutions with another existing
QPR design.
The optimized geometries together with the HZB
and CERN designs are depicted in Fig. 11 and addi-
tionally summarized in Table V. The optimization re-
sults for the three operating modes in terms of objec-
tive functions incl. F0(Ω
∗(p),H), F4(Ω∗(p),H) and
F5(Ω
∗(p),H), are compared in Tabs. VI, VII and VIII,
respectively, for all analyzed designs. As can be seen,
though, the optimization of the QPR has been con-
ducted on the third mode, the objectives F1(Ω
∗(p),H),
F2(Ω
∗(p),H) and F3(Ω∗(p),H) have been significantly
improved for all (first/second/third) operating modes by
11−15/28−33/49−55 [%], 40−49/37−44/35−42 [%], and
136−165/156−189/217−260 [%], respectively. This im-
provement in the first and second operating modes should
be treated as a side effect of optimizing the geometry with
respect to the third mode.
The inspection of these tables revealed also that some
serious issues with the new CERN-QPR design might be
caused by the new pole shoes, for which the field within
the coaxial gap becomes relatively large. This, in turn,
can lead to the increase of the unwanted heating of the
normal-conducting flange [cf. F3(Ω
∗(p), ·) for the QPR
designs, listed in Tabs. VI, VII and VIII]. It can be no-
ticed that for the proposed design (solutions A and B)
the dimensionless factor F3(Ω
∗(p), ·) takes averagely 2.5
times larger values than in the case of the HZB design and
more than 5 times bigger compared to the CERN-QPR
configuration. Another explanation for the larger mea-
surement bias of the surface resistance is that the CERN-
QPR modes and the neighboring dipole modes are close
to each other for a perfectly aligned QPR design. Thus,
even the relatively small input deviations of geometri-
cal variables related to the manufacturing tolerances can
yield the excitation of the neighboring modes. The dif-
ference in frequency of the closest neighboring mode to
the third operating mode is 9.2 MHz for the CERN-QPR
and 17.2 MHz for the HZB-QPR while it is 20.9 MHz and
19.9 MHz for Sol. A and Sol. B, respectively [cf. Fig. 17].
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In our case, the found QPR configurations (A and B)
have larger separation between the third mode and its
neighboring mode.
One can also notice that F4(Ω
∗(p),H) and
F5(Ω
∗(p),H) have been reduced for the solution A and B
by 0.6−1.0/1.2−1.7/0.8−1.9 [%], 37−39/26−28/6−7 [%]
compared to the HZB structure. In the case of the
CERN design, the corresponding functionals have been
changed by −0.4/ − 0.9/0.3 [%], −33/ − 29/7 [%] with
respect to the HZB design. However, it should be
noticed that these objectives, that is, F4(Ω
∗(p),H)
and F5(Ω
∗(p),H) have not been a subject of the
MO optimization. In fact, the QPR is supposed to
be operated at low field values (in comparison with
accelerating cavities) and, therefore, the field emission
problem, i.e, F5(Ω
∗(p),H) is not a very critical issue [1,
p. 70]. In the end, the small deviation of the operating
modes about 2.2/1.4/0.4 [%], which is observed, can be
compensated by changing the length of the rods and/or
lrans1 and ltrans2 parameters [1], depicted in Fig. 3.
Finally, the PDF’s analysis of the shapes associated
with the final configurations is depicted in Figs. 12 –
17, respectively. They are obtained by evaluating 1 · 104
times the corresponding truncated response surface
models, defined by Eq. 10.
HZB conf. Sol. A Sol. BCERN conf.
FIG. 11. Comparison between the shape of the HZB design,
CERN design and the obtained solutions.
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FIG. 12. Probabilistic density function for the focusing factor.
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FIG. 13. Probabilistic density function for the homogeneity
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FIG. 14. Probabilistic density function for the dimension-
less factor representing the losses on the normal-conducting
flange.
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FIG. 15. Probabilistic density function for the ratio of the
magnetic peak values.
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TABLE V. Results for the MO optimization – parameter domain a
Name Ω∗HZB(p) Ω
∗
CERN(p) Ω
∗
A(p) Ω
∗
B(p)
p1 (gap) [mm] 0.50 0.70 0.58 0.55
p2 (rrods) [mm] 13.00 15.00 9.76 9.14
p3 (hloop) [mm] 10.00 10.00 9.72 9.64
p4 (rloop) [mm] 5.00 8.00 5.92 5.56
p5 (wloop) [mm] 44.00 40.93 43.79 43.53
p6 (dloop) [mm] 6.00 5.00 4.00 4.00
p7 (rcoil) [mm] 22.408 23.00 25.00 25.00
p8 (rsample) [mm] 37.50 37.50 35.0 35.00
a For practical reasons, the resulting optimized parameters are given with the required accuracy (the second decimal point). In addition
to the pole-shoe, the resonator body of CERN-QPR and HZB-QPR have different shapes. The most important differences are the
radius and the length of the cylindrical resonator body which are, respectively, 105 mm and 354 mm for the CERN-QPR and 120 mm
and 304.75 mm for the HZB-QPR. Additionally, the coaxial gap considered for the CERN-QPR and HZB-QPR are 2 mm and 1.5 mm,
respectively.
TABLE VI. Results of the MO optimization for the first mode – objective space a
Means/Configurations Ω∗HZB(p) Ω
∗
CERN(p) [%] Ω
∗
A(p) [%] Ω
∗
B(p) [%]
F1(Ω
∗(p), ·) [M A2/J] 50.07 32.15 -36.55 56.31 11.13 58.47 15.39
F2(Ω
∗(p), ·) [1/1] 0.155 0.218 41.15 0.227 48.84 0.216 39.70
F3(Ω
∗(p), ·) [M 1/1] 1.668 0.890 -46.64 3.941 136.3 4.421 165.1
F4(Ω
∗(p), ·) [1/1] 0.910 0.906 -0.43 0.901 -1.01 0.905 -0.62
F5(Ω
∗(p), ·) [mT/(MV/m)] 7.888 5.250 -32.93 4.824 -38.84 4.940 -37.38
F0(Ω
∗(p), ·) [GHz] 0.429 0.398 -7.21 0.439 2.21 0.439 2.23
a The columns with percentage [%] indicate a ratio (increase +/decrease -) of optimized configurations to Ω∗HZB(p).
TABLE VII. Results of the MO optimization for the second mode – objective space a
Means/Configurations Ω∗HZB(p) Ω
∗
CERN(p) [%] Ω
∗
A(p) [%] Ω
∗
B(p) [%]
F1(Ω
∗(p), ·) [M A2/J] 48.36 29.36 -39.28 61.86 27.93 64.30 32.97
F2(Ω
∗(p), ·) [1/1] 0.146 0.207 42.05 0.211 44.44 0.200 36.93
F3(Ω
∗(p), ·) [M 1/1] 1.293 0.705 -45.47 3.322 156.8 3.742 189.3
F4(Ω
∗(p), ·) [1/1] 0.920 0.911 -0.94 0.904 -1.71 0.909 -1.24
F5(Ω
∗(p), ·) [mT/(MV/m)] 7.289 5.13 -29.61 5.251 -27.95 5.368 -26.35
F0(Ω
∗(p), ·) [GHz] 0.867 0.807 -6.95 0.879 1.39 0.879 1.4
a The columns with percentage [%] indicate a ratio (increase +/decrease -) of optimized configurations to Ω∗HZB(p).
VII. CONCLUSION
In our work, we applied the PC and the VBS ana-
lysis to find a robust design of the QPR. The expected
value of the figures of merit has been chosen as a robust
measure. Following the VBS decomposition, on the one
hand, the set of quantities of interest has been reduced.
On the other hand, the coefficients of the VBS have been
used to construct the enhancement gradient. This way,
the scheme of the MO steepest descent method has been
modified in order to take into account the manufacturing
tolerance related to the geometrical parameters.
Furthermore, based on the technical specification of
the QPR, the preferred solutions have been chosen as
A,B to find the optimized QPR configuration. As can
be seen in Tables VI, VII and VIII, the robust designs of
xvi
TABLE VIII. Results of the MO optimization for the third mode – objective space a
Means/Configurations Ω∗HZB(p) Ω
∗
CERN(p) [%] Ω
∗
A(p) [%] Ω
∗
B(p) [%]
F1(Ω
∗(p), ·) [M A2/J] 52.28 30.63 -42.05 78.98 49.43 82.04 55.21
F2(Ω
∗(p), ·) [1/1] 0.132 0.19 44.00 0.187 42.09 0.178 35.0
F3(Ω
∗(p), ·) [M 1/1] 0.791 0.467 -40.89 2.501 217.4 2.846 259.9
F4(Ω
∗(p), ·) [1/1] 0.914 0.917 0.3 0.907 -0.81 0.897 -1.94
F5(Ω
∗(p), ·) [mT/(MV/m)] 5.048 5.411 7.19 4.736 -6.18 4.685 -7.19
F0(Ω
∗(p), ·) [GHz] 1.312 1.225 -6.67 1.317 0.41 1.317 0.41
a The columns with percentage [%] indicate a ratio (increase +/decrease -) of optimized configurations to Ω∗HZB(p).
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FIG. 16. Probabilistic density function for the ratio of the
magnetic peak by the electric peak values.
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FIG. 17. Probabilistic density function for the frequency of
the third operating mode. The dashed vertical lines show the
location of the next two closest neighboring modes calculated
for the mean values given in Table V.
the QPR (solutions A,B) allow for increasing the focus-
ing factor of the third mode by 50-57 % and 158-168 %
in comparison with the HZB and CERN designs, respec-
tively. The focusing factor of the first and second modes
are also improved in parallel as a side effect by 12-17 %
and 29-35 %, respectively. This gives rise to a better
resolution in the determination of the surface resistance
in different frequencies. Additionally, the dimensionless
factor of the third mode, which takes into account the
propagation of the magnetic field into the coaxial gap
around the sample, is more than twice bigger than for
the HZB and CERN configuration. This improvement
helps to decrease the measurement bias observed for the
third mode in HZB and CERN designs. These results can
be further improved using both the Pareto technique and
the robust/reliability based frameworks, where either the
expectations and standard deviations or the probability
of failure of objective functionals are considered. It is
seen as a promising direction for future investigations.
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Appendix A: Methods for MO descent direction
As in [61, 68] the problem of computing a steepest
descent direction can be formulated as a convex quadratic
problem with linear inequality constraints
min
α∈Aadd
∥∥∥ L∑
l=1
αlJFl(Ω(p))
∥∥∥2, (A1)
where Aadd ⊂ RL is a set of the admissible vectors α
with non-negative components and α> ·α = 1 such that
Aadd =
{
α ∈ RL
∣∣∣αl ≥ 0,∀l = 1, . . . , L, , L∑
l=1
αl = 1
}
Then, d is defined by (26).
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The solution of (20a) can be also derived analytically
using the Theorem 2 in [70]. Please note that for sim-
plicity, the dependence of (Ω(p)) has been suppressed in
the following equations and ∇fl := JFl(Ω(p)). Let us
define [70, 75]
Dt,i1,i2,...,t =
t−1∑
j=1
yj(−∇fij )−∇fit ,
such that
dt,i1,i2,...,t =
Dt,i1,i2,...,t
‖Dt,i1,i2,...,t‖
, (A2)
which satisfies
∇f>i1dt,i1,i2,...,t = ∇f>i2dt,i1,i2,...,t = ... = ∇f>it dt,i1,i2,...,t.
Then, if {∇f1, . . . ,∇fn} is a linearly independent set and
d is the analytic solution to (20a), there exists a positive
integer p with 1 ≤ r ≤ n such that d = dr,i1,i2,...,r is
defined by (A2), where {i1, . . . , ir} ⊂ {1, . . . , n}. In ad-
dition, d = dr,i1,i2,...,r is also the r objective steepest
descent direction for fi1 , . . . , fir .
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