We integrated ChIP-chip data sets from multiple sources into a single binding ratio B matrix and p-value P matrix. For example, the (i, g)th entry of the matrix P , P i,g , represents the p-value of factor i binding to gene g. Since p-values are a very reliable source of information about making decisions on the presence or absence of a binding interaction (Supplementary Table 1 
B i,g > 1 : P i,g|1−sided = 1 2 P i,g|2−sided (1)
Since a quarter of the datasets only provide binding ratio data, we want to infer the missing p-values in order to obtain a complete P matrix. We denote X i as the binding tendency of protein i in terms of log binding ratios. To find p-values, we need to estimate the distribution of log binding ratios under the null hypothesis H 0 that protein i does not bind to gene g, or the distribution P X i |H 0 (x i |H 0 ). However, we only have access to the overall log binding ratio distribution for i, P X i (x i ); therefore, we need to make some assumptions to estimate P X i |H 0 (x i |H 0 ). ChIP-chip experiments introduce various, independent sources of multiplicative noise, which corresponds to several independent sources of additive noise in the logarithm domain. Therefore, the Central Limit Theorem makes it reasonable to assume that the distribution of the log binding ratios for the class of unbound genes is Gaussian [5] . Since log binding ratios in our data result from weighted averages of log binding ratios from single independent ChIP-chip experiments and since linear combinations of independent Gaussian random variables is also Gaussian, we can reasonably model P X i |H 0 (x i |H 0 ) using a Gaussian distribution.
The Gaussian noise distribution P X i |H 0 (x i |H 0 ) is uniquely defined by its mean and variance. We use the peak or mode of the overall distribution P X i (x i ) to estimate the mean of the noise distribution,μ X i |H 0 . This follows from the fact that the alternative hypothesis H 1 is less likely than the null hypothesis (on average, about 4% of gene targets are classified as bound, or Pr{H 1 } ≈ 0.04 and Pr{H 0 } ≈ 0.96). Since the overall distribution decomposes as follows,
the peak of the unbound distribution should roughly correspond to the observed mode of the overall distribution P X i (x i ). Moreover, since the noise distribution is Gaussian, the mostly unaffected peak of P X i |H 0 (x i |H 0 ) corresponds to the meanμ X i |H 0 . Hence, we can writê
where G i is the set of all genes with measured binding information for protein i. In order to estimate the variance of the noise distribution,σ 2 X i |H 0 , we consider genes with a binding ratio smaller than µ X i |H 0 to be extremely unlikely targets of protein i. Hence, we use U i to denote the set of genes to the left of the mode of P X i (x i ), or the genes that make up the left side of the unbound distribution. Due to the symmetry of Gaussian distributions, we estimate the variance of P X i |H 0 (x i |H 0 ) only using the left side of the noise distribution. The maximum likelihood estimator for variance of Gaussian random variables states that
where |U i | denotes the number of elements in set U i , or the cardinality of U i . To calculate the missing p-value for log binding ratio observation x i,g , or P i,g , we integrate our estimated noise distribution over the interval [x i,g , ∞):
Unlike the popular percentile rank normalization technique, p-value normalization captures the absolute strength of binding between datasets. Supplementary Table 1 shows that the P matrix extracts more information at known interactions and also attenuates the "noise" at unlikely interactions, outperforming both the unnormalized B matrix and a normalized percentile rank matrix.
In the next section, we need to model each protein's binding profile as a Gaussian random variable. Hence, we need to transform the P matrix so that it approaches a Gaussian distribution for entries across rows. Both the single array error model [1] and our p-value normalization technique compute p-values for each row in the P matrix by integrating over the right tail of a Gaussian distribution. Letting the Gaussian test statistic corresponding to row i in P have an arbitrary mean µ i and standard deviation σ i , we can write
where the integration can be symbolized using the Gaussian Q-function. Hence, we can transform the P matrix back to the normalized domain of its Gaussian test statistic using the inverse Qfunction:
As shown above, entries in the Σ matrix can be interpreted as standard deviations of confidence in rejecting the null hypothesis H 0 . Hence, just like P , the Σ matrix preserves the absolute strength of binding of gene-protein interactions in a continuous manner. Moreover, rows in the Σ matrix approximate a Gaussian distribution with zero mean and unit variance, which will prove very useful for the analysis that follows.
Filtered Correlation Coefficient
Filtered correlation coefficient detects linear binding relationships between two factors by localizing the correlation calculation to the pertinent dimensions in ChIP-chip data. To estimate the filtered correlation coefficient between the binding profiles of two proteins i and j, we use the Σ matrix. We consider binding of factors i and j at genes g, denoted as X i,g and X j,g , as independent and identically distributed (i.i.d.) random variables with measured outcomes x i,g and x j,g , respectively.
Moreover, we denote the underlying binding tendency of the two factors i and j as random variables X i and X j . Since the rows of the Σ data representation closely resemble samples from a Gaussian distribution, we assume that X i and X j are jointly Gaussian. For factors i and j, let G i and G j represent the set of all genes for which we have binding information, respectively. Moreover, we use F i and F j to denote the filtered sets of genes bound by proteins i and j, respectively, and F i,j = F i ∪F j to represent the overall filtered set of genes, or the set of genes bound by at least one of the two factors. Using the Σ data matrix, the following equations find the means, filtered variances, and filtered covariance of the binding tendencies of two proteins using maximum-likelihood (ML) estimators for jointly Gaussian random variables:
Note that the estimates of the means,μ X i andμ X j , consider all genes for which we have binding information, while the estimates of the variances,σ 2 X i andσ 2 X j , and covariance,σ X i ,X j , consider only the genes classified as bound by at least one of the two factors. We call these estimates the filtered variances and filtered covariance of binding profiles X i and X j . We again use the ML estimator for jointly Gaussian random variables to estimate the filtered correlation coefficient between binding profiles X i and X j , orρ X i ,X j , as follows:
Ultimately, we want to use the filtered correlation coefficient estimate to make decisions on whether two factors are linearly related. Hence, under our null hypothesis H 0 the binding profiles of two factors are not linearly related (i.e., ρ X i ,X j = 0) and under our alternative hypothesis H 1 they are linearly related (i.e., ρ X i ,X j = 0). To evaluate the significance of a filtered correlation coefficient estimateρ X i ,X j and sample size n, we use the test statistic T =ρ
Assuming that binding profiles X i and X j are jointly Gaussian, [6] shows that T is a Student-T random variable of n − 2 degrees of freedom. Further, T results from a generalized likelihood ratio test and hence defines the optimal decision boundary [6] . Let tρ ,n−2 denote one positive outcome of the random variable T for a givenρ X i ,X j =ρ and n − 2 . Also, let
the row vectors of binding data for proteins i and j across all genes g in the set G, following the convention of using boldface to represent vectors. Since, tρ ,n−2 only depends on n − 2 and the estimated valueρ found using x i and x j , tρ ,n−2 is completely determined by x i and x j . We represent the filtered correlation p-value for a given tρ ,n−2 , or for a given x i and x j , as pv FC (x i , x j ). To find this quantity, we need to find the probability that test statistic T can have a value more extreme than tρ ,n−2 . This corresponds to integrating the distribution of T , P T (t), over the two disjoint intervals [−∞, −tρ ,n−2 ] ∪ [tρ ,n−2 , ∞] where T exceeds the outcome tρ ,n−2 . Due to the symmetry of the distribution of Student-T random variable T , we can write
Note that we implicitly assume that both highly positive and negative values ofρ are significant here. If we wanted to simply consider positive/negative correlation coefficients as significant, we would need to remove the factor of two and only integrate over the interval corresponding to the right/left tail of P T (t), respectively. Filtered correlation coefficient is a simple but powerful measure of binding relationships between two factors. It represents a normalized measure of the linear relationship between two data vectors.
In the next section we use mutual information to also capture non-linear binding relationship.
Mutual Information
Mutual information is a general measure of the probabilistic dependence between two random variables. In order to estimate the mutual information between the binding profiles X i and X j of proteins i and j, we first need to discretize the data. Using the P data representations (choice explained in Supplementary Tables 1 and 6 ), we classify each data entry as 1 or 0, signifying the presence or absence of a protein-DNA binding interaction, respectively. Hence, we model our binding profiles as Bernoulli random variables with i.i.d. random samples X i,g and X j,g and outcomes x i,g and x j,g , where x i,g , x j,g ∈ {0, 1} at all genes g. We can then estimate the mutual information as follows:
The mutual information estimate above is completely defined by the marginal and joint probability mass functions of X i and X j . We can find the maximum likelihood estimates of the parameters of Bernoulli marginal and joint mass distributions using
where w denotes the number of genes with binding information for both proteins i and j, v and u denote the number of genes bound by protein with binding profile X i and X j , respectively, and h denotes the number of genes bound by both proteins. We ultimately want to use our estimate of I(X i ; X j ) in order to make decisions on whether two proteins with binding profiles X i and X j participate in the same biological process by assigning p-values for the mutual information analysis. P -values allow us to make unbiased decisions about biological dependence based on mutual information. In this scenario, the null hypothesis H 0 states that two factors have no binding dependence (i.e., I(X i ; X j ) = 0). The p-value measures the probability that an estimated mutual information of a given significance or greater can occur at random. Note that our estimate of the mutual information in (16)-(21) depends only on four parameters, namely h, u, v, and w. Hence, eachÎ(X i ; X j ) maps to the Venn diagram shown in Figure 1 , where X i is the binding profile of the TATA-Box Protein (TBP) and X j is the binding profile of POL3. Given a superset of w genes and two subsets of u and v genes, the probability of observing two subsets with an overlap of h elements at random has a hypergeometric distribution P H|U,V,W (h|u, v, w). Hence, we can calculate the probability of estimating a mutual information I(X i ; X j ) =î h,u,v,w at random using
The mapping from mutual information estimateÎ(X i ; X j ) =î h,u,v,w to hypergeometric probabilities is not one to one. For example, the parameters (h = 1, u = 2, v = 2, w = 20) and (h = 300, u = 600, v = 600, w = 6000) have the sameî h,u,v,w but hypergeometric probabilities of 0.1895 and 2.3028 × 10 −165 , respectively. This exaggerated example shows that the mutual information estimate does not take into account the sample size w in judging the significance of the dependence between two random variables, unlike the corresponding hypergeometric probability P H|U,V,W (h|u, v, w). Since a larger value of w should increase the confidence in our estimatê I(X i ; X j ), random variable H when conditioned on U = u, V = v, and W = w is a more appropriate test statistic for evaluating mutual information significance. This test statistic also relates to Fisher's exact test. To find the p-value, or the probability of randomly estimating a mutual Table 6 ).
information of a positive binding relationship equally or more significant thanî h,u,v,w , we sum over the right tail of the hyper-geometric test statistic H|U = u, V = v, W = w for the outcome h as follows:
As before, we express our mutual information p-value pv MI (x i , x j ) as a function of the binding data x i and x j . The hyper-geometric p-values above only evaluate the significance of synergistic (positive) binding between two factors, while mutual information can capture both positive and opposing (negative) binding relationships. To evaluate the p-value of a negative binding relationship, or the probability of having an overlap of h or smaller at random, we would need to sum from 0 to h in (23). However, due to the high sensitivity at h = 0 and due to a number of false positives and false negatives in our binding data, this evaluation proves unreliable. Hence, we avoid using mutual information in finding negative binding relationships and will exclusively use the filtered correlation coefficients for that purpose. Opposing binding relationships can also evince interesting biological phenomena, which we show in Supplementary Figure 1 .
Mutual information provides a more general framework for measuring the dependence between two random variables. Moreover, it is a very natural and biologically meaningful measure of protein dependence when applied to ChIP-chip data. The next section combines the two complementary pairwise statistics we have developed to increase the reliability of our predictions.
Combining P -values
The p-value calculations for both the filtered correlation coefficient and mutual information estimation test similar null hypotheses, which we can combine using Fisher's method. Letting
, and k 2 equal to the observed p-value product p 1 p 2 , we can find the combined pairwise p-value
for two proteins i and j with binding data vectors x i and x j . Fisher's method assumes the incorporated p-values result from independent studies. For individual analyses, we consider a p-value of 10 −20 as significant for a pairwise interaction. However, since our filtered correlation and mutual information p-values result from the same data and are not fully independent, we consider a p-value of 10 −40 as significant for the combined p-values. If our two analyses were completely dependent on one another, the p-values testing the same null hypothesis should be identical and a significance of 10 −20 would translate to a significance of 10 −40 when the p-values are combined. However, since our pairwise studies are not fully dependent on one another, a p-value threshold of 10 −40 for combined p-values is more stringent than a p-value threshold of 10 −20 for a single analysis. Moreover, although our test statistic for mutual information is not continuous (as required by Fisher's method), this approximation only slightly affects the accuracy of our evaluation [7] .
Semi-Supervised Clustering
To identify significant binding relationships between three or more regulators we developed a semisupervised clustering algorithm. Figure 2 provides an illustration of the potential pitfalls with hierarchical clustering, which partitions proteins solely based on pairwise distances. Unlike hierarchical clustering, semi-supervised clustering preserves information about elements within each partition in order to better capture groupwise dependencies between proteins.
In order to retain information about elements of cluster C k , our algorithm maintains two vectors, f k and x k . Vector f k = [f k,g 1 . . . f k,g |G| ] records the fraction of elements that bind to each gene g in the set G. Vector x k = [x k,g 1 . . . x k,g |G| ] represents the averaged binding profile at gene g ∈ G for all members within the partition, based on the Σ data representation. When merging two clusters C k and C l into C o , the resulting two vectors for cluster C o are weighted combinations of the vectors for C k and C l :
Note that merged vector f o still maintains the fraction of elements in the new cluster bound at each gene and x o still represent the average binding profile of all the joined objects. To define similarity between clusters k and l, we use the distance based on combined p-values Figure 2 : The Venn diagrams on the left and on the right describe two hypothetical relationships between three factors. Each oval represents the subset of genes classified as bound by the six different factors. Since both groups of three factors have equivalent pairwise overlaps in bound genes, hierarchical clustering cannot distinguish any difference between the two scenarios. However, the much stronger groupwise interaction of the scenario on the right (shaded area) makes it more likely for factors X-Y-Z to share a common biological process than for factors A-B-C.
Although there are many choices for how to define similarity, we wanted to incorporate the robust pairwise statistics derived in the previous sections. The algorithm treats each of N binding vector as a cluster at the start and proceeds for N − 1 iterations. At each iteration, the algorithm links the two most similar partitions, based on the combined p-value distance in (27), until all N elements are unified into one partition.
To find combined p-values for the relationship between two clusters, the algorithm evaluates the filtered correlation coefficient and mutual information but incorporates the groupwise dependence by modifying how to select the pertinent sets. For filtered correlation, let F k and F l represent the filtered subsets of genes for clusters C k and C l , respectively, and let F k,l = F k ∪ F l again denote the filtered subset of genes. The filtered subsets F k and F l no longer consist of the set of genes bound by one factor but now represent the sets of genes bound by a fraction of objects within a cluster. For our analysis, we considered that gene g belongs to filtered subset F k if half or more of the factors in the cluster C k occupy it. Mathematically, letting f thresh represent the fraction of proteins that need to bind to a gene in the filtered subsets, where f thresh = 0.5 in our analysis, we define F k = {g : f k,g ≥ f thresh } and F l = {g : f l,g ≥ f thresh }, respectively. Having defined F k,l = F k ∪ F l , the algorithm uses the averaged binding vectors x k and x l in (9) -(11) to compute the means, filtered variances, and filtered covariance of clusters C k and C l . Next, using (12), (13), and (14), the algorithm derives the filtered correlation coefficient p-value between the two partitions. For finding mutual information p-values, we can now assign u = |F k |, v = |F l |, h = |F k ∩ F l |, and w equal to the number of genes with binding information for both clusters. Using these quantities, we can use (23) to find the mutual information p-value between two clusters. And finally, we again combine p-values using (24). This new method for finding the combined p-values between clusters incorporates the groupwise dependence of elements, rectifying the potential problem with using hierarchical clustering.
