It has previously been shown that the Bock-Aitkin procedure (R. Bock and M. Aitkin, 1981) is an instance of the EM algorithm when trying to find the marginal maximum likelihood estimate for a discrete latent ability variable (latent trait). In this paper, it is shown that the Bock-Aitkin procedure is a numerical implementation of the EM algorithm for a continuous latent ability variable using numerical quadrature. Further, the relationship between the EM algorithm, marginal maximum likelihood estimation, and the Bock-Aitkin procedure is described for both the discrete and continuous cases. Some issues concerning the use of the Bock-Aitkin procedure and the EM algorithm are addressed. (Contains 31 references.) (SLD) Reproductions supplied by EDRS are the best that can be made from the original document. 
1985) showed how to use the EM algorithm to find MML estimates of the IRT model parameters (The term EM/MMLE will be referred to as the EM algorithm for MML estimation). Woodruff and Hanson (1996) described the EM algorithm for maximum likelihood (ML) parameter estimation for finite mixtures (i.e., when 0 is discrete). They then related the Bock-Aitkin procedure to theirs.
In spite of the various discussions relating to the Bock-Aitkin procedure and the EM algorithm, it still seems that the underlying mechanics of these two algorithms and their relationship are not well-understood. This understanding can clarify some issues. For example, is the underlying 0 scale discrete or continuous when the Bock-Aitkin procedure is used? Bock and Aitkin (1981) heuristically described two approaches regarding the use of 0 to implement their procedure. One approach uses Gauss-Hermite quadrature to compute the integral needed when 8 has the normal distribution (here called BA1). Another uses a discrete distribution (here referred as discrete representation) to approximate a specified 0 (continuous) distribution with a finite number of prespecified and equally spaced points (here called BA2). No integral is evaluated. The BA2 procedure is extended to the case where the 0 distribution is unspecified and is estimated based on a discrete representation (Mislevy & Bock, 1985, here called BAM) . In some literature (e.g., Mislevy & Stocking, 1989, p.61) , the discrete points and probabilities of a discrete representation are labeled as the quadrature points and weights, although the approaches differfor example, the quadrature points in Gauss-Hermite quadrature are not equally spaced.
To date, the Bock-Aitkin procedure has only been shown to be an instance of the EM algorithm by using a discrete representation, or in fact, by assuming that 0 is discrete with a finite number 8 3 of predetermined values (Harwell et al., 1988 : Lewis, 1985 Woodruff & Hanson, 1996) . For example, Mislevy and Stocking (1989) stated that the steps of the Bock-Aitkin procedure are "exactly the steps of the EM algorithm (Dempster, Laird, & Rubin, 1977) , in the special case of missing multinomial indicators' because 6s are limited to a finite number of values" (p.61).
Then, because the EM algorithm can give MML estimates (Tsutakawa, 1985 ; also will be described later), we know that the estimates obtained from the Bock-Aitkin procedure are MML estimates (although it is not guaranteed in general). However, when the resulting item parameter estimates are applied to the estimation of 0, the 0 scale is usually assumed to be continuous rather than discrete. Moreover, this can not justify how the procedure in which Bock (1995) used constant 243-point fractional quadrature for any number of multiple abilities can give MML estimates (the method of adaptive quadrature is also used by Bock & Schilling, 1997 , cited in Bock, 1997 , unless like using Gauss-Hermit quadrature the nodes and weights of fractional quadrature are treated as a discrete representation, but not elements for numerical integration (which means, however, a three-point discrete distributionor a three-point histogrammay be used to approximate a normal distribution). Strictly speaking, we may say that the BA1 procedure in which the standard normal distribution of ability is assumed has not yet been shown as an implementation of MML estimation. As will be shown below, from a theoretical view of point the Bock-Aitkin procedure is a reformulation (or an instance) of EM/MMLE with a continuous or discrete 0 distribution (note that the EM algorithm can be applied for a more general 0 distribution). BA], BA2, and BAM are the implementation versions of EM/MMLE for a continuous 0 distribution. Therefore, different from earlier work restricted to the case of discrete 0, in this paper the relationship between both algorithms is described with a general 0 distribution, although a continuous scale is emphasized. A parametric distribution of 0 is assumed; that is, the (underlying) 0 distribution is specified in which the distribution parameters are either known or unknown.
BAM assumes a nonparametric/unspecified 0 distribution, then the procedure is for semiparametric IRT models where the item response function (IRF) is specified but the 0 distribution not (see Holland 1990 ; if both are not specified, then it is a nonparametric IRT model), and is beyond the scope of this paper. On the other hand, both BA2 and BAM use a discrete representation, so the 0 distribution is considered being discrete, at least, for MML estimation. It is because in the course of MML estimation, a discrete distribution is actually used, although it is an approximation of a continuous distribution (B. Hanson, personal communication, December 8, 1997) .
First, the MML estimation and the Bock-Aitkin procedure are described. Next, the EM algorithm is introduced and its application to IRT settings is given. Then, the relationship be-10 5 tween the EM algorithm and the Bock-Aitkin procedure is described both when 0 is discrete and continuous. Finally, some issues regarding the use of the EM algorithm and Bock-Aitkin procedure are discussed.
Marginal Maximum Likelihood Estimation
Consider dichotomously scored items (binary items; i.e., an answer to the item is classified into one of two score categories; the category of interest is labeled "correct", and "incorrect" otherwise). The arguments developed in this paper can be applied to polytomous items when each score category is treated as a "binary item" (see Muraki, 1992; Muraki & Carlson, 1995) .
Using conventional terminology, an item response refers to an item score. Let the random variable U denote the item score which takes on 1, if the answer is correct, and 0 otherwise. A test T of k given and fixed binary items administered to a population C of examinees is characterized by the random vector U which is the response pattern (or response vector), U = (U1, U2, , U a, where the prime (') represents the matrix transpose. Note that as defined by Holland (1990) , a test is "a specific set of questions with specific directions, given under standardized conditions of timing, item presentation, and so forth. If any of these elements change, the resulting test is dif- An IRF is used to define an IRT model (latent trait model). The IRF for an item with respect to T and O (i.e., an item's IRF may vary for different test or examinee population) is specified as the conditional probability of a correct response to the item, given 0:
on the m-dimensional complete latent space, where 0 is the vector of item parameters.
Given 0, the probability function of U can be expressed as Pr(U = ule = 0,0) = Pr(U = lie = 9, ou (1 Pr(U = e, 0))1-u,
for u = 0' and 1; zero elsewhere. By local independence, the conditional probability of U of k items, given 0, is
where cp = (0, 02, , clk) is the item parameter matrix for the test T, where the components of the vector 0i for item i depend on the particular model.
Note that the IRF is called the item characteristic curve (ICC) or trace line, when in = 1. For a polytomous item, the IRF is the probability of a score category, given O = B. Note that as Cressie and Holland (1983) pointed out, because the abilities are not directly observable, an alternative, way that an IRT model can be characterized is by using manifest probabilities, 7 the proportions of examinees in a given population who obtain particular response patterns, Pr(U = u) (also see Holland, 1981 Holland, , 1990 ). This characterization also involves the specification of the 0 distribution in addition to the IRF and explicitly expresses the assumption of local independence. Adams, Wilson, and Wu (1997) can be dropped when this characterization is used (see Holland, 1990) .
Consider a random sample of n examinees from the population C. Let Unxk = (Up U27. ,EnY be the response data (item score) matrix, consisting of response patterns Uj Ui2, Uja , where Uji denotes the item score of examinee j on item i. The n x m ability matrix of n randomly selected examinees is 
The conditional probability that an n x k response data matrix u on a test will be produced by a where Oit is an element of 0 (there are n x m equations). Because the system of likelihood equations is nonlinear, an iterative procedure is needed, for example, the Newton-Raphson method.
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However, there are some problems for this simultaneous estimation. For instance, it is impractical to compute the inverse of the Hessian matrix of second derivatives needed in the NewtonRaphson method, when n (the number of examinees) is large. Bock and Lieberman (1970) proposed a procedure, called MML estimation (Bock & Aitkin, 1981) , to estimate item parameters for the normal ogive model. Using the estimated item parameters, the ability level of each examinee can then be estimated/predicted by, for example, the conditional probability of Equation 3 or the conditional distribution of 0 given an observed response pattern u (see Holland, 1990 ). In the terminology used in linear models, MML estimation gives mixed-effect solutions by treating fixed but 0 random (Bock & Aitkin, 1981; 10 addition to item parameters, MML estimation as presented here naturally includes estimation of the 0-distribution parameters for those IRT models such as the one-parameter Rasch model and a model with a discrete 0 scale. Bock (1997) pointed out the condition for this simultaneous estimation of both item parameters and 0-distribution parameters.
For a random sample of n examinees from a population C, let el, 62, , and On, denote examinees' abilities that are independent and identically distributed with the density func- 
As mentioned above, Pr(U = ulq5, 13) is the manifest probability that Cressie and Holland (1983) and Holland (1981 Holland ( , 1990 used to characterize an IRT model. Moreover, the MML estimation procedure described here can be extended for other possible formulations of Pr(U = u) which may have different or additional types of model parameters, as long as these parameters can be attributed as item parameters or 0-distribution parameters; for example, Adams, Wilson, and Wu (1997) 
where N = (01, 02, For (marginal) ML estimation of parameters 4) and /3, the (marginal) likelihood function is the probability of observing a response data matrix u which is, for {ri, r2,
Ilw=1 r tv! w=1
The log-likelihood is, up to a constant factor independent of 4) and /3, In L = E rw ln Pr(U = 0).
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(8) 
uwi pi (k) api (2) Pi (9-) (1 pi( )) aoit (15) a Pr(U = 21,14), 0) a f Pr(Li_ = au,12 = 4))9(9_113) de_ aoi, a,3, Tsutakawa (1984 Tsutakawa ( , 1985 compared Equations 12 (MML estimation) with 40 (EM algorithm) using the two-parameter logistic model.
For the (unidimensional) two-parameter normal ogive model and the standard normal distribution of 8, Bock and Lieberman (1970) They obtained stable estimates of item parameters for five items. However, "computational difficulties limit the approach to not more than 10 or 12 items (Bock & Lieberman, 1970, p.180) ."
The computational demand arises through the need, in each iteration, for the inverse of a 2k x 2k information matrix. Moreover, each element of the information matrix is the sum of 2k terms, regardless of the value of s. And, each of 2k terms involves evaluation of the integration.
Because of these problems, Bock and Aitkin (1981) reformulated Equation 17 and presented a procedure (called the Bock-Aitkin procedure in this paper) of the EM-algorithm type. Harwell et al. (1988) stated that this reformulation "produces consistent item parameter estimates" (p.254). (Note that Mislevy and Stocking (1989, p.59 ) stated that the MML approach "yields consistent estimates of item parameters", conditional on the veracity of the IRT model.)
Moreover, Bock and Aitkin (1981, p.444 ) mentioned that by this reformulation, "a computationally feasible solution is possible for both small and large numbers of items," and freed "from arbitrary assumptions about the distribution of ability in the population effectively sampled."
Bock-Aitkin Procedure
In the Bock-Aitkin procedure (Bock & Aitkin, 1981) , the 0 distribution is fixed at each estimation iteration. (Mislevy and Bock (1985) A (xi) can be interpreted as the probability at point xi). However, the meanings will be obvious from an EM algorithm perspective discussed later. Bock and Aitkin also proposed to use a discrete distribution (or discrete representation) on a finite number of equally spaced points to approximate a continuous distribution of ability which has finite mean and variance (also see Mislevy & Bock, 1985 , 1993 . Bock and Aitkin (1981, pp.449-450 ) described a process using this discrete approximation which can give a nonparametric estimate of the continuous (normal or any other) distribution of ability. It should be noted that this approximation is not for numerical quadrature to compute the integral, although the discrete points and probabilities are labeled as quadrature points and weights in some literature. In this paper, this discrete representation is treated as if the underlying 0 distribution is discrete in item parameter estimation.
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EM Algorithm
The name EM refers to the two steps of the algorithm: the expectation (E) step and the maximization (M) step. The EM algorithm (Dempster et al., 1977 ) is a general iterative process of ML estimation for incomplete data. The complete data contains two parts: one is incomplete data, and another can be referred to as missing data that can be missing values, unobservable data, or parameters.
Suppose there is a model for the complete data Y, with an associated probability or density function f (Op) where co is the set of unknown parameters to be estimated. Let Yobs represent the observed part of Y, and Ymis denote the missing part. The complete data is given as Y= (Yobs' Ymis) The EM algorithm finds the MLE, 43mLE, of co that maximizes the likelihood function based on the observed data Yobs which is L(c PIYobs) = f(Yobsl(P) = f f(Y1w)dymis (23) However, the EM algorithm uses the complete data likelihood f (y1 yo) instead of f (YobsIV).
When the complete data density (or probability) function f (Op) has an exponentialfamily form, it is easy to implement the EM algorithm (Dempster et al., 1977) . However, the "mixed effects" IRT models (i.e., 0 is random but c/) is fixed) generally do not possess the properties of the exponential families (Ridgon & Tsutakawa, 1983) . Then a more general form of the EM algorithm can be used which is as follows: First, initial values cp(°) are established. Let co (t) be the estimate of cp at the tth iteration (or referred as an EM cycle). Then the (t +1)th EM cycle can be expressed in two steps (Dempster et al., 1977): 23 18 E-step: Compute Q((plco(t)) where Q((01(P(t)) = E[ln f (Y1(P)Ivobs, ((PI = fin f (Op) f (Ymisly obs, (p(t)) dymis, M-step: Find co(t+1) that maximizes Q(yokp(t)).
In some cases maximization is hard to attain, then a generalized EM (GEM) algorithm can be used in which the M-step is to find (p(t+1) such that
The EM algorithm converges reliably in the sense that each EM cycle increases the like-
lihood L I and if In LOPIY obs) is bounded, then under certain conditions, the sequence (WiYobs)
In L(cp(t)I 1Y obs) converges to a stationary value (i.e., on which the first derivative is zero, but not necessarily a global/local maximum) of In L (cPIYobs) (see Dempster et al., 1977) . However, it is well known that the EM algorithm is usually slow to converge, the rate of convergence can be painfully slow if the amount of missing data is large. Moreover, the convergence of the sequence In L(cp(t) yobs) (Wu, 1983) .
by the EM or GEM algorithm may not imply the convergence of co(t)
How the EM Algorithm Is Applied in IRT Settings
Consider n examinees for a test of k items. The response data matrix U is the incomplete data (i. 
Using the EM algorithm (also see Rigdon & Tsutakawa, 1983; Tsutakawa, 1985) , the (t+l)th iteration chooses co(t+1) that maximizes the conditional expectation over 0,
The Equation 26 is used in going from the third to fourth line of Equation 27. In going from line 4 to line 5, the subscript j of 03 can be dropped, because all are e identically distributed. Then, starting with (1)(°) , the sequence of y) (1) Moreover, the maximization of the second term with respect to 0 may be performed for each 0, in the inner summation over j through the usual optimization procedure, for example, the
with respect to 0; for each item i.
Under regularity conditions, the convergent estimate (to* of the EM algorithm also maximizes H Pr(Ui = 2410, /3), i=i (29) that is proportional to the marginal likelihood function (see Equation 8), so cp* is the MMLE of co. As mentioned in the previous section, it should be noted that convergence of the EM algorithm is not guaranteed. Even if the EM algorithm converges to the EM estimate co*, the EM estimate still may not be the MMLE (see Tsutakawa, 1985, and Lewis, 1985 , for further discussion of the convergence of the EM algorithm and the MMLE).
The Relationship Between the Bock-Aitkin Procedure and the EM Algorithm Discrete 0
The demonstration is from a probit analysis or bioassay solution perspective (Bock & Aitkin, 1981; Harwell et al., 1988) . , that is, from an EM algorithm perspective, the assumption of known probabilities can be relaxed as discussed later, also see Bock & Aitkin, 1981; Mislevy & Bock, 1985; and Woodruff & Hanson, 1996) . Examinees are assumed to be 
where n = (ni, n2, , N)', ni = ni(0) = E7=11{0 i=x,} denotes the number of examinees with ability and E9 1 ni = n, and 1{61j=x1} = 1 if examinee j's 0 value is xt, 0 otherwise; r = {ru}, rti = rii(u, 0) = E7 =i 1-{e;__I1 }n{uji=1} E7=iujil{ oi=4}, denotes the number of examinees with ability xi who answer item i correctly, and E7_, rti = E7=1 uji. Moreover,
In f (7-1, rig)) = E E [rii
i =11 =1 each randomly selected examinee's ability 0 is unknown, {ni} and {ni} are unobserved.
Using the EM algorithm, given some provisional value of cP(t), we want to find 0(t+1) which maximizes Q(01 (0) where N and R are random, and Pr(U = uw14)(t)) = Pr(U = uwle = xt 4)(t))A(xt) ( 
35) t=i
In the M-step of the (t + 1)th EM cycle, the maximization of Q (01 4 which is proportional to f (n, 7.10, 0). The constant of proportionality is positive and does not depend on model parameters (/) and 0.
Continuous 0
An EM algorithm perspective is taken. Although a continuous 0 scale is used for demonstration, it is also true for the discrete case (the integration is changed to the summation). With a continuous 0 scale, following the EM algorithm, for each item i Equation 28 becomes
n n(9)(t) = > 7(0-1lij) 4)(t), OW)) and the conditional density function 7(01uj, 4)(t), fi(t)) is given by Pr(l = le= 0,4)(0)010 (0) 7r(olui3O(t),0(t)) = = ujl e = 0, 
1. Start with pre-specified nodes and provisional values of item parameters and distribution parameters.
2. For each EM cycle, compute 77,t) and TT) of Equations 44 and 45, respectively, for each item i and each quadrature node in the E-step. 4. The EM algorithm stops after convergence criteria are reached.
Note again that the maximization in the M-step can be performed for .0 and separately, and the maximization for 4 can be performed item by item. If 9 is discrete, then the BAHAF procedure 33 28 is similar to those described by Mislevy and Bock (1985; i.e., the BAM procedure) or Woodruff and Hanson (1996) , where 13 is the vector of discrete probabilities. That is, the quadrature points and weights are changed to the discrete points and probabilities. One application of BAHAF is for the one-parameter logistic (Rasch) model. With a Rasch model in which the mean of 0 is set to zero, BAHAF can be used to estimate the variance of 0 as well as item difficulty parameter (Mislevy & Bock, 1985; Rigdon & Tsutakawa, 1983) .
Therefore, theoretically the Bock-Aitkin procedure (see Equations 40 and 41) is a reformulation of the EM algorithm (see Equation 27) for continuous and discrete 0, and can include estimation of the 0-distribution parameters. Lewis (1985) had noticed that the Bock-Aitkin procedure is a special case of the EM algorithm.
Discussion
In this paper, it was shown that the Bock-Aitkin procedure is an instance of EM/MMLE when 0 is either continuous or discrete. The Bock-Aitkin procedures such as BA1, BA2, and BAM (see the introduction section) can be thought of as numerical implementation of the EM algorithm. Consequently, the procedure theoretically inherits the statistical properties of the EM algorithm. For example, the convergence of the Bock-Aitkin procedure is not guaranteed theoretically. Even if the procedure does converge, the value it converges to may not be the MML estimate. To date, among IRT models only the one-parameter logistic model with the normal 0 distribution has been shown to converge to the MML estimate under the EM algorithm, assuming that the algorithm converges to a finite value (Tsutakawa, 1985) . The assumption of a continuous 9 should be retained (unless 0 is intended to be discrete). The 0 scale can be discrete, because 0 is unobserved and thus the scale is arbitrary. In addition, the test length is finite (a test can only be constructed with a finite number of items) and the number of distinct observed response vectors (or patterns) is finite (for item calibration the sample size of examinees usually is not large), so the number of ability levels that can be On the other hand, Lewis (1985) agreed with Mislevy and Bock (1985, also see Bock, 35 30 1997) that discrete distributions should be used to approximate continuous ability distributions,
because "without such a simplification, the practical applications of the [EM /]GEM algorithm would be limited to relatively small samples of persons" (Lewis, p.208) . Besides, in the BockAitkin procedure the probit/logit analysis is linked to the M-step; that is, the complete-data likelihood is the likelihood of the probit analysis. This is what the interpretations of Ti and 7
(Equations 20 and 21) are based on. Since the number of levels of dosage (stimuli) is finite in the probit analysis, so is the number of 0 values in the Bock-Aitkin (implementation) procedure.
Although BA1 is described first where Gauss-Hermite quadrature is used, BAM where a discrete representation is used should be the typical Bock-Aitkin procedure. In other words, the use of numerical quadrature is a preprocess to obtain a discrete representation. Tsutakawa (1984) mentioned that the Bock-Aitkin procedure differs from EM/MMLE by using a discrete representation with predetermined ability levels. It should be noted that using numerical quadrature to evaluate the integrals (when there is no closed form to compute the integrals), and using a discrete distribution/representation with a finite number of points to approximate the continuous distribution are different approaches. Moreover, even the 9 values are not necessarily prespecified, although the number of 9 levels is prespecified. Bock (1997) mentioned that "if both the probabilities and the locations of the points are estimated jointly, in the manner of Kiefer and Wolfowitz, the latent distribution is characterized semiparametrically" (p.29). The practical meaning is that to use BAM we do not need the assumption about the underlying 9 distribution which can be estimated by BAM, except for the number of 9 levels. Keep in mind that item parameter estimates are with respect to the sample of examinees. The number of 9 levels affects MML estimation precision, 36 31 but how well this "nonparametric" estimation of the 0 distribution influences MML estimation may need further study.
Because the Bock-Aitkin procedure is an instance of the EM algorithm, the 0-distribution parameters can be estimated along with item parameters, as described in the last section. However, there are two constraints needed to identify the two-parameter logistic model family, which includes the three-parameter logistic model (Birnbaum, 1968) with the lower asymptote parameter fixed (see Hambleton & Swaminathan, 1985; Tsutakawa, 1984 Tsutakawa, , 1985 . One way is to set the mean of 0 to be zero and the variance to be one. If 0 is assumed as discrete with a set of q predetermined 0 values, then in addition to item parameters, there are q distribution parameters (i.e., the probabilities associated with each predetermined 0 level) to be estimated subject to two constraints. The q probabilities can be re-estimated at each EM cycle as described in the above extended procedure, but the mean and variance should be adjusted to meet the two constraints at each cycle or after the final cycle. The new transformed 0 values may not be the same as the predetermined values. The item parameter estimates also need to be adjusted correspondingly. The necessity of this re-standardization for identifying item parameters when 0 is discrete has been questioned by Lewis (1985, p.205) . But if both the probabilities and the locations of the points of a discrete representation are estimated jointly, Bock (1997, p.29) regarded the (underlying) 0 distribution as characterized semiparametrically. On the other hand, if 0, throughout the study, is assumed to be fixed as N(0, 1), then it is not necessary to use a discrete representation, but
Gauss-Hermite quadrature can be used, and the quadrature points and associated weights do not need to be changed during the EM iteration, because the 0 distribution is known and fixed.
32
The EM algorithm perspective is more flexible than the Bock-Aitkin procedure perspective. If the quadrature-point technique is adopted, then other kinds of numerical quadrature techniques than Gauss-Hermite quadrature can be considered. Moreover, in addition to the NewtonRaphson method, other maximization methods can be considered in the M-step.
For some IRT models, the maximization (for example, using the Newton-Raphson iteration) in the M-step may not be attained. When this occurs, a generalized EM algorithm (GEM, see Equation 25) can be considered.
Whereas the EM algorithm produces MLEs, Dempster et al. (1977) also described a modification of the EM algorithm for Bayesian modal estimates (for applications of the Bayesianapproach EM algorithm to IRT see Harwell & Baker, 1991; Mislevy, 1986; Tsutakawa & Lin, 1986 ). These two algorithms have fundamentally different philosophies of statistical inference (Lewis, 1985) . In the Bayesian approach, item parameters are also treated as random variables with prior distributions, that is, as a random sample from a large population (item pool) (Rigdon & Tsutakawa, 1987) . In IRT, the Bayesian approach is used, as a numerical tool, to prevent parameter estimates from becoming indefinitely large (e.g., Mislevy & Bock, 1993) This document is covered by a signed "Reproduction Release (Blanket) form (on file within the ERIC system), encompassing all or classes of documents from its source organization and, therefore, does not require a "Specific Document" Release form.
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