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Der Anspruch auf die wirtschaftliche und wissen-
schaftliche Führungsposition im Bereich der künstli-
chen Intelligenz (KI) scheint bislang mit den USA und 
China sowie ihren Tech-Konzernen verbunden. Diese 
sind weltweit einzigartig darin, große Mengen an Nut-
zerdaten zu sammeln, die KI-Algorithmen vom Grund-
satz her zum Lernen benötigen. Die Verfügbarkeit gro-
ßer Volumina potenzieller Lerndaten in Verbindung 
mit vergleichsweise niedrigen Datenschutzstandards 
bildet vermeintlich die Basis für erfolgreiche Pro-
duktentwicklungen und einen uneinholbaren Vorteil 
im Wettrennen um die bestmöglichen KI-Anwendun-
gen gegenüber Deutschland und zahlreichen anderen 
europäischen Ländern.
Neuere Entwicklungen im Bereich der Datensyntheti-
sierung sowie der KI-Forschung mit Small Data, wie 
das bestärkende Lernen (Reinforcement Learning), die 
Methode des One-Shot-Lernens oder auch Zero-Shot-
Lernens sowie das Transferlernen, erwecken jedoch die 
Hoffnung, dass KI-Innovationen auch unter Einhaltung 
der europäischen Datenschutznormen möglich sind. 
Dies bietet dem deutschen Mittelstand, der meist nur 
über geringe Datenmengen verfügt, die Aussicht, im 
Bereich der künstlichen Intelligenz den Anschluss zu 
finden.
Zurzeit wird die Methode der Datensynthetisierung 
jedoch fast ausschließlich von öffentlichen Stellen 
wie Statistikbehörden angewendet, um im Sinne von 
Open Data sensible Mikrodatensätze mit personenbe-
zogenen Daten für die wissenschaftliche Forschung 
zugänglich zu machen. Die KI-Forschung mit Small 
Data steckt ihrerseits noch in den Kinderschuhen. Bei-
de Aspekte spiegeln sich in der geringen Anzahl von 
Start-ups wider, die Dienstleistungen in den Bereichen 
synthetischer Daten und Small Data anbieten. Es wird 
also noch einige Zeit benötigen, bis sich das Potenzial 
der beiden Entwicklungen im KI-Bereich tatsächlich 
abschätzen und auch wirtschaftlich ausschöpfen lässt. 
Die Forschungs- und Innovationsentwicklung wird hier 
unter anderem stark davon abhängen, ob durch ziel-
gerichtete Schwerpunktsetzung in der Förderprogram-
matik die Grundlage für eine gewisse Gründungsdyna-
mik geschaffen werden kann.
Hintergrund und Entwicklung
Der Wettlauf der Industrienationen um die Vormachtstel-
lung im Bereich der künstlichen Intelligenz hat seit ei-
nigen Jahren durch „Innovationen in der Prozessor- und 
Speichertechnologie, im Cloud Computing, der Sensorik, 
dem Internet der Dinge und der Robotik“ (Bitkom e. V./ 
Deutsches Forschungszentrum für Künstliche Intelligenz 
GmbH 2017, S. 8) beträchtlich an Geschwindigkeit gewon-
nen. Die Publikation zahlreicher nationaler und suprana-
tionaler KI-Strategien – z. B. China, Japan, Kanada 2017; 
Deutschland, Frankreich, Großbritannien, USA, Europäische 
Union 2018 – (Dutton 2018) belegt den großen politischen 
Stellenwert. Insbesondere die europäischen Nationen und 
auch die Europäische Union selbst sind dabei auf der Su-
che nach einem goldenen Mittelweg, bei dem sowohl der 
Anschluss an die Innovationsdynamik der USA und Chinas 
nicht verloren geht als auch ethische Standards, wie Da-
tenschutz, Transparenz oder Nichtdiskriminierung, gewahrt 
bleiben (EK 2019). Mit Blick auf die künstliche Intelligenz 
resultiert daraus jedoch ein Dilemma, denn für die Ent-
wicklung von KI-Anwendungen gilt die Verfügbarkeit gro-
ßer Datenmengen bei gleichzeitig niedrigen Datenschut-
zanforderungen als ideale Ausgangsbasis. Selbst für die 
USA mit 328 Mio. Einwohnern stellt sich die Frage, wie sie 
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mit China erfolgreich konkurrieren können, das mit 1,4 Mrd. 
Menschen nicht nur über wesentlich mehr potenzielle Da-
tenproduzenten verfügt, sondern auch über ein vergleichs-
weise geringes Datenschutzniveau, das die Nutzung dieser 
Daten kaum einschränkt (Hao 2019a).
Auch hierzulande wird thematisiert, dass Deutschland 
durch das hohe Datenschutzniveau auf dem Feld der 
künstlichen Intelligenz ins Hintertreffen geraten könn-
te. So wies Iris Plöger, Mitglied der Geschäftsleitung des 
BDI, auf dem Symposium des Bundesbeauftragten für den 
Datenschutz und die Informationssicherheit zum Thema 
„Chancen und Risiken für den datenschutzgerechten Ein-
satz von Künstlicher Intelligenz“ im September 2019 auf 
die Notwendigkeit hin, „eine wettbewerbsfähige Daten-
wirtschaft [zu] schaffen“ (Krempl 2019). Diese würde durch 
einige rechtliche Vorgaben der Datenschutz-Grundverord-
nung, wie das prinzipielle Verbot der Verarbeitung perso-
nenbezogener Daten mit Erlaubnisvorbehalt, den jederzeit 
möglichen Widerspruch zu bereits erteilten Einwilligun-
gen, die enge Zweckbindung der erhobenen Daten und die 
Vorgaben hinsichtlich der Voraussagbarkeit der Ergebnisse 
der Datenverarbeitung, eingeschränkt. Da die Forschung 
im Bereich der künstlichen Intelligenz große Datenmen-
gen erfordert, würden unter den gegebenen rechtlichen 
Voraussetzungen zahlreiche deutsche Konzerne ihre For-
schungs- und Entwicklungsaktivitäten bereits im Ausland 
durchführen (Krempl 2019). Während Industrievertreter die 
Vorschriften der Datenschutz-Grundverordnung daher als 
Hemmnis für die Entwicklung innovativer KI-Anwendun-
gen in Deutschland sehen, betrachten Datenschützer, dar-
unter der Bundesdatenschutzbeauftragte Ulrich Kelber, sie 
als eigentliche „Innovationsmotoren“ (Krempl 2019). Wis-
senschaftliche und wirtschaftliche Führerschaft im Bereich 
der künstlichen Intelligenz und ein hohes Datenschutzni-
veau stehen nach dieser Lesart nicht im Widerspruch. Die 
Bundesregierung sieht in ihrer „Strategie Künstliche In-
telligenz“ vom November 2018 zwei strategische Ansatz-
punkte, um beides in Einklang zu bringen: Zum einen sol-
len Methoden gefördert werden, auf deren Basis KI-Syste-
me auch mit kleineren Datenmengen (Small Data) trainiert 
und angewendet werden können (Bundesregierung 2018, 
S. 36). Zum anderen soll auf die Forschung zur Erzeugung 
synthetischer, also quasi künstlicher Daten fokussiert wer-
den, die als Alternative zu realen Daten für die Trainings-
zwecke einer KI genutzt werden können (Bundesregierung 
2018, S. 35).
Small Data
Die aktuelle Blüte der künstlichen Intelligenz geht auf das 
tiefe Lernen (Deep Learning) mit künstlichen neuronalen 
Netzen zurück (Kirste/Schürholz 2019, S. 29). In der Tat be-
nötigt diese spezielle Methode des maschinellen Lernens 
(ML) sehr große Datenmengen. Beim ML leiten Lernalgo-
rithmen auf der Grundlage von Erfahrungen komplexe 
Modelle ab, die sie auf unbekannte Daten gleicher Erfah-
rungszusammenhänge übertragen können. ML benötigt 
also keine manuelle Wissenseingabe oder Programmie-
rung eines Lösungswegs. Künstliche neuronale Netze sind 
Modelle, die an die neuronale Struktur des menschlichen 
Gehirns erinnern. Die künstlichen Neuronen werden als 
Knoten in mehreren Schichten in der Software angelegt. 
Beim Lernen passt der Algorithmus immer wieder die Ge-
wichtungen zwischen den Knoten an, bis er seine Aufga-
benstellung ausreichend erfüllen kann (FhG 2018, S. 44). 
Tiefes Lernen meint „das Lernen in Künstlichen Neuron-
alen Netzen mit mehreren bis sehr vielen inneren Schich-
ten“, also das Lernen in sehr komplexen neuronalen Netzen 
(FhG 2018, S. 43).
Soll ein künstliches neuronales Netzwerk beispielsweise 
in der Objekterkennung trainiert werden, benötigt es rund 
15 Mio. Bilder der jeweiligen Objektart als Trainingsinput 
(IBM 2017). Je nachdem, wie komplex und vielfältig die 
Objektart ist, kann die Anzahl der notwendigen Lernbilder 
nach unten oder oben variieren. Unter der Voraussetzung, 
tendenziell große Datenmengen zu benötigen, ist es nicht 
verwunderlich, dass auf dem internationalen Markt für ML 
vor allem große Technologieunternehmen aus den USA 
(Amazon, Facebook, Google, IBM, Intel, Microsoft, NVIDIA, 
Tesla) und China (Baidu, Alibaba, Tencent) dominieren. Die-
se können nicht nur auf sehr große Mengen potenzieller 
Lerndaten zurückgreifen, sondern verfügen für das Training 
von ML-Algorithmen auch über rechenstarke Hardware, 
eigene ML-Plattformen und den Zugriff auf renommierte 
Forscherteams (FhG 2018, S. 24).
Nicht in allen Anwendungsbereichen ist es möglich, auf 
solch große Datenmengen zuzugreifen. Beispielsweise 
umfassen klinische Studie in der Medizin oftmals nur vier-
stellige Probandenzahlen (IBM 2017). Oder falls die Digi-
talisierung in der Produktion eines Unternehmens noch 
nicht besonders weit fortgeschritten ist, ist zumeist auch 
das verfügbare Datenpotenzial gering (WIK 2019, S. 10). 
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Insgesamt sind die für Deutschland relevantesten KI-An-
wendungsbereiche – Robotik, industrielle Produktion, Me-
dizin und Sicherheit von Infrastrukturen – dadurch cha-
rakterisiert, dass nur geringe repräsentative Datenmengen 
anfallen respektive nicht ausreichend brauchbare Daten 
verfügbar sind (FhG 2018, S. 29). 
Zusätzlich zum regulativen Rahmen der Datenerhebung 
und -verwendung ist es also schlicht die Tatsache, dass 
nur sehr wenige Unternehmen über große Datenmengen 
verfügen (Greco et al. 2019, S. 3), die Small Data zu einem 
der wichtigsten Innovationsfelder der Zukunft im Bereich 
der künstlichen Intelligenz werden lässt. Eine Auswertung 
von 16.625 Vorabdrucken aus den Wissenschaftsdiszipli-
nen Physik, Mathematik, Informatik, Statistik, Finanzma-
thematik und Biologie des Dokumentenservers arXiv.org 
zeigt, dass Methoden der künstlichen Intelligenz, die keine 
großen Datensätze benötigen, wie das bestärkende Lernen, 
in der Forschung mehr und mehr an Bedeutung gewinnen 
(Hao 2019b). Beim bestärkenden Lernen lernt der Algorith-
mus aus der direkten Interak tion mit seiner Umgebung, 
indem das Programm – ähnlich der Konditionierung eines 
Tieres – für richtige Ergebnisse belohnt wird (Hao 2019b; 
Kirste/Schürholz 2019, S. 29). Durch das Feedback ist der 
Lernalgorithmus in der Lage, die Erfolgsaussichten seiner 
Aktionen besser abzuschätzen (FhG 2018, S. 43). Potenziel-
le Anwendungen für das bestärkende Lernen sind z. B. das 
Greifen-Lernen unterschiedlicher Objekte durch einen Ro-
boter oder das Erlernen erwünschter und unerwünschter 
Aktionen beim autonomen Fahren (FhG 2018, S. 33).
Auch die Methode des One-Shot- oder auch Zero-Shot-Ler-
nens wird als geeignetes Verfahren des ML mit kleinen Da-
tenmengen diskutiert (IBM 2017). Beim One-Shot-Lernen 
wird menschliches Lernen nachgeahmt. Der Algorithmus 
lernt auf Basis „weniger Beispiele einer Klasse oder durch 
die Kombination bekannter Beispiele anderer Klassen“ 
(FhG 2018, S. 45). Mögliche Anwendungen liegen in den 
Bereichen Medizin und Gesundheit, der Gefahrenabwehr 
(z. B. Produktionsprozesse, Finanzaktivitäten, Videoüber-
wachung, kritische Infrastrukturen) sowie der industriellen 
Produktion (FhG 2018, S. 37).
Großes Potenzial wird ebenfalls der Methode des Transfer-
lernens zugeschrieben. Beim Transferlernen geht es darum, 
geeignete Teilbereiche eines künstlichen neuro nalen Net-
zes zur Bewältigung ähnlicher Aufgabenstellungen zu ver-
wenden (FhG 2018, S. 46). Der Vorteil besteht darin, KI-Lö-
sungen, die durch das Training mit großen Datenmengen 
entwickelt werden konnten, auf ähnliche Aufgabengebiete 
zu übertragen, in denen potenziell weniger Trainingsdaten 
vorhanden sind bzw. deren Beschaffung sehr kosteninten-
siv wäre (t3n – digital pioneers 2019, S. 1). So hat beispiels-
weise das Start-up audEERING GmbH große Fortschritte 
in der Emotionserkennung menschlicher Stimmen erzie-
len können, indem es auf künstliche neuronale Netze zu-
rückgriff, die auf Emotionserkennung in der Musik und auf 
menschliche Stimmungen bei Geräuschen spezialisiert 
waren (t3n – digital pioneers 2019, S. 1). Die Anwendungs-
gebiete für das Transferlernen sind weitestgehend mit de-
nen des One-Shot-Lernens identisch. Zusätzlich zu diesen 
kann das Transferlernen allerdings auch zur Gestaltung 
von flexibleren Robotern, beispielsweise im Servicebe-
reich, eingesetzt werden (FhG 2018, S. 37).
Alle drei Methoden des ML auf Basis kleinerer Daten-
mengen konnten in ihren Anwendungsbereichen bereits 
den Technologiereifegrad eines Demonstrators erreichen 
(Nachweis der generellen Machbarkeit einer Lösung vor der 
tatsächlichen Umsetzung) (Innovationsprozesse.com 2011).
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Insgesamt ist der Bereich des Lernens mit wenigen Daten 
jedoch noch in einer frühen Forschungs- und Entwick-
lungsphase (FhG 2018, S. 36). Deshalb lassen sich auch 
nur wenige Start-ups in diesem Bereich identifizieren. Ein 
Beispiel ist das französische Unternehmen MyDataModels, 
das in der Cloud eine automatisierte maschinelle Lern-
plattform für Small Data anbietet, auf der Domainexperten 
auch ohne Programmierkenntnisse eigene Vorhersagemo-
delle mit ihren Unternehmensdaten umsetzen und ausfüh-
ren können (Degeler 2019). 
Synthetische Daten
Die Datensynthetisierung ist ein Verfahren, bei dem ein 
künstliches Abbild eines Originaldatensatzes geschaffen 
wird (SNV 2018, S. 2). Grundsätzlich sind alle Datentypen 
synthetisierbar. Dies schließt Bild- und Textdateien sowie 
soziale Graphen ein, also Modelle des persönlichen digi-
talen Beziehungsnetzwerks einer Person (SNV 2018, S. 3). 
Besondere Aufmerksamkeit erlangt das Verfahren derzeit, 
weil es eine zuverlässige Methode zur Anonymisierung 
personenbeziehbarer Daten ist, die im Unterschied zu an- 
deren Anonymisierungsverfahren, wie z. B. Pseudonymi-
sierung (Löschung personenbezogener Daten aus einem 
Datensatz) und K-Anonymisierung (Aggregation und Ent- 
fernung von Daten), kein bzw. nur ein sehr geringes Rei-
dentifikationsrisiko aufweist, ohne die Datenqualität  – 
beispielsweise durch Vergröberung – nennenswert zu ge-
fährden (SNV 2018, S. 5; Weyer 2019). Die Methode gerät 
jedoch an ihre Grenzen, wenn es sich um hochkomplexe 
und hochdimensionale Daten handelt. Ein weiterer Nach-
teil ist, dass für den Anwender eine gewisse Unsicherheit 
besteht, ob durch die Analyse der synthetischen Daten 
tatsächlich die gleichen Ergebnisse wie mit dem Origi-
naldatensatz erzielt werden (SNV 2018, S. 17 f.) – bei aller 
Überlegenheit gegenüber alternativen Anonymisierungs-
verfahren.
Zur Datensynthetisierung wird zunächst ein Modell ent-
wickelt, welches die statistischen Eigenschaften des ur-
sprünglichen Datensatzes erlernt, das heißt, es lernt, wel-
che Korrelationen und Zusammenhänge zwischen den 
Daten bestehen. Der eingesetzte ML-Algorithmus identifi-
ziert dabei auch Zusammenhänge, die dem Urheber bzw. 
Datenanalysten bisher unbekannt waren. Kennt das Modell 
sämtliche statistischen Eigenschaften des Ursprungsda-
tensatzes, kann es neue, künstliche Datenpunkte generie-
ren. Dieser künstliche oder synthetische Datensatz verfügt 
dann zwar noch über ähnliche statistische Korrelationen 
und Zusammenhänge wie der Ursprungsdatensatz, ba-
siert aber nicht mehr auf den erhobenen Echtdaten. Sei-
ne Datengrundlage sind synthetische Einheiten, die keine 
Eins-zu-eins-Korrespondenz mit Personen oder anderen 
statistischen Einheiten, wie Haushalte oder Wirtschafts-
teilnehmer, im ursprünglichen Datensatz aufweisen und 
deshalb nicht auf sie zurückgeführt werden können (SNV 
2018, S. 2; Weyer 2019).
Heutzutage wird die Methode der Datensynthetisierung 
vor allem von öffentlichen Stellen verwendet, z. B. Statis-
tikbehörden und Forschungseinrichtungen, um Mikroda-
tensätze mit personenbezogenen Daten datenschutzkon-
form austauschen zu können. Beispiele hierfür sind die 
synthetisierten Datensätze zum Berufspendlerverhalten 
(OnTheMap), zu Einkommen und Transferleistungen (SIPP 
Synthetic Beta) sowie zu den administrativen Daten aller 
Betriebe aus nahezu jedem Wirtschaftszweig (Longitudinal 
Business Database [LBD]) des amerikanischen U.S. Census 
Bureau und das synthetisierte Betriebspanel des Instituts 
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für Arbeitsmarktforschung (IAB) in Deutschland. Auch Ins-
titutionen und Behörden in Schottland, England, Kanada, 
Australien und Neuseeland stellen synthetische Datensät-
ze zur Verfügung (SNV 2018, S. 2 u. 6).
Am Beispiel der LBD des U.S. Census Bureau soll im Fol-
genden kurz dargestellt werden, wie bei der (Teil-)Syn-
thetisierung des Datensatzes vorgegangen wird: Der Ur-
sprungsdatensatz umfasst Realdaten zu Betriebsgründung 
und -schließung, Wirtschaftszweigen, Umsätzen sowie Be-
schäftigtenzahlen seit 1976. Diese Variablen korrelieren 
auf eine bestimmte Art und Weise miteinander. Ziel war es, 
hieraus einen synthetischen Datensatz zu schaffen, der die 
gleichen statistischen Eigenschaften wie die LBD aufweist. 
Vor diesem Hintergrund wurde zunächst unter Rückgriff 
auf den Wirtschaftszweig die Lebensdauer der Betriebe 
synthetisiert. Dadurch entstanden quasi synthetische Be-
triebe, die es nie gegeben hat, mit synthetischen Zeiten der 
aktiven Geschäftstätigkeit. Im nächsten Schritt wurde die 
Betriebsgröße der „künstlichen“ Betriebe für die Jahre ih-
rer gesamten Lebensdauer modelliert. Sollte sich das ent-
wickelte Synthetisierungsmodell auf Betriebsdatensätze 
anderer Länder, wie z. B. das IAB-Betriebspanel, übertragen 
lassen, wären erstmals datenschutzkonforme länderüber-
greifende Vergleichsstudien möglich, indem die US-ameri-
kanischen und deutschen synthetischen Betriebsdatensät-
ze zu Analysezwecken gemeinsam auf einem Server ange-
boten werden (Stiftung Neue Verantwortung 2018, S. 16).
Wenngleich die Methode der Datensynthetisierung zurzeit 
vor allem im öffentlichen Sektor verwendet wird, gibt es 
auch erste kommerzielle Akteure in diesem Bereich wie 
das Berliner Software-Start-up Statice. Statice bietet sei-
nen Kunden an, deren sensible Datensätze datenschutz-
konform in synthetische Datensätze umzuwandeln, zu ana-
lysieren und KI-Anwendungen zu trainieren. Bisher nutzen 
vor allem Krankenhäuser und Pharmaunternehmen die 
Dienstleistung des Unternehmens für ihre Gesundheitsda-
ten. Die im April geflossene Seedfinanzierung (Bereitstel-
lung von Wagniskapital in der Phase der Vorgründung und 
Gründung eines Unternehmens) der Wagniskapitalgeber 
Capnamic und Westtech soll es allerdings ermöglichen, das 
Geschäft auf die Finanz- und Versicherungsbranche auszu-
weiten (Schlenk 2019). Die Twenty Billion Neurons GmbH, 
ebenfalls mit Unternehmenssitz in Berlin, bietet eine ei-
gene Video-Dataset-Collection an (https://20bn.com/pro-
ducts/datasets), die Videos für das Training von KI-Anwen-
dungen synthetisiert (Hedemann 2018).
Gesellschaftliche und politische Relevanz
Die Methoden der Datensynthetisierung und des ML mit 
kleinen Datenmengen sind vielversprechende Ansätze, 
Entwicklungen im Bereich der künstlichen Intelligenz zu 
ermöglichen, die den hohen europäischen Anforderungen 
an den Datenschutz gerecht werden. Zudem könnten sie 
dazu beitragen, das Innovationspotenzial des deutschen 
Mittelstands bei der Entwicklung und Implementierung 
von KI-Anwendungen besser auszuschöpfen. Dies wird 
zurzeit noch durch das mangelnde Datenvolumen der klei-
nen und mittleren Unternehmen eingeschränkt, welches 
bei entsprechender Technologiereife der genannten Me-
thoden allerdings keine zentrale Bedeutung mehr haben 
sollte. Selbst das US-amerikanische IT- und Beratungsun-
ternehmen IBM ging schon 2017 davon aus, dass kleine 
Datensätze große Datenvolumina als Treiber für KI-Inno-
vationen ablösen könnten (IBM 2017). Möglicherweise 
könnte sich also der entscheidende strategische Vorteil 
der Tech-Giganten in den USA und in China, der in der 
massenhaften Verfügbarkeit von Nutzerdaten besteht, ab-
schwächen und dadurch die Dominanz US-amerikanischer 
und chinesischer Forschungseinrichtungen sowie Unter-
nehmen im Bereich der künstlichen Intelligenz ansatzwei-
se ins Wanken gebracht werden. Dass die Entwicklung al-
lerdings noch eher am Anfang steht, belegen die wenigen 
Suchergebnisse, die die Internetrecherche zu den Themen 
„Start-ups“, „Synthetische Daten“ sowie „Small Data“ her-
vorgebracht hat. Bisher fehlt in Deutschland eine spezifi-
sche Förderprogrammatik, die Forschung in den Bereichen 
KI und Small Data sowie KI und Datensynthetisierung un-
terstützt sowie speziell auf Gründungen aus diesen For-
schungsfeldern heraus abhebt. Es wird von Interesse sein 
zu beobachten, wie die Bundesregierung ihre KI-Strategie 
in den kommenden Jahren in Bezug auf synthetische Daten 
und Small Data konkret umsetzen wird.
Bei aller Zuversicht in das Potenzial der drei Methoden darf 
nicht übersehen werden, dass zumindest die Datensynthe-
tisierung und das Transferlernen auch ethische Risiken in 
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sich bergen. So können synthetische Daten missbraucht 
werden, um sensible Anwendungen zu korrumpieren, wie 
biometrische Authentifizierungsverfahren, die auf der 
Echtheit von Daten basieren (SNV 2018, S. 20). Ebenso ist 
es möglich, dass Datenanalysten in synthetischen Daten-
sätzen bzw. zusammengeführten unterschiedlichen syn-
thetischen Datensätzen sensible, ethisch problematische 
Zusammenhänge identifizieren, die dann zu Prognosezwe-
cken – z. B. von Krankheiten – auf tatsächliche Menschen 
im Originaldatensatz angewendet werden können. Anders 
als nichtanonyme Datensätze unterliegen anonyme syn-
thetische Datensätze nämlich nicht den Vorschriften der 
Datenschutz-Grundverordnung hinsichtlich Zweckbindung 
sowie Dokumentations- und Auskunftspflichten (SNV 2018, 
S. 19 f.). Mit dem Ursprungsdatensatz wären Prognosen 
dieser Art nur zulässig, wenn die betroffenen Personen zu-
vor in die Verarbeitung ihrer Daten zu genau diesem Pro-
gnosezweck (Vorhersagbarkeit von Krankheiten) eingewil-
ligt hätten.
Dem Transferlernen wird unterstellt, dass es die Gefahr von 
z. B. rassistischer und/oder sexistischer Diskriminierung 
aufgrund verzerrter Trainingsdaten, die im Allgemeinen 
mit künstlicher Intelligenz assoziiert wird, noch einmal 
steigern könnte. Der Grund hierfür ist, dass der Anwender 
von vortrainierten Modellen häufig in Unkenntnis über die 
Eigenschaften des ursprünglichen Trainingsdatensatzes ist 
und deshalb nicht abschätzen kann, ob sich hieraus mög-
licherweise problematische Diskriminierungen für seinen 
Anwendungsfall ergeben könnten, die er dann unbewusst 
in seinem neuen Modell reproduziert (t3n – digital pio-
neers 2019, S. 2).
Mögliche vertiefte Bearbeitung des Themas
Das Thema „Beyond Big Data“ eignet sich grundsätzlich für 
eine zukünftige Bearbeitung in Form einer TAB-Kurzstudie. 
Allerdings wird empfohlen, mit der Untersuchung frühes-
tens in 2 bis 3 Jahren zu beginnen. Dann könnten auf den 
FuE-Feldern Datensynthetisierung und Small Data bereits 
tiefer gehende Erkenntnisse vorliegen, die den technologi- 
schen Reifegrad der Methoden im Bereich KI erhöhen und 
eine gewisse Gründungsdynamik auslösen könnten. Erst 
auf dieser Basis lässt sich einschätzen, welches Potenzial 
diese Ansätze hinsichtlich Funktionsweise und Anwen-
dungsbreite tatsächlich aufweisen und wie sich Deutsch-
land in diesem Technologiebereich im Vergleich zu ande-
ren Nationen mittelfristig entwickeln wird. In der Kurzstu-
die sollte auch die Forschungsförderung hinsichtlich ihres 
Beitrags zur Stärkung einer datenschutzkonformen KI 
untersucht werden. Gegebenenfalls müsste der Fokus der 
Kurzstudie neu ausgerichtet werden, wenn sich neben Da-
tensynthetisierung und Small-Data-Anwendungen andere 
vielversprechende Verfahren abzeichnen, die eine daten-
schutzkonforme KI-Entwicklung ermöglichen.
Zudem sollte betrachtet werden, wie die großen Techno-
logiekonzerne sich des Themas „Small Data“ annehmen, 
insbesondere wenn sich abzeichnet, dass die Grenzen des 
Big-Data-Geschäfts tatsächlich erreicht werden, wie von 
IBM vermutet.
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