Abstract: We extend to rank-based tests of multivariate independence the Chernoff-Savage and Hodges-Lehmann classical univariate results. More precisely, we show that the Taskinen, Kankainen and Oja (2004) normal-score rank test for multivariate independence uniformly dominates -in the Pitman sensethe classical Wilks (1935) test, which establishes the Pitman non-admissibility of the latter, and provide, for any fixed space dimensions p, q of the marginals, the lower bound for the asymptotic relative efficiency, still with respect to Wilks' test, of the Wilcoxon version of the same.
1. Introduction
Testing multivariate independence
The problem of testing for independence between two random variables with unspecified densities has been among the very first applications of ranks in statistical inference. Spearman's correlation coefficient was proposed as early as 1904 (Spearman [29] ), long before Wilcoxon [33] 's rank sum and signed rank tests for location, and Kendall introduced his rank correlation measure in 1938 (Kendall [18] ).
The multivariate version of the same problem, namely, testing independence between two random vectors with unspecified densities, is harder. The first rank-based counterpart to the Gaussian likelihood ratio method of Wilks [34] was developed in Chapter 8 of the monograph by Puri and Sen [25] and, for almost thirty years, has remained the only rank-based solution to the problem. The proposed test, however, is based on componentwise rankings, hence is neither invariant under affine transformations, nor distribution-free -unless of course both random vectors have dimension one, in which case we are back to the traditional context of rank-based tests of bivariate independence.
Of course, the asymptotic null distributions of the Puri and Sen test statistics do not depend on the underlying distributions. This however is a simple consequence of central-limit behavior and studentization -the matrix of the quadratic Rank-based inference long has been considered as a somewhat heuristic and heteroclite collection of "quick-and-easy" methods applicable under a broad range of assumptions. The Spearman, Kendall, Wilcoxon, . . . tests were not introduced in the context of a general theory, but as isolated tools, to be used when everything else fails. Certainly, their performances were not expected to compare favorably with those of their parametric competitors.
This widespread opinion was partly dispelled by two famous papers -Hodges and Lehmann [15] and Chernoff and Savage [1] -establishing that rank-based methods not only compete very well, but even may outperform their parametric counterparts (quite remarkably, Hotelling and Pabst [17] already show that the asymptotic relative efficiency, under bivariate Gaussian densities, of Spearman with respect to the traditional correlation coefficient, is as high as 0.9119). These papers certainly played a triggering role in the subsequent development of the well-structured theory of rank-based inference associated, mainly, with the name of Hájek, culminating in the monographs by Hájek andŠidák (see Hájek,Šidák and Sen [4] ) and Puri and Sen [26] .
In their celebrated ".864 theorem", Hodges and Lehmann [15] proved that, in the two-sample location model (but this extends to more general location problems, such as one-sample, c-sample, ANOVA, regression, etc.), the Pitman asymptotic relative efficiency (ARE) of Wilcoxon (i.e., linear-score) rank tests with respect to their normal-theory competitor (namely, Student's standard two-sample t-test) is never less than .864. In other words, irrespective of the underlying distribution, Wilcoxon tests asymptotically never need more than 13.6% observations more than t-tests to achieve the same power.
No less surprising is the Chernoff and Savage [1] result establishing the amazing fact that, in the same class of models, the ARE of van der Waerden (i.e., normalscore) rank tests, still with respect to the corresponding standard Gaussian ones, are always larger than one, and that this minimal value is reached at Gaussian distributions only. It should be stressed that these results deal with the "worst cases": both for the Wilcoxon and the van der Waerden tests, it is possible to show that there is no "best case", in the sense that it is possible to construct a sequence of underlying distributions along which AREs (still with respect to standard Gaussian tests) tend to infinity.
With the extensions of rank-based inference to other models and other inference problems, it has been discovered that these Chernoff-Savage and Hodges-Lehmann results are not just a happy accident specific to location problems and univariate observations. Hallin [5] showed that the van der Waerden version of the serial rank tests proposed by Hallin and Puri [13] also uniformly beats (in the Pitman sense) the corresponding everyday practice parametric Gaussian tests based on autocorrelations. As for the extension of the Hodges-Lehmann [15] result to this time series setup, the lower bound of the Wilcoxon version of those tests, still with respect to the parametric Gaussian tests, was shown to be .856 by Hallin and Tribel [14] .
Extensions to (nonserial as well as serial) problems involving multivariate observations were recently obtained by Hallin and Paindaveine [7, 8, 10] , who showed that their various multivariate van der Waerden rank tests uniformly dominate the corresponding parametric Gaussian procedures in a broad class of problems (culminating in the problem of testing linear restrictions on the parameters of a multivariate general linear model with vector ARMA errors); the Pitman non-admissibility of the associated everyday practice Gaussian tests (one-sample and two-sample Hotelling tests, multivariate F -tests, multivariate portmanteau and Durbin-Watson tests, etc.) follows. Hallin and Paindaveine [7] (resp., Hallin and Paindaveine [8] ) also extended Hodges-Lehmann's result to the multivariate location (resp., serial) setup, providing, for any fixed dimension of the observation space, the lower bound for the AREs of the proposed multivariate linear-score (i.e., Wilcoxon type) rank tests with respect to the parametric Gaussian ones.
Results recently have also been obtained beyond the case of location parameters (in a broad sense, including regression and autoregression coefficients): Paindaveine [23] shows that the uniform Pitman dominance of normal-score rank-based procedures over their parametric Gaussian competitors extends to the shape parameter of elliptical populations; see Hallin and Paindaveine [11] and Hallin, Oja and Paindaveine [6] . It follows that, for any space dimension k ≥ 2, the Gaussian maximum likelihood estimator of shape, based on empirical covariances, as well as the corresponding Gaussian likelihood ratio tests, are Pitman-nonadmissible.
In this paper, similar results are established for the problem of testing independence between elliptical random vectors. More precisely, we consider the van der Waerden and Wilcoxon versions of the rank score tests recently proposed by Taskinen, Kankainen and Oja [31] . We first establish, under (multivariate extensions of) the Konijn [19] alternatives, a Chernoff-Savage result, showing that the van der Waerden version of their test uniformly dominates the parametric Gaussian procedure -Wilks [34] 's test -which establishes the Pitman-nonadmissibility of the latter. Similarly, we extend the Hodges-Lehmann [15] ".864 result", providing, for any fixed couple of marginal space dimensions (p, q), the lower bound for the asymptotic relative efficiency of the Taskinen, Kankainen and Oja [31] Wilcoxon test with respect to Wilks.
Outline of the paper
The paper is organized as follows. In Section 2, we define the notation to be used throughout, describe the problem of testing for independence between elliptically symmetric marginals, and briefly recall the rank score tests developed by Taskinen, Kankainen and Oja [31] . In Section 3, we establish the Pitman non-admissibility of Wilks' test for multivariate independence. The analog of Hodges-Lehmann [15] 's result for the problem under study is derived in Section 4. Section 5 briefly concludes.
Rank-based tests for multivariate independence

Elliptical symmetry
Recall that the distribution of a random k-vector X is said to be elliptically symmetric if and only if its probability density function is of the form
for some k-vector µ µ µ (the centre of the distribution), some symmetric positive definite real k × k matrix Σ Σ Σ = (Σ ij ) with |Σ| = 1 (the shape matrix), and some function f :
is a normalization factor depending on the dimension k and f ). Denote by P k (µ µ µ, Σ Σ Σ, f ) the corresponding distribution.
The shape matrix Σ Σ Σ determines the orientation and shape of the equidensity contours associated with f µ µ µ,Σ Σ Σ;f , which are a family of hyper-ellipsoids centered at µ µ µ. The definition we are adopting here involves a determinant-based normalization which, in a sense, can be considered as canonical : see Paindaveine [24] and Hallin and Paindaveine [8] for details. Other normalizations are also possible (such as Σ 11 = 1 or tr Σ Σ Σ = k); the choice of such a normalization does not play any role in the sequel.
The problem of testing for multivariate independence (see Section 2.2 below) is invariant under (block-)affine transformations, and so are all tests considered in this paper. Therefore we can restrict -without loss of generality -to the class of centered spherical distributions, for which µ µ µ and Σ Σ Σ do coincide with the origin 0 in R k and the k-dimensional identity matrix I k , respectively. Under P k (0, I k , f ), the radial function f determines the distribution of X . More precisely, X has probability density functionf k (r) :
(I A stands for the indicator function of the Borel set A); denote byF k the corresponding distribution function.
The assumption that µ k−1;f < ∞ guarantees that (2.1) is a density. The classical Gaussian procedure for testing multivariate independence -namely, Wilks [34] 's test -requires the underlying distribution to have a finite variance (note that Puri and Sen [25] erroneously require finite moments of order four -an error which is repeated in Muirhead and Waternaux [20] ). Consequently, when considering AREs with respect to Wilks' test, we will restrict to radial functions satisfying the stronger condition µ k+1;f := ∞ 0 r k+1 f (r) dr < ∞, under which the distribution P k (0, I k , f ) has finite second-order moments. One can associate with each radial function f the radial function type of f defined as the class {f a , a > 0}, where f a (r) := f (ar), for all r > 0. By affine-invariance, one could restrict to parameter values of the form (µ µ µ, Σ Σ Σ, f ) = (0, I k , f a0 ) for which the variances of the associated elliptical distributions are equal to I k . However, it will be convenient in the sequel to consider all possible radial functions, so that we will only fix (µ µ µ, Σ Σ Σ) = (0, I k ) and let f range over its radial function type. Some extremely mild smoothness conditions on fwhich we throughout will assume to be fulfilled -are required to derive AREs. We refer to Taskinen, Kankainen and Oja [31] for details.
The radial function f is said to be Gaussian if and only if f = φ a for some a > 0, where φ(r) := exp(−r 2 /2). Under P k (0, I k , φ), the probability density of
where Γ(.) stands for the Euler gamma function; denote byΦ k the corresponding distribution function. Therefore, the distribution of
Testing for multivariate independence
′ . We are interested in the null hypothesis under which X 1 and X 2 , with elliptically symmetric distributions P p (µ µ µ 1 , Σ Σ Σ 1 , f ) and P q (µ µ µ 2 , Σ Σ Σ 2 , g), respectively, are mutually independent. As already mentioned, we can -without loss of generality (since the testing problem under study is invariant under block-diagonal affine transformations) -restrict to centered spherical marginal distributions, that is, to assume (µ µ µ 1 , Σ Σ Σ 1 ) = (0, I p ) and (µ µ µ 2 , Σ Σ Σ 2 ) = (0, I q ).
The standard parametric procedure is Wilks [34] 's Gaussian likelihood ratio test (φ N , say), which rejects the null hypothesis (at asymptotic level α) whenever
where
stands for the partitioned sample covariance matrix, and where χ (X 1i −μ µ µ 1 ), i = 1, . . . , n, whereμ µ µ 1 andΣ Σ Σ 1 are affine-equivariant root-n consistent estimators of location and scatter, respectively. Consider the corresponding standardized spatial signs U 1i = Z 1i / Z 1i and let R 1i denote the rank of Z 1i among Z 11 , . . . , Z 1n ; note that the scatter matrix estimateΣ Σ Σ 1 can be replaced by any affine-equivariant root-n consistent estimator of the shape matrix, as only the directions and ranks of distances are used in the analysis. The statistics U 2i and R 2i are defined in the same way within the sample X 21 , . . . , X 2n . Letting K 1 , K 2 : (0, 1) → R be two square-integrable score functions, the (K 1 , K 2 )-score version of the rank test statistics for multivariate independence proposed in Taskinen, Kankainen and Oja [31] is
where σ 2 K := 1 0 K 2 (u) du, and A 2 := tr (AA ′ ) is the squared Frobenius norm of A. Under the null hypothesis of independence (with elliptical marginals), this rank score statistic is asymptotically chi-square with pq degrees of freedom, and the associated test φ K1,K2 rejects the null hypothesis (still at asymptotic level α) as soon as T K1,K2 > χ 2 pq,1−α . As we show in the sequel, two particular cases (corresponding to two specific types of score functions) of the above rank score tests exhibit a remarkably good uniform efficiency behavior.
Pitman non-admissibility of Wilks' test
The van der Waerden (normal-score) version of the rank-based test statistic (2.2) is obtained with the score functions
In order to compute asymptotic relative efficiencies of the resulting van der Waerden test φ vdW with respect to Wilks' test φ N , we must embed the null hypothesis of independence in a model allowing for local (contiguous) alternatives of dependence. Such an embedding is not as obvious as in classical parametric models, where local values of the parameter usually provide the required alternatives. As in Gieser and Randles [3] and Taskinen, Kankainen and Oja [31] , we adopt (a multivariate extension of) the local alternatives considered by Konijn [19] , of the form
where Y 1i and Y 2i denote mutually independent random vectors, with elliptic distributions P p (0, I p , f ) and P q (0, I q , g), respectively, M is a non-random matrix with appropriate dimensions, and δ ∈ R. In that local model, the null hypothesis of independence reduces to H 0 : δ = 0. As shown in Taskinen, Kankainen and Oja [31] , the asymptotic relative efficiency of the rank score test φ K1,K2 with respect to Wilks' test does not depend on M. Their results imply that the asymptotic relative efficiency of the van der Waerden test φ vdW based on T vdW with respect to Wilks' test, under the sequence of local alternatives in (3.1) is
where, denoting by ϕ f (r) := −f ′ (r)/f (r) the optimal location score function associated with the radial function f , we let Some numerical values of these AREs, under multivariate t-and normal distributions, are provided in Table 1 . All these values are larger than or equal to 1, and seem to be equal to 1 only if both marginals are multinormal. Taskinen, Kankainen and Oja [31] point out that it is remarkable that, in the multinormal case, the limiting Pitman efficiency of the van der Waerden score test φ vdW equals that of Wilks' test. But, it is even more remarkable that, as we shall see, the multinormal case is actually the least favorable one for the van der Waerden procedure. Proposition 1 below indeed states that, as soon as one of the marginals is not Gaussian, the van der Waerden test strictly beats Wilks' test (Table 1 provides an empirical confirmation of this fact). The Pitman non-admissibility of Wilks' test follows.
Proposition 1. For all integers p, q ≥ 1 and all radial functions f, g such that µ p+1;f < ∞ and µ q+1;g < ∞, we have
where equality holds iff f and g are Gaussian, with common scale.
To prove this proposition, we need the following intermediate result; see Paindaveine [22] for an elementary proof, based on an idea developed by Gastwirth and Wolff [2] . Lemma 1. For all integer k ≥ 1 and all radial function f satisfying µ k+1;f < ∞,
where equality holds iff f is Gaussian.
Proof of Proposition 1. The proof is based on the decomposition
It directly follows from Lemma 1 that
Let us now show that equality holds iff f and g are Gaussian, with the same variance. Equality in 
, which is equal to zero iff a = b. Consequently, equality holds iff f = g = φ a , for some a > 0.
A Hodges-Lehmann result for multivariate independence
We now turn to the Wilcoxon test statistic
which is associated with the score functions 
where we let
see Taskinen, Kankainen and Oja [31] . Some numerical values of these AREs, under multivariate t-and normal distributions, are provided in Table 2 . The uniformly good asymptotic efficiency of the Wilcoxon test in Table 2 is not just an empirical finding, as shown by the following result which provides the lower bound of these AREs for any fixed values of the dimensions p, q of the marginals (some numerical values of this lower bound are presented in Table 3 ). Proposition 2. Let p, q ≥ 1 be two integers. Then, letting
where J r denotes the first-kind Bessel function of order r, the lower bound for the asymptotic relative efficiency of φ W with respect to φ N , for fixed subvector Lemma 2 shows that (4.2) holds iff
Now, using the fact that D k (I , h k,1 ) = ω k for all k, we have
that is, iff a = b.
Somewhat surprisingly, the main results of this paper are scale-dependent. Essentially, the bounds in Propositions 1 and 2 are achieved at densities f and g with common scale. This at first sight is puzzling. Indeed, all tests involved are (block-) affine-invariant. This dependence on scale however is entirely due to the form of the local Konijn alternatives (3.1) considered throughout. Appropriate rescaling of M would take care of it. For the sake of coherence with the literature (see, e.g., Gieser and Randles [3] , Taskinen, Kankainen and Oja [30, 31] and Taskinen, Oja and Randles [32] ), however, we sticked to the traditional definition of Konijn alternatives.
Final comments
Multivariate signed rank tests, based on affine-invariant concepts of signs and ranks -Randles' interdirections (Randles [28] ); (pseudo)-Mahalanobis ranks (Hallin and Paindaveine [7, 8, 9, 10, 11] ; Hallin, Oja and Paindaveine [6] ); Tyler's angles (Hallin and Paindaveine [9] ); Oja-Paindaveine ranks (Oja and Paindaveine [21] ) -recently have attracted renewed attention to rank-based methods in the context of multivariate analysis, a domain where the 1971 monograph by Puri and Sen has remained the main reference for more than thirty years.
The specific problem of testing independence between elliptical random vectors has been investigated in a series of papers by Taskinen, Kankainen and Oja [30, 31] and Taskinen, Oja and Randles [32] . Simulations show that the performances of the procedures proposed in these papers are quite good. This empirical finding is confirmed here by an investigation of their asymptotic relative efficiencies with respect to their traditional Gaussian counterpart, Wilks' test of independence, based on classical correlations. More specifically, we obtain, for the Wilcoxon and van der Waerden versions of the Taskinen-Kankainen-Oja tests, analogues of the classical Chernoff-Savage [1] and Hodges-Lehmann [15] results. The Chernoff-Savage result of Proposition 1 in particular establishes the non-admissibility of Wilks' procedure, which is uniformly dominated, in the Pitman sense, by the van der Waerden version of Taskinen, Kankainen and Oja [31] .
