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Tests are presented for comparing trends in the rate of occurrence of events for two Poisson 
series. The tests are based on a product model which is similar to the one proposed by Cox 121. 
The mode1 allows arbitrary trends in the individual series. Although the density function of the 
observable variables does not belong to the exponential family, the method often used for 
exponential families is shown to be applicable for constructing the tests. 
Product mode1 
nonhomogeneous Poisson process 
similar regions tests 
1. Introduction 
We consider in this paper the events of two independent series which arc assumed 
to arise from nonhomogeneous Poisson processes having rate functions vi(z ) (i = 1, 
2), and having mean functions determined by 
I 
t 
A,(t) = vi(7) dz (i = 1, 2). 
0 
A practical problem arising with two or more series of events, e.g. with successive 
failure times of two or more devices is that of comparing trends in the rates of 
occurrence. The parametric methods presented by Crow [4], Cox and Lewis [3], 
and Lee [7] assume that the series exhibit monotone increasing or decreasing trends. 
The present paper relaxes this assumption by considering tests which are based on 
the product model, 
v&z) = A~pjzpi-lv,,(z) (i = 1, 2) (1) 
where hi and pi are positive parameters. The arbitrary function Q)(Z) is allowed to 
vary over the class of positive functions which are integrable over bounded mtervak 
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and which satisfy 
I 
I 
lim v&) dz = 00. 
r-+00 *
Thus the rate functions for the individual series are quite arbitrary and cover a 
wide range of possible trends. 
The product model is similar, but not identical, to the model proposed by Cox 
[2] for the analysis of dependencies in Poisson and renewal processes. A.lthough 
he does not specifically consider the problem of comparing trends in Poisson series, 
the ideas of the present paper are implicit in his discussion. 
The method of the present paper is similar to the one often applied to explonential 
families of distributions. For the hypotheses considered in Sections 3 and 4, the 
nuisance parameters, in particular the arbitrary function v&), can be eli,minated 
by conditioning. The method leads to optimal similar regions tests. 
2. Preliminaries 
Suppose the events of two series occur at times 0 < X1 < l l l C Xn, and 0 < Yl< 
. . . c Y,* with ni denoting the observed numbers Ni occurring before time ti (i = 1, 
2) and tl G t2. We will need the pooled event times 0 < Ul< - l 9 < UN C f2 of the 
combined series where N = Nl+ N2. Let V..j = 1 if the event occurring at time Uj 
is contributed by series i (i = 1, 2), and zero, otherwise. Then Vlj + V2j = 1. If M 
denotes the number of events of the combined series occurring before time tl, then 
N -M is the number of events occurring in the interval (tl, t2), and the latter events 
are contributed only by series 2, that is, Vlj = 0 for j > M. 
Let S=(&, . . . I UN, N). The density function based on observing (VII, . . . , 
VlM, M, 9 is 
g(ull, l l l 3 Ulm, m9 S) = C fi {~1(~j)}"1r{~2(~j)}1~u1r 
n 
II v2(uj) 
I Wl + 1 
where 
c =exp( -f, [Or’u.(r)d*]. 
In the case of the product model, the density is 
c exp nly+n ln(A~P2,-t(Pl-Pz)wl+(Pz_1)~ln(uj)+~ln vo(Uj> 
1 1 1 I 
where y =ln(Ai/3l/h2P2), ~ri =C,“=, Uij ln(uj) and ni =C,“_, Vii (i = 1, 2). 
(2) 
(3) 
In view of the identities w1 + w2 = Cy ln(uj) and nl + 122 = n, the statistic T = (Nl, 
) is sufficient when the parameters are allowed to vary over the set specifying 
oduci model in Section 1. he usual results concerning exponential families 
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are not applicable for showing that T is complete since the dimension of T depends 
on N; also the arbitrary function V,,(Z) prevents a linear representation in the 
exponent of (3). 
To show that T is complete, consider the conditional density 
gh1, * * * 9 h,wl~)= 
=~‘I?Ivo(~j)~~pI~~y+(~~-P2)~1+(P2-l)~In(ui)J (4) 
1 I 
where y =ln(h$l/A&) and c’ is a constant. Now consider the subfamily of i4) 
defined by taking Y&Z) = exp{e2z2 + - - - + &z”) with parameters & 3 0, i = 2, . . . , n. 
This subfamily belongs to the exponential family and can be used as in Lehmann 
[S, p. 1331 t6 show that the distribution of T given n as determined by (4) is a 
complete family. The remainder of the proof follows [l, p. 811; in essence the 
unconditional distribution of T is complete since the distribution of N represents 
a complete family. 
We shall need in Sections 3 and 4 the follow_ing marginal densities which are 
computed from (2): 
g(n1, m, s) = c c ii (v,(ui))c~~(~*(ui~)l-D” ii Y&A (5) 
A 1 m + 1 
gCm, s, =C v v(ltj) II y2(fij)9 
m+l 
where V(Z) = zq(z) + z+(z), A = ((II, I, . 
is the constant defined earlier. 
. . 
3. Testing for a common trend 
Consider the hypothesis /31= p2 representing the hypothesis of a common trend. 
“‘he alternative, say p1 > p2, implies that events occur more rapidly with increasing 
time in selries 1 compared to series ,_. 7 For a given value of /3, .- fi:, the sutficicnt 
statistic for the nuisance parameters A ,, Ax, p2 and Y,,(z ) is (Nl, S j. Thus a similar 
regions test, that is, a test having level cy for all values of the nuisance parameters, 
can be co,nstructed from the conditiopnal distribution of B’I given (n t5 s ). 
The conditional distribution of the set VI 1: . . . , VIM, M given (n I: s ) follows 
from (2) and (5) and is 
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for (trll,. . . , t)l,,,) in the set A and n 1 G m c n. The likelihood ratio computed from 
(8) for the alternative PI +I2 = PA > 0 versus /31 -pz = 0 is increasing in ~1. There- 
fore, a one sided test would reject the hypothesis & - & = 0 for large values of ~1. 
The null distribution, also computed from (8) with IJl -62 = 0, is 
(9) 
for (011,. . . , ulm) in the set A and n 1 s m s n. A simpler representation is the 
following. 
go(u11, . * ’ , Ulm m(n&=g0tu11,...9 ulm Im, nl, dgdm Ih 4 (10) 
g&11, l l l , uh Im, m, d = 1 
m A ) nl 
for (~11,. . , ul,) in the set A and where 
(11) 
for tz 1 s m s n. The sum in (12) is simplified by using a result given in [5, p. 61, 
Exercise 51. 
It follows from (11) that the statistic WI = 1;” Vlj ln( Uj) given (m, nl, S) is dis- 
tributed in the null case as the total obf a sample of size n 1 taken without replacement 
from the finite population ln(u,), ln(u2), . . . , ln( u, ). The significance level for testing 
@I= ,& is to be computed by allowing M to vary according to the distribution (12). 
4. Testing for identical rates 
The test for identical rates presented in this Section is developed under the 
assumption that p 1 = &. The hypothesis VI(Z) = v~(z) is then equivalent to the 
hypothesis h 1 = AZ. The assumption that PI = & can be tested by the method of 
Section 3 and then followed by the test of the present Section. Such a combination 
of tests is not uncommon in practice, e.g., the test for equal means in independent 
normal distributions is often preceded by a test for equal variances. 
For a fixed value of Al/AZ and assuming the condition PI = & it is clear from 
(3) that the sufficient statistic for the nuisance parameters &, A2 and v&) is S = (IV, 
Ul, * l *, UN). Thus, like before, a similar regions test of the hypothesis Al = A2 can 
be constructed from the conditional distribyltion of IV1 given s. 
L. Lee / Distribution free tests for trends 111 
The required conditional distribution, computed from (5) and (7), is 
, 
{AI/& +A~))“‘{A~/(AI +A#‘-” if tl = f~, (14) 
for nl=O, 1, 2 ,..., n. The likelihood ratio computed for the fixed alternative 
Al/A+1 versusAl/A2= 1 shows that a one sided alternative leads to rejecting the 
hypothesis for large values of nl. 
The exact significance level would not be difficult to compute directly from (13) 
and (14). In particular note that (14) is the binomial distribution. 
An alternative representation of the distribution is obtained by conditioning cn 
m: 
for O<n+m, and 
(1 +h/h2)ml i (1 +b/Ady if ?I < t2, 
y =o 
(16) 
1 if m = n and tl = t- 
for Osrnsn. Thus N1 = c;” Vlj given (m, s) is distributed as a binomial variable, 
and the significance level for testing A 1 = A2 can be computed by allowing M’ to 
vary according to the distribution (16) wifh A 1 = A,. 
5. Limiting distributions 
The representations of the null distributions given at the end of Sections 3 and 
4 suggest the possibility of using the limiting normal distribution for computing the 
significance levels of the tests. 
First consider the distribution needed for testing V,(Z) = v2(z ). The conditional 
mean and variance of N1 given (m, s) are 
6 ‘=m0 and 72=n;~0(l-@ 
where 8 =A&Al +A2) and 0 = 0.5 in the null case. Let Z(m) = (Iv1 --O/T with m 
denoting that the distribution of Z(m) given (m, s) depends on m. For O< E < 1 
we have from (16) with p = 1 + A l/A2 that 
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which tends to zero as n + 00, where y is the integral part of n(1 -E). Thus M/n 
converges in probability to one. It follows that the conditional distribution of Z(M) 
given s converges to the unit normal distribution as n + 00. 
Consider now the null distfibution of WI given (nl, s) as described at the end 
of Section 3. The conditional mean and variance of WI given (m, n 1, s) are 
p = nlti and c2 ={n&n -nl)/m}b 
where n’ = C’,” aJm, b = C’,” (aj - E)*/(m - 1) and aj = ln(uj). 
Let Z’(m) = (WI - p)/o with m denoting that the conditional distribution of 
Z’( m ) given (m, n 1, s) depends on m. The latter distribution also depends on the 
set of constants clj, j = 1,. . . , m. These constants are observed values of the random 
variables Aj =ltl(Uj), j = 1,. . . , m, which are distributed conditional on m as an 
ordered sample from the distribution H(x) = F(e”) where 
and Y(Z) = ~~(2) +v~(z) = ZJ~(Z){(V~ + v@z~-‘}. A sufficient condition [6, p. 2441 
for Z’(m) to have a limiting normal distribution as m + 00 is that the distribution 
H(x) has a finite third absolute moment and positive variance. 
Now the condition Q(Z) > 0 implies that H(x) has positive variance. The assumed 
integrability of Q(Z) over bounded intervals together with the boundedness of vo(z) 
on the interval (0, 1) are sufficient to show that H(x) has a finite third absolute 
moment. 
For O<E < 1 and n(1 -E)anl we compute from (12) 
where y is the integral part of n(l-&)+I. Thus as nl=n&z)+~, n&z+d with 
0 < d < 1, and n + 00 we have that M/n converges in probability to one, and Z’(M) 
given (n 1, s) converges in distribution to the unit normal distribution under the 
conditions on q)(z) mentioned above. 
6. Concluding remarks 
For one sided alternatives the tests of Sections 3 and 4 are uniformly most 
powerful among similar regions tests. The optimal property of the tests depends 
on the completeness of the statistics (N1, S) and S under the respective null 
hypotheses in Sections 3 and 4. The completeness is shown by repeating the 
argument of Section 2 for the family of densities (4) with the reduced parameter 
sets determined by the null hypotheses. 
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Since the optimal property of the tests is known to hold only within the framework 
of the product modeli, it is important to identify cases not covered by the model. 
These cases are trend relationships for which the ratio YZ(Z ,lvr (z ) is a nonmonotone 
function, e.g., if the events of one series have a constant rate of occurrence and if 
the events of the other series have a decreasing rate followed by an increasing rate, 
then the product model would not be applicable. 
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