Abstract-In this letter, we consider the problem of constructing high-rate codes with low peak-to-mean-envelope power ratio (PMEPR) for multicarrier signals. Assuming coefficients of the multicarrier signal are chosen from a symmetric -ary constellation, we construct codes with rate 1 (1 ) log 2 and PMEPR of less than log for any and , where is the number of subcarriers and is a constant independent of and . The construction is based on dividing subcarriers into groups of subcarriers and choosing a sign for each group to minimize the PMEPR. The signs are chosen using a variation of the algorithm proposed by the authors in previous papers. For large , we can, in fact, construct a code with a rate of 1
I. INTRODUCTION

M
ULTICARRIER signals are proposed in many high-speed wireless and wireline standards such as WLAN 802.11, xDSL, and DVB. In a typical multicarrier signal, the transmitted signal consists of a large number of subcarriers (e.g., 64 for the WLAN standard) that leads to a signal with high peak-to-mean-envelope-power ratio (PMEPR). This large PMEPR requires a highly linear power amplifier in the transmitter front end that consequently hampers its power efficiency.
Over the years, a whole host of methods have been developed for PMEPR reduction such as coding, deliberate clipping, selective mapping (SLM), reserved carriers, and tone injection [4] - [10] . Of course, PMEPR reduction comes at a price in terms of coding rate, average power, signal distortion, and bandwidth. Methods like coding usually give a worst-case guarantee on the PMEPR. On the other hand, there are other methods, such as SLM and partial transmit sequence (PTS), that improve the probability distribution of the PMEPR, i.e., reduce the probability of encountering a large PMEPR. In this letter, we propose a coding scheme that reduces the PMEPR at the expense of a rate hit.
Paper approved by Y. Li Recently, in [1] , an algorithm was proposed to choose the sign of each subcarrier in order to reduce the PMEPR. In other words, for a symmetric -ary constellation, a code is constructed with rate and PMEPR of less than for any , where is a constant independent of . The algorithm works only for constellations larger than binary phase-shift keying (BPSK), i.e.,
. For BPSK constellations, recently in [10] , the authors characterized the codewords with PMEPR higher than . This motivates the question of whether we can construct exponentially many codewords from BPSK with PMEPR bounded by [3] . In this letter, we partially solve the aforementioned problem. We propose an algorithm that only uses the signs of subcarriers and guarantees that the PMEPR of the resulting codeword is less than for any and any . 1 For a BPSK constellation, this implies a code with rate and PMEPR less than . In general, for a symmetric -ary constellation, we construct a code with rate and a PMEPR of less than . It is also worth noting that all the complexity in the encoding is to find the optimum signs, which can be done in polynomial time, and the decoding is also simple, as the transmitter does not send any information over the signs of subcarriers. An interesting consequence of this result is the construction of codes with rate (almost full rate) and PMEPR of less than
. Simulation results show a significant PMEPR reduction with a little rate loss.
The letter is organized as follows. Section II introduces our notation and the statement of the problem. In Section III, the main result of the letter is presented, and high-rate codes with bounded PMEPR are constructed. Section IV discusses extensions of our work and open problems. Simulation results are presented in Section V, and Section VI concludes the paper.
II. DEFINITIONS AND PROBLEM STATEMENT
We may write the normalized multicarrier signal that consists of subcarriers as (1) where is the modulating vector (or the codeword), 's are chosen from a constellation such as BPSK or quadrature amplitude modulation (QAM), and denotes time. Clearly, if the 's are chosen from an -ary (M)PSK constellation and they add up coherently, will have a large peak of amplitude . 1 Throughout the letter, c is a constant independent of n and r.
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In order to evaluate the variation of the amplitude of a multicarrier signal, we may define the PMEPR of as PMEPR (2) where the denominator is the average power of . Thus, if 's are chosen independently from a constellation with average power of , then . In this letter, we consider PMEPR reduction by adjusting the sign of some of the subcarriers. This method is a more general version of the scheme that has been recently proposed in [1] , and it is shown that by adjusting the signs of all subcarriers, we can achieve constant PMEPR with a little rate hit for large [11] . In [1] and [2] , an algorithm is also proposed to design the signs such that the resulting PMEPR is guaranteed to be less than for any . Therefore, by using the sign of each subcarrier to reduce the PMEPR, we can construct a code with codewords (out of ) that has a PMEPR of less than [2] . To quantify this reduction in the number of codewords, we may define the rate of a code as (3) where 's are chosen from a -ary constellation and denotes the cardinality of the set . Clearly, based on our definition of rate, "full-rate codes" refers to for any . It has been shown that almost all the codewords have a PMEPR of less than for various kinds of constellations, including symmetric ones, 2 when is large [12] - [14] . However, there is no explicit construction of an almost rate-one code that approaches that limit for PMEPR. For BPSK, there is even no construction of exponentially many codewords with PMEPR less than [3] . In this letter, we address both of the aforementioned problems. Namely, we construct codes that have almost full rate, i.e., [ ] and a PMEPR of less than for large . Furthermore, for BPSK constellations, we propose codes with rate and PMEPR less than .
III. HIGH-RATE CODES WITH BOUNDED PMEPR
Unlike [2] , where the signs of all subcarriers are used to reduce the PMEPR, we consider the problem of using a fraction of all the signs to reduce the PMEPR. This is, in fact, motivated by the fact that for BPSK, there is no construction for a high-rate code with PMEPR of less than (see [10] and [3] ) and the scheme of [2] does not work for BPSK, as it uses the signs of all subcarriers to reduce the PMEPR.
In order to construct BPSK codewords with bounded PMEPR, for any integer , we use the sign of equally spaced subcarriers indexed from 1 to to minimize the 2 By symmetric constellation, here we mean that if a point A belongs to the constellation, 0A will also be in the constellation.
PMEPR. 3 Therefore, for any given codeword , we would like to solve the following nonconvex problem:
where . It is worth mentioning that setting reduces the problem to the one addressed in [2] .
Following [2] , instead of maximizing over , we can minimize the maximum over samples of [15] , [16] . Therefore, the min-max problem of (4) can be written as (5) where (6) and . Fortunately, the machinery used in [2] can be generalized to this case, and the following algorithm can be deduced by using a derandomization method, as we did in [2] . [2] .
Remark 1: It is worth mentioning that our scheme is similar to the PTS method in that we search for the optimum sign for each group to minimize the PMEPR. The difference, however, is that we do not require side information in the receiver, as the signs used for PMEPR reduction do not carry any information. Moreover, we propose a simple deterministic algorithm that provides a guarantee on the PMEPR without performing any Fourier transformation [8] .
Remark 2: Since is a constant, Theorem 1 implies that the resulting codeword has a PMEPR of less than , where is a constant independent of and , and that can be determined by optimizing over .
We can now construct a code set such that the PMEPR of all its codewords is less than when the 's are chosen from a symmetric -ary constellation. This can be done by reserving the sign of only subcarriers (indexed ) to minimize the PMEPR over those signs. Given all the 's, Algorithm 1 can be used to determine the signs in polynomial time. Therefore, we end up having codewords with a PMEPR of less than for any and . That leads to the following corollary.
Corollary 1: If 's are chosen from a -ary constellation, the code constructed using Algorithm 1 has a rate of , and its PMEPR is less than for any and , where is a constant independent of and .
It is worth noting that the decoding of is quite simple, as the decoder can infer the signs ( 's) from the corresponding subcarriers, since they do not convey any information over their signs.
Remark 3: The extension of our algorithm to the case where 's can be chosen from is straightforward. In this case, 's in (4) should be replaced by , where and are chosen from . Therefore, using the same argument as in (5), the problem can be again written in a similar form as in (5) and can be solved using Algorithm 1.
In the next two subsections, we further look into two special cases, namely, we look into codes for BPSK constellations, and also the PMEPR-rate region of the codes when is large.
A. Example: BPSK Constellations
The famous result of Halasz [12] states that almost all BPSK codewords have a PMEPR of less than for large . The design of such a code has been recently addressed in [10] , where codewords with a PMEPR of less than have been characterized for any .
Corollary 1, in fact, constructs codewords with PMEPR of less than for any . For fixed and large , this implies a construction of exponentially many codewords (in fact, ) such that their PMEPR is .
B. Large Number of Subcarriers
In [14] , the result of Halasz is extended to many other constellations, including symmetric QAM, PSK constellations and spherical codes. Therefore, the existence of codes with rate approaching one and a PMEPR of less than has been established, although there is no construction close to this result [3] .
Since Algorithm 1 and Theorem 1 work for any and , we may choose to be . We can, therefore, use Corollary 1 to prove that we can construct a code with rate and a PMEPR of less than . We can make a more precise argument in the following corollary.
Corollary 2: For large , using the construction as in Corollary 1, the code has a rate and a PMEPR of less than , where such that . Therefore, in an attempt to construct almost rate-one codes with PMEPR of , we have been able to construct codes with almost rate one (in fact, ) and PMEPR of less than , where is a constant independent of .
IV. EXTENSIONS AND OPEN PROBLEMS
In [17] and [18] , constellation shaping is proposed to reduce the PMEPR. In [17] , it is shown that by using amplitude adjustment on top of adjusting all the signs, i.e., , PMEPR can be further reduced at the expense of a little average power penalty. We can use the same approach, and combine our coding scheme with amplitude adjustment to further reduce the PMEPR at the expense of a lower rate hit and a little average power increase. It would be interesting to see what are the best rate and average power increase that lead to the maximum PMEPR reduction at the minimum cost.
The problem of constructing almost rate-one codes with PMEPR of still remains open. Even though the result of this letter implies a construction of a code with rate almost one (i.e., ) and PMEPR of less than , we are still off by a factor of . Another interesting problem is to investigate the performance of our algorithm (or any other algorithm) for designing the signs. Therefore, it would be useful to provide a lower bound on the value of the optimization problem posed in (5) as a benchmark. Of course, one simple lower bound can be obtained by using Parseval's theorem and bounding the maximum of the signal by its average power. However, obtaining tighter bounds remains an open problem.
Furthermore, as shown in [2] , there exist nonvanishing to zero rate codes with even constant PMEPR for large . Achieving codes with better PMEPR calls for a sign algorithm that has a better performance (or bound) for PMEPR. This also remains a very interesting open problem.
V. SIMULATION RESULTS
As we discussed in the previous sections, there is a trade-off between the PMEPR reduction and the rate of a code. In this Fig. 2 . CCDF of the PMEPR for QPSK by optimizing over n=r signs for r = 1; 2; 4 when n = 128. This corresponds to codes with rate 1=2; 3=4, and 7=8. section we carry out simulations to explore this trade off for and for BPSK, QPSK, and 16 QAM constellations. The algorithm for designing the signs is applicable to any symmetric constellation. Fig. 1 shows the complementary cumulative distribution function (CCDF) of the PMEPR when 's are chosen from a BPSK constellation, and for different values of which correspond to rate and codes. As we use fewer signs (or increase the rate of code), the CCDF shifts to the right.
Figs. 2 and 3 shows the CCDF of PMEPR for quadrature (Q)PSK and 16-QAM constellations. For QPSK curves, refer to different coding rates including , and , and for 16-QAM, rates are , and . It is also worth noting that although the rate of the code highly depends on the constellation, for a fixed value of , the CCDF does not really change as we change the constellation from BPSK to 16-QAM. Therefore, PMEPR reduction comes with a lower penalty in terms of rate for higher order constellations.
VI. CONCLUSION
This letter addresses the design of high-rate codes with bounded PMEPR. By using the signs of subcarriers and when the 's are chosen from a -ary symmetric constellation, we constructed codes with rate and PMEPR of less than for any and . For BPSK constellations, this implies codes with exponentially many codewords (in fact, ) that have a PMEPR of less than , where is a constant independent of and . For large , our result implies a construction for a code with almost full rate, i.e.,
, and a PMEPR of . It is also worth noting that the encoding can be done in polynomial time, and the decoding is quite simple.
